Remembering a past event involves reactivation of content-specific patterns of neural activity in high-level perceptual regions (e.g., ventral temporal cortex, VTC). In contrast, the subjective experience of vivid remembering is typically associated with increased activity in lateral parietal cortex (LPC)-"retrieval success effects" that are thought to generalize across content types. However, the functional significance of LPC activation during memory retrieval remains a subject of active debate. In particular, theories are divided with respect to whether LPC actively represents retrieved content or if LPC activity only scales with content reactivation elsewhere (e.g., VTC). Here, we report a human fMRI study of visual memory recall (faces vs scenes) in which complementary forms of multivoxel pattern analysis were used to test for and compare content reactivation within LPC and VTC. During recall of visual images, we observed robust reactivation of broad category information (face vs scene) in both VTC and LPC. Moreover, recall-related activity patterns in LPC, but not VTC, differentiated between individual events. Importantly, these content effects were particularly evident in areas of LPC (namely, angular gyrus) in which activity scaled with subjective reports of recall vividness. These findings provide striking evidence that LPC not only signals that memories have been successfully recalled, but actively represents what is being remembered.
Introduction
Successfully recalling a past event is associated with reactivation of content-specific patterns of neural activity. For example, recalling an image of a face or a scene reactivates category-selective regions of ventral temporal cortex (VTC; Polyn et al., 2005; Kuhl et al., 2011) . Reactivation of visual category information within VTC has been shown to scale with behavioral measures of recall success (Kuhl et al., 2011; Gordon et al., 2013) and reaction time (Kuhl et al., 2012; Kuhl et al., 2013) , suggesting its relevance to behavioral expressions of remembering. In contrast, other neural mechanisms are thought to track whether successful remembering has occurred independently of retrieved content. Contentgeneral retrieval success effects have been observed consistently in lateral parietal cortex (LPC; for reviews, see Vilberg and Rugg, 2008; Cabeza et al., 2008) . In particular, successfully recalling specific details about a past experience is associated with increased activation within ventral LPC-most typically in angular gyrus (ANG; Dobbins and Wagner, 2005; Hutchinson et al., 2009; Spaniol et al., 2009; Vilberg and Rugg, 2009) . Despite the ubiquity of LPC retrieval success effects, there remains considerable debate concerning their functional significance.
Potential accounts of LPC retrieval success effects include: (1) accumulation of mnemonic evidence ; (2) directing attention to internal, mnemonic representations (Cabeza et al., 2008) ; (3) representing retrieved content in an "output buffer" (Vilberg and Rugg, 2012) ; or (4) binding information from other cortical inputs (Shimamura, 2011) . Notably, the mnemonic accumulator and attentional accounts argue that LPC interacts with content representations in other cortical regions (e.g., in VTC) without actively representing retrieved content. In contrast, the output buffer account emphasizes active content representations within LPC. Similarly, the binding account is also compatible with content effects in LPC, but argues that LPC integrates content into bound, event-specific representations. Despite some recent support for content-sensitive mnemonic representations in LPC (Christophel et al., 2012; Kuhl et al., 2013; Xue et al., 2013; cf. Johnson et al., 2013) , there remains a lack of clear evidence for content reactivation specifically within LPC regions that signal retrieval success. In addition, to date, there is no evidence that recall-related activity patterns in LPC differentiate between individual events.
Here, we applied complementary forms of multivoxel pattern analysis to human fMRI data to test for and compare content reactivation within VTC and LPC. Our task involved three phases: study of words paired with pictures (faces/scenes), cued recall of the pictures (word-?) and, finally, a recognition test for pictures alone (Fig. 1) . We predicted that cued recall of pictures would elicit reactivation of category information (face vs scene), not only in VTC, but also in LPC. We specifically predicted reac-tivation within ANG based on evidence that ANG in particular is associated with recall success (Hutchinson et al., 2009 ). In addition, we predicted that ANG activity patterns would differentiate between individual events, a prediction motivated by theoretical arguments that ANG represents integrated event details and empirical evidence for stimulus-specific activity patterns in LPC during working memory maintenance (Christophel et al., 2012) . To test this, we compared activity patterns elicited by word cues during recall with activity patterns elicited by pictures during recognition. If activity patterns elicited by words are more similar to the specific pictures they were studied with compared with "unassociated" pictures from the same category, then this would constitute strong evidence for eventspecific representations.
Materials and Methods
Participants. Twenty right-handed, native English speakers (six female; mean age ϭ 21.1 years) from Yale University community participated. An additional participant was excluded due to a high rate of "no response" trials. All participants had normal or corrected-tonormal vision. Informed consent was obtained in accordance with the Yale Institutional Review Board.
Materials. Ninety-six scenes, 96 faces, and 128 cue words were used. Scenes and faces were grayscale photographs (225 ϫ 225 pixels). Scenes corresponded to well known locations (e.g., "Pentagon" or "Rocky Mountains") and included manmade structures and natural landscapes. Faces corresponded to famous people (e.g., "Hillary Clinton" or "Matt Damon") and included male and female actors, musicians, politicians, and athletes. Faces were cropped to include the area from approximately the chin to top of the head. Although pictures corresponded to specific labels (e.g., "Rocky Mountains"), these labels were never studied by or relevant to participants; that is, participants were never asked to name or label the stimuli.
Cue words were nouns (e.g., "whiskey" or "cow") selected using the Medical Research Council Psycholinguistic Database (Wilson, 1988) . Words were of moderate to high concreteness (M ϭ 592, range ϭ 457-644), imagibility (M ϭ 597, range ϭ 505-639), and frequency (M ϭ 26.2, range ϭ 5-127). Words were between 3 and 9 letters in length (M ϭ 5.2). Cue words were randomly assigned to pictures and word-picture pairs were randomly assigned to experimental conditions for each subject.
Procedure and design. The experiment consisted of eight fMRI scans (blocks) with each block comprised of three phases that occurred in sequence: study, recall, and recognition (Fig. 1) . Each study round began with a 10 s fixation cross. Participants then studied word-picture pairs, one at a time, with the explicit instruction to remember them. On each study trial, a word was displayed above a picture. Sixteen word-picture pairs were presented during each study round, divided into two "miniblocks" of eight word-face pairs and eight word-scene pairs. Half of the study rounds began with a face miniblock; half began with a scene miniblock. The motivation for the miniblock structure was to allow for more efficient estimation of category-level patterns of activity (i.e., for pattern classification analyses). Within each miniblock, each word-picture pair appeared for 3500 s, followed by a 500 ms fixation cross (for a total of 32 s per miniblock). After each miniblock, subjects indicated (via button press) the direction of randomly oriented (left/right) arrows. The arrow task began with a fixation cross for 700 ms, followed by a sequence of four arrows. Each arrow appeared for 800 ms and was followed by a fixation cross for 400 ms. After this sequence, a fixation cross appeared for 500 ms. In total, the study phase lasted 86 s.
Each recall phase began with a screen (6 s) instructing subjects to "get ready" for the upcoming recall phase; this was followed by a reminder (6 s) of the response option: index finger ϭ "vivid"; middle finger ϭ "weak"; ring finger ϭ "don't know." On each trial (4 s), subjects were presented with a cue word displayed above an empty box representing the to-be-recalled picture. Participants were instructed to recall the corresponding picture as vividly as possible and to indicate the vividness of their memory by button press. The decision to require a vividness rating as opposed to a measure for which accuracy could be objectively verified was based on two factors. First, we wanted to encourage subjects to recall the pictures in as much detail as possible and did not want to bias subjects toward recall of a more general, category-level memory (e.g., "face"). Second, by not requiring subjects to indicate the picture's category at any point, a pattern classifier could not decode category information based on behavioral responses. For the first 3 s of each recall trial, the outline of the box beneath the cue word was white; during the final 1 s, the outline changed to red to indicate that an immediate response was required. In each recall round, subjects completed 16 trials, with eight pairs from the immediately preceding study round (i.e., half of the studied pairs) tested twice each. Therefore, studied pairs corresponded to two different conditions according to whether pairs were subsequently tested during recall: nonrecalled pairs (NoRCL) and recalled pairs (RCL); half of the pairs in each condition within each block corresponded to faces, half to scenes. Of the eight pairs tested in each recall round, each pair was tested once (trials 1-8) before any of the pairs were tested a second time (trials 9 -16). The ordering of the items in each recall round was pseudorandom, with the constraint that the same pair was not tested on consecutive trials. Each recall trial was followed by the same arrow task as in the study phase. Each recall phase lasted 172 s.
After each recall phase, participants completed a recognition phase. The recognition phase began with a "get ready" screen (6 s), followed by a reminder of the response options (6 s) for the recognition phase: index finger ϭ "new"; middle finger ϭ "old." Each recognition trial (1800 ms) Figure 1 . Experimental paradigm. During each study phase block, participants studied word-picture pairs grouped by category (i.e., eight words paired with faces and eight words paired with scenes). After study, memory for some of the word-picture pairs was tested (twice each) in a recall phase. On recall trials, a word was presented and participants attempted to recall the corresponding picture in as much detail as possible (indicating vividness of recall by button press). Next, a recognition test followed in which participants were shown pictures that had either been studied and recalled (RCL), studied but not recalled (NoRCL), or not studied at all (NEW). Participants indicated whether each picture was "old" or "new." Participants completed a total of eight study-recall-recognition cycles, all during fMRI scanning. Pattern classifiers were trained to learn the picture categories (face vs scene) based on study-phase activity patterns and were tested on data from the recall phase. Successful classification of recall trials constituted evidence of category reactivation. In addition, patterns of activity elicited during the recall phase (word present, picture absent) were compared with patterns of activity elicited during the recognition phase (word absent, picture present) to test for event-level pattern similarity.
presented subjects with a picture and subjects were instructed to indicate whether they had seen the picture at some point during the experiment ("old") or whether the picture had not been seen at any point during the experiment ("new"). Each recognition phase contained 24 trials: eight NoRCL pictures, eight REC pictures, and eight novel (foil) pictures (NEW; half faces, half scenes). To reduce potential uncertainty, participants were informed that "old" items (NoRCL ϩ REC) would only be drawn from the current block. Each recognition trial was followed by a fixation cross (200 ms; responses made during this time or earlier were recorded) and then the same arrow task (6 s) that was included in the study and recall phases. In total, the recognition phase lasted 204 s. The total time per block (study ϩ recall ϩ recognition) was 462 s.
fMRI methods. Imaging data were collected on a 3T Siemens Trio scanner at the Anlyan Center at Yale University using a 12-channel head coil. Before the functional imaging, two T1-weighted anatomical scans were collected (in-plane and high-resolution 3D). Functional data were collected using a T2*-weighted gradient EPI sequence; TR ϭ 2000 ms, TE ϭ 25 ms, flip angle ϭ 90°, 34 axial-oblique slices, 224 mm FOV (3.5 ϫ 3.5 ϫ 4 mm). A total of eight functional scans were collected. Each scan consisted of 231 volumes; the first five volumes were discarded to allow for T1 equilibration. fMRI data preprocessing was conducted using SPM8 (Wellcome Department of Cognitive Neurology, London). Images were first corrected for slice timing and head motion. Highresolution anatomical images were coregistered to the functional images and segmented into gray matter, white matter, and CSF. Segmented gray matter images were "skull-stripped" and normalized to a gray matter Montreal Neurological Institute template. Resulting parameters were used for normalization of functional images. Functional images were resampled to 3 mm cubic voxels and smoothed with a Gaussian kernel (8 mm FWHM).
Univariate fMRI analyses. For univariate analyses, fMRI data were analyzed under the assumptions of the general linear model (GLM). Trials were modeled using a canonical hemodynamic response function and its first-order temporal derivative. Data were modeled in a single GLM that contained separate regressors representing the study, recall, and recognition phases. Across all phases, face and scene trials were modeled separately. For study trials, RCL and NoRCL trials were separately modeled (despite the fact that these trials did not differ until the recall phase). For the recall phase, first and second repetitions were modeled under a common regressor. For recognition trials, each of the three conditions (RCL, NoRCL, NEW) were modeled separately. Additional regressors representing motion and scan number were also included. Linear contrasts were used to obtain subject-specific estimates for each effect of interest, which were then entered into a second-level, random-effects analysis using a one-sample t test against a contrast value of 0 at each voxel.
Pattern classification. Pattern classification analyses were applied to preprocessed but unmodeled fMRI data. The preprocessing included all of the steps applied to the data used for univariate analyses, including normalization and smoothing. Normalization of the data allowed for use of standard-space anatomical masks, as well as the use of group-defined functional ROIs. The decision to use smoothed (as opposed to unsmoothed) fMRI data was based on our observation, from prior datasets, that smoothing tends to be beneficial to pattern classification performance and on recent studies demonstrating that smoothing-even with a large kernel-does not result in information loss (Kamitani and Sawahata, 2010; Op de Beeck, 2010) and may in fact reduce noise and improve sensitivity when fMRI data have been subjected to motion correction algorithms, which results in nonindependence between neighboring voxels (Kamitani and Sawahata, 2010) .
In addition, fMRI data used for classification analyses were high-pass filtered (0.01 Hz), detrended, and z-scored within scan. After relevant trials and corresponding volumes had been selected, data were z-scored again, first across voxels within each volume (i.e., at each point in time, mean activation across voxels ϭ 0) and then across all volumes within each phase (i.e., mean response for each voxel within each phase ϭ 0). Data corresponding to each trial were reduced to a single image/volume by averaging volumes across TRs. For study phase trials, TRs 3-4 (representing 4 -8 s posttrial onset) were equally weighted. For recall phase trials, a weighted average was applied to TRs 3-5 (4 -10 s posttrial onset), with the third and fourth volumes weighted more heavily (weighting ϭ 0.4 for each) than the fifth volume (weighting ϭ 0.2). A wider temporal window was applied to recall trials to reflect the fact that recall processes should be slower than perception (study trials); the weighted average was based on results from prior studies (Kuhl et al., 2011; Kuhl, Bainbridge, and Chun, 2012) . For the recognition phase, TRs 3-4 were equally weighted (as for the study phase).
Pattern classification analyses were performed using a penalized (L2) logistic regression classifier and implemented via the Princeton MVPA toolbox and custom Matlab code. Separate classifiers were applied to each of 10 anatomical ROIs (see Fig. 3A ). ROIs were created using an anatomical automatic labeling atlas (Tzourio-Mazoyer et al., 2002) .
Pattern similarity. Pattern similarity analyses (Kriegeskorte et al., 2008) were used to compare (correlate) neural activity during recall and recognition trials. These analyses were performed using fMRI data preprocessed as described for the pattern classification analyses. Measured correlations were z-transformed (Fisher's z) before any averaging or statistical analyses were performed.
Correction for multiple comparisons. All pattern classification and similarity analyses are reported across 10 anatomical ROIs. Although VTC and ANG represented regions of a priori interest, correction for multiple comparisons was performed using a conservative, corrected p value of 0.05/10 ϭ 0.005. All of the reported p values are uncorrected, but for all of the core analyses, we indicate which effects do or do not survive correction for multiple comparisons. For functionally defined ROIs (which are not independent of the anatomical ROIs), we do not indicate whether effects survive correction for multiple comparisons because the appropriate correction is less clear.
Results

Behavioral results
During recall, participants indicated the vividness with which they recalled each picture: 1 ϭ "vivid" (M ϭ 63.2%), 2 ϭ "weak" (17.3%), 3 ϭ "don't know" (14.6%). No response was made on 4.9% of trials. Mean ratings were comparable for face (M ϭ 1.44) and scene (M ϭ 1.43) trials ( p ϭ 0.98) and did not significantly vary across repetitions (M ϭ 1.45 and M ϭ 1.42, respectively; p ϭ 0.35).
During the recognition phase, subjects failed to respond within the allotted 2 s on an average of 9.1% of trials (no difference across conditions: p Ͼ 0.15); these trials were excluded from behavioral analyses. Pictures tested during the recall phase (RCL) were correctly identified as "old" (hits) with high accuracy (M ϭ 91.0%). The hit rate for pictures initially studied but not tested during the recall phase (NoRCL) was numerically, but not significantly, lower (M ϭ 88.8%, p ϭ 0.23). False alarms to novel pictures (NEW) were infrequent (M ϭ 7.3%). Mean discriminability, as measured by AЈ, did not differ for the RCL and NoRCL conditions (M ϭ 0.955 and 0.948, respectively; p ϭ 0.29). Mean reaction times (for hits only) also did not differ across the RCL and NoRCL conditions (M ϭ 1188 and 1182 ms, respectively; p ϭ 0.64). Mean reaction times for face trials (hits only) were significantly faster than for scene trials (1155 vs 1215 ms, respectively; p ϭ 0.003). The hit rate was also significantly higher for faces than for scenes (93.1% vs 86.8%, p ϭ 0.007).
Univariate effects of recall success
To identify regions associated with the subjective experience of vivid recall, we contrasted all recall trials associated with vivid remembering (vividness rating ϭ 1) versus nonvivid recall trials (all others). This contrast could reflect effects of vividness (vivid Ͼ weak) and/or retrieval success (vivid Ͼ don't know). We constructed a GLM with factors of category (face/scene) and vividness (vivid/nonvivid). At a threshold of p Ͻ 0.001 (uncorrected, 5 voxel extent threshold), we found several regions that showed greater activity for vivid than nonvivid trials, including the ANG (a region of a priori interest; Fig. 2) , hippocampus, and orbitofrontal cortex extending to caudate. Therefore, across category types, the ANG was associated with the subjective experience of vivid recall, consistent with prior findings (Dobbins and Wagner, 2005; Hutchinson et al., 2009; Spaniol et al., 2009; Vilberg and Rugg, 2009 ).
Category reactivation
Reactivation of category information during the recall phase was assessed by training pattern classifiers to discriminate face versus scene study trials and then testing how accurately recall phase trials were classified according to their category (Polyn et al., 2005; Kuhl et al., 2011; Kuhl, Bainbridge, and Chun, 2012) . Because recall phase trials only presented subjects with words (and not pictures), successful classification of recall phase trials reflected the degree to which category-related patterns of encoding activity were reactivated during recall. Each recall trial was categorized by the classifier and these "guesses" were scored as correct or incorrect according to the true category of the to-be-recalled image. Mean accuracy across trials was computed for each participant and accuracy across participants was compared with chance (50%) via one-sample t tests.
We first assessed classification accuracy across 10 anatomical ROIs corresponding to subdivisions of prefrontal, parietal, and temporal lobe regions (Fig. 3A) . Classification was performed across all recall trials (regardless of behavioral response or repetition number). Mean classification accuracy was above chance for each ROI (all p Ͻ 0.005; Fig. 3B ). Classification accuracy was numerically highest in VTC, followed by medial parietal cortex (MPC), and ANG (in decreasing order). Of particular interest, the robust reactivation in ANG suggests that the same area of lateral parietal cortex that exhibited heightened activation during vivid recall also carried information about what was being remembered.
To test more directly the overlap between vividness-related univariate activity and category reactivation, we generated a functional ROI for ANG (ANG functional ) by selecting all voxels within the anatomical mask that displayed greater activity for vivid than nonvivid recall trials using a liberal threshold ( p Ͻ 0.05) to include a sufficient number of voxels for pattern analysis (281 voxels). Category reactivation within this functionally defined ANG ROI was highly robust ( p Ͻ 5e-5; Fig. 3B ). Therefore, voxels within ANG that were associated with the subjective experience of vivid remembering also carried information about the visual category of a recalled stimulus.
Event-specific patterns of recall activity
We next assessed whether information about specific events/trials (which face or which scene was paired with a given cue word) was reactivated during recall. This was assessed by measuring pattern similarity (the correlation of activity vectors) between recall and recognition trials-trials that contained no perceptual information in common. To make this analysis independent of category reactivation, pattern similarity was restricted to pairs of recall and recognition trials that corresponded to pictures from the same category. For example, a recall trial in which a face was the target would only be correlated with recognition trials consisting of face images. In addition, because pairs of recallrecognition trials that corresponded to the same event ("same trials") were always from the same block (scan), it was important to avoid confounding same/different with temporal lag between recall and recognition trials. Therefore, each recall trial was only correlated with a recognition trial from the same block, thereby matching same/different comparisons in terms of recallrecognition lag. Finally, correlations were further restricted to recognition trials corresponding to the same condition (i.e., RCL).
An ANOVA with factors of region (10 anatomical ROIs), repetition (first vs second recall trial), and recall-recognition "match" (same, different) revealed a significant main effect of match (F (1,19) ϭ 9.14, p ϭ 0.007), reflecting stronger similarity when recall-recognition trials corresponded to the same picture relative to a different picture (from the same category, block, and condition; Fig. 3C) . This event-level similarity effect did not interact with repetition (F Ͻ 1), but varied as a function of region (F (9,171) ϭ 2.12, p ϭ 0.03). Considering individual ROIs, the main effect of match was significant ( p Ͻ 0.05) in middle frontal gyrus (MFG), medial prefrontal cortex (MPFC), supramarginal gyrus (SMG), and ANG; however, the effect was particularly robust in ANG ( p ϭ 0.0007). When correcting for multiple comparisons across the 10 anatomical ROIs (which is conservative given the a priori prediction for ANG), only the ANG effect remained significant. The match effect in ANG was also significantly stronger than the effect in VTC ( p ϭ 0.005) and all other ROIs ( p Ͻ 0.05) except for MPC ( p ϭ 0.08) and SMG ( p ϭ 0.14). To confirm that variance across ROIs was unrelated to the number of voxels in each ROI, we replicated the analysis using a random sample of 500 voxels from each ROI; this was repeated 10 times per ROI/ subject and the resulting correlation matrices were averaged. This had virtually no effect on the results: match effects remained significant without correction for multiple comparisons in MFG, MPFC, and SMG and with correction for multiple comparisons in ANG. Critically, the match effect was also highly robust in ANG functional ( p ϭ 0.0003).
As an alternative way of quantifying event-level match effects, we also assessed whether measures of recall-recognition similarity could be used to "classify" which recognition trial corresponded to a given recall trial. Specifically, for each recall trial, we selected the recognition trial (from the same block, condition, and category) with the most similar pattern of neural activity. The selected image was then scored as either correct or incorrect. Because each recognition block contained four items from each condition/category, chance performance was 25% accuracy. This analysis was performed separately for each repetition during the recall phase and accuracy was then averaged across repetitions. This event classification approach has the advantage of potentially reducing the influence of extreme correlation values by translating all of the data into a binary measure of similarity and also translates the event-level similarity into a more intuitive number. Using this method, the only anatomical ROI exhibiting above-chance classification accuracy was ANG (M ϭ 27.7%, p ϭ 0.001; all others, p Ͼ 0.15). Event classification was also significant in ANG functional ( p ϭ 0.006).
Given that our functionally defined ANG ROI was selected on the basis of its sensitivity to recall success, one important question is whether event-level effects in ANG might simply reflect a match in "memory strength." That is, items that were strongly recalled may have also been strongly recognized, thus producing match effects. This account would predict significant event-level effects in other regions that exhibited robust recall success effects. To test this, we defined two additional functional ROIs from the contrast of vivid versus nonvivid recall trials. Using a relatively high threshold of p Ͻ 0.0005, uncorrected, we selected clusters of voxels within bilateral orbitofrontal cortex, extending to caudate (169 voxels) and within bilateral posterior hippocampus, extending slightly into parahippocampal and retrosplenial cortices (270 voxels). Critically, event classification was not above chance either in the orbitofrontal/caudate (M ϭ 25.0%, p ϭ 0.95) or hippocampal (M ϭ 24.7%, p ϭ 0.74) functional ROIs. However, although the hippocampal ROI was nearly identical in size to the ANG functional ROI (270 vs 281 voxels, respectively), the orbitofrontal/caudate ROI was smaller (169 voxels). Therefore, to fully eliminate number of voxels as a factor, we reran the event classification analysis for ANG functional such that we subsampled 169 voxels from ANG functional (10 repetitions per subject were performed with a random 169 voxels selected for each repetition). Accuracy remained above chance in ANG functional (M ϭ 27.2%, p ϭ 0.01).
As an additional control, we also regressed out behavioral responses from the recall and recognition data, which removed potential content-general signals that were related to subjective memory strength (i.e., any effects of vivid remembering that generalized across items). Specifically, separate logistic regression models were used to predict behavioral responses from activity patterns during the recall and recognition phases and the residuals from these models were retained for the event classification analysis. Again, the event classification effects remained significant in ANG functional (M ϭ 27.3%, p ϭ 0.009). Therefore, the event-level match effects observed in ANG are not easily explained in terms of retrieval strength.
Subcategory reactivation
Another potential account of the event-specific effect in ANG is that it reflects category information subordinate to the broad categories we used (i.e., face and scene subcategories). Although we did not explicitly control for or balance subcategory information in designing the experiment, face stimuli could be divided into male and female subcategories and scenes into manmade versus natural subcategories. Notably, we have previously found that VTC distinguishes between these subcategories during event encoding (Kuhl, Rissman, and Wagner, 2012) . To test for subcategory effects during recall, we compared patterns of activity elicited during recall trials to patterns of activity elicited during recognition trials, sorting the data as a function of subcategory match. That is, we compared recall-recognition similarity for trial pairs corresponding to the same subcategory versus different subcategories. Note that all recognition trials were included in this analysis, regardless of condition (RCL, NoRCL, NEW) with the important exception that pairs corresponding to the same picture (event) were excluded (to differentiate subcategory effects from event-level effects).
An ANOVA with factors of subcategory (same vs different subcategory), repetition (first vs second recall trial), and region (10 anatomical ROIs) revealed only a trend for an effect of subcategory (F (1,19) ϭ 2.23, p ϭ 0.15); however, the interaction between repetition and subcategory was significant (F (1,19) ϭ 5.80, p ϭ 0.03). When considered separately, the effect of subcategory (same Ͼ different) was significant for first recall trials (F (1,19) ϭ 12.97, p ϭ 0.002), but not for second recall trials (F Ͻ 1). Consistent with our prior finding, VTC discriminated between subcategories (first recall trials; p ϭ 0.008). This was also true of inferior frontal gyrus (IFG; p ϭ 0.00003), MFG ( p ϭ 0.03), superior frontal gyrus (SFG; p ϭ 0.03), and MPC ( p ϭ 0.008). However, subcategory effects (first repetition only) were not present in ANG ( p ϭ 0.20) or ANG functional ( p ϭ 0.38). To rule out more definitively a contribution of subcategory information to the event-level effects in ANG, we repeated the event-level pattern similarity analysis with the additional constraint that each recall trial was only correlated with recognition trials that corresponded to the same subcategory. When controlling for subcategory, the event-level pattern similarity match effect remained significant in SMG ( p ϭ 0.02) and ANG ( p ϭ 0.0007), but was only significant when controlling for multiple comparisons (n ϭ 10) in ANG. Similarly, the effect in ANG functional remained significant when controlling for subcategory (p ϭ 0.0007). Note that event classification accuracy is not reported because subsampling trials to match for subcategory resulted in chance accuracy varying from block to block depending on the number of items from each subcategory within each block.
Reactivation and retrieval success
In all of the preceding analyses of reactivation, we included all recall trials regardless of behavioral vividness ratings. We next compared category and event classification as a function of recall success. However, analysis of performance separated by behavioral response was complicated by the suboptimal distribution of frequencies across response bins ("vivid," "weak," and "don't know") and the fact that some subjects failed to make any response on some trials (range ϭ 0 -21.1% across trials). For example, "vivid" responses ranged in frequency from 30.5% to 94.5% across subjects and "don't know" responses ranged in frequency from 0% to 39.8%. Therefore, we excluded subjects that had Ͻ5 trials in any of the three response bins (n ϭ 6) as well as subjects that failed to respond on Ͼ10% of the recall trials (n ϭ 3).
In ANG functional , category reactivation was significant for trials associated with "vivid" (M ϭ 61.6%) and "weak" (M ϭ 63.4%) ratings of vividness (both p Ͻ 0.005), but not for "don't know" responses (M ϭ 52.4%; p ϭ 0.25). Similarly, in VTC, category reactivation was significant for "vivid" ( p Ͻ 0.001) and "weak" trials (M ϭ 65.6% and M ϭ 64.6%, respectively; both p Ͻ 0.001), but not "don't know" trials (M ϭ 55.0%; p ϭ 0.18). Notably, the difference between "vivid" and "weak" trials was not significant for either ANG functional or VTC (both p Ͼ 0.6). The lack of difference between "vivid" and "weak" trials is somewhat surprising, but it is notable that "vivid" trials were associated with significantly faster reaction times than "weak" trials ( p Ͻ 0.00001). Therefore, it is possible that classifier performance benefitted from the greater time on task for "weak" trials. In addition, because we did not collect objective measures of recall detail or success (our motivation for using a subjective vividness scale was to motivate subjects to recall images in detail without biasing them toward selectively recalling a required piece of information), it is unclear how weak the "weak" memories were. Considering "vivid" and "weak" trials collectively as "successful" recall trials, both ANG functional and VTC were associated with highly robust category reactivation for successful recall trials (both p Ͻ 0.001), but not don't know trials (both p Ͼ 0.17) and the difference in category reactivation for successful versus don't know trials was also significant for both regions ( p Ͻ 0.01; Fig. 4A) .
In ANG functional , event classification accuracy was significantly above chance for successful recall trials (M ϭ 28.2%, p ϭ 0.004), but not "don't know" trials (M ϭ 22.2%, p ϭ 0.34; Fig. 4B ) and accuracy was significantly greater for successful than "don't know" trials ( p ϭ 0.03). In VTC, event classification did not differ from chance for either successful (M ϭ 25.1%, p ϭ 0.94) or "don't know" trials (M ϭ 26.5%, p ϭ 0.51). The interaction between region (ANG functional vs VTC) and recall success (successful vs don't know) was significant (F (1,10) ϭ 5.16, p Ͻ 0.05), confirming that the greater event classification accuracy in ANG than VTC was specific to recall trials associated with successful remembering.
Relationship between VTC category reactivation and ANG event similarity
It is notable that VTC, which displayed very robust category reactivation (Fig. 3B) , did not show an event-level pattern similarity effect ( p ϭ 0.22). However, it is possible that variance in the strength of VTC category reactivation was related to ANG event evidence. Therefore, we tested whether trial-level variance in ANG pattern similarity (for same trials) was related to the strength of category reactivation in VTC. A separate correlation coefficient was computed for each participant and these values were then z-transformed and compared with 0 via one-sample t test. Notably, ANG pattern similarity (for same trials) was unrelated to VTC category reactivation (mean z ϭ 0.01, p ϭ 0.74). To confirm that this null result was not simply due to poor correspondence between these two forms of analysis, we also tested whether VTC pattern similarity for same trials was related to VTC category reactivation and, indeed, the relationship was highly significant (mean z ϭ 0.11, p ϭ 1.9e-7). Therefore, ANG event information was distinct from VTC category reactivation.
Decoding content-general mnemonic history
In a final set of analyses, we focused on recognition trials alone to distinguish between content-general representations of an image's mnemonic history versus "memory-general" content effects. It has been shown previously that patterns of activity in parietal cortex support highly accurate decoding of whether a stimulus has previously been studied (Rissman et al., 2010) . We thus adopted a similar approach here. Using cross-validation analyses (leaving one scan out), we tested whether trials could be successfully classified as old versus new. Old trials corresponded to pictures that were studied but not tested during the recall phase (NoRCL); new trials corresponded to the foils presented during recognition (NEW). To remove reaction time as a potential confound (Todd et al., 2013) , a linear regression model was first applied in which the fMRI data were used to predict reaction time; residuals from this model (i.e., fMRI data that was unrelated to reaction time) were then used to perform old versus new classification. Old/new classification was significantly above chance across each of the 10 anatomical ROIs (all p Ͻ 0.005, all significant after correction for multiple comparisons; Fig. 5A ), with accuracy tending to be highest in parietal regions. Accuracy was also above chance in ANG functional ( p ϭ 0.0001). Therefore, information about whether a stimulus was old or new was widely distributed , including in the ANG region associated with recall success and reactivation.
Next, we asked a more subtle question: whether patterns of activity differentiated between old items that had previously been tested in the recall phase (RCL) versus old items that had not been tested (NoRCL). It should be noted that we did not observe differences in reaction time or accuracy at the group level between these conditions. However, to fully control for potential confounding effects of accuracy or reaction time (Todd et al., 2013) , linear regression was used to remove effects of these variables. Across the 10 anatomical ROIs, ANG was the only region in which classification of RCL versus NoRCL was above chance ( p ϭ 0.004, significant after correction for multiple comparisons; all others, p Ͼ 0.05, uncorrected; Fig. 5B ). Similarly, classification was above chance in ANG functional ( p ϭ 0.01). Therefore, although pictures in the RCL and NoRCL conditions had identical perceptual histories and only differed with respect to whether they had been tested previously (and reactivated), these categories could be discriminated according to the patterns of activity they elicited in ANG.
As a final step, we tested for representations of content (face/scene) that generalized across mnemonic history (RCL, NoRCL, NEW). Again, we first removed effects of accuracy and reaction time. Face versus scene decoding was well above chance in each of the 10 anatomical regions (all p Ͻ 9e-7, all significant after correction for multiple comparisons; Fig.  5C ), with accuracy ranging from 59.3% (SFG) to 93.9% (VTC). Accuracy was also high in ANG functional (M ϭ 75.2%, p Ͻ 2e-11). Therefore, content effects that were independent of memory were clearly robust in ANG, including in voxels that were explicitly selected on the basis of their sensitivity to recall vividness.
Discussion
We found that recall of visual images is associated with highly robust category reactivation, not only in VTC, but also ANG. Importantly, content effects were clearly present in ANG voxels that were explicitly selected based on their sensitivity to subjective reports of vivid remembering. Moreover, activity patterns in ANG were event specific, allowing for cue words (presented during recall) to be reliably "matched" with mnemonically associated pictures (presented during recognition), even though these recall and recognition trials shared no perceptual overlap. These findings provide important evidence for content reactivation extending to event-specific representations within LPC.
LPC contributions to memory retrieval
Traditionally, memory reactivation has been thought of as a property of sensory cortical regions, which contrasts with putative content-general frontoparietal mechanisms that guide retrieval or signal retrieval success (Buckner and Wheeler, 2001; Wheeler and Buckner, 2003) . More recent theories have been divided as to whether LPC actively represents retrieved content (see Introduction). The mnemonic accumulator proposal that was described but not advocated by holds that LPC tracks the strength of evidence in favor of a behavioral response without representing retrieved information per se. Although this account is appealing given the finding that monkey Figure 5 . Decoding of recognition trials. A, Classification of novel foil images (NEW) versus old images that were not tested during the recall phase (NoRCL). Classification accuracy was assessed using a cross-validation procedure. Accuracy was above chance in all anatomical and functional ROIs ( p Ͻ 0.05). B, Classification of old images that were tested during the recall phase (RCL) versus old images that were not tested during the recall phase (NoRCL). Accuracy was above chance in the anatomical ANG ROI ( p ϭ 0.001) and ANG functional ( p Ͻ 0.05). C, Classification of image category (face vs scene). Accuracy was above chance in all anatomical and functional ROIs ( p Ͻ 0.001), but was maximal in VTC. Colored bars under ROI labels match color labels in Figure 3A . *p Ͻ 0.05; **p Ͻ 0.01; ***p Ͻ 0.005.
LPC tracks the strength of behaviorally relevant sensory evidence (Shadlen and Newsome, 2001 ), it does not accommodate the content effects we observed in LPC. Similarly, the "attention to memory" model (Cabeza et al., 2008) is not readily consistent with our findings because it argues for a role of LPC in orienting attention to content that is represented in other cortical regions (e.g., VTC).
Instead, the present findings appear more consistent with an output buffer account (Baddeley, 2000; Vilberg and Rugg, 2008) or binding account (Shimamura, 2011) . According to the output buffer account, retrieved content is temporarily stored in LPC, perhaps until a behavioral decision is made. Consistent with this perspective, activity in LPC is sustained over the time course of retrieval events (Vilberg and Rugg, 2012; Kuhl et al., 2013) . According to the binding account, ventral LPC forms event-specific representations by integrating information across multiple domains and modalities. The present finding of greater event specificity within ANG than VTC may therefore be explained in terms of the greater diversity of information projecting to ANG, allowing for individual events to be better differentiated.
One challenge for all of the above theories is to explain why damage to LPC does not cause pronounced memory impairments. Although modest memory impairments have been observed among LPC patients (Olson and Berryhill, 2009) or with transcranial magnetic stimulation to (ventral) LPC (Sestieri et al., 2013) , the small magnitude of these impairments indicates that LPC contributions to memory are subtle. However, if LPC supports a memory buffer, one possibility is that LPC disruption will be disproportionately associated with memory impairments when retrieved information must be retained over a delay, manipulated, and/or evaluated with respect to other information held in working memory. Similarly, if LPC supports the binding of event information, memory impairments may only be observed when retrieval tests require access to integrated feature information.
Ventral versus dorsal LPC
Successful recall of event details has consistently been associated with activity in ventral LPC-namely, in ANG (Hutchinson et al., 2009 (Hutchinson et al., , 2014 Spaniol et al., 2009) . In contrast, dorsal LPC has been associated with successful item recognition but not with recall of event details Hutchinson et al., 2009; Hutchinson et al., 2014) . For example, superior parietal lobule (SPL) retrieval activity is positively correlated with uncertainty and/or reaction time (Cabeza et al., 2008; Hutchinson et al., 2014) . This ventral/dorsal dissociation fits well with the present finding that category reactivation was more evident in ANG than SPL and that event-specific information was robust in ANG but absent in SPL. The only analysis in which SPL was comparable to ANG was in old versus new decoding of recognition trials, consistent with prior evidence that SPL activity reflects item recognition.
However, category reactivation in SPL was still above chance. Therefore, although the dissociation between ANG and SPL was clear, the difference in content representation across these regions may not be absolute. In fact, we have shown recently that reactivation of visual category information in SPL can be as robust as category reactivation in ANG if visual category information per se is behaviorally relevant (Kuhl et al., 2013) . Here, category information was never explicitly relevant. Therefore, the extent to which category representations emerge in dorsal LPC may be closely related to behavioral goals (Toth and Assad, 2002; Freedman and Assad, 2006) and/or the mapping of categories to responses (Tosoni et al., 2008) . Indeed, whereas activity in ANG peaks relatively early during retrieval and is not sustained over time, dorsal LPC activity peaks later and is sustained until response execution (Sestieri et al., 2011) .
In the present study, voxels that lay at the boundary between ventral and dorsal LPC-effectively, the intraparietal sulcus (IPS)-were excluded from all ROIs to avoid blurring of dorsal/ ventral activity. However, episodic retrieval frequently elicits activation within IPS and retrieval-related IPS activations can be functionally dissociated from those in ANG and SPL (Hutchinson et al., 2014 ). An analysis of the excluded voxels (effectively an IPS ROI; 389 voxels) revealed significant category reactivation (M ϭ 57.0%, p Ͻ 0.001) and event classification (M ϭ 27.4%, p ϭ 0.01). In terms of magnitude, both of these effects fell between ANG and SPL. Although this provides evidence for content reactivation within IPS, given the methods used here, which involved group-level ROIs in normalized brain space, we believe it is difficult to make strong claims about the representations in IPS relative to SPL or ANG. Rather, to potentially dissociate IPS effects from those in ANG and/or SPL, it would be preferable to define subject-specific ROIs based on anatomical images and perhaps constrained by functional localizers (Hutchinson et al., 2014) .
Nature of LPC representations
Although our event-level pattern similarity results provide clear evidence that word cues (recall phase) and corresponding pictures (recognition) elicited a common representation, the specific nature of this representation could take several forms. First, word-picture similarity may have been driven by the pictures alone. By this account, recalling and perceiving the same picture resulted in an event-level match. The nature of picture representations could, in turn, be visual, semantic, or both so long as this information was incorporated into an episodic memory. Alternatively, event-level similarity may have been driven by event specific associations between words and pictures (Staresina et al., 2012) or even by the word alone (i.e., if cue words were reactivated during recognition trials). Although we cannot adjudicate between these accounts, they all emphasize event-specific content representations in LPC.
An alternative perspective is that event-level similarity in LPC was related to either retrieval strength or category strength. According to a retrieval strength account, items that were strongly recalled may have also been strongly recognized, resulting in a pattern similarity match. Notably, this account cannot explain the observed category reactivation effects. Moreover, we found that event-level effects in ANG remained even when regressing out behavioral responses (retrieval success). With respect to a category strength account, it may be expected that some pictures elicited stronger category responses than others (e.g., category prototypes); if such category strength effects were reflected both at recall and recognition, this could produce event-level match effects. However, this would predict event-specific effects to also occur in VTC, which we did not find. We also found no relationship between the strength of category reactivation in VTC and event-level similarity effects in ANG. Therefore, neither of these accounts appears sufficient on their own. However, an appealing intermediate idea is that event-specific representations may reflect a set of feature elements (content) convolved with associated mnemonic strengths, an account that potentially accommodates ANG demonstrating category and event-level reactivation as well as content-general mnemonic signals.
