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Abstract
Trotter decomposition is the basis of the digital quantum simulation. Asymmetric and symmetric
decompositions are used in our GPU demonstration of the digital adiabatic quantum simulations
of 2+1 dimensional quantum Z2 lattice gauge theory. The actual errors in Trotter decompositions
are investigated as functions of the coupling parameter and the number of Trotter substeps in each
step of the variation of coupling parameter. The relative error of energy is shown to be closely
related to the Trotter error usually defined defined in terms of the evolution operators. They are
much smaller than the order-of-magnitude estimation. The error in the symmetric decomposition
is much smaller than that in the asymmetric decomposition. The features of the Trotter errors
obtained here are useful in the experimental implementation of digital quantum simulation and its
numerical demonstration.
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I. INTRODUTION
Lattice gauge theory (LGT) is the approach to gauge theories based on discretizing the
spacetime or space to a lattice. The simplest LGT is Z2 LGT, which was first presented
as a quantum spin model [1–3]. It is important in particle physics [4–6], condensed matter
physics [2, 3, 7–9], as well as quantum computing [10–12]. With the progress of quantum
computing, quantum simulation of quantum Z2 LGT becomes a possibility [13–17], including
analog and digital approaches. Analog quantum simulation is based on mapping the the-
ory to a similar Hamiltonian of a simulating system. Digital quantum simulation is based
on Trotter decompositions of the evolution operator [14], including asymmetric decomposi-
tion [17–19] and symmetric decomposition [17, 20, 21], among others. The computational
complexity, expressed in terms of the number of steps in the Trotter decomposition, depends
directly on the Trotter error.
Recently, a digital quantum simulation of quantum Z2 LGT is designed using quan-
tum adiabatic algorithm implemented in terms of universal quantum gates, and a classical
demonstration of this scheme was made thoroughly in a GPU simulator [17]. Dubbed pseu-
doquantum simulation, classical demonstration of quantum simulation in state-of-art fast
computers facilitates the development of quantum algorithms and quantum softwares, and
is also a new approach of computation [17].
In real quantum computing experiments, in order to complete the quantum process be-
fore decoherence, it is crucial to reduce the number of Trotter steps as far as the error is
acceptable. So it is important to precisely investigate the errors.
In this paper, we perform the pseudoquantum simulation of quantum Z2 LGT, and study
how the errors depend on the step numbers of decompositions. The accurate Trotter errors
numerically obtained turn out to be much smaller than the previous order-of-magnitude es-
timation. This provides useful information for experimental implementation of the quantum
simulation and the parameter selection in pseudoquantum simulation.
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II. ORDER-OF-MAGNITUDE ESTIMATION OF THE TROTTER ERRORS OF
ADIABATIC QUANTUM SIMULATION OF QUANTUM Z2 LGT
A. quantum Z2 LGT
Consider the Hamiltonian of the quantum Z2 LGT defined on a square lattice [1, 3],
H = Z + gX, (1)
with
X = −
∑
l
σxl , (2)
Z =
∑

Z, (3)
Z = −
∏
l∈
σzl , (4)
where g is the coupling parameter, l represents links on the square lattice,  represents a
plaquette, the smallest loop formed by links. On a square lattice, a plaquette is a square.
The adiabatic evolution starts with the ground state |ψ0〉 for g = 0, in which Z = −1
for each plaquette  [17]. In our original algorithm, g is increased from 0 adiabatically as
gk,m = (k − 1)gs +mδ, (m = 1, · · · , n), n is the total number of substeps for each step k,
gs is the increase of g in each step, which lasts time ts, δ = gs/n is the increase of g in
each substep m. This generalizes the Trotter asymmetric and symmetric decompositions to
the case that the Hamiltonian varies at each step m of the Trotter decomposition, which is
renamed a substep. The errors in these decompositions were estimated.
Here we simplify the matter and consider g vary only at the end of each step, while
remain unchanged in the n Trotter substeps within each step, that is,
gk,m = gk = (k − 1)gs, (5)
which remains constant form = 1, · · · , n−1, and increases only whenm = n. This is because
we shall study the dependence of the error on n. If g varies at each decomposition step m,
the degree of adiabaticity increases with n, reducing the error due to nonadiabaticity [22].
To focus on the error due to Trotter decomposition, we now fix the rate of g variation, as
given in (5).
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B. Definitions and estimation of Trotter errors
For the asymmetric Trotter decomposition, the error in each step of g variation consisting
of n Trotter substeps is
εasys (ts, n, g) ≡ 〈ψ(g)|
(
(e−iZ
ts
n e−igX
ts
n )n − e−iHts
)
|ψ(g)〉. (6)
For the symmetric Trotter decomposition, the error in each step of g variation consisting of
n Trotter substeps is
εsyms (ts, n, g) ≡ 〈ψ(g)|
(
(e−iZ
ts
2n e−igX
ts
n e−iZ
ts
2n )n − e−iHts
)
|ψ(g)〉. (7)
One can estimate the Trotter errors under the assumption that ts/n is very small [17].
By using the identity eA+B = eAeBe−
1
2
[A,B]+···, we obtain
εasys (ts, n, g) ≈ O[
1
2
gNpnl
t2s
n
], (8)
where Np is the number of plaquettes, nl is the number of links in each plaquette. In the
derivation, it has been considered that each Z is noncommutative with nl σ
x’s. O represents
the order of magnitude.
For the symmetric Trotter decomposition, by using the identity ln(eA/2eBeA/2) = A +
B − ([A, [A,B]] + 2[B, [A,B]])/24 + · · · , we obtain
εsyms (ts, n, g) ≈ O[(
1
12
g2Npn
2
l +
1
24
gNln
2
p)
t3s
n2
], (9)
where Nl is the number of links, np is the number of plaquettes sharing each link. In the
derivation, it has been considered that each Z is noncommutative with nl σ
x’s, hence
[Z, X ] is the sum of nl products of one σ
y and nl−1 σ
z’s. Each σy is noncommutative with
the np Z’s of the plaquettes sharing with the link l. On the other hand, each product of
one σy and nl−1 σ
z’s is noncommutative with nl σ
x’s. Therefore [Z, [Z,X ]] = O(Npnlnp) =
O(Nln
2
p), as Np = Nlnp/nl, while [X, [Z,X ]] = O(Npn
2
l ). Another way of reasoning is the
following. Each σx is shared by np plaquettes, thus [Z, σ
x
l ] yields np products of one σ
y and
nl − 1 σ
z’s. Each product is noncommutative with Z’s of the np plaquettes, and with the
nl σ
x’s on the same plaquette. Consequently, [Z, [Z,X ]] = O[Nln
2
p], [X, [Z,X ]] = O[Nlnpnl].
With Np = Nlnp/nl, this is the same as above.
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Therefore the accumulated total errors are
εasy(g) =
Ns(g)∑
k=1
εasys (ts, n, kgs) =
g/gs∑
k=1
O(
1
2
kgsNpnl
t2s
n
) = O(
g(g + gs)
4gs
Npnl
t2s
n
) (10)
for the asymmetric decomposition, and
εsym(g) =
Ns(g)∑
k=1
εsyms (ts, n, kgs) =
g/gs∑
k=1
O([
1
12
(kgs)
2Npn
2
l +
1
24
kgsNln
2
p]
t3s
n2
)
= O[
g (g + gs)
(
2gsn
2
lNp + 4gn
2
lNp + 3Nln
2
p
)
144gs
t3s
n2
]
(11)
for the symmetric decomposition.
In this paper, we consider two-dimensional 3 × 3 square lattice with periodic boundary
condition, for which Np = 9, Nl = 18, np = 2, nl = 4, as shown in Fig. 1. Therefore
εasy(g) = O[
9g (g + gs)
gs
t2s
n
], (12)
εsym(g) = O[
g (g + gs) (288gs + 576g + 216)
144gs
t3s
n2
] (13)
Fig. 2 shows the estimation of the errors as functions of g and n. In our adiabatic
simulation, g varies from 0 to 2 adiabatically in steps of gs = 0.001 and time ts = 0.1. It
can be seen that the symmetric Trotter has lower error than the asymmetric Trotter. As t
is proportional to g in the adiabatic process, t = (g/gs)ts, the dependence of the error on t
is just the dependence on (ts/gs)g.
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FIG. 1. Two-dimensional 3×3 lattice, with periodic boundary condition. The links are numbered.
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FIG. 2. Order-of-magnitude estimated Trotter errors as functions of g, which increases from 0 to 2
in steps of gs = 0.001 and ts = 0.1, and log10 n, which increases from 0 to 3. (a) Accumulated error
εasy for asymmetric Trotter decomposition. (b) Accumulated error εsym for symmetric Trotter
decomposition.
The above order-of-magnitude estimation is for very small values of ts/n. Moreover, it
is based on assuming that the order of magnitude of the expectation value of each Pauli
matrix is 1. So in a sense it is an upper bound. Below we calculate the actual error, which
could be much lower.
III. ENERGY ERRORS AND ACTUAL TROTTER ERRORS
The number of Trotter steps n determines the time complexity of the adiabatic quantum
simulation. Hence it is crucial to know the actual errors. In the following, we describe our
method to evaluate the actual errors.
Let’s consider the key physical quantity, namely the energy, and define the expectation
value
E0(g) ≡ 〈ψ(g)|H(g)|ψ(g)〉 = Z0(g) + gX0(g), (14)
with
Z0(g) ≡ 〈ψ(g)|Z|ψ(g)〉 (15)
X0(g) ≡ 〈ψ(g)|X|ψ(g)〉〈〉, (16)
which are exact, without Trotter errors. Similarly we also consider the expectation values
at the state which are calculated using the Trotter decomposition,
En(g) ≡ 〈H(g)〉n = Zn(g) + Xn(g), (17)
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with
Zn(g) ≡ 〈Z〉n, (18)
Xn(g) ≡ 〈X〉n, (19)
where the subscript n means that the number of steps in the Trotter decomposition is n.
The difference En(g)− E0(g) is a measure of the error in the Trotter decomposition.
Now we connect energy error with the Trotter errors εasyms (ts, n, g) and ε
sym
s (ts, n, g)
defined in (6) and (7), respectively.
Suppose starting from a same state |ψ(g)〉, after one step of varying g consisting of n
Trotter substep, the exact state is e−iHts |ψ(g)〉, the state computed by an approximating
operator F is F |ψ(g)〉. F = (e−iZ
ts
n e−igX
ts
n )n for the asymmetric Trotter decomposition, and
F = (e−iZ
ts
2n e−igX
ts
n e−iZ
ts
2n )n for the symmetric Trotter decomposition.
Then En(g) − E0(g) ≈ 〈ψ(g)|F
†HF |ψ(g)〉 − 〈ψ(g)|e−iHtsHe−iHts|ψ(g)〉, where we have
approximated |ψ(g − ss)〉 as |ψ(g)〉, because of adiabaticity gs ≪ g. We define the operator
R = F − e−iHts . (20)
The expectation value of R,
εs ≡ 〈ψ(g)|R|ψ(g)〉,
is nothing but the Trotter error as defined in (6) and (7). There, the order-of-magnitude
estimation is also made.
R is small, hence F †HF = (eiHts + R†)H(e−iHts + R) ≈ eiHtsHe−iHts + eiHtsHR +
R†He−iHts, where the higher order term R†R is neglected. Therefore, En(g) − E0(g) ≈
〈ψ(g)|(eiHtsHR + R†He−iHts)|ψ(g)〉. Using the fact that H|ψ(g) = E0(g)|ψ(g)〉, we have
〈ψ(g)|(eiE0(g)tsR + e−iE0(g)tsR†)|ψ(g)〉 = (En(g)− E0(g)) /E0(g). We can define
r(g) ≡ 〈ψ(g)|(eiE0(g)tsR + e−iE0(g)tsR†)|ψ(g)〉
= 2Re(εse
iE0(g)ts)
= 2|εs| cos(E0(g)ts + arg εs),
thus
r(g) =
En(g)− E0(g)
E0(g)
. (21)
Therefore we have shown that the Trotter error εs, as defined in (6) or (7) is simply related
to the relative error of the energy.
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Thought not directly related to Trotter errors in (6) or (7), the relative errors of Z and
X can also be defined similarly as
Zn(g)− Z0(g)
Z0(g)
,
Xn(g)− X0(g)
X0(g)
.
There are no exact solutions of Z0(g), X0(g) and E0(g). Nevertheless, we can obtain very
good approximations by using symmetric Trotter decomposition with very large number of
Trotter steps, say, n = 104, and with the same values of gs = 0.001 and ts = 0.1 as for
En(g). This benchmark has the additional advantage that there is some cancellation of the
nonadiabatic errors, even though they are small, which exist as the variation of g is not
infinitesimally slow. E0(g), Z0(g) and X0(g) obtained in this way are shown in Fig. 3.
E0
<Z>0
<X>0
0.0 0.5 1.0 1.5 2.0
-30
-20
-10
0
g
FIG. 3. Good approximations of the expectation values E0, Z0 ≡ 〈Z〉0 and X0 ≡ 〈X〉0 of H, Z and
X, respectively, without Trotter error, as functions of g, obtained by using the symmetric Trotter
decomposition with steps of gs = 0.001, ts = 0.1 and n = 10
4.
IV. NUMERICAL RESULTS IN THE PSEUDOQUANTUM SIMULATION
We perform pseudoquantum simulation using the QuEST GPU quantum simulator with
double precision [23], and using Tesla V100 card of Nvidia GPU. In our pseudoquantum
simulation, for each set of values of n and g, we calculate the expectation values We vary n
from 1 to 1000, and numerically calculate the characteristic quantities.
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A. Energy Errors
En(g)−E0(g) is shown in Fig. 4, where it can be seen that it is two orders of magnitude
lower in the symmetric decomposition than in the asymmetric decomposition.
Fig. 4 also shows Zn(g) − Z0(g) and Xn(g) − X0(g), which are of the same order of
magnitude. Moreover, Zn(g)−Z0(g) in both decompositions are nearly the same. Zn(g)−
Z0(g) is positive. In asymmetric decomposition, Xn(g)−X0(g) is also positive, hence En(g)−
E0(g) is the sum of two positive numbers. In symmetric decomposition, Xn(g) − X0(g) is
negative, hence En(g) − E0(g) is a sum of one positive number and one negative number.
Consequently, En(g) − E0(g) is significantly smaller in the symmetric decomposition than
in asymmetric decomposition.
B. Error bounds
There are oscillations in the errors. So we define the error bound of the energy as
εH(g) = max{|En(g
′)− E0(g
′)|}, (22)
where the maximum is over
g −
∆g
2
6 g′ 6 g +
∆g
2
,
with ∆g representing a certain window length. After some triers, we find ∆g = 0.04 is about
a small suitable value to get ride of the oscillations. The error bounds εH(g) calculated from
En(g)−E0(g) in Fig. 4 are shown in Fig. 5. We have also calculated εH(g) for more values
of n, which are shown as functions of g in log-normal plots in Fig. 6, as functions of n in
log-log plots in Fig. 7, and as functions of n and g in three-dimensional plots in Fig. 8.
Similarly, the error bounds for Z and X are defined as
εZ(g) = max{|Zn(g
′)−Z0(g
′)|}, (23)
and
εX(g) = max{|Xn(g
′)− X0(g
′)|}, (24)
with the window length for each case also found to be 0.04. εZ and εX as functions of g and
n are shown in Fig. 9.
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For quantum Z2 LGT, there is a QPT at gc ≈ 0.38. It can be seen from Fig. 5, Fig. 6
and Fig. 8 that for the asymmetric decomposition, the dependence of εH on g exhibits a
significant change when g is increased from g < gc to g > gc, from a exponential to a linear
function. For the symmetric decomposition, there is no such significant change, and εH
remains a polynomial function of g.
It also can be seen from Fig. 4 and Fig. 9 that in asymmetric and symmetric decomposi-
tions, εZ ’s are the same, for the reason given above about Zn(g)−Z0(g), but εX ’s are quite
different. For symmetric decomposition, εZ and εX are close to each other at each value of
n and g, because Zn(g)− Z0(g) and Xn(g)− X0(g) are close in magnitude but opposite in
sign, hence their cancellation reduces εH .
In either decomposition, εZ remains very small when g < gc, and increases linearly
with g when g > gc. When g < gc, εX increases exponentially with g in asymmetric
decomposition, while remains as small as εZ in symmetric decomposition. When g > gc,
in asymmetric decomposition, εX tends to be nearly unchanged, and thus the error bound
of gX increases linearly with g, while in symmetric decomposition, εX remains close to εZ .
These behaviors of errors and error bounds of Z and X can explain that of H . Especially,
within the parameter regime investigated here, εH in symmetric decomposition is two orders
of magnitude lower than that in asymmetric decomposition.
Fig. 7, Fig. 8 and Fig. 9 also indicate that in either decomposition, εH , εZ and εX are
almost inversely proportional to n, in consistent with the order-of-magnitude estimation of
the errors.
C. Relative errors
We now turn to the relative errors.
r(g) ≡ (En(g)− E0(g)) /E0(g) is shown in Fig. 10, where it can be seen that it is also
two orders of magnitude lower in the symmetric decomposition than in the asymmetric
decomposition. In the asymmetric decomposition, for g > gc, the relative error r(g) is
nearly independent of g.
Fig. 10 also shows (Zn(g)− Z0(g)) /Z0(g) and (Xn(g)− X0(g)) /X0(g), with the latter
about one order of magnitude less. As X0(g) is extremely small when g is very small,
(Xn(g)− X0(g)) /X0(g) is calculated for g > 0.06. (Zn(g)−Z0(g)) /Z0(g) in both decompo-
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sitions are nearly same. While (Zn(g)− Z0(g)) /Z0(g) is positive (Zn(g)− Z0(g)) /Z0(g) is
negative, asZ0(g) is negative. Similarly, in asymmetric decomposition, (Xn(g)− X0(g)) /X0(g)
is also negative, hence (En(g)−E0(g)) /E0(g) is the sum of two nagative numbers. In sym-
metric decomposition, (Xn(g)−X0(g)) /X0(g) is positive, hence (En(g)− E0(g))) /E0(g) is a
sum of one nagative number and one positive number. Consequently, (En(g)− E0(g)) /E0(g)
is significantly smaller in the symmetric decomposition than in asymmetric decomposition.
D. Relative Error bounds
We define the relative error bound of the energy as
εrH(g) = max{
|En(g
′)− E0(g
′)|
|E0(g′)|
}, (25)
where the maximum is over
g −
∆g
2
6 g′ 6 g +
∆g
2
,
with ∆g representing a certain window length, which is also ∆g = 0.04. The error bounds
εrH(g) calculated from (En(g)−E0(g)) /E0(g) in Fig. 10 are shown in Fig. 11. We have
also calculated εrH(g) for more values of n, which are shown as functions of g in log-normal
plots in Fig. 12, as functions of n in log-log plots in Fig. 13, and as functions of n and g in
three-dimensional plots in Fig. 14.
Similarly, the relative error bounds for Z and X are defined as
εrZ(g) = max{
|Zn(g
′)−Z0(g
′)|
|Z0(g′)|
}, (26)
and
εrX(g) = max{
|Xn(g
′)− X0(g
′)|
|X0(g′)|
}, (27)
with the window length for each case also being 0.04. εrZ and ε
r
X as functions of g and n are
shown in Fig. 9.
It can also be seen from Fig. 11, Fig. 12 and Fig. 14 that for the asymmetric decomposi-
tion, the dependence of εrH on g exhibits a significant change when g is increased from g < gc
to g > gc, namely, from an exponential increase to independence of g. For the symmetric
decomposition, there is no such a significant change.
It also can be seen from Fig. 10 and Fig. 15 that in asymmetric and symmetric decom-
positions, εrZ ’s are the same, but ε
r
X ’s are quite different.
11
Fig. 7, Fig. 8 and Fig. 9 also indicate that in either decomposition, εrH , ε
r
Z and ε
r
X are
almost inversely proportional to n. This feature is shared by order-of-magnitude estimation
of the Trotter errors.
V. SUMMARY
Trotter decomposition is the basis of digital quantum simulation. Here we have investi-
gated the errors of symmetric and asymmetric Trotter decompositions and make compar-
isons between them, and with the order-of-magnitude estimation. Using a GPU simulator,
we have performed the numerical demonstration of digital adiabatic quantum simulation of
quantum Z2 LGT, an approach called pseudoquantum simulation.
We have defined the errors in the energy, and in expectation values of Z and X , the two
competing terms in the Hamiltonian. Each error is defined as the difference with the exact
expectation value without the Trotter error, which is well approximated by using the Trotter
decomposition with a very large number of steps. We have also defined the error bounds to
get ride of small oscillations.
For symmetric and asymmetric Trotter decomposition, and for various numbers of sub-
steps, we calculate the errors as functions of the coupling parameter g.
We observed clearly the characteristic differences between asymmetric and symmetric
Trotter decompositions. In the symmetric decomposition, the errors in 〈Z〉 and 〈X〉 are
close in magnitude but opposite in sign, hence the error and error bound in energy are
about two orders of magnitude lower than in the asymmetric decomposition.
In the asymmetric and symmetric decomposition, errors and thus the error bounds of
〈Z〉 are the same, but those of 〈X〉 are different.
In the asymmetric decomposition, the error bound εH increases exponentially with g for
g < gc, and increases linearly with g for g > gc. In the symmetric decomposition, εH always
increases with g polynomially.
We have also investigated the relative errors and their bounds. Especially, we found that
the relative error of energy is equal to the Trotter error defined in terms of the evolution
operator. The relative error bound of energy can be compared with the order-of-magnitude
estimation for the Trotter errors, indicating that the actual error is much lower than the
order-of-magnitude estimation, especially when n is very small.
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In each decomposition, each actual error is in in inverse proportion to n. This relation is
the same as in the order-of-magnitude estimation.
These results provide useful information for the experimental implementation of the adi-
abatic quantum simulation of quantum Z2 LGT, and its pseudoquantum simulation.
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FIG. 4. Numerical results of errors as function of g, in steps of gs = 0.001 with n = 5, 6, 10, 100.
(a) En − E0 in the asymmetric Trotter decomposition. (b) En − E0 in the symmetric Trotter
decomposition. (c) 〈Z〉n − 〈Z〉0 in the asymmetric Trotter decomposition. (d) 〈Z〉n − 〈Z〉0 in the
symmetric Trotter decomposition. (e) 〈X 〉n − 〈X〉0 in the asymmetric Trotter decomposition. (f)
〈X 〉n − 〈X〉0 in the symmetric Trotter decomposition.
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FIG. 5. Error bound εH calculated from numerical results of En−E0, as a function of g, in step of
gs = 0.001 with n = 5, 6, 10, 100. (a) Asymmetric Trotter decomposition. (b) Symmetric Trotter
decomposition.
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FIG. 6. Numerical results of log10(εH) as functions of g, in steps of gs = 0.001 with various values
of n. (a) Asymmetric Trotter decomposition. (b) Symmetric Trotter decomposition.
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FIG. 7. Numerical results of log10(εH) as functions of n for various values of g. (a) Asymmetric
Trotter decomposition. (b) Symmetric Trotter decomposition.
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FIG. 8. Numerical results of log10(εH) as a function of g and log10(n). g increases from 0 to 2.0
in steps of gs = 0.001 and ts = 0.1, while log10(n) increases from 0 to 3. (a) Asymmetric Trotter
decomposition. (b) Symmetric Trotter decomposition.
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FIG. 9. Numerical results of log10(εZ) and log10(εX) as functions of g, which increases from 0 to
2.0 in step of gs = 0.001 and ts = 0.1, and log10(n), which increases from 0 to 3. (a) log10(εZ)
in the asymmetric Trotter decomposition. (b) log10(εZ) in the symmetric Trotter decomposition.
(c) log10(εX) in the asymmetric Trotter decomposition.(d) log10(εX) in the symmetric Trotter
decomposition.
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FIG. 10. Numerical results of relative errors as function of g, in steps of gs = 0.001 with
n = 5, 6, 10, 100. (a) (En − E0) /E0 in the asymmetric Trotter decomposition. (b) (En −E0) /E0 in
the symmetric Trotter decomposition. (c) (〈Z〉n − 〈Z〉0) / 〈Z〉0 in the asymmetric Trotter decompo-
sition. (d) (〈Z〉n − 〈Z〉0) / 〈Z〉0 in the symmetric Trotter decomposition. (e) (〈X〉n − 〈X〉0) / 〈X〉0
in the asymmetric Trotter decomposition. (f) (〈X〉n − 〈X〉0) / 〈X〉0 in the symmetric Trotter de-
composition.
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FIG. 11. Relative error bound εrH calculated from numerical results of (En − E0) /E0, as a function
of g, in step of gs = 0.001 with n = 5, 6, 10, 100. (a) Asymmetric Trotter decomposition. (b)
Symmetric Trotter decomposition.
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FIG. 12. Numerical results of log10(ε
r
H) as functions of g, in steps of gs = 0.001 with various values
of n. (a) Asymmetric Trotter decomposition. (b) Symmetric Trotter decomposition.
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FIG. 13. Numerical results of log10(ε
r
H) as functions of n for various values of g. (a) Asymmetric
Trotter decomposition. (b) Symmetric Trotter decomposition.
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FIG. 14. Numerical results of log10(ε
r
H) as a function of g and log10(n). g increases from 0 to 2.0
in steps of gs = 0.001 and ts = 0.1, while log10(n) increases from 0 to 3. (a) Asymmetric Trotter
decomposition. (b) Symmetric Trotter decomposition.
(a)
-10
-8
-6
-4
-2
(b)
-10
-8
-6
-4
-2
(c)
-6
-5
-4
-µ
-2
(d)
-8
-7
-6
-5
-4
-3
FIG. 15. Numerical results of log10(ε
r
Z) and log10(ε
r
X) as functions of g, which increases from 0 to
2.0 in step of gs = 0.001 and ts = 0.1, and log10(n), which increases from 0 to 3. (a) log10(ε
r
Z)
in the asymmetric Trotter decomposition. (b) log10(ε
r
Z) in the symmetric Trotter decomposition.
(c) log10(ε
r
X) in the asymmetric Trotter decomposition.(d) log10(ε
r
X) in the symmetric Trotter
decomposition.
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