A linear-scaling self-consistent field method for calculation of the electronic structure of biological macromolecules in solution is presented. The method is applied at the semiempirical Hartree-Fock level to the determination of heats of formation, solvation free energies, and density of electronic states for several protein and DNA systems. [S0031-9007(98) [5] [6] [7] . Here, we adopt a "divideand-conquer" approach [6, 8] ; however, methods based on direct minimization of the density matrix (under the restraint it remains approximately idempotent), localized orbital approaches, and pseudodiagonalization procedures provide alternatives to the present method. Nonetheless, application of linear-scaling electronic structure methods to macromolecules in solution have only just been realized [9] .
The development of electronic structure methods capable of treating molecular systems up to several thousands of atoms is a first step toward the study of quantum mechanical effects of biological macromolecules in solution. The main computational bottlenecks in standard Hartree-Fock or Kohn-Sham density-functional methods derive from two sources: construction of matrix elements, and orthogonalization of molecular orbitals. The former is dominated by the classical electrostatic energy [1] that scales as O͑N 2 ͒, where N is the number of particles [2] . A number of methods have been developed that overcome the scaling bottleneck for systems of point charge particles [3] , and recently have been extended to continuous charge distributions encountered in electronic structure calculations [4] . The orthogonalization bottleneck formally scales as O͑N 3 ͒, and typically manifests itself in the form of matrix diagonalization procedures. Several methods have been recently introduced that address this problem [5] [6] [7] . Here, we adopt a "divideand-conquer" approach [6, 8] ; however, methods based on direct minimization of the density matrix (under the restraint it remains approximately idempotent), localized orbital approaches, and pseudodiagonalization procedures provide alternatives to the present method. Nonetheless, application of linear-scaling electronic structure methods to macromolecules in solution have only just been realized [9] .
In this Letter, a method for the determination of the electronic structure of biological macromolecules (up to several thousands of atoms) in solution is developed, and results of fully self-consistent semiempirical Hartree-Fock calculations of protein and DNA systems are presented.
In Hartree-Fock molecular orbital and Kohn-Sham density-functional methods, the variational parameter is the single particle density matrix defined by
andĤ
Here,Ĥ refers to either the Fock or Kohn-Sham Hamiltonian operators in the case of Hartree-Fock and KohnSham methods, respectively. The second equality in Eq. (2) follows from the assumption that the occupation numbers are given by a Fermi distribution f b ͑´͒ ͑1 1 e b´͒21 with inverse temperature b, taken here to correspond to 300 K. For localized basis set methods, the density matrix can be partitioned using symmetric weight matrices W a that are localized in real space, and normalized such that
The partitioned density matrix elements in a localized region of real space can be approximated by a local projection of the Hamiltonian in a basis set in the neighborhood of that region. The global density matrix can then be approximated by
where
Here,Ĥ a is a local projection of the Hamiltonian in a basis set localized in the region of the subsystem a. In practice, this set would typically include basis functions centered on the atoms contained in the subsystem in addition to basis functions centered on nearby buffer atoms. The chemical potential m in Eq. (7) is determined from the normalization requirement of the total density 0031-9007͞98͞80(22)͞5011(4)$15.00 [17] .
Tr͑r͒ N. Since the operatorĤ itself depends on the density matrix, the procedure proceeds iteratively until self-consistency is achieved. In this formulation, there is no need for construction or diagonalization of the global Fock or Kohn-Sham Hamiltonian matrices, and, hence, the N 3 bottleneck associated with orthogonalization of the molecular orbitals is avoided. With proper choice of buffer region, the method has been demonstrated to be highly accurate and efficient [8, 11] .
Inclusion of solvent effects is crucial for a realistic description of the electronic structure of biological macromolecules. A particularly convenient solvation model for quantum mechanical calculations is the conductorlike screening model [12] . This model is based on a variational principle for the dielectric response of a conductor that is then scaled for finite dielectric media. This leads to an error on the order of 1͑͞2´͒ [12] that is small for high dielectric media such as water ͑´ഠ 80͒.
For large molecules, the conventional matrix inversion solution is not feasible, since it is an O͑M 3 ͒ procedure, where M is the dimensionality of the surface charge vector (proportional to the molecular surface area that typically varies as N 2͞3 to N for biosystems). To overcome this problem, a method has been introduced to directly minimize the electrostatic energy using a preconditioned conjugate gradient/fast multipole method [11] .
The minimization procedure requires multiple evaluations of matrix-vector products that each require O͑M 2 ͒ effort by conventional methods. These operations, which represent the Coulombic potential of surface charge vectors, can be evaluated rapidly in O͓M log͑M͔͒ effort using a recursive bisection fast multipole technique [13] . The method has been shown to be highly accurate and efficient for biological macromolecules [8, 11] .
Initial structures of ͑CG͒ 8 DNA helices in canonical A, B, and Z forms were generated from ideal monomer subunits obtained from fiber diffraction experiments [14] , and those of proteins and complexes were obtained from nuclear magnetic resonance data in solution. Refinement of the atomic positions was accomplished in two stages: Initial geometry optimization was performed using an empirical "molecular mechanical" potential function tailored for biomolecules [15] , followed by 50 steps of steepest descents minimization to relax the structures on the quantum mechanical potential energy surface.
Quantum mechanical calculations were performed using a fully self-consistent linear-scaling Hartree-Fock method [8, 11] with the semiempirical AM1 Hamiltonian [16] . The amino and nucleic acid biopolymer subunits were used to define the subsystems in the divideand-conquer procedure. Buffer atoms were determined using a distance criterion R b , and Hamiltonian, Fock, and density matrix elements were evaluated using a cutoff R m . Solvent effects were included self-consistently using a linear-scaling solvation method for macromolecules with atomic radii parametrized to reproduce solvation free energies of amino acid backbone and side-chain homologues and modified nucleic acid bases [11] . Table I summarizes the convergence of energetic properties with respect to the real-space cutoffs R b and R m . Relative energetic quantities converge rapidly with buffer size [17] . With the 8͞9 Å ͑R b ͞R m ͒ cutoff scheme, the heat of formation has converged to better than 10 25 eV͞atom, representing eight significant digits in the electronic energy. Examination of the electronic density of states (DOS) in the gap region (data not shown) reveals artificial leakage of the states into the gap with small buffer size ͑R b 4 Å͒. This artifact rapidly diminishes with increasing buffer, and is essentially eliminated at R b 8 Å. Subsequently, we employ the 8͞9 Å ͑R b ͞R m ͒ cutoff scheme in the remainder of this Letter. Solvation effects.-Solvation has a profound effect on the electronic structure of biomolecules, and in most cases is essential for stable energies. The electrostatic contribution to the solvation free energy DG el is defined as the electrostatic interaction between the solute charge density with its induced reaction field plus the self-energy of the reaction field. Results for DNA and proteins are summarized in Table II . For DNA, this interaction represents a tremendous stabilization energy that results from the large net negative charge. The solvation energy data indicates that Z-DNA is most stabilized by the dielectric medium, in qualitative agreement with the experimental observation that Z form DNA generally prefers high salt conditions. It should be pointed out that alternating pyrimidine/purine sequences such as d͑CG͒ n are also characteristic of Z-DNA. The solvation energies of the proteins are considerably smaller than the DNA polyanions.
P H Y S I C A L R E V I E W L E T T E R S
Density of states.-The energy of the highest occupied eigenstates give information about the rate of change of the energy with respect to the valence orbital occupations. For solvated DNA, the DG el ,´h omo , and DE gap values follow the same relative order (Table II) . Recently, there has been experimental evidence that long-range electron transfer can occur through the DNA base stack [18] ; however, the mechanism of this process is not yet understood, and the subject remains controversial. The DE gap values for the solvated DNA and proteins range from 7.4-7.8 eV and 5.99-6.91 eV, respectively. These results suggest that conduction via a free electron mechanism is unlikely for the systems considered here.
Inclusion of the solvent response greatly increases the energy gap for both DNA and proteins. For DNA, this increase is accompanied by a slight broadening and shift of the density of states toward more positive values [ Fig. 1(a) ]. The increased energy gap in DNA from ϳ0.4 2.8 eV in the gas phase to ϳ7.4 7.8 eV in solution reflects the preferential solvent stabilization of the occupied valence versus the unoccupied virtual orbitals. For the proteins, the increase of the gap and broadening of the DOS peaks are less pronounced than for DNA [ Fig. 1(b) ]. The gas phase and solution DOS of crambin, the most hydrophobic protein considered, are very similar. For bpti and lysozyme, the gas phase DOS are shifted toward more negative values as a result of the net positive charge.
Protein-protein and protein-DNA interactions. -We consider two macromolecular complexes mediated by highly ionic interactions: the protein-protein complex of myosin with calmodulin [19] , and the protein-DNA complex of Myb with its DNA binding sequence [20] ( Table III) . It is clear that, although the change in heat of formation upon binding is highly favorable, the effect of solvation is to oppose binding of the opposite charged ionic species. Figure 2 illustrates the effect of complex formation on the electronic DOS. The overall difference is more pronounced in the case of protein-DNA binding, indicating strong coupling of electronic states. The difference in running integration numbers DN͑E͒ are almost exclusively nonpositive for both complexes. This results from a slight overall shift of the eigenstates of the separated species toward more negative values. In the case of calmodulin binding myosin, complex formation widens the energy gap, whereas the gap is narrowed in the case of Myb binding DNA.
In conclusion, we report the development and application of a linear-scaling fully self-consistent method for electronic structure of biological macromolecules in solution. The method is applied to the determination of heats of formation, solvation energies, and electronic density of states of A, B, and Z form DNA helices and several protein molecules. The nature of solvent effects on the binding of protein-protein and protein-DNA complexes are also examined. These results demonstrate the feasibility of applying quantum mechanical techniques toward the study of large biological systems in solution. Differences between values for the complexed and separated molecules are shown in italics. Coordinates were derived from solution NMR data obtained from the Brookhaven Protein Data Bank for calmodulin-myosin (2BBM), and Myb-DNA (1MSE). [2] Construction of the Coulomb matrix involves a four index contraction over basis functions. For localized basis sets methods, in the limit of large numbers of particles, the non-negligible one-electron terms in the sum grow linearly with the system size. Using a supermatrix formulation and threshold criteria, the four index contraction over basis functions can be replaced by a two index contraction over non-negligible basis function products, and the formal O͑N 4 ͒ procedure is reduced to O͑N 2 ͒ in practice.
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