Introduction
The calibration (''tuning'') of virtual population analyses (VPA) of catch-at-age data using catch per unit effort (c.p.u.e.) data or other abundance indices derived from commercial fisheries or research vessel surveys has been recognized as a central problem in fish stock assessment in the past decade. The methods deployed range from the so-called ad hoc tuning methods (see e.g. Laurec and Shepherd, 1983; and ICES, 1988 and ICES, , 1991 and ICES, , 1993a , to integrated statistical methods such as CAGEAN (Deriso et al., 1985) and ADAPT (Gavaris, 1988) .
Simulation tests of the performance of such methods have been carried out (ICES, 1988 (ICES, , 1991 (ICES, , 1993a Sun, 1989) and it is now generally recognized that the performance of conventional tuning methods is not satisfactory, particularly when all the available c.p.u.e. indices are prone to substantial observation error. The reasons for this are that these methods unrealistically treat abundance indices for the final year as exact, and that they disregard estimates of year-class strength available from the age groups other than the oldest in each cohort. The integrated statistical methods avoid these shortcomings, at the expense of considerably greater computational demand. For the present at least, they also seem to be somewhat less robust, and may need considerable skill and judgement on the part of the analyst, which is not universally available.
A middle way between these two extremes was proposed by Doubleday (1981) in the method he called ''Survivors''. The name is apt, because the method focuses on the estimation, using all available data, of the abundance of the survivors of each cohort, at the end of the period covered by the catch data. These are of course the quantities required for other important computations, especially catch prediction. It should be noted that for historical reasons most current tuning methods in fact estimate the abundance at the beginning of the final year, and require a projection through that year to obtain the survivors (a so-called ''forward VPA'' for 1 year) which is a further minor undesirable feature. Doubleday's method, as implemented by Rivard (1982) , has not become widely used, possibly in part because it was until recently only available in the APL interpreted programing language, which has not become universally popular. In addition the subtractive algorithm adopted for estimating the survivors can and does lead to negative estimates of survivors, which are infeasible and must be censored in some way-in practice they are replaced by zeros. This is an undesirable feature, and the subtractive algorithm is also inconsistent with the least squares procedure used to calibrate the c.p.u.e. data.
In this paper the problem is re-examined from first principles, allowing for the availability of more than one set of abundance indices, and using an algorithm which inherently yields non-negative results (which in fact follows naturally from a consistent application of the least squares method). As a further refinement, the method allows for a non-linear relationship between c.p.u.e. and abundance for the youngest (recruiting) age groups, thereby incorporating the related problem of prediction of recruiting year-class strength (Shepherd, 1997) within the same procedure. This estimates the need to use two different and slightly incompatible procedures and then reconcile the conflicting results.
A notation is adopted which is an extension of that used by the ICES Working Group on the Methods of Fish Stock Assessment, and different from that of Doubleday (1981) . This incorporates some useful mnemonics, which are explained below, in an attempt to clarify the presentation of this method.
Derivation of the method
The essential ideas of the Survivors method introduced by Doubleday (1981) are: (1) treat the abundance of the survivors of each cohort as the principle variables to be estimated, by a least squares procedure; (2) estimate population abundance for all other ages and years by VPA (in practice the Cohort Analysis of Pope, 1972) , using estimated survivors as the terminal populations; (3) calibrate the abundance indices (e.g. c.p.u.e. data) using the population abundance estimates and a simple model for catchability (for each ''fleet''); and (4) use the independent estimates of population obtained from each set of calibrated abundance indices, for all ages in each cohort, as the basis for estimating survivors.
It is primarily with item (2) that the method departs from the fully integrated statistical methods, such as CAGEAN (Deriso et al., 1985) since the catch-at-age data are here (and here only, as part of the calibration of the abundance indices) treated as exact. This does however lead to a considerable gain in computational efficiency (since many fewer parameters have to be estimated directly) and also a gain in reliability, since VPA is in fact a rather robust procedure compared with some alternatives (provided that the catch-at-age data are of good quality: for example, it never generates infeasible negative estimates of fishing mortality). In addition the whole procedure is conceived around reconciling the various estimates of population size which may be made (from VPA, commercial c.p.u.e., research surveys, etc.) and is therefore well-adapted to the analysis of data from diverse sources. Doubleday's original formulation (1981) was in terms of a single set of indices from a research survey, but the extension to multiple sets of indices from research surveys and commercial c.p.u.e. data (for each of which ''fleet'' is occasionally used as a convenient shorthand) is straightforward.
Consider therefore the analysis of a set of catch-at-age data C(y,a) where y indexes years and a indexes ages, and several sets of abundance indices u(y,a,f), where f indexes ''fleets'', as described above. These indices are assumed to be related to the population abundance, according to a simple constant catchability model (for the recruited age groups), such as:
where q denotes catchability (taken to be constant over years), P denotes population size at the beginning of each year, and A denotes an averaging factor which relates the average population during the period when the fishing or sampling takes place to that at the beginning of the year. It is easily shown that for fishing or sampling prosecuted steadily, starting at time , and finishing at time (both expressed as fractions of a year):
assuming that total fishing mortality (and therefore Z) is constant throughout the year. This reduces to unity for pulse fishing or sampling at the beginning of the year, and to [1 exp{ Z}]/Z for uniform fishing (or sampling) throughout the year. As this averaging factor is usually a number between 0.5 and 1.0, and is just a more-or-less constant correction factor for each age and fleet, its incorporation is a small refinement which disposes neatly of a cause of occasional confusion and/or minor errors.
It also allows one to simplify the presentation considerably since it is in practice easier to work in terms of c.p.u.e. corrected to the beginning of the year, i.e.:
and also to work with the reciprocal catchability:
so that the population estimates, derived from the data from fleet f, may be rewritten as:
The reciprocal catchabilities need to be determined by some calibration procedure, and u will be adjusted iteratively as the estimates of Z (and therefore A) are improved. This model-based adjustment to the data may be regarded as an undesirable feature, but allows a considerable simplification of the procedure, and so far as I am aware does not lead to adverse consequences in practice.
To develop the estimation procedure it is useful to establish some further notation. The suffix i indexes ages within a cohort: the range of i within a summation will usually run from the current age a up to the maximum observed within the cohort, a max , where:
where g is the greatest true age group, k=y a indexes the cohort in question, and t is the terminal (final) year. Also employed is the notation cum to denote the operation of cumulating something over all subsequent ages within a cohort, so:
Elsewhere cum is also used to denote accumulation over all previous ages, i=a min , a 1. The mnemonic symbol ECZ denotes Exponential Cumulative Z (total mortality), i.e.:
Similarly, ECM denotes Exponential Cumulative (Natural) Mortality and ECF denotes Exponential Cumulative Fishing Mortality. The symbol P t (k) is used to denote the terminal population at the end of the final year, i.e. the survivors for each cohort:
recalling that k=y a and a max is the maximum age occurring for that cohort, and similarly y max is the latest year occurring for the cohort, i.e.:
y max =min(k+g,t) (10)
Using this notation, Pope's (1972) cohort analysis equation:
may be rewritten for the final age group in each cohort (for which y=y max and a=a max ):
Then, applying Equation (11) repeatedly we obtain:
where P c (y,a) is the contribution to the population arising from the raised and accumulated catches, i.e.:
This is one of those quantities which is easier to compute than to write down! The correction factor at the end arises because the catches in each year suffer only part of the natural mortality in that year: other factors than 0.5 may be substituted if the catches do not occur uniformly or at mid-year. Even if they do, Pope (pers. comm.) suggests that the use of 0.56 gives a slightly better approximation, but this is a minor detail. P c (y,a) is essentially the same quantity as that denoted CINT by Doubleday (1981) , and his SINT corresponds to the first term of Equation (13). Equation (13) is in fact a simple explicit expression for the population-at-age as estimated by VPA (cohort analysis) in terms of the key variables to be determined (the survivors), and some constants including the P c (y,a) array which depend only on the data and the natural mortality (which is taken to be known or, at least, given).
Since the catch-at-age data are treated as exact in the VPA, the estimates of population obtained from Equation (13) are regarded as the best available estimates of the unknown true abundances, and for calibration purposes are treated as error-free estimates thereof. The abundance indices are taken to provide, through Equation (5), a relatively error-prone estimate of these same abundances, once the indices have been calibrated by determining the reciprocal catchability. We therefore seek to determine both the survivors and the incidental variables r(a,f) by minimizing the discrepancies between the VPA estimates of abundance, and those determined from the indices, i.e. between P vpa (y,a) and P est (y,a,f).
The validity of treating the VPA estimates as exact may be questioned, since the catch-at-age data are certainly subject to various errors including those of sampling, raising, and ageing. However, the assumption is only used in a rather weak way, in order to calibrate the abundance indices, and the results are not forced to fit the VPA populations exactly. The assumption is in fact analogous to (implicitly) treating the observations of x as exact when calculating a regression of y on x; the fitted model is not thereby forced to pass through the observations. Indeed, given the various final estimates of P(y,a) available, it is possible to calculate a combined (weighted) average estimate. In practice however these have not been found to be very useful, although this may only be because most users are well-trained in using and interpreting VPA estimates.
Since the errors in P vpa are assumed to be small, the main source of errors will be those in the abundance indices. These are assumed to be lognormal, but of variable size 2 (y,a,f), so that:
In Doubleday's (1981) original formulation, the possibility of correlation among the errors is taken into account, along with an allowance for the probable errors in P vpa , but these (along with a number of other minor complications) were not included in the Rivard implementation (Rivard, 1982) , and are not considered here either. Provided all the c.p.u.e. and survey data sets are operationally independently collected, it seems reasonable to treat their observation errors as statistically independent. The appropriate weighting to allow for the sequential nature of the VPA calculation arises naturally in the treatment which follows.
Errors due to mis-reading of ages do however lead to correlations, and this will reduce the validity of the assumption of independence if such errors are substantial. In addition abundance indices for different ages in the same year may all be perturbed in the same direction, for example by unusual survey coverage, or an unusual spatial distribution, or gear problems, or bad weather. This leads to correlated errors, and to ''year effects'' in the estimated catchability, which can have a major effect on estimated stock sizes, and are very difficult to detect other than retrospectively. The problem is not peculiar to this method of analysis, but is common to all methods using data of this type, and may well be one of the most important causes of poor stock assessments.
Under the assumptions of normality and independence, maximum likelihood estimation of the parameters reduces to weighted least squares estimation, and we seek to minimize: with respect to the variables r(a,f) and P t (k).
The magnitude of the errors 2 (y,a,f) cannot generally be taken as known a priori, and they must usually be estimated from the data. Taking them to be constant with respect to time (to avoid estimating as many parameters as we have data points), dropping the subscript y, and substituting using Equation (5), we have:
Differentiating with respect to ln r(a,f) leads to:
and setting this to zero, and re-arranging, allows ln r(a,f) to be written explicitly as: where w (y,a,f) is a weighting factor discussed below, composed of 1/ 2 and any adjustments which may be desirable. In Equation (19) the weighting due to 2 (a,f) drops out as this is constant with respect to time (independent of y), but weighting is still needed if one applies downweighting of old data by means of a ''taper'' (see below).
Since the terms P vpa (y,a)/u (y,a,f) are individual estimates of reciprocal catchability, this simply states that the best estimate of r(a,f) is a weighted geometric mean of the available estimates of it. This is not quite identical to the estimate derived by Doubleday (1981) [his Equation (17)], since he includes a correction to 2 to allow for the variance of the accumulated catches, which I ignore, whilst I allow for 2 to vary with age. In practice, the implementation of Rivard (1982) used an unweighted average. Doubleday (1981) then uses the equivalent of Equation (5) to estimate the population of all ages, and a subtractive algorithm [his Equation (9)], corresponding to VPA done forwards in time (rather than retrospectively) to estimate the survivors corresponding to each estimate, and combines these by a weighted (arithmetic) average procedure, given as an un-numbered text equation following his Equation (12). The implementation of Rivard (1982) uses a different weighted (arithmetic) average. There are several difficulties with this procedure. Firstly, the use of the subtractive algorithm is not consistent with the least squares approach used to determine the catchability. Secondly, the subtractive algorithm can, and often does, lead to negative estimate of survivors. These infeasible estimates could be included in the weighted mean, since this is an arithmetic mean, but they were in practice replaced by zero (see tables of estimated survivors), and it is arguable whether or not these zeros should be included in the mean. Tests with a Fortran re-implementation of the original procedure showed that this was a severe problem on a number of data sets which had been analysed without difficulty by conventional tuning procedures.
Generation of infeasible (negative) estimates of survivors is clearly an undesirable feature. It can be overcome without difficulty by using the logarithm of survivors as the estimation variable, and by continuing to apply the same least squares procedure used above to estimate the catchability.
If we now differentiate S with respect to the other principal estimation variable, i.e. the logarithm of survivors, in order to obtain a non-negative estimate of that parameter, we find (leaving out the indices for clarity):
where one must recall that i indexes age groups within a cohort. P est also depends weakly on P t through the averaging factor A, but this contribution to the derivative is here ignored. However: and: P vpa =P c +ECM . P t Thus:
and since:
finally:
This expresses the sensitivity of the VPA population estimates to the terminal population estimate: essentially the same expression was derived by Pope (1972) in his paper on cohort analysis, although he is there concerned with the accumulation of errors in the catch data, rather than the direct influence of the terminal population if one treats the catches as exact.
Inserting Equation (21) into (20) and setting the derivative to zero leads to:
and thus:
where:
The interpretation of Equation (22) is quite straightforward. It simply asserts that the best estimate of survivors is a weighted geometric mean over all available data of the populations estimated from the abundance indices, after they have been reduced by the estimated cumulative total mortality to the end of the final year. This is a common-sense result, except that the weights are modified by division by ECF. This progressively reduces the weight attached to older data (in addition to any explicit down-weighting of old data incorporated in the original weighting), and reflects the reduced utility of older data for determining the terminal population. This is not surprising: the calculation is closely related to forward VPA, which is well known to be very sensitive to observation errors in old data. It is therefore logical to downweight old data compared with more recent data, and the modified weighting in Equation (22) provides a natural expression of this.
Practical considerations
The implication of the method derived above is straightforward, but there are a number of important practical considerations. The calculation of reciprocal catchability and survivors is carried out iteratively, with a new VPA at each step, so there are always current estimates of Z and cumZ for use in Equations (2) and (22) In practice, catchability on the oldest ages is as usual effectively undetermined, and some restriction must be imposed. Here it is assumed that catchability in each fleet is constant above a selected age, and the values estimated for that age are used for all subsequent ages, in estimating the populations. A more complex calculation using all subsequent ages (and the plus-group, if any) would be preferable in principle, but for stocks with moderate or high mortality the calculation is dominated by the youngest age group included in any case. The assumption of constant catchability for the oldest age groups removes the usual need to make an assumption about fishing mortality on the oldest ages, but may lead to rather variable estimates for these terminal values. Practical experience suggests that some combined restriction is preferable, and this may be achieved by incorporating shrinkage, as in the standard implementation described below.
It should be noted that the algorithm does not deal directly with a plus-group, but with the survivors of the oldest true age-group. A population estimate for the plus-group may however be generated by the common procedure of applying the estimated fishing mortality for the next younger age-group to the plus group catches.
The iteration is repeated until the maximum change of any estimated fishing mortality is less than some small value (typically 0.0001) which generally requires fewer than 100 iterations. Since the computation is very quick, no attempt has been made to accelerate convergence. It is in principle possible for a two-phase iterative process such as this to ''hunt'', alternating between high and low estimates, or even diverge, but no such behaviour has been observed when using the algorithm described here, based on the logarithms of survivors as the working variables, despite extensive use in both simulation tests and practical applications. As with most related methods based implicitly or explicitly on minimization procedures, there is no guarantee that the solution is unique. It would be instructive to test this and alternative methods on a test data set deliberately constructed with data for two (or more) ''fleets'' which are consistent with conflicting interpretations, but this has not been done as yet.
Once a solution has been obtained, estimated values, standard errors, and residuals of any quantities of interest may be output and examined. A substantial selection of such diagnostics are provided by the standard implementation of the method (see below). Among the most useful of these are the residuals of reciprocal catchability, which should be examined carefully especially for the presence of year effects, which can have important consequences as discussed above.
A useful refinement, not described in detail here, is to allow a more complicated model for the catchability on the youngest (recruiting) ages. As discussed in Shepherd (1997) , there is often evidence that abundance indices are not linearly proportional to eventual year-class strength for the youngest age groups. This is easily allowed for in this method, since any procedure which permits population to be estimated from an abundance index, such as a regression equation, may be substituted for Equation (5). The calibration regression procedure described in Shepherd (1997) is such a procedure, and may be used for any desired range of recruiting ages (up to that above which one wishes to set catchability constant). The user merely has to state which age groups are to be treated as recruits.
A number of other practical refinements were introduced by Shepherd (1997) in the context of recruitment estimation, but are equally applicable to the analysis of catch-at-age data and abundance indices more generally, and have been incorporated in the implementation of this Extended Survivors Analysis (XSA) method as part of the standard Lowestoft VPA package (Darby and Flatman, 1994) . Copies of this and the documentation are available from C. Darby at the CEFAS Fisheries Laboratory, Lowestoft, Suffolk, NR33 0HT, UK. These include:
explicit down-weighting of old data [in addition to that implied by Equation (22)], to reduce the effects of possible long-term changes of catchability, etc.; incorporation of minimum values for estimated error variances, to avoid excessive weighting of individual estimates affected by a chance concordance of data from different sources; inflation of estimated variances based on short runs of data, to correct for under-estimation in hindcasts compared with forecasts in such situations;
shrinkage of estimates to relevant mean values (of both population size, and fishing mortality for each age group), to reduce mean square prediction errors at the expense of some bias towards mean values. A more detailed explanation of these practical safeguards is given by Shepherd (1997) and Darby and Flatman (1994) .
Example
An example of the use of the method may be found in Section 10 of Darby and Flatman (1994) , with data and result files. An additional commentary on these results is also available from the author on request. A brief description of the results for one cohort only from this example is given here, as this illustrates the essential features of the method adequately.
The data refer to the Irish Sea cod stock (ICES, 1993b) , and comprise catch-at-age and effort data for two commercial fleets. The age range extends from 1 to 7, the last being a plus-group, which is therefore not analysed directly by the method. The behaviour of the Extended Survivors Analysis (XSA) procedure may best be understood by reference to Figure 1 , which shows the population-at-age estimates for a single recent year class (that of 1984), which is represented in the data at all ages. The three estimates shown are for the final ''tuned'' VPA, and for the two catch-per-unit-effort (c.p.u.e.) series, converted to absolute population numbers using the reciprocal catchability estimates. The VPA estimates are based on the final estimate of survivors at age 7. For the younger ages the c.p.u.e.-based estimates are corrected back to the lower boundary of the age-group to which they refer (the data of course extends through the whole year/age in question).
It is easily seen that in this case the VPA estimates interpolate neatly between the c.p.u.e. estimates. In other cases the VPA estimate, which is determined fully by the survivors estimate, may lie outwith the range of the c.p.u.e. estimates for a particular age, although this might be taken as an indicator that the catchabilities for that age group required adjustment. In this case the catchabilities have been assumed to be constant for ages 4 to 6 (inclusive). There is some indication that the fit to the data is less good for the youngest ages (1 and 2), which commonly occurs because of both increasing variability of the catch-at-age data, and the limited ability of the method to fit these data (which are down-weighted by the ''ECF'' factor) by adjusting the survivors estimate, given the need to fit the data for older ages more precisely.
Thus the figure illustrates the basic behaviour of the method, i.e. to select an estimate of survivors for each cohort, which generates VPA estimates which track back through the various c.p.u.e. estimates for the cohort, after these have been adjusted by estimates of catchability for each fleet (these being averaged over all years, but held constant with respect to age for a substantial range of the older age groups).
The importance of the assumption of constancy of catchability over several age-groups is apparent, since otherwise higher or lower estimates of survivors may create more or less curvature of the population vs. age relationships, which could otherwise be fitted and accepted as valid simply by a balancing but essentially arbitrary variation of catchability with age. It is thus clear that this method, in common with most others, relies heavily on good coverage by both surveys and sampling of the commercial fleets, to ensure that all age-groups are properly and uniformly sampled. Even so, behavioural variations of catchability with age are not excluded, and may cause the results to be biased. This is a fundamental problem, and not easy to solve.
Discussion
The Survivors method effectively combines and extends some of the better features of Separable VPA (Pope and Shepherd, 1982) and the conventional Tuning Methods (see e.g. Laurec and Shepherd, 1983; ICES, 1991 ). An underlying model which assumes that fishing mortality is separable at the fleet level is used, the c.p.u.e./survey data are incorporated in a consistent way, and data for the final year are correctly treated as subject to similar errors as those for other years. The final estimates are appropriately weighted averages over all available data. This is achieved using a simple but effective iterative algorithm, derived from a reasonably plausible statistical model. The main simplifying assumption used is that VPA provides, once tuned, the most precise estimate of population abundance, and that total international catch data may be treated as exact in the VPA (calibration) phase of the calculation. This seems to be a reasonable assumption for stocks where the major catches are well sampled, but would be inappropriate where the catch data are poorly sampled or otherwise defective, but where one or more sets of reliable survey data were nevertheless available. Such situations may occur, and in these cases a full integrated statistical analysis, with suitable low weight attached to the catch data, would be more appropriate. Nevertheless, there are many practical situations where the Survivors type of method is appropriate and acceptable regarding computational speed, robustness, and precision of the results (ICES, 1988; Sun, 1989) . It is in effect an alternative method for solving essentially the same problem as that posed by the ''standard'' form of ADAPT, using an iteratively reweighted least squares method rather than a direct search minimization algorithm to obtain the solution, and a number of different ancillary assumptions concerning matters of detail. On ''well-behaved'' data the methods generally give similar results. However, for reasons which are not yet understood, but may include different assumptions concerning error structures, as well as the differences noted above, different results may be obtained on some datasets. Further investigation of these differences could be instructive.
The Extended Survivors Analysis is an improvement over the original Doubleday/Rivard implementation in three ways, namely: (1) allowance for multiple c.p.u.e./ survey data sets; (2) consistency and robustness of the calculation of survivors; (3) allowance for non-constant catchability for some (recruiting) age groups (if required).
The method has performed well in simulation trials of both the basic version described here (ICES, 1988; Sun, 1989; ICES, 1991) and of the version incorporating embellishments such as shrinkage (ICES, 1993a) , and in practical use. It can be regarded as a practical and useful method of analysis, unless the catch-at-age data are of very poor quality relative to the c.p.u.e./survey data. The statistical model used is however substantially simplified, particularly in respect of error structures and estimates, and the method should therefore perhaps be regarded as adequate rather than optimal.
