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Abstract
Es sabido que, bajo la hipo´tesis de normalidad, la distribucio´n asinto´tica
de la estad´ıstica T 2 de Hotelling es uma chi-quadrado. En este trabajo
damos una demostracio´n de que la hipo´tesis de normalidad puede ser
suprimida, permaneciendo el resultado va´lido bajo condiciones bastante
generales (finitud de momentos de orden 2 y matriz de covariancia definida
positiva). Esta afirmacio´n ma´s general es tambie´n mencionada en la lite-
ratura, pero nos parece necesaria una demostracio´n rigurosa de la misma.
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1 Introduccio´n
1.1 La estad´ıstica T 2 de Hotelling bajo la hipo´tesis de normali-
dad
Sea X un vector aleatorio p-dimensional con vector de medias µ y matriz de
covariancia Σ. Consideremos una muestra de n observaciones independientes
e ide´nticamente distribu´ıdas X1, X2, ..., Xn del vector X con sus respectivos
vector de medias X¯(n) y matriz de covariancias muestrales S(n), donde:
X¯(n) =
1
n
n∑
i=1
Xi y S(n) =
1
n− 1
n∑
i=1
(Xi − X¯(n))(Xi − X¯(n))′.
Hotelling (1931) definio´ la estad´ıstica T 2 mediante la fo´rmula:
T 2 = n(X¯(n)− µ)′(S(n))−1(X¯(n)− µ).
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En los libros de ana´lisis multivariado (por ejemplo, Anderson (1971) o Seber
(1984)) se prueba que si los vectores X1, X2, ..., Xn tienen distribucio´n normal
multivariada Normalp(µ,Σ) la estad´ıstica T 2 tiene distribucio´n
(n−1)p
(n−p) Fp,n−p y
- consecuentemente - cuando n tiende a infinito la distribucio´n de T 2 converge
a una chi-cuadrado con p grados de libertad.
La robustez asinto´tica de T 2 tambie´n es mencionada en la literatura y hasta
alguna demostracio´n es esbozada, pero sin rigor (como por ejemplo en Johnson
and Wichern (1998), p. 187).
Mostraremos aqu´ı que, substituyendo la normal por cualquier distribucio´n
continua con momentos de orden 2 finitos y matriz de covariancia positiva
definida, la distribucio´n asinto´tica de T 2 es tambie´n una chi-cuadrado con p
grados de libertad.
La forma usual de probar que la estad´ıstica t de Student es asinto´ticamente
robusta se basa en el Teorema Central del L´ımite y en el conocido “Teorema de
Slutzky”. Aqu´ı seguiremos la misma l´ınea para mostrar la robustez asinto´tica
de T 2.
1.2 Notacio´n, normas y convergencia
1. N and R denotan los conjuntos de nu´meros naturales y reales, respectiva-
mente.
2. Si m ∈ N, k ∈ N y A ∈ Rm×k, A′ denota la transpuesta de A.
3. La norma de A para A = [aij ] ∈ Rm×k se define por:
‖ A ‖ = ma´ximo{| aij |, i = 1, ...,m, j = 1, ..., k}.
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Es fa´cil verificar que si A ∈ Rm×k and B ∈ Rk×t, entonces
‖ AB ‖ ≤ k ‖ A ‖ ‖ B ‖ (1)
para m, k y t naturales.
4. Como es usual, diremos que la sucesio´n An in Rm×k converge a A ∈ Rm×k
si y so´lo si ‖ An −A ‖ converge a cero. Recordamos que todas las me´tricas
inducidas por normas son equivalentes en Rm×k, particularmente la con-
vergencia en la norma ‖ ‖ es equivalente a la convergencia coordenada a
coordenada.
5. Si Z es un vector aleatorio p-dimensional y P una medida de probabilidad,
PZ−1 denotara´ la distribucio´n inducida por Z en Rp.
2 Compacidad relativa de uma familia de distribu-
ciones
Sea F el espacio de las medidas finitas definidas en la σ-a´lgebra de los conjuntos
borelianos de um espacio me´trico separable y completo (Ω, d). Denotemos por
T la topolog´ıa de la convergencia en distribicio´n en F .
Prohorov (1956) demostro´ que existe una me´trica pi en F que induce T y
que (F , pi) es separable y completo. Prohorov tambie´n caracterizo´ los conjuntos
relativamente compactos de (F , T ). En el caso de una familia P de medidas
de probabilidad, Prohorov provo´ que P es relativamente compacto si y so´lo si
la familia es “tight”, o sea, si dado ² > 0 existe un compacto K = K(²,P) en
(Ω, d) tal que
P (K) > 1− ² para toda P en P.
Utilizaremos esta propiedad en la demostracio´n de la Proposicio´n 2 de 4.1.
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3 Convergencia en probabilidad en Rm×k
Probaremos aqu´ı la equivalencia entre convergencia en probabilidad coordenada
a coordenada y convergencia en probabilidad en el sentido de la norma ‖ ‖.
Lema 1 Sea {An, n ∈ N} una sucesio´n en Rm×k, A ∈ Rm×k. Entonces:
An → A en probabilidad coordenada a coordenada si y so´lo si ‖ An−A ‖ → 0
en probabilidad.
Demostracio´n: i) En primer lugar, dada la invariancia por translaciones de
las distancias inducidas por normas, basta probar que:
An → 0 en probabilidad coordenada a coordenada si y solamente si
‖ An ‖ → 0 en probabilidad.
ii) supongamos que An → 0 en probabilidad coordenada a coordenada, esto
significa que
| (An)ij | → 0 en probabilidad, para i = 1, 2, ..., n y j = 1, 2, .., n
sean ² > 0 y δ > 0, debemos probar que existe n0 ∈ N tal que si n ≥ n0 entonces
Probabilidad (ma´ximo{| (An)ij |, i = 1, ...,m, j = 1, ..., k} ≥ ²) ≤ δ.
En virtud de la hipo´tesis de convergencia coordenada a coordenada, dados
² > 0 y δ > 0 existen naturales nij , i = 1, ...,m, j = 1, ..., k tales que si n ≥ nij
entonces
Probabilidad ({| (An)ij |≥ ²}) ≤ δ
m× k ,
sea n0 = ma´ximo{nij , i = 1, ...,m, j = 1, ..., k}, si n ≥ n0
Probabilidad ({| (An)ij |< ²}) ≥ 1− δ
m× k , i = 1, ...,m, j = 1, ..., k ,
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entonces
Probabilidad (ma´ximo{| (An)ij |, i = 1, ...,m, j = 1, ..., k} < ²) =
Probabilidad
 ⋂
i=1,...,m,j=1,...,k
| (An)ij |< ²
 ≥ 1− δ.
iii) Finalmente, supongamos que ‖ An ‖ → 0, o sea,
ma´ximo{| (An)ij |, i = 1, ...,m, j = 1, ..., k} → 0 en probabilidad,
ahora debemos probar que | (An)uv | → 0 for u = 1, ...,m, v = 1, ..., k; sean
² > 0 y δ > 0, por hipotesis existe un natural n0 tal que si n ≥ n0 entonces
Probabilidad (ma´ximo{| (An)ij |, i = 1, ...,m, j = 1, ..., k} ≥ ²) ≤ δ
y esto implica que para n ≥ n0
Probabilidad ({| (An)uv |} ≥ ²}) ≤ δ
para cada par (u, v) con u = 1, ..., m, v = 1,..., k •
4 Distribucio´n Asinto´tica de T 2
4.1 Una consecuencia del Teorema de Slustzky
La siguiente proposicio´n es una consecuencia del resultado conocido como Teo-
rema de Slutzky, que afirma lo siguiente:
si Un, U, V son variables aleatorias, c es una constante, Un → U en dis-
tribucio´n y Vn → c en probabilidad, entonces Un+ Vn → U + c en distribucio´n.
Proposicio´n 2 Sean {Yn, n ∈ N} e Y vectores aleatorios p-dimensionales,
{An, n ∈ N} un subconjunto aleatorio de Rp×p y A un elemento fijo de Rp×p.
Si Yn → Y en distribucio´n y An → A en probabilidad, entonces
(Yn)′An Yn → Y ′A Y en distribucio´n.
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Demostracio´n: i) Caso A = 0: debemos probar aqu´ı que (Yn)′AnYn → 0 en
distribucio´n, que es lo mismo que (Yn)′An Yn → 0 en probabilidad (porque 0
es una constante); equivalentemente, debemos probar que dados ² > 0 y δ > 0,
existe un natural n0 tal que
Probabilidad ({‖ (Yn)′An Yn ‖≤ ²}) = Probabilidad ({| (Yn)′An Yn |≤ ²}) ≥ 1−δ
para todo n ≥ n0.
Por hipo´tesis, la sucesio´n (Yn, n ∈ N) converge en distribucio´n, entonces la
familia {P (Yn)−1, n ∈ N} es un conjunto relativamente compacto en el espacio
de las medidas de probabilidad definidas en los borelianos Rp y por lo tanto
“tight”; esto implica que dado δ > 0, existe um subconjunto compacto K en
Rp tal que
(P (Yn)−1)(K) ≥ 1− δ2 para todo n ∈ N.
Dado que los conjuntos compactos de los espacios me´tricos son acotados,
existe un nu´mero realM > 0 tal que el conjunto K esta´ contenido en [−M,M ]p
y entonces
(P (Yn)−1)([−M,M ]p) ≥ 1− δ2 para todo n ∈ N
lo que equivale a decir
Probabilidad ({‖ Yn ‖ ≤M}) ≥ 1− δ2 para todo n ∈ N; (2)
dado que An → 0 en probabilidad, dados ² > 0, M > 0 y p, existe un natural
n0 tal que
Probabilidad
({
‖ An ‖ ≤ ²
M2p2
})
≥ 1− δ
2
for all n ≥ n0. (3)
Finalmente, en vista de las desigualdades (1), (2) y (3), podemos decir que
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si n ≥ n0
Probabilidad
({‖ (Yn)′An Yn ‖≤ ²}) ≥
Probabilidad
({
‖ Yn ‖≤M}
⋂
{‖ An ‖≤ ²
M2p2
})
≥ 1− δ.
ii) Caso general: es fa´cil verificar que
(Yn)′An Yn = (Yn)′(An −A) Yn + (Yn)′A Yn.
Observemos que el primer te´rmino del segundo miembro de la igualdad abajo
( (Yn)′(An − A) Yn ) converge en probabilidad a 0 (por i)) y que el segundo
((Yn)′A Yn ) converge en distribucio´n a Y ′A Y (porque Yn → Y en distribucio´n
y la funcio´n g(Y ) = Y ′A Y es continua en Y ).
La prueba se completa si aplicamos a las variables aleatorias
(Yn)′(An −A)Yn e (Yn)′A Yn
el teorema de Slutzky antes mencionado •
4.2 Distribucio´n asinto´tica de T 2
Teorema 3 Sea X un vector aleatorio p-dimensional con distribucio´n con-
tinua, vector de medias µ, matriz de covariancia positiva definida Σ y momentos
finitos de orden 4. Considere una muestra de n observaciones independientes
e ide´nticamente distribu´ıdas X1, X2, ..., Xn del vector X. Sean X¯(n) y S(n) el
vector de medias y matriz de covariancia muestrales, respectivamente (definidos
en 1.1). Sea T 2 la estad´ıstica de Hotelling,o sea:
T 2 = n(X¯(n)− µ)′(S(n))−1(X¯(n)− µ).
Entonces la distribucio´n asinto´tica de T 2 es una chi-cuadrado con p grados de
libertad.
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Demostracio´n: i) Por hipo´tesis, la distribucio´n de X es continua y la matriz
de covariancia Σ es definida positiva, entonces
Probabilidad ({S(n) es definida positiva }) = 1
como puede ser visto en Seber (1984), p.8 y 522. Por lo tanto no nos preocu-
paremos con la inversibilidad de S(n).
La existencia de Σ implica la finitud de Σij , 1 ≤ i ≤ p, 1 ≤ j ≤ p y tambie´n
sabemos que E((S(n))ij) = Σij . Entonces obtenemos:
(S(n))ij → Σij en probabilidad, i = 1, 2, ..., p and j = 1, 2, ..., p.
por aplicacio´n de la la ley de los grandes nu´meros versio´n Khinchin, que afirma
que si Y1, Y2, ..., Yn son variables aleatorias independientes e identicamente dis-
tribu´ıdas con media finita τ entonces la media muestral Y¯ (n) converge en
probabilidad a τ (veja Gnedenko (1978)) .
Por lo tanto, dado que la funcio´n A → A−1 (Rp×p → Rp×p) es continua en
la matriz inversible Σ, tenemos:
((S(n))−1)ij → ((Σ)−1)ij en probabilidad, (4)
i = 1, 2,..., p and j = 1, 2,...,p.
Como consecuencia de (4) y del Lema de 1.4, tenemos que:
‖ ((S(n))−1)− ((Σ)−1) ‖ → 0 en probabilidad. (5)
ii) Por otra parte, el Teorema Central del L´ımite permite decir que:
n
1
2 (X¯(n)− µ)→ Normalp(0,Σ) en distribucio´n. (6)
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iii) Finalmente, dados (5), (6) y la Proposicio´n 2 de 4.1, tenemos que:
T 2 = n
1
2 (X¯(n)− µ)′(S(n))−1n 12 (X¯(n)− µ)→W ′Σ−1W,
donde W tiene distribucio´n Normalp(0,Σ) y entonces T 2 tiene distribucio´n chi-
cuadrado con p grados de libertad •
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