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PREFACE 
Special functions constitute a major branch of mathematical sciences having 
immense applications in mathematics, physics, engineering, astrophysics, biological 
modelling et cetera. Special functions play an important role in the formalism of 
mathematical physics and provide a unique tool for developing simplified yet reahstic 
models of physical problems. The procedure followed in most texts on these topics 
(e.g., quantum mechanics, electrodynamics, modern physics, classical mechanics, 
heat conduction, communication systems, electro optics, electromagnetic theory, 
electro-circuit theory, et cetera) is to formulate the problem as a difi^erential equation 
that is related to one of several special diflferential equations (Hermite, Bessel's, 
Tricomi's, Laguerre's, Legendre's, et cetera). The corresponding special functions 
are then introduced as solutions with some discussion of some recursions formulae, 
orthogonality relations, asymptotic expressions and other properties as appropriate. 
In other words, special functions are the solutions of a wide class of mathematically 
and physically relevant functional equations. 
The operational techniques (including differential and integral operators) pro-
vides a systematic and analytic approach to study special functions. These tech-
niques are useful to derive the properties of special functions of mathematical physics. 
Dattoli and his co-workers [19-36] extended the operational techniques to study the 
properties of multi-variable special functions of mathematical physics. Operational 
techniques provide a general framework to derive generating relations and summa-
tion formulae involving multi-variable special functions. The operational techniques, 
combined with the principle of monomiality [19,88] open new possibilities to deal 
with the theoretical foundations of special polynomials and also to introduce new 
families of polynomials. 
The umbral calculus is a kind of symbolic calculus whose starting point is the 
study of polynomials of binomial type. The term umbral calculus was understood 
to mean the surprising similarities between otherwise unrelated polynomial equa-
tions and certain shadowy techniques that can be used to 'prove' them. These 
techniques were introduced by John Blissard in 1861 and are sometimes called Blis-
sard's symbolic method. They are often attributed to JSdouard Lucas (or James 
Joseph Sylvester), who used the technique extensively, for details see [10,75-78]. 
iii 
The modern classical umbral calculus can be described as a systematic study of the 
class of Appell and Shaffer sequences, made by employing the simplest techniques 
of modern algebra. An elementary introduction to the modern umbral calculus is 
given by Roman [76]. 
The Appell polynomials are very often found in different applications in pure 
and applied mathematics. Roman [76] characterized Appell polynomials in several 
ways. Appell polynomials have shown to be quasi-monomial [30]. In this dissertation 
we study the properties of Bernoulli and Euler polynomials and their generahzations. 
The dissertation consists of four chapters. 
In Chapter 1, we review various notations, known definitions, concepts and 
results which are used in the presentation of the work of subsequent chapters. 
In Chapter 2, we study the concepts and the formalism associated with mono-
miality principle and umbral calculus. Further we give some results for Appell 
polynomials. 
In Chapter 3, we study certain properties of Bernoulli and Euler polynomials 
and give some results for these polynomials. Further we discuss the determinantal 
approach for Bernoulli polynomials. 
In Chapter 4, we study certain properties of generalized forms of Bernoulli and 
Euler polynomials and give some results for these polynomials. Further, we consider 
explicit formulae for generalized Apostol Bernoulli and Euler polynomials. 
At the end, we provide a comprehensive list of references of books, research 
papers et cetera. 
IV 
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CHAPTER 1 
PRELIMINARIES 
1.1. INTRODUCTION 
The gamma function, the hypergeometric function, the Bessel function, the Legen-
dre polynomials, the Hermite polynomials, the Laguerre polynomials, . . . are instances 
of what one calls special functions or special polynomials respectively. Special func-
tions constitute a major branch of mathematical sciences having immense applications 
in mathematics, physics, engineering, astrophysics, biological modelling et cetera. Spe-
cial functions play an important role in the formalism of mathematical physics and 
provide a unique tool for developing simplified yet realistic models of physical prob-
lems. 
Each special function can be defined in a variety of ways and different authors 
choose different definitions (Rodrigue's formulae, generating functions, summation for-
mulae, integral representations et cetera). Whatever the starting definition, it is usu-
ally shown to be expressible as a series, because this is frequently the most practical 
way to obtain numerical values for the functions. A vast mathematical literature has 
been devoted to the theory of these functions as constructed in the works of Gauss, 
Hermite, Euler, Chebyshev, Watson, Hardy and other classical authors. Some other 
developments are given by Andrews [2,3], Andrews et al. [4], Erdelyi et al. [40,41,44], 
Iwasaki et al. [50], Jordan [51], Lebedev [57], McBride [66], Rainville [74], Sneddon 
[83], Srivastava and Manocha [85], Szego [92], Titchmarsh [93], Truesdell [95] et cetera. 
The symbolic or operational calculus was developed systematically in the middle 
of the nineteenth century. At the end of the nineteenth century, Heaviside applied it 
successfully to the solution of certain problems connected with the theory of electro-
magnetic oscillations. The original operator viewpoint of Heaviside was substantially 
displaced by the works of Carson, Doetch, Vander Pol and others, who took either the 
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Laplace transform or the Mellin integral as the basis of their investigation. Further 
the successful development of the theory of linear operators contributed to a devel-
opment of operator methods in mathematical analysis. An operator treatment of the 
operational calculus, using the Laplace transform is given by Ditkin and Prudnikov 
[38] and Plessner [69]. Integral transforms have become an extensively used tool and 
their practical applications depend largely on tables of transform pairs. A number 
of books consisting of tables of formulae for integral transforms are available, see for 
example Erdelyi et al. [42,43], Ditkin and Prudnikov [38], Prudnikov et al. [71,72,73] 
and Magnus et al. [64]. 
Recently, an increasing interest has grown around operational techniques (involv-
ing differential operators) and special functions. The use of operational techniques 
combined with the principle of monomiality is a fairly useful tool for treating various 
families of special polynomials as well as their new and known generalizations. The 
concept of monomiality has been introduced by Steffensen in 1941 and reformulated 
and developed by Dattoli [19]. By using methods of operational nature many prop-
erties of ordinary and generalized special functions of mathematical physics are easily 
derived and framed in a more general context. 
The theory of binomial enumeration is variously called the calculus of finite 
differences or the umbral calculus. This theory studies the analogies between various 
sequences of polynomials ]?„ and the powers sequence x". The subscript n in p„ was 
thought of as the shadow ("umbra" means "shadow" in Latin, whence the name umbral 
calculus) of the superscript n in x" and many parallels were discovered between such 
sequences. 
The history of the umbral calculus goes back to the 17th century. The rise of 
the umbral calculus, however, takes place in the second half of the 19th century with 
the work of such mathematicians as Sylvester (who invented the name), Cayley and 
Blissard, see for example [10]. Although widely used, the umbral calculus was nothing 
more than a set of "magic" rules of lowering and raising indices, see for example [46]. 
These rules worked well in practice, but lacked a proper foundation. Let us consider 
an example of such a "magic rule". The Bernoulli numbers B„ are defined by the 
generating function 
°° n 
Bn-: = ^-T. 1.1.1 
n! e^  — 1 
n=0 
The magic trick used in the 19th century Umbral Calculus is to write 
^^-^ n! "^-^ nl 
n=0 n=0 
where we use ~ symbol to stress the purely formal character of this manipulation. A 
trivial standard algebraic manipulation then yields 
g(B+l)x _ gSx ^ ^^  (1.1.3) 
from which we deduce by equating coefficients of ^ that 
(5 + i r - f i " ~ 5 i „ , (1.1.4) 
where 5x„ denotes the Kronecker delta. If we now expand (1.1.4) using the Binomial 
Theorem and change the superscripts back to subscripts, we obtain the following rela-
tion for the Bernoulli numbers : 
X](^)5^=^ln, (1.1.5) 
which can be shown to be true (a standard direct proof is possible by considering the 
reciprocal power series (e^ — l)/x). 
Another approach to the umbral calculus in the form that we know today, is the 
theory of Sheffer polynomials. The history of Sheffer polynomials goes back to 1880 
when Appell studied sequences of polynomials {pn)n satisfying p[^ = npn-i [6]- These 
sequences are nowadays called Appell polynomials, which will be discussed in detail in 
Chapter 2. Although this class was widely studied [37], it was not until 1939 that Shef-
fer noticed the similarities with which the introduction of this study starts [13]. These 
similarities led him to extend the class of Appell polynomials which he called polyno-
mials of type zero [79], but which nowadays are called Sheffer polynomials. This class 
already appeared in [67]. Although Sheffer uses operators to study his polynomials, his 
theory is mainly based on formal power series. In 1941 the Danish actuary Steffensen 
also published a theory of Sheffer polynomials based on formal power series [88]. Stef-
fensen uses the name poweroids for Sheffer polynomials [80,81,88,89,90,91]. However, 
these theories were not adequate as they do not provide sufficient computational tools 
(expansion formulae et cetera). 
This chapter contains the necessary background material of special functions, 
umbral calculus, Appell and Sheffer polynomials. In Section 1.2., we review the defini-
tion of hypergeometric functions. In Section 1.3., we discuss special functions in terms 
of hypergeometric functions. In Section 1.4., we review the concepts of generating 
functions. However, the definitions and examples treated here are only those which 
are used in our work, thereby laying the ground work for treatment of problems in 
subsequent chapters. 
1.2. HYPERGEOMETRIC FUNCTIONS 
A hypergeometric series, in a more general sense, is a power series in which the 
ratio of successive coefficients indexed by n is a rational function of n. The series, 
if convergent, will define a hypergeometric function, which may then turn out to be 
defined over a wider domain of the argument by analytic continuation. Hypergeomet-
ric functions have many particular special functions as special cases, including many 
elementary functions, the Bessel functions, the incomplete gamma function, the error 
function, the eUiptic integrals and the classical orthogonal polynomials. 
The term "hypergeometric" was first used by Wallis in 1655 in his work "Arth-
metrica Infinitorum", when referring to any series which could be regarded as a gener-
alization of the ordinary geometric series 
oo 
5 ^ 2" = 1 + 2 + Z^  + • • • 
n=0 
Some other scientists Uke Euler and Gauss had done a great work on hyper-
geometric function. In 1769, Euler estabhshed an integral representation, a series 
expansion, a differential equation and several other properties including reduction and 
transformation formulae for hypergeometric function. In 1812, Gauss introduced the 
hypergeometric series into analysis and gave F-notation for it. There are several vari-
eties of functions of the hypergeometric type, but the most common are the standard 
hypergeometric function and the confluent hypergeometric function. Also, a natural 
generalization of these functions is the generalized hypergeometric functions, which is 
accomplished by the introduction of an arbitrary number of numerator and denomina-
tor parameters. 
Hypergeometric Function 
The hypergeometric function 2Fi[a,b; c; z] is defined by 
2F,[a,b; c; z] = f ^ i ^ k ^ (,,| < 1; c ^ 0 , - 1 , - 2 . . . ) , (1.2.1) 
n=0 ^ ' 
where a, b, c are real or complex parameters. 
The Pochhammer symbol (A)„ is defined by 
(A)„ = < (1.2.2) 
1 (n = 0), 
A(A+l) . . . (A + n - l ) ( n = l , 2 , . . . ) . 
Since (1)„ = n!, the symbol (A)„ is also referred to as the factorial function. 
By D'Alembert's ratio test, it is easily seen that the hypergeometric series in Eq. 
(1.2,1) converges absolutely within the unit circle, that is, when \z\ < 1, provided that 
the denominator parameter c is neither zero nor a negative integer. However, if either 
or both of the numerator parameters a and b in Eq. (1-2.1) is zero or a negative integer, 
the hypergeometric series terminates. 
When l^ l = 1 (that is, on the unit circle), the hypergeometric series is : 
(1) absolutely convergent, if Re (c — a — 6) > 0; 
(2) conditionally convergent, if —1 < Re (c — a — 6) < 0, 2 7^  1; 
(3) divergent, if Re (c - a - 6) < —1. 
2Fi[a, b; c; z] is a solution of the differential equation 
z(l-z)— + {c-{a + b+l)z)~-aha = 0, (1.2.3) 
in which a,b and c are real or complex parameters. This is a homogeneous linear 
differential equation of the second order and is called the hypergeometric equation. It 
has at most three singularities 0,00 and 1 which are all regular [70]. This function has 
the following integral representation : 
2F^{aMc;z] = ^,^1^"] . ^ ^ " ^ ( 1 - t ) — ^ ( 1 - zt)-"dt T{a)T{c-a) JQ 
(Re (c) > Re (a) > 0; |arg(l - 2)] < TT). (1.2.4) 
Here r{z) denotes gamma function which is a generalization of the factorial 
function from the domain of positive integers to the domain of all real and complex 
numbers (except for z > 0 and Re(2:) > 0, respectively). For a complex number z with 
positive real part the gamma function is defined by 
0 0 
2 - 1 „-t r{z) = / t'-' e-' dt {Re{z) > 0). (1.2.5) 
0 
Upon integration by parts, definition (1.2.5) yields the recurrence relation for 
r ( z ) : 
r{z + i) = zr{z), (1.2.6) 
which enables us to use definition (1.2.5) to define T{z) on the entire z-plane except 
when z is zero or a negative integer as follows : 
r(^) = <^  
J^t'-'e-'dt (Re(2)>0), 
r{z + l) 
:i.2.7) 
{Re{z)<0; z y^-1,-2,-3,...). 
^ z 
The recurrence relation (1.2.6) yields the useful result 
r ( n + l ) = n\ (1.2.8) 
The Pochhammer's symbol in terms of gamma function is given as 
(A)n = ^ ^ ^ (A ^ 0 , - 1 , - 2 , . , . ) , (1.2.9) 
which can easily be verified. Also, the binomial coefficient may be expressed as 
(A ^ A ( A - l ) . . . ( A - n + l ) ^ ( - l ) - ( -A)„ 2.10) 
or, equivalently, as 
\nj n ! r ( A - n + l ) - > ' ' • " ' 
Confluent Hypergeometric Function 
If in hypergeometric equation (1.2.3), we replace z by z/b, the resulting equation 
will have three singularities at 2 = 0, b, oo. 
By letting \b\ —)• oo, this transformed equation reduces to 
(fu , .du ^ / „ .„x 
z^i: + {c-z)—-au - 0. 1.2.12 
dz^ dz 
Eq. (1.2.12) has a regular singularity at 2: = 0 and an irregular singularity at 
z = 00 which is formed by the confluence of two regular singularities at b and 00 of 
Eq. (1.2.3) with z replaced by zjh. 
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Consequently, Eq. (1.2.12) is called the confluent hypergeometric equation or 
Kummer's differential equation after E.E. Kummer who presented a detailed study of 
its solutions in 1836, see [55]. 
The simplest solution of Eq. (1.2.12) is confluent hypergeometric function or 
Kummer's function iFi[a; c; z] which is given as 
iFi[a;c]z] = ^ 
n=0 {c)n n\ 
(c 7^  0 , - 1 , - 2 , . . . ; |2;|<oo). ;i.2.13) 
which can also be deduced as a special case of hypergeometric function 2Fi[a,b;c] z]. 
In fact, we have 
lim 2F1 a, b: c; 
b 
= iFi[a;c;z]. ;i.2.14) 
Other popular notation for the series solution (1.2.13) is ^{a;c;z) introduced 
by Humbert [47,48]. 
The function 
1 f°° 
vp(a,c;z) = — - / e-''e-\l + ty-"-'dt (Re(a), Re(2) > 0), (1.2.15) 
defines an alternative form of solution of Kummer's equation (1.2.12) in the half plane: 
Re{z) > 0. The $ function was introduced by F.G. Tricomi in 1927. 
We note the following relation between $ or (i-Fi) and ^ functions : 
^[a,c;z] = ^ i : i f L i F i [ a ; c ; z ] + - ^ ^ ^ z ^ - % F i [ a - c + l ; 2 - c ; z ] 
i (a — c + Ij 1 (a) 
(C7^0,±l ,±2 . . . ) . (1.2.16) 
Also, we note the following relation between the hypergeometric function 2Fo[a, b; 
_; z] and ^ function 
1" 
* [ a , a - 6 + l ; 2 ] = z'" 2F0 aM ;i.2.i7) 
Further, we note the following relations between elementary functions and hy-
pergeometric function : 
8 
exp(z) = iFi[a; a; z] = oFo{_; _; z] ;i.2.18) 
and 
; i - z ) - ' ^ = iFo[a;_-z] {\z\ < I) ;i.2.19) 
Generalized Hypergeometric P\inction 
A natural generalization of tlie Gaussian hypergeometric series 2Fi[a,b]C]z], 
is accomplished by introducing any arbitrary number of numerator and denominator 
parameters. Thus, the resulting series 
F 
ai,a2,... , a p ' 
Pl,p2;---J, 1 I 
= E (Q;i)n(a2) ;i.2.20) 
= pFq{ai,a2,..., Qjp; /?i,/32, • • •, t^q] z], 
is known as the generalized Gauss series, or simply, the generalized hypergeometric 
series. Here p and q are positive integers or zero and we assume that the variable z, 
the numerator parameters ai , 0-2,..., ftp and the denominator parameters /3i, ^ 2) • • • > /^ g 
take on complex values, provided that 
/3, ^ 0 , - 1 , - 2 , . . . ; j = l ,2 , . . . , g . 
Supposing that none of numerator parameters is zero or a negative integer and 
for l3j y^ 0 , - 1 , - 2 , . . . ; j = l,2,...,q, we note that the pF^ series defined by Eq. 
(1.2.20) : 
(i) converges for \z\ < 00, if p < q, 
(ii) converges for \z\ < 1/ii p = q + 1 and 
(iii) diverges for all z, 2 7^  0, if p > g + 1. 
Furthermore, if we set 
q p 
it is known that the pF^ series, with p = g + 1, is 
(I) absolutely convergent for \z\ — 1, if Re(ty) > 0, 
(II) conditionally convergent for \z\ = 1, \z\ 7^  1, if —1 < Re('y;) < 0 and 
(III) divergent for all \z\ = 1, if Re(i/;) < — 1. 
1.3. SPECIAL FUNCTIONS EXPRESSIBLE IN TERMS OF 
HYPERGEOMETRIC FUNCTIONS 
In this Section, we give the definitions of some special functions and discuss 
their relationship with the hypergeometric functions (we consider only those special 
functions which will be used in our work). 
I. Legendre Polynomials and Functions 
The Legendre (or spherical) polynomials Pn{x) are defined by means of the 
generating function 
00 
{l~2xt + f)-'^^ = Y^P,,{x)r (|t| < 1; l^ l < 1). (1.3.1) 
n=0 
The Legendre polynomials Pnix) are also defined by the series 
^"^^^ - Z . 2-k\{n-k)\{n-2ky. ' ^ ^^ ' 
The Legendre polynomials Pn{x) are solutions of the differential equation 
( l - x ' ) - ^ - 2 x / + n ( n + l ) y = 0, (1.3.3) 
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which is called Legendre's differential equation. 
We note that 
Pn{x) = 2F1 -n, n+1; 1; l - x ;i.3.4) 
The orthogonality property of the Legendre polynomials Pri{x) is given by 
Pn{x)Prn{x)dx = 0, m^n :i.3.5) 
i.e. the set of Legendre polynomials Pn[x) is orthogonal with respect to the weight 
function unity on the interval —1 < a: < 1. 
For m = n, we have the following additional property of Pn['x) '• 
(n = 0 , l , 2 , . . . ). ^ 2 
1^  ^ '^ 2 n + l 
;i.3.6) 
II. Hermite Polynomials 
The Hermite polynomials if„(x) are defined by means of the generating function 
exp{2xt~t'^) = ^ 
Tl=0 n! 
{\t\ < 00; \x\ < 00). (1.3.7) 
The Hermite polynomials Hn{x) are also defined by the series 
(-l)^n!(2x)'^-2fc 
Hn{x) = J2 
fc=0 
kl{n-2ky. '1.3.^ 
The Hermite polynomials Hn{x) are solutions of the difTerential equation 
d'^y o dy 
dx'^ 
which is called Hermite's equation. 
2x-f- + 2ny = 0, 
dx 
1.3.9) 
We note that 
Hn{x) = {2x)%Fo n —n + 1 
"2 '~~2~^ X" 
;i.3.io) 
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The orthogonality property of the Hermite polynomials Hn[x) is given by 
/
+ 00 
e-'''Hn{x)H,n[x)dx = Q, m^n, (1.3.11) 
•oo 
i.e. the set of Hermite polynomials Hn{x) is orthogonal with respect to the weight 
function e~^ on the interval — oc < x < oo. 
For m = n, we have the following additional property of Hn{x) : 
/
+ O0 
e-^'[Hn{x)]^dx = Tnly^. (1.3.12) 
•oo 
III. Laguerre Polynomials 
The associated Laguerre polynomials Ln (x) are defined by means of the gen-
erating function 
- ^ e x p ^ ^ ^ = f ; L ; r ) ( a ; ) r (K| < 1; 0 < x < oo). (1.3.13) [i-ty 
n=0 
The associated Laguerre polynomials Ln {x) are also defined by the series 
^ i ' " 'M = £ ( ! ^ ^ f ; ^ ( ™ ^ 0 . U , . . . , . (1.3.M, 
The associated Laguerre polynomials Ln {x) are solutions of the difTerential 
equation 
which is called the associated Laguerre's equation. 
We note that 
When m = 0, the resultant polynomial is denoted by Ln{x). Thus, we have 
L(°)(x) = Ux), (1.3.17) 
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where Ln{x) are called the Laguerre polynomials. 
The orthogonality property of the associated Laguerre polynomials Ln {x) is 
given by 
/•oo 
/ x'"e-^Lf)(x)4''^(x)(ix = 0, k^n (Re(m) > - l ) , (1.3.18) 
Jo 
i.e. the set of associated Laguerre polynomials Ln {x) is orthogonal with respect to 
weight function x^"'e~^ on the interval 0 < x < cx), if Re(m) > — L 
For k — n, we have the following additional property of Ln (x) : 
rx'^e'^[L^;''\x)fdx = ^('' + '^ + '^) (Re(m) > - 1 ). (L3.19) 
J o '^• 
We note that for m = 0, Eqs. (L3.18) and (1.3.19) reduce to the corresponding 
results for the Laguerre polynomials Ln{x). 
IV. Bessel Functions 
The Bessel functions J„(x) are defined by means of the generating relation 
e x p ( ^ ^ U - ^ j j = Y, l,{x)e (t 7^  0; |x| < oo). (1.3.20) 
The Bessel functions Jn{x) are also defined by the series 
oo / -\\k ( X \ n+2A; 
where n is a positive integer or zero and 
Jn{x) = (-l)"J_„(a:), (1.3.22) 
where n is a negative integer. 
The Bessel functions Jn{x) are solutions of the differential equation 
x 
d^y dy 2 " y , "-y I / 2 2 
, ^+x^ + {x'- n')y = 0, (1.3.23) 
dx^ dx 
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which is called Bessel's equation. 
We note that 
'^ "(") = WTn)'^' 
21 {xl2Y ^ ^ X 
^ ' ' ^ _ ; n + l ; - -
;i.3.24) 
Next, we recall the definition of Tricomi function C„(x), which is a Bessel like 
function. The Tricomi functions C„(x) are defined by means of the generating relation 
00 
e x p ( t - - ) = ^ Cnix)r {t^O; |x| < oo). (1.3.25) 
n=—oo 
The Tiicomi functions C„(:r) are also defined by the series 
(-l)^x*^ 
dinary Bessel functions J„(x) : 
oo f -\\k k 
^"(^) = E F T ^ T Z T ^ (n = 0,l ,2, . . . ) . (1.3.26) 
A:=0 
Further, Tricomi functions are characterized by the following link with the or-
Cnix) = 2 ; - t4 (2v^) . (1.3.27) 
The Tricomi functions Cn{x) are solutions of the differential equation 
We note that 
Cn{x) = ,^,J-—^,F,[--,n+l--x]. (1.3.29) 
1.4. GENERATING FUNCTIONS 
The research into Leibnitz's analogy led Laplace to the calculus of generating 
functions. Laplace formulated the calculus of generating functions in 1779, and later 
he returned to it in several occasions. In 1812, Laplace introduced the concept of 'gen-
erating function'. Since then the theory of generating functions has been developed 
14 
in various directions. A generating function may be used to define a set of functions, 
to determine differential or pure recurrence relations, to evaluate certain integrals et 
cetera. Generating relations of special functions arise in a diverse range of applications 
in quantum physics, molecular chemistry, harmonic analysis, multivariate statistics, 
number theory et cetera. Generating functions play an important role in the investi-
gation of various useful properties of the sequences which they generate. There are 
various methods of obtaining generating functions for a fairly wide variety of sequences 
of special functions (and polynomials), see for example [66] and [85]. 
Linear Generating Functions 
Consider a two-variable function F{x,t), which possesses a formal (not neces-
sarily convergent for t 7^  0) power series expansion in t such that 
00 
Fix,t) = 5]/„(x)r, (1.4.1) 
Tl=0 
where each member of the coefficient set {fn{x)}^^Q is independent of t. Then, the 
expansion (1.4.1) of F{x,t) is said to have generated the set {fn{^^)} andF(x,t) is called 
a hnear generating function (or, simply, a generating function) for the set {/„(x)}. 
This definition may be extended slightly to include a generating function of the 
type : 
00 
G{x,t) = J2^ngnix)e, (1.4.2) 
n=0 
where the sequence {c„}^o ^^Y contain the parameters of the set gn{x), but is inde-
pendent of X and t. 
If c„ and gn{o^) in expansion (1.4.2) are prescribed and if we can formally deter-
mine the sum function G{x, t) in terms of known special functions, then we say that 
the generating functions G{x,t) has been found. 
Further, if the set {/n(x)} is defined for n = 0, ±1 , ±2, • • •, then the definition 
15 
(1.4.2) may be extended in terms of the Laurent series expansion 
oo 
F*{x,t) = J2 ^nfn{xY\ (1.4.3) 
ri=—oo 
where the sequence {7ri}^_oo i^  independent of x and t. 
Bilinear and Bilateral Generating Functions 
If a three-variable function F{x,y,t) possesses a formal power series expansion 
in t such that 
oo 
F{x,y,t) = Y.^nfn{x)Uy)t'\ (1-4.4) 
n=0 
where the sequence {7„} is independent of x, y and t, then F[x, y, t) is called a bilinear 
generating function for the set {/^(x)}. 
More generally, if T{x, y, t) can be expanded in powers of t in the form 
00 
J^ix,y,t) = 5])7n/a(n)(3:)//3(n)(y)i", (1-4.5) 
ri=0 
where a{n) and P{n) are functions of n which are not necessarily equal, then also 
T{x,y,t) is called a bilinear generating function for the set {/„(x)}. 
Further, suppose that a three-variable function H{x,y,t) has a formal power 
series expansion in t such that 
00 
H{x,y,t) = J2hnfn{x)gn{y)t\ (1.4.6) 
n=0 
where the sequence {/i„} is independent of x, y and t, and the sets of functions 
{/„(x)}^o ^^^ {9nix)}^=,o ^^^ different. Then H{x,y,t) is called a bilateral gener-
ating function for the set of {fn{x)} or {gn{x)}. 
The definition of a bilateral generating function given by Eq. (1.4.6), may be 
extended to include bilateral generating function of the type 
oo 
'H{x,y,t) = 5^7n/a(n)(x)p;3(„)(y)r, (1.4.7) 
n=0 
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where the sequence {7„} is independent of x, y and t, the sets of functions {/n(2;)}^o 
and {gn{^)}^=o '^^ ^ different and a{n) and P{n) are functions of n which are not 
necessarily equal. 
Multi-Variable, Multi-Linear, Multi-Lateral and Multiple Generating 
Functions 
Suppose that G{xi,X2, • • • ,Xr;t) is a function of r + 1 variables, which has a 
formal expansion in powers of t such that 
oo 
G{Xi,X2,--- ,Xr;t) = Y2cngn{Xi,X2,--- ,Xr)f'-, (1.4.8) 
n=0 
where the sequence {c„} is independent of the variables Xi,X2,- • • , x,. and t. Then 
G{xi,X2,- • • ,Xr]t) is called a generating function for the set {gn{^i,X2,' -' I^T)}'^=O 
corresponding to the nonzero coefficients c„. 
Similarly, we extend the definition of bilinear and bilateral generating functions 
to include such multivariable generating functions as : 
T{xi,X2,--- ,^r\ yi,y2,--- ,yr;t) = ^ 7 „ / a ( n ) ( a ; i , 3 ; 2 - - - ,Xr)Uin){yi,y2--- , 2 / r ) t " 
(1.4.9) 
and 
n{Xi,X2,--- ,Xr; yi,y2,--- ,ys;t) = ^hnfa{n){Xl,X2,--- , X,.) ^/3(n) (^/l, 1/2, ' " " , 2 /s )^" , 
n=0 
(1.4.10) 
respectively. 
A multi-variable generating function G{xi,X2, • • • , x,.; t) given by Eq. (1.4.8) is 
said to be a multi-linear generating function if 
gn{xi,X2,--- ,Xr) = Jai{n)[Xl)ja2(n)[^2) ' ' ' far{n)M, (1.4.11) 
where ai(n), a2(n), • • • , ar{n) are functions of n which are not necessarily equal. More 
generally, if the functions occurring on the right hand side of (1.4.11) are all different, 
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then the multi-variable generating function (1.4.8) is called a multi-lateral generating 
function. 
A natural further extension of the multi-variable generating function (1.4.8) is 
a multiple generating function which may be defined formally by 
^{Xi,X2,--- ,Xr] t i , t 2 , - - ,tr) 
oo 
= Yl Cini,n2,--- ,n,.)rn„n,,-,nrixi,X2,--- ,Xr)flH'^'---f;\ (1.4.12) 
ni,ri2,--- ,nr=0 
whei~e the multiple sequence {C(ni, ^2, • • • , rir)} is independent of the variables Xi,..., x,. 
a n d t i , ^2, • • • , t,.. 
Further, definitions (1.4.8) and (1.4.12) may be extended in terms of the Laurent 
series expansions : 
CO 
G*{Xi,X2,--- ,Xr;t) = 'Y Cngn{xi,X2,--- ,Xr)f'- (1 .4 .13) 
n=—oo 
and 
* * ( x i , X 2 , - - - ,Xr; ti,t2,--- ,tr) 
oo 
Y^ C'(ni,n2,--- ,n,)r„i,n2,..,n.(xi,X2,--- ,3 : r ) t"^C•••C^ (1.4.14) 
ni,n2,--- ,nr =—oo 
respectively. 
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CHAPTER 2 
OPERATIONAL TECHNIQUES AND APPELL 
POLYNOMIALS 
2.1. INTRODUCTION 
During the last few years increasing interest has grown around operational meth-
ods and special functions. There has been a continuous demand for these methods in 
research fields like classical and quantum optics, see for example [34,96]. Operational 
methods may work to provide a synthetic and computationally powerful view on the 
theory of special functions of one and more variables. Some of the operational identi-
ties discovered since long time which are not widely known as they should be and have 
been the subject of recent investigation and re-discoveries. 
Recently, Dattoli and his co-workers have shown that operational methods can be 
used to simplify the derivations of many properties of ordinary and generalized special 
functions and also provide a unique tool to treat various polynomials from a general 
and unified point of view, see for example [9,19-36]. 
The use of operational techniques combined with the principle of monomiality is 
a fairly useful tool for treating various families of special polynomials as well as their 
new and known generalizations. The properties of known and new families of special 
polynomials can be derived by using operational rules associated with the monomiality 
principle. Very recently Khan et al. [52,53] introduced families of Laguerre and Hermite 
based Appell polynomials by employing certain operational methods. 
This chapter contains five sections. In Section 2.2., we discuss the concepts and 
the formalism associated with monomiality principle. In Section 2.3., we consider 
Appell and Sheff"er polynomials. In Section 2.4., we give the basic definitions and 
results of umbral calculus. Finally, in Section 2.5., we give some results for Appell 
polynomials. 
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2.2. OPERATIONAL TECHNIQUES AND MONOMIALITY PRINCIPLE 
It is well known from the literature that operational techniques include integral, 
differential and exponential operators and provide a systematic and analytic approach 
to study special functions, see for example Srivastava and Manocha [85]. The opera-
tional techniques are based upon single, double and multiple integral transforms and 
upon certain operators involving derivatives. Methods connected with the use of inte-
gral transforms have been successfully applied to the solution of differential and integral 
equations, the study of generalized special functions and the evaluation of integrals. 
In recent past Dattoli and his co-workers [19-36] extended the operational tech-
niques to study the properties of multi-variable special functions of mathematical 
physics. Operational techniques provide a general framework to derive generating 
relations and summation formulae involving multi-variable special functions. 
In the case of multi-variable generalized special functions, the use of operational 
techniques, combined with the principle of monomiality [19] provides new means of 
analysis for the solution of a wide class of partial differential equations often encoun-
tered in physical problems. 
The concept of monomiality has been introduced by Steffensen [88] in 1941 and 
reformulated and developed by Dattoli [19] in 2000. The notion of quasi-monomiality 
has been exploited within different contexts to deal with isospectral problems [82] and 
to study the properties of new families of special functions [35]. The monomiality 
principle is a fairly useful tool for treating various families of special polynomials as 
well as their new and known generalizations. The concept of quasi-monomiality is fairly 
straight-forward and can be summarized as follows : 
Let M and P be the two operators, then a polynomial Pn{x), {n ^ N,x G C) is 
called a quasi-monomial, under the action of the operators M and P, if these operators 
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satisfy the following conditions : 
M{Pn{x)} =Pn+i{x), 
P{pn{x)} = npn^i{x). (2.2.1) 
The operators M and P are recognized as multiplicative and derivative operators, 
respectively. These operators satisfy the commutation relation 
[P,M] = 1, (2.2.2) 
and thus display a Weyl group structure. 
An example illustrating how the properties of Pri{x) can be deduced from the 
structure of operators P and A4 is as follows : 
(a) If M and P have a differential realization, polynomials Pn{x) satisfy the differential 
equation 
MP{pn{x)} = np,,{x). (2.2.3) 
(b) U po{x) — 1, polynomials pj\x) can be constructed exphcitly by the relation 
p„(2:) = M"{l}. (2.2.4) 
(c) (b) implies that the generating function of polynomial Pn{x) can be cast in the form 
exp(tM){l} = Ypn[x)-, {\t\ < oo). (2.2.5) 
The concepts and the formalism associated with the monomiality treatment can 
be exploited in different ways. On one side, they can be used to study the properties 
of ordinary or generalized special polynomials by means of a formalism closer to that 
of natural monomials. On the other side, they can be useful to establish rules of 
operational nature, framing the special polynomials within the context of particular 
solution of generalized forms of partial differential equations. 
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The 2-variable Hermite Kampe de Feriet polynomials (2VHKdFP) Hn{x,y) [8], 
defined by 
n—2r„,r 
Hn{-,y) = -^-T.7;—^r (2.2.6) 
7-=0 
(n — 2r)!r!' 
have shown to be quasi-monomial under the action of operators [19] 
„ 
M --
P = 
^x + 2y 
d 
dx 
d 
dx^ 
(2.2.7) 
According to the quasi-monomiality principle, we have 
MHn{x,y) = Hn+iix,y), 
PHn{x,y)=nHn-iix,y). (2.2.8) 
Further, since Ho{x,y) = 1, we can show that 
Hr.{x,y) = W'{l}=(x + 2y-^] {1}. (2.2.9) 
By noting that P and M satisfy the commutation relation 
[P,M] = PM-MP=i, (2.2.10) 
all the properties of the 2VHKdFP Hn{x,y) can be easily inferred. By starting from 
Eq. (2.2.9) we can indeed obtain the generating function of Hn{x,y), by exploiting an 
elementary procedure. By multiplying both sides of Eq. (2.2.9) by f and summing 
up, we obtain 
expixt + 2yt~]{l} = Y,Hn{x,y)-^ (M < oo). (2.2.11) 
^ ^ n=0 
Now, decoupling the exponential operator appearing in Eq. (2.2.11), by using the 
Weyl identity 
e ^ +^ = e V e - ^ / ^ [A,B] = k {keC) (2.2.12) 
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we get the generating function for 2VHKdFP Hn{x,y) in the form 
exp(xt + yt2) = ^ F „ ( x , y ) - ( l t |<oo) . (2.2.13) 
n=0 
Further, the differential equation satisfied by the 2VHKdFP Hn{x,y), given by 
MP{Hn{x,y)} = nHr,{x,y), (2.2.14) 
which by using the operators (2.2.7) takes the form [19] 
{^y^2+^i-^)Hn[x,y) = 0. (2.2.15) 
The above example confirms that most of the properties of famifies of polynomi-
als, recognized as quasi-monomial, can be deduced, quite straight forwardly, by using 
operational rules associated with the relevant multiplicative and derivative operators. 
Also, we can define families of isospectral problems by exploiting the correspondence 
M ^x, 
Pn{x) ^X'\ 
There is a continuous demand of operational techniques in research fields like 
classical and quantum optics and in these fields the use of operational techniques has 
provided powerful and efficient means of investigation. Most of the interest is relevant 
to operational identities associated with ordinary and multi-variable forms of Hermite 
and Laguerre polynomials, see for example [19,22-28,33,34,36]. 
2.3. APPELL AND SHEFFER POLYNOMIALS 
Sequences of polynomials play a fundamental role in applied mathematics. Such 
sequences can be described in various ways, for example, 
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(1) By orthogonality conditions : 
/ Pn{x)prn{x)w{x)dx = 6n,rn , (2 .3 .1) 
J a 
where w{x) is a weight function and Snjn = 0 or 1 according as n ^ m or n = m 
respectively. 
(2) As solutions to differential equations: for instance, the Hermite polynomials 
Hn{x) satisfy the second-order linear differential equation 
y" - 2xy' + 2ny = 0. (2.3.2) 
(3) By generating functions: for example, the associated Laguerre polynomials Ln {x) 
are characterized by 
( T r 7 p T ^ - p ( ( r ^ ) = E 4 ' ' ^ H - ^ ^ ^ ^ i\t\<l;(}<x<oo). (2.3.3) 
(4) By the recurrence relations: for example, the Legendre polynomials Pn{x) satisfy 
the following pure and differential recurrence relations : 
( n + l)P,,+i(x) - {2n+l)xK{x)+nK_i{x) = 0 (2.3.4) 
and 
(1 - x'')~Pn[x) = -nxP,,[x) + nP,,_,[x), (2.3.5) 
ax 
(1 - ^ ' )^^n( : r ) - (n + \)xPn{x) - (n + l)P„+i(x), (2.3.6) 
respectively. 
(5) By operational formulas: for example, the associated Laguerre polynomials Ln{x) 
satisfy 
Zi"^(3:) =a;- 'VL'"e-V'+™. (2.3.7) 
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Appell Polynomials 
Roman [76] characterized Appell sequences in several ways. The Appell sets [6], 
named after Paul Emile Appell may be defined by either of the following equivalent 
conditions [85, p.398] : {An(x)} {n e NQ), is an Appell set (A^ being of degree exactly 
n) if either 
(i) £Aix) = nA,,_iix) (n€No), or (2.3.8) 
(ii) There exists a formal power series A{t) = J2'^=Qani^\ Oo 7^  0 such that (again 
formally) 
A(t) exp(xt) = y An{x)-- . (2.3.9) 
••^-^ ni 
n = 0 
The function A{t) may be called the determining function for the set {^^(x)}. 
The Appell polynomials have shown to be quasi-monomial [30] and characterized by 
the fact that the relevant derivative operator is just the ordinary derivative. The 
Appell polynomials are very often found in different applications in pure and applied 
mathematics. Alternatively, the sequence An{x) is Appell for g{t) [68] if and only if 
1 °° f 
-—ex^{xt)=Y,M^)~ (3^€C), (2.3.10) 
^^ ^^  n=o ^• 
where 
00 
9it)^ygn-, (50 7^0). (2.3.11) 
nl 
Tl=0 
The multiplicative and derivative operators or the associated raising and lowering 
operators M and P of Eq. (2.2.1) are given by [68] 
g'iDY M{X,D)^^X-'-^ (2.3.12) 
and 
P{D) = D, (2.3.13) 
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respectively. We note that X enters M only linearly and the order of X and D in 
M{X, D) matters. By direct calculation one may check that any pair M, P from Eqs. 
(2,3.12) and (2.3.13) satisfies the commutation relation (2.2.10), see for details [68,76]. 
In view of Eqs. (2.3.9) and (2.3.10), we have 
A{t) = ^ (2.3.14) 
Now, we recall some members of the Appell family : 
(I) If A[t) = ( ^ , or g{t) = t-\e' - 1), then 
An{x) = Bn{x) ; The Bernoulli polynomials [74]. 
(II) If A{t) = ( ^ , or g{t) = ^ ^ , then 4„(x) = E„(x) ; The Euler polynomials 
[74]. 
(III) If A{t) = ( ^ ^ , or g{t) = t-''[e' - if, then 
A,i{x) = Bn[x) ] The generalized BernouUi polynomials [44]. 
(IV) If Ait) = j ^ , or g{t] = 2-(e* + 1)", then 
An{x) = En (x) ; The generalized Euler polynomials [44]. 
(V) If A{t) = aia2 • • • arnt'^e"'' - l)(e"2* - 1) • • • (e'*-* - l)]-\ 
or g{t) = ^ l i i ^ I l e " ^ ' - l)(e'^ ^^ - 1) • • • (e«-^ - 1)], then 
An{x) = Bn {x\ai,a2, • • • ,am) ; The generalized Bernoulli polynomials of order 
m [40,41]. 
(VI) If A{t) = 2'"[(e«i* + l)(e'*2* + 1) • • • (e""'* + l)]-\ 
or g{t) = 2-"^[(e'*i* + l)(e"2* + 1) • • • (e^-* + 1)], then 
[x\ai,a2, • • • am) ; The generalized Euler polynomials of order m 
[40,41]. 
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(VII) If A{t) = — £ - 7 r - , or g{t) = t - [ e ' - EZoCi)l then 
An[x) = Bn [x) (m > 1) ; The new generahzed BernouUi polynomials [12]. 
(VIII) UA{t) = ij^X, or git) = ( ^ ) ° , then 
An{x) = BI°\X] A) (|t + logX\ < 2n] r := 1) ; The Apostol Bernoulli polynomials 
of order a [62], including the Apostol-Bernoulli polynomials. 5„(2;;A) [5,62], 
when a = 1, the generalized Bernoulli polynomials Bn [x], when A = 1 and the 
Bernoulli polynomials Bn{x), when a = X = 1. 
(IX) If A{t) = ij^X, or g{t) = ( ^ ) « , then A„(x) = <f(")(x;A) (|t + /opA| < 
TT; 1"^  := 1) : The Apostol-Euler polynomials of order a [61,62], including the 
Apostol - Euler polynomials Enix:, A) [5,61,62], when a = 1, the generahzed Euler 
polynomials En (x), when A = 1 and the Euler polynomials En{x), when a = 
X=l. 
(X) UA{t)=exp{^o + iit + ^ 2t' + --- + ir+if^'),org{t) = exp{-Co-Cit-^2t' 
{,.+it'""*'^ ),(^ ,.+i y^ 0, then An{x) = The generalized Gould-Hopper polynomials 
[39], including the Hermite polynomials Hn{x), when r = 1 and classical 2-
orthogonal polynomials, when r = 2. 
(XI) liA{t) = ( Y z ^ , org{t) = {l-ty''+\ then An{x) = n\G'n^\x) : The Miller-Lee 
polynomials [2,29], including the truncated exponential polynomials e„(a;) [2], 
when m = 0 and modified Laguerre polynomials fn [x] [66], when m = /? - 1. 
(XII) If A{t) = ^ , or 5(t) = ^ , then 4i(3:) = Gn{x) : The Genocchi polynomials 
[31]. 
Sheffer Polynomials 
One of the simplest classes of polynomial sequences, yet still large enough to 
include many important instances, is the class of Sheffer sequences (also known, in a 
slightly different form, as sequences of Sheffer A-type zero or poweroids). This class may 
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be defined in many ways, most commonly by generating function and by a differentia] 
recurrence relation. A sequence Sn{x) is a Shaffer sequence if and only if its generating 
function has the form 
A{t)exp{xH{t)) = Y,Sn{x)~ , (2.3.15) 
^' 
where 
and 
A{t) = Ao + Alt + A2t' + ••• (Ao 7^  0) 
H{t)^H,t + H2t^ + --- (H i^O) . 
A polynomials sequence {Sn{x)}'^^Q {Sn{x) being a polynomial of degree n) is 
called Shaffer A-type zero [74] (which we shall hereafter call Sheffer-type) if 3n{x) 
possesses the exponential generating function of the form 
r A{t) exp{xH{t)) = y Sn{x)- , (2.3.16) 
n 
n=0 
where A{t) and H{t) have (at least the formal) expansions 
Ait) = yA,,{x)~ ( ^ ^ 0 ) (2.3.17) 
n=0 
and 
Hit) = yHn{x)- {H,^Q), (2.3.18) 
n=l 
respectively. 
The Sheffer class contains important sequences such as the Hermite, Laguerre, 
Bessel, Bernoulli, Poisson-Charlier, factorial polynomials et cetera. These polynomi-
als are important from the viewpoint of applications in physics and number theory. 
Properties of Sheffer sequences are naturally handled within the framework of modern 
classical umbral calculus by Roman [76]. 
The sequences of Sheffer A-type zero are called poweroids by Steffensen [88] , 
from which the idea of monomiality came. The monomiality principle and associated 
formalism is discussed in previous section. 
It has been shown in [68] that if 5„(x) are of Sheffer-type then it is possible to 
give explicit representations of the multiplicative and derivative operators M and P of 
Eq. (2.2.1). Conversely if M - M{X,D) and P = P{D) then Sn{x) of Eq. (2.3.15) 
are necessarily of Sheffer-type. A general theorem [15,76] states that a polynomial 
sequence 5„(x) satisfying the monomiality principle (2.2.1) with an operator P given 
as a function of the derivative operator only P = P{D) is uniquely determined by two 
(formal) power series 
fit) = J^fn{x)- (/o = 0 , / i ^ 0 ) (2.3.19) 
n=0 
and 
9it) = J^gnix)- (go^O). (2.3.20) 
nl 
n=0 
The exponential generating function of Sn{x) is then given by 
g(x,t) = X : 5 „ ( . ) ^ = - ^ ^ e x p ( x / - ( t ) ) , (2.3.21) 
where / ^{t) is the compositional inverse of f{t). The associated raising and lowering 
operators of Eq. (2.2.1) are given by 
1 
M = 
and 
X 3'iD) 
ifiD)) (2.3.22) 
P = fiD), (2.3.23) 
respectively. 
We note that X enters M only linearly and the order of X and D in M{X,D) 
matters. By direct calculation one may check that any pair M,P from Eqs. (2.3.22) 
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and (2.3.23) satisfies the commutation relation (2.2.10), see for details [15,76]. In view 
of Eqs. (2.3.16) and (2.3.21), we have 
A(t) = ^ (2.3.24) 
and 
H{t) = r\t). (2.3.25) 
The Sheffer class contains such important sequences as those formed by : 
I. The Hermite polynomials, which play an important role in applied mathematics 
and physics (such as Brownian motion and the Schrodinger wave equation). 
II. The Laguerre polynomials, which also play a key role in applied mathematics 
and physics (they are involved in solutions to the wave equation of the hydrogen 
atom). 
III. The Bernoulli polynomials, which find applications, for example, in number the-
ory (evaluation of the Hurwitz zeta function, a generalization of the famous Rie-
mann zeta function). 
IV. The Abel polynomials, which have a connection with geometric probability (the 
random placement of non overlapping arcs on a circle). 
V. The central factorial polynomials, which play a role in the interpolation of func-
tions. 
2.4. UMBRAL CALCULUS 
The term umbral calculus was understood to mean the surprising similarities 
between otherwise unrelated polynomial equations and certain shadowy techniques 
that can be used to 'prove' them. These techniques were introduced by John Blissard 
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in 1861 and are sometimes called Blissard's symbolic method. They are often attributed 
to iJdouard Lucas (or James Joseph Sylvester), who used the technique extensively, 
for details see [10,75-78]. 
In the 1930s and 1940s, Eric Temple Bell attempted to set the umbral calculus on 
a rigorous footing, perhaps not altogether successfully. In the 1970s, Steven Roman, 
Gian-Carlo Rota and others developed the umbral calculus by means of linear func-
tionals on spaces of polynomials. Currently, umbral calculus is understood primarily 
to mean the study of ShefFer sequences, including polynomial sequences of binomial 
type and Appell sequences. 
The term "umbral calculus" was coined by Sylvester from the word "umbra" 
(meaning "shadow" in Latin) and reflects the fact that for many types of identities 
involving sequences of polynomials with powers a", "shadow" identities are obtained 
when the polynomials are changed to discrete values and the exponent in a" is changed 
to the falling factorial 
{a)n = a{a-l)---{a-n+l). (2.4.1) 
For example, Newtons's forward difference formula written in the form 
, >^(a)„A"/(x) 
/(^ + « ) - E r>i (2-4-2) 
ri=0 
with f{x+a) = f^+a looks suspiciously like a finite analog of the Taylor series expansion 
n=0 
where L* := ^  is the diff'erential operator. Similarly, the Chu-Vandermonde identity 
{x + a\, = ^r\[a)k{x\,_k (2.4.4) 
with ( 3 a binomial coefficient, looks suspiciously Hke an analog of the binomial theorem 
fc=0 
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The modern classical umbral calculus can be described as a systematic study of 
the class of ShefTer sequences, made by employing the simplest techniques of modern 
algebra. 
If P is the algebra of polynomials in a single variable, the set P* of all linear 
functionals on P is usually thought of as a vector space. It is well known that a linear 
functional on P can be identified with a formal power series. There is a one-to-one 
correspondence between linear functionals on P and formal power series in a single 
variable. For example, we may associate to each linear functional L the power series 
^ ^ g L(x'')|y. But the set of formal power series is usually given the structure of an 
algebra. This algebra structure, the additive part of which "agrees" with the vector 
space structure on P*, can be "transferred" to P*. The algebra so obtained is called 
the umbral algebra and the umbral calculus is the study of this algebra. 
As a first step in this direction, since P* now has the structure of an alge-
bra, we may consider, for two linear functionals L and M, the geometric sequence 
M, ML, ML'^, ML^, • • •. Then under mild conditions on L and M, the equations 
ML''{Sn{x))=n\5n,k {n,k>0), (2.4.6) 
uniquely determine a sequence Sn{x) of polynomials which turns out to be of ShelTer 
type and conversely, for any sequence Sn{x) of ShefTer type there are linear functionals 
L and M for which Eq. (2.4.6) holds. Thus the class of Sheffer sequences may be 
characterized by means of the umbral algebra. 
Let C be a field of characteristic zero. Let T be the set of all formal power series 
in the variable t over C. Thus an element of T has the form 
f{t)=J2akt'' (afc€C). (2.4.7) 
fc=0 
Two formal power series are equal if and only if the coefficients of like powers of 
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t are equal. It is well known that if addition and multiplication are defined formally, 
oo oo oo 
k=0 k=0 k=0 
oo \ / o o \ o o / o o 
,fc=0 / \fc=0 / fc=0 \ j = 0 / 
then T is an algebra (with no zero divisors). 
The order o{f{t)) of a power series f{t) is the smallest integer k for which the 
coefficient of t'' does not vanish. We take o{f{t)) = +00 if f{t) = 0. It is easy to see 
that 
oif{t)g{t)) = o{f{t)) + o{g{t)), 
o{f{t) + git)) > rmn{o{fit)), o(5(t))}. (2.4.9) 
The series f{t) has a multiplicative inverse, denoted by f{t)~^ or l / / ( t ) , if and 
only if o(/(t)) = 0. Then f{t) is said to be invertible. 
If o{f{t)) = 1, then the formal power series /( t) has a compositional inverse f{t) 
satisfying / ( / (O) = 7 ( / (0 ) = t- ^ series /(t) for which o(/(t)) = 1 will be called a 
delta series. The sequence f{t)'^ = /^(t) of powers of a delta series forms a pseudobasis 
for J". 
The Umbral Algebra 
Let P be the algebra of polynomials in the single variable x over the field C of 
characteristic zero. Let P* be the vector space of all linear functionals on P. We 
use the notation (L \p{x)), borrowed from physics, to denote the action of a linear 
functional L on a polynomial p{x) and the vector space operations on P* are defined 
by 
{L + M\ p{x)) = (L I p{x)) + (M I p{x)) (2.4.10) 
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and 
(cL |p(x) ) -c (L |p(a ; ) ) (c G C). (2.4.11) 
Since a linear functional is uniquely determined by its action on a basis, L is 
uniquely determined by the sequence of constants (L | x"). 
Further, let J" denotes the algebra of formal power series in the variable t over the 
field C The formal power series 
oo 
/(t) = E ^ ^ ' (2.4.12) 
defines a linear functional on P by setting 
(/(t) I rr") = G„ ( V n > 0 ) . (2.4.13) 
In particular, 
(t^'I x") = n!5„fc . (2.4.14) 
In fact, any linear functional L in P* can be written in the form of equation 
(2.4.12). For if 
°° / r I k\ 
fc=0 
then from Eq. (2.4.13), we get 
(/L(t)|a:") = ( L | x " ) , (2.4.16) 
and so as Hnear functionals L = /^(t). 
Theorem 2.4.1. The map L -> /^(t) is a vector space isomorphism from P* onto F. 
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Proof. Since L = M if and only if {L \ x^) = ( M | X'') for all /c > 0, which holds if 
and only if /j^(t) = /M(^) , the map is bijective. But we also have 
~ (L + M I xn , 
k\ 
fc=0 fc=0 
and similarly, 
/ cL( t )=c / , ( t ) . 
Thus our map is a vector space isomorphism. 
We shall obscure the isomorphism of Theorem 2.4.1 by thinking of linear func-
tionals on P as formal power series in t, using Eqs. (2.4.13) and (2.4.15) as our guiding 
light. Henceforth, F will denote both the algebra of formal power series in t and the 
vector space of all linear functionals on P and so an element/(t) of T will be thought of 
as both a formal power series and a linear functional. The two elements f[t) and g{t) 
of F are equal as formal power series if and only if they are equal as linear functionals. 
Thus, we have defined an algebra structure on the vector space of all linear func-
tionals on P, namely, the algebra of formal power series. We shall call /" the umbral 
algebra. 
We consider the following example : 
Example 2.4.1. For ymC the evaluation functional is defined to be the power series 
e^K From Eqs. (2.4.13) and (2.4.14) we have 
{e'' I x") = 2/" 
and so 
{ey'\p{x))=p{y) iypix)eP). (2.4.17) 
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Notice that for all f{t) in T 
/W = E ^ ^ ^ ^ ' (2-4.18) 
fc=0 
and for all polynomials p{x) 
k>0 
Proposition 2.4.1. If o{fk{t)) - k for all A; > 0 and if 
{fk{t)\p{x)) = {Mt)\q{x)), (2.4.20) 
for all k, then p{x) = q{x). 
Proof. Since the sequence fk{t) forms a pseudobasis for J-', for all n > 0 there exists 
constants a„,fc for which f- = Y^'^=o^n,kfk{t)- Thus 
{e\v{x)) = Y,an,kUk{t)\p{x)) 
k=0 
oo 
= Y^an,k{fk{t) \q{x)) 
fc=0 
= (^ " I g(^)) 
and so Eq. (2.4.19) shows that p{x) = q{x). 
Proposition 2.4.1 implies that if o{fk{t)) = k and (/^(t) | p{x)) = 0 for all k > 0, 
then p{x) = 0. 
Proposition 2.4.2. If degp;;(x) = k for all /c > 0 and if 
(/(t)|pfc(x)) = (p(t)|pfc(a:)) (2.4.21) 
for all k, then /(t) = g{t). 
36 
Proof. For each n > 0, there exists constants a,i,fc for which 
n 
k=0 
Thus 
(/(t)|a:") = J]a„, , ( / ( t ) |pfc(x)) 
fe=0 
n 
= '^an,k{git) \Pk{x)) 
k-0 
= {git) IX'') 
and so Eq. (2.4.18) shows that f{t) = g{t). 
Proposition 2.4.2 imphes that if degpk{x) = k and (/(t) | Pfc(x)) = 0 for all /c > 0, 
then /(t) = 0. 
Linear Operators 
We use the notation t^ for the A;*' derivative operator on P , that is, 
t V ' = <^  ^ ^ - ' (2.4.22) 
1 0, k>n, 
where {n)k = n{n — I) • • • (n — k + 1). With this notation, any power series 
oo 
m = Ei^' (2.4.23) 
fc=0 
is a linear operator on P defined by 
fity' = Y.(j)akx''-\ (2.4.24) 
Notice that we use juxtaposition f{t)p{x) to denote the action of the operator 
f{t) on the polynomial p{x). 
Thus an element of 7" plays three roles in the umbral calculus - it is a formal 
power series, a linear functional and a linear operator. 
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Further, we note the following relationship between the functional f{t) and the 
operator f{t) : 
Proposition 2.4.3. if f{t) and g{t) are in T, then 
{m9it)\p{x)) = {g{t)\f{t)p{x)) (2.4.25) 
for all polynomials p{x). 
Furthermore, we note that the operator e^' satisfies 
e^^x" = 
k=0 fc=0 
and so 
ey'p{x)=p{x + y), (2.4.26) 
for this reason e'-'* is called a translation operator. 
Theorem 2.4.2. A linear operator T on P has the form g{t) if and only if it commutes 
with the derivative operator, that is, if and only if 
T [tpix)] = t [Tp{x)] (2.4.27) 
for all polynomials p{x). 
Corollary 2.4.1. A linear operator T on P has the form g{t) if and only if it commutes 
with any delta operator. 
Corollary 2.4.2. A linear operator T on P is of the form g(t) if and only if it commutes 
with any translation operator. 
R,oman [76] characterized Appell and ShefTer sequences in several ways. First we 
recall the following result [76], which can be viewed as alternate definitions of Appell 
and ShefTer sequences : 
Let g{t) be an invertible series. Then there exists a unique sequence An{x) of 
polynomials satisfying the orthogonahty conditions 
{g{t)t'' I Mx)) - n\ 5n,k (V n, fc > 0). (2.4.28) 
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We say that the sequence An{x) in Eq. (2.4.28) is the Appell sequence for the 
pair {g{t),t), or that An{x) is Appell for [g{t),t). 
Let f{t) be a delta series and let g(t) be an invertible series. Then there exists a 
unique sequence Sn{x) of polynomials satisfying the orthogonality conditions 
{g{t)f{t)' I Sr^x)} = n! 5,,^ (Vn,fc > 0). (2.4.29) 
We say that the sequence Sn{x) in Eq. (2.4.29) is the ShefFer sequence for the pair 
{g{t), f{t)), or that 5„(x) is ShefTer for {g{t),f{t)). 
2.5. SOME RESULTS FOR APPELL POLYNOMIALS 
We give the following theorems for Appell sequences : 
Theorem 2.5.1. (The Expansion Theorem). Let An{x) be the Appell sequence for 
g{t). Then for any h{t) in T 
k=0 
Proof. Applying the right side of Eq. (2.5.1) to An{x) and using Eq. (2.4.28), we find 
oo {h{t) I Akjx)) 
k\ 
= {h{t) I An{x)) . 
2 _ . k^ ^ ' ^".^ • 
/c=0 
Now, from Proposition 2.4.2, we get assertion (2.5.1) of Theorem 2.5.1. 
Theorem 2.5.2. (The Polynomial Expansion Theorem). Let ^1(2;) be Appell for 
g{t), Then for any polynomial ^(2;) we have 
P{^) = 1^- i^ -M^) (2-5.2) 
fc>0 
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where p^'^^x) = t^p[x) is the A;*' derivative of p(x). 
Proof. Applying g(t)t to right side of Eq. (2.5.2) and using Eq. (2.4.28), we find 
fc>0 / fc>0 
9{t)tI>:''-':, '-'"A,{x)) = y:(3it)\p^^K^))^^^^^^,^^^^^^ 
^ ( g ( t ) l p W ( x ) ) , ^ , ^ 
k>0 
= {git) I tp{x)) 
= {tg{t)\p{x)). 
Now, from Proposition 2.4.1, we get assertion (2.5.2) of Theorem 2.5.2. 
Theorem 2.5.3. The sequence An{x) is Appell for g{t) if and only if 
1 v. = f ; m . ( v , e c ) . (15,3) 
9W U « 
Proof. If An{x) is Appell for ^(;^), then by the expansion theorem for e^ *, we have 
^yt _ y Je'' I A,{x)) 
e^ * I ^(^))^fc 
Thus by Eq. (2.4.17), we get assertion (2.5.3) of Theorem 2.5.3. 
Conversely, suppose that Eq. (2.5.3) holds. Then if Rn[x) is Appell for g[t), we 
have 
v^ My).k _ J_.t _ V" My).k 
Z . k\ ~ git) ~ ^ k\ 
fc=0 ^^ ' k=0 
and so Rk{y) = Ak{y) (V y G C), 
which imphes that Rk{x) = Ak{x). 
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Theorem 2.5.4. The sequence An{x) is Appell for g{t) if and only if 
M^)-T.('l){9{t)-'\^''-')^'- (2.5.4) 
k=o ^ ^ 
This is the conjugate representation for Appell sequences. 
Proof. Applying the right side of Eq. (2.5.3) to x", we find 
Akiy), 
fc=0 
An{y). (2.5.5) 
i-'|.")= E^ir'f i.» 
Next, applying the left side of Eq. (2.5.3) to x", we find 
' oo 
oo .. 
oo .. 
k=0 
•=E^(9W-'k"-'>/ 
fc=0 
= E0(.9('r'i-"">»'- P-5.6) 
From Eqs. (2.5.5) and (2.5.6), we have 
i—n \ / fc=0 
Since this holds for all y G C, the result follows. 
Theorem 2.5.5. The sequence An{x) is Appell for g{t) if and only if 
Ar,ix)=g{t)-'x''. (2.5.7) 
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Proof. This follows directly from Proposition 2.4.3 and the definition since 
{t'\g{t)Mx)) = {g{t)t'\Mx)) 
= n\ 6n,k-
Theorem 2.5.6. The sequence An{x) is Appell for g{t) if and only if 
tAn{x) =nAn^i{x), 
that is 
A[Xx)=nAr,.,[x). (2.5.8) 
Proof. U An{x) is Appell for g{t), then 
(g{t)t'\tA.{x)) = (g{t)t''-'\A,{x)) 
= n! 5n,k+i 
= n{n- l)\5n-i,k 
= {g{t)t'\nA,,^,{x)). 
Now, using Proposition 2.4.1, we have 
tAn{x) = nAn-i{x). 
Conversely, suppose that Eq. (2.5.8) holds. Since (t'^ \ x") = n! 5n,k the sequence 
Pn{x) = x" is associated to the delta functional f{t) — t. We define a linear operator 
T on P by 
rA,(x)=p„(x) = x". 
This operator is well defined and invertible since both An{x) and 'Pn['x) form a 
basis for P. Then, since the first part of this proof shows that Pn['x) = "^Pn-ii^), 
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we have 
TtAn{x) = TnAn-i{x) 
= nTAn^i{x) 
= npn-i{x) 
= tpn{x) 
= tTAn{x) 
and so, Tt = tT. 
From Corollary 2.4.1, we deduce the existence of an invertible series g{t) for which 
g{t)Anix) =Pn{x), 
or 
g{t)A,{x)=x'' 
and so 
An{x) = g{t)-'x'\ 
Thus by Theorem 2.5.5, A„(x) is Appell for g{t). 
Theorem 2.5.7. Let An{x) be Appell for g{t). Then for any h{t) in J^ 
h{t)A,{x) = J2 (fj i^i^) I M^)) "^~'- (2.5.9) 
Proof. By Expansion Theorem 2.5.1, we have 
,„)^^ML1M,(,„.. 
k=0 
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Applying each side of the above equation, as an operator, to Ai(x), we have 
fc=0 
fc=0 
k=0 ^ ^ 
From Theorem 2.5.5, we get assertion (2.5.9) of Theorem 2.5.7. 
Theorem 2.5.8. (The Appell identity) The sequence An{x) is an Appell sequence for 
g{t) if and only if 
An{x + y) = j2(''^My)^'"' (V y e C ) . (2.5.10) 
Proof. Suppose that /l„(x) is Appell for g{t), Then by the Expansion Theorem 2.5.1, 
we have 
00 
fc=0 
= L :^^  W^^  
E^9{t)t\ (2.5.11) 
fc=0 
Now, applying both sides of the above equation to An{x), we have 
Ak{y) oo 
e^%,(x) = 5 ] ^ 5 ( t ) t M „ ( x ) . 
fc=0 
Thus, we get 
An{x + y)==Y^ ^^git){n)kA,.k{x) 
k=0 
'^r\Ak{y)g{t)An.k{x). 
fc=0 ^ ^ 
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Further from Theorem 2.5.5, we get 
Ar.{x + y) = J2(^fjMyW'-'-
Conversely, suppose that the sequence of polynomials Ai(^) satisfies the Appell 
identity, where p,i(x) = x" is associated to t. We define a finear operator T on P by 
TAn{x) =pn{x) = X . 
This operator is well defined and invertible since both A„(x) and p„(x) = x" form 
a basis for P. Then according to Theorem 2.5.5, it is sufficient to prove that T has a 
form g(t) in 7. The first part of this proof shows that Pn['^) = 3:" satisfies the Appell 
identity and so 
ey'TK{x)=ey'p,,{x) 
L._n V / fc=0 
fc=0 ^ ^ 
= Tey'An{x). 
Therefore e^^T = Te^* and Corollary 2.4.2, shows that T has the form g{t) in /". 
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CHAPTER 3 
BERNOULLI AND EULER POLYNOMIALS 
3.1. INTRODUCTION 
The Bernoulli polynomials occur in the study of many special functions, partic-
ularly, in studying the Riemann zeta function and the Hurwitz zeta function. For a 
natural argument, Bernoulli polynomials were first studied by Jacob Bernoulli in 1713, 
in connection with the computation of the sum Yl'h=o ^"- ^- Euler was the first to study 
Bernoulli polynomials for arbitrary values of x. The term "Bernoulli polynomials" was 
first introduced by J. L. Raabe in 1851. Bernoulli polynomials belong to the class of 
Appell polynomials. In BernouUi polynomials the number of crossings of the x-axis in 
the unit interval does not goes up as the degree of the polynomials go up. In the limit 
of large degree, the Bernoulli polynomials, appropriately scaled, approach the sine and 
cosine functions. 
The Euler polynomials similar to the Bernoulli polynomials are also Appell poly-
nomials that is Sheff'er polynomials for the ordinary derivative operator. The Euler 
polynomials Eo{x),Ei{x),E2{x),-• • are certain polynomials of the indeterminate x 
with rational coefficients whose denominators may only be powers 1,2,4,8, • • • of 2. 
The generating function for Euler polynomial was first obtained by Euler in 1938. 
The n^ ^ Bernoulli polynomials Bn{x) are defined as : 
t ~ n N / 
\Bkx''-' ( n e N = {0,l ,2,---}), (3.1.i: 
where 5„(0) = Bn are the Bernoulli numbers. 
The Bernoulli numbers BQ,Bi, B2, • • • are given by BQ = 1 and the recursion 
k=0 ^ ^ 
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that is. 
( n = 1,2,3, (3.1.2) 
All the Bernoulli numbers are rationals. 
For /c 6 N = {0,1, 2, • • • } and n e Z+ = {1,2,3, • • • }, we consider the sum 
n - l 
Sk{n)=J2r'. 
r=0 
Clearly, 
(3.1.3) 
So{n) = n, 
52 (n) = n{n- l ) ( 2 n - 1) 
6 ' 
(3.1.4) 
In 1713, J. Bernoulli introduced the Bernoulli numbers and used them to express 
Sk{n) as a polynomial in n with degree A; + 1. 
The first few Bernoulli polynomials are : 
Bo{x) 
Bi{x) 
B,{x) 
Bz[x) 
Bi{x) 
B,[x) 
= 1, 
— x -
^x" 
= x' 
= x' 
= x' 
1 
'r 
1 
-a^ + 7) 6 
- 2 - = + . ^ - ^ , 
- -x^ + -x^ - -
2 3 6 (3.1.5) 
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V'J 
Rjx) fiJx) 
Fig. 3.1.1 (First few Bernoulli polynomials) 
The generating function for the Bernoulli polynomials is 
e n=0 
<27r) (3.1.6) 
The Bernoulli polynomials arc also given as 
BJx) D, 
^D. _ 1 
where D := D^ := £. 
The n Euler polynomials -E„(x) are defined as 
n — k 
where £'„(0) = £^ „ are the Euler numbers. 
(3.1.7) 
(3.1.8) 
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The Euler numbers EQ, Ei, E2, • • • are given by EQ = 1 and the recursion 
that is, 
2\n-k 
L—n ^ ^ 
2\n-k 
( n = l , 2 , 3 , - - - ) - (3.1.9) 
All the Euler numbers are integers. 
For A; e N = {0,1,2, • • • } and n € Z"*" = {1,2, 3, • • • }, we consider the sum 
n - l 
n{n) = Y,{-ir rpt^ 
r = 0 
Euler introduced the Euler numbers to study the sum Tkiri) 
The first few Euler polynomials are : 
(3.1.10) 
Ei{x 
E2{x 
E,{x 
EA{X 
E,(x 
= h 
x — , 
2' 
= X — x, 
o >J 0 1 
= x"^  - -x^ + - , 
2 6' 
= x^ - 2x^ + ~x, 
1 
2' (3.1.11; 
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K(x) 
Fig. 3.1.2 (First few Euler polynomials) 
The generating function for the Euler polynomials is 
n=0 
= > EJx) — \t\ <7r) 
The Euler polynomials are also given by 
2 
En{x) 
e^ x. + 1 
X . 
(3.1.12). 
(3.1.13) 
In this chapter, wc consider properties of Bcrnoulh and Euler polynomials. This 
chapter contains four sections. In Section 3.2., we give some results for Bernoulli 
and Euler polynomials. In Section 3.3., we consider an explicit formula for the Euler 
polynomials in terms of the Gaussian hypcrgeometric function. Finally, in Section 3.4., 
we deal with a new determinantal definition for Bernoulh polynomials. 
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3.2. SOME RESULTS FOR BERNOULLI A N D EULER POLYNOMIALS 
We consider some results for Bernoulli and Euler polynomials. First, we give the 
following Lemma : 
Lemma 3.2.1, Let n G N and J„,m be 1 or 0 according as m = n or not. Then 
Bn{\) - Bn{0) = 6n,i (3.2.1a) 
and 
En{l) + En{0)=^^n,O- (3.2.1b) 
Proof. From Eq. (3.1.1' 
Bn{l)-B,M = i^(f\Bk-Br, 
fc=0 
0<fc<n ^ / 
Similarly, from Eq. (3.1.8) 
^..(•)+^40)^i:(;)|(i-i)""%E 
fc=0 ^ / \ / fc=n k) 2' V 2 
71—k 
fc=0 
n-k / T \ n-k Um^-T'H 
fc=n 
2|n-A; 
= 2 ,^ n,0 
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Further, we prove the following theorems : 
Theorem 3.2.1. Let n e N. Then we have 
B„(a: + ?/) = f](^)B.(.x)2/"-^ (3.2.2a) 
/c=0 
and 
E,,{x + y) = J2(^^E,{x)y--'. (3.2.2b) 
Also the difference equations, 
Bn{x + 1) - Br,{x) = nx''-' (3.2.3a) 
and 
En{x + 1) + Er,{x) = 2x'\ (3.2.3b) 
Proof. By definition (3.1.1), we have 
B4x + y) = J2(f]Bi{x + yr .-I 
1=0 
n\ „ v-^ n — I 
-E «.E 
(=0 ^ ^ k=l ^ ^ 
= E (;)(::;)^ -'-v'-' 
= E (I) (')^ '-'-'«"" 
^E(:)EO---V-
= E(I)^U-)S'"-'. 
fc=0 ^ ^ 
which is assertion (3.2.2a) of the above Theorem. 
Similarly, by definition (3.1.8), we write 
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E,,{x + y)=Y,(^^ 
=|:(3fEC:;)(^4)^"'^ -
0</<fc<n ^ / ^ / \ / 
0<Kfc<n ^ / ^ / ^ 
fc-; 
S(:)5e)t(-i)'" 
that is assertion (3.2.2b) of Theorem 3.2.1. 
Further, in view of Eq. (3.2.2a) and Lemma 3.2.1, we have 
B^Xx + 1) - B,ix) =: Y. Q 5 f c ( l ) :r"-' - Y. ( l ) ^^ (O) ^"" 
fc=0 ^ ' 
= nx 
fe=0 
,n- l 
which proves assertion (3.2.3a). 
Similarly 
+ 1) + E^ix) = f ] (g^ .d ) x"-^  + f ] (g£;,(o) x-
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t—n N / /c=0 
that is assertion (3.2.3b). 
Theorem 3.2.2. Let n € N, then we have the recursions 
fc=0 ^ 
and 
Also 
'Y^{^\Ek[x) + En[x)='lx\ 
Bn{l-x)^[-\fB.,[x) 
and 
E,X\-x) = [-\YEn{x). 
Proof. Using Eq. (3.2.2a), we have 
fc=0 ^ ^ fc=0 ^ ^ 
= Bn+l[x^\)-Bn[x) 
= (n + l)x" , 
which proves assertion (3.2.4a). 
Similarly 
= ^„(a; + l) + ^ „(x) 
= 2a;" , 
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that is assertion (3.2.4b). 
In view of Eqs. (3.2.2a) and (3.2.4a), we have 
fc=0 ^ "^ 
= ( n + 1)(1 - xT + ( - l ) " ( 5 n + l ( x - 1) - 5 n + l ( x ) ) 
=( - l ) " ( (n + l){x - ir - {Bn+i{{x - 1) + 1) - Br,+i{x - 1))) = 0. 
Similarly 
J2 (^\ {E,{1 -x)- {-l)'Ek{x)) + £;„(! - x) - i-lTE^^x) 
fc=0 ^ "^ 
= E ( l ) ^ ^ ( l - x) + E,,{1 -x)- (-1)" (J2 (^^Ek{x){-ir' + E^^ix)] 
=2(1 - xr - {-iTiEnix - 1) + E,,{x - 1 + 1)) = 0. 
On the basis of these two recursions, assertions (3.2.5a) and (3.2.5b) follow by 
induction. 
Corollary 3.2.1. Let n > 1 be an integer. 
(i) When n is odd, we have 5„(l/2) = En = 0 and 5„ = 0 if n > 1. 
(ii) If n is even, then £'„(0) = 0. 
Proof. When n is odd, taking x = | in Eqs. (3.2.5a), (3.2.5b) we find that Bn(l/2) = 
£;„(l/2) = 0. Recall that En = 2"K( i ) . 
Again by Eqs. (3.2.5a) and (3.2.5b), we have B„(l) = (_l)"5n(0) and En{l) = 
{-lY'EniO). This together with Eq. (3.2.1) shows that 5„ = 0, if n > 1 and 2 / n and 
that En{0) = 0, if2|n. 
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f < > n l » 
Theorem 3.2.3. Let k and n be positive integers. Then 
Bk+i{n) - Bk+\ 
Skin) = k+1 
^k+l ^k 
k + KKfc ^ / 
2\l 
and 
nin) Ek{0)-i-irEk{n) 
= 2^+'5, n + 1 - Sk{n) 
Proof. By Theorem 3.2.1, we have 
Bk+i{x + l)-Bk+i{x) = {k + l)x' 
Thus 
{k + l)Sk{n) 
n - l 
r = 0 
= Bk+i[n) - Bk+i 
1=0 ' 
fc+1 
n 
KKfc ^ -^  
A; \ A 
(3.2.6) 
(3.2.7a) 
(3.2.7b) 
n 
k-l+l 
By Corollary 3.2.1, we have Bi = 0 for / = 3, 5, • • •. Thus assertion (3.2.6) of 
Theorem 3.2.3 follows. 
Similarly in view of Theorem 3.2.1, we have 
Ek{x + I) + Ek{x) = 2x\ 
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Thus 
r=0 
n - 1 
= E,(0)-(- i r£fc(n) , 
which proves assertion (3.2.7a), 
Also we have 
n - l n - 1 
T,{n) = 2Y,r'-Y. 
!^1 
= 2^ +1 5 ] / - 5 , (n) 
j=o 
which is assertion (3.2.7b). 
Corollary 3.2.2. (Recurrence Formula) For any fc € N, we have 
Proof. Whenever n 6 {2,4,6,- • • }, then by Theorem 3.2.3, we have 
Em ~ E,{n) 
^ = Tk[n) 
= 2'^'S, Q - S,{n) 
__ 2^+ j^gfc+i(f) - B H I N + (1 - 2'-'')Bk^, 
k + l 
Since, both sides of Eq. (3,2.9) are polynomials in n, it follows that 
^^(0) - Ekjx) ^ 2^-+ii?,+i(f) - Bknix) + (1 - 2^+i)i?,+i 
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(3.2.9) 
(3.2.10) 
If n e {1,3,5, • • • }, then from Theorem 3.2.3, we have 
= Un) 
2-5J i^ - Skin) 
2'^ +^ Bfc+i ( ^ ) - Bk^,{n) + (1 - 2^'+i)5,+i 
k + 1 
(3.2.11; 
Therefore 
Ek{0) + Ek{x) 2 ^ ' + ^ 5 . + i f ^ ) - 5 . + i ( x ) + ( l -2^+^)B k+l 
k+l 
(3.2.12) 
Now, subtracting Eq. (3.2.10) from Eq. (3.2.12), we get assertion (3.2.8) of 
Corollary 3.2.2. 
3.3. AN EXPLICIT FORMULA FOR THE EULER POLYNOMIALS 
Recently, Luo et al. [63] gave certain new recursion formulae for the classical 
Euler numbers and polynomials. Here, we consider the following explicit formula for 
the classical Euler polynomials [60, p.452(3)] : 
k 
EJx) Ei(:)E(-'<3/' 
fc=o ^ / 1=0 ^-^z 
x + j in—fc 
X 2F1 k — n, k] /c + 1; 
[x-V]] 
(3.3.1: 
where 2^1 [a, 6; c; z] denotes the Gaussian hypergeometric function defined by Eq. 
(1.2.1). 
For convenience, when A; = j = Q in the formula (3.3.1), we define 0° = 1. 
Proof. By Taylor's expansion and Leibnitz's rule, the generating relation (3.1.12) 
yields 
.„(.,.!:(:).-..;{(-
+ 1 (3.3.2) 
t=o 
Since 
{l+oj)-' = J2^-uf (1^ 1 <1), 
fc=0 
setting l+u = (e' + l)/2 and applying the binomial theorem, we find from Eq. (3.3.2) 
that 
E.i.)-t (%•'-'t^-^D'Aie'-l)^] 
s=0 fc=0 
(3.3.3) 
t=o 
Now, we recall the following well-known formulae [16, p.204; p.206] 
5(r,fc) = lA^0^ 
oo 
r—k 
(3.3.4a) 
(3.3.4b) 
where S{r, k) denotes the Stirhng number of the second kind defined by [16, p.207] 
x'-Y.(''^k\S{r,k), (3.3.5) 
fc=0 
where for convenience, we write 
{a+jy. (3.3.6) 
A being the difference operator defined by 
A/(x) = fix + 1) - fix) (3.3.7) 
so that, in general [16, p. 13] 
k 
(3.3. 
Formulae (3.3.4a) and (3.3.4b) readily yields 
mie'~l)'}\,^, = A'Q^ = k\Sis,k). (3.3.9) 
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Now, substituting this value in Eq. (3.3.3), we get 
(-1)'=A;! 
s=0 ^ •^  fc=0 
(3.3.10) 
or, 
"^(^ ) = E Q ^ \ „_« V ^ I— 1) A fcQS X 
fc=0 
(3.3.11) 
Rearranging the resulting double series in Eq. (3.3.11), we have 
^ ( - 1 ) n—k E..W=E^^EL:J-'""^'« 2fe A ^ \ s + fc 
fc=0 s=0 ^ •^  
(3.3.12) 
Further, substituting for A'=0^ +'= from Eq. (3.3.6) (with a = 0) in Eq. (3.3.12), 
we obtain 
k 
fc=o ^ ^ i=o ^-^^ 
X 2F1 k — n, 1; /c + 1; 
X 
(3.3.13) 
in terms of the Gaussian hypergeometric function defined by Eq. (1.2.1). 
Finally, using the linear transformation [64, p.47] 
a, c — b] c; {t~l] 2^1 [a, 6; c; t] = ( l - t ) - % F i 
in Eq. (3.3.13), we get the explicit formula (3.3.1). 
Special Case 
Subsequently, we apply the representation (3.3.1) in order to drive an interesting 
special case. By the formula [64, p.40], we have 
LM J, ii r ( c ) r ( c - a - 6 ) , , 
2h[a,b-c-l] = ^^^ _^^^ ,; ( c 7 ^ 0 , - l , - 2 , . . . ; R e ( c - a - 6 ) > 0 ) , (3.3.14) 
r ( c - a ) r ( c - 6 ) 
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which (for a = fc - n, 6 = fc and c = fc + 1) yields 
2Fi[fc-n, A;; A;+l; 1]= f J (0 </c < n). (3.3.15) 
In view of Eq. (3.3.15), the special case of formula (3.3.1) when x = 0 gives the 
following representation : 
B..(0) = E ^ E ( - l ) ' ( 3 / ' . P.3.16) 
or, equivalently 
fc=o i=o 
En{0) = J2^-^S{n,k). (3.3.17) 
fc=0 
Moreover, in view of Eq. (3.2.5b), we note that En{l) = (-l)"En(0). Therefore 
representation (3.3.17) for the classical Euler numbers can also be written as : 
^"=E(I)2'E^F5(^•^•^ p.3.18) 
3.4. DETERMINANTAL APPROACH TO BERNOULLI POLYNOMIALS 
Six approaches to the theory of Bernoulli polynomials are known; these are 
associated with the names of J. Bernoulli [11], L. Euler [45], E. Lucas [59], P. Appell 
[6,7], A. Htirwitz [49] and D. H. Lehmer [58]. Here, we study a new determinantal 
definition for Bernoulli polynomials proposed by F. Costabile [17]. In particular, we 
emphasize some consequent procedures given in Costabile et al. [18] for automatic 
calculation and recover the better known properties of these polynomials from this 
new definition. 
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Definition 3.4.1. The Bernoulli polynomials of degree n = 0,1, 2, • • • , is denoted by 
Bn{x) and is defined by 
Bo{x) = 1 
and 
Bn(x) 
-1)" 
n - 1 
1 
1 
0 
0 
0 
X 
1 
2 
1 
0 
0 
x' 
1 
3 
1 
2 
0 
X'* 
1 
4 
1 
3 
Q 
0 0 0 0 
X r i - l 
n 
1 
n-1 
n - l 
2 
n - 1 
n - 2 
X" 
1 
n+1 
n 
n ^ 
n-2l 
(3.4.1) 
for each n = 1,2,3, •••. If we set in (3.4.1), (—1)! := 1, then the entry (z, j) is equal 
to (^ "g) for each z == 2, • • • , n + 1; j = 1,2, • • • , n + 1; i - j > 1. 
In force of the primary connection between Bernoulli numbers Bn and Bernoulli 
polynomials, namely 
5„(0) = 5„, 
we obtain from determinantal definition of BernouUi polynomials 3.4.1, a determinan-
tal definition for the Bernoulli numbers as well, by setting 
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Ba = l 
and 
Bn — 
n 1 ! 
(-1)" 
1 
2 
1 
0 
0 
1 
3 
1 
2 
0 
1 
4 
1 
3 
(I) • 
i 
n 
1 
n — 1 
• • ( " 2 ' ) 
1 
n+l 
1 
n 
(3 
0 0 r i - 1 
.n-2 n-2J 
( n = 1,2,3, 
(3.4.2) 
Properties of Bernoulli polynomials 
Some of the well-known properties of Bernoulli polynomials can be easily recov-
ered from the determinantal definition 3.4.1 with some calculation and basic notions 
related to the theory of determinant. We consider the following properties ; 
Property 3.4.1. (Differentiation): For the differentiation of Bernoulh polynomials, 
we can use the relation 
B:Xx)=nB,,_,{x) ( n = 1,2,3, 
Proof. In order to recover this property starting from the determinantal approach, 
we differentiate the determinant (3.4.1) using the properties of linearity, expand the 
resulting determinant with respect to the first column and recognize the factor 5„_i(x) 
after multiplication of the z"' row hy i - 1 (i = 3, • • • , n) and f^ column by 1/j {j = 
1,- ,n 
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Property 3.4.2. (Integral means conditions): For each n > 1, we have 
/ Bn{x) dx = 0. 
Jo 
Proof. The proof of this property consists in direct calculation. In fact, after the 
definite integration the first two lines of determinant /^ Bn[x) dx shall coincide. 
Property 3.4.3. (Differences): For each n > 1, we have 
B^[x + \) ~ Bn[x) =nx''-\ 
Proof. The proof of this property based on determinantal definition 3.4.1 can be 
accomphshed with some calculation by using the linearity property of a determinant 
with respect to each row and the following well known identity 
^\ k (x + l ) ' - s ' = 5 ] I . IX 
k=0 
Property 3.4.4. (A series representation in terms of Bernoulli numbers): For Bernoulli 
polynomials we have 
(n = 0,l , 
Proof. In this case, we can start the proof argumentations by expanding the determi-
nant (3.4.1) with respect to the first row; then, working on the cofactor of the power 
x'^, fc = 0, • • • , n, after some calculation by using the property of linearity with respect 
to each row or column one recognize that this cofactor is exactly (2)i?n_/... 
Property 3.4.5. (The value at x = 1): For each n>2 
Bni^) = Bn-
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Proof. Even in this case the proof consists in a direct calculation: in fact, evaluating 
the determinant (3.4.1) at x = l, previous equality results by expanding the evaluated 
determinant with respect to the first column. 
Equivalence of Definitions 
It is possible to prove that all previous approaches lead to atlcast one of the 
following : 
B'^{x) = nBn-i{x), 
B„(0) = 5„ ( n > l ) . 
(3.4.3a) 
B'(x) = nBn-Ax) 
(3.4.3b) 
(3.4.3c) 
< Si(0) = - B i ( l ) , 
5„(0) = 5„(1) ( n > l ) . 
B'^{x) = nBn-i{x), 
f;B^{t)dt = 0 ( n > l ) , 
that yield, jointly with condition Bo{x) = 1, the same sequence of polynomials, that is 
the sequence of Bernoulli polynomials. In this sense previous definitions are equivalent. 
We prove the following theorem : 
Theorem 3.4.1. The following circular diagram holds, where the arrows mean that 
the pointed approaches can be derived from the previous one as theorems : 
Fig. 3.4.1 
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Proof, Determinantal approach => Appell's approach. As we saw, from determi-
nantal definition 3.4.1 of Bernoulli polynomials easily follows that these polynomials 
form the following Appell sequence 
Bo{x) = 1, 
B:,{x) = nBn-iix), (3.4.4) 
^ J^Br,{t)dt = 0 ( n > l ) . 
Appell's approach => Euler's approach. On the other hand, it is known that the 
polynomials forming an Appell sequence {Pn{x)} can be introduced by means of closed 
form formulae using the generating function of the sequence, that is the function 
with the following setting 
f[t) = Y^PM-. (3.4.6) 
n=0 
Euler's approach =^ Determinantal approach. Finally a known algorithm for 
calculating the quotient of two power series [65] can be used to derive the determinant 
definition 3.4.1 for Bernoulli polynomials from the Euler's approach. In fact, in the 
equation 
ri t v ^ Bn{x) 
e 
fi*- 1 
n=0 
-rh—r*"- (3.4.7) 
replacing the function e""^  and e^ ~ I with their Taylor series expansions (in xt and in 
t respectively) at the origin; we have 
- — 7 f ~ = - i ~ + -~^t + ••• + ^ ^ e + • • • . 3.4.8 
1 J- 1 4 L _L . . . J i L . . . 0' 1' 77 
In order to write the Taylor series expansion of the function e ' ' * ^ with respect 
to t at the origin, we can compare the left member of previous equation with the right 
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member and multiplying the right member by the denominator of the fraction on the 
left member we obtain 
1 
xt x^f 
+ • • • + 
x''f' 'Bojx) ^ B,{x)^ ^ 
n\ 0! 1! 
^ ^ r + 
n 
/ t V t" (3.4.9) 
By multiplying the series on the right hand side of the previous equation accord-
ing to the Cauchy-product rules, this equation leads to the following system of infinite 
equations in the unknown Ci{x) = Bi(x I , ^ = 0,1,---
Co (re) = 1 
co(x)|i +ci{x) 
Co(3:)i + Ci(x)i + C2(x) 
x_ 
1! 
^(^)^ITT)! + ci(a^)^ + • • • + Cn(x) = 5 
(3.4.10) 
The special form of the previous system (lower triangular) allows us to work 
out the unknown c„(a;) operating with the first n + 1 equations only, by applying the 
Cramer method : 
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1 
2! 
0 
1 
2! 
0 
0 
1 
0 
0 
0 
1! 
2! 
Cn(^) = (n+1)! 
1_ 
2! 
(n-1)! 
1 
n! 
0 
1 
1 
2! 
(n -2 ) ! 
1 
(n-1)! 
0 
0 
1 
2! n! 
0 0 
0 0 
0 0 
n! 
1 
(n+1)! 
1 
1 
2! 
1 
3! 
(n-1) ! 
1 
n! 
0 
1 
1 
2! 
(n-2)! 
1 
(n-1)! 
0 
0 
1 
0 
0 
0 
1 
1 
2! 
0 
1 
1! 
2! 
(n+1)! 
1 
(n-1)! 
1 
1 
(n-2)! 
1 
(n-1)! 2! 
( 7 ^ 
n! 
(n = l , 2 , 3 , - - - ) . 
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From these steps it follows that 
Bn{x) = n! 
1 
0 
1 
1 
2! 
0 
0 
1 
1 
n! 
1 
+1! 
1 
(n-1)! 
1 
(n)! 
1 
(n-2)! 
1 
(n-1)! 
0 
0 
0 
2! 
X 
IT 
21 
n! 
n 1,2, 
(3.4.11) 
Finally, the determinant (3.4.1) can be obtained from previous determinant by 
means of a transposition and elementary row and column operations. In fact the 
transposition of (3.4.11) is 
BJx] nl 
1 h 
0 1 
0 0 
0 
1 x_ 
1! 
1 
3! 
2! 
X 
2! 
n! 
1 
(n-1)! 
1 
(n-2)! 
1 
(n-1)! 
(n+1)! 
(n-1)! 
I 
n 1,2, 
and multiplying the ?*'' row, ^ = 2,3, • • • , n by —^y, and the f^ column, j = 2,3, 
by {j - 1)!, we obtain 
n 
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Bnix) = l !2! - - - (n-2) ! n! 
V.2\---n\ 
v. 
2! 
1 
Oil! 
0 
2! 
3! 
2 
0!2! 
i l 
X 
V. 
2\x^ 
2! 
( n - 1 ) ! 
n! 
( n - 1 ) ! 
0 ! (n - l ) ! 
( n - 1 ) ! 
n! 
(n+1)! 
n! 
0!n! 
n! 
l ! (n -2 ) ! l ! ( n - l ) ! 
( n - 1 ) ! n! 
(r i -2)! l! (n-2)!2! 
( n - l ) ! ( x - l ) " - n!x" 
( n - 1 ) ! n! 
( n = l , 2 , - - - ) 
After exchanging the first row with the last one, we get the determinant definition 
(3.4.1). 
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CHAPTER 4 
GENERALIZED FORMS OF BERNOULLI AND EULER 
POLYNOMIALS 
4.1. INTRODUCTION 
The Bernoulli polynomials # ( ^ ) of order a (real or complex) [44] form the 
Appell sequence for 
9{t)=(^^J (a 7^0). (4.1.1) 
It follows from Theorem 2.5.5 that 
5 ; r ) ( ^ ) = ( ^ ) " ^ " (nGNo) (4.1.2) 
and so 
Bf(x)=a:". (4.1.3) 
The generating function for the generalized Bernoulli polynomials is 
e ^ * - E \ ^ ^ ' (N<27r). (4.1.4) 
e* - 1 / ^ k\ 
' fc=0 
Setting X = 0 gives the expansion 
oo „ ( o 
E ^ * ' = ( 7 ^ ) ° (W<2.), (4.1.5) 
here the numbers 5,1''^  (0) = B\'f^ are the generahzed BernouHi numbers. 
The Appell identity for Bernoulli polynomials is 
S<r'(^- + !/) = E ( " ) B i " ' f e K - ' („6N„), (4,1.6) 
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applying (;?ZT)'^, we have 
Bir'\x + y)=J2[''^Bi^\x)Bl^l,{y) (4.1.7) 
and for a + 6 = 0 
i^ + yr = ilC'^Bi''\x)Bt"^{y). (4.1.8) 
fc=o ^ ^ 
Setting y = 0 in the Appell identity, we get 
^i"nx) = 5 : Q s i l ( 0 ) x ^ (4.1.9) 
fc=o ^ •^  
Since # ( x ) is Appell, in view Eqs. (2.4.22) and (2.5.8) we have 
tBi^\x) = nBl^\{x). (4.1.10) 
The Euler polynomials En {x) of order a (real or complex) [44] form the Appell 
sequence for 
9ii)={^^J («7^0). (4.1.11) 
It follows from Theorem 2.5.5 that 
Eir\^)=(^j^^ x" (4.1.12) 
and so 
( ^ ) Ei:^\x)^Eir'\x), 
El^\x)^x'\ (4.1.13) 
The generating function for the generalized Euler polynomials is 
^ ^ k=Q 
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Incidentally, if we set a = 1, t = 2iu and x = 0, we get 
y t^M{^uf = — ^ = 1 - li^niL (4.1.15) 
k=0 
and if we set a = 1, t = 2iu and 2; = | , then we obtain 
A;! "-""'' e^ '^  + r e'" + e 
y ^ ? M 1 H ' = = - ^ ^ e ' " = . ^ . = sect.. (4.1.16) 
/ J ]^\ ^ ' p2iu _i_ ] piu _j_ p~iu ^ ' 
fc=0 
For this reason the numbers 2'=EJ."^(0) and 2''£;fc(|) are known as the tangent 
and secant coefficients, respectively. 
The Appell identity for Euler polynomials is 
fc=0 
applying ( ^ ) , we have 
fc=0 
and 
n / \ 
E l r ' \ x + y) - J2 (!)4"^(y)^fA-(^) (4-1-18) 
l.—n V / 
i^+yr-EiD^i^^^y^^n-ih^y (4.1.19) 
fc=0 ^ ^ 
Setting y = 0 in the Appell identity, we get 
Elr\^) = E(f)El:},{0)x'. (4.1.20) 
fc=o ^ ^ 
Since En (x) is Appell, in view of Eqs. (2.4.22) and (2.5.8) we have 
tEi^\x) = nEl^\{x) (4.1.21) 
The Apostol-BernouUi and Apostol-Euler polynomials Bn{x] A) and Sn{x; A) are 
introduced by Apostol [5]. 
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The Apostol-Bernoulli polynomials S„(.T; A) are defined by means of the following 
generating function : 
- = TBn{x;Xy- (|t + logA|<27r) (4.1.22) 
1 • ^ n! 
with, of course, 
n=0 
B^x) = Bn{x; 1) and Bn{X) := Bn{0; A), 
where S„(A) denotes the so-called Apostol-BernouUi numbers. 
The Apostol-Euler polynomials Sn{x;\) are defined by means of the following 
generating function 
Ae* + r T T = E ^ " ( ^ ; ^ ) ^ (|t + logA|<7r) (4.1.23)  + 1 ^-^ n! 
n=0 
with, of course, 
E,,{x) = £,,{x; 1) and Sn{X) •= <Sn(0; A), 
w here £'„(A) denotes the so-called Apostol-Euler numbers. 
In this chapter, we consider properties of generalized forms of Bernoulli and Euler 
polynomials. This chapter contains four sections. In Section 4.2., we give some results 
for generalized Bernoulli and Euler polynomials. In Section 4.3., we consider an explicit 
formula for the generalized Apostol-Bernoulli polynomials in terms of the Gaussian 
hypergeometric function. Finally, in Section 4.4., we consider an explicit formula for 
the generalized Apostol-Euler polynomials in terms of the Gaussian hypergeometric 
function. 
4.2. SOME RESULTS FOR GENERALIZED BERNOULLI AND EULER 
POLYNOMIALS 
Recently Srivastava and Pinter [86] rederived several known properties and rela-
tionships involving the classical and generalized Bernoulli and Euler polynomials. We 
consider the following results for generalized Bernoulli and Euler polynomials : 
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Theorem 4.2.1. (Recurrence Relations): For each n 6 No, we have 
Blr\^ + 1) - B(:\x) = nBt\'\x), (4.2.1) 
El:'\x + 1) + Ei^\x) ^ 2E^r'\^)- (4.2.2) 
Proof. Multiplying both sides of Eq. (4.1.2) by (e* - 1), we find 
[e' ^ l)B^\x) = {e' -\)(^-^^\\ 
or 
e'B^\x)-B\f^[x)={-j—\ t t V 
that is 
Bl-\x + l)-Bi-\x)=n(~±^y x^^-\ 
which in view of Eq. (4.1.2) gives (4.2.1). 
Similarly, multiplying both side of Eq. (4.1.12) by (e* + 1), we find 
^^ + l)El:\x) = {e'+l){^-^^\^ 
or 
a - l 
e'E^\x) + E^{x) = 2(~^\ x\ 
2 ^"'^ 
E^\x + l) + El^\x) ^ 2[^j^^^ x^ 
which in view of Eq. (4.1.12) gives (4.2.2). 
Theorem 4.2.2. (Recurrence Relations): For each n G No, we have 
Blr'\x) = (l - ^) B^\x) +n[l-l) B^l,{xl (4.2.3) 
E^^'\x) = -E^,[x) + 2 (l - -) E^[x) . (4.2.4) 
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Proof. Since, we have 
j(a) Bi::,{x) = [x 9{t) J " ^^ 
X — a 1 + t(e* - 1) i?(°)(x). 
Applying t to both sides and recalling that tx - xt is the identity, we get 
l + t-e^' (n+l)5r(x) = xt + 1 — at — a-e * - l 5i")(x) 
= ix-a)tBi^\x)+Bi^'>ix)+aBi^\x) t a 
e*- l 
5i")(x) 
n X - a)Bl:^,{x) + B^{x) + Q'B(«)(x) - a B ^ ^ H x ) . 
Thus we get Eq. (4.2.3), which expresses the Bernoulh polynomials of order a + 1 
in terms of those of order a (for a 7^  0). 
Similarly, we have 
EaW = ^-^')4°'(-l 
= X 
e' + l 
i?(r^(x) 
a 
or 
(7 
xE!r\x)~-Eir'\x+l). 
E\r'\x + \) = xE^[x)-E^,{x 
Combining this with Eq. (4.2.2), we get the recurrence relation (4.2.4). 
Theorem 4.2.3. For each n € No, we have 
fc=0 k I—n \ 
i^-'w+E Uk^'w 
A;=0 
(4.2.5) 
(4.2.6) 
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Proof. Taking x = 1 and replacing t/ by x in Eq. (4.1.6), we have 
fc=0 
Then by Eq. (4.2.1), we find 
nB;r_-;"w + B<°'w = E( l )«^ ' '•"':r), 
which on replacing n by n + 1, gives 
n+l 
n i)5;r^)(x)+Ba(x) = ^ 
fc=0 
n+l 
n 
(n 
fc=0 ^ 
+ i)B!r"w=E("r)^^°'<"'-
Thus, we get Eq. (4.2.5). 
Similarly, taking x = 1 and replacing y by x in Eq. (4.1.17), we have 
fc=0 ^ ^ 
Then by Eq. (4.2.2), we have 
2Eir'Hx)-EirH^) = J2(t)Et\x) 
fc=0 
2£<r"(x) = B W w + E r B<")(x), 
fc=0 
w hich is Eq. (4.2.6). 
Remark 4.2.1. Taking a = 1 in Eqs. (4.2.5) and (4.2.6), we get the following familiar 
expansions : 
.(^) (neNn (4.2.7) 
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and 
X — En{x) + J2(k)^'^'' 
k=0 
(n e No). (4.2.8) 
Theorem 4.2.4. For UENQ, a eC, the following relationship 
i^ ;rH^+?/) = E 
fc=0 
k ?(«-!)/ 5r(2/)+pri^(y) E,,_k{x) (4.2.9) 
holds true between the generahzed Bernoulli polynomials and the classical Euler poly-
nomials. 
Proof. First of all, upon suitably substituting from Eq. (4.2.8) into the right-hand 
side of Eq. (4.1.6), we get 
k=0 3=0 
'n-k' 
\E,{x), 
(4.2.10) 
which, by inverting the order of summation, yields 
n - j 
Bf'(X-+!/) = ^ E (:)B[%)E,M )^ + ^ E >.(-) E (T)^i" ' ' 2 ^ ^ \k, 
k=0 
(4.2.11) 
The innermost sum in Eq. (4.2.11) can be evaluated by means of Eq. (4.1.6) 
itself, with, of course 
x = 1 and n -> n - j (0 < j < n; n, j e NQ). 
Thus from Eq. (4.2.11), we have 
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fe=0 ^ ^ fc=0 ^ ^ 
X 
fc=0 
Now, in light of the recurrence relation (4.2.1), we get Eq. (4.2.9). 
4.3. GENERALIZED APOSTOL-BERNOULLI POLYNOMIALS 
Luo and Srivastava [62] introduced and investigated the Apostol-Bernoulli poly-
nomials Bn [x; X) of order a, which are defined by means of the following generating 
function : 
— — e^ * = 5 ] s ; r ) ( x ; A ) - (|t + / o . 9 A | < 2 7 r ; l - = l ) (4.3.1) 
with, of course, 
BirHx)^Bi:'\x;l) and BI:'\X) := Bi^\0; X), (4.3.2) 
where Bn (X) denotes the so-called Apostol-Bernoulli numbers of order a. 
Theorem 4.3.1. For n,/ G NQ and A 6 C\{1}, the following explicit series represen-
tation for the generalized Apostol-Bernoulli polynomials [62, p.294] holds true : 
"' ' 'n-l\fl + k-l\ A^  
" , (4.3.3) 
^ k \ k / (A-l)^-+' 
Y.{-^y {%\x-\-JT-'-^ 2Fy [fc + / - n , fc; fc+1; ^ 
X + J 
where 2-f'i[fl, i>] c; z\ denotes the Gaussian hypergeometric function defined by Eq. 
(1.2.1). 
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Furthermore, for n, ^ 6 NQ, 
B^[x; A) = e---^ E f" ^ ^^  ~ y " + ^^  "^ ^^ ^^  
fc=0 k k\ 
n+k 
Er:')r:-')^Ei-^y( (2r) J=0 
x r ( ^ + j T ' " ' ' 2 ^ i r — n— k, T — l\ 2r + 1; 
x + j (4.3.4) 
in terms of the Gaussian hypergeometric function 2-^ 1 [a, b] c; z]. 
Proof. Making use of Taylor's expansion and Leibnitz's rule, in Eq. (4.3.1) with 
a — I {I e No), we have 
Bl!^{x;X) = Dl^ t r,Xt 
Xe'-l 
t=o 
i-~n \ / s=0 ^ ' fc=0 
i =0 
1 
"^' U^ 
k-i 
t 
t=o 
t i \ - i 
( A - 1 ) [e' - 1) 
Now, by setting a = I {I E. NQ) and 
A 
uj = - r i e * - l ) 
A - 1 
in the binomial expansion 
:i+-r = E ("':"')(-)'• (1^ 1 < i ) 
7=0 
and using the definition [84, p.58] 
f {e^-iy = l\Y^S{r,l)-, 
r=l 
(4.3.5) 
t=o 
(4.3.6) 
(4.3.7) 
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we find from Eq, (4.3.5) that 
'iV;A) = ^ E 0 e , . k-l , 
r=0 ^ 
/ + r - l \ (-A)'-
(A-1 ) fe* - 1 : 
l\±{'^(^,^. 
fe=/ .k \l 
k-i , 
""'El 
r-O ^ 
/ + r - l \ r!(-Ay 
( A - 1 ) ^ 5 ( f c - / , r ) . (4.3. 
Interchanging the order of summation in Eq. (4.3.8), if we apply [84, p.58] 
sK*) = ^E(-i)'"'f-)^" 
and the elementary combinatorial identity : 
.h]\r] " \r)\n-k]' 
(4.3.9) 
we get 
c(^.A)=«(:)Er''^'''''"''''^""" 
A:=0 
k k y ( A - i ) fc+i 
El-D'C^b'^^i 
i=o 
k + l-n, 1; /c + 1; 
X 
(4.3.10) 
Finally, we apply the Pfaff-Kummer hypergeometric transformation [1, p.559 
:i5.3.4)] 
t 
2F,[a,b;qt] = {l-t)-%F, a, c— b] c; 
t - 1 
(c ^ Z^; |arp(l - t)| < TT - e (0 < e < TT)) (4.3.11) 
in Eq. (4.3.10). We are thus led immediately to the assertion (4.3.3) of Theorem 4.3.1. 
The assertion (4.3.4) of Theorem 4.3.1 can be proven similarly. 
Remark 4.3.1. By setting A = 1 in Eq. (4.3.4), we obtain a special case a = I {I e No) 
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of a known result given by Srivastava and Todorov [87, p.510(3)] : 
n—k 
fc=0 
X 2^1 k — n, k — a\ 2/c + 1: J 
x + j (4.3.12) 
Remark 4.3.2. For the Apostol-Bernoulli numbers Bn{X), by setting x = 0 in Eq. 
(4.3.3), we obtain the following explicit representation : 
i-i 
^i^^(^)=^-'QE( l + k-l\ k\{-XY k J{X-l)k+i Sin-l,k) {nJ^No;XeC\{l}), 
here we have made use of the Gauss summation theorem [1, p.556(15.1.20)] 
2Fi{a, b; c; 1] = Jfj ^~," "" j (c ^ ZQ ; Re(c - a - 6) > 0) 
for 
r(c - a)r(c - 6) 
a = k + l — n, b = k and c = fc + 1 
so that 
2Fi[k + l-n, /c; / c+ l ; 1] = 
, k 
- 1 
(^ = 0, l , - - - r i - / ; n, /€No) . (4.3.13) 
Remark 4.3.3. The following explicit formula for the Bernoulli numbers Bn of order 
a was given by Todorov [94, p.665(3)] : 
Obviously, as already observed by Srivastava and Todorov [87, p.513] , Todorov's 
formula (4.3.14) is contained in the relatively more general Srivastava-Todorov result 
(4.3.12) above (and hence also in the assertion (4.3.4) of Theorem 4.3.1, but only for 
the special case when a = I' (/ € No)). 
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Remark 4.3.4. The proof of Theorem 4.3.1 can be apphed mutatis mutandis in 
order to obtain a new exphcit formula for the Apostol-BernouUi polynomials Bn {x; A) 
involving the Stirling numbers of the second kind as follows : 
k-i 
fc=( ^ / ^ ^ i=0 
'l+J-l\ j ! ( -Ap ;S{k-l,j] 
J / ( A - 1 M + ' 
(n , / eNo; A e C \ { l } ) . (4.3.15) 
The following properties of Apostol-Bernoulli polynomials Bn {x:X) of order Q 
are readily derived from the generating function (4.3.1) : 
Theorem 4.3.2. Let n € NQ. Suppose also that a and A are suitable (real or complex) 
parameters. Then 
t) B^{x- X) = J2 Q 4 ' ^ H A ) X " - ^ - and Bl?{x; A) = x", 
tt) \B^\x + 1; A) - B^:\x- A) = n Btx\x; A), 
III) ^^B\:\x-\)=nB^:\{x-\l 
IV) rBl:H^;X)dx = ^SlM^^Sl(^, 
J a '^ ' + 1 
fc=0 
VI) 
t;2z 
Bi:^\a-x-X)==^-^Bi^\x;X-'), 
Bl^\a + x;X)=^-^Bi-\-x;X-% 
viii) nxBl"\{x; A) = (n - a)Bl^\x- A) + aXB^^-^'^x + 1; A), 
S(r^)(x; A) = ( l - I) B'^ix- A) + n ( ^ - l ) B^\[x- A). IX 
(4.3.16) 
(4.3.17) 
(4.3.18) 
(4.3.19) 
(4.3.20) 
(4.3.21) 
(4.3.22) 
(4.3.23) 
(4.3.24) 
4.4. GENERALIZED APOSTOL-EULER POLYNOMIALS 
The Apostol-Euler polynomials En [x] X) of order a are defined by means of the 
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generating function [61] 
Ij-^] e^' = j:£tHx;X)- {\t + logX\<n). {AAA) 
^ ' n=0 
Setting a = 1 in Eq. (4.4.1), £n [x; A) = Sn{x] A), which are the Apostol-Euler 
polynomials; setting A = 1 in Eq. (4.4.1), £n {x; 1) = En {x), which are the Euler 
polynomials of higher order; setting a = 1 and A = 1 in Eq. (4.4.1), £n '{x; 1) = En{x), 
which are the classical Euler polynomials . 
Apostol-Euler numbers of higher order £n {X) are defined by means of the gen-
erating function [61] 
/ Opt \ " ~ fn 
[-Xe^r^l) ^ E ^ ^ H A ) ; ^ {\2t + logX\<n). (4.4.2) 
Setting a = 1 in Eq. (4.4.2), Sn {X) = £'n(A), which are the Apostol-Euler 
numbers; setting A - 1 in Eq. (4.4.2), ^'"^(1) = Ei^\ which are the Euler numbers of 
higher order; setting a = 1 and A = 1 in Eq. (4.4.2), Si (1) = i?„, which are called 
the classical Euler numbers. Here Q, A are arbitrary parameters (real or complex). 
Theorem 4.4.1. If n is positive integer and a and A are arbitrary real or complex 
parameters, then we have 
e'(-;A)=2"x:(';) "^^"+^-^V'(A+ir-' 
, , . / 
I 
kf^\lJ/ 5](-i)M U'(x + fc)"-SF, 
fc=0 ^ ^ 
I - n, I] I + 1; 
x + k) (4.4.3) 
where 2-f\[a, b; c; z] denotes the Gaussian hypergeometric function defined by Eq. 
(1.2.1). 
Proof. Differentiating both sides of the generating relation (4.4.1) with respect to the 
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variable t. By using Leibnitz's rule, we get 
2 £:(")(x;A) = Dr xt 
Xe^ + l t=o 
DtiXe' + iy 2-±hDre 
s=0 ^ ^ 
(4.4.4) 
i=0 
Applying the series expansion 
CO / 
fc=0 ^ 
and from Eq. (4.3.7), we have 
e'(x;A) = 2"X: " ) x " - ^ 
n 
= 2"E 
'^ "I" ^ M „-a-fc/ , .\fc 
= ( -C. )* u; < \a\ (4.4.5) 
a + / - r 
—a—Ins / ' \\lf„t ^\l (A + l)-"-'A'(~A)'(e*-l) 
^ ) x - ^ f + ; )^(A + ir-'(-A)'^!5(s,/). (4.4.6) 
s=0 \ ^ / (=0 ^ Z 
Now, changing the order of summation in the above double series and making 
use of Eq. (4.3.9), we get 
;=o 
I I 
X D - ' ) ' H'^ >^ 
fc=0 
/ — n, 1; / + 1; -fc 
X 
(4.4.7) 
in terms of the Gaussian hypergeometric function. 
Finally, by using the transformation (4.3.11) in Eq. (4.4.7), we are led immedi-
ately to the exphcit formula (4.4.3) asserted by Theorem 4.4.1. 
Corollary 4.4.1. For a = 1 in Theorem 4.4.1, we obtain the following explicit formula 
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for the Apostol-Euler polynomials : 
X S'-^K3 k'ix^ky-'^Fi I — n, I; / + 1; {x + k) (4.4. 
Theorem 4.4.2. If n is a positive integer and if a and A are arbitrary real or complex 
parameters, then 
n^ + a\ fa + j — V 
enA)=2'^^(-iy 
i=o J + «. J 
(A + 1)- •J—a 
X E M^"(^ '-20". (4.4.9) 
1=0 
Proof. From the generating relation (4.4.2), we apply a similar proof process of The-
orem 4.4.1, note the elementary combinatorial identities ; 
and Y^l V + i^\ _ fii + s+l 
and we obtain the formula (4.4.9) immediately. 
Corollary 4.4.2. For a = 1 in Theorem 4.4.2, we obtain the following formula of the 
Apostol-Euler numbers : 
'n + r <f„(A)=25](-l)^("^M(A + l)-^-^5](^)Anj-2zr. (4.4.10) 
Remark 4.4.1. Setting A = 1 in formula (4.4.3), we obtain the following formula for 
the classical Euler polynomials of order a : 
El'Hx] ±h("^'-%-' 
1=0 
I 
I 
Y^{-i)'(l]k'{x+kr-^2F, 
k=0 k, 
I — n, I; I + I] (x + k) (4.4.1i; 
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En{x) = j2ryj:{-ir(l)k\.+kr-^,F, 
1=0 fe=0 
I — n, I; / H- 1; 
which for a = 1, gives the following formula for the classical Euler polynomials : 
[x + k) 
(4.4.12) 
Remark 4.4.2. Setting A = 1 in formula (4.4.9), we obtain the following formula for 
the Euler numbers of higher order : 
''n + a\ fa + j - V 
-;"'=D-n;::jrr>-^ Si.j'-^ ''" (4.4.13) 
which for a = 1, gives the following formula for the classical Euler numbers 
--E(-K;:;)-E(9o--r- (4.4.14) 
The following properties of the Apostol-Euler polynomials £n [x; A) and numbers 
of order a are readily derived from the generating functions (4.4.1) and (4.4.2) : 
a e H A ) = 2 " e ) ( - ; A J and ^f (x ;A) = x", 
ti 
mi] 
elr\x;x) = Y, 
k=0 
-n\£:r(A)/ gy^ -fe 
k 2^  r 2, 
A e ) ( x + l;A) + £'i«)(x;A) = 2^(«-i)(a;;A), 
d [zv) -El^\x-\)=nE^,[x-\) 
and 
PIP 
dxv^'' ^"^^~(n-p)!^"-^ ^n-pl-^ i ^)j 
:•(«) Ih. .(a) 
' El:\x-X)dx = ^n+i(fe;A)-g„^i(a;A) 
7 2 + 1 
[VI] £'r'\^^y-,X) = ^ry:\r,\)efl,(y-x), 
fc=0 
(4.4.15) 
(4.4.16) 
(4.4.17) 
(4.4.18) 
(4.4.19) 
(4.4.20) 
(4.4.21) 
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[Vtl] £i-){a-x;X)=^-^8ir\x;X-') (4.4.22) 
and 
£^r\c^ + x;X)=^—l-S^r\-^-A-'), 
[Vlll] 
a\ C\(x; A) = x£l:\x- A) - -E^r'\^ + 1; A) 
and 
e^^H^; A) = ^ e \ ( x ; A) + ^-^^8^\x-X). 
(4.4.23) 
(4.4.24) 
(4.4.25) 
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