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RÉSUMÉ. Les méthodes de Monte Carlo par chaînes de Markov (MCMC) couplées à des modèles
de Markov cachés sont utilisées dans de nombreux domaines, notamment en environnement et en
écologie. Sur des exemples simples, nous montrons que la vitesse de convergence de ces méthodes
peut être très faible. Nous proposons de mettre en interaction plusieurs algorithmes MCMC pour
accélérer cette convergence. Nous appliquons ces méthodes à un modèle d’évolution de la biomasse
d’une pêcherie.
ABSTRACT. Markov chain Monte Carlo (MCMC) methods together with hidden Markov models are
extensively used in the Bayesian inference for many scientific fields like environment and ecology.
Through simulated examples we show that the speed of convergence of these methods can be very
low. In order to improve the convergence properties, we propose a method to make parallel chains
interact. We apply this method to a biomass evolution model for fisheries.
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1. Introduction
Depuis une quinzaine d’années on assiste à une forte progression de l’analyse bayé-
sienne dans de nombreux domaines parmi lesquels la médecine [2], la phylogénétique [1],
la génétique [3], la bioinformatique [16], l’économétrie [22], l’écologie [40, 35, 18, 14,
19], l’halieutique [33] etc. On pourra à ce sujet consulter les articles généraux [30, 4]. Cet
engouement est essentiellement dû à l’essor de techniques de Monte Carlo adaptées à ce
contexte [8].
Ces techniques se répartissent en deux catégories : les méthodes de Monte Carlo par
chaînes de Markov (MCMC pour “Markov Chain Monte Carlo”) et les méthodes de Monte
Carlo séquentielles (SMC pour “Sequential Monte Carlo”). Concernant les méthodes
MCMC, le développement de boîtes à outils telles que BUGS et WinBUGS participe
largement à ce succès. Les problèmes statiques (non-temporels) sont généralement trai-
tés par des méthodes MCMC et les problèmes dynamiques (temporels) par des méthodes
SMC.
Les sciences environnementales et l’écologie font souvent appel à des systèmes dy-
namiques où la fréquence des observations est faible et où les séries temporelles sont
courtes, de l’ordre d’une observation par an sur quelques dizaines d’années. Ces systèmes
apparaissent le plus souvent en modélisation d’évolution de ressources naturelles (forêts,
pêcheries). Ils peuvent être traités par des méthodes SMC mais aussi par des méthodes
MCMC [12, 13, 24]. En effet, dans des modèles temporels où la fréquence des obser-
vations est de l’ordre de l’année, il n’existe pas de contrainte “temps réel” et il possible
de faire appel à des techniques séquentielles comme à des techniques non–séquentielles
(“batch”). Cette approche a par exemple été exploitée en halieutique [32, 36].
Dans les domaines où la contrainte de temps réel est plus forte (robotique, pistage de
cibles, traitement d’images, de la parole etc.) les méthodes MCMC présentées dans cet
article ne sont pas exploitables. En plus des modèles d’évolution de ressources naturelles,
ces techniques sont également utilisables dans certains problèmes de sciences sociales ou
économiques.
Considérons un système dynamique sous la forme d’un modèle de Markov caché
(HMM pour “Hidden Markov Model”) : (Xt, Yt)1≤t≤T dont les noyaux de transition
et d’émission dépendent d’un paramètre inconnu Θ. Xt et Yt sont à valeurs dans Rn et
R
d
, Θ est à valeurs dans Rp.
Dans le cadre bayésien, le paramètre Θ est considéré comme une variable aléatoire et
il s’agit de déterminer la loi a posteriori :
Π
déf
= loi(X1:T ,Θ|Y1:T = y1:T )
où on note :
X1:T
déf
= (X1, . . . , XT ) .
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La taille T de l’échantillon est fixée et relativement faible (quelques dizaines). La loi Π
est portée par l’espace produitE = [Rn]T × Rp et on note :
Z
déf
= (X1:T ,Θ) .
Dans la suite, afin de simplifier l’exposé, nous supposerons que la loi Π admet une densité
pi par rapport à la mesure de Lebesgue :
pi(z) dz = pi(x1:T , θ) dx1 · · · dxT dθ
= P(X1:T ∈ dx1:T ,Θ ∈ dθ|Y1:T = y1:T ) . (1)
En général, il n’est pas possible de calculer des statistiques de la densité pi, comme
sa moyenne ou sa covariance, même lorsqu’elle admet une expression analytique. Il est
alors nécessaire de faire appel aux méthodes MCMC [41, 25] qui, dans ce cadre, sont
quasiment les seules à pouvoir fournir des approximations de pi. Ces méthodes consistent
à construire une chaîne de Markov :
(Z(k))k∈N = (X
(k)
1:T ,Θ
(k))k∈N
à valeurs dans l’espace produit E dont la densité (de la loi) invariante est pi. L’approxi-
mation empirique de cette densité est obtenue par la simulation d’une réalisation d’une
trajectoire k 7→ Z(k)(ω) de cette chaîne. Ces algorithmes sont également appelés échan-
tillonneurs dans la mesure où ils simulent la densité pi, dite cible.
La convergence en variation totale de la loi de cette chaîne vers pi est garantie lorsque
la chaîne est φ–irréductible et apériodique [39] (il y a alors convergence pour preque toute
condition initiale). Ces méthodes sont applicables dans de nombreuses situations et sont
très simples à mettre en œuvre. En pratique, il est connu qu’elles présentent des vitesses
de convergence parfois trop faibles. Cette question est centrale dans le domaine et, malgré
les efforts portés sur les développements théoriques, elle n’a encore pas trouvé de réponse
pratique satisfaisante.
Dans cet article, nous n’abordons pas frontalement cette question. Nous adoptons plu-
tôt un point de vue pragmatique : nous montrons sur des exemples simples que la conver-
gence de ces méthodes peut être très lente. Nous proposons alors une stratégie consistant
à faire interagir N chaînes Z(k)1 , . . . , Z
(k)
N simulées en parallèle afin d’améliorer les pro-
priétés de convergence de l’ensemble.
L’article est organisé comme suit : nous décrivons les HMM et leurs liens avec les
modèles bayésiens hiérarchiques. Nous rappelons ensuite le principe de l’échantillonneur
de Metropolis–Hastings. Nous précisons alors pourquoi la variante dite hybride de cet
échantillonneur est adaptée aux HMM. Puis nous présentons l’algorithme Metropolis–
Hastings hybride en interaction. Enfin, pour quantifier l’apport de cette approche, nous
effectuons des comparaisons sur deux exemples.
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2. Modèles de Markov cachés
Considérons un modèle de Markov caché (Xt, Yt)1≤t≤T à valeurs dans Rn × Rd et
dépendant d’un paramètre Θ inconnu. Le processus d’état non observé Xt est une chaîne
de Markov homogène de densité initiale :
µθ(x) dx
déf
= P(X1 ∈ dx|Θ = θ) , (2)
et de noyau de transition :
qθ(x, x
′) dx′
déf
= P(Xt ∈ dx
′|Θ = θ,Xt−1 = x) (3)
(afin de simplifier l’exposé, nous supposons que le noyau de transition admet une densité
par rapport à la mesure de Lebesgue).
Le processus d’observation Yt est une suite de variables, indépendantes conditionnel-
lement à l’état Xt et au paramètre Θ, et la loi conditionnelle de Yt ne dépend que de Xt
et Θ, plus précisément :
P(Y1:T ∈ dy1:T |Θ = θ,X1:T = x1:T ) =
T∏
t=1
P(Yt ∈ dyt|Θ = θ,Xt = xt) .
Supposons de plus que la loi conditionnelle de Yt sachantXt est absolument continue par
rapport à la mesure de Lebesgue et posons :
ψθ(x, y) dy
déf
= P(Yt ∈ dy|Θ = θ,Xt = x) . (4)
Les éléments du modèle dépendent d’un paramètre inconnu Θ à valeurs dans Rp. Ce
paramètre est supposé indépendant de tous les autres termes et de densité a priori :
ν(θ) dθ
déf
= P(Θ ∈ dθ) . (5)
L’inférence de ce type de modèles consiste à estimer les états cachés X1:T du système
ainsi que le paramètre inconnu Θ à l’aide des observations Y1:T .
Ces modèles sont en fait une extension au cas dynamique des modèles dits “bayésiens
hiérarchiques” [11], également appelés “réseaux bayésiens” dans d’autres contextes. Ces
modèles admettent une représentation graphique (cf. Fig. 1) qui met en évidence les dé-
pendances locales et hiérarchisées des différentes variables. Comme nous le verrons, ils
sont adaptées à l’inférence bayésienne numérique [7].
En utilisant le fait que, conditionnellement à Θ, Xt est une chaîne de Markov et les
hypothèses précédentes, on vérifie aisément que la loi du système s’écrit simplement en
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1 t−1 TYYt+1YtY Y
X1 Xt−1 Xt Xt+1 XT
paramètre Θ(caché)
dynamique
(cachée)
observations
Figure 1. Modèle de Markov caché : les flèches décrivent les liens de dépen-
dance directe entre les variables. On peut par exemple remarquer que, conditionnel-
lement aux états X1:T et au paramètre Θ, les observations Y1, . . . , YT sont mutuel-
lement indépendantes. Ce schéma fait apparaître la structure hiérarchisée : observa-
tions/processus/paramètre (cf. Équations (6) et (7)). Cette structure bayésienne hiérar-
chique se double d’une structure temporelle qui est exploitée dans la version hybride de
l’algorithme de Metropolis–Hastings (cf. Section 3.3).
fonction de la loi initiale (2) de Xt, de son noyau de transition (3), du noyau d’émission
(4) de Yt et de la densité a priori (5) de θ :
P(X1:T ∈ dx1:T ,Θ ∈ dθ, Y1:T ∈ dy1:T ) =
= P(Y1:T ∈ y1:T |X1:T = x1:T ,Θ = θ) P(X1:T ∈ dx1:T |Θ = θ) P(Θ ∈ dθ)
=
[ T∏
t=1
P (Yt ∈ dyt|Xt = xt,Θ = θ)
]
×
×
[ T∏
t=2
P(Xt ∈ dxt|Xt−1 = xt−1,Θ = θ)
]
P(X1 ∈ dx1|Θ = θ) P(Θ ∈ dθ)
=
[ T∏
t=1
ψθ(xt, yt) dyt
]
×
[ T∏
t=2
qθ(xt−1, xt) dxt
]
× µθ(x1) dx1 × ν(θ) dθ .
Ainsi :
pi(x1:T , θ) =
[∏T
t=1 ψθ(xt, yt)
] [∏T
t=2 qθ(xt−1, xt)
]
µθ(x1) ν(θ)∫
E
[∏T
t=1 ψθ(x
′
t, yt)
] [∏T
t=2 qθ(x
′
t−1, x
′
t)
]
µθ(x′1) ν(θ
′) dx′1:T dθ
′
.
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c’est à dire
pi(x1:T , θ) ∝
[ T∏
t=1
ψθ(xt, yt)
] [ T∏
t=2
qθ(xt−1, xt)
]
µθ(x1) ν(θ) (6)
(i.e. à y1:T fixés, pi est proportionnel au terme de droite). Ainsi, à une constante multiplica-
tive près, pi admet une formulation explicite, mais le calcul des statistiques de pi, ainsi que
le calcul de la constante de normalisation, ne peut en général pas se faire explicitement et
il est nécessaire de faire appel à des méthodes d’approximation.
L’équation (6) est une application de la formule de Bayes qui peut se représenter dans
ce cas comme :
loi(processus, paramètre | observations) ∝ loi(observations | processus, paramètre)
× loi(processus | paramètre)× loi(paramètre) (7)
Les modèles de Markov cachés à espaces d’état finis sont apparus à la fin des années 60
pour traiter des problèmes de reconnaissance automatique de la parole [34]. Ils ont depuis
suscité un fort regain d’activité en bio-informatique. Les modèles de Markov cachés à
espaces d’état généraux trouvent des applications dans de nombreux domaines et font leur
apparition en écologie et environnement depuis une dizaine d’années. On peut noter que
ces modèles sont équivalents aux modèles à espace d’état non linéaires et non gaussiens :
Xt = ft−1(Θ, Xt−1,Wt−1) ,
Yt = ht(Θ, Xt, Vt) ,
où Wt et Vt sont de bruits blancs (i.e. des suites de variables aléatoires indépendantes
et centrées) et où on suppose que les termes X1, Θ, (Wt)1≤t<T , (Vt)1≤t≤T sont mu-
tuellement indépendants. Les modèles à espace d’état font également leur apparition en
écologie et environnement, notamment pour modéliser des dynamiques de ressources na-
turelles.
3. Algorithmes de Metropolis–Hasting
L’idée originelle et brillante des méthodes MCMC est publiée en 1953 par Metropolis
et ses coauteurs [31], elle est étendue en 1970 par Hastings [26]. En 1984, les frères Ge-
man [21] proposent l’échantillonneur de Gibbs pour la restauration bayésienne d’images.
Cet échantillonneur est un cas particulier de l’échantillonneur de Metropolis–Hastings, il
est proposé en inférence bayésienne par Gelfand et Smith [20]. L’algorithme de Metropo-
lis est également à l’origine des techniques de recuit simulé [29].
C’est au début des années 90, après le développement et la démocratisation de l’outil
informatique, que ces outils rencontrent un important succès. On s’intéresse ici au cas des
espaces d’état généraux (continus) [41].
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Étant donnée une densité pi sur E, ici nous considérerons la densité (1), le but des
méthodes MCMC est de construire une chaîne de Markov (Z(k))k∈N surE dont la densité
de sa loi invariante est justement pi. Sous des conditions relativement faibles, le théorème
ergodique implique que la mesure empirique associée à la chaîne converge vers la densité
cible pi [39] :
1
k
k−1∑
ℓ=0
ϕ(Z(ℓ))
p.s.
−−−−→
k→∞
∫
E
ϕ(z) pi(z) dz
pour toute fonction ϕ continue et bornée, et pour toute condition initiale Z(0) choisie p.p.
dans E.
3.1. Échantillonneur Metropolis–Hasting (MH)
L’algorithme MH répond à la question suivante : on se donne un noyau markovien, dit
de proposition, de densité qprop(x′|x) défini sur E, comment perturber qprop afin d’obtenir
une chaîne de Markov dont la densité de la mesure invariante est pi ? La solution consiste
à perturber le noyau de proposition à l’aide d’une étape d’acceptation/rejet. L’itération
Z(k) → Z(k+1) se fait en deux étapes :
Proposition : On simule une proposition
Z˜ ∼ qprop( · |Z(k)) .
Acception/rejet : On accepte Z˜ avec probabilité α et on la rejette avec pro-
babilité 1− α, i.e.
Z(k+1) =
{
Z˜ , avec probabilité α ,
Z(k) , avec probabilité 1− α .
La probabilité α est choisie de telle façon que ce noyau perturbé laisse
invariante la densité cible pi, un simple calcul donne :
α =
qprop(Z˜|Z(k))
pi(Z˜)
pi(Z(k))
qprop(Z(k)|Z˜)
∧ 1 .
Même si la convergence de cet algorithme est prouvée dans un cadre relativement
général, en pratique tous les noyaux de proposition ne conviennent pas. Le noyau doit
“guider” l’algorithme dans les “bonnes régions” de l’espace d’état. En particulier, cet
algorithme n’est pas adapté à la situation présente où l’espace d’état est un espace de
trajectoires. Il est préférable d’utiliser une approche “composante à composante” comme
celle de l’échantillonneur de Gibbs.
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3.2. Échantillonneur de Gibbs
Supposons que l’on sache échantillonner selon les densités marginales condition-
nelles :
pit(xt|x¬t, θ) dxt
déf
= P(Xt ∈ dxt|X¬t = x¬t,Θ = θ, Y1:T = y1:T ) , (8a)
piΘ(θ|x1:T ) dθ
déf
= P(Θ ∈ dθ|X1:T = x1:T , Y1:T = y1:T ) (8b)
pour t = 1 · · ·T , avec
¬t
déf
= {s ; 1 ≤ s ≤ T, s 6= t} .
Partant d’une configuration initiale Z(0), l’itération k→ k+1 consiste à mettre à jour
une seule composante : soit X(k)t (par exemple pour un indice t tiré au hasard), soit Θ(k).
La mise à jour de la composanteX(k)t se fait simplement en posant :
X
(k+1)
t ∼ pi
prop
t (xt|X
(k)
¬t ,Θ
(k)) dxt
les autres composantes restant inchangées (X(k+1)s = X(k)s pour tout s 6= t). La mise à
jour de la composante Θ(k) se fait de façon analogue.
En pratique, cet algorithme se montre plutôt rapide, mais il nécessite de savoir échan-
tillonner selon les lois marginales conditionnelles ce qui en dehors des modèles gaussiens,
notamment pour les modèles de Markov cachés traités ici, n’est pas possible. Dans le cas
général, il est possible d’utiliser une technique hybride.
3.3. Échantillonneur de Metropolis–Hasting hybride (MHh)
L’échantillonneur de Metropolis–Hastings hybride (MHh) est particulièrement adapté
aux modèles de Markov cachés [23]. Comme pour l’échantillonneur de Gibbs les com-
posantes sont mises à jour les unes après les autres, mais comme pour l’échantillonneur
MH, cette mise à jour se fait sans savoir explicitement échantillonner selon les densités
marginales conditionnelles (8). On se donne deux noyaux de proposition :
qpropt (x
′
t|x1:T , θ) dx
′
t ,
qpropΘ (θ
′|x1:T , θ) dθ
′ .
Partant d’une configuration initiale Z(0), l’itération k → k + 1 consiste à mettre à jour
une seule composante : soit X(k)t (par exemple pour un indice t tiré au hasard), soit Θ(k).
La mise à jour de la composanteX(k)t se fait en deux étapes :
Proposition : On génère d’abord un candidat selon le noyau de proposition :
X˜t ∼ q
prop
t (x
′
t|X
(k)
t , X
(k)
¬t ,Θ
(k)) dx′t .
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Acceptation/rejet : Ce candidat est alors accepté ou rejeté selon la règle :
X
(k+1)
t ←
{
X˜t , avec probabilité α
X
(k)
t , avec probabilité 1− α
où
α
déf
=
pit(X˜t|X
(k)
¬t ,Θ
(k))
qpropt (X˜t|X
(k)
t , X
(k)
¬t ,Θ
(k))
qpropt (X
(k)
t |X˜t, X
(k)
¬t ,Θ
(k))
pit(X
(k)
t |X
(k)
¬t ,Θ
(k))
∧ 1 .
Les autres composantes restant inchangées :X(k+1)s = X(k)s pour s 6= t
et Θ(k+1) = Θ(k).
La mise à jour de la composante Θ(k) se fait également en deux étapes :
Proposition : On génère d’abord un candidat selon le noyau de proposition :
Θ˜ ∼ qpropΘ (θ
′|X
(k)
1:T ,Θ
(k)) dθ′ .
Acceptation/rejet : Ce candidat est alors accepté ou rejeté selon la règle :
Θ(k+1) ←
{
Θ˜ , avec probabilité α
Θ(k), avec probabilité 1− α
où
α
déf
=
piΘ(Θ˜|X
(k)
1:T )
qpropt (Θ˜|X
(k)
1:T ,Θ
(k))
qpropΘ (Θ
(k)|X
(k)
1:T , Θ˜)
piΘ(Θ(k)|X
(k)
1:T )
∧ 1 .
Les autres composantes restant inchangées : X(k+1)1:T = X
(k)
1:T .
Il est nécessaire de définir un noyau de proposition qpropt . Celui-ci dirige l’exploration de
l’espace par la chaîne de Markov, son choix est donc critique notamment lorsque l’espace
à explorer est de grande dimension.
Il existe un choix relativement simple de noyaux de proposition dans le cas présent.
La décomposition suivante (cf. [9]) :
pit(xt|x¬t, θ) ∝ qθ(xt−1, xt)︸ ︷︷ ︸
=:qprop
t
(xt|xt−1,θ)
qθ(xt, xt+1)ψθ(xt, yt)︸ ︷︷ ︸
=:ρt(xt,xt+1,θ)
(9)
fournit un noyau de proposition simple puisqu’il s’agit du noyau de transition de la chaîne
de Markov Xt. Dans ce cas la probabilité α s’écrit :
α
déf
=
ρt(X˜t, X
(k)
t+1,Θ
(k))
ρt(X
(k)
t , X
(k)
t+1,Θ
(k))
.
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Le choix naturel (9) fait que l’échantillonneur de Metropolis–Hastings hybride est souvent
utilisé dans cette situation. Toutefois, comme nous le verrons, bien que ce choix soit
naturel, il n’est pas forcément judicieux.
3.4. Remarques
Les algorithmes MH sont itératifs et convergent sous des hypothèses relativement
faibles. Ils souffrent néanmoins de problèmes de vitesse de convergence et de mise en
œuvre [38, 17, 6, 5, 28, 39, 27].
En pratique, on ne peut simuler qu’un nombre fini d’itérations de MCMC, le choix de
la condition initiale peut donc influencer la qualité de convergence. Il est alors nécessaire
de ne pas tenir compte des premières itérations de l’algorithme, mais il est difficile de
déterminer la durée de cette période de “chauffe” (“burn-in period”). En dimension plus
grande que 1, il n’existe pas de critère rigoureux de convergence permettant de savoir si
la chaîne est proche de son régime asymptotique. Il existe en revanche des techniques
empiriques [17]. De plus, la vitesse de convergence de ces algorithmes peut être trop
faible dans certaines situations.
En pratique, l’algorithme de Gibbs se montre le plus rapide, mais il ne peut pas s’uti-
liser dans toutes les situations. Il nécessite en effet de savoir échantillonner selon les
marginales conditionnelles (8). Dans l’algorithme MH, le choix du noyau de proposition
est important. Ce choix devient crucial dans le cas de l’algorithme MHh. En pratique,
comme nous le verrons dans la Section 5, le noyau de proposition “canonique” (9) est le
plus souvent médiocre. L’algorithme MHh s’applique dans de nombreux cas de modèles
de Markov cachés, mais il peut induire de très faibles vitesses de convergence. Nous pro-
posons comme alternative, de faire interagir plusieurs chaînes de Metropolis–Hastings
hybrides.
4. Metropolis–Hastings hybride en interaction (MHhi)
Nous allons décrire une méthode faisant interagirN chaînes. Pour alléger la présenta-
tion, nous ne précisons pas la mise à jour du paramètre (elle se fait de façon analogue) et
nous l’omettons dans les notations de cette section. Nous considérons donc un processus
noté :
k 7→ (X
(k)
1:T,1, . . . , X
(k)
1:T,N )
à valeurs dans ((Rn)T )N = Rn×T×N .
Soient N configurations initiales notées
(X
(0)
1:T,1, . . . , X
(0)
1:T,N ) ,
l’itération X(k)0:T → X
(k+1)
0:T consiste à choisir une chaîne i et une composante t (par
exemple choisies au hasard). Chaque chaîne j propose un candidat Xt,j (j = 1, . . . , N )
73 - F. Campillo, Ph. Cantet, R. Rakotozafy & V. Rossi
Numéro spécial CARI'06
et le terme X(k)t,i est mis à jour en choisissant parmi l’ensemble de ces candidats ou en les
rejetant.
Proposition : Les N candidats sont simulés de la façon suivante :
X˜t,j ∼ q
prop
t (x
′
t|X
(k)
t,j , X
(k)
¬t,j) dx
′
t , j = 1 · · ·N
où qpropt peut être choisi comme en (9).
Acceptation/rejet : La mise à jour s’effectue alors selon la règle :
X
(k+1)
t,i ←


X˜t,1 , avec probabilité 1N α1 ,
.
.
.
X˜t,N , avec probabilité 1N αN ,
X
(k)
t,i , avec probabilité 1− 1N
∑N
j=1 αj ,
où
αj
déf
=
pit(X˜t,j|X
(k)
¬t,i)
qpropt (X˜t,j |X
(k)
t,i , X
(k)
¬t,j)
qpropt (X
(k)
t,i |X˜t,j , X
(k)
¬t,j)
pit(X
(k)
t,i |X
(k)
¬t,i)
∧ 1 .
Les processusX(k)1:T,i pris séparément ne sont pas markoviens, en revanche l’ensemble :
k 7→ X(k) = (X
(k)
1:T,1, . . . , X
(k)
1:T,N )
est markovien et sa densité invariante est la densité produit pi⊗N . Ce résultat technique
est démontré dans [10]. En d’autres termes, asymptotiquement l’algorithme produit unN
échantillon de la densité cible pi.
Nous n’abordons pas les problèmes d’implémentation dans cet article. Il faut néan-
moins noter que la nature parallèle demande un travail particulier afin d’être exploité
en pratique. Il serait en particulier nécessaire de faire appel à des générateurs parallèles
de nombres pseudo–aléatoires. De plus, pour pleinement profiter de l’aspect parallèle de
l’algorithme, il faudrait également ne pas faire interagir les chaînes à toutes les itérations.
Une stratégie serait de faire beaucoup d’interactions au début de la procédure MCMC et
d’en diminuer la fréquence au fur et à mesure de l’évolution de la procédure.
5. Simulations numériques
Afin d’évaluer le gain apporté par la procédure d’interaction, nous allons comparer
deux algorithmes :
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Metropolis–Hastings hybride en interaction (MHhi) : c’est l’algorithme dé-
crit à la Section 4 proposantN chaînes en interaction ;
Metropolis–Hastings hybride en parallèle MHhp : dans cet algorithme nous
simulons indépendammentN chaînes MHh en parallèle.
Asymptotiquement, ces deux algorithmes produisent un échantillon de taille N de la den-
sité cible pi. Nous nous proposons de comparer empiriquement les vitesses de convergence
vers pi des deux méthodes.
On considère en premier lieu un exemple simple qui montre déjà les limites de MHhp.
Le deuxième exemple est un modèle de pêcherie non linéaire.
5.1. Modèle conditionnellement linéaire–gaussien
Considérons le modèle :
Xt+1 = ΘXt +Wt , X1 ∼ N (4, 3
2) ,
Yt = 2Xt + Vt
pour t = 1, . . . , T = 10. Les processus W1:T et V1:T sont des bruits blancs gaussiens de
variances σ2W = 9 et σ2V = 25. W1:T , V1:T , X1 et Θ sont mutuellement indépendants.
Nous supposons que Θ est inconnu. Nous avons donc qθ(x, x′) dx′ = N (θx, σ2W ) et
ψθ(x, y) dy = N (2x, σ2V ), i.e.
qθ(x, x
′) ∝ exp(−
1
2σ2W
|x′ − θx|2),
ψθ(x, y) ∝ exp(−
1
2σ2V
|y − 2 x|2) .
Comme le système est conditionnellement linéaire–gaussien, l’échantillonneur de Gibbs
fournit une très bonne estimation pˆi de pi [37].
Pour chacune des méthodes, MHhi et MHhp, nous pouvons calculer des indicateurs
εMHhi et εMHhp de l’erreur L1 entre pˆi et l’estimation par noyau de convolution de la densité
cible construite à partir des valeurs finales des N chaînes. Ces indicateurs doivent dé-
croître et rester petits lorsque l’algorithme converge vers la densité stationnaire pi (cf. [10]
pour les détails). Ils ne tendent pas vers 0 dans la mesure où l’on travaille à un nombreN
de chaînes fixé. Il y a convergence vers 0 lorsque N ↑ ∞.
Afin de comparer équitablement les algorithmes MHhi et MHhp, nous représentons
sur la Figure 2 les indicateurs εMHhi et εMHhp, non pas en fonction du nombre d’itérations
des algorithmes, mais en fonction du temps CPU.
Sur la Figure 2 nous constatons que bien que les itérations de l’algorithme MHhi
soient plus coûteuses en temps CPU que celles de MHhp, l’algorithme MHhi converge
beaucoup plus rapidement.
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Figure 2. Évolution de l’indicateur εMHhp pour MHhp (- -) et εMHhi pour MHhi (–) en fonction
du temps CPU. L’indicateur pour MHhi atteint rapidement une valeur proche de 0.2, cette
valeur n’est pas proche de 0 dans la mesure on l’on travaille à un nombre fixé N = 50 de
chaînes. L’indicateur pour MHhp ne converge que très lentement.
5.2. Un modèle de pêcherie : le modèle Ricker
Le modèle de Ricker permet de décrire l’évolution de la biomasse Nt d’une pê-
cherie sur une période de T années. Nous le considérons sous forme logarithmique,
Xt = logNt, associé à un processus d’observation bruité :
Xt+1 = Xt +Θ− 0.02 e
Xt +Wt , X1 ∼ N (µ1, σ
2
1) ,
Yt = Xt + Vt
pour t = 1, . . . , T = 20, où W1:T et V1:T sont des bruits blancs gaussiens de variances
σ2W = 1 et σ
2
V = 0.5. W1:T , V1:T , X1 et Θ sont mutuellement indépendants. Nous
supposons que Θ est un paramètre inconnu de loi a priori N (4, 22) et que la vraie valeur
du paramètre est 1.5.
Les noyaux de transition et d’émission sont :
qθ(x, x
′) ∝ exp
(
−
1
2σ2W
|x′ − (x+ θ − 0.02 ex)|2
)
,
ψθ(x, y) ∝ exp
(
−
1
2σ2V
|y − x|2
)
.
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Contrairement au cas linéaire–gaussien, nous ne sommes pas capables d’évaluer la dis-
tance avec la densité cible pi. Pour comparer les deux méthodes, nous considérons l’évo-
lution de la composante des chaînes correspondant à Θ, i.e. k 7→ Θ(k)i pour i = 1, . . . , N .
Nous considérons les deux méthodes MHhp et MHhi avec N = 50 chaînes, pour les
comparer équitablement les représentations sont en temps CPU.
Les résultats (cf. Figures 3 et 4) sont encore en faveur du MHhi. En effet, pour MHhi
toutes les chaînes convergent rapidement vers un état stationnaire correspondant à la vraie
valeur du paramètre alors que pour MHhp la convergence des chaînes est lente.
6. Conclusion
Les modèles de Markov cachés permettent de modéliser beaucoup de problèmes d’évo-
lution notamment en écologie et en environnement. Leur nature probabiliste et hiérar-
chique convient parfaitement aux méthodes d’inférence bayésienne comme les méthodes
MCMC. Parmi celles-ci, l’échantillonneur de Metropolis–Hastings hybride est souvent
utilisé car il peut être appliqué dans la plupart des cas et notamment aux modèles de
Markov cachés (i.e. modèles à espace d’état non linéaires et non gaussiens).
Nous avons constaté sur des simulations que cet échantillonneur peut converger beau-
coup trop lentement pour être utilisé en pratique, y compris dans des cas simples. Nous
avons proposé de faire interagir N de ces échantillonneurs afin d’améliorer la conver-
gence de l’algorithme. Nous avons illustré le gain obtenu sur des simulations. Cette simple
constatation empirique n’est naturellement pas suffisante, il est en effet nécessaire d’ana-
lyser le gain obtenu en termes de vitesse de convergence. Pour cela il est nécessaire d’étu-
dier les théorèmes de limite centrale pour les procédures MCMC ce qui demande de
profonds développements et sera abordé dans le futur.
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