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Com a crescente globalização, os padrões de qualidade aceitáveis por parte 
dos consumidores têm um papel preponderante na maneira como a produção 
é assegurada e regulada. Sendo necessário a adoção de estratégias para 
controlar e melhorar os processos, para assegurar a qualidade da produção, 
como o Controlo Estatístico do Processo.  
A presente dissertação centra-se no facto de ser utilizado, em diversas 
ferramentas do Controlo Estatístico do Processo, o pressuposto de que o 
processo deve seguir uma distribuição normal, com vista à confiança de que 
terá o desempenho esperado quando em controlo estatístico, em especial as 
taxas de falsos alarmes.  
Tomando como exemplo uma peça de plástico fabricada por uma PME 
portuguesa que atua na indústria automóvel, foi testada a evidência de que 
as populações amostrais seguem uma distribuição normal.  
Para este fim foram utilizados e comparados seis testes não-paramétricos 
para testar a normalidade dos dados. Sendo que alguns deles se esperavam 
mais sensíveis que outros na deteção de desvios da normalidade.  
Os resultados para dois de três cenários com a mesma característica 
dimensional confirmam que alguns testes de ajustamento rejeitam a hipótese 
nula, e que, como tal, os dados das amostras obtidas não derivam de uma 
população com distribuição normal.  
Sendo ainda verificado que, através da avaliação das representações gráficas 
de diversos testes, pode comprovar-se um afastamento da amostra à reta 
tendência, levando à rejeição da hipótese nula e com isso a rejeição do 
pressuposto de normalidade.  
Isso, por sua vez, fornece ao profissional as ferramentas para selecionar o 
teste de ajustamento mais adequado, a fim de garantir um controlo mais 
preciso do processo. 
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With increasing globalization, acceptable quality standards to consumers 
play a major role in the way production is ensured and regulated. It’s 
necessary to adopt strategies to control and improve processes so that one 
may guarantee the quality of the production, such as Statistical Process 
Control. 
This work focuses on the fact that, it’s vital for several tools of Statistical 
Process Control, the assumption that the process is following a normal 
distribution, in order to trust that it will perform as expected when in 
statistical control, if not, it will affect false alarm rates. 
A piece manufactured in a Portuguese small and medium-sized enterprises 
(SME) that operates in the automotive industry is used as an example to test 
if the sample distributions follow a normal distribution. 
For this purpose, six goodness-of-fit tests were considered and then compared 
to test the normality of the data. Some of these goodness-of-fit tests were 
expected to be more sensible than others in detecting departures from 
normality. 
The results for two in three scenarios of the same dimensional characteristic 
show that some goodness-of-fit tests reject the null hypothesis, and that data 
from the obtained samples do not derive from a population with normal 
distribution, while others don’t reject the null hypothesis. 
It also shows, through the evaluation of the graphical representations, that it 
is possible to prove a departure from the sample’s trend, achieving the 
rejection of the null hypothesis and the rejection of the assumption of 
normality. This, in turn, gives the practitioner the tools to select the fittest 
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Neste primeiro capítulo pretende-se expor o enquadramento do trabalho 
realizado, os objetivos a alcançar com o projeto desenvolvido ao longo da 
dissertação, a metodologia geral aplicada e uma explicação da estrutura do 
documento. 
1.1 Enquadramento 
Segundo dados da Eurostat, desde a crise de 2008 tem-se notado um 
crescimento do valor vendido da produção industrial, que funciona como 
indicador para o crescimento do setor de manufatura na Europa, sendo que 
esta tendência continua crescente [1].  
Já no relatório “The future of manufacturing in Europe”, afirma-se que o setor 
de manufatura está a passar por mudanças significativas, com a incorporação 
da indústria 4.0 e da digitalização, que aliada aos padrões de qualidade e 
maior controlo com os mesmos impulsionam a criação de novos empregos, com 
maior foco em tarefas intelectuais com processamento de dados e solução de 
problemas. De facto, entre 2011 e 2018, tem se verificado um crescimento 
acelerado das funções mais qualificadas e bem remuneradas, com previsões 
de contínuo crescimento e mesmo aceleração da tendência [2].  
Nas últimas décadas, o aumento da procura por altos padrões de qualidade e 
sustentabilidade por parte dos consumidores, tem influenciado a maneira 
como a produção é organizada e regulada. Segundo Bisello [3] tem vindo a ser 
verificado uma pressão por parte dos consumidores para o cumprimento de 
padrões nacionais e internacionais, que levou ao desenvolvimento de sistemas 
de controlo da qualidade mais abrangentes e centralizados para cobrir todas 
as funções da empresa. 
De facto, num estudo realizado com base em respostas de 153 executivos e 
gestores seniores, a melhoria da qualidade de produtos e serviços encontra-se 
no top 10 de desafios operacionais para o alcance e mantimento de um 
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desempenho superior das organizações [4]. Acrescenta ainda que, para 
aumento da performance futura, o investimento em tecnologias para gestão 
da qualidade é prioritário, sendo que “hoje, a qualidade é o preço de admissão 
para os fabricantes em qualquer mercado”. 
Tem-se tornado vital que os produtos e serviços satisfaçam os clientes, sendo 
então necessário não só a preocupação com o produto final, mas também com 
os processos, para que estes atendam aos requisitos da qualidade. Está, 
muitas vezes, interligado um produto de baixa qualidade com um problema 
no processo produtivo. É então necessária a utilização de ferramentas para 
controlar e melhorar a qualidade dos produtos [5].  
O Controlo Estatístico do Processo é um método estatístico de processamento 
dos dados de cada processo de fabricação, utilizado com o objetivo da 
melhoraria da qualidade final do produto e o controlo do processo de fabrico. 
O método tradicional da gestão dos processos traduzia-se na verificação do 
cumprimento dos requisitos da qualidade do produto final, apos a conclusão 
de todos os processos de fabricação e eliminação de defeitos [6]. O que 
contribuía para uma grande quantidade de desperdícios.  
O Controlo Estatístico do Processo é um conjunto de ferramentas utilizado e 
aplicado de forma a impedir que os defeitos cheguem ao produto final, uma 
vez que é utilizada quando os produtos estão ainda em produção. Esta 
ferramenta baseia-se na premissa de que um produto encontra-se em 
conformidade é produzido quando o processo está sob controlo estatístico e 
satisfaz os requisitos do cliente [7].   
A maioria das ferramentas utilizadas no Controlo Estatístico do Processo que 
são hoje empregues baseiam-se no pressuposto de que um processo em 
controlo estatístico deve seguir uma distribuição normal. Muitos testes 
relacionados à inferência estatística, estudos de capacidade de processo e 




1.2 Objetivos  
Devido à existência do pressuposto de que os dados utilizados para o Controlo 
Estatístico do Processo seguem uma distribuição normal, sob risco de produzir 
resultados imprecisos, existe a necessidade de o testar. 
A hipótese de que uma distribuição segue a distribuição normal só é rejeitada 
caso ajam fortes evidências em contrário, existindo diversas ferramentas para 
o testar. 
Para este estudo e concretização da hipótese podem ser utilizadas diversas 
ferramentas, sendo o objetivo principal da dissertação compará-las de forma 
a verificar qual a mais sensível.   
1.3 Metodologia de estudo 
Para concretização do objetivo descrito anteriormente, o presente trabalho 
iniciou-se com a definição do tema de estudo e objetivos a alcançar, seguindo-
se uma extensa pesquisa bibliográfica acerca do tema. 
Após pesquisa bibliográfica e filtrada a informação relevante, decidiu adotar-
se duas metodologias distintas.  
A primeira passa pela interpretação crítica do estado de arte acerca dos 
métodos de análise de ajustamento das distribuições. 
Seguidamente, foi importante incluir, num segundo momento, um método de 
investigação que passasse pela geração de dados, com recurso ao Microsoft 
Excel, para um estudo mais específico dos diferentes métodos de análise de 
ajustamento dos dados. Sendo realizado um modelo para o teste dos dados 
gerados face aos diversos testes de ajustamento, bem como uma comparação 
do comportamento dos mesmos. Sendo ainda validados todos os resultados 




1.4 Estrutura do trabalho 
A presente dissertação divide-se em 6 capítulos que visam fornecer um 
contexto e demonstrar ao leitor o trabalho prático que foi elaborado. 
No primeiro capítulo encontra-se uma pequena introdução que reforça a 
motivação e relevância do presente estudo; segue-se a definição dos objetivos, 
da metodologia para os atingir e da organização do trabalho.  
No segundo capítulo fornece-se ao leitor uma contextualização histórica do 
conceito e desenvolvimento de técnicas da qualidade, assim como o seu papel 
na satisfação dos clientes. Descreve-se ainda a importância e ferramentas 
mais utilizadas no Controlo Estatístico do Processo, bem como os conceitos e 
pressupostos a elas referentes, entre eles o pressuposto da normalidade. 
No terceiro capítulo são descritos diversos testes não paramétricos para 
verificação do ajustamento de uma amostra à distribuição normal, sendo eles 
o teste de Kolmogorov-Smirnov, o teste de Lilliefors, o teste de Anderson-
Darling, o teste de Shapiro-Wilk, o teste de D’Agostino Pearson, o teste de 
Cramer-von Mises e o teste de Jarque-Bera.  
No quarto capítulo o caso utilizado para o estudo proposto é descrito. 
No quinto capítulo é abordada a implementação do projeto delineado, sendo 
utilizados e comparados os diversos testes de ajustamento. Neste capítulo 
será desenvolvida uma comparação da sensibilidade de seis testes de 
ajustamento, seguido de uma análise gráfica de três dos testes. 
No sexto e último capítulo são apresentadas as conclusões decorrentes do 
estudo realizado assim como são apresentadas algumas sugestões de 
trabalhos futuros a realizar.  
1.5 Notação 
A presente dissertação é redigida clara e concisamente, ao cumprir sempre 
com as normas e convenções utilizadas na literatura científica. As equações 
matemáticas estarão identificadas através de patrenses curvos (x) e 
denominadas “Equação (x)”, estando identificadas de forma sequencial ao 
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longo de todo o documento. Além disso, as figuras e tabelas serão identificadas 
com referência à secção em que estão referidas. As referências bibliográficas 
seguem a norma IEEE, sendo então identificadas através de parenteses retos 








2 Qualidade e Controlo Estatístico 
Sabe-se que a Gestão da Qualidade apresenta um papel bastante importante 
para o sucesso de uma organização, tanto ao nível de custos como ao nível de 
satisfação dos clientes. Assim sendo, é bastante relevante a compreensão de 
ferramentas utilizadas para o controlo da qualidade.  
Neste sentido, é apresentada, no presente capítulo, uma revisão bibliográfica 
efetuada no âmbito da compreensão do conceito de qualidade, da necessidade 
do controlo da qualidade não só no produto final como no controlo do processo 
e da importância da utilização das cartas de controlo como ferramenta para 
controlar estatisticamente o processo.  
2.1 Qualidade 
É possível encontrar definido o conceito de qualidade de várias maneiras. 
Geralmente a qualidade é compreendida como a satisfação dos clientes, obtida 
através da satisfação das necessidades implícitas num produto ou serviço, que 
será abordada em 2.3. Apesar de ser uma noção básica e conceptual pode ser 
bastante útil como ponto de partida.  
Por definição da ISO 9000:2015 qualidade pode ser definida como “o grau no 
qual um conjunto de características inerentes atende a requisitos” [9]. 
Em [10] podemos verificar várias definições de qualidade, para Juran 
significa a ausência de defeitos, segundo Stevenson pode ser considerada a 
capacidade do produto igualar ou eclipsar o desejo do cliente. 
Segundo Requeijo e Pereira [11] “Qualidade é sinónimo da procura contínua 
de melhoria em todas as vertentes, desde a política e estratégia da organização 
até aos indicadores financeiros mais relevantes, passando pelos resultados 
obtidos a nível da satisfação dos colaboradores, dos clientes, dos acionistas e 
da sociedade em geral.” 
Enquanto objeto de estudo a disciplina d Qualidade é bastante mais recente 
que a preocupação com a mesma.  
8 
 
Na indústria, os princípios da qualidade foram considerados segredos 
industriais ao longo de séculos e serviram como ponto de diferenciação para 
aqueles que compreendiam como fazer um “produto de qualidade”.  
Desde a revolução industrial, com a popularização da produção em massa, a 
compreensão dos princípios da qualidade na produção torna-se um requisito 
para as empresas serem bem-sucedidas. Com essa consciencialização e 
intuito, foram criadas técnicas sistemáticas para compreensão dos princípios 
da qualidade.  
Surgem assim modelos como o Taylorismo, desenvolvido por Frederick Taylor, 
cuja ideia passava por reorganizar os sistemas industriais para que cada 
trabalhador atingisse a máxima eficiência numa tarefa em particular. O seu 
modelo resultou num aumento de produtividade, porém, o ênfase na 
produtividade, impunha uma racionalização do esforço do trabalho empregue 
para aumento da produção resultante, que veio a gerar uma diminuição da 
qualidade e uma limitação da capacidade de inovação [12], [13]. 
Para combater o decréscimo de qualidade verificado, são criados 
departamentos de inspeção para impedir que produtos defeituosos chegassem 
ao cliente final, incentivando-se que o produto disponibilizado, tenha sempre 
as mesmas características.  
Durante a Primeira Guerra Mundial, apesar da atividade de inspeção 
aplicada para controlo da qualidade, foram verificadas grandes quantidades 
de falhas em equipamentos militares, uma vez que a atividade dos inspetores 
se restringia a identificação e quantificação dos produtos defeituosos e não 
nas causas para esses mesmos defeitos. 
Este quadro, veio assim impulsionar a criação de métodos estatísticos. Walter 
A. Shewhart enquanto trabalhador da Bell Telephone Laboratories, em 1924, 
desenvolveu o conceito de cartas de controlo [14]. Já no fim da década, na 
mesma empresa, Harold F. Dodge e Harry G. Romig, propuseram a utilização 
da técnica de amostragem em vez de se inspecionar 100% dos produtos. 
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De modo a evitar a utilização de equipamentos militares inseguros, após 
entrarem na Segunda Guerra Mundial, os E.U.A. iniciaram uma época de 
inspeção detalhada a todos os produtos fabricados, o que se tornou 
insustentável. 
Após a Guerra, as fábricas americanas retomaram a manufatura de bens de 
consumo e, uma vez que as zonas industriais foram destruídas nos países 
afetados pela guerra, passou a existir uma maior procura, não existindo 
concorrência, a quantidade era privilegiada face à qualidade dos produtos. 
Em 1946 foi fundada a American Society for Quality Control (ASQ) com o 
intuito de promover o uso das técnicas de melhoria da qualidade para todos 
os produtos ou serviços.  
Nesse mesmo ano é também criada a JUSE (Japonese Union of Scientists and 
Engineers), com o objetivo de revitalizar a economia do japão, eliminando o 
desperdício e melhorando a qualidade dos produtos. 
Nesse sentido a qualidade é vista como a chave para a obtenção de vantagem 
competitiva no mercado mundial e são feitos pela JUSE convites a diversos 
especialistas para divulgarem os seus princípios e teorias para o aumento da 
qualidade [15]. 
Edward Deming lidera então diversas palestras de forma a introduzir o 
conceito da qualidade e os principais métodos estatísticos de controlo da 
qualidade para operadores industriais, gestores e engenheiros japoneses [16].  
O trabalho de Deming sobre o controlo da qualidade foi consideravelmente 
influenciado pelo trabalho de Shewhart, a sua filosofia estava subdividida em 
quatro partes que compreendiam: as interações dos fornecedores, produtores 
e clientes; o conhecimento da variação estatística; a teoria do conhecimento 
compreendendo o que pode ou não ser conhecido dentro do sistema; e a 
psicologia humana e a compreensão dos comportamentos dos funcionários 
[17]. 
Mais tarde, em 1954, a JUSE convida ainda Joseph M. Juran, que ajuda a 
iniciar uma mudança de atitude em relação ao controlo da qualidade nas 
10 
 
indústrias do país, conduzindo a que os processos de controlo da qualidade se 
tornassem cada vez mais integrados no pensamento da gestão e nas práticas 
de trabalho em toda a organização [18]. Juran exprime a sua mensagem 
através de 3 processos básicos: planeamento da qualidade, controlo da 
qualidade e melhoria da qualidade. O estatístico define também um modelo 
explicativo acerca de custos inerentes à qualidade, para justificar os 
investimentos em melhoria da qualidade, envolvendo o planeamento, relações 
com fornecedores, controlo da produção, inspeção e teste e relações com 
clientes ou consumidores [17]. 
Inicialmente, o sucesso japonês foi considerado pelos EUA como decorrente 
dos preços, necessitando de uma estratégia concorrencial para implementação 
nos seus métodos produtivos, foram implementadas estratégias que visavam 
a redução dos custos de produção o que conduziu a uma evidente lacuna na 
qualidade entre os produtos japoneses e americanos. 
A disseminação dos métodos de Deming e Juran foi relativamente lenta para 
as empresas ocidentais, sendo que apenas no início da década de 80, através 
de um documentário com o nome “If Japan can, why can’t we?”, foi 
compreendido que parte do sucesso japónico resultava da visão da 
metodologia de fabrico com foco na melhoria contínua, controlo estatístico do 
processo e as restantes metodologias da filosofia de Gestão da Qualidade Total 
[17]. 
A Ford Motor Company foi uma das primeiras grandes empresas americanas 
a procurar ajuda de Deming e adota então a sua filosofia da qualidade para 
desenvolver o novo modelo Taurus-Sable, aplicando métodos estatísticos de 
controlo da qualidade e começando a exigir aos seus fornecedores a criação e 
preenchimento de documentos relativos ao controlo estatístico dos processos, 
com o intuito de assegurar a conformidade dos produtos às especificações 
pretendidas. 
Nos finais da década de 1980, na Motorola, nasce o Seis Sigma, com o objetivo 
da criação de uma metodologia que ajudasse a padronizar a medição de 
11 
 
defeitos e promovesse as melhorias de fabricação para os reduzir ao máximo 
[14]. 
A partir daí, padrões de TQM foram então estabelecidos em todo o mundo, 
dando origem à ISO 9000 (International Standards Organization), que se 
tornou um sistema de gestão da qualidade que “fornece orientação e 
ferramentas para empresas e organizações que desejam garantir que seus 
produtos e serviços atendam consistentemente aos requisitos do cliente e que 
a qualidade seja consistentemente aprimorada”[9].  
Este desenvolvimento e aperfeiçoamento ao longo dos anos, e sempre 
carecendo de adequação, determina que os termos e processos específicos 
associados à Gestão da Qualidade continuem a evoluir, a prática de assegurar 
a qualidade enraizou-se no sistema industrial, uma vez que tem contribuído 
para aumento da produtividade, a redução dos custos globais, aumentando 
assim a eficiência e eficácia das empresas, de forma a concretizar as 
necessidades dos clientes.  
O envolvimento de todas as componentes da organização é, portanto, decisivo 
para responder eficazmente às várias contrariedades com que a mesma se 
possa deparar, de maneira a atingir a excelência, constitui-se, pois, como um 
sistema que vê a qualidade como o objetivo final. 
2.2 Melhoria da Qualidade 
A qualidade de um produto pode ser descrita e avaliada em diversas 
maneiras. Sendo um conceito multidimensional, é muitas vezes importante 
diferenciar variações ou diversos patamares das diferentes dimensões que 
compõem a qualidade [19].  
Segundo Sebastianelli e Tamini [20], um produto tem os seguintes pontos 
como dimensões da qualidade: 
1. Desempenho: referente a atributos operacionais básicos do produto, 
engloba a capacidade do produto ser eficaz e eficiente. 
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2. Conformidade: expressa o grau em que as características do produto 
estão de acordo com as especificações e normas definidas em projeto. 
3. Características: envolve atributos secundários, verificam-se como 
características acessórias que têm a capacidade de alterar a perceção 
acerca do produto. 
4. Confiabilidade: reflete a probabilidade dum produto não demonstrar 
mau funcionamento durante um período. 
5. Durabilidade: Expressa a vida útil do produto. 
6. Atendimento: refere-se à velocidade, cortesia e competência nos 
serviços pós-venda. 
7. Aparência: está diretamente relacionada ao ponto de vista do cliente, e 
prende-se com os aspetos sensoriais.  
8. Qualidade percebida: dimensão ligada à “reputação” da marca.  
As exigências dos clientes estão em constante crescimento, como tal a melhoria 
dos produtos e serviços é vital e deve ser prosseguida continuamente, surgindo 
assim o termo “melhoria contínua”. A melhoria contínua visa assim a criação 
de uma cultura de contínuo aperfeiçoamento de atividades, processos e 
produtos com um envolvimento de toda a organização [14].  
O ciclo PDCA (plan, do, check, act, ou em português, planear, executar, 
conferir, agir), representado na referida na Figura 2.1, é considerado um 
método que influencia positivamente a performance da organização, 
resultante numa melhoria contínua de processos e produtos [21].  
 
Figura 2.1- Ciclo PDCA, adaptado de [22] 
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Segundo Chojnacka-Komorowska e Kochaniec [22], a utilização do ciclo PDCA 
resulta numa melhoria dos processos produtivos com o propósito de reduzir 
as irregularidades. Sendo que este método pode ser percecionado na 
esquematização referida na Figura 2.1. 
É assim imprescindível dedicar um tempo e esforço adequado, por parte de 
todos os departamentos da organização, a cada fase do ciclo PDCA para 
garantir que os esforços conduzam a um processo de melhoria da qualidade 
significativo [23]. 
2.3 Importância da satisfação do cliente 
A satisfação dos clientes é unanimemente reconhecida como uma meta 
operacional para o sucesso de qualquer organização, sendo que o nível de 
satisfação dos clientes pode ser utilizado como um indicador de sucesso atual 
ou futuro de uma organização.  
A satisfação dos clientes é resultante da experiência dos mesmos com o 
produto/serviço, sendo por isso importante projetar esse mesmo 
produto/serviço com base nas suas expectativas e exigências [24]. 
Melhorar a qualidade direcionando para o cliente envolve: 
• compreender quem são os clientes da organização 
• descobrir as suas necessidades e expectativas 
• cumprir, e de preferência exceder, as necessidades e expectativas. 
Assim sendo, a satisfação dos clientes pode ser descrita como uma emoção pós 
transação que ocorre quando a qualidade de um produto é compreendida como 
sendo igual ou superior às expectativas do cliente, analisando ainda a 
comparação entre o valor percebido e o dinheiro gasto [10]. 
A satisfação dos clientes tem um efeito positivo na lealdade dos mesmos e nos 
comportamentos de recompra, que resulta no aumento do estabelecimento de 
uma base de clientes para a organização. O conhecimento que uma 
organização pode adquirir com o relacionamento com os clientes permitem 
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atender às preferências existentes e até prever as suas futuras preferências 
[25]. 
A lealdade pode assim ser descrita como a resposta favorável que os clientes 
exibem em relação à organização, resultando num comportamento 
consistente de recompra e numa recomendação da empresa a outros 
consumidores, apesar das influências situacionais e dos esforços de marketing 
que tendam a causar comportamentos de mudança nessa decisão de consumo 
[26], [27]. 
É muitas vezes referido na literatura que os custos para manter um cliente 
fiel é significativamente inferior ao custo de atrair um novo cliente [28]–[30], 
adicionalmente os clientes fiéis estão também dispostos a pagar mais pelo 
produto ou serviço e recomendá-lo a outros potenciais clientes. Conseguidos 
estes aspetos pela organização, aproxima-se a obtenção de vantagem 
competitiva face aos demais concorrentes [30]. 
2.4 Consequências da má qualidade 
A má qualidade dos produtos, ou a falta de qualidade destes, conduz a um 
aumento de custos. Os custos aumentam quando são produzidas unidades 
defeituosas, ou quando são realizados serviços defeituosos, de modo a refazer 
ou recompensar o cliente se necessário.  
É possível categorizar os custos da má qualidade através de [31], [32]: 
• Custos de Prevenção: custos incorridos para reduzir ao mínimo as 
falhas e erros.  
• Custos de Avaliação: custos da determinação do grau de conformidade 
com os requisitos da qualidade. Estes custos estão relacionados com a 
deteção de erros ou falhas.  
• Custos de Falhas Internas: custos relacionados a defeitos localizados 
ainda na empresa, antes da entrega do produto ao cliente. Inclui custos 
de refabricação, reparação e tempos associados.  
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• Custos de Falhas Externas: custos relativos a defeitos descobertos após 
a entrega do produto ou serviço ao cliente. Incluem a investigação da 
reclamação, correção e reenvio de produto/ reexecução do serviço. 
É ainda possível de verificar na literatura a hipótese de diferentes 
categorizações que classificam os chamados “custos invisíveis”. Apesar da sua 
definição não ser muito clara estes envolvem: custos incorridos pelo cliente 
devido à falha do produto em atender às expectativas; insatisfação dos clientes; 
perda de reputação; perca de quota de mercado; entre outros [33]–[35]. 
De modo a reduzir os custos totais da qualidade é importante compreender 
em que fases incidir e quais as mais dispendiosas. A Figura 2.2 mostra os 
custos básicos em vários níveis de deteção da não-conformidade dos produtos 
ou serviços [36].  
Técnicas como Poka-Yoke1 e SPC estão fazem parte dos Custos de Prevenção e 
de Avaliação já mencionados, e permitem a deteção de não-conformidades o 
quanto antes, evitando que os custos de não qualidade disparem. 
 
Figura 2.2- Custos ao longo das várias fases de deteção, adaptado de [36] 
 
1 Poka-Yoke refere-se a técnicas e dispositivos utilizados para prevenção da ocorrência de falhas com o 
intuito da obtenção de zero defeitos, formalizado por Shigeo Shingo na década de 60. Sendo o maior foco 
destas técnicas os processos realizados por operadores uma vez que são considerados como os com maior 
potencial de ocorrência para falhas, é portanto, de grande importância desenvolver medidas em 



























É assim possível verificar que quanto mais a jusante é detetado um defeito, 
maior os custos associados ao mesmo. Sendo então importante investir em 
técnicas de prevenção e avaliação de erros de modo a impedir que falhas de 
conformidade sejam detetadas após produção e impelir custos desnecessários.  
2.5 Redução da Variância 
Um aspeto intimamente ligado com a qualidade é o conceito de variância, de 
facto, Douglas C. Montgomery diz: 
“A qualidade é inversamente proporcional à variância.”  
Esta definição implica que uma redução da variância conduz a um aumento 
na qualidade. Sendo assim, uma das regras para o aumento da qualidade é 
criar condições de controlo para a redução da volatilidade dos fatores que 




Douglas C. Montegomery descreve como exemplo um estudo realizado por um 
consórcio americano de indústria automóvel que comparava, com o apoio da 
Figura 2.3, características de qualidade das transmissões de caixas de 
velocidades produzidas nos EUA e no japão, e acrescenta [38]: 
“Concluiu-se então que existe uma variância consideravelmente mais baixa 
nas características de qualidade das peças de origem japonesa em comparação 
com as mesmas produzidas nos EUA… 
… Este foi uma descoberta muito importante, e tal como Kack Welch 
observou, o cliente não vê o valor central do processo, mas sim que a variância 






não foi eliminada. Em quase todos os casos, a variância tem um impacto 
significativo no cliente.  
…Uma reduzida variância pode ser então diretamente traduzida em 
diminuição de custos. Mais, as transmissões de origem japonesa mudavam de 
mudança mais suavemente, eram mais silenciosas e eram percebidas 
geralmente como sendo superiores às fabricadas nos EUA. Menos reparações 
e reclamações de garantias significam menos retrabalho e redução de tempo, 
esforço e dinheiro desperdiçados. Assim, a qualidade é decididamente 
inversamente proporcional à variância.” 
Uma vez que a variância pode ser apenas caracterizada em termos 
estatísticos, os métodos estatísticos têm um papel de grande importância para 
a diminuição da variância e consequente aumento da qualidade.  
2.6 Controlo Estatístico do Processo 
No controlo estatístico do processo são aplicados métodos estatísticos para a 
monitorização e controlo dos dados dos processos de fabrico de modo a que ele 
decorra no seu máximo potencial para a produção de produtos em 
conformidade com os requisitos da qualidade e com o mínimo de variância [6]. 
Antes de mais é então necessária a compreensão de processo e das 
características inerentes.  
2.6.1 O Processo 
Pode não ser percetível, mas os processos estão em toda a parte e em todos os 
aspetos do nosso quotidiano. Um processo pode ser descrito como o conjunto 
de atividades e condições que envolvem a transformação inputs em outputs 
capazes de resultar na satisfação do cliente [39].  
Podem existir inputs controláveis e incontroláveis no sistema, que são 
convertidos num produto final do processo produtivo, que lhe confere com 
determinadas características.  
Os inputs gerados pelos fornecedores podem incluir matérias-primas, 
métodos, equipamentos, informação, pessoas, medidas, meio ambiente e 
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registos; já como outputs podem ser considerados os produtos, serviços, 
informação e burocracias decorrentes do processo.  
Segundo R. Davis [40], um processo deve: 
1. Entregar algo que crie valor a alguém fora do processo; 
2. Criar valor à organização que opera o processo; 
3. Estar alinhado com valores corporativos e a estratégia da organização. 
E acrescenta que “a voz do processo” deve ser tida em conta como com quanta 
eficácia o processo serve o seu propósito, sendo ilustrada da seguinte forma: 
 
Figura 2.4- Medidas e drivers do Processo, adaptado de [40] 
Através da Figura 2.4 podemos verificar que um bom processo tem de 
satisfazer as necessidades do cliente, sem descurar da perspetiva estratégica 
da organização.  
2.6.2 SPC: o que é e para que serve? 
Como referido anteriormente, nos dias de hoje as empresas enfrentam uma 
concorrência cada vez maior, ao mesmo tempo existem custos associados que 
continuam a aumentar. Estes são fatores que as empresas, na maioria das 
vezes não podem controlar. É necessário o enfoque em entes possíveis de 
controlar: os processos.  
Para implementar com sucesso estratégias para esse controlo é proposto um 
pensamento estatístico. Segundo Hoerl e Snee [41], 
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“…todo o trabalho é uma serie de processos interconectados e identificar, 
caracterizar, quantificar, controlar e reduzir a variação oferece oportunidades 
de melhoria.” 
Conhecimento e controlo passam a ser de monitorização obrigatória, uma 
avaliação que pode ser representada esquematicamente como representado 
na Figura 2.5. 
 
Figura 2.5 - O pensamento estatístico para a melhoria da qualidade, adaptado de [41] 
O Controlo Estatístico do Processo, SPC (do inglês, Statistical Process 
Control), tem sido uma temáticas bastante importante e amplamente 
utilizada para a melhoria da qualidade desde o seu desenvolvimento e 
consequente publicação por Walter Shewhart em 1931. Sendo muito utilizado 
durante a 2ª Guerra Mundial pelos EUA e disseminado após a guerra pela 
indústria japonesa. 
O SPC consiste num conjunto de ferramentas para monitorização e controlo 
de um processo para garantir que este opera no seu máximo potencial para a 
produção de produtos conformes.  
Ao empregar estas ferramentas, os dados que possivelmente afetam a 
qualidade do produto são medidos e monitorizados ao longo de todas as etapas 
do processo produtivo, com o intuito de impedir que produtos defeituosos 
surjam no final [42]. 
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A necessidade de monitorizar processos é abrangente a vários campos da 
ciência, sendo possível verificar literatura sobre a temática nas mais diversas 
áreas. 
Exemplos dessa utilização encontramos descritos: Em [43] é utilizado para 
controlo do fabrico numa industria alimentar, enquanto que em [44] são 
identificados até 5 fatores críticos da prontidão do SPC na industria alimentar 
e posteriormente estudados. Em [45] é estudada a possível aplicação à análise 
dos resultados de cirurgias infantis, enquanto que em [46] ferramentas de 
SPC são aplicados com sucesso na melhoria da qualidade cirúrgica. Já na área 
da farmacêutica, [47] é abordada uma ferramenta de controlo estatístico de 
processo multivariado para monitorização anual de um produto farmacêutico. 
Em [48], são utilizadas técnicas de SPC para garantir a segurança na 
operação de esterilização de uma camara com gás. Enquanto que esse 
conjunto de ferramentas foi também utilizado para avaliar a localização 
aproximada de fugas de sistemas de distribuição de água. Em [49], a 
resiliência das redes de transporte é analisada usando o SPC. Enquanto que 
em [50] é implementado SPC para redução de perdas económicas. O SPC foi 
também utilizado para detetar vários ataques de interferência em telemóveis 
[51]. São ainda introduzidos alguns métodos recentes de SPC e discutidos 
para a resolução de problemas de Big Data [52]. 
Em todos estes artigos o SPC é utilizado para verificar e controlar a existência 
de variabilidades nos sistemas, com o intuito de melhoria dos mesmos.  
Na secção anterior foi mencionada a importância da redução da variância, é, 
no entanto, importante compreender de onde poderá resultar esta 
característica.   
A variabilidade do processo pode resultar de diversas fontes de variação, 
como, a mão de obra, as matérias primas, o meio ambiente, os equipamentos, 
os métodos e metodologias, entre outros [11]. 
A variabilidade pode ser então motivada por causas comuns ou por causas 
especiais [53].  
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- Causas comuns: variações inerentes à natureza do processo, representando 
as fontes de variação aleatórias que possivelmente possam afetar um processo 
em controlo estatístico sendo normalmente bastante difíceis de identificar. 
Estas não podem ser alteradas sem alterar o processo em si, sendo o processo 
considerado estável. As causas comuns podem resultar de máquinas sem 
manutenção, mau layout, falha na supervisão, equipamento e materiais que 
não atendem aos requisitos, entre outras.  
- Causas especiais: Variações que ocorrem de forma esporádica, cuja 
frequência não se insere na distribuição característica que o processo toma, 
quando em controlo estatístico. Estas devem ser identificadas e retificadas, e 
com o aprimoramento do processo ou do produto, a sua ocorrência será 
minimizada a longo prazo. No curto prazo, a sua presença deve ser destacada 
e é necessário tomar medidas para a sua resolução. As causas especiais podem 
advir de mudanças de matérias primas, mudanças de configurações de 
máquinas, quebra de ferramentas, falha na limpeza, mau funcionamento, 
entre outras.  
Uma vez que a remoção da variabilidade exige diferentes tipos e níveis de 
recursos e ações de melhoria é, portanto, de extrema importância a 
capacidade de distinguir situações em que são apenas verificadas causas 
comuns de variação, de situações em que também estão presentes causas 
especiais. Se apenas causas comuns estiverem presentes, o processo 
considera-se em “controlo estatístico”. Esta definição não significa que não 
existe variação, mas sim que os resultados estão dentro de limites estatísticos 
[43].   
2.7 Exatidão e Precisão 
Uma vez que se menciona a recolha e análise de dados de um certo processo 
para o comparar a um valor alvo, é importante distinguir os conceitos de 
exatidão e precisão em torno deste.  
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Enquanto que a exatidão de um processo é a sua capacidade de atingir o valor-
alvo, a precisão é o grau de dispersão que os valores recolhidos apresentam 
[54]. 
Na Figura 2.6 estão representados quatro casos de processos que figuram as 
conjugações de processos com os dois graus de exatidão e de precisão. 
 
Figura 2.6- Exatidão vs. Precisão 
Sendo que um processo idealmente quer-se capaz e preciso, como o 
representado no canto superior esquerdo. 
2.8 Cartas de Controlo 
As ferramentas mais importantes do controlo estatístico do processo são as 
cartas de controlo, utilizadas para monitorizar a estabilidade dos processos, 
identificar a necessidade de ações de melhoria para redução da variabilidade 
e estimar parâmetros do processo ou produto. As cartas de controlo 
representam uma das técnicas estatísticas que suportam o controlo da 
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qualidade de um processo, fornecendo evidencias sobre as variações de 
comuns e especiais [55]. 
Através da ISO 7870-1:2019 podemos definir sucintamente cartas de controlo 
como exibições gráficas dos dados do processo, que permitem uma avaliação 
visual da variabilidade e estabilidade do processo [56]. 
Nessa mesma norma [56] verifica-se que: 
“As cartas de controlo garantem um método gráfico simples que pode ser 
utilizado para 
a) Verificar se o processo é ou não estável, ou seja, se opera num sistema 
sem causas aleatórias, também conhecido como variabilidade inerente 
e referido como estando num “estado de controlo estatístico”, 
b) Estimar a magnitude da variabilidade inerente ao processo, 
c) Comparar informações de amostras que exibem o estado atual de um 
processo com os limites de controlo que provam essa variabilidade, com 
o objetivo de determinar se a variabilidade do processo permaneceu 
estável ou se reduz ou aumenta, 
d) Identificar, avaliar e possivelmente reduzir/eliminar o efeito das 
causas especiais de variabilidade, que podem levar o desempenho do 
processo a um nível inaceitável, 
e) Auxiliar na regulação de um processo através da identificação de 
padrões de variabilidade, como tendências, ciclos, etc., 
f) Determinar se o processo se comporta de forma previsível e estável, 
para que se avalie se o processo é capaz de atender às especificações, 
g) Verificar se o processo é ou não capaz de satisfazer os requerimentos 
do produto/serviço para as características medidas, 
h) Através da previsão, fornecer uma suporte para o ajuste do processo 
utilizando modelos estatísticos, e  
i) Auxiliar na avaliação do desempenho de um sistema de medição.” [56]  
De uma maneira geral, uma carta de controlo é constituída por um gráfico 
que expõe o desenvolvimento de uma determinada estatística ω, ao longo do 
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tempo t. Os pontos do gráfico são comparados aos limites, que indicam a 
“largura de banda” que a característica pode variar devido a causas comuns. 
Uma vez se verificado que os pontos estão dentro dos limites de controlo, é 
possível supor que o processo estará em controlo estatístico. Se o contrário 
não se verificar, e seja encontrado algum ponto além dos limites de controlo, 
poderemos inferir que o processo em estudo está fora de controlo estatístico 
[11]. 
Na Figura 2.7 apresenta-se um exemplo de uma carta de controlo referente a 
um processo que se encontra em controlo estatístico.  
 
Figura 2.7- Carta de Controlo 
Em geral, sendo ω a estatística, µ𝜔 e 𝜎𝜔 respetivamente a média e o desvio 
padrão, os limites superior (LSC), inferior (LIC) e linha central (LC) são dados 
pelas equações (1), (2) e (3), respetivamente: 
 LSC µ k +=   (1) 
 =LC µ   (2) 
 LIC µ k −=   (3) 
Segundo Shewhart os limites de controlo estão a uma distância de 3 sigmas 
da linha central. A escolha de utilização de 3 sigmas é feita no ponto de vista 
económico, com o objetivo de balancear o custo da procura de problemas no 
processo quando estes não existem e, por outro lado, não procurarem os 
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mesmos quando o processo não funciona como deveria. As Equação (1) e 
Equação (3), podem então ser substituídas por: 
 3LSC µ +=   (4) 
 3LIC µ −=   (5) 
É importante ressalvar que os limites de controlo não devem ser confundidos 
com especificações ou alvos do processo. Os limites de controlo indicam a 
magnitude da variabilidade do processo prevista quando apenas causas 
comuns de variação estão presentes, enquanto que os limites de especificação 
são valores “burocráticos” acordados em relação ao desvio tolerado face ao 
valor nominal. 
As cartas de controlo geralmente funcionam em duas fases. Na primeira, os 
dados históricos são analisados para estimar o estado de controlo do processo, 
enquanto que na segunda é dado enfase à monitorização do processo e envolve 
uma estimativa do estado atual do processo com base em dados atuais. Sendo 
o objetivo da segunda fase uma deteção rápida de desvios dos parâmetros do 
processo dos seus valores de controlo [57]. 
Nas Figura 2.8 e Figura 2.9 estão esquematizados os processos de construção 








Figura 2.9 - Fluxograma das etapas para a construção de uma Carta de Controlo (Fase 2) 
2.9 Avarage Run Lenght (ARL) 
O Average Run Lenght é uma maneira muito comum de verificar o 
desempenho das Cartas de Controlo. Essencialmente, o ARL é o número 
médio de pontos até que se verifique a existência de um ponto fora dos limites 
de controlo [38]. 
Se as observações do processo não estiverem correlacionadas, o ARL para um 






  (6) 
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Onde α representa a probabilidade de existir um ponto que, apesar de 
pertencer à distribuição da estatística ω, está fora dos limites definidos (erro 
do tipo I), considerando-se assim um falso alarme. Esta equação pode assim 
ser utilizada para avaliar o desempenho da Carta de controlo.  
De facto, para o valor de 𝛼, ou risco do produtor, de 0,27% utilizado quando se 
supõe que os dados em estudo seguem numa distribuição normal o 





em controloARL =   (7) 
Este pressuposto será discutido na secção 2.14.3 da presente dissertação. 
Porém, caso o processo não se encontre em controlo estatístico, o ARL deve 
tomar o valor mais baixo possível, para garantir uma certa rapidez em detetar 
uma mudança no parâmetro do processo. Este depende do valor de β, a 
probabilidade de se assumir que o processo está sob controlo estatístico 
quando, na verdade, se encontra fora de controlo (erro do tipo II). O ARL fora 








  (8) 
Sendo o valor do risco β calculado como: 
 ( ) ( )L k n L k n =  −  − − −    (9) 
Onde Φ denota a função de distribuição cumulativa normal, L é a "distância" 
dos limites de controlo à linha central, k a magnitude da mudança e n o 
tamanho da amostra. 
2.10 Tipos de Cartas de Controlo 
De forma a escolhermos que tipo de cartas de controlo utilizar é necessário 




As cartas de controlo podem ser utilizadas para variáveis ou atributos [11], 
[58]: 
Os dados de variáveis representam normalmente medidas de escala contínua 
que possuem um infinito número de valores possíveis. Neste caso deve ter-se 
em conta não só a medida de tendência central, mas também é necessário 
controlar o parâmetro de dispersão.  
Os dados de atributos são por vezes descritos como dados discretos. Este tipo 
de dados representa numerosos eventos que podem ser agrupados em grupos 
discretos, podendo ser expressos como número inteiro ou como rácio.  
Na Figura 2.10 encontram-se as diferentes cartas de controlo para os 
diferentes tipos de dados.  
 
Figura 2.10- Tipos de Cartas de Controlo 
Cartas de controlo
Variáveis
Média e Amplitude Carta ഥX e Carta R
Média e Desvio 
Padrão
Carta ഥX e Carta 𝑆
Média e Variância Carta ഥX e Carta 𝑆2
Mediana e 
Amplitude
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2.11 Cartas de Controlo para a Média e Amplitude 
As cartas de controlo para variáveis, desenvolvidas por Shewhart, foram 
criadas com o objetivo de detetar a existência de causas especiais de variação 
em certos processos.  
Sendo que ao longo da dissertação tomaremos somente em conta as cartas de 
controlo da média (Carta Xഥ) e a carta de controlo da amplitude (Carta R), para 
controlar o valor médio e a variabilidade da característica de qualidade em 
análise, respetivamente, uma vez que são as mesmas utilizadas no caso 
utilizado como referência ao longo do estudo. 
As cartas de controlo baseadas nas estimativas padrão têm um desempenho 
razoável quando se assume que as observações provêm de uma distribuição 
normal, mas são consideradas ineficientes quando o pressuposto de 
normalidade é violada [59]. Será discutida em 2.14.3 a causa para se assumir 
a normalidade dos dados. 
Sempre que se assume que os dados seguem uma distribuição normal e se 
utilizam os limites de controlo baseados nos 3 sigma propostos por Shewhart, 
as cartas de controlo indicam que aproximadamente 99,73% dos valores da 
estatística estão incluídos dentro dos limites de controlo, desde que o processo 
esteja sob controlo estatístico; o mesmo significa dizer que existe um risco de 
0,3% de um ponto estar fora dos limites de controlo.  
2.11.1 Estimação da média e variabilidade do processo 
Seja X uma variável aleatória utilizada para representar a característica da 




, 𝑋~𝑁(µ, 𝜎). Na prática, os parâmetros µ e σ dificilmente serão 
conhecidos, sendo, portanto, necessária a sua estimação.  
A estimação de parâmetros afeta significantemente a performance das cartas 
de controlo em ambas as fases do controlo estatístico do processo. Para que as 
cartas de controlo sejam eficazes é necessária a recolha de dados a partir de 
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amostras provenientes do processo, devendo ser geralmente obtidas sob forma 
de m subgrupos racionais de tamanho n [6], [38], [59]. 
Pode obter-se a estimação da média do processo ?̿? através de: 
 
( )1 2, , , m
m
x x x
X =   (10) 
Sendo ?̅?1, ?̅?2, . . . , ?̅?𝑚 as médias de cada amostra, calculadas segundo  
 
( )1 2, , , n
n
x x x
X =   (11) 
Onde 𝑥1, 𝑥2, . . . , 𝑥𝑛 é a amostra de tamanho n. 
A variabilidade do processo pode ser calculada através da amplitude das m 
amostras. É necessário inicialmente o cálculo da amplitude de cada amostra 
𝑥1, 𝑥2, . . . , 𝑥𝑛 de tamanho n, que é expressa como sendo a diferença da maior e 
menor observação, tal como na Equação (12): 
 
max minR x x= −   (12) 
O cálculo da amplitude média é obtido segundo à seguinte Equação (13): 
 
( )1 2, , , m
m
R R R
R =   (13) 
Esta amplitude é conveniente para estimar o desvio padrão de uma amostra.  
2.11.2 Limites de Controlo para a Média 
Na prática, as Equação (1) e Equação (3), mencionadas em 2.8, têm de ser 
adaptadas quando se tem σ desconhecido, devido à necessidade de o estimar 
[6], [38].  
Assumindo a normalidade dos dados, pode recorrer-se à utilização da 
estatística aleatória W, comummente conhecida por amplitude relativa, para 





=   (14) 
32 
 
A média de W é a constante 𝑑2 que depende do tamanho da amostra cujos 
valores podem ser verificados na Tabela A1 do Anexo A. Com a utilização 






 =   (15) 
Considerando que m amostras de tamanho n tem um valor médio de 
amplitude representado por ?̅?, é possível, por adaptação da equação anterior, 






 =   (16) 
Assim sendo, os limites de controlo para as cartas de controlo da média ?̅? são 







= +   (17) 







= −   (19) 
A constante 𝐴2 pode ser utilizada para apresentar as equações anteriores de 







=   (20) 
Cujos valores podem ser encontrados na Tabela A1 do Anexo A. 
É então possível contruir a carta de controlo para a média através dos limites 
apresentados seguidamente [60]: 
 2LSC X A R= +   (21) 
 LC X=   (22) 




2.11.3 Limites de Controlo para a Amplitude 
À semelhança da construção da Carta de Controlo para a média, é necessário 
a adaptação dos limites de controlo, descritos nas Equação (1) e Equação (3), 
através da adaptação do desvio padrão. Neste caso, é necessário estimar o 
desvio padrão para a amplitude. 
Uma vez mais, assumindo que a distribuição é normalmente distribuída, é 
possível calcular o desvio padrão da amplitude. Recorrendo à transformação 
da Equação (15) e sabendo que o desvio padrão de W pode ser representado 
pela constante 𝑑3, dependente do tamanho da amostra n [6], [38]. É possível 
calcular o desvio padrão da amplitude ?̂?𝑅 através de: 
 
3
ˆ d =   (24) 









 =   (25) 








= +   (26) 








= −   (28) 
Para simplificação das equações anteriores é possível recorrer às constantes 
















= +   (30) 
Ficando assim [60]: 
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 4LSC D R=   (31) 
 3LIC D R=   (32) 
2.12 Regras para a deteção de causas especiais 
Um processo, quando em controlo estatístico, deve apresentar-se sob forma de 
um padrão completamente aleatório. Um ponto além dos limites ou a 
existência de um comportamento tendencial podem indicar a presença de 
causas de variação especiais [60]. 
Antes de apresentar essas regras, é necessário referir a existência quatro 
novos limites de controlo, denominados limites de aviso. Estes limites distam 
entre eles 𝜎, e dividem assim o gráfico em seis zonas, designadas por A, B e 
C, como pode ser verificado na Figura 2.11. 
De acordo com a ISO 7870-1:2019 [56], a deteção da existência de causas 
especiais pode ser feita através dos testes: 
 
Figura 2.11- Testes para deteção de causas especiais [60]. 
Teste 1 – Um ou mais pontos excedem a zona A (fora dos limites de controlo). 
Sinaliza a presença de uma condição fora de controlo. 
Teste 2 – Sete ou mais pontos consecutivos num lado da linha central. 
Demonstra que a média ou variabilidade se deslocou a partir da linha central. 
Teste 3 – Sete pontos consecutivos a crescer ou decrescer. Sinaliza a existência 
de uma tendência linear sistemática no processo. 
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Teste 4 – Qualquer padrão não aleatório obvio. Sinaliza um padrão não 
aleatório ou cíclico no processo. 
Por vezes, dependendo do tipo de processo em estudo, é necessária a utilização 
de testes suplementares, sendo sugerida a utilização das chamadas “Western 
Electric Rules” que, segundo Requeijo e Pereira [11], podem ser definidas 
como: 
 
Figura 2.12- Regras para a deteção de causas especiais [11]. 
Regra 1 – Um ou mais pontos fora dos limites de controlo. 
Regra 2 – Nove pontos na/além da zona C, do mesmo lado da linha central. 
Regra 3 – Seis pontos sucessivos por ordem crescente ou decrescente.  
Regra 4 – Quatorze pontos seguidos alternando para cima e baixo. 
Regra 5 – Dois de três pontos consecutivos na/além da zona A no mesmo lado 
da linha central. 
Regra 6 – Quatro de cinco pontos seguidos na zona B, A, ou além destas, do 
mesmo lado da linha central. 
Regra 7 – Quinze ou mais pontos seguidos na zona C, acima ou abaixo da 
linha central. 
Regra 8 – Oito pontos em ambos os lados da linha central e nenhum se 
verificar na zona C. 
2.13 Capacidade do Processo 
As cartas de controlo descritas anteriormente são utilizadas para verificar o 
ajustamento do processo e estabilidade, indicando a presença ou ausência de 
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causas especiais de variação. Já nesta secção será discutida a capacidade de 
um processo de produzir produtos conformes, de acordo com as especificações 
previamente estabelecidas [11]. 
Ao longo desta secção serão apresentados os índices 𝐶𝑝, 𝐶𝑝𝑘, 𝐶𝑝𝑚 e 𝐶𝑝𝑚𝑘. Estes 
índices comparam o output do processo real com os limites de especificação da 
característica de especificação analisada, demonstrando se um processo está 
ou não a produzir produtos dentro das tolerâncias de especificação.  
De facto, segundo Montgomery [38], “entre os principais usos de dados de um 
processo capaz estão: 
1. Prever o quão bem o processo manterá as tolerâncias 
2. Auxiliar designers de produto a selecionar ou modificar um processo 
3. Auxiliar no estabelecimento de um intervalo entre amostragens para 
monitorização do processo 
4. Especificar requisitos de desempenho para novos equipamentos 
5. Selecionar entre fornecedores concorrentes e outros aspetos da gestão 
da cadeia de abastecimento 
6. Planear a sequência de processos produtivos quando existe efeito do 
processo nas tolerâncias 
7. Reduzir a variabilidade de um processo.” 
Para a utilização dos índices apresentados de seguida o processo tem que 
encontrar em controlo estatístico. 
2.13.1 Índice 𝑪𝒑 
O índice Cp, ou índice de capacidade potencial, relaciona a variabilidade 
permitida do processo de fabrico, segundo o projeto, com a variabilidade 








=   (33) 
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Para a distribuição normal, a tolerância dos limites inclui 99,73% da variável, 
o que significa que apenas 0,27% do output do processo vai ficar fora dos 
limites de tolerância.  
Quanto maior o valor do índice Cp, menor a probabilidade de se verificar que 
a característica em estudo esteja fora das especificações, reduzindo assim a 
probabilidade de existirem produtos defeituosos. 
Segundo Fávero e Belfiore [6], uma das limitações do Cp é que apenas 
considera a variabilidade do processo, ignorando a sua média, que pode levar 
a conclusões incorretas relativas à capacidade do processo, uma vez que este 
pode, por vezes não ser centrado na média. 
2.13.2 Índice 𝑪𝒑𝒌 
O índice 𝐶𝑝𝑘 calcula a distância da média do processo µ a cada um dos limites 
de controlo. Se a média do processo coincidir com o valor nominal de 
especificação o 𝐶𝑝𝑘 terá o mesmo valor que o 𝐶𝑝. 










  (34) 
2.13.3 Índices 𝑪𝒑𝒎 e 𝑪𝒑𝒎𝒌 
Os Índices 𝐶𝑝𝑚 e 𝐶𝑝𝑚𝑘 são alternativas ao 𝐶𝑝, 𝐶𝑝𝑘, respetivamente, que além 
da variação autorizada no processo considera ainda a distância da média do 
processo ao valor normal da especificação. 𝐶𝑝𝑚 pode ser calculado por: 
 








  (35) 
E o e 𝐶𝑝𝑚𝑘 pode ser calculado segundo a equação (36): 
 
2 2 2 2
min ,
3 ( ) 3 ( )
pmk
LSE X X LIE
C
T T   
 − − 
=  
+ + + +  
  (36) 
Onde T corresponde ao valor nominal de especificação.  
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2.14 Condições de Utilização das Cartas de Controlo 
De forma a que a construção das cartas de controlo seja fiável é necessária a 
verificação de alguns pressupostos acerca dos dados em utilização, sendo eles 
a independência, aleatoriedade e normalidade dos dados.  
De seguida, serão abordados os métodos que permitem confirmar os 
pressupostos necessários para uma boa implementação das cartas de controlo. 
2.14.1 Aleatoriedade dos Dados 
É necessário garantir que as amostras recolhidas representam a população 
total, que as mesmas não apresentam um padrão e, por isso, não tem algum 
comportamento sistemático. 
Podem verificar-se diversas origens que provoquem a não aleatoriedade dos 
dados, sendo possível destacar a correlação entre observações consecutivas ou 
desfasadas no tempo e a mistura de populações diferentes. 
Pode recorrer-se a diversos métodos para apurar a aleatoriedade  dos dados, 
sendo relevante referir o Teste das Sequências Ascendentes e Descendentes, 
o Teste das Sequências e o Teste Modificado do Quadrado Médio das 
Diferenças Sucessivas [11]. 
2.14.2 Independência dos Dados 
É necessário compreender se os dados recolhidos são independentes ou se 
existe uma auto correlação entre eles, isto é, se o valor que a variável 
respeitante à característica apresenta, no determinado instante t, não 
depende nem do seu valor no instante anterior (t-1), nem do seu valor em 
qualquer valor desfasado de k instantes (t-k). Para esta verificação é possível 
aplicar a Função de Autocorrelação (FAC) e a Função de Autocorrelação 
Parcial (FACP) [11].  
2.14.3 Normalidade dos Dados 
A maioria dos métodos estatísticos baseia-se no Teorema do Limite Central, 
que afirma que a média de um grande número de variáveis aleatórias 
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independentes é aproximadamente normalmente distribuída em torno do 
valor médio populacional. 
Para a aplicação de diversas ferramentas da gestão da qualidade e em 
especial do controlo estatístico do processo utiliza-se o pressuposto de que os 
dados da amostra são normalmente distribuídos.  
Este pressuposto deriva da conjetura de que os limites de 3 sigma se baseiam 
na distribuição normal e, portanto, a confiança de que com 99,73% de certeza 
de que os valores da estatística estarão incluídos dentro dos limites de 
controlo. Quando os limites de 3 sigmas são utilizados com outras 
distribuições de probabilidade é facilmente verificável que os valores de 
confiança serão diferentes [61], [62].  
Caso isso aconteça, será expectável que o número de casos em que a taxa atual 
de falsos alarmes de uma carta de controlo seja superior ao valor dado por 
𝐴𝑅𝐿𝑒𝑚 𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑜, o que resultaria numa maior frequência de paragens no 
processo produtivo injustificadas [63]. 
É ainda importante referir que, de facto, segundo Abbasi e Miller [57], serão 
de notar maiores impactos no desempenho nas cartas de dispersão do que nas 
de controlo da média. 
Para verificação do pressuposto de normalidade dos dados serão 




           
      
      
           
      





3 Testes não-Paramétricos de Normalidade 
Como referido anteriormente para a construção e implementação de cartas de 
controlo é recomendado que os dados utilizados respeitem o pressuposto da 
normalidade. É então necessário validar o pressuposto de normalidade, sob o 
risco de conclusões erróneas relativamente ao comportamento do processo. 
Existe uma grande variedade de testes de normalidade e o desenvolvimento 
de novos e adaptações dos existentes continuam a surgir. Ao longo deste 
capítulo serão então descritos diversos testes não-paramétricos de 
ajustamento e serão explicadas as metodologias para as suas 
implementações. 
A comparação de testes de normalidade tem sido referida em diversos artigos 
como “Comparisons of various types of normality tests”  [64], em que é 
comparada a força de 8 testes através de simulação de Monte Carlo de 
amostras de dados obtidos a partir de distribuições de cauda curta, longa e 
assimétricas, alternadamente; “A power comparison of various normality 
tests” [65], onde é feita uma comparação de potência de cada teste através de 
simulação de Monte Carlo de dados gerados a partir de diferentes 
distribuições usando um nível de significância de 5%; “Normality Tests for 
Statistical Analysis: A Guide for Non-Statisticians” [66], que tem como 
propósito rever os procedimentos para verificação normalidade na análise 
estatística utilizando o software SPSS; entre outros. 
Ao longo da presente dissertação serão descritos vários testes de ajustamento 
a uma função empírica (Kolmogorov-Smirnov, Lilliefors, Cramer-Von Mises, 
Anderson-Darling), um teste baseado em regressão ou correlação (Shapiro-
Wilk) e testes de momento (D’Agostino Pearson e Jarque-Bera). 
Para todos os testes seja 𝑋 uma variável aleatória com função de distribuição 
populacional 𝐹𝑛(𝑥) e seja a função de distribuição a testar 𝐹0(𝑥). 
Os testes terão como hipótese nula e alternativa as seguintes: 
 𝐻0: 𝐹𝑛(𝑥) =  𝐹0(𝑥), para todos os valores de 𝑋 
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 𝐻1: 𝐹𝑛(𝑥) ≠  𝐹0(𝑥), para algum dos valores de 𝑋 

















 =   (37) 
3.1 Testes de ajustamento a uma função de distribuição 
empírica  
Os testes de ajustamento a uma função de distribuição empírica são utilizados 
com o intuito de comparar a função de distribuição cumulativa da amostra 
com a função de distribuição empírica em estudo, neste caso, a distribuição 
normal.  
3.1.1 Kolmogorov-Smirnov 
Os matemáticos Andrey Kolmogorov e Vladimir Smirnov, desenvolveram o 
teste de Kolmogorov-Smirnov (K-S), com o propósito de averiguar se os dados 
de uma determinada função de distribuição acumulada contínua, 𝐹𝑛(𝑥), 
podem, ou não, considerar-se como oriundos de uma população com uma 
distribuição acumulada empírica, 𝐹0(𝑥) [11]. 
Este teste pode ser utilizado para testar vários tipos de distribuição, 
utilizando os mesmos valores críticos, desde que esteja totalmente 
especificada com parâmetros conhecidos.  
Neste método, o teste examina a máxima distância entre a função de 
distribuição acumulada contínua, 𝐹𝑛(𝑥), e a função de distribuição acumulada 
empírica, 𝐹0(𝑥).  
Primeiramente é necessário organizar por ordem crescente os dados da 
amostra 𝑋, com tamanho 𝑛, a examinar, atribuindo-lhes uma ordem 𝑖. 






=   (38) 
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Utiliza-se então a estatística de teste: 
 
0sup ( ) ( )x nD F x F x= −   (39) 
Onde 𝑠𝑢𝑝𝑥 significa supremum (supremo) que representa a maior das 
distâncias.  
A hipótese nula é rejeitada se 𝐷 for maior que o respetivo valor crítico tabelado 
por Smirnov em 1948, apresentada como Tabela B1 no Anexo B.   
Porém, quando determinados parâmetros da distribuição têm de ser 
estimados da amostra, o teste de Kolmogorov-Smirnov não pode ser aplicado 
utilizando os valores críticos tabelados. Nestes casos é recomendada a 
utilização do teste de Lilliefors.  
3.1.2 Lilliefors 
O teste de Lilliefors foi desenvolvido em 1967 por Hubert Lilliefors que o 
propôs como uma adaptação do teste de Kolmogorov-Smirnov, para utilização 
aquando a existência de parâmetros desconhecidos na distribuição, tendo 
estes que ser estimados. Este teste compara a distribuição empírica com a 
distribuição normal onde a média µ e desvio padrão σ são estimados através 
dos dados da amostra [67]. 
O processo é semelhante ao apresentado no teste de Kolmogorov-Smirnov, 
porém é necessário padronizar os dados originais, usando as estimativas da 





=   (40) 
Onde 𝑋𝑖 é a amostra aleatória,  ?̅? a média amostral e 𝑆 o desvio padrão 
calculado a partir da amostra.  
Para se obter a função de distribuição acumulada contínua, 𝐹𝑛(𝑥), é necessário 
então normalizá-la, através da Tabela B2 no Anexo B. 
A estatística de teste de Lilliefors é então definida por: 
 
0* sup ( ) ( )z nD F z F z= −   (41) 
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A hipótese nula 𝐻0 é rejeitada se o valor calculado D* for superior ao valor do 
ponto crítico apresentado na tabela elaborada por Lilliefors, apresentado na 
Tabela B3 do Anexo B. 
3.1.3 Cramer-von Mises 
Este teste, desenvolvido por Carl Cramer, Richard von Mises e Vladimir 
Smirnov, é um teste de ajustamento que compara uma função de distribuição 
com 𝑛 elementos, 𝐹𝑛(𝑥), com a função de distribuição empírica, 𝐹0(𝑥),  
Para utilização do teste de Cramer-von Mises é necessário organizar os 
valores da amostra de tamanho 𝑛 por ordem crescente e padronizar os 
mesmos, 𝑍𝑖. 

















−=    (42) 
A hipótese nula 𝐻0 é rejeitada se o valor de CMV for maior que os valores 
tabelados por Anderson que pode ser consultada na Tabela B4 do Anexo B. 
3.1.4 Anderson-Darling 
O teste desenvolvido por Theodore Anderson e Donald Darling em 1952, é 
uma adaptação do teste de Cramer-von Mises que garante um maior peso às 
caudas da distribuição a testar [64]. 
Para calcular a estatística de teste referente ao teste em questão é necessário 
organizar os dados por ordem ascendente e normalizá-los. 
Neste teste utiliza-se a distribuição em hipótese para o cálculo dos valores 
críticos, sendo a estatística de teste a seguinte: 
 
( ) ( 1 )
1














  (43) 
Onde 𝑍𝑖 são os valores da amostra normalizados por ordem crescente. 
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Existindo ainda a modificação da estatística de teste proposta por D’Agostino 








= + + 
 
  (44) 
Sendo esta última equação utilizada especialmente em amostras pequenas. 
A hipótese nula 𝐻0 é rejeitada se o valor de AD (ou AD*) for superior ao valor 






= − − 
 
  (45) 
Em que a, b e d podem ser encontrados na Tabela B5 do Anexo B.  
É também possível atestar a veracidade da hipótese através do teste do p-
value. 
Para o cálculo do p-value utilizam-se as expressões: 
 
* *2(1,2937 5,709  0,0186 ) *  se 0,6AD ADp e AD− +=    (46) 
 
* *2(0,9177 4,279 1,38 ) *  se  0,34 < 0,6AD ADp e AD− −=    (47) 
 
* *2( 8,318 42,796 59,938 ) *1   se  0,2 < 0,34AD ADp e AD− + −= −    (48) 
 
* *2( 13,436 101,14 223,73 ) *1   se   0,2AD ADp e AD− + −= −    (49) 
A hipótese nula 𝐻0 é rejeitada se o valor do p-value for inferior ao nível de 
significância utilizado.  
3.2 Testes de Regressão 
Os testes de regressão e correlação são baseados no facto de uma variável 
𝑌~𝑁(𝜇, 𝜎2) poder ser expressa através de 𝑌 = 𝜇 + 𝜎𝑋, onde 𝑋~𝑁(0,1). Os 
testes de regressão focam-se na inclinação da linha da amostra quando 
confrontada com os valores esperados para a normalidade dos dados e os 




Proposto em 1965, por Samuel Sanford Shapiro e Martin Wilk, o teste de 
Shapiro-Wilk considera-se um dos mais utilizados e poderosos testes para 
confirmação da normalidade dos dados. 
O teste originalmente descrito por Shapiro e Wilk é recomendado para 
amostras com uma dimensão 𝑛 ≤ 50, tendo sido posteriormente proposto um 
algoritmo por Royston, em 1995, capaz de ser utilizado para amostras no 
intervalo 3 ≤ 𝑛 ≤ 5000.  
Primeiramente é necessária a organização dos valores da amostra por ordem 
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Ou através da Tabela B6 do Anexo B. 















  (52) 
 
Onde ?̅? é a média amostral. 
O valor de W varia entre 0 e 1, sendo que os valores mais próximos de 0 levam 
à rejeição da hipótese nula 𝐻0 enquanto que valores mais próximos da 
unidade apontam para uma distribuição semelhante à normal.  
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Rejeita-se a hipótese nula, para um valor de significância α, caso 𝑊 < 𝑊𝑐, os 
valores críticos 𝑊𝑐 podem ser verificados na Tabela B7 do Anexo B. 
3.3 Testes de momento 
Os testes de momento baseiam-se nos testes de assimetria e nos testes de 
achatamento (ou curtose), sendo a assimetria e o achatamento da amostra em 
estudo comparados com os da distribuição normal. Uma distribuição normal 
tem valores de assimetria e achatamento de 0 e 3, respetivamente. Se os 
valores de assimetria e achatamento divergirem significativamente de 0 e 3, 
assume-se que os dados em questão não sejam normalmente distribuídos. 
O teste de assimetria é muitas vezes utilizado como uma estatística bilateral, 
uma vez que a não normalidade pode aparecer tanto na função de densidade 
da inclinação esquerda como direita. 



















































=   (55) 
O teste de assimetria investiga as seguintes hipóteses: 
𝐻0: √𝑏1 = 0 
𝐻1: √𝑏1 ≠ 0 
Já o teste de achatamento é utilizado para decidir se uma população é ou não 
normalmente distribuída, e são utilizadas as hipóteses: 
𝐻0: 𝛽2 = 3 
𝐻1: 𝛽2 ≠ 3 
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Para o cálculo da estatística de teste 𝑧𝑘, é necessário o cálculo anterior de 𝛽2 
































  (56) 







=   (58) 
Existem vários testes que utilizam em simultâneo os testes de assimetria e 
achatamento, entre os quais o teste de D’Agostino Pearson e o teste de Jarque-
Bera, que apresentam estatísticas que combinam o teste de assimetria e o 
teste de achatamento de modo a produzirem testes mais abrangentes de 
normalidade. 
3.3.1 D’Agostino Pearson 
O teste de D’Agostino Pearson foi um teste desenvolvido por Ralph B. 
D'Agostino em 1970 e posteriormente adaptado pelo mesmo e por Egon 
Pearson em 1973.  
Este teste baseia-se no facto de, quando os dados são normalmente 
distribuídos, a estatística de teste terá uma distribuição qui-quadrado com 
dois graus de liberdade [69]. Sendo a estatística de teste: 
 22 2 2s kK z z = +   (59) 
O valor do p-value é retirado da função de distribuição do qui-quadrado, para 
dois graus de liberdade. 
A hipótese nula 𝐻0 é rejeitada se o valor do p-value for menor que o valor do 




O teste de Jarque-Bera recebeu o nome de Carlos Jarque e Anil K. Bera 
assume, como no teste anteriormente referido, a ideia de soma dos dois testes 
estatísticos de achatamento e assimetria, porém utiliza os valores de 
assimetria √𝑏1 e achatamento 𝛽2 em vez das suas transformações.  
Para a realização do presente teste são então necessários os cálculos de 
assimetria e achatamento. A estatística de teste é indicada através de:  
 








= +   (60) 
Assim como no teste de D’Agostino Pearson, a estatística do teste de Jarque-
Bera segue, aproximadamente, uma distribuição qui-quadrado com dois 
graus de liberdade, como tal, o valor do p-value pode ser retirado da função 
de distribuição do qui-quadrado. 






                   
             
     







4 A Unidade Industrial e o Caso 
4.1 Descrição do caso 
A presente dissertação e estudo utilizam como exemplo uma unidade de um 
grupo industrial português, fundado na década de 1980, cujo core business é 
a produção de componentes para a indústria automóvel.  
Essa unidade trabalha em três turnos por dia, cada um com 8 horas. Nos 
processos de produção de peças metálicas são utilizadas diversas ferramentas 
do Controlo Estatístico dos Processos para ter um melhor controlo da sua 
qualidade.  
No estudo realizado, é utilizada como exemplo a característica dimensional 
de um tubo soldado subdimensionado de 89,8 mm, com uma tolerância 
inferior e superior de 0,1 mm.  
Na unidade industrial a frequência de recolha para medição e inspeção está 
estabelecida numa amostra de 5 peças por turno de trabalho, sendo efetuadas 
e compiladas 50 amostras. Este tamanho de amostra será utilizado aquando 
da simulação de modo a manter-se uma coerência com as cartas de controlo 
utilizadas no grupo industrial. 
Uma vez que no grupo industrial aproveitado como exemplo se empregam as 
Cartas de Controlo para a Média e Amplitude, as mesmas serão utilizadas ao 
longo do estudo realizado. 
4.2 Descrição da simulação e do objetivo 
Para a realização deste estudo foram simuladas amostras aleatórias tendo 
por base as características dimensionais anteriormente referidas. 
Através da ferramenta Microsoft Excel foi realizado um extenso modelo com 
a capacidade de gerar aleatoriamente dados tendo em conta os limites de 
especificação da peça automóvel utilizada como exemplo.  
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Esses mesmos dados foram colocados numa Carta de Controlo muito 
semelhante à utilizada na Unidade Industrial e através da mesma foi 
realizado o estudo presente nesta dissertação. 
O estudo apresentado tem, como principal objetivo, uma comparação de 
diversos testes não-paramétricos para verificação da aproximação dos dados 
recolhidos à distribuição normal, testes esses referidos no Capítulo 3. 
Assim como é descrito na secção 2.14.3 existe uma necessidade em verificar 
se os dados seguem, ou não, a distribuição normal, sob forma do valor do ARL, 
medida mais utilizada para a avaliação do desempenho das carta de controlo, 
não corresponder à amostra apresentada. E com isto, serem tomadas medidas 
erróneas referentes ao processo em estudo devido ao aumento de falsos 
alarmes.  
 Como referido anteriormente os vários testes não-paramétricos para 
verificação da normalidade dos dados seguem diferentes métodos sendo, 
então, de esperar que nem sempre tenham os mesmos resultados.  
No estudo realizado por [64] foi possível provar, através de simulação de 
Monte Carlo, que o teste proposto por Shapiro e Wilk teriam um melhor 
desempenho na maioria das distribuições a testar.  
O estudo presente nesta dissertação visa a verificação prática das diferenças 
de sensibilidade dos vários testes não-paramétricos referidos, através da sua 
utilização em diversos grupos de dados, aleatoriamente gerados. 
É importante de frisar que apenas se todos os testes realizados numa amostra 
constatarem que a amostra segue uma distribuição normal podemos assumir 
esta suspeita, se algum dos testes obtiver uma conclusão discrepante, estando 
a amostra em controlo estatístico, não se deve depreender o seguimento da 
distribuição normal. 
Os dados gerados seguiram a premissa, mencionada na secção 2.11.1 de que 
“para que as cartas de controlo sejam eficazes é necessária a recolha de dados 
a partir de amostras provenientes do processo, devendo ser geralmente 
obtidas sob forma de m subgrupos racionais de tamanho n”. 
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Como tal, foram gerados 50 subgrupos racionais com um tamanho de 5 
amostras cada um, por diversas vezes. É importante a existência de um 
tamanho de amostras de 50 devido às condições de aplicabilidade de todos os 
testes, sem necessidade de aplicar outras modificações.  
Com base nesses dados foram preenchidas as cartas de controlo para a média 
e para a amplitude, Carta Xഥ e Carta R, respetivamente; foi verificada a 
existência de causas especiais de variação; e foram ainda avaliadas diversas 
medidas de desempenho para as mesmas como o ARL, o índice 𝐶𝑝𝑘. 
Foi necessária a geração de centenas de dados de forma a verificar a 
existência ou não de cenários onde os diversos testes dariam, ou não, 
diferentes resultados face à normalidade dos dados, sendo que só poderiam 
ser estudados casos onde não fossem verificadas causas especiais de variação 
de acordo com as quatro regras descritas na ISO 7870-1:2019 [56], 
mencionadas na secção 2.12. 
É de grande importância frisar que para a escolha dos casos estudados foram 
necessárias extensas simulações e que os cenários foram, com mais ou menos 
regularidade, encontrados por diversas vezes.  
De seguida é apresentado um caso estudado, sendo exibidas as respetivas 
cartas de controlo (Figura 4.1 e Figura 4.2) e respetivos parâmetros (Tabela 
4.1).  
 











Figura 4.2 - Carta de Controlo para a Amplitude 
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Ao longo do caso em estudo foram feitas centenas de simulações sendo 
escolhidos para comparação três casos, descritos neste capítulo, capazes de 
ilustrar cenários bastante diferentes tendo em conta os resultados dos testes 
de normalidade, com valores próximos de Cpk, cujas Cartas de Controlo 
indicam a não existência de causas especiais de variação. 
Seguiu-se então a execução de testes não-paramétricos para atestar se os 
dados proveem ou não de distribuições normais, sendo eles o Lilliefors, 
Anderson-Darling, Shapiro-Wilk, Cramer-von Mises, D’Agostino Pearson e 
Jarque-Bera. É ainda importante referir que para todos os casos é considerado 
um nível de significância de 5% e que os Testes de Hipótese realizados são: 
𝐻0: 𝐴 amostra segue uma distribuição normal 
𝐻1: A amostra não segue uma distribuição normal 
5.1 CASO I 
No primeiro caso, foram simuladas amostras e construídas as Cartas de 
Controlo da Média e Amplitude, Figura 4.1 e Figura 4.2, respetivamente.  
Como apresentado na Tabela 4.1, o valor do Cpk é 1,404 e, uma vez que 
corresponde a um valor superior a 1,33, é considerado que o processo tem a 
capacidade de produzir dentro das especificações. 
Foram examinadas as Cartas de Controlo de modo a verificar a existência, ou 
não, de padrões de não-aleatoriedade, concluindo-se que não se verificava o 
incumprimento das regras descritas na secção 2.12, tanto no gráfico da média 
como no gráfico da amplitude.  
Foi então atestada a normalidade dos dados referentes à amostra descrita, 
sendo utilizado o software Microsoft Excel como recurso para os cálculos, 
sendo os mesmos apresentados no Anexo E. Os resultados dos diversos testes 
realizados são apresentados na tabela resumo em seguida, Tabela 5.1, bem 




Tabela 5.1- Resultados dos testes não-paramétricos do Caso I 
 
Seguidamente, são também apresentados os gráficos referentes às 
frequências acumuladas observadas dos testes de Lilliefors, Anderson-
Darling, Shapiro-Wilk e Cramer-von Mises, que traduzem a aproximação da 
amostra à distribuição normal.   
 Teste Estatística P-value  Rejeitar? 
Lilliefors É D > 0,1246? D=0,06478  Não 
Anderson-Darling 
É AD > 0,7392  e o p-
value< 0,05? 
AD=0,33983  Não 
Shapiro-Wilk 
É W > 0,947 e o p-value< 
0,05? 
W=0,96154 0,10309 Não 
Cramer-von Mises É T > 0,2193? T=0,04689  Não 
D'Agostino Pearson É o p-value < 0,05?  0,38149 Não 




Figura 5.1 - Resultados (caso I) dos testes a) de Lilliefors b) de Anderson-Darling c) de 
Shapiro-Wilk d) de Cramer-von Mises 
Como é possível verificar, nenhum dos gráficos apresenta um grande desvio 
que indique a não normalidade dos dados.  
Pode concluir-se que o processo em estudo é estável e não apresenta causas 
especiais de variação, o que permite inferir que o processo é capaz de produzir 
a peça conforme especificações. 
5.2 CASO II 
Foram, uma vez mais, gerados dados aleatórios através do Excel 
correspondentes aos limites de especificação apresentados anteriormente, as 
Cartas de Controlo da Média e Amplitude respetivas, bem como os valores de 
especificação das mesmas encontram-se no Anexo D, Figura C1, Figura C2 e 
Tabela C1. 
Neste caso, foi novamente estudado um conjunto de 50 subgrupos de 5 
amostras cujo valor de Cpk correspondia a 1,401. 
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Seguiu-se o mesmo método do Caso I sendo estudada a normalidade dos dados 
através dos testes parametricos anteriormente mencionados, os valores 
relativos aos cálculos dos testes encontram-se no Anexo E e obtiveram-se os 
resultados apresentados na Tabela 5.2: 
Tabela 5.2- Resultados dos testes não-paramétricos - Caso II 
 
Como é possível verificar o teste de Shapiro-Wilk apresenta um valor de p-
value inferior ao valor do nível de significância de α= 5%, como tal rejeita-se 
a Hipótese Nula, isto é, segundo o teste de Shapiro-Wilk, rejeita-se a hipótese 
da amostra seguir uma distribuição normal.  
Seguidamente são apresentados os gráficos referentes à amostra em estudo 
segundo o teste de Lilliefors, Anderson-Darling, Shapiro-Wilk e Cramer-von 
Mises. 
 Teste Estatística P-value Rejeitar? 
Lilliefors É D> 0,1246? D= 0,06101  Não 
Anderson-Darling 









Cramer-von Mises É T > 0,2193? T= 0,06249  Não 
D'Agostino Pearson É o p-value < 0,05?  0,38149 Não 




Figura 5.2- Resultados (caso II) dos testes a) de Lilliefors b) de Anderson-Darling c) de 
Shapiro-Wilk d) de Cramer-von Mises 
É de notar uma existência de um maior desvio relativamente à reta de 
dispersão, que será estudada com mais pormenor na secção 5.4. 
5.3 CASO III 
Após geração de diversos novos grupos de dados aleatórios foi escolhido para 
ilustrar este terceiro caso, encontrado menos frequentemente após muitas 
simulações, o grupo de dados em seguida. Uma vez mais, não foram 
encontradas causas especiais de variação uma vez que não se verificavam 
quaisquer padrões de não aleatoriedade. 
Neste caso, foi calculado um Cpk com o valor de 1,409. 
Após a realização dos diferentes testes não-paramétricos de aproximação à 
normalidade, apresentados no Anexo E, foram compilados os resultados na 
Tabela 5.3.  




Como é possível verificar o valor da estatística do teste de Anderson-Darling 
apresenta um valor de 1,0236 e um p-value de 0,01077, podemos assim 
verificar que AD<ADcrítico e que 0,01077<0,05, como tal rejeita-se a Hipótese 
Nula para o teste não-paramétrico em questão.  
Já no teste de Shapiro-Wilk, como no caso apresentado anteriormente, a 
Hipótese Nula é rejeitada, uma vez que o 0,9357<Wcrítico e que o valor de p-
value calculado é inferior ao nível de significância de 5%.  
Uma vez que dois dos testes apresentam valores aos testes de hipótese 
diferentes, não é possível afirmar com completa certeza que os valores da 
amostra proveem de uma distribuição normal. 
Na Figura 5.3 é possível verificar que os pontos referentes à amostra já 
apresentam alguns distanciamentos relativamente às retas da normalidade. 
 
 Teste Estatística P-value Rejeitar? 
Lilliefors É D > 0,1246? D= 0,11997  Não 
Anderson-Darling 









Cramer-von Mises É T > 0,2193? T= 0,1701  Não 
D'Agostino Pearson É o p-value < 0,05?  0,16752 Não 




Figura 5.3- Resultados (Caso III) dos testes a) de Lilliefors b) de Anderson-Darling c) de 
Shapiro-Wilk d) de Cramer-von Mises 
5.4 Estudo dos gráficos de frequências  
De modo a tentar compreender se é ou não possível verificar o comportamento 
dos testes graficamente tendo em conta os valores das suas estatísticas de 
teste foi realizada uma comparação.  
Seguem, apresentados na Tabela 5.4, os valores dos limites de controlo, Cpk e 
ARLs dos quatro cenários distintos em estudo.  
Tabela 5.4- Limites, Cpk e ARL 
 Cenário 1 Cenário 2 Cenário 3 Cenário 4 
LIC 89,775 89,766 89,772 89,768 
LC 89,804 89,797 89,803 89,799 
LSC 89,834 89,829 89,834 89,830 
Cpk 1,44 1,404 1,401 1,409 
ARLem controlo 370 370 370 370 
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Aplicando-se o teste de Lilliefors às diferentes situações descritas na Tabela 
5.4 obtêm-se os gráficos da Figura 5.4, com D=0,0525 para o Cenário 1, D= 
0,0648 para o Cenário 2, D=0,0610 e D=0,1199 para os Cenários 3 e 4, 
respetivamente. 
Uma vez que todos se encontram abaixo do valor crítico para uma amostra 
com o tamanho 50, Dcrítico=0,1246, segundo o teste de Lilliefors todas as 
amostras testadas seguem uma distribuição normal. Porém, à medida que a 
estatística da amostra se aproxima do valor crítico os pontos distanciam-se da 
linha representativa da distribuição normal apresentada graficamente.   
 
Figura 5.4 - Resultados teste Lilliefors a) Cenário 1 b) Cenário 2 c) Cenário 3 d) Cenário 4 
Para o teste de Anderson-Darling, para o tamanho da amostra em questão, o 
valor crítico da estatística de teste é ADcrítico= 0,7392.  
Tabela 5.5 - Estatísticas e p-values teste não-paramétrico Anderson-Darling 
 Cenário 1 Cenário 2 Cenário 3 Cenário 4 
p-value 0,9287 0,5017 0,1985 0,0108 
AD 0,1727 0,3398 0,5088 1,0237 
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Segundo o teste não-paramétrico de Anderson-Darling, cujos valores das 
estatísticas de teste e p-values se encontram na Tabela 5.5, o Cenário 4 segue 
uma distribuição normal, uma vez que apenas nesse cenário o valor da 
estatística AD é maior que o valor de ADcrítico. 
Os gráficos representativos destes resultados estão apresentados na Figura 
5.5, como é possível compreender através da análise da figura no último 
cenário (Figura 5.5- Resultados teste Anderson-Darling a) Cenário 1 b) Cenário 2 c) 
Cenário 3 d) Cenário 4 a tendência dos pontos afasta-se muito da reta de 
referência.  
 
Figura 5.5- Resultados teste Anderson-Darling a) Cenário 1 b) Cenário 2 c) Cenário 3 d) 
Cenário 4 
Para o teste de Shapiro-Wilk obteve-se a Figura 5.6 como representação dos 
resultados obtidos aquando a análise das quatro situações descritas 
anteriormente.  
Os valores das estatísticas e p-values respetivos de cada Cenário estão 
apresentados na Tabela 5.6, sendo ainda importante notar que o valor crítico 
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para o teste de Shapiro-Wilk tendo em conta que n tem o valor de 50 é de 
Wcrítico = 0,947.  
Tabela 5.6 - Estatísticas e p-values teste não-paramétrico Shapiro-Wilk 
 Cenário 1 Cenário 2 Cenário 3 Cenário 4 
p-value 0,4589 0,1031 0,0441 0,0091 
W 0,9777 0,9615 0,9527 0,9357 
 
 
Figura 5.6- Resultados teste Shapiro-Wilk a) Cenário 1 b) Cenário 2 c) Cenário 3 d) Cenário 
4 
Através da análise da Figura 5.6 é possível reparar que à medida que o valor 
da estatística aumenta existe um maior afastamento dos pontos em relação à 
reta. É de notar que nas figuras a) o e b) os pontos são bastante próximos à 
reta representativa da distribuição normal, já nas figuras c) e d) existe uma 
grande dispersão face à mesma, o que indica que a amostra não se enquadra  




É importante referir que os resultados dos diversos testes foram validados. 
Os dados das amostras foram colocados no software SPSS e comprovou-se que 
os resultados do teste de Lilliefors obtiveram a mesma resposta quanto à não 
rejeição das hipóteses nulas nos quatro cenários. 
Quanto aos outros testes de ajustamento, e para todos os cenários, foram os 
resultados foram validados através das seguintes ferramentas estatísticas: 
- https://contchart.com/goodness-of-fit.aspx 
- https://www.gigacalculator.com/calculators/normality-test-calculator.php 
E foram obtidos, para todos os testes, resultados semelhantes quanto às 
estatísticas dos testes em estudo e respetivos resultados dos testes de 
hipóteses.   
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6 Conclusão e perspetivas de trabalhos futuros 
Neste capítulo apresenta-se um resumo geral das principais elações retiradas 
ao longo do desenvolvimento do estudo.  
A Qualidade é um requisito fundamental para qualquer organização devido 
ao aumento da competição no mercado e o aumento do requerimento de altos 
padrões da qualidade por parte dos consumidores. Torna-se então necessária 
a preocupação com a qualidade não só dos produtos finais como dos processos 
produtivos, sendo necessária a implementação de ferramentas para controlar 
e melhorar a qualidade dos processos.  
Uma vez que grande parte das ferramentas da qualidade utiliza o pressuposto 
de que os dados da amostra se distribuem normalmente sob risco de aumentar 
a taxa de falsos alarmes.  
Ao longo desta dissertação, o objetivo foi avaliar se as amostras obtidas e 
estudadas através das Cartas de Controlo proveriam ou não de uma 
distribuição normal.  
Para o efeito, foi utilizada como exemplo uma peça para automóvel fabricada 
por uma PME portuguesa, com medidas de 89,80 mm com uma tolerância de 
± 0,10 mm.  
Foram então comparadas três Cartas de Controlo, ferramentas estas do 
Controlo Estatístico do Processo com o intuito de avaliar se as amostras 
geradas derivavam de uma população com uma distribuição normal ou não. 
Assim, vários testes de ajustamento foram utilizados e comparados. 
Ao longo do trabalho utilizaram-se os testes de Lilliefors, Anderson-Darling, 
Shapiro-Wilk, Cramer-von Mises, D’Agostino Pearson e Jarque-Bera.  
Sendo que, de acordo com literatura, alguns testes de ajustamento são mais 
poderosos que outros na deteção de desvios à normalidade, os três cenários 
foram avaliados recorrendo aos diversos testes.  
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O primeiro cenário indicou que os dados medidos seguem uma distribuição 
normal. No segundo cenário, o teste não-paramétrico de ajustamento Shapiro-
Wilk rejeitou a hipótese nula, enquanto que no terceiro cenário ambos os 
testes de Shapiro-Wilk e de Anderson-Darling rejeitaram a hipótese nula, 
indicando assim que os dados em estudo não seguem uma distribuição 
normal.  
É de grande importância frisar que para a escolha dos casos estudados foram 
necessárias extensas simulações e que os cenários foram, com mais ou menos 
regularidade, encontrados por diversas vezes. Sendo que, com uma maior 
frequência se verifica a coerência da resposta obtida por todos os testes, como 
acontece no primeiro cenário. 
De modo a compreender a possibilidade de verificar graficamente o 
comportamento dos testes não-paramétricos tendo em conta os valores das 
estatísticas obtidas de diferentes amostras, avaliaram-se através dos testes 
de Lilliefors, Anderson-Darling e Shapiro-Wilk quatro cenários. 
Através dos três testes verifica-se um afastamento dos dados da amostra da 
linha tendência referente à distribuição normal à medida que os valores das 
estatísticas aumentam. Podendo afirmar-se que tanto para o teste de 
Anderson-Darling como para o teste de Shapiro-Wilk, os resultados gráficos 
apresentados corroboram os resultados estatísticos dos testes, uma vez que 
existe um afastamento dos pontos à linha tendência relevantes nos cenários 
em que a hipótese nula é rejeitada.  
Com base nos resultados obtidos, caso o leitor suspeite que a sua distribuição 
é assimétrica, recomenda-se a utilização do teste de Shapiro-Wilk, uma vez 
que este será o mais adequado para testar o ajustamento da amostra a uma 
distribuição normal, visto que se provou ser mais sensível, em diversas 
simulações, na indicação se os dados derivam ou não de uma distribuição 




Após aplicação do teste não-paramétrico e caso a amostra em estudo não se 
aproxime de uma distribuição normal, não se poderá admitir que a Carta de 
Controlo em estudo se encontre incorreta, nem que o processo se encontra fora 
de controlo estatístico, mas sim que a taxa de possíveis falsos alarmes possa 
ser superior ao esperado com base no valor do 𝐴𝑅𝐿𝑒𝑚 𝑐𝑜𝑛𝑡𝑟𝑜𝑙𝑜, o que poderá 
resultar numa maior frequência de paragens ao longo do processo produtivo 
e conduzirá a um consequente aumento de custos. 
Este estudo contribui assim, para apoiar um responsável pela qualidade na 
seleção do teste de ajustamento mais adequado para confirmar se as amostras 
que pretende estudar provêm, ou não, de uma população que se aproxime a 
uma distribuição normal garantindo assim um controlo mais preciso do 
processo. 
6.1 Trabalhos futuros 
Tendo em consideração o trabalho desenvolvido no âmbito da presente 
dissertação são sugeridos vários tópicos a abordar futuramente.  
Uma vez que segundo Amin [58], existirão maiores impactos no desempenho 
nas cartas de dispersão do que nas de controlo da média, quando o 
pressuposto da normalidade não é validado, propõe-se a implementação do 
presente estudo e comparação dos diversos testes de normalidade às cartas 
de controlo da amplitude em vez da utilização dos valores referentes às cartas 
de controlo da média.  
Sugere-se também a realização de um estudo com outros testes não-
paramétricos de ajustamento à normalidade como Teste de Anscombe-Glynn, 
Teste de Shapiro-Francia, Teste de Ryan-Joiner, Teste de Bowman-Shenton, 
Teste de Bonnet  e Seier, Teste de Coin, entre outros.  
Outro trabalho que pode ser realizado é a comparação de testes tentando 
compreender quais se ajustarão melhor a distribuições ligeiramente 
assimétricas, moderadamente assimétricas ou grandemente assimétricas.  
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Pode ainda ser feito um estudo do comportamento dos diversos testes de 
normalidade tendo em conta os tamanhos das amostras em estudo, desde 
pequenos tamanhos até grandes amostras. Por exemplo aplicar os diferentes 
testes paramétricos a amostras e verificar o comportamento e observar 
possíveis diferenças e/ou semelhanças.   
Por fim, é ainda proposto um estudo de comparação de diversos testes de 
ajustamento a outro tipo de funções que não a distribuição normal, como por 
exemplo utilizar os testes de Lilliefors, Cramer-von Mises e Anderson-Darling 
para testar o ajustamento de determinadas amostras à distribuição 
lognormal ou Weibull. 
6.2 Contribuições de pesquisa resultantes deste trabalho 
Da presente dissertação resultou um trabalho de contribuição científica em 
Actas de Conferências Científicas Internacionais, sob forma de um artigo 
publicado na Conferencia 9th International Conference on Industrial 
Technology and Management (ICITM 2020) que decorreu em Oxford, Reino 
Unido nos dias 25-27 de Março de 2020. 
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C. Silva, R. Godina, “Goodness-of-fit Tests Comparison for Statistical Process 
Control in an Automotive Industrial Unit”, 9th International Conference on 
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Tabela B3- Distribuição estatística D (Lilliefors)
 




















Figura C1- Carta de Controlo para a Média (Caso II) 
 
Figura C2- Carta de Controlo para a Amplitude (Caso II) 



























Figura C3- Carta de Controlo para a Média (Caso III) 
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Figura C5- Carta de Controlo para a Média (Caso IV) 
 
 
Figura C6- Carta de Controlo para a Amplitude (Caso IV) 











































Tabela D5- Cálculos para os testes de assimetria e achatamento Caso I 
 




















Tabela D11- Cálculos para os testes de assimetria e achatamento Caso II 
 





















Tabela D17- Cálculos para os testes de assimetria e achatamento Caso III 
 












Tabela D21- Teste de Shapiro-Wilk Cenário IV 
 
