Sensitivity analysis is concerned with understanding how the model output depends on uncertainties (variances) in inputs and then identifies which inputs are important in contributing to the prediction imprecision. Uncertainty determination in output is the most crucial step in sensitivity analysis. In the present paper, an analytic expression, which can exactly evaluate the uncertainty in output as a function of the output's derivatives and inputs' central moments, is firstly deduced for general multivariate models with given relationship between output and inputs in terms of Taylor series expansion. A γ-order relative uncertainty for output, denoted by R γ v , is introduced to quantify the contributions of input uncertainty of different orders. On this basis, it is shown that the widely used approximation considering the first order contribution from the variance of input variable can satisfactorily express the output uncertainty only when the input variance is very small or the inputoutput function is almost linear. Two applications of the analytic formula are performed to the power grid and economic systems where the sensitivity of both actual power output and Economic Order Quantity models are analyzed. The importance of each input variable in response to the model outputs is quantified by the analytic formula.
Introduction
Consider a deterministic model y = f (X) with X indicating a multivariate vector. When y is calculated from X through a specified function, uncertainties in the input variables will propagate through the calculation to the output y [1, 2] . This process is called variance propagation (or uncertainty propagation). Variance propagation, which is regarded as the basis of sensitivity analysis for complex models, mainly considers the determination of output's variance via uncertainties in input variables [3, 4] .
Many methods have been proposed for variance propagation, such as simulation-based methods [5, 6] , most probable point-based methods [7, 8] , functional expansion-based methods [9] , numerical integration-based methods [10] [11] [12] [13] . Simulation-based methods, also called sampling-based methods, are regarded as both effective and widely used, especially for those models without specific correspondence between y and X [14] [15] [16] . These methods, however, are computationally expensive, especially in the presence of a high number of input variables. For a general model with specific functional relationship between y and X, the process will be much easier and numerically cheaper for determining the output's variance if an analytic formula associated with variance propagation can be provided. More information associated with other methods for variance propagation can be found in the reviewed papers [17] [18] [19] .
A simple analytic formula has been appeared since 1953 which approximately computes the variance of the product of two independent random variables [20] . In 1966, this approximation was extended by engineers and experimentalists to more general multivariate cases [21] . This formula, also called Taylor series approximation, restricted to first-order terms [22] , has gained a wide applications thanks to its simplicity and convenience [23] . However, it can satisfactorily estimate the output's variance only when the functional relationship between output and input variables is almost linear or the variance of each input variable is very small [17] . For most models, however, y highly nonlinearly depends on X having large uncertainties. This suggests the necessity of proposing an analytic formula to exactly calculate the output's variance and then to study its sensitivities in response to different input variables.
In the present paper, an analytic formula for variance propagation is proposed based on Taylor series expansion (univariate case is firstly considered) allowing to exactly determine the output uncertainty as well as the contributions of different orders from input uncertainty in terms of the output's derivatives and input's central moments. This formula is then extended to the general multivariate case followed by the applications in sensitivity and reliability analyses of two complex systems.
The paper is organized as follows: section 2 shows the derivation of the analytic formula for variance propagation and its implementation in different univariate nonlinear functions. The analytic formula is extended to the general multivariate situation in section 4, with applications in the analyses of two complex systems accompanied. Section 5 concludes the results.
Analytic expression for variance propagation
Beginning with the univariate function, namely y = f (x), its Taylor series expansion about a point x = µ is provided by
in which µ indicates the mathematical expectation of x. The above equation holds for a general function connecting y and x by making n go to infinity. Taking the average of both sides of Eq. (1) yields
µi is the i th central moment of variable x with definition given by
P (x) labels the probability density function of x. The variance of y, say V (y), then can be stated as
This formula can not only identify the contributions of different orders of the uncertainty in x with considering different values of n, but also exactly determine the output's variance by making n large enough. While n = 1, Eq. (4) only retains the first order contribution from the variance of x,
with µ1 = 0 and µ2 = V (x) used. Equation (5), called the general Taylor series expansion truncated to the first order, is most widely used to approximately calculate the uncertainty in y based on the mean and variance of x. This approximation, however, is satisfactory in the frequent case of highly nonlinear functions only when the variance of input is very small [17] .
To quantify the contributions of different orders of uncertainty in x, a new quantity of interest is proposed, labeled as R γ v , defined as the ratio of V (y) with considering first γ orders contributions of uncertainty in x to its exact value:
where, Vγ(y) is calculated from Eq. (4) under the condition i + j ≤ 2γ, VT(y) the theoretical value of V (y) obtained from integral:
Consider a special situation with x following uniform distribution with probability density function given by
and µ = 
with k being a positive integer. The analytic formula for variance propagation (Eq. (4)) now can be expressed as a function of output's derivatives and input variance by inserting Eq. (9):
where j is summed with an increment of 2 and Cij is defined as follows:
(i+j+1)×i!×j! i and j are odd
The underlying results of R γ v for two widely used nonlinear functions are presented in Fig. 1 . Apparently, R γ v can reach 1 while γ is large enough for both kinds of functions with different parameters, see left plots in both panels.
By inserting y = x α and y = e αx , Eq. (10) can be respectively updated by
and
which demonstrate that, for specified γ, R γ v only depends on the ratio of µ to σ (= V (x), the standard variance of x) for power-law function or on σ for exponential function while α is fixed. Middle panels in Fig. 1 display the distributions of R γ v with exponent α under specified µ/σ (for power-law function) and fixed σ (for exponential 
Generalizing the analytic formula
The analytic formula, Eq. (4), is only valid for univariate model. However in many mathematical and physical models, the output quantity always depends upon two or more input variables of uncertainty. Hence the generalization of the analytic formula is considered in this section to make it work in the general case with nX independent input variables of the form
which can be similarly expanded by Taylor series:
{µ} indicates the mathematical expectation set of input variables: {µ 1 , µ 2 , · · · , µ nX }. Similarly, the variance of output for a general multivariate model then can be exactly calculated by the following expression
with A(· · · ) = i1! · · · inX ! · j1! · · · jnX !, and
4 Applications in sensitivity analyses of complex systems
The purpose of this section is the applications of the generalized analytic formula, i.e., Eq. (17), in the sensitivity and reliability evaluations of two complex physical systems: power grid system and economic system. These two systems play extremely important roles in modern societies and their reliability analyses have attracted many researchers' interest.
Regarding to the topic of sensitivity analysis, someone is of most interest to the sensitivity indices.
Inspired by the variance decomposition, the output uncertainty can be represented as
in which, the first summation set includes the contributions of each input alone, the second one the contributions of the interactions between each two inputs, the third one the contributions of the interactions among each three inputs, and so up to the last one the contribution of the interactions among all nX inputs. All items in Eq. (19) can be computed by Eq. (17), eg.,
The sensitivity indices are defined as
which label the sensitivities of output quantity in response to each input alone and to their different order interactions.
Power grid system
Uncertainty and reliability analysis in power grid system has been carried out since 1994 based on Monte Carlo methods [24] . The assessment of power grid system reliability is generally divided into two aspects: system adequacy and system security which are respectively related to steady-state operation of system and to the ability of system to withstand sudden natural disturbances or to avoid attack.
In this part, we discuss the reliability of the actual wind power output, namely P d , which is one of the most important items in power grid system, from an analytical view based on our extended formula. P d depends on two parameters x and ε through functional relationship [25] :
where x labels the wind speed, P (x) the deterministic power output from a wind turbine generator which can be obtained from wind speed:
and ε the variation of the power output obeying Gaussian distribution with µ = 0 and σ = 0.1Pr [26] .
Following [25] , we set Vci = 3ms −1 and Vr = 12ms −1 which respectively denote the cut-in wind speed, at which the turbine first starts to rotate and generate power, and rated wind speed, at which the rated power Pr (the power output limit that the electrical generator is capable of) is reached. The constants A = 0.1215, B = −0.0784 and C = 0.0126 determined by Vci and Vr.
We mainly focus on the reliability evaluation of P d when x is between Vci and Vr. So according to Eq. (26), the actual power output can be updated as
In the power grid system, the wind speed x can be represented by the Weibull distribution [27] :
where c and k are the scale parameter and the shape parameter, separately. For simplicity, c = k = 2 are supposed here. The following quantities then can be yielded
By applying the above data, the exact values of power output uncertainty and sensitivity measures now can be obtained:
and related analysis results are showed in Table 1 with the consideration of different γ whose maximal value is 2. Apparently, parameter x, the wind speed, is much more important to model output P d with contributing 92% of the uncertainty in P d compared with parameter ε who just contributes 8%. sxε = 0 indicates no interaction exists between x and ε, which can be understood from Eq. (27). 
Economic system
In economic system, one of the oldest classical production scheduling models is the Economic
Order Quantity (EOQ) model. This model was developed by Ford W. Harris in 1913 and aims at determining the order quantity that minimizes the total holding costs and ordering costs [28] . Some analyses about the uncertainty and sensitivity of this model have been proposed in [19, 29] . However, the discussion of its reliability to each input parameter, especially to the interactions between different inputs, is still limited.
This subsection builds an intuition insight into the uncertainty and reliability of EOQ model in terms of the analytic formula deduced before. In EOQ model, the total system cost is expressed as
where P , Q, D, K and h separately denote the purchase unit price, order quantity, annual demand quantity, ordering cost and storage cost. EOQ is the order quantity that minimizes the total system cost. It is easy to obtain the value of Q which determines the minimum point of T C:
The uncertainty of Q * , as well as its sensitivities in response to independent input variables D, K, h and to their interactions, is quantified in this part by applying Eq. (17).
Input variables are assumed to be uniformly distributed within the ranges as follows following [29] : 
which yields
Substituting the distribution laws of model inputs into Eq. 
Sensitivity analysis results are showed in Table 2 for different values of γ. While γ = 2, the analysis results are almost equal to the exact values. This means that the contributions of input uncertainties 
Conclusions
In the present paper, an analytic formula for variance propagation is proposed. This formula allows to exactly calculate the variance of output variable as a function of the output's derivatives and input's central moments for a general specified univariate function, and can be used for quantifying the contributions of input uncertainty of different orders.
In this work, the formula is applied to two widely used non-linear functions: power-law and exponential functions, considering input variable follows uniform distribution. Results reveal that the widely used approximation with just considering the first order contribution of input uncertainty can satisfactorily express the output variance only for very small input uncertainty or when the inputoutput relationship is almost linear. For other cases, higher order contributions should be considered for precisely estimating the output variance. This justifies the necessity of an exact formula to quantify different order contributions of input variance to the output uncertainty.
Finally, the proposed formula is generalized to the situation with nX independent input variables.
Two applications of the formula are also performed to the power grid and economic systems where the reliability and sensitivity of both actual power output and EOQ model are analyzed. The importance of each input variable to the model outputs is quantified by the analytic formula. This provides some prospectives to analytically identify which parameters are important to the model output for some complex systems. We would like to stress here that this analytic formula is only valid for the case with independent input variables whose probability density functions are specified.
