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Abstract. In active structural acoustic control the goal is to reduce the sound radiation of a
structure by means of changing the vibrational behaviour of that structure. The performance of
such an active control system is to a large extent determined by the locations of the actuators and
sensors. In this work an approach is presented for the optimization of the actuator and sensor
locations. The approach combines a numerical modelling technique, for predicting the control
performance, and genetic optimization, to find the optimal actuator and sensor locations. The
approach is tested for a setup consisting of clamped rectangular plate with a piezoelectric actua-
tor and either structural or acoustic sensors. The results show that a control system with optimal
actuator and sensor configuration outperforms an arbitrary chosen configuration in terms of
reduction in radiated sound power.
1 INTRODUCTION
There are several methods available or the attenuation of noise produced by machines, domestic
appliances, etc.. Passive sound absorption or reflection, e.g. by means of absorbing materials
(glasswool) or noise shields, are usually effective at high frequencies. Active control methods
are an interesting solution to the problem of low frequency noise. In many cases, the noise is
produced by large plate-like parts of a structure, which are excited by some disturbance (e.g. in-
cident noise field). The out-of-plane vibration of those parts couples to the surrounding acoustic
medium, resulting in sound radiation. The goal of a control system is to cancel the response
generated by a disturbance or primary source by introducing one or several secondary con-
trolled source(s). In active structural acoustic control (ASAC), actuators are directly attached
to the structure, and a reduction of the radiated sound is achieved by changing the vibration of
the structure [7]. Piezoelectric materials are often used in ASAC as actuator or sensor, mainly
because they can be bonded directly to the structure.
The performance of a control system for ASAC is strongly dependent on the actuator and sensor
locations. In this work an approach is presented for finding the actuator and sensor locations
corresponding with minimal closed-loop sound radiation, i.e. with the control system turned
on. Obviously optimization for ASAC requires a structural-acoustic model representing the dy-
namical behaviour of the system. The early works on optimization for ASAC, such as those of
Clark and Fuller [4] and of Wang, Burdisso and Fuller [15], consider simply supported rect-
angular plates which can be represented by analytical models. Unfortunately, many practical
problems cannot be described with analytical models. Since active control is more valuable in
the low frequency region, the Finite Element Method (FEM) can be applied for such problems.
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Furthermore, it is then possible the include the actuator and sensor dynamics. Optimization
studies using FEM models can be found for instance in the works of Varadan, Kim and Varadan
[9, 14] and De Fonseca, Sas and Van Brussel [6]. The first paper considers plate structures with
piezoelectric patches, and FEM models including the actuator dynamics. However, optimal lo-
cations with respect to minimal sound radiation are determined only at discrete frequencies.
In reference [6] a broad-band frequency range is considered, but only point force actuators are
applied.
In this work an optimization strategy is presented where the structure is modelled with the finite
element method, and a broad-band frequency range is considered. The FEM model describes
the structural dynamics of the system including the dynamics of piezoelectric patches. The
structural model is combined with an acoustical model based on the Rayleigh integral. In order
to reduce computational effort, model reduction techniques are applied. The optimization rou-
tine uses a closed-loop model of the system, where a simplified control algorithm is applied to
model the controller. The genetic algorithm (GA) is used as the optimization tool. The strategy
is applied to determine the optimal actuator and sensor location corresponding with minimal
free field sound radiation of a clamped rectangular plate. The actuator is a piezoelectric patch,
whereas several sensor types are used. The results are compared with a simple placement strat-
egy which uses the mode shapes of the plate.
2 MODELLING
The model used in the optimization strategy is presented in three parts. The structural dynamics
are described with a FEM model, where the piezoelectric patch(es) are included in the model.
FEM models have in general a large number of degrees of freedom (DOF). A model reduction
technique is described to reduce the number of DOF and thus reduce the computational effort.
Next a model is given for the sound radiation based on the Rayleigh integral. Note that this
model is only valid for plate-like structures, whereas the structural model can be used to model
any coupled structural-piezoelectric dynamical system. It is however possible to replace the
acoustical model by a more advanced model for more complex structures, e.g. a boundary
element model. The optimization routine uses a closed-loop model of the system, where optimal
control theory is applied to model the controller.
2.1 Structural model
The linear FEM equations of motion for a coupled structural-piezoelectric system are given by[
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where u is the vector with nodal structural displacements and rotations, and φ is the vector with
nodal voltages. Matrices Muu, Cuu, and Kuu are respectively the structural mass, damping and
stiffness matrix. Matrix Kφφ is the dielectric stiffness matrix. The piezoelectric coupling arises
in the piezoelectric stiffness matrices Kuφ and Kφu = KTuφ. The external loads are stored in
f , i.e. the vector with nodal structural forces, and g, which is the vector with nodal electrical
charges. The main assumption made in the derivation of Eqs. (1) is that the electrical field
behaves quasi-statically. Note that vector u contains the nodal displacements of the structure as
well as the nodal displacements of the piezoelectric material.
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In general FEM models contain a large number of degrees of freedom (DOF). A model reduction
technique is applied to restrict simulation times. Here only a short summary of the method is
given, more details can be found in reference [12]. In a control setup piezoelectric materials can
be used either as actuator or sensor. In case the patch is used as actuator the electrode potential
is prescribed, whereas for a sensor the potential is free. It is convenient to divide the vector with
nodal voltages into two parts: φ = {φp φf}T, where φp is the vector with prescribed nodal
voltages, and φf contains the free nodal voltages. Substitution of this vector into Eqs. (1) gives
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For ease of writing the damping forces are omitted in this equation. The reduction method
which is applied is a mode superposition method. First the free electrical DOF are eliminated
with static condensation. The results is an equation of motion in terms of the structural dis-
placements, i.e.
Muu u¨+Cuu u˙+K
?
uu u = f
? . (3)
In this equation the effective stiffness matrix K?uu and force vector f ? are defined as,
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i.e. nodal charges and prescribed nodal voltages, are transformed to structural loads. Once the
structural displacements have been solved, the free electrical DOF can be calculated with
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In the mode superposition method, the response is expanded in terms of the undamped eigenvec-
tors or mode shapes (modes) of the problem. The solution of the undamped eigenvalue problem
comprises nd angular eigenfrequencies ωi and corresponding eigenvectors uˆi (i = 1 . . . nd),
where nd is the total number structural DOF in the model. Following the method of modal
superposition, the solution of Eq. (3) is written as
u =
nd∑
i=1
uˆiqi = Ψu q , (7)
where Ψu is a matrix with the structural mode shapes, stored column wise, and q is the column
vector with modal participation factors. Substitution of this solution into Eq. (3) and multiply-
ing through by ΨTu leads to the uncoupled generalized equations of motion:
q¨i + 2ξiωi q˙i + ω
2
i qi = uˆ
T
i f
? , i = 1 . . . nd . (8)
It is here assumed that the damping is classical, which means that the mode shapes are decouple
the damping matrix. Note that ξi is the modal damping ratio for mode i. A good estimate of
the response in a limited frequency band ω ∈ [ω0, ω1] is obtained when only a small number of
mode shapes m nd is taken into account in summation (7).
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2.2 Acoustical model
The radiated sound power is often used in ASAC as performance metric for the controller. A
model for calculation of this quantity for plate structures is given here. The time-averaged
radiated acoustic power through an area S can be expressed as
W¯ =
1
2
Re
(∫
S
p(rs) v
∗
n(rs) dS
)
, (9)
where p(rs) and vn(rs) denote respectively the surface pressure and the normal velocity on the
structure at position vector rs. The normal velocity distribution is known from the analysis
described in the previous section. It is hereby assumed that the vibration of the structure is not
affected by the surrounding medium. In the current work the analysis is restricted to a plate
in an infinite baffle, i.e. the Rayleigh integral can be used to model the acoustic field. The
Rayleigh integral [13] is given by
p(r) =
jωρ0
2pi
∫
S
vn(rs)
e−jk|r−rs|
|r− rs|
dS , (10)
where ρ0 is the mean density of the acoustic medium, k = ω/c0 is the acoustic wave number
with c0 the undisturbed speed of sound. Because there is normally no closed form solution
available, the Rayleigh integral and thus the expression for the radiated sound power are discre-
tised. The surface is divided into l elementary radiators (pistons) of equal size. It is assumed
that the velocity and pressure fields across each radiator are constant. Then Eq. (9) reduces to
W¯ =
Se
2
Re
(
vHn p
)
, (11)
where p and vn are the vectors with the surface pressure and normal velocity of the elementary
radiators, Se is the surface of an elementary radiator. Discretisation of the Rayleigh integral
leads to a linear relation of the form
p = Zvn , with Zij =
jωρ0Se
2pi
e−jk|ri−rj |
|ri − rj|
, i, j = 1 . . . l . (12)
The pressure is here evaluated on the surface, meaning that the diagonal elements of impedance
matrix Z are singular (i = j). The expression for the time-averaged radiated sound power now
becomes
W¯ =
Se
2
Re
(
vHn Zvn
)
= vHn Rvn , (13)
whereR = (Se/2)Re(Z) is the so-called radiation resistance matrix. Because only the real part
of the impedance matrix is used for evaluation of the radiation matrix, no singularity is present.
2.3 Control algorithm
Optimal control theory determines the optimal response with respect to a quadratic error cri-
terion when controlling a linear system (see for instance Nelson and Elliott[11]). It gives the
optimal control performance, irrespective of the control algorithm, in case of a quadratic cost
function. The frequency domain response of a linear system subjected to a number of a distur-
bance and control inputs can be written as
y = Hd fd +Hc fc , (14)
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where y is the vector with outputs which are minimized, e.g. plate displacements or pressures.
Vectors fd and fc are the disturbance and control input vectors, respectively, and, Hd and Hc
are transfer matrices which relate the disturbance and control inputs to the response. The error
criterion is defined as
J = yHWy + β fHc fc , (15)
where V is the performance weighting matrix and β is a control effort penalty. The control
input vector which minimizes objective equation (15) is given by
foptc = −
(
HHc WHc + β I
)−1
HHc WHd fd . (16)
3 OPTIMIZATION STRATEGY
The foregoing model can be used find optimal values of several model parameters (design vari-
ables). Obviously an object function must be defined which determines the quality of a certain
set of design values. In genetic optimization the object function is often called the fitness func-
tion. Here the focus in on finding the actuator and sensor locations corresponding with minimal
sound radiation in the closed-loop case. Furthermore sound reduction should be achieved in a
broad-frequency range. The fitness function is defined as
F =
∫ ω1
ω0
W¯ (ω) dω ≈
nω−1∑
i=1
ωi+1 − ωi
2
[
W¯ (ωi) + W¯ (ωi+1)
]
. (17)
The radiated sound power W¯ is only available at discrete frequencies. Therefore, this integral
can only be evaluated numerically, here according to the trapezoidal rule. There exist numerous
methods to minimize Eq. (17). In this work genetic optimization is applied, mainly because
the method is capable of minimizing multi-modal object functions, i.e function with several
minima.
3.1 Genetic algorithm
Genetic algorithms search within the design space for the best solution, hereby simulating a
survival of the fittest strategy. Here the genetic algorithm (GA) used in this work is briefly
discussed, more thorough discussions on genetic optimization can be found in references [8,
10].
The genetic algorithm is summarized in Fig. 1. A floating point representation of each chromo-
some or individual within the design space is used. The early genetic algorithms used binary
representations but in reference [10] it is shown that floating point based algorithms are more
efficient in terms of CPU time. The genetic algorithm must be provided an initial population,
where a population refers to a set of individuals. The initial population is randomly generated.
The initial population is passed to a selection procedure. All individuals have a chance of
being selected and one individual can be selected more than once. In many selection methods a
probability of selection, Pi, is assigned to each individual i, based on its fitness. The cumulative
probability is defined as Ci =
∑i
j=1 Pj . An individual i is selected if Ci−1 < U(0, 1) ≤ Ci,
where U(0, 1) is random number between 0 and 1. In this way np individuals are passed to
a new population, with np the population size. Various methods exist to assign probabilities.
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Figure 1: Schematic representation of the genetic algorithm.
Here normalized geometric ranking is applied, where Pi is based on the rank of the solutions:
Pi =
q(1− q)r−1
1− (1− q)np
, (18)
where q is the probability of selecting the best individual, and, r is the rank of individual i
(where one is the best).
Reproduction with genetic operators is the basic search mechanism. With the crossover and
mutation operators new individuals are created based on an existing solution. Crossover takes
two individuals (randomly selected) and produces two new individuals whereas mutation alters
one individual. Here the arithmetic crossover scheme is applied, which produces two comple-
mentary linear combinations of two individuals i and j according to
x′i = r xi + (1− r)xj , (19)
x′j = (1− r)xi + r xj , (20)
where xi is an original chromosome, x′i is the new chromosome, and r is a random number
between zero and one. Mutation alters one gene (design variable) in the chromosome represent-
ing one individual. The non-uniform mutation scheme used in this work selects randomly an
individual, and sets one design variable bounded by [ak, bk] to a non-uniform random number:
x′k =
{ xk + (bk − xk)f(ng) if i = j, r1 < 0.5
xk − (xk + ak)f(ng) if i = j, r2 ≥ 0.5
xk if i 6= j
(21)
where f(Ng) = (r2(1 − g/ng))b, ng is the total number of generations, g is the current gener-
ation, b is a shape parameter, and r1 a r2 are random numbers. Initially this mutation operator
searches the design space uniformly (g  ng), but more locally as the number of generations
increases.
The genetic algorithm passes several generations while selecting and reproducing individuals.
In general the entire population will converge to a single solution. The algorithm is forced to
stop when a certain termination criterion is met, here if a specified number maximum number
of generations has passed.
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4 IMPLEMENTATION
The analysis packages ANSYS and MATLAB are used for implementation of the strategy pre-
sented in the previous sections. Calculation of the fitness of a single individual requires the
following steps. First a modal analysis of a plate structure with piezoelectric patches are per-
formed in ANSYS. The FEM analysis results are imported in MATLAB, where the reduced
model and sound radiation model are defined. It is noted that the structural mesh and acoustical
mesh (number of radiators) are not equal. The radiation matrix is calculated only once, and the
FEM results are mapped on the acoustical mesh every time the fitness function is evaluated. The
optimal control input and response for a certain objective function is determined. Besides the
eigenfrequencies and modeshapes also piezoelectric stiffness matrices are required to define
the reduced model. A number of routines to import the ANSYS model data and results were
implemented in MATLAB.
The genetic algorithm is also implemented in MATLAB. All results presented in this paper
are obtained using the Genetic Algorithm Optimization Toolbox - GAOT, developed by C.R
Houck, J.A. Joines and M.G. Kay of North Carolina State University. This toolbox is free
software which is available on the internet, see http://www.ie.ncsu.edu/gaot.
5 TEST CASE
5.1 Setup
The setup used for the test case consists of a clamped rectangular plate with one surface bonded
piezoelectric patch (see Fig. 2). The plate has dimensions 490×245×1.2 mm3. The disturbance
input is a point force in the transverse direction applied at (x, y) = (70, 154) mm. The control
system consists of one actuator, the piezoelectric patch, one sensor, and the control algorithm
described earlier. Three error criteria or sensor types are investigated: (1) radiated sound power
W¯ , (2) structural normal displacement us, and, (3) acoustic nearfield pressure ps. Obviously
the first criterion is not very realistic, but it gives the best control performance, and is therefore
used for comparison with the more realistic sensing strategies. The control effort penalty β (see
Eqs. (15, 16)) is zero for all three cases. Note that for all criteria the fitness function is the
radiated sound power integrated over frequency (see Eq. (17)). The number of design variables
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Figure 2: Clamped rectangular plate with one piezoelectric patch.
depends on the error criterion which is applied. For criterion (1), the actuator location, defined
by xpe and ype, is optimized. In case of the other criteria also the optimal sensor location is
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determined, i.e. (xs, ys) for criterion (2), and (xs, ys, zs) for criterion (3). Note that in case of
error criterion (3) the pressure is calculated with Eq. (12). The frequency range for optimization
includes the first three structural modes, and is given by [ω0, ω1] = [70, 270] Hz. A number of
75 steps is used to evaluate the fitness function. The reduced structural model is constructed
with 12 structural modes.
5.2 Alternative placement method
The results which follow from genetic optimization will be compared with results obtained with
an alternative method for actuator and sensor placement. This method uses the structural mode
shapes of the plate without piezoelectric patch in the selection criterion. It it computationally
much more efficient than genetic optimization, and is thus much more attractive for engineering
application.
Analytical models of plates with surface bonded piezoelectric patch actuators (e.g. Dimitriadis
et al [5]) show that the curvature of the plate is proportional to the strain induced by the patch.
This means that a mode is best excited by a patch when it is placed at a location corresponding
with maximum curvature. The optimum is here defined as the location for which the function
γ(x, y) =
nm∏
i=1
κˆx,i + κˆy,i
max(κˆx,i + κˆy,i)
, (22)
is maximal, where κˆx,i and κˆx,i are the curvature of mode i in x- and y-direction respectively.
In the same way a criterion is defined to determine the displacement sensor location:
β(x, y) =
nm∏
i=1
uˆi
max(uˆi)
. (23)
The optimal locations have been obtained from plots of functions γ(x, y) and β(x, y) when
using the analytical mode shapes of a clamped plate [1]. When three modes are included, i.e.
nm = 3, the optimal patch location is (xpe, ype) = (0.108, 0.108), and the optimal displacement
sensor location is (xs, ys) = (0.129, 0.123). Since Eqs. (22) and (23) only refer to the structural
behaviour of the plate, no optimal microphone location can be determined with these criteria.
The microphone is placed at the same location as the displacement sensor with an offset in
z-direction of 100 mm.
6 RESULTS
All results presented in this section have been obtained with a population of 25, and 50 gener-
ations. The number of crossover and mutation opertations per generation were 3 and 4 respec-
tively. For each criterion three optimization runs were performed, the most optimal solutions
are summarized in Tab. 1. The table gives besides the optimal locations also the corresponding
fitness function value FGa, and the fitness function value FAlt when the alternative placement
method is applied. The differences between the results obtained with each optimization run are
small for the actuator location (< 7 mm), but deviations up to 60 mm were found for the sensor
location.
The passive response and active responses of the radiated sound power are compared in Fig. 3
for each error criterion. Two active response curves are shown in each figure, i.e. one cor-
responding with the actuator and sensor location which follow from the alternative placement
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Error criterion xpe ype xs ys zs FGa FAlt
Sound power W¯ 0.0807 0.105 − − − 8.72 · 10−5 7.63 · 10−4
Displacement us 0.0801 0.101 0.228 0.112 − 2.34 · 10−4 6.57 · 10−1
Pressure ps 0.0846 0.107 0.401 0.249 0.255 8.90 · 10−5 1.91 · 10−3
Table 1: Optimization results.
method, and one corresponding with a control setup found with the genetic optimization strat-
egy (see Tab. 1). Note that the fitness function value is equal to the area under these frequency
response functions. The figure clearly shows that the control setup following from the genetic
optimization strategy gives a larger reduction in radiated sound power than the setup found with
the alternative placement method. This is especially the case for the displacement error crite-
rion, see Fig 3(b). For this criterion the results corresponding with the alternative method show
a shift of the resonance frequencies. This behaviour, which is clarified in references [2, 3], and
is related to the fact that a control system with one actuator and sensor is able to reduce the
error signal to zero at each frequency. The control input must be very large at these resonance
frequencies, and a non-zero control effort penalty will significantly change the behaviour. The
vibration shape at such a resonance frequency corresponds with the mode shape found if the
transverse displacement at the sensor location is suppressed. Shifting of resonance frequencies
is also possible if the error sensor is a microphone, but this was not observed for the sensor
locations here.
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(a) Error criterion: W¯
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(b) Error criterion: us
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(c) Error criterion: ps
Figure 3: Comparison of optimal configurations for different error criteria: (a) radiated sound
power W¯ , (b) out-of-plane displacement us, and, (c) near-field acoustic pressure ps.
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Figure 4 compares the performance of the error criteria with corresponding optimal location of
actuator and sensor. A remarkable aspect is that in the low frequency region the control system
with one microphone gives a reduction in radiated power which is nearly equal to a controller
which uses the sound power as error criterion. Outside of the optimization frequency range
the control performance is not significant. Even an increase of radiated sound power can be
observed for the displacement and pressure error criteria.
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Figure 4: Comparison of radiated sound power reduction for different error criteria.
7 CONCLUSIONS
An optimization strategy for actuator and sensor placement in ASAC was presented. The strat-
egy uses a dynamical model consisting of a structural dynamics model, sound radiation model
and controller model. The FEM method is used to model the structural dynamics including
piezoelectric actuators (or sensors) and a reduction technique is applied to obtain fast simula-
tion models. These features make the method more suitable for optimization of structures more
complex than flat plates. The strategy uses a genetic algorithm to find optimal actuator and sen-
sor locations, here with respect to minimum radiated sound power over a broad-band frequency
range.
The optimization strategy was applied to a test case consisting of a clamped rectangular plate
and control system with one piezoelectric patch actuator and one sensor. The actuator and
sensor location were optimized and the results compared with an alternative method using only
structural mode shapes. The optimization strategy clearly showed a larger reduction in radiated
sound power. Future work focuses on experimental validation of the results found with the
numerical study and extension to control systems with several actuators and sensors.
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