Abstract. Oettli, Prager, and Wilkinson (1965 ), (1964 
1. Introduction and develo,pment of method. In this paper we show how to compute bounds on the solution set of a system of m equations with n unknowns, In [3] , Oettli shows that if the Aai and Abi are small enough so that all solutions lie in the same orthant, then bounds on the possible solutions can be found. We extend the results of [3] , [4] , [5] and change the approach to the problem. Instead of requiring that AA and * Received by the editors August 22, 1977 , and in final revised form September 6, 1978. " Union Carbide Corporation, Nuclear Division, Oak Ridge, Tennessee 37830.
Ab remain small, we allow the solution set to extend over many orthants, or even be unbounded, and look for bounds on all of the solutions which lie within a given orthant.
The reasons for this point of view are that there is no a priori way to tell how small AA and Ab must be to keep all solutions in the same orthant, and that often nothing can be done about uncertainty in A and b. Hence, instead of keeping AA and Ab small.enough to keep the solutions from going outside a given orthant, we do not consider any solutions lying outside that orthant. The problem becomes the following: given A and b as above, find in the given orthant, values x <=x i, 1,... n, such that for all solutions x in that orthant to the systems defined by (1.1) and (1.2), xi[x , X i].
Although we do not know A and b exactly, we assume that an exact A and b exist, and that A AA _--< , _--< A + AA, b Ab _-< -< b + Ab. We assume that the system ,x has at least one solution x, and that we know in which orthant x lies. We then find bounds on all solutions within that orthant.
Knowing the orthant of the solution vector is not so artificial as it may seem, since in many applied problems, a priori physical constraints dictate the signs of the components xi. The system Ax b may have solutions in other orthants, but those are not considered in computing bounds for x. We note that if AA is large enough and if there is no orthant constraint, the solution set may become unbounded. Thus the assumption of an orthant constraint replaces the requirement that AA and Ab be small. Of course it is possible to have problems in which an orthant constraint is not powerful enough to bound the solution set.
Using (1.3) we set up the tableaux for the linear programming problems which must be solved to compute the bounds for the solution. We can write (1.4) Ixl=q, where q is an n-vector, qi Ix l, Rewrite (1.3) as two inequalities, (1.5a) E Aaijlxj[ + Abi >= E axj bi, (1.5b) . , Aailxl / Abi > a i i x i d-b
Let sgn xi 1 if xi >= 0, and sgn xj 1 if xi < 0. Since the orthant of x is known, sgn xj is known, and xi sgn xi[xi [, so (1.5a) 
There is no loss of generality in assuming that S 2 is a diagonal matrix. The functions Ki(s) are generally not known exactly either, but it is often possible to measure them quite accurately relative to the accuracy obtainable for the )i. We assume that we can determine pointwise approximations Ki(sj) at as fine a mesh si as may be necessary to give a discrete problem that accurately models the system of continuous equations. The discrete problem obtained by applying a quadrature rule to (2.2) can be written (2.4) x=+:
where K is an m x n matrix composed of the K(si) and the quadrature weighting coefficients and x is an n-vector whose elements constitute a pointwise approximation to x(s). We assume that there is essentially no uncertainty in K.
It is important to take n large enough so that the discretization errors are negligible in comparison to the statistical errors i. If n is not chosen large enough so that (2.4) accurately models the physical situation, then because the problem is ill-conditioned, the resulting solution set may not be consistent with physically motivated a priori 
The problem of finding confidence intervals for the xj can be formulated as follows" The form (2.11) can be obtained from (2.13) by applying the same quadrature rule used to reduce (2.2) to (2.4).
In theory there are a number of ways to calculate solutions to the problems (2.10) and (2.12). The most obvious approach is to apply the Wolfe duality theorem to obtain a linearly constrained quadratic maximization problem. A similar approach involving parametric quadratic programming has been described in [6, Chap. 5] . In practice these approaches have so far not been successful. We believe that this failure is caused by the ill-conditioning of the problem. The failure of standard optimization codes to solve these ill-conditioned problems has led us to consider suboptimal approximating problems which are computationally more tractable. These are obtained by replacing the y-ellipsoid by a circumscribing polytope (cf. [9, Chap. 3] ) to obtain linear programming problems which yield confidence interval estimates that are wider than the optimal one that would result from solving the quadratic problem. It is easy to see that the w-norm polytope yields a tableau formally identical to (2.5) The bounds obtained using the tableau (1.7)' are the same as those of [3] , i.e., where wi is the weight associated with the quadrature rule that is used. In this case a simple rectangular rule was used. We can now put (3.4) FIG. 4 We then multiplied A by D to Create a right-hand side. D(r) is a plausible density function for this problem. Further, D(r) is always nonnegative and is a monotonic nonincreasing function of r for r _-> 75. We chose a monotonic solution in order to simulate a problem obtained from plates covering an area of the sky in the direction of the north galactic pole, i.e. "looking" in a direction perpendicular to the plane of the galaxy. We used 13 magnitude bins and 50 r-mesh points. Two different spacings of mesh points were tried; first, an equally spaced r-mesh was used, and then the mesh points were spaced so as to yield equal volumes dV. Trials were made with both mesh spacings, with and without the monotonicity constraint. Figure 3 is a graph of the true solution and bounds obtained using nonnegativity and the monotonicity constraint. The solid line is the true solution, the dashed lines represent the bounds obtained using equal r-mesh spacing and the symbols are the bounds obtained using equal volume mesh. Figure 4 gives the results using equal volume spacing both with and without the monotonicity constraint.
