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Abstract
A multicore processor of simultaneous multi-threading (SMT) cores has attracted much
attention as a promising architecture to effectively use a lot of transistors on a chip. Until
recently, the operating systems (OS) was not able to take into account the difference
between physical and logical cores for thread scheduling. The thread scheduling strategies
of the latest OSes are designed to handle extreme load unbalance among cores, and hence
passive for thread migration. However, the selection of threads simultaneously running
on an SMT core is an important factor that significantly affects the effective performance.
Therefore, it is necessary to establish an active thread scheduling methodology that can
take advantage of the features of both threads and the architecture.
The objective of this thesis is to extract the potential of a multicore processor by the
thread scheduling. To this end, thread scheduling needs to consider the characteristic
of each thread for the appropriate core allocation. This thesis proposes a new metric
for characterizing each thread, named a SMT priority, and thread scheduling algorithms
based on the metric. The SMT priority can estimate the performance degradation caused
by conflicts of threads on shared resources such as arithmetic units. It can be obtained
by runnning each thread alone, and therefore the number of cycles for thread profiling to
estimate is in proportion to the number of threads, not to the number of their combina-
tions. It can also estimate the conflicts among threads on each resource only from the
instruction queue length.
This thesis first proposes the SMT priority and then a static thread scheduling method,
which calculates the SMT priority once in advance and schedules threads at the beginning
of the execution. Moreover, this thesis proposes a dynamic thread scheduling method,
i
which performs thread scheduling at fixed intervals to reflect the dynamic changes in
behaviors of threads.
The static thread scheduling method is evaluated by scheduling four threads for a mul-
tiprocesor of three SMT cores. The results show that the static thread scheduling method
can find the best combination for 53 threads out of 70 threads. The superiority of the
proposed method is clearly demonstrated because it can find an appropriate combination
of threads especially if the performance greatly depends on their combination.
The results also show that the dynamic thread scheduling method has a potential to
achieve higher performance than the static thread scheduling method, because of its ca-
pability to adapt to the time varying behaviors of a problem.
ii
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能な Simultaneous Multi-Threading（SMT）[6, 7, 8]がある．CMPはマルチコアプロセッ
サとも呼ばれ，多くの場合 L2キャッシュもしくは L3キャッシュのみを複数のスレッド間で




アに SMTを用いた例として Intel Pentium4 [11]がある．今後，マイクロプロセッサアーキ
テクチャの多くが，SMT技術を利用するであろうと言われている [12]．
現在，SMTコアで構成されたマルチコアプロセッサが注目されている．例として，2コン






リングされるかに大きく依存する．Moseley ら [15] によると，Intel Pentium4 2.53GHz で

































































レジスタの値など）のことをスレッドコンテキストという．SMT プロセッサや CMP では，
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図 2.1 SMTコアで構成された CMP
スレッドコンテキストを同時に複数保持することで，複数のスレッドを停止させることなく実
行可能となる．SMTコアで構成された CMPのアーキテクチャを図 2.1に示す．実行中のス
レッドのスレッドコンテキストが保存される部分を State で示した．物理的なコアが 2 つあ




































































Parekh ら [23] は，SMT におけるスレッドスケジューリング手法の提案と評価を行い，



































チする ICOUNT [7]，ICOUNTを拡張し，片方のスレッドが L2キャッシュミスでストール
している間はもう片方のスレッドをフェッチしつづける STALL [25]，STALL を改良し L2
キャッシュミスの発見精度を高めた FLUSH [25]，さらに，スレッドのキャッシュミスの振る











































能を IPC （Instructions Per Cycle）で計測する．後者の，スレッドを 2コアで実行したとき
の性能を最大性能と考え，それに対する SMT実行時の性能の比率を式 (3.1)に示す SMT効
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それ以外（other）に分けると，それぞれの割合 CinstQ，Cother と Cbusy の間には次式が成立
する．
Cbusy + CinstQ + Cother = 1 (3.4)
前述の考察より，あるスレッドが SMTに適しているということは Cbusy と CinstQ が小さい，
つまり Cother が大きいということである．よって Cother を SMT優先度として式 (3.5)で定
義する．





する．また，同時に実行するスレッド数を Nt，プロセッサのコア数を Nc とし，Nt ≤ Nc の
場合は，スループットを最大にするためには SMTを利用する必要がないので，1コアに 1ス





2. SMT 優先度の和が最大となるスレッドの組み合わせを選択し，1 コアに割り当てる．
割り当てを n回行った後の，どこのコアにも割り当てられていないスレッドは Nt − 2n
個，1つもスレッドが割り当てられていないコアは Nc − n個となる．この割り当てを

















































構成されたマルチコアプロセッサをターゲットにしている Cazorlaら [12]は，ある 1スレッ










とを繰り返す．また，Nt ≤ Nc の場合は，スループットを最大にするためには SMTを利用す









4. SMT 優先度の和が最大となるスレッドの組み合わせを選択し，1 コアに割り当てる．



















最初に，静的スレッドスケジューリングにおける SMT 優先度の SMT 効率予測精度をシ
ミュレーションによって評価する．まず，マルチコアプロセッサにおいて，2 スレッドを 1
コアで SMT を利用して実行する場合と，2 スレッドにそれぞれ 1 コアずつ割り当てて 2 コ
アを使って実行する場合の，プロセッサ全体の IPCおよび必要なパラメータを計測する．次
に，計測した値を基に，2 つのスレッドの組み合わせに対する SMT 効率と，それぞれのス
レッドの SMT 優先度を求め，2 つのスレッドの SMT 優先度の和と SMT 効率の関係を求


































このようにして得られたグループ Aとグループ Bの内訳を表 4.3に示す．またそれぞれのグ
ループの SMT効率と SMT優先度の和のグラフを図 4.1と図 4.2に示す．縦軸が SMT効率
（SMT Efficiency, SMTE），横軸が SMT優先度（SMT Priority, SMTP）の和である．SMT
効率は 0以上 1以下の値となり，各スレッドの SMT優先度は 0以上 1以下の値となるために
SMT優先度の和は 0以上 2以下の値となる．図 4.1と図 4.2より，グループ Aのアプリケー
ションのみを用いた場合は相関が高く，グループ Bのアプリケーションのみを用いた場合は相



































は 3 コアのマルチコアプロセッサで 4 スレッドを同時に実行する．これによって，2 つのス
レッドが 1コアで SMTを用いて実行され，残りの 2つのスレッドがそれぞれ 1コアで単独で
実行されることになる．14個のベンチマークを，前節で示したグループ Aのベンチマーク 8
個と，グループ Bのベンチマーク 6個に分け，グループごとに実験を行った．
グループ Aの 8種類のベンチマークからスレッドとして実行する 4つを選ぶ組み合わせは
全部で 70組，グループ Bの 6種類のベンチマークからスレッドとして実行する 4つを選ぶ組
表 4.3 SMT優先度と SMT効率の相関係数による分類
グループ A Bzip2 Gcc Gzip Twolf Apsi Mgrid Swim Wupwise














図 4.2 グループ B（相関なし）の SMT優先度の和と SMT効率の相関関係
み合わせは全部で 15組あり，選んだ 4スレッドを 3コアに静的にスケジューリングする組み
合わせは 6種類あるので，その組み合わせすべてに対してシミュレーションを行い，提案手法
の有効性を順位によって評価する．
グループ A，グループ Bにおいて，とり得るすべての組み合わせの中で何番目に高い IPC
が得られたかを表 4.4に示す．まずグループ Aについて考察し，その後グループ Bについて
考察する．
表 4.4 各グループの順位
順位 1位 2位 3位 4位 5位 6位
グループ A（全 70組） 53 14 2 1 0 0
グループ B（全 15組） 5 6 3 1 0 0
25
図 4.3 グループ Aにおけるプロセッサ全体の実効性能（IPC）の比較
グループ A










グループ Aの Apsi，Swim，Gcc，Gzipを同時実行する場合に，提案手法は 4番目に良い
組み合わせを選択した．前述のように，この 4つのアプリケーションを 3コアにスケジューリ
ングする組み合わせは 6 通りある．6 通りの組み合わせそれぞれの IPCを図 4.4に示す．こ
26
図 4.4 Apsi・Swim・Gcc・Gzip（グループ Aで 4位）の全組み合わせ 6通りの IPC
の組み合わせにおいて，最適なスケジューリングが行われた場合に得られる 1 位の実効性能
（IPC）は 3.63であり，SMT優先度に基づくスレッドスケジューリングにより選択した 4位
の実効性能は 3.53 である．この差はわずか 0.10 であり，この選択による実効性能の低下は
極めて小さい．次に，グループ A において提案手法が 1 位を選択した 53 組のうちの一つと











図 4.5 Twolf・Swim・Gzip・Wupwise（グループ Aで 1位）の全組み合わせ 6通りの IPC
グループ B
グループ Bは 15組中およそ 33%にあたる 5組で最も性能がよく，全体のおよそ 73% にあ
たる 11組が 2番目までに高いスケジューリングを選んだ．グループ A同様，グループ Bで
も 5番目，6番目になったことはなかった．





グループ Bにおいて提案手法が 4位を選択した，Mcf，Equqke，Parser，Applu の組み合わ
せにおける 6通りの IPCを図 4.7に示す．最適なスケジューリングが行われた場合に得られ
る 1位の実効性能と，SMT優先度に基づくスレッドスケジューリングにより選択した 4位の
実効性能との差は 0.59 と大きく，この組では SMTに不適切な組み合わせを選択してしまっ
たと言える．これは，グループ Bでは SMT優先度によって正しい性能予測ができず，適切な
28
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図 4.8 Parserの IPCの時間変化
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• 1コアの SMTプロセッサで 2スレッドを同時実行する．
• 演算 100万サイクルごとにサンプリングフェーズに入り，そこでは片方のスレッドが停
止して，もう片方のスレッドが単独で実行された状態になる．




表 4.3 のグループ A に含まれる Swim と Wupwise の結果を図 4.10 に示す．横軸は時間



































次に，静的に SMT効率を予測困難なグループ Bに属する AmmpとMcfを組み合わせた結
果を図 4.11に示す．この組み合わせでは，SMT効率が時間によって全く異なる振る舞いをし
ている．0Mサイクルから 600Mサイクルまでは SMT効率が一定の振幅で振動するように変
化し，600Mサイクル付近からは SMT効率がおよそ 0.8で一定となっている．さらに 1000M





































600Mサイクルから 1000Mサイクルの SMT効率が高くなっている部分は，図 4.12における
200M命令から 400M命令の IPCが高くなっている部分に対応していると考えられる．
次に，600Mサイクルから 1000Mサイクルの部分における SMT優先度の変化を検証する．
図 4.14に Ammpを単独で実行した時の L1データキャッシュミス率の時間変化を示す．横軸
が実行命令数，縦軸が L1 データキャッシュのキャッシュミス率である．また，図 4.15 に組
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の L1 データキャッシュミス率が低下したため，Ammp の発行命令数が増加したと考えられ
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図 4.13 Mcfの実効性能（IPC）の時間変化
と 1000Mサイクルから 1100Mサイクルの部分を拡大した図を，図 4.16と図 4.17に示す．図


























































































































結果を図 4.18に示す．表 4.2中の 14アプリケーションすべての組み合わせにおける相関係
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