Abstract-Reduced ordered Binary Decision Diagrams (BDDs) studied in [9], [10]. It is motivated by the reduction of the time are a data structure for efficient representation and manipulation needed to evaluate many test vectors using BDDs in functional of Boolean functions. They are frequently used in logic synthesis simulation [11], [12] 
Reduced ordered Binary Decision Diagrams (BDDs) were far these objectives depend on the variable ordering, i.e. the introduced in [1] and are well-known from logic synthesis and sensitivity of the new objective functions must be studied. hardware verification.
This paper first gives a theoretical study of the sensitivity of Run time and space requirement of BDD-based algorithms path-related objective functions for BDDs. For each criterion, depend on the size of the BDD. However, this size is very the sensitivity is stated as the largest known ratio of the sensitive to a chosen variable ordering [1] : dependent on a objective functions value for the worst-case and the bestchosen variable ordering, the size of BDDs can vary from case BDD for one and the same function. The results are linear to exponential. In general, determining an optimal constructive as example BDDs with the stated sensitivity are variable ordering is a difficult problem. It has been shown given. that it is NP-complete to decide whether the number of nodes Experimental results give the discussed sensitivities for of a given BDD can be improved by variable reordering [2] . benchmark functions. For this purpose, BDDs have been For this reason, many heuristic methods to determine a good maximized, then minimized with respect to the respective ordering have been proposed, based on structural information objective functions and finally the resulting ratios have been [3] or on dynamic reconstruction [4] .
computed. The experiments clearly show a high sensitivity of Similar questions arise for alternative, path-related objec-the benchmark functions. This demonstrates how important it tive functions. The optimization with respect to the number is to choose a good ordering during the respective applications. of paths in a BDD has been studied in [5] [8] : in a BDD for a Boolean function ordering" denoted 7, on every path from the root node to one f, each path to the 1-terminal corresponds to a (partial) of the two terminal nodes. For a BDD F, a prefix 7 (e.g. wF) assignment to the variables, i.e. to a product of the literals expresses that F respects the ordering 7. of f. The products derived from different paths are disjoint.
Note that reduced diagrams are considered, derived by Collecting them in a sum yields a DSOP. The optimization removing redundant nodes and merging isomorphic subgraphs. 
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functions they constitute the set of output nodes. For more details see [1] .
Paths in a BDD start at a root node and end at a terminal 3 5 5 5 , node. The length of a path is the number of inner nodes on the path. Next, path-related objective functions are defined: the X4 EPL of a BDD expresses the expected number of variable tests needed to evaluate an input assignment along a path from an XZ, ****XZ,* 0 * 00000 output node to a terminal node. This number is determined as **, the average path length under all such input assignments. For a ( BDD F it is denoted e(F). For a BDD node v, e(v) is the EPL of the sub-BDD rooted at v. In case of a single-rooted BDD 0'. F, the EPL is simply the e-value of the root node, otherwise it is the average of the weighted' c-values for all output nodes. It is well-known that the size of BDDs is often very sensitive to a chosen variable ordering. In [1] an example has been 71F2 be given as given where the BDD size varies from linear to exponential 1 = Xl,Xn+l ... ,X(n-4) n+1 X2 , Xn+2, dependent on the ordering of the variables (see Fig. 1 ). An analogous result on the sensitivity of the number of paths in (n-l)-n+ 2,*.. Xn, X2. ... Xn2 and BDDs has been given in [5] . Our work extends the scope of focusses on the largest observable ratio of maximum and
The BDD wr1F is shown in Fig. 2(a) [4] . This results in the BDD given in Fig. 2(c) . Along the thickened edges, the IV. SENSITIVITY longest paths traverse 2. n -1 and n2 edges, respectively. The BDD 71F is shown in Fig. 1(a) . Recently, a similar result f E U Il X II J7 Xk.n+i has been shown for the APL by the use of generating functions i=l k=1 k=O and differentiation [16] which is not needed in our proof: using a recurrent definition of e(v) [18] , E(71 F) can be expressed as Let F be a BDD representing f and let the variable orderings a geometric series with the closed form 6 (1 -(3) ). The BDD 72F is shown in Fig. 1(b) . Along all paths from the root 'The weight equals the number of external references to the output node. node to the terminal nodes, at least the n variables with an 21n the case of single-output functions, the APL coincides with the EPL. odd subscript are tested. Hence, c(wr2F) > n follows. ' function values of the objective functions MPL, EPL and EPL, andtthe number of paths in BDDs For this use , number of paths in BDDs, respectively, as well as the ratio of the sfhtng approaches as gven iln [10] have been used. Note maximal and minimal value, i.e. the sensitivity. Each multithat these approaches do not yield exact solutions as they are coum cossso h orsodigtresbclmsmx faster heuristic approaches based on dynamic reordering [4] .
. .
Obviously, the minimization methods can also be used for mi, and sens., respectively. maximization with only minor changes.
To put up a testing environment, all algorithms have been integrated into the CUDD package [20] and were tested in the As the results show, the sensitivity of the considered funcsame system environment. We used an AMD64 3500+ system tions stays below the upper bounds stated in Section IV. with a CPU running at 2.2 GigaHz with a main memory of However, still variations as high as a factor of two can be 1 GigaByte for our experiments. A time limit of 36,000 CPU observed (e.g., see dalu). Similar results have been obtained seconds has been applied. Due to space limitation and since we for the other objective functions: the variation in EPL can be are only interested in the sensitivity, no computation times or as high as a factor of five (e.g., see dalu). For the number memory requirements of the algorithms are given here. Instead of paths the theory states the existence of exponential ratios. we refer to [10] for detailed information about the used sifting This is confirmed by the experiments: six benchmark functions modifications.
(c3540, c880, dalu, k2, rot, s838. 1) show sensitivities of
In a series of experiments, the sensitivity of BDDs for several orders of magnitudes (e.g., for s838.1 a sensitivity of benchmark functions with respect to the three objective func-1.8. 1012 has been observed). pp. 372-378. [14] S. Nagayama and T. Sasao, "On the minimization of longest path length for decision diagrams," Proc. of International Workshop on Logic and
