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The depth of each point on a binocularly presented untextured horizontal bar is physically ambiguous except for the two vertical
edges at both ends, since the correspondence between left and right images is not unique on such a uniform region. These depths,
however, are unambiguously perceived, and this suggests the existence of some mechanism that interpolates the depth information
from the two ends toward the center. Temporal properties of this integration process were examined by a phase-matching task,
which allowed us to measure the phase of the perceived depth at the center of a horizontal bar when disparities at the ends were
sinusoidally oscillated. We found that the perceived depth at the center of the bar was slightly temporally delayed for 7–60 ms
relative to the physical depth at the ends. The diﬀerence increased with the length of the bar, decreased as the vertical position of the
bar became farther from the ﬁxation point, and increased in the presence of occluders. This ﬁnding indicates that depth information
is propagated over an object to solve this ambiguity by using a time-consuming process. Accordingly, we suggest that depth
propagation is accomplished by spatially local diﬀusion-like interactions of locally represented depth information.
 2003 Published by Elsevier Ltd.
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Binocular disparity is one of the most important cues
for depth perception. The images of the external world
from the left and right eyes slightly diﬀer because the
two eyes are located in spatially diﬀerent places. The
visual system integrates these two images and produces
a single percept of the external world, using the diﬀer-
ence between the two images as a depth cue (Wheat-
stone, 1838). However, because the mechanism of depth
perception from horizontal disparity depends on the
horizontal displacement of the two eyes, it fails to detect
the depth of an object under certain spatial conﬁgura-
tions of an observer and an object. As a typical case,
consider observing an untextured horizontal bar. Fig.
1A shows a very simple stereogram that consists of ex-
actly the same horizontal bar for left and right images.
When this pattern is binocularly observed, the depth of
each point on the bars is locally ambiguous, except for
the left and right edges. These local ambiguities are re-* Corresponding author. Fax: +81-774-95-2647.
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doi:10.1016/S0042-6989(03)00439-5lated to the conﬁned proﬁles of receptive ﬁelds of neu-
rons in the early stages of the visual system. It is known
that a large portion of the binocular neurons in V1 are
disparity selective (Margaret & Doris, 1999; Poggio,
Gonzales, & Krause, 1988). These neurons, however,
cannot detect disparity when the midway portion of a
horizontal bar is projected onto their receptive ﬁelds
because the inputs from the two eyes are exactly the
same in that case.
Notwithstanding these local ambiguities, the depths
of interior portions of the bar are perceptually unam-
biguous. Actually, the depths of the physically ambig-
uous parts are perceived as the same depth as the
endpoints at which the unique correspondence is ob-
tained (Wurger & Landy, 1989). In other words, the
ambiguity of the center area is interpolated using the
depth information available at the endpoints (Blake-
more, 1970; Halpern, Patterson, & Blake, 1987). A
similar ambiguity has been shown for textured patterns
in the case of stereograms with multiple correspon-
dences (Julesz & Chang, 1976; Mitchison & McKee,
1985). Stereograms with spatially repeated texture pat-
terns give multiple possible correspondences between





Fig. 1. An example of a simple stereogram. Local depth ambiguity at
the center of a horizontal bar is solved by integrating depth informa-
tion available at the endpoints. The perceived depth at the center is the
same as that at the endpoints (A). Such integration can also be ob-
served even when parts of the horizontal bar are occluded (B). Left and
center ﬁgures are used for cross-eyed viewing, and right and center for
parallel viewing (although the three bars are exactly the same as those
in A).
2494 S. Nishina et al. / Vision Research 43 (2003) 2493–2503unique correspondence at the edges determined the
correspondence of the ambiguous center area. This sort
of depth integration is also the case with partially oc-
cluded objects (Fig. 1B). Even when an object is partly
occluded, the depth information passes behind the oc-
cluder as long as the divided parts are perceived as a
single object.
Many studies have demonstrated the phenomenon
that the percept at one area is modiﬁed or even gener-
ated by nearby presented patterns. This phenomenon
has been observed under various situations and is called
perceptual ﬁlling-in (reviewed in Pessoa, Thompson, &
No€e, 1998). Regarding brightness perception, it has been
shown that the brightness of an area is aﬀected by the
brightness proﬁle at the edge of the area (Cornsweet,
1970; Craik, 1966; OBrien, 1958). This phenomenon is
well-known as the Craik–OBrien–Cornsweet eﬀect
(COCE), where the brightness of a uniform area is
perceived at a brightness consistent with the steep dis-
continuity. Davey, Maddess, and Srinivasan (1998) in-
vestigated the temporal properties of the brightness
changes due to this eﬀect. They used a COCE pattern
with a continuously reversing edge contrast and showed
that changes in perceived brightness depended on the
spreading rate and distance from the edge. The temporal
properties of brightness perception have also been ex-
amined in terms of contextual modulation (De Valois,
Webster, De Valois, & Lingelbach, 1986; Rossi &
Paradiso, 1996), using visual stimuli that cause bright-
ness assimilation or contrast. These recent studies have
helped to clarify the neural representation of brightness.
These results suggest lateral spreading processes for
brightness perception. For depth perception, a phe-
nomenon analogous to the brightness COCE has also
been reported (Anstis, Howard, & Rogers, 1978). Their
results showed that the perceived depth is determined
not only by the local disparity but also by the sur-
rounding context. The depth information obtained at
the discontinuity aﬀects the percept of the entire surface.However, they examined only spatial properties of the
phenomenon, so there is still a need for studies exam-
ining the temporal mechanism of depth ﬁlling-in.
In the present study, we examined whether spatio-
temporal propagation of information is also observed in
depth perception. Investigations were made principally
on temporal properties in solving depth ambiguity,
which have not been examined so far. We adopted a
phase-matching task to measure the perceived depth of
the center of an untextured horizontal bar that moves
sinusoidally in depth. A vertical probe was presented at
or above the center of the horizontal bar and oscillated
sinusoidally at the same frequency as the horizontal bar.
Subjects adjusted the phase of the probe oscillation to
match it to the center of the horizontal bar in perceived
depth. Examining temporal changes of depth at the
center in detail should provide an important clue to the
spatio-temporal characteristics of depth propagation.2. General method
2.1. Apparatus and stimuli
A Silicon Graphics OCTANE MXI graphics work-
station was used to create and present the stimuli. The
stimuli were presented on a color display (Silicon
Graphics GDM-20E21). Stereographics Crystaleyes
LCD shutter glasses were used for the stereo presenta-
tion. The screen refresh rate was 60 Hz for each eye. The
subjects sat in a chair and made responses with a key-
board. The view distance was 0.8 m and the horizontal
resolution was 0.019/pixel, which is the unit of dispar-
ity. A chin rest was used to maintain the head position
during each session.
A horizontal bar was presented as a stimulus on a
dark background. The thickness of the bar was 0.3. The
color of the bar was red (rgb¼ [1.0, 0.0, 0.0]) in order to
minimize the crosstalk between the images presented to
the two eyes. The luminance of the bar was 17.0 cd/m2.
The disparities at the endpoints of the bar oscillated
with 0.1 amplitude. The frequency was 1.0 Hz in Ex-
periments 1, 3, and 5, and 1.5 Hz in Experiments 2 and
4. When the disparity of the endpoints were periodically
changed, subjects generally perceived the periodic depth
motion of the entire bar with the same frequency as the
oscillation of the endpoints disparity.
A vertical bar was presented as a depth probe at or
above the center of the horizontal bar (Fig. 2 for Ex-
periments 1–4, and Fig. 12 for Experiment 5). Its color
and luminance were the same as the horizontal bars.
Consequently, when the vertical probe intersects the
horizontal bar, there is no edge, either vertical or hori-
zontal, at the intersection region. In the entire elongated
cross-like ﬁgure consisting of the horizontal and vertical
bars, depth information was available only at the ver-
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Fig. 2. Only the vertical edges of the stimulus have disparity information. In the experiments, the disparity of the edges were continuously updated
according to the equations in this ﬁgure. t represents time, f represents frequency of oscillation, and / represents phase diﬀerence between center and
endpoints. The disparity change at the ends of the horizontal bar and that at the vertical edges of the vertical probe diﬀered only in their phases. The













Fig. 3. A, B, C: Three possible percepts at the center of a horizontal
bar with diﬀerent phase gaps. Each ﬁgure shows a percept at a moment
under a certain phase diﬀerence. A: The vertical bar is perceived to be
moving precisely with the horizontal bar when the phase diﬀerence is a
relatively small delay. B: The vertical bar is perceived to be on the
horizontal bar, but the horizontal bar is perceived to be ﬂapping and
bending at the point of intersection when the phase diﬀerence is either
more advanced or delayed relative to the phase diﬀerence that gives the
percept (A). C: The vertical and horizontal bars are perceived to be
separately moving when the phase diﬀerence is very large. D: A typical
example of phase diﬀerence with the corresponding three percepts
shown as a schema.
S. Nishina et al. / Vision Research 43 (2003) 2493–2503 2495tical edges of the horizontal bar and the vertical probe,
since the correspondence between left and right images
cannot be uniquely determined on horizontal edges or in
uniform regions.
The probe also oscillated in depth with the same
frequency and amplitude as the horizontal bar. The
initial phase diﬀerence at the beginning of a trial was
randomly set between the range of p and p. The hor-
izontal and vertical bars started moving by a subject
pressing a key. The subjects could change the phase
diﬀerence between the endpoints of the horizontal bar
and the vertical probe by pressing keys. The step size for
disparity change was 0.019/pixel for both horizontal
and vertical bars. The step size for adjustment of the
phase diﬀerence was 1.0 (p=180). Although the dis-
parity was limited by the horizontal resolution of the
display, 0.019/pixel, a more precise measurement could
be achieved by randomly setting the initial phase dif-
ference and averaging the results across multiple trials.
The adjustment of the phase diﬀerence was made by
pressing one of two keys. The phase diﬀerence can be
any value between the range of p and p. If the phase
diﬀerence exceeds p by the subjects pressing the key, 2p
is subtracted from the phase diﬀerence, and vice versa,
so that the value of the phase diﬀerence always remains
between p and p. The subject was able to increase or
decrease the phase diﬀerence freely and chose the point
where the percept was closest to that shown in Fig. 3A.
The direction of adjustment was arbitrarily determined
by the subject. Because in most cases the subject went
back and forth several times, the bias caused by ad-
justment in the ascendant or descendant direction must
be small even within a trial, and it was nearly canceled
by averaging across trials.
A ﬁxation point was presented near the intersection
point of two bars. The ﬁxation point was always pre-sentedwith zero disparity. A cross was used as the ﬁxation
point in Experiments 1 and 2, and nonius ﬁgures were
used in Experiments 3–5 to control the eye movement.
2496 S. Nishina et al. / Vision Research 43 (2003) 2493–2503The nonius pattern consisted of dichoptically presented
T-shaped and inverse T-shaped patterns (Fig. 8). When
the nonius ﬁgures were used as the ﬁxation point, subjects
were required to keep the two vertical lines of the Ts
collinear during the task.
2.2. Subjects
Five subjects participated in Experiments 1–4, and
two subjects in Experiment 5. Three of the ﬁve subjects
who participated in Experiments 1 and 2 also partici-
pated in Experiments 3 and 4. One author participated
as a subject in all experiments, but all of the others were
na€ıve as to the purpose of the experiments. All of the
subjects had normal or corrected to normal vision.Length
Vertical Position
Occlusion
Fig. 4. In Experiment 1, we examined the eﬀects of the length of the
horizontal bar, vertical stimulus position, and occlusion.3. Experiment 1
3.1. Procedure
As shown in Fig. 2, the horizontal bar and the ver-
tical probe crossed each other in Experiments 1–4, that
is, they were overlapping. The percept at the intersec-
tion of the two bars varies according to the phase dif-
ference between the vertical probe and the ends of the
horizontal bar. As a result of a pilot experiment, we
conﬁrmed that there exist three kinds of percepts at the
center area according to the phase diﬀerence between
the probe and the endpoints of the horizontal bar. In
the ﬁrst case (Fig. 3A), the vertical bar is perceived to
be moving seamlessly and synchronously with the
horizontal bar. The two bars were perceived as if they
were glued together, and the horizontal bar appears ﬂat
with the same depth as the vertical probe at any mo-
ment of the oscillation cycle. In the second case (Fig.
3B), the vertical bar is perceived to be glued on the
horizontal bar, but the horizontal bar appears to be
ﬂapping and bending at the point of intersection in the
manner of a butterﬂy (the wings are the two segments
of the horizontal bar and the body is the vertical
probe). In the last case (Fig. 3C), the vertical and
horizontal bars are perceived to be separately moving.
When the two bars are perceived separately, the two
bars are basically perceived at diﬀerent locations in
depth during most of an oscillation cycle. Because
disparity is available only at the vertical edges, the
perceived depth of the region other than those edges is
the result of interpolation. The interior of the two bars
is interpolated, and the intersecting region is perceived
as a part of both the vertical bar and the horizontal
bar. This means that two surfaces are perceived si-
multaneously at the intersecting point. The bar per-
ceived in front was modally interpolated, and the other
bar was amodally interpolated. In this case, because the
two bars oscillate at the same frequency and amplitude,one cuts through the other twice in one cycle. Although
the percept shown in Fig. 3B clearly indicates interac-
tion between the two bars, this is not an obstacle to our
measurement method for the following reasons. The
subjects were required to adjust the phase diﬀerence so
that the percept became that shown in Fig. 3A. Spe-
ciﬁcally, they were asked to choose a phase diﬀerence at
which the vertical probe and the horizontal bar oscil-
lated together with the least local perceptual distortion
of the surface at the center of the horizontal bar. Since
this phase diﬀerence should give a minimum interaction
between the two bars, we could objectively measure the
time diﬀerence between the center and the endpoints of
the horizontal bar. Although the ambiguous area of the
horizontal bar does oscillate with the endpoints, the
amplitude of the center oscillation may not be the same
as that at the endpoints (Wurger & Landy, 1989). Ac-
tually, we also observed a percept where the amplitude
at the central part was generally smaller than that at
the endpoints, which is equivalent to the reports by
Wurger and Landy (1989). However, even when the
amplitude is not equal to that at the endpoints, phase
matching can be done. A subject was still required to
make the percept closest to that shown in Fig. 3A,
which should minimize the perceptual phase diﬀerence.
Therefore, the attenuation of the amplitude is not a
substantial diﬃculty in this method. In addition, the
computational model we describe in the discussion
predicts very small attenuation within our experimental
range, which was only 1–5% of the amplitude at the
edges.
There were three experimental parameters (Fig. 4),
i.e., length of the horizontal bar (8, 10, 12, 14, or
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Fig. 5. Eﬀect of line length from the results of Experiment 1 is shown
for each vertical position (vpos). Graph A shows results with no oc-
cluders, and graph B shows results with occluders. The error bars show
the standard errors of the means.
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Fig. 6. Eﬀect of occlusion.
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or 3.0), and the presence of occluders. Each subject
completed 300 trials for each condition. The occluders
were presented with 0.1 disparity so that they would
always be perceived front-most. The fact that a percept
like that in Fig. 3B occurs indicates that there is a
certain interaction between the horizontal and vertical
bars. A case of statically presented cross-shapes with
diﬀerent disparities at the vertical bar and the ends of
the horizontal bar is mentioned by Nakayama and
Shimojo (1992). They showed two possible interpreta-
tions for that stimulus: two separate ﬂat horizontal and
vertical bars, or a ﬂat vertical bar and a horizontal bar
bent at the center and adhered to the vertical bar. Al-
though they argued that the former percept takes place
much more frequently because of the generic viewpoint
principle, they also mentioned that a small number of
observers reported the latter percept. In our condition,
the percept of a bent horizontal bar would take place
more easily because the horizontal bar was much longer
and disparity was relatively smaller than those used in
their experiments; moreover, the eﬀect of the generic
viewpoint should be weaker. Although this kind of
interaction may be an obstacle to objective measure-
ment, it is practically impossible to completely elimi-
nate such interaction. In the present experiments, we
pursued a method that utilizes the interaction. That is,
we utilized the fact that the percept varied according to
the amount of interaction. In the case of C, the inter-
action is small or even zero because the bars are os-
cillating with two very diﬀerent phases. It is also small
in the case of A for the diﬀerent reason that the oscil-
lation phases of the two bars are close enough. In the
case of B, the bars are not too close but not too far, a
condition where the interaction is maximum. By ob-
serving these qualitative changes in percept, subjects
would be able to report the phase that gives the mini-
mum perceived depth diﬀerence between the two bars
without quantitatively matching perceived depth.
However, to further conﬁrm that the interaction does
not actually interfere with the measurement, we per-
formed a similar experiment with physically reduced
interaction between the vertical probe and the hori-
zontal bar in Experiment 5. That is, the vertical probe
was displayed above the horizontal bar without any
intersection (Fig. 12). In this modiﬁed method, subjects
were asked to adjust the phase of the vertical probe so
that it moved with the center of the horizontal bar at
the same depth.
3.2. Results
Fig. 5 shows the averaged results of ﬁve subjects. The
time delay was calculated from measured phase diﬀer-
ences between the center and the edges of the horizontal
bar. A positive value means that the perceived depth atthe center lagged behind the ends by that amount. The
solid and broken lines show the results of vertical po-
sitions of 0.5 and 3.0, respectively. Graph A shows
results with no occluders, and graph B shows results
with occluders. The abscissa represents the half size of
the bar length (i.e., the distance from the center to one of
the endpoints). As the frequency was 1.0 Hz, 50 ms
corresponds to p=10 in phase. In all cases, the perceived
depth at the center was delayed relative to that at the
endpoints.
The delay at the center increased as the bar became
longer. A two-factor analysis of variance (ANOVA)
over the subjects was performed on the time delay and
revealed a signiﬁcant eﬀect of the bar length (F4;8 ¼ 15:3,
p < 0:001). As for the vertical position, the delay was
shorter when the stimulus was presented farther from
the ﬁxation point (F1;4 ¼ 82:7, p < 0:001). Concerning
the occluders, the time diﬀerence was larger when part
of the bar was occluded (Fig. 6). The presence of
the occluders showed a signiﬁcant eﬀect. With the oc-
cluders, the perceptual delay was larger (F1;2 ¼ 142:1,
p < 0:01).
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4.1. Procedure
We attributed the obtained phase diﬀerence to time
delay, but it may not be clear whether the phase diﬀer-
ence actually reﬂects time delay because the stimuli were
periodically presented and the psychophysical mea-
surements were performed while the subjects were al-
lowed to view the stimuli for as many cycles as they
wanted. The phase diﬀerence might be a result of some
temporal dynamical characteristic of the visual system.
In Experiment 2, we tested the eﬀect of the oscillation
frequency to conﬁrm that the phase diﬀerence can be
treated as time delay.
The method and procedure were the same as those of
Experiment 1, except that the oscillation frequency was
1.5 Hz.Left Right
Fig. 8. The nonius ﬁgures used as the ﬁxation point in Experiments 3–
5. When each T-shaped ﬁgure was presented to each eye, the observer
perceived an overlapped shape. Subjects were asked to keep the ver-
tical lines of the nonius ﬁgures collinear while performing the task in





vpos = 0.5 deg
vpos = 3.0 deg4.2. Results
Fig. 7 shows the results of both Experiment 1 and
Experiment 2 with a 0.5 vertical position and no oc-
cluders. The solid line shows the 1.0-Hz frequency results
(Experiment 1) and the broken line shows the 1.5-Hz
results. Fig. 7A is plotted for the time diﬀerence, and
Fig. 7B is plotted for the phase diﬀerence. For all
combinations of occluders and vertical positions,
ANOVAs were performed to examine the signiﬁcance of
the eﬀect of phase diﬀerence and that of time diﬀerence.
As a result, the eﬀect of the oscillation frequency was
signiﬁcant for the phase diﬀerence (F1;2 ¼ 213:2,
p < 0:005) but insigniﬁcant for the time diﬀerence
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Fig. 7. Eﬀect of frequency from Experiments 1 and 2. The same data
are plotted as time delay (A) and phase delay (B).5. Experiment 3
5.1. Procedure
The purpose of this experiment and the next experi-
ment was to more rigorously suppress the eﬀect of eye
movement. The phenomenon observed in Experiments 1
and 2 indicates that disparity information available at
the ends might be propagated toward the center by some
time-consuming mechanism. However, our interpreta-
tion may not be straightforward because eye movements
might be initiated by the moving stimuli in the previous
experiments. It is essential to control eye movements if
we want to properly understand disparity propagation.
In this experiment, we asked subjects to keep the ver-
gence as stable as possible while performing the task. We
used nonius ﬁgures as the ﬁxation point to help the
subjects monitor and actively minimize their vergence
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Fig. 9. Eﬀect of line length from the results of Experiment 3 is shown
for each vertical position (vpos). Graph A shows results with no oc-
cluders, and graph B shows results with occluders. The error bars show
the standard errors of the means.

















Fig. 10. Eﬀect of occlusion.
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the screen and to keep the vertical lines of the nonius
ﬁgures collinear. All other conditions were exactly the
same as those in Experiment 1.4 5 6 7 8
0
0.1
Length / 2 (deg)
B
Fig. 11. Eﬀect of frequency from Experiments 3 and 4. The same data
are plotted as time delay (A) and phase delay (B).5.2. Results
We observed time delay in exactly the same way as in
Experiment 1. The delay at the center increased as the
bar became longer. A two-factor ANOVA revealed a
signiﬁcant eﬀect of bar length (F4;8 ¼ 7:01, p < 0:01). As
for the vertical position, the delay was shorter when the
stimulus was presented farther from the ﬁxation point
(F1;4 ¼ 10:3, p < 0:05). The presence of the occluders
also showed a signiﬁcant eﬀect. With the occluders, the
perceptual delay was larger (F1;2 ¼ 51:1, p < 0:02) (Figs.
9 and 10).6. Experiment 4
6.1. Procedure
In this experiment, we again used nonius ﬁgures as
the ﬁxation point and conﬁrmed the eﬀect of frequency
observed in Experiment 2. Conditions were the same as
those in Experiment 2 except for using nonius ﬁgures as
the ﬁxation point.6.2. Results
The obtained eﬀect of frequency was very similar to
that observed in Experiment 2. An ANOVA showed
that the eﬀect of oscillation frequency was signiﬁcant forLeft
Fig. 12. Stimulus used in Experiment 5. A vertical bar presented above the h
horizontal bar, but its phase could be diﬀerent from theirs (see Fig. 2).the phase diﬀerence (F1;2 ¼ 108:8, p < 0:01) but insig-
niﬁcant for the time diﬀerence (F1;2 ¼ 1:34, p ¼ 0:367)
(Fig. 11).7. Experiment 5
7.1. Procedure
A vertical bar crossing the horizontal bar was used as
a depth probe in Experiments 1–4. As shown in Fig. 3,
however, a strong interaction between the two bars was
observed for some ranges of phase diﬀerences. In Ex-
periment 5, we examined whether this interaction helped
or hindered the measurement of the center depth. In
order to minimize the interaction, a shorter probe pre-
sented apart from the horizontal bar was used (Fig. 12).
Only the eﬀect of the horizontal bars length was ex-
amined. Each subject completed 75 trials. The vertical
position was 0.5 from the ﬁxation point, the occluders
were not presented, and the oscillation frequency was
1.0 Hz. All other conditions were exactly the same as
those of Experiments 1 and 3.Right
orizontal bar oscillated at the same frequency as the endpoints of the














s) vpos = 0.5 deg
Fig. 13. In the minimized interaction condition, a similar eﬀect of bar
length was observed. However, the relatively larger deviation indicates












Fig. 14. Results of Experiment 6. Phase diﬀerence between the target
and the probe was perceived in ﬁner resolution than the refresh rate of
the CRT.
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The eﬀect observed in this condition was very similar
to that in Experiments 1 and 3 (Fig. 13). However, the
trial-by-trial variation of each subjects response was
larger than that of those experiments, indicating that the
interaction between the horizontal and vertical bars did
not interfere with the measurement of the center depth
but rather helped to achieve a more reliable measure-
ment. In Experiments 1 and 3, because the subjects had
to concentrate only on the qualitative change of percept
at the center in the case of an intersecting vertical probe,
the task should be much more easily performed. Al-
though the variance was large, the existence of delay was
signiﬁcant (t14 ¼ 2:45, p < 0:05).8. Experiment 6
8.1. Procedure
The phase delay observed in Experiments 1–5 was
ranged approximately from 7 to 60 ms. In this experi-
ment, we show that such small phase diﬀerences can be
measured with the phase-matching task even when using
a 60-Hz CRT display. Although the step size of the
phase is 6 for 1-Hz oscillation and 9 for 1.5-Hz oscil-
lation because of the temporal limitations of the CRT,
more precise measurement is possible because the ob-
servers perceive interpolated smooth motion from dis-
cretely presented stimuli. Consequently, in this task, we
can check the pure precision of the phase matching
without any inﬂuence of other factors such as horizontal
distance or propagation. A ﬁxation point and two dots
were presented on the screen. The target dot was 0.5
above the ﬁxation point, and a probe dot was 0.5 above
the target. The size of the dots was 0.1 · 0.1. The dots
were both moving in depth by temporally changing
horizontal disparity in a sinusoidal manner in the same
way as in Experiments 1–5. The amplitude of the dis-
parity change was 0.1, and the frequency was 1 Hz. At
the beginning of a trial, the phase of the oscillation of
the target dot relative to the probe dot was randomly setas an integer value between the range of )9 and 9. The
step size, 1, is much smaller than the phase resolution in
a 60-Hz CRT, which is 6 in 1-Hz oscillation. The
subject was asked to adjust the phase of the probe dot to
make the two dots move perceptually in phase.8.2. Results
Fig. 14 shows the relationship between the phase of
the target dot and the subjects response. The phase of
the target dot is the phase diﬀerence between the target
dot and the probe dot at the beginning of the trials. The
response is the amount of phase that the subject has
changed to make the two dots perceptually in phase.
The results show that the subject was able to match the
phase of the two dots with ﬁner resolution than the
temporal resolution of the CRT. Although the presented
depth motion was quantized both spatially and tempo-
rally, the subject could detect phase change much
smaller than the temporal resolution of the CRT. This is
natural because the observer perceived smoothly inter-
polated motion from the quantized stimuli and the
percept is not directly related to the temporal limitations
of a CRT. This result shows that the phase-matching
task was appropriate for measuring the phase delay
observed in Experiments 1–5.9. Discussion
We have presented experiments demonstrating that
the perceived depth at a physically ambiguous region of
a horizontal bar may systematically lag behind that of
the endpoints, depending on the length of the bar, ver-
tical position of the bar, and presence of occluders. The
oscillation frequency did not show a signiﬁcant eﬀect
S. Nishina et al. / Vision Research 43 (2003) 2493–2503 2501when the temporal diﬀerence between the center and the
ends was considered to be a time delay.
From the results of Experiment 1 (and also of Ex-
periment 3), the delay was larger for a longer horizontal
bar. The diﬀerence in processing time between fovea and
periphery cannot explain our results for two reasons.
One is that shorter processing time in periphery predicts
the opposite result, that is, the probe should be moving
physically ahead of the endpoints to be perceptually in
phase with the center of the horizontal bar. The other
reason is that the result of the experiment with occluders
showed that the delay depended not only on the spatial
location of the endpoints but also on the existence of the
occluders between the center and the endpoints. If the
delay were solely caused by the variation in processing
time due to the retinal position, the occluders would not
have had any eﬀect. Our results indicate that the entire
depth is not just labeled at the endpoints depth but
solved by some size dependent time-consuming process.
Furthermore, the delay was shorter when the bar was
presented vertically farther from the ﬁxation point. The
cortical sizes of objects of a physically equal size diﬀer
when presented at diﬀerent retinal locations. The density
of the receptive ﬁelds is the highest at the fovea and
becomes lower toward the periphery. Accordingly, a
stimulus with a ﬁxed size covers fewer neurons in the
cortex when presented peripherally than when presented
foveally. If the depth information were propagated via
local mutual interactions of neurons, the time for the
endpoints depth information to reach the center would
depend on the number of neurons. Furthermore, the
number of neurons is expected to be smaller for the
periphery. Our results were qualitatively consistent with
this assumption. The results suggest that depth is rep-
resented by neurons in the visual system maintaining
spatial conﬁgurations of objects, and ambiguities are
resolved by the mutual interactions of the neurons.
For this kind of interpretation, it is essential to ensure
that the eyes are not moving during the task because
disparity is deﬁned based on the ﬁxated depth. We used
a nonius pattern as the ﬁxation point in Experiments 3
and 4 and ensured stability of vergence by asking the
subjects to maintain their vergence. The subjects were
required to make the vertical lines in the two T-shaped
patterns collinear during the task. The experimental
results using this method were almost equivalent to the
results obtained using an ordinary ﬁxation point in av-
erages, although the variance of the results were much
smaller in Experiments 1 and 2. The larger variances in
Experiments 3 and 4 can be readily explained by the
larger diﬃculty due to their dual task characteristics.
Accordingly, the results of Experiments 1 and 2 also
support the idea of depth propagation.
In our previous research, we examined the temporal
dynamics of motion propagation on edges and reported
that the propagation of motion information takes moretime when the occluded part of an object is larger
(Okada, Nishina, & Kawato, 2000). This occlusion eﬀect
can be explained by assuming an amodal completion
process, in which the processing time depends on the
amount of occlusions. It is controversial whether the
mechanisms of modal completion and amodal comple-
tion share the same brain functions (Kellman, Yin, &
Shipley, 1998). The answer to this question may be ex-
plored by examining the dynamic properties of com-
pletions.
In the present experiment, the results of using the
occluders indicated that depth information spreads
more slowly over occluded regions. Sekuler and Palmer
compared presentation times of priming stimuli, which
show maximum priming eﬀects in a shape recognition
task, and argued that it takes more time to build a
representation of an occluded surface than a visible
surface (Sekuler & Palmer, 1992). Our results for depth
propagation is consistent with theirs.
In the past two decades there has been considerable
research into the computational understanding of visual
perception. One important viewpoint conceives of vision
as a kind of inverse optics (Kawato, Hayakawa, & Inui,
1993; Marr, 1982; Poggio, Torre, & Koch, 1985).
Computationally, solving an ambiguity by using spar-
sely available unambiguous information is considered
an inverse problem. Mathematically, it is characterized
as a so-called ill-posed problem that can be solved by
being regularized by a certain a priori constraint. It is
known that this sort of process can be implemented as
an iterative calculation process based on locally repre-
sented information and local interaction of the infor-
mation, that is, as an information diﬀusion process
(Gerrits & Vendrik, 1970; Grossberg & Mingolla, 1985).
Watanabe and Cole (1995) showed that the direction of
apparent motion spatially propagates and aﬀects the
motion direction at another location in the scene. They
investigated both spatial and temporal properties of the
eﬀects and suggested that motion correspondence in-
formation propagates by using a locally connected it-
erative network model. The spatio-temporal properties
demonstrated in the present study are quite compatible
with theories like these.
The motion direction of an edge behind an aperture is
another typical example of a local ambiguity. Ambigu-
ous disparity is caused by the impossibility of deter-
mining the spatial correspondence of the left and right
images, while an ambiguous motion direction is caused
by the impossibility of determining the temporal corre-
spondence of sequential inputs. In this pattern, the
tangential component of the motion is absolutely un-
available. We earlier reported that an ambiguous mo-
tion direction can be gradually solved (Okada et al.,
2000). We also showed a computational model that
consists of two processes, i.e., line completion and mo-
tion propagation over the line, and that can predict
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the experiment and the simulation strongly suggested
that the representation of the motion direction in the
brain is spatially local, and a whole percept is achieved
by gradually modifying the representation through
mutual local interactions.
In the proposed model, the interpolation of visual
information is performed by local information being
sent to adjacent neurons in order. As for the depth in-
terpolation we investigated in this paper, information is
acquired only at endpoints of the horizontal bar. When
the model is applied to depth interpolation, depth in-
formation is gradually transferred toward the center
from both ends of the horizontal bar. In this case, the
model predicts that the delay at the center of the hori-
zontal bar becomes a quadratic function of the length of
the bar. The model is based on the heat conduction
equation and hypothesizes that the depth information of
a surface is spatially and locally represented by multiple
neurons. The neurons have a relatively small receptive
ﬁeld on incoming images and connect only with vicinal
neurons. Therefore, the depth information of the neu-
rons for ambiguous regions is determined by propagat-
ing the unambiguous depth information available at the
vertical edges via short-range connections. Communi-
cation between neurons takes a certain amount of time,
so the depth of the central part of the horizontal bar
changes with delay. The model predicts that the delay is
proportional to the square of the distance between one
endpoint and the center. Although the model is based on
local representation and local connection of neurons, a
global percept can be obtained with the model because
of the iterative processing. For example, when two bars
with diﬀerent lengths are presented to each eye, two
endpoints are perceived at diﬀerent depths. Although
unique correspondence is available only at the endpoints
and the depth of the intermediate area is locally am-
biguous, a slanted surface is perceived. When our model
is applied to this stimulus, the depth of the intermediate
area, which is initially ambiguous, gradually varies as a
result of the depth propagation from the endpoints.
After a certain amount of time elapses, a ﬂat surface
linearly interpolating the two endpoints is formed. This
is an exact reproduction of the human percept, and it
shows that a local process alone is enough to obtain a
global percept.
The ability of perceptual ﬁlling-in for blind spots has
been extensively investigated. Some experiments have
shown that this sort of percept is caused not by ignoring
the area but by actually ﬁlling-in the area with sur-
rounding visual information (Murakami, 1995; Paradiso
& Hahn, 1996). In this paper, we took this a step further
and examined the temporal dynamics of the mechanism
for solving depth ambiguity. As a result, we found that
the perceived depth at the center of a horizontal bar
is slightly delayed from the oscillating depth of theendpoints. Although such stimuli are usually perceived
as if the entire bar is oscillating together, we clearly
showed an existing delay by using a variable phase
probe. In our experiments, the depth of the stimuli was
periodically oscillated. This was mainly because the task
was very diﬃcult to accomplish when the depth was
changed only once for a trial. However, the results
might be diﬀerent under periodical and step changes
(Moutoussis & Zeki, 1997; Nishida & Johnston, 1999).
Considering these reports, we compared the results un-
der two oscillating frequencies in Experiments 2 and 4.
The results showed that the temporal diﬀerence was al-
most constant when it was considered to be a time delay.
This indicates that the phase diﬀerence can be treated as
a time delay. We also checked the eﬀect of the amplitude
and found that the eﬀect was small. Our model predicts
that the phase delay will not be aﬀected by either the
frequency or by the amplitude of depth motion, and this
is consistent with the results of experiments.
Paradiso and Nakayama (1991) investigated the
temporal dynamics of brightness ﬁlling-in by using a
visual masking paradigm. Their results were consistent
with the hypothesis that brightness signals are generated
at the borders of the target stimuli and propagate in-
ward at some rate. Grossberg and Todorovic (1988)
proposed a ﬁlling-in model of brightness, and Arrington
(1994) showed that the results of Paradiso and Nakay-
ama (1991) ﬁt excellently by using the model. Brightness
ﬁlling-in has also been investigated by using dynamically
changing stimuli (Paradiso & Hahn, 1996). These au-
thors showed that when the brightness of an entire re-
gion is temporally changed, the perceived brightness is
not uniform. This phenomenon is also important evi-
dence of the propagation of visual information. How-
ever, there exists local brightness input at the center of
the region in their experiments, and the brightness
around the center is not completely ambiguous. Ac-
cordingly the nonuniform brightness observed in this
pattern is the result of unknown interaction between the
locally obtained brightness information and the infor-
mation propagated from the edge. This is also the case
in COCE experiments. The two regions divided by the
edge have local inputs, so the diﬀerence in the perceived
brightness is the result of the modulation carried out by
the information propagated from the edge. In brightness
experiments, local inputs of visual information are ba-
sically inevitable, except in an experiment using a blind
spot as an induced area (Paradiso & Hahn, 1996). In this
paper, we used horizontal disparity as the target visual
information and were able to completely eliminate local
inputs at ambiguous areas, allowing us to measure the
discrepancy in the perceived depth between the center
and the endpoints very precisely.
The results showed that the time for depth ﬁlling-in
depends on the length of the bar, positions on the reti-
nae, and presence of occlusions. This ﬁnding strongly
S. Nishina et al. / Vision Research 43 (2003) 2493–2503 2503supports a propagation mechanism based on a kind of
neural spreading mechanism, which we have already
proposed for the perception of the motion direction
of an edge moving behind an aperture. In the visual
cortex, depth information is very likely represented lo-
cally, and the local interactions of that information play
an important role in creating consistent percepts. Local
representations, local interactions, and iterative calcu-
lations appear to form a fundamental mechanism of
visual information processing in the brain.References
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