Abstract
Introduction
Cellular wireless networks completely depend on fixed base stations which are all connected to the wired backbone. The deployment of such a network is not practical in times of utmost emergency due to both time and economical constraints. Instead, mobile multi-hop radio networks, also called ad hoc or peer-to-peer networks, play a critical role in setting up a network on the fly in situations such as law enforcement operations, battle field communications, disaster recovery situations, and so on. In such situations, all Static or single hop protocols (as in cellular networks) are not suitable for multi-hop mobile wireless networks since these protocols assume rare topology changes. Due to the mobility of the hosts and the limitations of the wireless channels, the problem of routing becomes more involved.
Some form of routing is generally necessary in any multihop wireless network to route messages from a source to a destination. The efficiency of such a routing algorithm is very vital since the throughput of the system heavily depends on it. Frequent route changes due to mobility of the nodes would increase the signalling overhead which is required to establish a route. Once the route is established, a route maintenance protocol is used to provide feedback about the links of the route and to allow the route to be modified in case of any disruption due to movement of one or more nodes along the route. It also aims to maintain a route as long as possible because there is usually a high cost associated with every route repair.
It is clear from the earlier discussion that the mobility of the nodes affects the duration of routes. It is desired to keep the routes as long as possible so that not only the network sustains its stability, but also the overhead cost (signaling, computation, etc) associated with route discovery and maintenance is reduced. One of the well known solutions to this problem is the mobilityprediction of the nodes. Various mobility prediction schemes have been proposed for ad hoc networks [ 1, 2, 5, 6, 7 , 8, 9, 1 1, 12, 131, most of which are simulation-based. Many researchers have addressed the mobility characterization issues in wireless cellular networks, where one of the two nodes, the base station (BS) is stationary [14] . Refs. [7, 81 have extended the concept of cellular mobility in ad hoc networking application, where any two nodes are mobile. Associativity-based routing [ 131 selects a route based on associativity states of nodes. The objective is to select routes that have long-lived links according to the associativity of the nodes involved. Signal stability-based adaptive routing [2] selects a route based on both the signal strength between nodes and a node's location stability. The routes containing strongly connected nodes are preferred over the weakly connected nodes. The work presented in [I, 91 predicts status of links quantitatively. The proximi@ model proposed in [SI quantifies the future proximity of adjacent nodes. In [I 1, 121, the mobility prediction scheme enhances the performance of the unicast and the multicast routing protocols by using global positioning system (GPS) location information. Location-aided routing protocol [5] also uses location information obtained from GPS. The performance of on-demand multicast routing protocol is improved by the use of mobility and link connectivity prediction [6] in which the routes are selected based on the longest duration of their existence. These works take into account the random mobility of the network nodes to compute the future availability of a currently available route.
The expected lifetime of a route can be calculated once the route is provided by any routing protocol. For instance, one of the most popular routing algorithms is Dynamic Source Routing (DSR) [3, 41 which is an on-demand routing algorithm. DSR assumes that the path obtained is the shortest since it takes into consideration the first packet to arrive at the destination node. The route reply packet is sent to the source which contains the complete route information from source to destination. This might take considerable amount of time and might disrupt a real-time session. If an alternative route can be computed before an existing route breaks, then the session can be transfered to the alternate route without any delay. This can be made applicable to any multi-hop routing algorithms.
In this paper, we argue that a prior knowledge about the possible disruption of routes is important and that the route rediscovery protocol should be invoked at the right time. An early route reconfiguration would mean more overhead. On the other hand, if the route re-configuration is delayed, then the route might break before a new route is found which would incur delay in the communication. We claim that the expected lifetime of routes will be different for different mobility models and we study the predictability of the lifetime of the routes. We consider four mobility modelsdeterministic, partially deterministic, Brownian motion and Brownian motion with drift. Although these models do not capture the complete mobility space, yet they capture some of the common scenarios which are completely predictable tu completely unpredictable. For the individual mobility models, we analyze the expected lifetime or the probability that a link would be alive after a certain time. For the purpose of analysis, we only consider two neighboring nodes (within each other's transmission range) and their corresponding link, This can be extended for all the node pairs in route and the link with the lowest expected lifetime will dictate the lifetime of the entire route.
The rest of the paper is organized as follows. In Section 2, we motivate the need for prior knowledge of route disruption. In Section 3, we present our approach of finding the expected route lifetime from the knowledge of individual links. Section 4 discusses the four mobility models along with the analysis for the expected lifetime. Conclusions are drawn in the last section.
The Need for Prior Knowledge
It is not necessary that a route exists till the communicating session between the corresponding nodes is complete. This may simply happen if one or more nodes along the route move or a node fails in the unlikely event. In either case, a new route has to be found for the session to continue. If it is somehow possible to predict how long a particular route is going to last, then we can perform a route discovery sometime before the route is broken. The prediction of the lifetime of a route is possible since the destination node knows the location and the velocity of all the nodes along the route. It is also possible that a node gets a detailed information about the expected lifetime of individual hops along the route. The problem arises because of the fact that we are not able to accurately predict the lifetime of a route after it has been discovered because of the mobility of the nodes. It is possible to accurately predict the exact lifetime of a route if the mobility pattem of the nodes are completely deterministic. However, this is highly improbable.
The mobility model plays an essential role especially in routing in mobile ad hoc networks. The mobility model should include both the speed and the direction of movement of the mobile node. The expected lifetime of a route highly depends on the mobility pattern of the nodes. For example, if the nodes move in a deterministic manner (eg.
in a straight line with a constant speed) or all the changes in direction and velocity are known in advance, then it is possible to determine the exact time at which two nodes will move out of each other's range, i.e, d(a, y) 2 tzraTage. On the other hand, if there is no information available about the movement pattem or if the nodes are moving randomly in all directions, then it becomes difficult to predict the lifetime of a route. In that case, we can only make an estimate based on the average speed and the analysis becomes probabilistic. If the movement pattem is somewhat in between, i.e., there is a probability distribution function for the node going in different directions. The probability distribution function will have the highest value in the direction of motion, thus decreasing value on either side. Thus we see, how the lifetime of a route can be predicted from the mobility model of the nodes. Once the lifetime of a route from source to destination is successfdly predicted, the altema-0-7803-6728-6101 /$10.00 0200 I IEEE. tive routes can be constructed prior to the end of the path lifetime in a timely manner.
Expected Lifetime
Wc assume that the route for which the expected lifetime is to be calculated is given by some routing protocol, DSR for example. Wc assume that the path is v1 + wIL, where wl and U, are respectively the source and destination nodes. We also assume that all the nodes are able to record the information about their position (most likely from a GPS system) and velocity. During a route discovery procedure, this spatio-temporal information is passed on the neighbors who in turn pass on the information with its own information appended. In this manner, the location and velocity of all the nodes involved in a route are known to the source and destination nodes.
The idea behind computing the expected lifetime of a link is to determine the time at which the two nodes move out of each other's range. To find the expected lifetime of a route, we must consider all the hops (links) in the routes separately because a break in any of the hops will break the route. The condition for the existence of a link between two nodes x and y is d ( x , Y) 5 t z r a n g e , where d ( z , y) is the distance between z and y, and tzrange is their transmission range. For a route from w 1 to w,, having ( n -1) hops, we can represent each hop by zljwi+l for 1 5 i 5 n -1. Since there is a link z l j z~i +~ between U ; and wi+l, we can say that d(wi,11;+1) 5 txTaTLge for 1 5 1: 5 n -1. But due to the mobility of the nodes, the inequality will not hold true after some period of time. The time for which the two nodes will be communicating will depend on thcir speeds and relative direction of motion. Let E [ t i ] be the expected time that a link will exist between w, and ~+ l , which is the ith hop in the route. Therefore, the expected time for the entire route E [t] can be found by taking the nziniriziinz of the expected lifetimes for all the hops. Thus,
Longevity under Various Mobility Models
We consider four mobility models and study their effect on the longevity of routes.
Deterministic
In this model, the movement of all the nodes are completely defined, so it is possible to calculate the exact time 
Partially deterministic
In this model, the direction ofmovement of all the nodes are known with a certain probability. We assume that there is a probability distribution function for the direction of motion. For the sake of demonstration, we consider the probability distribution function as shown in Figure 2 , where the probability that a node deviates by an angle 8 from its mean path is proportional to cos 8. So the probability that a node changes its direction between 8 and (8+68), where 68 -+ 0, is given by f cos 868. The factor of comes because it can go to either side, left or right, with equal probability. The expected life of a link can be calculated in the same manner as the previous model, but with the uncertainty factor of f cos 060.
It can be noted that any other probability model could have worked as well, the direction would simply result in a different term for the deviation. This model is motivated from the fact that nodes have a general direction of motion. A node moving in a particular direction tends to move in that direction, may be with slight deviations. It is hardly the case that a node after traversing in a particular direction will travel in the opposite direction. If we follow the same approach as in the previous case then the expected lifetime would be where Or is the deviation from the forward direction at the ith time epoch. 
Brownian motion
In this model, the direction of movement is a continuous random variable uniformly distributed between 0 and 27r. Also, the velocity at any given time is random. The motion is shown in Figure 3 , where a node undergoes random movements for 8 time epochs. It can be seen that the distances moved in each time epochs are random and the direction of movement is also random. It is rather difficult to analyze the link condition between two nodes when both the nodes involved are moving in random directions with different speeds. The link condition of a node in a cellular architecture is always analyzed with respect to the static base station. But in ad hoc networks, all nodes are mobile and the mobility of a node has to be analyzed by fixing the reference frame of one with respect to another. This is because the link between two nodes is dependent on the relative movement of the nodes [7] . For every movement of a node, the reference frame of the other node is translated an equal distance in the opposite direction. Effectively, the mobility vector of a node can be obtained as the difference of the mobility vectors of the two nodes.
Let T denote the first time a node crosses tz-range.
We will compute P { t z r a n g e < T } by considering By using symmetry and simplifying algebraically, we find that P{T 2 t } = 2 P { X ( t ) 2 t z r a n g e } .
We also know from the properties of Brownian motion that X ( t ) is normal with mean 0 and variance t, its density function is given by
From the above expression, we can find out the probability with which a node will move out from the transmission range of another. Since we have assumed a reference frame with respect with another node, the velocity vector of a node as seen by the other's reference frame will be double the actual velocity. The expected lifetime can be shown to be [ 101
It follows that T , though finite with probability 1, has an infinite expectation. That is, with probability 1, the Brownian motion process eventually crosses tzTange, but its mean time is infinite.
Brownian motion with drift
This model is more observed in real life where the nodes move randomly as in the previous case but the probability cloud has a general direction of movement. An example would be a convoy which is moving in a particular direction and the individuals are moving in random directions within the convoy. The motion can be defined as
where B ( t ) is the standard Brownian motion. Thus a Brownian motion with drift is a process that tends to drift off at a rate p. It can be shown that
If we consider all the nodes in the system having the same drift velocity and direction, then the problem boils down to the ordinary Brownian motion as discussed before. This is because of the fact that all nodes will have zero relative drift velocity with respect to each other. If the nodes do not move with the same drift velocity and direction, then a correction term containing the relative drift motion vector needs to be added to the previous analysis. The correction term would be k?~ -,LCz, where and , LC2 are the drift velocities of the two nodes. Since, the expected lifetime was infinity for Brownian motion, addition of a finite term does not change the expected lifetime in this case.
Conclusions
In this paper, we argue that prior knowledge of the lifetime of a route in an ad hoc network is crucial because of the delay involved in any route discovery protocol. Also, by knowing the the expected disruption time of a route, a new route may be discovered before a link fails along a route. We claim that the lifetime of a particular route is dependent on the speed and direction of movement of all the nodes involved in the route. Thus, the mobility models play an important role in the lifetime of a route. We analyzed the expected lifetime of a route by considering two neighboring nodes (within each other's transmission range) and their corresponding link. This can be extended for all the node pairs in route and the link with the least expected lifetime will dictate the lifetime of the entire route. The expected lifetime for a link was calculated for four different mobility models. We are currently in the process of validating our analytical model by exhaustive simulation where a number of nodes are randomly distributed over a region and are undergoing motions according to different mobility models. We also nced to decide when to invoke the route discovery protocol before the route disrupts.
