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Abstract
Multi-resolution Terrain Model (MTM), which is widely used for visualizing large
terrain, is initially designed as a main-memory method. Such an assumption is no
longer valid with the rapidly increasing terrain size, which makes the data exchange
between main memory and secondary storage the bottle-neck of multi-resolution
terrain visualization. In this paper, a novel multi-resolution access method, the
LOD-quadtree, is proposed to improve the eﬃciency of data retrieval for existing
MTM based on Triangulated Irregular Network (TIN) without any modiﬁcation.
The proposed method integrates the spatial and resolution information to eﬀectively
reduce the I/O cost of data access. The LOD-quadtree also has a simple and ﬂexible
structure that is designed for multi-resolution terrain data. Test results demonstrate
signiﬁcant performance improvement introduced by these two features of the LOD-
quadtree.
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Terrain data obtained from the natural environment is usually a very large
amount. For instance, The US Geology Survey (www.usgs.gov) provides dig-
ital elevation data covering most parts of U.S. sampled at 10- or 30-meter
resolution. The volume of the entire data-set is measured in terabytes. Visual-
izing such large terrain at full resolution requires excessive resources. However,
this is typically unnecessary due to the limited resolution of the display de-
vice: the terrain will appear to be overly dense and illegible when displayed.
multi-resolution visualization approach is proposed to address this problem
by replacing the original terrain model with a simpliﬁed approximation con-
structed according to application requirements [1]. Consequently, the resource
requirement for visualization is signiﬁcantly reduced with acceptable sacriﬁce
of visual quality. Terrain approximation construction, which is essentially the
simpliﬁcation of the original model, is very expensive due to the usually large
size of the data-set. Multi-resolution Terrain Model (MTM) — a terrain rep-
resentation that supports the reconstruction of various approximations with
acceptable overheads is proposed as a solution to this problem. An MTM can
provide a large number of possible approximations at various resolutions to
accommodate diﬀerent visualization requirements [1]. There are two types of
MTM according to the underlying data structures: Regular Square Grid (RSG)
and Triangulated Irregular Network (TIN); examples are given in Figure 1(a)
and 1(b) respectively.
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Fig. 1. Two types of MTM
The operation to extract a terrain approximation from MTM for user-speciﬁed
viewing conditions is known as selective reﬁnement. To facilitate this process,
most MTM adopt a tree-like data structure and each node stores an approxi-
mation of its child nodes’ data. The construction of an approximation is per-
formed in a “progressive reﬁnement” manner: it starts from the root, which
contains the least detailed data, and reﬁnes this coarse approximation pro-
gressively by replacing its part with the more detailed data stored at its child
nodes recursively until the desired resolution is achieved (details are provided
in Section 2). Since the size of the data with low resolution is substantially
less than that of the original model, such a procedure can signiﬁcantly reduce
the construction cost. The tree-like structure can also provide a large number
of possible approximations with changing resolutions, since the initial coarse
approximation can be reﬁned to any resolution available and diﬀerent parts
can have various resolutions. Approximation with changing resolution is com-
mon in terrain visualization. For instance, to have an approximation with a
uniform resolution appearance on display (Fig. 2(a)), the resolution of actual
data needs to change with the distance from the view point: the further away
from the viewpoint, the lower the resolution (Fig. 2(b)).
MTM is initially designed as a main-memory method. As the size of available
terrain data increases, it is increasingly diﬃcult to keep the entire MTM in
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Fig. 2. Approximation with variable resolution
memory during visualization. The progressive reﬁnement nature of the selec-
tive reﬁnement makes it intrinsically ineﬃcient for accessing data in secondary
storage: each reﬁnement requires a data fetch; thus one selective reﬁnement
usually needs a large number of data retrieval of very small amount, which
is highly ineﬃcient. A number of approaches have been proposed to support
selective reﬁnement on RSG-based MTM, and a survey of these methods can
be found in [2]. The majority of approaches are based on restricted quadtrees
[3], a variation of the quadtree. It ﬁts nicely with the regular structure of RSG,
and the tree level is used to indicate the resolution of the data. However, these
methods have the following limitations:
(1) they rely on the grid structure of RSG-based MTM, which makes them
not applicable to TIN-based MTM;
(2) they are based on the assumption that data in an approximation is a
sub-set of the original data, which is not always desirable;
(3) their selective reﬁnement algorithms are tightly coupled with MTM con-
struction, i.e., one algorithm can only support a speciﬁc type of MTM.
There is little work available for TIN-based MTM, and all of them are a
by-product of MTM construction [4]: a large terrain is partitioned so MTM
can be built on each part in main memory; during selective reﬁnement only
4partitions containing required data are retrieved. However, an MTM partition
is usually of memory size and contains many unnecessary data, which leads
to signiﬁcant overhead.
In this paper, we propose a new multi-resolution access method, the LOD-
quadtree, to support selective reﬁnement query on TIN-based MTM. It does
not require any speciﬁc MTM data structure and can be applied to most exist-
ing TIN-based MTM. The LOD-quadtree integrates the spatial and resolution
information to improve the eﬃciency of data access. Together with the simple
and ﬂexible structure designed for MTM data, the LOD-quadtree signiﬁcantly
reduces the I/O cost during selective reﬁnement query processing.
The remainder of this paper is organized as follows. Selective reﬁnement on
TIN-based MTM is brieﬂy discussed in Section 2, together with a survey of
related work. In Section 3 we introduce a new dimension, the LOD dimension,
to integrate resolution information into spatial access method. The new multi-
resolution access method, the LOD-quadtree, is described in Section 4 with it
construction, bulk loading and query processing algorithms. In Section 5, test
results are presented to demonstrate the performance improvement introduced
by the LOD dimension, together with the query processing cost comparison
of the LOD-quadtree against other available methods. Section 6 concludes the
paper.
2 Related Work
In this section we provide a brief overview of work related to selective reﬁne-
ment. We start with TIN-base MTM (Section 2.1), followed by the details on
5the main-memory selective reﬁnement algorithm (Section 2.2). The existing
work on secondary-storage selective reﬁnement is surveyed in Section 2.3.
2.1 TIN-based MTM
In this paper we use the progressive mesh [5], one of the most popular TIN-
based MTMs, as an example to illustrate our work. Progressive mesh is built
upon a simpliﬁcation process called edge collapse, in which one edge (with
two end vertices) collapses into a new vertex (Fig. 3(a)). The new vertex (v9)
is recorded as the parent node of the two end nodes (v1 and v2) of the col-
lapsed edge (Fig. 3(b)). Edge collapse is repeated recursively on the resulting
approximation until only one vertex is left, and the resulting structure is an
unbalanced binary tree (Fig. 3(c)). A progressive mesh stores the ﬁnal approx-
imation (one vertex) and a set of vertex splits (the inverse of edge collapses,
Fig. 3(a)).
2.2 Main Memory Selective Reﬁnement
A selective reﬁnement is speciﬁed by two parameters:
Region Of Interest (ROI) condition: deﬁnes a portion of terrain to be
visualized.
Level Of Detail (LOD) condition: deﬁnes the level of detail of the ap-
proximation to be extracted.
Given an ROI and an LOD condition, a selective reﬁnement constructs from
the MTM an approximation that has the minimum amount of data among all
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Fig. 3. Progressive mesh
the approximations that satisfy both conditions.
Many selective reﬁnement algorithms have been proposed for MTMs that are
small enough to ﬁt into the main memory [6]. A typical selective reﬁnement
algorithm starts with a coarse approximation, e.g., from the root of an MTM
tree, and then reﬁnes it gradually until the both LOD and ROI conditions
are met. In each step, a small part of the approximation is reﬁned. If the
part is within the ROI and its LOD is not suﬃcient, it is replaced by more
detailed data. If the part is not within ROI or it is within ROI but its LOD
is suﬃcient, it is not further reﬁned. This process repeats until the LOD of
all parts of approximation within the ROI is equal to, or greater than, the
LOD speciﬁed by the user. Based on the progressive mesh in Figure 3(c), a
simple main-memory selective reﬁnement example is given in Figure 4. The
7Fig. 4. MTM selective reﬁnement
ROI condition is speciﬁed as a region R and the LOD condition is speciﬁed
as an LOD value E (all the points in the approximation should have LOD no
less than E). Figure 4 shows every step of this selective reﬁnement: the upper
part is the part of MTM used to reconstruct the approximation; the lower
part is the resulting approximation.
Step 1: the approximation starts with the root of the MTM hierarchy, which
is V15. So the approximation is only one point.
Step 2: assuming that the LOD of V15 is less than E and within R, V15 is
reﬁned by replacing it with its two children: V14 and V8. According to the
reﬁnement, the approximation is now a line.
Step 3: assume that both V14 and V8 are within R; the LOD of V8 is greater
than E, but the LOD of V14 is less than E. Therefore, V14 is further reﬁned
and replaced by V10 and V13, after which the approximation turns into a
triangle.
Step 4: suppose V10 is outside the R, so it is not reﬁned any further; V13 is
within R and its LOD is still less than E. So V13 is replaced by V12 and V7.
Now every point within R has LOD no less then E, so the reﬁnement stops.
The ﬁnal approximation is made up of two triangles.
82.3 Secondary-Storage Selective Reﬁnement
As previously mentioned, the approach used in the previous example could
potentially cause a large number of data retrieval with small amount if the
selective reﬁnement is performed on an MTM database, because one retrieval
is needed for each reﬁnement to retrieve the data of its child nodes. In the
previous example, four retrievals (one for each step) are performed to retrieve
seven points, which is not eﬃcient given that the data size of one point is
usually much smaller than a disk page size.
Limited work is available to support secondary storage selective reﬁnement
on TIN-based MTM, and they are all the by-product of MTM construction.
In Magillo and Bertocci’s work [7], the simpliﬁcation algorithm divides the
whole data-set into smaller parts so that each part can ﬁt into main memory
and be simpliﬁed separately. As a result, the MTM is made up of a number of
“sub-MTMs” that can be displayed independently or together. The selective
reﬁnement algorithm then retrieves only the sub-MTMs that intersect with
the ROI from secondary storage.
In Hoppe’s work [8], a quadtree index is built into the progressive mesh. The
method starts with partitioning the data in the original model into grids. Then
simpliﬁcation is performed within each grid. Next, every four adjacent grids
are merged into one larger grid and further simpliﬁed. This process repeats
until there is only one grid left. During selective reﬁnement, “MTM-grids” are
retrieved if they intersect with the ROI and contain data with required LOD.
The common problems of these two methods are:
9(1) Both sub-MTM and MTM-grid are close to memory size, which leads to
a large amount of unnecessary data retrieval because usually only a small
percentage of the data is needed;
(2) Both methods are designed for a speciﬁc type of MTM, and cannot be
adapted to another type of MTM easily.
Designing a new approach that addresses these is the main motivation for the
work in this paper.
3 The LOD Dimension
A multi-resolution access method that relies on the tree structure of the MTM
to access LOD information will inevitably lead to the “incremental retrieval”
as described in Section 2.2, and results in ineﬃcient data access. We think
indexing MTM tree-like structure is not a feasible option, either. Most spatial
database systems are not well designed for tree-structured data; in particu-
lar there are few spatial access methods available for such data structures.
The requirement that the multi-resolution access method can support various
types of TIN-based MTM implies that it has to be independent of the MTM
construction processing and requires no modiﬁcation to MTM structure.
Based on these observations, we choose to exclude the tree structure and index
the nodes in MTM as separate points. This approach avoids the diﬃculty in
handling tree-structured data. Besides, it can be used for any MTM that
uses node for data storage and does not require any modiﬁcation to MTM.
Here a node can include more than one point. An example of this is Multi-
Triangulation [9], in which each node is a small approximation. It will be
10shown that our method can handle both cases. For clarity we refer to the
vertex in MTM as node and the vertex in approximation as point from now
on.
Given the abundance of spatial access methods, it is trivial to apply any of
them to identify the data within ROI eﬃciently. However, these methods lack
the ability to distinguish data with diﬀerent LOD, which usually leads to the
retrieval of data with unnecessarily high LOD. A possible solution for this
problem is to incorporate the LOD information into the indexing structure.
The idea is ﬁrst proposed by Horhammer, M. et al. [10]. In their work, a “scale”
dimension is added to the indexing structure to improve the performance of
spatial query on multi-scale digital map database. Here we extend the idea for
selective reﬁnement on MTM, and introduce an “LOD dimension” for MTM
data. Two alternatives are available to manage the LOD dimension: one is to
have a separate index for it, which leads to managing the spatial and LOD
information separately; the other is to integrate it with spatial information and
have one index for both. It has been shown that one spatial index with both
LOD (scale) and spatial information has considerably better performance than
two separate indexes for spatial query on a multi-scale digital map database
[11]. The test results in Section 5 conﬁrms that this is also applicable to multi-
resolution terrain data.
With the introduced LOD dimension, MTM nodes are in an x-y-z-LOD four-
dimensional space. It is possible to apply a four-dimensional spatial access
method, but we choose to include only the x, y, and LOD dimensions because
of the following considerations:
(1) Given the nature of terrain data, ROI condition is usually speciﬁed in x
11and y dimensions; z dimension is rarely used;
(2) For a spatial access method that can process n dimensional data, its
query performance usually decreases as the number of dimensions in-
crease. Therefore, keeping the dimensionality low can help improve query
performance.
The main advantage of having an x-y-LOD data space is that the data re-
quired for a selective reﬁnement can be fetched using range query, which avoids
the ineﬃcient incremental retrieval during selective reﬁnement. From the ex-
ample in Section 2.2, it is easy to see that the nodes necessary for selective
reﬁnement share the following two properties:
(1) They are within the ROI;
(2) Their LOD is between the user-speciﬁed value and the LOD of the root,
which is caused by the fact that selective reﬁnement always starts from
the root and stops when the LOD is no less than the user-speciﬁed value.
Based on this observation, SR-region (stands for selective reﬁnement region),
is introduced to pre-retrieve the data for selective reﬁnement. The SR-region
is deﬁned by the ROI and LOD of selective reﬁnement, as shown in Figure 5:
the x-y dimension of the SR-region is the ROI; the LOD dimension of the SR-
region is an interval spans from the root LOD to user-speciﬁed value. The data
within the SR-region (indicated as white dots in Figure 5) are those necessary
for selective reﬁnement and can be pre-retrieved using a range query with SR-
region as the query window to improve the performance of selective reﬁnement.
Note that our approach can handle SR-region with arbitrary shape, and the
details are given in the next section.
12Fig. 5. The LOD dimension
4 LOD-quadtree
The goal of the LOD-quadtree is to facilitate data retrieval using the SR-region
for selective reﬁnement. Among the issues that may inﬂuence the eﬀectiveness
of the LOD-quadtree, an important one is the common data distribution of
MTM nodes in the x-y-LOD space.
4.1 Approximation Error
To study the distribution of MTM data, we use the approximation error of a
node to represent its LOD, i.e., a node with high LOD has a small approxima-
tion error. Among the available error metrics, we choose the vertical distance
error: the error of a node is measured by the vertical distance between the
point in the approximation and its corresponding point (i.e., with same x and
y coordinates) in the original model. This is one of the most widely used error
metrics for terrain visualization [12]. For simplicity, we deﬁne the LOD value
of an MTM node as equal to its approximation error value.
A study performed on our test data-set shows that the MTM data distribute
13almost evenly in the x and y dimensions. This can be explained by the fact that
most terrain data are collected at regular intervals, and this even distribution
of the original data decides that the simpliﬁed data created during MTM
construction is also evenly distributed. In the LOD dimension, the data is
highly skewed. Figure 6 is the distribution of the MTM data in the LOD
dimension in our test data-set, which has approximately 110,000 points totally,
and the approximation error is measured in meters. Note that both axes are
Fig. 6. The distribution of node LOD
in logarithmic scale, which indicates that the data are highly skewed towards
the small approximation error range. After a close study of the MTM data,
we ﬁnd the reasons are:
(1) About half of all the points in the MTM are from the original terrain
model and the approximation errors of these points are zero.
(2) The simpliﬁcation algorithm that creates the MTM tries to minimize the
approximation error introduced at each step.
(3) The approximation errors of points in the MTM only increase quickly as
the simpliﬁcation progresses to higher than a certain level and there are
few points left at that stage.
144.2 Description
Besides the data distribution, the design of the LOD-quadtree is based on the
following observations:
(1) The data objects are points in the x-y-LOD space, and there is little
overlapping among them;
(2) The main type of the query that the access method needs to support
is range query, whose query window is deﬁned by the ROI and LOD
condition of the selective reﬁnement;
These two observations suggest spatial access methods that partition the data
space regularly (such as the region quadtree [13]) will have a good perfor-
mance due to its small overhead (simple structure) and eﬀective range query
processing. However, such spatial access methods cannot cope with skewed
data distribution, which leads to highly unbalanced index tree and thus poor
query performance. Based on these considerations, the LOD-quadtree is de-
signed to have the following properties:
(1) It partitions the x-y-LOD space recursively;
(2) In x and y dimensions, the partitions are performed regularly thanks to
the even data distribution;
(3) In LOD dimension, the partitions are based on data distribution to give
the LOD-quadtree a balanced structure.
(4) Binary partition is performed on every dimension, so each space is parti-
tioned to eight sub-spaces
(5) The recursive partition stops when a sub-space contains no more than
one data point
15Figure 7 shows a simple example of LOD-quadtree partition with only one
level. We call the dividing plane that is perpendicular to the LOD axis LOD
plane.
Fig. 7. one-level LOD-quadtree partition
An LOD-quadtree has a tree structure in which every node has either eight
or no child nodes. To improve the performance of query processing, we choose
not to store the tree structure, but index each data node with the z-value
[14] of its sub-space and store them in a B+-tree. The technique is commonly
known as linear quadtree [15] and has a better query performance than storing
the tree structure directly. For the LOD-quadtree, the partitions in the x and
y dimensions do not need to be stored explicitly because they can be derived
from the level of partition. However, the partitions in the LOD dimension
(i.e., the position of LOD plane) are data dependent, and hence have to be
stored explicitly. Since each partition has a LOD plane, the total number
is O(n) where n is the number of nodes in MTM. Therefore, the overhead
introduced by the LOD plane is potentially very large. In the eﬀort to reduce
the overhead, it is found that the positions of LOD planes of sub-spaces at
the same LOD level (such as the four sub-spaces in the upper half of the data
space in Figure 7) are very similar. Based on this observation, global LOD
plane is introduced to reduce the number of LOD planes. So the sub-spaces
16at the same LOD level share one LOD plane instead of having a diﬀerent
LOD plane for each (Figure 8). Given the uniform data distribution in x and
y dimension, the LOD-quadtree remains close to balanced after replacing the
LOD planes with global LOD planes. The total number of global LOD plane
is only O(nlogn) because it is equal to the height of the LOD-quadtree, which
is close to a balanced tree. The positions of the global LOD plane are stored
in a separate binary tree to facilitate ﬁnd the ones for next level partition.
Given a node in such a binary tree, the two global LOD planes of the next
partition level are stored at its two child nodes; the plane positioned at higher
LOD value is stored in the left child and the plane positioned at lower LOD
value is stored in the right child. For instance, the position of the LOD plane
2 in Figure 8 will be stored in the left child of the node storing the position
of the LOD plane 1.
Fig. 8. Global LOD plane
In summary, an LOD-quadtree consists of a binary tree and a B+-tree: the
binary tree stores the positions of global LOD plane, while the B+-tree stores
the MTM node indexed by its z-value obtained from the LOD-quadtree par-
tition. The LOD-quadtree has no speciﬁc requirement for the MTM hierarchy
— therefore it can support most existing MTM in which data are stored in
the MTM nodes. The LOD-quadtree described here can be easily extended
17to support MTM whose node stores more than one data point, in which case
each node can be represented as a minimal three-dimensional interval in the
x-y-LOD space that contains all the node data.
4.3 Construction
The ﬁrst step in building the LOD-quadtree is to ﬁnd the positions of the
global LOD planes. Our algorithm follows the approach similar to that of the
“median of the medians” algorithm [16]: all the nodes are put into groups of
constant size and the median of each group are put into a new node set; the
same process repeats on this set until the set size is small enough to ﬁnd the
median. The details are presented in Algorithm 1. The LOD of a node n is
denoted as n.e. Note that after identifying the plane position m0.e, the position
of the planes at next partition level can be found by FindMedianLOD(M,
m0.e, emax, k) and FindMedianLOD(M, emin, m0.e, k).
The construction algorithm of the LOD-quadtree is shown in Algorithm 2.
When a node is inserted into the LOD-quadtree in memory, the sub-space
containing it is further partitioned until there is no more than one node in
each leaf sub-space. The node is then added into a B+-tree on disk in which
all the nodes are indexed with the z-value of the sub-space containing it in the
LOD-quadtree. The positions of the global LOD plane are stored in a binary
tree TP as described earlier.
Given the fact that the whole MTM is known prior to the LOD-quadtree tree
construction, we also include a bulk loading algorithm for the LOD-quadtree
(Algorithm 3). The goal is to reduce the number of accesses to the B+-tree
18Algorithm 1: FindMedianLOD
Input: MTM node set N, minimal LOD value emin, maximal LOD value
emax, group size k
Output: The LOD value m0.e of the median m0 of nodes in N whose LOD
is within (emin,emax)
Node set N0 ← ∅;
Node set M ← ∅;
for every node n in N do
if emin < n.e AND n.e < emax then
N0 ← N0 ∪ {n};
if node number of N0 = k then
n0 ← the node has the median LOD value in N0;
M ← M ∪ {n0};
endif
endif
endfor
if node number of M > k then
FindMedianLOD(M, emin, emax, k);
else
m0 ← the node has the median LOD value in M;
return m0.e
endif
as much as possible. This is achieved by sorting the MTM nodes according
to their z-value. The result is that there are only insertions into the B+-tree
(i.e., no deletions), and those insertions occur in a strictly sorted order, which
allows building the B+-tree with minimal number of I/Os and with no CPU
cost overhead for reorganizations. External merge sort [17] is used for sorting
the MTM nodes. This algorithm has the advantage of being provably optimal,
19Algorithm 2: BuildLodQuadtree
Input: MTM point set N
Output: a B+-tree TB of nodes in N indexed with their LOD-quadtree
z-value and a binary tree TP stores the positions of the global LOD
planes
root of the LOD-quadtree TLOD ← entire data space;
TB ← ∅;
for every node n in N do
s ← the leaf sub-space that contains n;
p0 ← the global LOD plane of the partition resulting in s;
while node number in s > 0 do
p ← the global LOD plane computed by Algorithm FindMedianLOD;
if the position of p > p0 then
add p as the left child of p0;
else
add p as the right child of p0;
endif
decompose s into eight sub-spaces s1,s2,...,s8 according to p;
add s1,s2,...,s8 as the children of s to TLOD;
si ← the leaf sub-space that contains n, 1 ≤ i ≤ 8;
s ← si;
endw
z(s) ← the z-value of s;
insert n into TB according to z(s);
endfor
return TB and TP
having an I/O cost of O(N
B logM/B
N
B), where N is the number of data objects,
M the number of objects that ﬁt into an internal memory buﬀer used for
20sorting, and B is the number of objects in a block transfer (typically the size
of a disk page).
Algorithm 3: BulkLoadLodQuadtree
Input: MTM point set N
Output: a B+-tree TB of nodes in N indexed with their LOD-quadtree
z-value and a binary tree TP stores the positions of the global LOD
planes
for every node n in N do
compute its LOD-quadtree z-value using Algorithm BuildLodQuadtree;
endfor
return TP;
sort N according to node z-value using external merge sort;
insert nodes in N into TB in the sorted order;
return TB
4.4 Selective Reﬁnement Query
The selective reﬁnement query processing algorithm (Algorithm 4) is based on
recursively decomposing the SR-region into LOD-quadtree blocks (based on
the position of the global LOD planes). The decomposition terminates when
a block is totally enclosed in the SR-region or it reaches the maximal level
of LOD-quadtree decomposition. MTM nodes contained in such blocks are
retrieved. The initial value of the search space s is the entire data space.
Note that Algorithm 4 does not guarantee retrieving all the nodes required for
a selective reﬁnement. The reason is that the ancestor of the nodes containing
data for the ﬁnal approximation can be outside the ROI. Therefore, the terrain
21Algorithm 4: SelectiveReﬁnementQuery
Input: LOD-quadtree (TB,TP), SR-region q, search space s
Output: MTM node set Nq that contains all the nodes contained in q
Nq ← ∅;
if q contains s OR s is the maximal partition level of the LOD-quadtree then
zmin ← the minimal LOD-quadtree z-value s represents;
zmax ← the maximal LOD-quadtree z-value s represents;
N ← all nodes in TB whose LOD-quadtree z-value are within [zmin,zmax];
Nq ← Nq ∪ N;
else
p ← the global LOD plane for partitioning s;
decompose s into eight sub-spaces s1,s2,...,s8 according to p;
for i=1 to 8 do
if si overlaps with q then
SelectiveReﬁnementQuery((TB,TP), q, si);
endif
endfor
endif
return Nq
approximation construction algorithm (Section 2.2) always starts with the root
and retrieves data if it is not included by Algorithm 4.
5 Performance Study
In this section, we study the eﬀectiveness of integrating LOD information in
a spatial access method and compare the performance of the LOD-quadtree
with other available indexing methods.
22We use Oracle 9 for our tests. Its object-relation features are not used, nor is
the Oracle Spatial. Indexes are created wherever necessary for all the tables
used. The database and system buﬀer is fully ﬂushed before each test. Other
software packages used are Java SDK 1.3 and Java3D SDK (openGL) 1.2.
The hardware used consists of a Pentium III 700MHz with 256MB memory.
The terrain data used is a real data-set from a local mining company and has
a dimension of 6.4 kilometer by 3.2 kilometer. The progressive mesh is used
as the test MTM and is constructed using quadric error metrics [18]. The
resulting MTM has 109,664 nodes.
In the tests, vertical-distance error metric is used and we use maximum al-
lowable approximation error (Emax) to control terrain approximation LOD.
An terrain approximation with Emax = 1 means that every point in it has
approximation error greater than one meter. As shown in Figure 6, the test
data-set is skewed in the LOD dimension. We choose to only include approx-
imations whose Emax value is within (0,0.2) because an approximation with
higher error has very few points.
We focus on the I/O cost of selective reﬁnement because the spatial access
method employed in MTM does not aﬀect the computation cost of approx-
imation construction. The primary performance index is the number of disk
page access. Not measured are those once-oﬀ costs, including the construction
of the all the indexes. Data retrieval occurs before and during selective reﬁne-
ment, the I/O cost of these two stages are marked as C1 and C2 respectively.
The total cost C is the sum of the two. For comparison, we also include the
optimal I/O cost, which equals to the number of MTM nodes needed divided
by the number of nodes each disk page can hold. This is indicated as the
”target” in the ﬁgures.
235.1 LOD Dimension
In this section, spatial access method with integrated LOD information is
compared with possible alternatives. The following four approaches are tested:
(1) MTM hierarchy (no spatial access method);
(2) Two dimensional spatial access method on x and y dimensions;
(3) Two dimensional spatial access method on x and y dimensions, and one
dimensional access method on LOD dimensions;
(4) Three dimensional spatial access method on x,y, and LOD dimensions.
The ﬁrst approach applies the main memory selective reﬁnement algorithm
to the MTM database and does not utilize any spatial access method. All the
data are retrieved during selective reﬁnement and only fetched when required
by the algorithm. The second method has a region quadtree (implemented as a
linear quadtree) on the x and y dimensions. It retrieves all the data within ROI
before selective reﬁnement. Based on the second one, the third approach has
an extra B+-tree built on the LOD dimension. The data within the SR-region
is retrieved before selective reﬁnement. The LOD-quadtree is used for the last
approach. It is constructed using the bulking loading algorithm described in
Section 4.3 and only retrieves data enclosed in the SR-region. As mentioned
earlier, the pre-retrieval does not include all necessary data. The data fetch
during selective reﬁnement retrieves these missing data only when they are
required by the algorithm. These data are identiﬁed using MTM node ID,
which is indexed using a B+-tree. No spatial access method is employed for
data retrieval during selective reﬁnement.
24Figure 9 shows the performance of these methods when displaying an area
of same size (same ROI size) at various LOD. The values shown here is the
average of repeating the same query at 20 diﬀerent locations (the same applies
to the values in other ﬁgures). The x-axis is the Emax (LOD) of the approx-
imation and the y-axis is the number of the disk page access. For this set of
tests, the ROI size used is 200m × 200m. Figure 9(a), 9(b), and 9(c) are the
disk page access before selective reﬁnement (C1), during selective reﬁnement
(C2), and total (C) respectively.
(a) Before selective reﬁnement (C1) (b) During selective reﬁnement (C2)
(c) Total (C)
Fig. 9. Number of disk page access vs. LOD
Figure 10 shows the performance of these methods when displaying terrain
approximation of diﬀerent ROI size with the same LOD. The x-axis is the size
25of ROI and y-axis is the number of the disk page access. The Emax used is
0.1 to allow for a reasonable number of points in the approximation. Figure
9(a), 9(b), and 9(c) are the disk page access before selective reﬁnement (C1),
during selective reﬁnement (C2), and total (C) respectively.
(a) Before selective reﬁnement (C1) (b) During selective reﬁnement (C2)
(c) Total (C)
Fig. 10. Number of disk page accessed - constant LOD (Emax = 0.1)
From Figure 9 and 10 we can see that the ﬁrst approach, which does not
employ any spatial access method, has the worst performance. All the data
are retrieved during selective reﬁnement, which is ineﬃcient and expensive.
The second approach with quadtree on x and y dimensions out-performs the
ﬁrst one with the help of data fetch before selective reﬁnement, which largely
26reduces the value of C2. However, it also retrieves a large amount of redun-
dant data because all the data within ROI is fetched from database. This
also explains the constant cost (horizontal line) in Figure 9(a). The method
with separate indexes for x-y and LOD dimensions reduces the I/O cost of
pre-retrieval by excluding the unnecessary data. However, it needs to join
two indexes to locate the data, which is ineﬃcient. The LOD-quadtree solves
this problem and further improves the performance. These results conﬁrm that
pre-retrieving data using spatial access method before selective reﬁnement can
reduce overall I/O cost; integrating LOD information as an additional dimen-
sion in the spatial access method can eﬀectively reduce the cost of identifying
necessary data.
5.2 LOD-quadtree
In this section, the selective reﬁnement performance of the LOD-quadtree is
compared against that of existing spatial access methods in the x-y-LOD
space. Three approaches are included:
(1) the region quadtree [13];
(2) the R*-tree [19];
(3) the LOD-quadtree.
A three dimensional region quadtree is used in the ﬁrst approach. The quadtree
is implemented as a linear quadtree, i.e, nodes are stored in a B+-tree indexed
by their three-dimensional z-value. A bulk loading method, the top-down
greedy splitting algorithm [20], is used in the second approach to improve
its performance. This method is reported to have better performance than
27previous R-tree bulk loading methods including the Packed R-tree [21], the
Hilbert R-tree [22], and the STR R-tree [23]. As the name indicates, it starts
from the top level and tries to ﬁnd a cut that minimizes the total MBR area.
Please refer to [20] for the details. The LOD-quadtree is constructed using the
bulking loading algorithm described in Section 4.3. All these approaches fetch
the data within the SR-region before selective reﬁnement. Any necessary data
missed by the pre-retrieval are fetched during the selective reﬁnement in the
same way as described before.
Similarly, the comparison consists of two set of tests. Figure 11 shows the
results of the ﬁrst set, in which the LOD of the terrain approximation varies
while the size of the ROI remains constant. The x-axis is the Emax (LOD)
and the y-axis is the number of the disk page access. For these tests, the ROI
size is 200m × 200m. Figure 11(a), 11(b), and 11(c) are the disk page access
before selective reﬁnement (C1), during selective reﬁnement (C2), and total
(C) respectively.
Figure 12 shows the results of the second set, in which the ROI size of the
terrain approximation varies while the LOD remains constant. The x-axis is
the size of ROI and the y-axis is the number of the disk page access. For
these tests, the Emax used is 0.1 to allow for a reasonable number of points in
the approximation. Figure 12(a), 12(b), and 12(c) show the disk page access
before selective reﬁnement (C1), during selective reﬁnement (C2), and total(C)
respectively.
It can be observed from Figure 11 and 12 that, for these three approaches
the I/O cost during selective reﬁnement is similar and the main performance
diﬀerence is the pre-retrieval, during which most data fetch occurred. The R*-
28(a) Before selective reﬁnement (C1) (b) During selective reﬁnement (C2)
(c) Total (C)
Fig. 11. Number of disk page accessed vs. LOD
tree has a higher overhead than the other two approaches, which explains its
relatively poor performance. The skewed distribution of the MTM data gives
the region quadtree a rather unbalanced tree structure, which attributes to its
slow performance. The LOD-quadtree, with a simple and ﬂexible structure,
clearly out-performed the previous two.
29(a) Before selective reﬁnement (C1) (b) During selective reﬁnement (C2)
(c) Total (C)
Fig. 12. Number of disk page accessed vs. ROI)
6 Conclusions and Future Work
In this paper we propose a ﬁrst spatial access method, the LOD-quadtree, to
facilitate selective reﬁnement on TIN-based MTM database. It integrates the
LOD information as an additional dimension in the spatial access method,
which avoids ineﬃcient incremental retrieval during the selective reﬁnement
and reduces the I/O cost of identifying the necessary data. The LOD-quadtree
has a simple and ﬂexible data structure, which adapts well to the MTM nodes
distribution in the x-y-LOD space. The simple structure gives the LOD-
quadtree the performance advantage when compared against other spatial
30access method that partition the space according to data distribution (such
as R-tree and its variants). With little overhead, the introduced global LOD
plane gives the LOD-quadtree a more balanced tree structure than that of
traditional quadtree variants such as the region quadtree. The results from
tests performed on the real-world data-set conﬁrm the eﬀectiveness of the
LOD-quadtree for the selective reﬁnement query. Last but not least, the LOD-
quadtree can support most existing TIN-based MTM without any modiﬁca-
tion.
The terrain visualization is usually a dynamic process. The approximation
created by a selective reﬁnement needs to be updated when the view point
moves, and/or the viewing angle is changed. How to perform an update ef-
ﬁciently needs further investigation, especially for the case where real-time
update is required (such as ﬂight simulation).
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