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WARING PROBLEM FOR FINITE QUASISIMPLE
GROUPS
MICHAEL LARSEN, ANER SHALEV, AND PHAM HUU TIEP
Abstract. The classical Waring problem deals with expressing
every natural number as a sum of g(k) kth powers. Similar prob-
lems for finite simple groups were studied recently, and in this
paper we study them for finite quasisimple groups G.
We show that for a fixed group word w 6= 1 and large enough
G we have w(G)3 = G, namely every element of G is a product
of 3 values of w. For various families of finite quasisimple groups,
including covers of alternating groups, we obtain a stronger result,
namely w(G)2 = G. However, in contrast with the case of simple
groups studied in [LST], we show that w(G)2 = G need not hold
for all large G; moreover, if k > 2 then xkyk is not surjective on
infinitely many finite quasisimple groups.
The case k = 2 turns out to be exceptional. Indeed, our last
result shows that every element of a finite quasisimple group is a
product of two squares. This can be regarded as a non-commutative
analogue of Lagrange’s four squares theorem.
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1. Introduction
The classical Waring problem deals with expressing every natural
number as a sum of g(k) kth powers. Analogous group-theoretic prob-
lems were studied extensively in recent years, with emphasis on finite
simple groups, see [Sh], [LSh], [LSh2], [Sh2], [NP], [LBST1], [LST] and
the references therein.
A result proved in [LST] shows that for each k, every element of a
sufficiently large (non-abelian) finite simple group can be written in the
form xkyk. Moreover, if k = 2 this is true with no exceptions, namely
every element of a finite simple group is a product of two squares, as
proved independently in [LBST2] and in [GM].
Can these results be extended to finite quasisimple groups? Recall
that a quasisimple group is a perfect group which is simple modulo its
center. Expressing non-identity elements as powers, or as word values,
is often harder when these elements are central, which makes the case
of quasisimple groups more challenging.
It is somewhat surprising that the first result mentioned above can-
not be generalized to quasisimple groups. In particular we show in
Corollary 4.3 below that for any k > 2 there are infinitely many finite
quasisimple groups G such that the map (x, y) 7→ xkyk from G × G
to G is not surjective. The simplest counterexample of this kind is
G = SL2(q) where q ≡ 3 or 5(mod 8), and k = 4: here the central
involution of G is not a product of two 4th powers (see Lemma 4.1
below).
In contrast with these negative results, the case k = 2 turns out to
be exceptional in a strong sense. We show in Theorem 5.1 below that
every element of a finite quasisimple group is a product of two squares.
This general result can be regarded as a non-commutative analogue of
Lagrange’s classical four squares theorem.
Powers are a particular case of words, namely elements w of free
groups Fd of rank d. Various Waring type results for finite simple
groups generalize to any non-trivial word w 6= 1. Given a word w ∈
Fd and a group G we may consider a word map G
d → G induced
by substitution, and we denote its image by w(G). For example, if
w = [x, y], the commutator word, then it was shown in [LBST1] that
w(G) = G for all finite simple groups G, proving Ore’s longstanding
conjecture.
Word maps on finite simple groups need not be surjective (e.g. x2
is never surjective). However, the main theorem of [LST] asserts that
for any pair w1, w2 of fixed non-trivial words, w1(G)w2(G) = G for all
finite simple groups G of sufficiently high order. This result succeeded
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earlier work of Shalev [Sh] and Larsen-Shalev [LSh] proving the same
statement for a triple of words w1, w2, w3.
Theorem 2.1 below generalizes the earlier result to quasisimple groups:
for any fixed non-trivial words w1, w2, w3 and for all large enough finite
quasisimple groups G we have w1(G)w2(G)w3(G) = G. In particular
it follows that for each k > 1 the word map induced by xkykzk is
surjective on all large enough finite quasisimple groups.
For quasisimple groups G such that G/Z(G) is an alternating group
a stronger result holds. Here we show (in Theorem 3.1 below) that
w1(G)w2(G) = G provided G is large enough. A similar result (The-
orems 3.8 and 3.9 below) holds for covers of odd-dimensional orthog-
onal groups and of centerless even-dimensional orthogonal groups of
large enough rank. On the contrary, this result fails for all other fam-
ilies of finite quasisimple groups of Lie type with nontrivial center (in
both directions, whether we let the rank grow or we let the size of
the definition field grow while the rank remains bounded), as well as
for odd-dimensional odd-characteristic spin groups of bounded rank, cf.
Theorem 4.6.
Finally, we note that while the commutator map is surjective on all
finite simple groups, this is not the case for finite quasisimple groups.
Indeed, in [LBST3] the finite quasisimple groups in which every element
is a commutator are found, and the (finitely many) exceptions are
listed. Thus the word x2y2 behaves better on finite quasisimple groups
than the commutator word [x, y] (being always surjective), which we
find rather intriguing; it is in fact the first non-primitive word proved
to be surjective on all finite quasisimple groups.
We are grateful to Eamonn O’Brien for computational help in prov-
ing Theorem 5.1 below. We note that after this paper was completed,
we learned about the recent preprint [BG] by Bandman and Garion,
studying word maps of the form xayb on PSL2(q) and SL2(q) using
the trace method; in particular they provide an independent proof of
Lemma 4.1 below.
2. An upper bound for the width
In this section we study the minimal n such that w(G)n = G, where
w 6= 1 is a fixed word and G is a large finite quasisimple group. This
n is sometimes referred to as the width of w in G, and we show that
it is at most 3. In fact we prove a somewhat more general result, as
follows.
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Theorem 2.1. If w1, w2, w3 are non-trivial words, then for all finite
quasisimple groups G of sufficiently high order, w1(G)w2(G)w3(G) =
G.
Proof. We apply the classification of finite simple groups to G/Z(G).
The sporadic cases can be ignored. For alternating cases we prove a
stronger result – see Theorem 3.1 below. That leaves the cases when
G is a group of Lie type.
We provide two proofs for this case. The first, and shorter one, is
based on the so-called Gowers’ methods (see [Go]) and the Nikolov-
Pyber paper [NP]. It is shown there that if G is a finite group, m(G)
is the minimal degree of a non-trivial irreducible character of G, and
Y1, Y2, Y3 are subsets of G of size exceeding |G|/m(G)
1/3, then we have
Y1Y2Y3 = G.
Now let G be a finite quasisimple group such that T := G/Z(G)
is a simple group of Lie type. Fix a word w 6= 1 and suppose G is
sufficiently large. Lower bounds on |w(T )| are given in [La], [LSh] and
[NP]. Suppose T = Xr(q) where r is the Lie rank and q the field
size. By [La] we have, for bounded r, |w(T )| > a|T | for some a > 0
(depending on the bound on r). For T classical not of type A we have
|w(T )| ≥ cr−1|T | for some absolute constant c > 0 by [LSh]. And for
T of type A and r large enough it follows from bounds in [NP] that
|w(T )| > q−br|T | for any fixed constant b > 1/4. In what follows we
use this bound with fixed b satisfying 1/4 < b < 1/3.
We clearly have m(G) ≥ p(T ), where p(T ) is the minimal dimension
of a non-trivial projective representation of T , and lower bounds on
p(T ) are given in [LSe]. In particular it is known that p(T ) ≥ dqr for
some absolute constant d > 0.
We also have |Z(G)| ≤ |S(T )|, where S(T ) is the Schur multiplier of
T . The values of |S(T )| are well known, and we have |S(T )| ≤ r + 1
with finitely many exceptions. If r is large enough then (r+1)/(dqr)1/3
is smaller than both q−br and cr−1; and for bounded r and large q we
have (r + 1)/(dqr)1/3 < a.
Putting everything together we conclude that, for fixed w 6= 1 and
large enough G we have
|w(G)| ≥ |w(T )| > |T ||S(T )|/p(T )1/3 ≥ |G|/m(G)1/3.
Thus, given w1, w2, w3 6= 1 we obtain lower bounds on |wi(G)| as above,
and these imply, using [NP], that w1(G)w2(G)w3(G) = G if G is suffi-
ciently large. This completes the first proof of Theorem 1.
We now provide the second proof, which does not rely on [NP], and
proves a bit more, namely: there exist conjugacy classes C1, C2, C3 of
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G such that Ci ⊂ wi(G) and C1C2C3 = G. This result cannot be
proved by Gowers’ method since conjugacy classes Ci ⊂ G are not
large enough.
It suffices to treat the case that G is centrally closed, so this is what
we do. If G is of Suzuki or Ree type, it is simple, so the result is
covered by the main theorem of [LST]. We may therefore assume that
G = G(Fq) where G is a simple, simply connected algebraic group over
the field Fq.
For any fixed r0, it suffices to prove the theorem when the rank r of
G is greater than r0. Indeed, by the proof of [LSh, Theorem 1.7], for
fixed rank and q sufficiently large, every non-central element of G lies in
w1(G)w2(G). For fixed rank, the order of Z(G) is bounded independent
of q, while |w3(G)| goes to infinity with q, for instance by [La]. Hence
for z ∈ Z(G) we see that w1(G)w2(G) ∩ zw3(G)
−1 6= ∅ for bounded r
and large q, yielding z ∈ w1(G)w2(G)w3(G) as required.
Thus, we have reduced to the case where G is a simply connected
group of type A, B, C, or D, of sufficiently high rank. For cases B,
C, and D, we use [LSh, Theorem 1.13] to prove that wi(G)| > cr
−1|G|
for some non-zero constant c which depends on wi but not on G. By
Schur’s method, it suffices to prove that there exist elements gi ∈ wi(G)
such that ∑
χ∈Irr(G)
χ(g1)χ(g2)χ(g3)χ(h)
χ(1)2
6= 0
for all h ∈ G. Indeed, this implies that C1C2C3 = G, where Ci is the
conjugacy class of gi in G (i = 1, 2, 3).
By the triangle inequality, it suffices to prove
∑
χ 6=1G
|χ(g1)χ(g2)χ(g3)|
χ(1)
< 1.
If there exist gi ∈ wi(G) such that |χ(gi)| ≤ χ(1)
1/6 for all χ ∈ Irr(G),
then the sum above is at most
∑
χ 6=1G
χ(1)−1/2, which tends to 0 as
|G| → ∞ by [LiSh, Theorem 1.2]. Hence the theorem follows in this
case.
Consider the set
BG :=
⋃
χ∈Irr(G)
{g ∈ G : |χ(g)| > χ(1)1/6}.
Since
∑
g∈G |χ(g)|
2 = |G| for each character χ ∈ Irr(G), we have
|BG| ≤
∑
χ 6=1G
|{g ∈ G : |χ(g)| > χ(1)1/6}| ≤
∑
χ 6=1G
|G|
χ(1)1/3
.
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If m(G) denotes the minimal degree of a non-trivial irreducible repre-
sentation of G as before, then∑
χ 6=1G
χ(1)−1/3 ≤
∑
χ 6=1G
χ(1)−1/6χ(1)−1/6 ≤ m(G)−1/6
∑
χ 6=1G
χ(1)−1/6.
By [LiSh, Theorem 1.2] again, the sum on the right tends to 0 for r
sufficiently large, and this implies
|BG| ≤
|G|
m(G)1/6
.
By [LSe], we have cr−1 > m(G)−1/6 for large r. Now, if G is not of type
A this implies |wi(G)| ≥ cr
−1|G| > |BG| when r is sufficiently large, so
there are elements gi ∈ wi(G) (i = 1, 2, 3) such that χ(gi) ≤ χ(1)
1/6 for
all χ ∈ G∗, and this proves the theorem, except in case A.
For G = SLr+1 and G = SUr+1, [LST, Proposition 6.2.2] and [LST,
Proposition 6.2.3] respectively show that w(G) contains a regular semi-
simple element g ∈ G whose associated permutation is either a single
r-cycle or a product of two disjoint cycles of different length and of
total length r. In either case, the centralizer of this permutation in Sr is
abelian and of order O(r2), so by [GLL, Corollary 6], |χ(g)| = O(r3) for
all χ ∈ Irr(G). It follows that for r sufficiently large, |χ(g)| ≤ χ(1)1/6
for all irreducible characters of G. We then proceed as for the B, C,
and D cases. 
3. Width 2 results for some families of quasisimple groups
In this section we improve the bound on the width for various families
of quasisimple groups, reducing it from 3 to 2.
The following theorem treats the alternating group side of the ques-
tion. Apart from its intrinsic interest it also provides a useful tool in
proving width 2 for various covers of simple groups of Lie type.
Theorem 3.1. Let w1 and w2 be non-trivial words. For all n suf-
ficiently large, if G is a quasisimple group with G/Z(G) ∼= An, then
w1(G)w2(G) = G.
The proof depends on two preliminary lemmas.
Lemma 3.2. Let H1, H2, and G be finite groups, φi : Hi → G/Z(G)
be homomorphisms, and xi ∈ wi(Hi) be elements such that
φ1(x1)
G/Z(G)φ2(x2)
G/Z(G) = G/Z(G)
and such that the elements of G lying over φ1(x1) lie in a single con-
jugacy class of G. Then w1(G)w2(G) = G.
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Proof. Let g˜ ∈ G map to g ∈ G/Z(G). There exist elements yi ∈
wi(G/Z(G)) such that yi is conjugate to xi and y1y2 = g. Therefore
there exist elements y˜i ∈ wi(G) mapping to yi such that y˜1y˜2 = g˜z˜
for some element z˜ ∈ Z(G). However, z˜−1y˜1 is conjugate to y˜1 and
therefore also lies in w1(G), so g ∈ w1(G)w2(G). 
Lemma 3.3. Suppose that there exist finite groups Ik and Jk for k =
1, 2 and integers d, e ≥ 5 with the following properties:
• For 1 ≤ k ≤ 2, wk(Ik) contains an element yk of order d;
• For 1 ≤ k ≤ 2, wk(Jk) contains an element zk of order e;
• |I1| · |I2| and |J1| · |J2| are relatively prime;
• d is even.
Then for all n sufficiently large, every quasisimple group G with G/Z(G) ∼=
An satisfies w1(G)w2(G) = G.
Proof. Assuming n ≥ 8, either G ∼= An or G ∼= A˜n is a double cover of
An. Let H1 = I1 × J1 and H2 = I2 × J2. By hypothesis, |J1| and |J2|
are odd and prime to |I1| and |I2|. Therefore, for n sufficiently large,
there exist non-negative integers a1, a2, b1, b2 such that a1 and a2 are
even,
a1|I1| = a2|I2|, b1|J1| = b2|J2|,
and
a1|I1|+ b1|J1| = n.
We define φi : Ii × Ji → An as follows. The regular representation em-
beds Ik in S|Ik| and Jk in S|Jk|; the latter has image in A|Jk|. Composing
with the diagonal embeddings S|Ik| → S
ak
|Ik|
and S|Jk| → S
bk
|Jk|
and the
embedding
S
ak
|Ik|
× Sbk|Jk| → Sak |Ik|+bk|Jk| = Sn,
we have image in An, since ak is even. We let xk = (yk, zk) ∈ Hk
and apply Lemma 3.2. As φ1(x1) has at least a1 ≥ 2 cycles of even
length d, by [Sch, §9], the inverse image of φ1(x1) in G = A˜n lies in a
single conjugacy class. As φ1(x1) and φ2(x2) each consist of a1|I1|/d d-
cycles and b1|J1|/e e-cycles, if n is sufficiently large, the product of their
conjugacy classes in An is all of An by [LSh2, Theorem 1.10 (4)]. 
We can now prove Theorem 3.1.
Proof. It suffices to show that the hypotheses of Lemma 3.3 can always
be satisfied. For every prime p, let Unp = ker(SL2(Zp)→ SL2(Z/p
nZ)).
For all n ≥ 3, x ∈ Unp \ U
n+1
p implies x
p ∈ Un+1p \ U
n+2
p . By the Baire
category theorem, there exists an injective map from any free group to
U3p , so in particular, for any non-trivial word w, w(U
3
p ) contains some
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element α ∈ U3p \ {1}. Let r ≥ 3 denote the largest integer for which
α ∈ U rp . Then the image of α in U
3
p/U
r+l
p has order p
l. Thus, for every
pl, the finite p-group U3p /U
r+l
p has an element of order p
l in the image
of the word map w. Applying this for p = 2 and p = 5, we can satisfy
the hypotheses of Lemma 3.3 with d = 8, e = 5. 
It is intriguing that the proof of Theorem 3.1 on covers of alternat-
ing groups uses p-adic groups (as well as new character bounds for
symmetric groups via [LSh2]).
Next we prove width two for covers of odd-dimensional orthogonal
groups of large enough rank.
Lemma 3.4. Let the prime p > 2 be coprime to n ≥ 3 and let q
be a power of p. Then the double cover H := A˜2n of the alternating
group A2n embeds in G := Spin2n−1(q), in such a way that the central
involution z of H becomes central in G.
Proof. Consider the natural action of S2n on the 2n-dimensional space
W = 〈ei | 1 ≤ i ≤ 2n〉Fq , which fixes the non-degenerate quadratic
form Q defined via Q(ei) = 1/2 and ei ⊥ ej whenever i 6= j. As an
S2n-module, W splits into the direct sum V ⊕ I, where I := 〈
∑
i ei〉
and V := I⊥. Then the transposition (1, 2) acts on V as the reflection
ρu where u := e1− e2, and similarly the transposition (3, 4) acts as the
reflection ρv where v := e3 − e4. As the action of A2n on V is faithful,
we may identify A2n with its image in Ω(V ).
Since Q(u) = Q(v) = 1, u2 = v2 = e, the identity element in the
Clifford algebra C(V ). In fact, u and v both belong to the Clifford
group Γ(V ). The conjugation action on V induces a surjective homo-
morphism ϕ : Γ(V )→ SO(V ), with
ϕ(u) = −ρu, ϕ(v) = −ρv, ϕ(uv) = ρuρv = (12)(34).
Moreover, uv · uv = −u2v2 = −e and vu · uv = e. In particular, uv
is an element of order 4 in G := Spin(V ) ∼= Spin2n−1(q) (see e.g. [TZ,
§6] for basic facts about spin groups). Recall that ϕ projects G onto
Ω(V ) with kernel 〈−e〉 ∼= C2. Taking H := ϕ
−1(A2n), we see that
H/〈−e〉 ∼= A2n, and H contains the inverse image uv of order 4 of
(1, 2)(3, 4). It follows that H ∼= A˜2n. 
The following statements are analogues of Lemma 3.4 for symplectic
and orthogonal groups:
Lemma 3.5. Let p > 2 be any prime and let q be a power of p.
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(i) Suppose n ≥ 9 is an odd square. Then H := A˜n embeds in
G := Ω+
2(n−3)/2
(q), in such a way that the central involution z of H
becomes central in G.
(ii) Suppose n ≡ 4, 6(mod8), and p6 |n. Then H := A˜n embeds in
G := Sp2(n−2)/2(q), in such a way that the central involution z of H
becomes central in G.
Proof. It is well known that H has faithful irreducible representations
of degree 2⌊n/2⌋−1 (the so-called basic spin representations), one if 2|n
and two isomorphism classes if n is odd. Let αn denote the character
of any of these representations. In the case of (i), it was shown in
[Gow] that there is an H-invariant unimodular lattice Λ affording the
H-character αn and moreover V := Λ/pΛ is irreducible over H . The
action of H on Λ/pΛ gives rise to an irreducible embedding
H →֒ Ω(V ) ∼= Ωǫ2(n−3)/2(p) ≤ Ω
ǫ
2(n−3)/2(q),
and moreover the type ǫ is + since Ωǫ
2(n−3)/2
(p) contains the central
involution −1V (cf. [KL, Proposition 2.5.13]).
In the case of (ii), we also have Q(αn) = Q and αn(mod p) is irre-
ducible but of type −, cf. the proof of [T, Theorem 1.2]. It follows
that H acts faithfully and irreducibly on a non-degenerate symplectic
space V = F2
(n−2)/2
q . 
Now we prove the following extension of [LST, Proposition 6.3.1]:
Corollary 3.6. Let w1 and w2 be non-trivial words and k ≥ 3 an
integer. Then there exists N such that for all l > N and all q,
w1(Spin2kl+1(q))w2(Spin2kl+1(q)) = Spin2kl+1(q).
Proof. Let L := Spin2kl+1(q). The proof of [LST, Proposition 6.3.1]
actually shows that there exists N such that w1(L)w2(L) contains any
non-central element of L, for all l > N and for all q. In particular,
we are done if q is even. Suppose q = pa and p > 2 is a prime. Since
Z(L) = 〈z〉 ∼= C2, we need to show that z ∈ w1(L)w2(L).
By Theorem 3.1, there is N1 such that w1(A˜n)w2(A˜n) = A˜n for all
n ≥ N1. Set N2 := N1 if p6 |N1 and N2 := N1+1 if p|N1. By Lemma 3.4
there is an embedding H := A˜2N2 →֒ Spin2N2−1(q) sending the central
involution z1 of H to the central involution z2 of Spin2N2−1(q).
Replacing N by max(N,N2) we may assume N ≥ N2. Then there is
an embedding Spin2N2−1(q) →֒ L sending the central involution z2 of
Spin2N2−1(q) to z (this can be seen by applying [LBST3, Lemma 4.1]).
Thus we can embed H = A˜2N2 into L and identify z1 with z. It follows
that z ∈ w1(H)w2(H) ⊆ w1(L)w2(L), and so we are done. 
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Theorem 3.1 and Lemma 3.5(i) yield the following extension of [LST,
Proposition 6.3.2]:
Corollary 3.7. If w = w1w2, where w1 and w2 are non-trivial disjoint
words, there exists an integer N such that if 2n is divisible by 2N , for
every odd prime power q, w(Spin+2n(q)) contains Z(Spin
+
2n(q)).
Proof. By Theorem 3.1, there is some N1 depending on w such that
w(A˜m) contains the central involution of A˜m for all m ≥ N1. Now
choose m ≥ max{N1, 9} to be an odd square. By Lemma 3.5(i),
w(Ω+
2(m−3)/2
(q)) contains the central involution of Ω+
2(m−3)/2
(q). Now for
any n divisible by 2(m−3)/2, by embedding Ω+
2(m−3)/2
(q) diagonally into
Ω+2n(q), we see that w(Ω
+
2n(q)) contains −1V .
Let V = F2nq be the natural module for Ω
+
2n(q), with an invariant
quadratic form Q. The conjugation action of the Clifford group Γ(V )
on V induces a surjective homomorphism ϕ : Γ(V )→ GO(V ). Also,
Z(Spin(V )) = {e,−e, t,−t} ∼= C22 , where e is the identity element in
the Clifford algebra C(V ), and ϕ(t) = −1V . Let u ∈ V be any non-
singular vector. Then u ∈ Γ(V ) and
t−1utu−1 = ϕ(t−1)(u) · u−1 = −u · u−1 = −e,
i.e. utu−1 = −t. Also observe that G := Spin(V ) is normal in Γ(V ).
Since w(Ω+2n(q)) contains −1V and Ω
+
2n(q) = G/〈−e〉, we may assume
that t ∈ w(G). Conjugating by u, we also get −t ∈ w(G). Certainly
e ∈ w(G). On the other hand, the proof of Corollary 3.6 shows that
w(Spin2n−1(q)) contains the central involution of Spin2n−1(q) when n
is large enough. Embedding Spin2n−1(q) in G, we get that −e ∈ w(G).

Theorem 3.8. Let w1 and w2 be non-trivial words. For all n suffi-
ciently large and for all q, if G is a quasisimple group with G/Z(G) ∼=
Ω2n+1(q), then w1(G)w2(G) = G.
Proof. 1) By the main result of [LST] we may assume that q is odd and
furthermore G = Spin2n+1(q). We proceed along the lines of the proof
of [LST, Proposition 6.3.5]. In particular, this proof shows that there
is some B > 0 depending only on w1 and w2 such that w1(G)w2(G)
contains all elements g ∈ G with support supp (g) > B. Recall that the
support supp (g) is defined in [LST] to be the codimension of the largest
eigenspace of ϕ(g) acting on the Fq-space V ⊗Fq Fq, where V = F
2n+1
q is
the natural module for G, and ϕ : G→ Ω(V ) is the natural projection.
Also, ker(ϕ) = Z(G) ∼= C2.
It remains to show that every element g ∈ G of support ≤ B lies
in w(G), where we define w(X) := w1(X)w2(X) for any group X .
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Without any loss we may assume n > 2B. By [LST, Proposition 4.1.2],
there is a unique eigenvalue λ of ϕ(g) such that codim ker(ϕ(g)−λ) =
supp (g) and λ = ±1.
2) First we consider the case λ = 1. By Corollary 3.6, there exists
N ≥ B (depending on w1, w2) such that w(Spin6l+1(q)) = Spin6l+1(q)
for all l ≥ N . Now assume that n ≥ 4N . Then it is shown in part 3a)
of the proof of [LST, Proposition 6.3.5] that g preserves an orthogonal
decomposition V = W ⊕U with W of dimension 6N +1 and ϕ(g)|U =
1U . By [LBST3, Lemma 4.1], G contains a subgroup H ∼= Spin(W ) =
Spin6N+1(q) such that ϕ projects H onto the subgroup
{f ∈ Ω(V ) | fU = 1U} ∼= Ω(W )
with kernel Z(G). Now ϕ(g) ∈ ϕ(H) and H > Z(G) = ker(ϕ). It
follows that
g ∈ H = Spin6N+1(q) = w(Spin6N+1(q)) ⊆ w(G).
3) Finally, assume that λ = −1. By [LST, Proposition 6.3.2], there
exists an even integer M (depending on w1, w2) such that, for any
m ≥ 1 and any odd q, w(Spin+2mM(q)) contains an element lying above
the central involution of Ω+2mM (q). Fix an integer k ≥ 3 coprime to
2M . By Corollary 3.6, there exists N ≥ B (depending on w1, w2) such
that w(Spin2kl+1(q)) = Spin2kl+1(q) for all l ≥ N . Now assume that
n > k(N+M). By [LST, Lemma 6.3.3], there are some integers x > N
and y > 0 such that n = xk + yM . Then it is shown in part 3b) of
[LST, Proposition 6.3.5] that g preserves an orthogonal decomposition
V = W ⊕ U , where dimW = 2yM , W is of type +, ϕ(g)|W = −1W ,
and dimU = 2xk + 1 with x > N .
By the choice of M and since Spin(W ) ∼= Spin+2yM(q), there is some
h ∈ w(Spin(W )) lying above −1W . Embedding K = Spin(W ) into
G = Spin(V ) using [LBST3, Lemma 4.1], we may assume that ϕ(h) =
diag(−1W , 1U). On the other hand, ϕ(g) = diag(−1W , u) for some
u ∈ Ω(U); in particular, ϕ(h−1g) = diag(1W , u). Again by [LBST3,
Lemma 4.1], G contains a subgroup L ∼= Spin(U) = Spin2xk+1(q) such
that ϕ projects L onto the subgroup
{f ∈ Ω(V ) | fW = 1W} ∼= Ω(U)
with kernel Z(G). Now ϕ(h−1g) ∈ ϕ(L) and L > Z(G) = ker(ϕ). It
follows that g = ht for some t ∈ L. By the choice of N and since
L ∼= Spin2xk+1(q), t ∈ w(L). Furthermore, [K,L] = 1 by [TZ, Lemma
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6.1]. Consequently,
g = ht ∈ w1(K)w2(K) · w1(L)w2(L)
⊆ w1(K)w1(L) · w2(K)w2(L)
⊆ w1(G)w2(G).

Note that Theorem 3.8 is false in the case n is bounded (but q grows),
cf. Theorem 4.6(iv).
Theorem 3.9. Let w = w1w2 be a product of two non-trivial disjoint
words w1 and w2. Then there is some N depending only on w1 and w2
such that if n > N , ǫ = ±, and moreover ǫ 6= (−1)n(q−1)/2 if q is odd,
then w(Spinǫ2n(q)) = Spin
ǫ
2n(q).
Proof. By the main result of [LST] we may assume that q is odd. We
proceed along the lines of the proof of [LST, Proposition 6.3.7]. In
particular, this proof shows that there is some B > 0 depending only
on w1 and w2 such that w(G) contains all elements g ∈ G := Spin
ǫ
2n(q)
with support supp (g) > B.
Let ϕ be the natural projection G → Ωǫ2n(q). Consider any element
g ∈ G with supp (g) ≤ B and let λ = ±1 be the primary eigenvalue of
g. If λ = 1, then arguing as in part 2) of the proof of Theorem 3.8 we
obtain g ∈ w(G). So we may assume that λ = −1. Now the condition
ǫ 6= (−1)n(q−1)/2 implies that n is odd if ǫ = +, and furthermore ϕ(g) 6=
−1V (as Z(Ω
ǫ
2n(q)) = 1 in this case by [KL, Proposition 2.5.13]). By
Corollary 3.7, there exists a 2-power M (depending on w1, w2) such
that w(Spin+2mM (q)) ⊇ Z(Spin
+
2mM(q)) for any m ≥ 1. Fix coprime odd
integers k, l ≥ 3 and an integer v > 0 such that l|(kv−1) and 2|(n−v).
Then by [LST, Proposition 6.6.6], there exists L ≥ B (depending on
w1, w2) such that
w(Spinǫ2s(q)) ⊇ Spin
ǫ
2s(q) \ Z(Spin
ǫ
2s(q))
for all s = k(2al + v) and a ≥ L.
Now assume that n > kl(2L +M) + kv. As in the proof of [LST,
Proposition 6.3.7], we see that g preserves an orthogonal decomposition
V =W⊕U of the naturalG-module V = F2nq , such that dimW = 2yM ,
y ≥ 1, W is of type +, ϕ(g)|W = −1W , dimU = k(2xl + v) with
x > L, and ϕ(g)|U has at least two eigenvalues −1. Since ϕ(g) 6= −1V ,
we conclude that ϕ(g)U is not scalar. Hence by [LST, Proposition
6.3.6], there is some t ∈ w(Spin(U)) lying above ϕ(g)|U . Embedding
K = Spin(U) into G = Spin(V ) using [LBST3, Lemma 4.1], we may
assume that ϕ(t) = diag(1W , ϕ(g)|U) and so ϕ(gt
−1) = diag(−1W , 1U).
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Again by [LBST3, Lemma 4.1], G contains a subgroup L ∼= Spin(W ) =
Spin+2yM (q) such that ϕ projects L onto the subgroup
{f ∈ Ω(V ) | fU = 1U} ∼= Ω(W )
with kernel Z(G). Now ϕ(gt−1) ∈ ϕ(L) and L > Z(G) = ker(ϕ). It
follows that g = ht for some h ∈ L. By the choice of M and since
L ∼= Spin2xk+1(q), h ∈ w(L). Since [K,L] = 1 by [TZ, Lemma 6.1], we
conclude that g ∈ w(G). 
Note that Theorem 3.9 is false in the case ǫ = (−1)n(q−1)/2, see
Theorem 4.6(iii).
Theorem 3.10. Let w = w1w2 be a product of two non-trivial disjoint
words w1 and w2. Then there is some N depending only on w1 and w2
such that if n is divisible by 2N , then w(Sp2n(q)) = Sp2n(q).
Proof. By the results of [LST], it suffices to consider the case q = pf
is odd. Next, the proof of [LST, Proposition 6.1.1] shows that w(G)
contains all non-central elements of G := Sp2n(q) if n is large enough.
Again by Theorem 3.1, there is some N1 depending on w such that
w(A˜m) contains the central involution of A˜m if m ≥ N1. Without loss
we may assume 4|N1. Let N2 := N1 if p6 |N1 and N2 := N1 + 2 if p|N1.
Then p is coprime to N2 ≡ 4, 6(mod 8). Hence by Lemma 3.5(ii), A˜N2
can be embedded irreducibly in Sp2(N2−2)/2(q). Embedding the latter
diagonally into G = Sp2n(q), we see that Z(G) ⊆ w(G) if n is divisible
by 2N2/2−2. 
Again, without the 2-divisibility condition Theorem 3.9 is false, cf.
Theorem 4.6(ii).
4. Lower bounds for the width
In this section we will prove several results to show that Theorem 2.1
is best possible, namely that in general the width cannot be reduced
to 2. By the main result of [LST], it is natural to expect the (non-
trivial) central elements of finite quasisimple groups G to be the main
obstructions for words to have width 2 on G.
In what follows, we will use the notation SLǫ to denote SL when
ǫ = +1 and SU when ǫ = −1, and similarly for GLǫ. Furthermore,
Eǫ6(q) denotes E6(q) for ǫ = +1 and
2E6(q) for ǫ = −1. Also, if n is an
integer and p is a prime, then np denotes the p-part of n.
We start with the SL2-case:
Lemma 4.1. Let q ≥ 5 be an odd prime power and let 2a+1 = (q2−1)2
(so a ≥ 2). Then the word x2
a
y2
a
is not surjective on G = SL2(q).
14 MICHAEL LARSEN, ANER SHALEV, AND PHAM HUU TIEP
Proof. 1) First we observe that any (semisimple) 2-element in G has
order dividing q ± 1, whence its order is 2b with 0 ≤ b ≤ a. It follows
that the central involution z of G cannot be any 2a-power.
2) Next we claim that CG(g
2a) = CG(g) for any g ∈ G with g
2a 6= 1.
Indeed, since CG(g) ≤ CG(g
2a), it suffices to check that these two
centralizers have the same order. Now if ±g is a nontrivial unipotent
element, then the two centralizers have order 2q. Otherwise we may
assume that g is conjugate (over Fq) to diag(α, α
−1) with αq−ǫ = 1 for
some ǫ = ±1. By our hypothesis, α2
a
6= 1; in particular, α 6= ±1 and so
|CG(g)| = q− ǫ. Furthermore, if α
2a = −1, then g2
a
= z, contradicting
the observation in 1). Hence α2
a
6= ±1, and so |CG(g
2a)| = q − ǫ.
3) Now assume that z = x2
a
y2
a
for some x, y ∈ G. By the result
of 1), y2
a
6= 1, and so CG(y) = CG(y
2a) by the result of 2). Since
y2
a
= x−2
a
z, we have [x, y2
a
] = 1, whence x ∈ CG(y
2a) = CG(y). It
follows that z = (xy)2
a
, contrary to 1). 
Theorem 4.2. Let G = SLǫn(q), where q is a prime power and ǫ = ±1,
and let p be a prime divisor of gcd(n, q − ǫ).
(i) Let a be defined as follows:
a =


⌊logp n⌋ + 1 + logp
(
q−ǫ
gcd(n,q−ǫ)
)
p
, p > 2
⌊log2 n⌋+ log2
(
q2−1
gcd(n,q−ǫ)
)
2
, p = 2.
Then xp
a
yp
a
is not surjective on G.
(ii) Let a be defined as follows:
a =
{
⌊logp n⌋ + logp(q − ǫ)p, p > 2
⌊log2 n⌋ − 1 + log2(q
2 − 1)2, p = 2
and let z ∈ G be a central element of order p. Then z 6= xp
a
yp
a
for all
x, y ∈ GLǫn(q).
(iii) If n = p > 2 and (q − ǫ)p = p, then x
pyp is not surjective on G.
Proof. 1) Write pb = (gcd(n, q− ǫ))p so that b ≥ 1. For (i), let z = ωIn
be a central element of order pb of G, ω ∈ Fq and |ω| = p
b. For (ii)
and (iii), let z = ωIn be a central element of order p of G, ω ∈ Fq and
|ω| = p. Assume the contrary: z = xp
a
yp
a
for some x, y ∈ GLǫn(q) in
(i) or (ii), or a = 1 and z = xpyp for some x, y ∈ G in (iii). Let x = su
and y = tv be the Jordan decompositions of x and y, where s and t are
semisimple, and u and v are unipotent.
2) Suppose λ1, . . . , λn are all the eigenvalues of the matrix s and
µ1, . . . , µn are all the eigenvalues of the matrix t (with counting multi-
plicities). Then λp
a
1 , . . . , λ
pa
n are all the eigenvalues of s
pa and µp
a
1 , . . . , µ
pa
n
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are all the eigenvalues of tp
a
. By our assumption, [xp
a
, yp
a
] = 1. It fol-
lows that the semisimple elements sp
a
and tp
a
also commute, and so
(over Fq) we can simultaneously conjugate them to diagonal matrices.
So without loss (and relabeling the λi and µj suitably) we may assume
that
sp
a
= diag
(
λp
a
1 , . . . , λ
pa
n
)
, tp
a
= diag
(
µp
a
1 , . . . , µ
pa
n
)
.
In particular,
sp
a
tp
a
= diag
(
(λ1µ1)
pa, . . . , (λnµn)
pa
)
.
Since sp
a
and up
a
are powers of xp
a
, and tp
a
and vp
a
are powers of yp
a
,
they all commute with each other. But sp
a
and tp
a
are semisimple, so
sp
a
tp
a
is semisimple. Similarly, since up
a
and vp
a
are unipotent, up
a
vp
a
is unipotent. Furthermore, sp
a
tp
a
and up
a
vp
a
commute. Now
z = (su)p
a
(tv)p
a
= sp
a
up
a
tp
a
vp
a
= sp
a
tp
a
· up
a
vp
a
.
It follows that sp
a
tp
a
is the semisimple part of z, whence sp
a
tp
a
= z. In
particular, (λ1µ1)
pa = ω. Hence, if λ is the p-part of λ1 and µ is the
p-part of µ1, then (λµ)
pa = ω (as ω is a p-element).
3) Recall that s is contained in a maximal torus of GLǫn(q) which is
a direct product
∏m
i=1Ci, where Ci is a cyclic group of order q
ki − ǫki
and
∑m
i=1 ki = n. Then there is some k with 1 ≤ k ≤ n such that |λ|
divides (qk − ǫk)p. Denote c := ⌊logp n⌋ ≥ 1, and p
b1 := (q − ǫ)p for
p > 2 and 2b1+1 := (q2 − 1)2 for p = 2. Observe that the p-part of k
is at most pc. Since p divides q − ǫ, (qk − ǫk)p is at most (q
pc − ǫp
c
)p,
which is pc+b1 by our choice of b1.
4) We have shown that λp
c+b1 = 1, and similarly µp
c+b1 = 1, whence
(λµ)p
c+b1 = 1. Assume we are in the case of (i). Then (λµ)p
a
= ω and
|ω| = pb by the result of 2). It follows that c+ b1 ≥ a+ b. On the other
hand, a+ b = c+ b1 + 1 by our choice of a, a contradiction.
Assume we are in the case of (ii). Then (λµ)p
a
= ω and |ω| = p by
the result of 2). It follows that c + b1 ≥ a + 1. On the other hand,
a = c+ b1 by our choice of a, again a contradiction.
In the case of (iii) we have a = b = c = b1 = 1. Since λ
p2 = µp
2
= 1
and (λµ)p = ω has order p, we may assume that |λ| = p2. Recall that
λ is the p-part of λ1 and (q − ǫ)p = p. Hence λ1 ∈ Fq2p \ Fq2, and
furthermore (λ1)
(qǫ)i = (λ1)
(qǫ)j precisely when p|(i− j). The condition
x ∈ SLǫp(q) now implies that the p eigenvalues λ1, . . . , λp of x are exactly
λ
(qǫ)i
1 , 0 ≤ i < p. In this case,
1 = det(x) = λ
(qǫ)p−1
qǫ−1
1 ,
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and so λ
(qǫ)p−1
qǫ−1 = 1, a contradiction since ( (qǫ)
p−1
qǫ−1
)p = p. 
As a consequence, we can now show that width 2 need not hold for all
finite quasisimple groups of large enough order, and similarly Waring’s
problem need not have a positive solution for all finite quasisimple
groups of large enough order.
Corollary 4.3. Let n > 2 be any integer. Then there are finite qua-
sisimple groups G of arbitrarily large order such that xnyn is not sur-
jective on G.
Proof. Suppose that n is divisible by an odd prime p. According to
Dirichlet’s Theorem, there are infinitely many primes q ≡ p + 1(mod
p2). Now by Theorem 4.2(iii), xnyn is not surjective on SLp(q). In
the remaining case, 4|n. Then again by Dirichlet’s Theorem, there are
infinitely many primes q ≡ 3(mod 8), and for each such q, xnyn is not
surjective on SL2(q) by Lemma 4.1. 
The next statement shows that the obstruction for Waring’s problem
to have a positive solution is the center of the quasisimple group in
question.
Corollary 4.4. Let G be a finite quasisimple group and let p be a prime
divisor of |Z(G)|. Then there is a power pa of p (depending on G) such
that xp
a
yp
a
is not surjective on G.
Proof. Modding out by Op′(Z(G)), we may assume that Z(G) is a p-
group. Modding out further by a suitable subgroup of Z(G), we may
assume that Z(G) = 〈z〉 has order p. Let α be an irreducible faithful
character of Z(G) and let χ ∈ Irr(G) lie above α. Fix a prime r 6= p and
let ϕ ∈ IBrr(G) be an irreducible constituent of the reduction modulo
r of χ. Then ϕ is afforded by an absolutely irreducible representation
Φ : G→ GLn(q) for some power q of r. Replacing q by q
p−1 if neces-
sary, we may assume that p|(q−1). Since G is perfect, Φ(G) ≤ SLn(q).
But Φ(z) = α(z)In and α(z) has order p. Hence 1 = det(Φ(z)) = α(z)
n
implies that p|n. Thus p| gcd(n, q − 1), and Φ(z) is a central element
of order p of GLn(q). By Theorem 4.2(ii), there is some a (depending
on n, q) such that Φ(z) 6= xp
a
yp
a
for all x, y ∈ GLn(q). It follows that
z 6= xp
a
yp
a
for all x, y ∈ G. 
The results in Lemma 4.1, Theorem 4.2, and Corollary 4.3 assume
the groups in question have bounded rank. This constraint is removed
in the next two results.
Theorem 4.5. Let p be a prime, n ≡ p(mod p2), ǫ = ±1, q a prime
power with q ≡ p + ǫ(mod p2) if p > 2 and q ≡ 4 + ǫ(mod 8) if p = 2.
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Also let a = 2 if p > 2 and a = 3 if p = 2. Then xp
a
yp
a
is not surjective
on G = SLǫn(q).
Proof. 1) Our assumptions imply that (gcd(n, q − ǫ))p = p, hence
Op(Z(G)) = 〈z〉 has order p, and z = ωIn with |ω| = p. Assume
the contrary: z = xryr for some x, y ∈ G and r := pa. Consider the
Jordan decompositions x = su and y = tv, with s, t semisimple. As in
part 2) of the proof of Theorem 4.2, we see that z = srtr and sr, tr
commute. Let s = s1s2 and t = t1t2, where s1, resp. t1, is the p-part of
s, resp. of t, and s2, resp. t2, is the p
′-part of s, resp. of t. Then again
sr1, s
r
2, t
r
1, t
r
2 all commute with each other, and s
r
1t
r
1 is a p-element and
sr2t
r
2 is a p
′-element. Now
z = (s1s2)
r(t1t2)
r = sr1s
r
2t
r
1t
r
2 = s
r
1t
r
1 · s
r
2t
r
2.
It follows that z = sr1t
r
1. Without loss we may replace s by s1, t by t1,
and assume that s and t are p-elements with z = srtr.
Suppose λ1, . . . , λn are all the eigenvalues of the matrix s and µ1, . . . , µn
are all the eigenvalues of the matrix t (with counting multiplicities). Ar-
guing as in part 2) of the proof of Theorem 4.2, we see that (λ1µ1)
r, . . . , (λnµn)
r
are all the eigenvalues of srtr = z (with counting multiplicities). More
precisely, if V is the natural module for SLǫn(q) over Fq, then there
is a decomposition V = ⊕ni=1Vi such that s
r acts on Vi as the scalar
multiplication by λri , and t
r acts on Vi as the scalar multiplication by
µri . It follows that for all i, (λiµi)
r = ω and so |λiµi| = pr.
2) As in part 3) of the proof of Theorem 4.2, for each i there is
a smallest integer ki between 1 and n such that λ
qki−ǫki
i = 1. Since
p|(q − ǫ), the minimality of ki implies that ki is a p-power. We claim
that either
(i) |λi| = rki/p, or
(ii) ki = 1, and |λi| divides r/p
2.
First consider the case p > 2. Since p|(q− ǫ) and ki is a p-power, we
have that (qki−ǫki)p = ki ·(q−ǫ)p = pki, and so |λi| divides pki = rki/p.
Suppose that (i) does not hold. Then |λi| divides ki. If ki = 1, then
|λi| = 1 = r/p
2, and so (ii) holds. If ki > 1, then p|ki. In this case,
(qki/p− ǫki/p)p = (ki/p) · (q− ǫ)p = ki, whence λ
qki/p−ǫki/p
i = 1, contrary
to the choice of ki.
Next assume that p = 2. Since 4|(q− ǫ) and ki is a 2-power, we have
that (qki − ǫki)2 = ki · (q − ǫ)2 = 4ki and so |λi| divides 4ki = rki/2.
Suppose that (i) does not hold. Then |λi| divides 2ki. If ki = 1, then
|λi| divides 2 = r/4, and so (ii) holds. If ki ≥ 2, then 2|ki. In this case,
(qki/2−ǫki/2)2 = (ki/2) · (q−ǫ)2 = 2ki, whence λ
qki/2−ǫki/2
i = 1, contrary
to the choice of ki, and the claim follows.
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Similarly, for each i there is a smallest integer ℓi between 1 and n
such that µq
ℓi−ǫℓi
i = 1. The same argument as above shows that ℓi is
a p-power; furthermore, either |µi| = rℓi/p, or ℓi = 1 and |µi| divides
r/p2.
3) Consider the map J on Fq defined via J(α) = α
qǫ. Then the
J-orbit of λi has length ki, and the J-orbit of µi has length ℓi. Next
we define:
X = {i | 1 ≤ i ≤ n, p2|ki, p
2|ℓi}, Y = {i | 1 ≤ i ≤ n, p
2|ki, p
2 6 |ℓi},
Z = {i | 1 ≤ i ≤ n, p2 6 |ki, p
2|ℓi}, T = {i | 1 ≤ i ≤ n, p
2 6 |ki, p
2 6 |ℓi}.
Here we show that p2 divides |X|, |Y |, and |Z|.
3a) Suppose for instance that 1 ∈ X . Then p2|k1, and so by the
results of 2), |λ1| = rk1/p. Similarly, |µ1| = rℓ1/p. Since s ∈ SL
ǫ
n(q),
J(λ1) is an eigenvalue of s, whence J(λ1) = λi for some i between
1 and n. We now show that every i with λi = J(λ1) must belong to
X . Indeed, |λi| = |λ
qǫ
1 | = |λ1| = rk1/p is divisible by p
3. So by 2),
|λi| = rki/p, and ki = k1 is divisible by p
2. Next, since |ω| = p divides
q − ǫ, we see that ωqǫ = ω. Hence,
λriµ
r
i = ω = ω
qǫ = ((λ1µ1)
r)qǫ = (λqǫ1 )
r(µ1)
rqǫ = λri (µ1)
rqǫ,
and so µri = (µ1)
rqǫ, whence |µri | = |µ
r
1|. On the other hand, |µ
r
1| = ℓ1/p
is divisible by p. It follows that |µri | = ℓ1/p is divisible by p and
so |µi| = rℓ1/p is divisible by p
3. Again by 2), we now have that
|µi| = rℓi/p, and ℓi = ℓ1 is divisible by p
2. Thus i ∈ X .
Repeating this argument with λ1 replaced by J
b(λ1) for any b, we see
that every i with λi in the J-orbit of λ1 must belong to X . Certainly,
all these λi occur with the same multiplicity in the spectrum of s on
V . We have shown that J acts on the set {Vi | i ∈ X} (according to
the action of J on the λi’s), and each orbit has length divisible by p
2.
Therefore p2 divides |X|.
3b) Similarly, now suppose for instance that 1 ∈ Y . Then p2|k1,
and so by 2), |λ1| = rk1/p. As above, J(λ1) = λi for some i between
1 and n. We now show that every i with λi = J(λ1) must belong to
Y . Indeed, |λi| = |λ
qǫ
1 | = |λ1| = rk1/p is divisible by p
3. So by 2),
|λi| = rki/p, and ki = k1 is divisible by p
2. Next, as above we also have
µri = (µ1)
rqǫ, whence |µri | = |µ
r
1|. Since 1 ∈ Y , ℓ1 = p or ℓ1 = 1. By the
results of 2), µr1 = 1, and so µ
r
i = 1. This in turn implies by 2) that
p26 |ℓi, i.e. i ∈ Y .
Repeating this argument with λ1 replaced by J
b(λ1) for any b, we see
that every i with λi in the J-orbit of λ1 must belong to Y . As before,
all these λi occur with the same multiplicity in the spectrum of s on
V . We have shown that J acts on the set {Vi | i ∈ Y } (according to
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the action of J on the λi’s), and each orbit has length divisible by p
2,
hence p2 divides |Y |.
Reversing the roles of λi’s and µi’s, we see that p
2 divides |Z|.
4) We have shown that p2 divides |X|, |Y |, and |Z|. But |X|+ |Y |+
|Z|+|T | = n ≡ p( mod p2), hence T 6= ∅. Thus we can findm such that
p26 |km and p
26 |ℓm. By the results of 2), this implies that λ
r
m = 1 = µ
r
m.
But in this case, ω = (λmµm)
r = 1, a contradiction. 
Theorem 4.6. (i) Suppose n ≡ 3(mod 9), ǫ = ±1, and q ≡ 3+ǫ(mod
9). Then x9y9 is not surjective on SLǫn(q).
(ii) Suppose n ≡ 1(mod2) and q ≡ 5(mod8). Then x8y8 is not
surjective on Sp2n(q).
(iii) Suppose n ≡ 1(mod 2), ǫ = ± and q ≡ 4 + ǫ1(mod 8). Then
x8y8 is not surjective on Ωǫ2n(q) and Spin
ǫ
2n(q).
(iv) Suppose q ≡ ±3(mod8) and n ≥ 2. Then x2
n+2
y2
n+2
is not
surjective on Spin2n+1(q).
(v) Suppose ǫ = ±1 and q ≡ 3 + ǫ(mod9). Then x81y81 is not
surjective on the simply connected group Eǫ6(q).
(vi) Suppose q ≡ ±3(mod 8). Then x128y128 is not surjective on the
simply connected group E7(q).
Proof. (i) This is the particular case p = 3 of Theorem 4.5.
(ii) Embed Sp2n(q) in G = SL2n(q). Then the central involution
z of Sp2n(q) is the unique generator of O2(Z(G)). Now the proof of
Theorem 4.5 shows that z 6= x8y8 for all x, y ∈ G.
(iii) The conditions on (n, q, ǫ) imply that Z(Ωǫ2n(q)) = 〈z〉
∼= C2 and
Z(Spinǫ2n(q))
∼= C4. Embed Ω
ǫ
2n(q) in G = SL
ǫ
2n(q). Then the central
involution z of Ωǫ2n(q) is the unique generator of O2(Z(G)). Now we
can argue as in (ii).
(iv) The spin representation embeds Spin2n+1(q) (irreducibly) into
G = SL2n(q), so that Z(G) contains the central involution z of Spin2n+1(q),
cf. [KL, Proposition 5.4.9]. Now we can apply Theorem 4.2(ii).
(v) One can embed Eǫ6(q) (irreducibly) into G = SL
ǫ
27(q), so that
Z(G) contains a central element t of Eǫ6(q) of order 3, cf. [KL, Propo-
sition 5.4.17]. Now apply Theorem 4.2(ii).
(vi) One can embed E7(q) (irreducibly) into G = SL56(q), so that
Z(G) contains the central involution z of E7(q), cf. [KL, Proposition
5.4.18]. Now apply Theorem 4.2(ii). 
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5. Products of squares in finite quasisimple groups
Corollary 4.3 leaves out the word x2y2. It was shown in [LBST2]
(and independently in [GM]) that x2y2 is surjective on any non-abelian
simple group. It turns out that this word is also surjective on any finite
quasisimple group:
Theorem 5.1. Let G be any finite quasisimple group. Then x2y2 is
surjective on G.
Proof. 1) Without loss we may assume that Z(G) is a nontrivial 2-
group. (Indeed, if Z1 = O2′(Z(L)), then the center of the quasisimple
group G/Z1 is a 2-group. Applying the main result of [LBST2] in the
case Z(G/Z1) = 1 and our hypothesis otherwise, we see that for any
g ∈ G, there are x, y ∈ G and t ∈ Z1 such that g = x
2y2t. Since
|Z1| is odd, t = z
2 for some z ∈ Z1, and so g = (xz)
2y2.) So in what
follows we will consider only such finite quasisimple groups G, and let
S := G/Z(G).
Recall that g ∈ G is a product of two squares if and only if
(⋆) :
∑
χ = χ ∈Irr(G)
χ(g)
χ(1)
6= 0.
Now let C be the collection of the following simple groups: An, 5 ≤
n ≤ 13, Sp6(2), G2(4), F4(2), PSL3(4), PSU6(2),
2E6(2), Ω
+
8 (2),
2B2(8),
M12, M22, J2, HS, Suz, Ru, Co1, Fi22, BM . Using the criterion (⋆)
and character tables available in GAP and Magma, Eamonn O’Brien
has checked the statement in the cases S ∈ C. Thus we may assume
S /∈ C. Then either
(i) G = 2An with n ≥ 14, or
(ii) G is a quotient of a quasisimple group L of Lie type in odd
characteristic p of simply connected type.
2) We will handle the case (i) of alternating groups by induction
on n. Observe that any element in 2A4 ∼= SL2(3) is a product of two
squares. Hence the induction base 4 ≤ n ≤ 13 has been established.
Following the approach of [LBST2], we say that g ∈ 2An is breakable, if
g = xy lies in a central product 2Ar ∗2An−r (so x ∈ 2Ar and y ∈ 2An−r)
with 4 ≤ r ≤ n− 4. Applying the induction hypothesis to r and n− r,
we see that any breakable element in 2An is a product of two squares.
Assume g ∈ 2An is unbreakable. The proof of Lemma 3.3 of [LBST2]
shows that g must satisfy one of the conclusions of this Lemma; in
particular, |CAn(g)| ≤ (3/4) · (n − 3)
2. Now Lemmas 3.4 and 3.6 of
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[LBST2] imply that
∑
1G 6=χ∈Irr(G)
|χ(g)|
|χ(1)|
< 0.876.
Hence g satisfies (⋆) and so g is a product of two squares. Thus the
induction step has been completed.
3) From now on we may assume that we are in the case (ii). By [EG,
§4], every non-central element g ∈ L is a product of two unipotent
elements g = uv. Then u and v are of odd order and so they are squares
in L. It remains therefore to show that any non-trivial 2-element in
Z(L) is a product of two squares.
Here we consider the case L = SLǫn(q) and assume that z = ωIn ∈
Z(L) has order 2a ≥ 2. Denote (q − ǫ)2 = 2
b, so that a ≤ b and 2a|n.
Embedding z into a direct product
SLǫ2a(q)× SL
ǫ
2a(q)× . . .× SL
ǫ
2a(q) < L,
we may furthermore assume that n = 2a.
Suppose first that b ≥ a+1. Then the diagonal torus Cnq−ǫ of GL
ǫ
n(q)
contains the element
x = diag(α, α, . . . , α,−α)
with α2 = ω. Now det(x) = −α2
a
= −ω2
a−1
= 1, i.e. x ∈ L, and
x2 = z.
Now suppose that b = a = 1; in particular, L ∼= SL2(q). Then the
cyclic torus Cq+ǫ contains an element y of order 4, and y
2 = z.
We may now assume that b = a ≥ 2. Since n = 2a ≥ 4, we have
(qn/2 − ǫn/2)2 = (q
2 − 1)2 ·
n
4
= 22a−1.
Choose γ ∈ Fq of order 2
2a−1 such that ω = γ2
a−1
. Now the cyclic torus
Cqn/2−ǫn/2 of GL
ǫ
n/2(q) contains an element t of order 2
2a−1 (conjugate
to
diag(γ, γqǫ, . . . , γ(qǫ)
n/2−1
)
over Fq). Set
x := diag(t2
a−2
, t3·2
a−2
), y = diag(In/2−1,−1, ω
−1In/2).
Then x ∈ GLǫn(q) and
det(x) = (det(t))2
a
= γ2
a·
(qǫ)n/2−1
qǫ−1 = 1,
i.e. x ∈ L. By its choice, y lies in the diagonal torus Cnq−ǫ of GL
ǫ
n(q)
and det(y) = −ω−n/2 = 1, i.e. y ∈ L. It remains to observe that
z = x2y2.
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In particular, we have shown that any element in SL2(q) with q ≥ 3
odd is a product of two squares.
4) Now we will consider the remaining Lie-type groups L of odd
characteristic. If L = Sp2n(q), then we can embed the central involution
z of L into a direct product Sp2(q) × . . . × Sp2(q) < L and apply the
result of 3) to each factor Sp2(q)
∼= SL2(q).
Suppose L = Spinn(q) with n ≥ 7 odd, or L = Spin
ǫ
n(q) with n ≥ 8
even and qn/2 − ǫ ≡ 2(mod 4). Then the central involution z of L can
be embedded in Spin3(q)
∼= SL2(q) (see [LBST2, Lemma 4.1]), and so
we can apply the results of 3) to SL2(q).
Suppose L = Spinǫ2n(q) with n ≥ 4 and 4|(q
n − ǫ). Assume in
addition that 2|n (and so ǫ = +). Then embed Z(Ω+2n(q))
∼= C2 in a
direct product
Ω+4 (q)× . . .× Ω
+
4 (q) < Ω
+
2n(q).
By [LBST2, Lemma 4.1], this embeds Z(L) (of order 4) in the central
product
Spin+4 (q) ∗ . . . ∗ Spin
+
4 (q) < L.
Since Spin+4 (q)
∼= SL2(q)× SL2(q), we can now apply the results of 3)
to each factor Spin+4 (q). Now assume that n is odd, whence n ≥ 5 and
4|(q − ǫ). Then embed Z(Ωǫ2n(q))
∼= C2 in a direct product
Ω+4 (q)× . . .× Ω
+
4 (q)× Ω
ǫ
6(q) < Ω
ǫ
2n(q).
By [LBST2, Lemma 4.1], this embeds Z(L) (of order 4) in the central
product
Spin+4 (q) ∗ . . . ∗ Spin
+
4 (q) ∗ Spin
ǫ
6(q) < L.
Since Spin+4 (q)
∼= SL2(q)× SL2(q) and Spin
ǫ
6(q)
∼= SLǫ4(q), we can now
apply the results of 3) to each factor of the last subgroup.
It remains to consider the central involution z of the simply con-
nected group L of type E7(q). By [LBST2, Lemma 5.1], we can embed
Z(L) into Spin+12(q), and so we are done by the previous step. 
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