Abstract. We propose, theoretically investigate, and numerically validate an algorithm for the Monte Carlo solution of least-squares polynomial approximation problems in a collocation framework. Our method is motivated by generalized Polynomial Chaos approximation in uncertainty quantification where a polynomial approximation is formed from a combination of orthogonal polynomials. A standard Monte Carlo approach would draw samples according to the density of orthogonality. Our proposed algorithm samples with respect to the equilibrium measure of the parametric domain, and subsequently solves a weighted least-squares problem, with weights given by evaluations of the Christoffel function. We present theoretical analysis to motivate the algorithm, and numerical results that show our method is superior to standard Monte Carlo methods in many situations of interest.
Introduction and main results
We consider the polynomial approximation of a function f : R d → R using a least-squares collocation method. We are particularly interested in the case when the argument to f is a finite-dimensional random variable z with associated probability density function w. In this case, approximation of f (z) is typically carried out in a w-weighted norm. This problem is particularly germane for parametric uncertainty quantification where f is usually a parameterized function with random parameter z [32] . Constructing a polynomial surrogate is a standard approach and is frequently explored via generalized Polynomial Chaos where f is expanded in a basis whose polynomial elements are orthogonal under the weight w [31, 34] . Using a collocation procedure to construct this polynomial is advantageous in practical large-scale simulations [33] . While interpolatory approaches [23, 2] and compressive sampling or 1 regularization techniques [15, 25] are effective, the least-squares 2 regularization procedure is one of the simplest strategies that offers an attractive balance between cost and accuracy. Many existing methods for leastsquares regression in this context concentrate on Monte Carlo approaches where the random variable ensemble {Z i } i is sampled iid according to the weight function w [21, 27, 13, 21, 22] . Alternative methods include the use of deterministic point constructions [38] or strategies involving subsampling from a "good" high-cardinality mesh [37] .
This paper presents theoretical analysis and computational results for a type of weighted Monte Carlo approach for least-squares polynomial approximation that we call Christoffel Least Squares (CLS). The CLS presciption has two simple ingredients: given a weight w, we sample iid with respect to the (weighted) pluripotential equilibrium measure (not iid from w), and the weights are evaluations of the Christoffel function from the w-orthogonal polynomial family. The concrete algorithms are shown in Algorithms 2 and 3. If one writes the least-squares problem in matrix formulation as an algebraic problem, weighting by the Christoffel function is equivalent to normalizing the system matrix so that each row has the same discrete 2 norm. The CLS algorithm is applicable for bounded and unbounded domains, with tensor-product or more general non-tensor-product weights and domains.
Our analysis for the CLS method for polynomial approximation is based on the general leastsquares theory presented in [14] . Given an N -dimensional subspace P of L 2 w (D) for some closed set D ⊂ R d , let φ n (z) denote any orthonormal family for P . We let K(z) denote the "diagonal" of the reproducing kernel of P in L Note that K does not depend on the choice of orthonormal basis. The analysis in [14] shows that a Monte Carlo least-squares approximation method with samples chosen iid from w is stable and accurate with high probability if the number of samples S satisfies
where C is a universal constant and K ∞ max z∈D K(z). Since K is a reproducing kernel and w is a probability density, then the minimal (optimal) value for K ∞ is N = D K(z)w(z)dz ≤ K ∞ . However, with P a total-degree polynomial space, for many weights w of interest the actual value of this quantity grows much more quickly compared to N (see Figure 1 ) and therefore makes the requirement for stability computationally onerous.
The CLS algorithm we present in this paper mitigates this situation by leveraging the fact that, for polynomials, the asymptotic behavior of the total-degree space reproducing kernel diagonal is known in great generality. (In this paper, "asymptotic" means with respect to the polynomial degree.) Let P k denote the space of polynomial of degree k or less over
w reproducing kernel of P k . The quantity N/K k is the (normalized) Christoffel function from the theory of orthogonal polynomials (e.g., [24] ), and is the eponymn of the CLS algorithm. If D is compact with nonvanishing interior and positive d-dimensional Lebesgue measure, then
almost everywhere in D, where v(z) is the Lebesgue weight function (a probability density) of the pluripotential equilibrium measure of D [6] . The utility of this statement for least-squares approximations is that the non-polynomial functions
form a basis for approximation in the space 1 √ K k P k , and are orthogonal in an L 2 space with the modified weight function w K k N . Owing to (2) , the ψ n are therefore approximately orthonormal with respect to v, and so an "approximate" reproducing kernel is given by
Therefore, if we instead perform a Monte Carlo approximation with the ψ n , sampling from v, then it may be possible to obtain the optimal sample-count stability criterion from (1) for most weights of interest. This, in a nutshell, is the CLS algorithm. Although we have framed this discussion for compact domains and total-degree polynomial spaces, the CLS method may be applied for general polynomial subspaces on conic unbounded domains with exponential weights. We present theoretical analysis following the results in [14] that crystallizes the motivation above, and accompanying numerical simulations show that the CLS algorithm significantly outperforms standard MC methods in many (but not all) scenarios of practical interest. The CLS algorithm performs approximation on the L 2 space weighted with w = a measure of discrepancy between w and w. One such measure on the space P is the w-Gramian of φ n , an N × N matrix Q with entries:
w -orthogonal projector onto P . The following is one of our major theoretical results, summarizing our Theorem 5.2, and frames accuracy in terms of spectral quantities of Q.
Theorem. Let D be compact. The CLS algorithm, i.e., discrete least-squares approximation by sampling iid from the equilibrium measure v and weighting with the inverse kernel N/K(z), is stable with high probability if, for some r ≥ 1, the number of samples S satisfies
where C is an absolute constant. Let f be a function satisfying |f | ≤ L, and let Π S f denote the CLS estimator of f on P . Then under the sampling criterion above,
where T L (x) = sgn(x) min {|f (x)|, L} is a truncation function, and ε(S) ∼ 1 r log S .
Above, λ min (Q) is the minimum eigenvalue and κ(Q) the 2-norm condition number of Q. Our numerical results for one dimension indicate that both of these quantities are very well-behaved (see Figure 3 ) and thus are a significant improvement over the standard MC approach criterion (1) . The term involving the norm of Π(I − Π)f in the conclusion of the theorem above is a discrepancy term between w and w.
Although we have described only the bounded-domain case above, we obtain similar results for the unbounded case, see Theorems 5.3 and 5.4.
Setup
Let D ⊂ R d be the parametric domain and let w : D → R be a weight function. We assume that the pair (D, w) is "admissible", by which we mean it falls into one of the following categories:
• (bounded ) D is a compact set of nonzero d-dimensional Lebesgue measure, and w is a continuous function on the interior of D such that 0 < D p 2 (z)w(z)dz < ∞ for any nontrivial algebraic polynomial p.
• (unbounded ) D is an origin-centered unbounded conic domain (i.e., if z ∈ D, then cz ∈ D for all c ≥ 0) with nonzero d-dimensional Lebesgue measure, and w = exp(−2Q(z)), with Q satisfying (i) lim |z|→∞ Q(z)/|z| > 0, and (ii) there is a constant t ≥ 1 such that
The condition (3) states that Q = − 1 2 log w is a t-homogeneous function. The unbounded case with the homogeneity condition on Q includes the following general family of weights:
for any p ≥ 1, which includes as special cases the one-sided exponential weight w(z) = exp
w (D) orthogonal polynomial family exists (see., e.g., [16, 20] ) For a multi-index α ∈ N d 0 we let φ α denote the family of polynomials orthonormal under the w-weighted L 2 norm on D:
with · w the corresponding induced norm on L 2 w . We implicitly assume that deg φ α = |α| = α 1 + · · · + α d , with α j the components of α.
Given any
w , in what follows we will study the "diagonal" of its reproducing kernel in L 2 w . This quantity is given by
and is not dependent on the choice of basis φ n . The above equation implicitly assumes a linear ordering of the elements in P Λ :
We will frequently make use of this identification for notational convenience; the ordering of the indices in Λ with respect to 1, . . . , N is irrelevant in our context.
In this paper we will consider general index sets Λ, but some of our theoretical results focus on the multi-index set Λ k α ∈ N d 0 | |α| ≤ k corresponding to the degree-k polynomial space. We will use the shorthand notation P k = P Λ k and K k = K Λ k in this special case.
Equilibrium measures.
We review some basic notions in weighted pluripotential theory with the goal of introducing the (weighted) equilibrium measure. Standard references for pluripotential theory are [7, 18] and Appendix B of [26] . We introduce a weight function exp(−Q(z)) on D serving as the pluripotential weight function, which is different from the orthogonality weight function w.
Given a potential-theoretic-admissible domain D and weight exp(−Q(z)), the (unique) weighted pluripotential equilibrium measure is
where V * D,Q is the (upper semicontinuous regularization of the) weighted extremal function of the pair (D, Q), and (dd c u) d is the complex Monge-Ampere operator applied to u. The measure µ D,Q is a probability measure and has compact support.
For the bounded-admissible CLS case, we need the unweighted (Q ≡ 0) measure µ D ≡ µ D,0 ; we will denote its Lebesgue density as dµ D (z) = v D (z)dz. The bounded CLS-admissble assumptions above guarantee in this case that D is potential-theoretic admissible and so µ D is well-defined, and is a probability measure on D.
The pluripotential equilibrium measure generalizes the univariate potential-theoretic measure. 
A formula for a more general convex, origin-symmetric domain is given in [3] . When D is the unit simplex,
, see, e.g., [36] . A fairly general result for convex sets is given in [12] . For the unbounded CLS-admissible case, we will take exp(−Q) = √ w so that the potentialtheoretic quantity Q is given by Q = − With regards to the CLS algorithm, we use µ D as the sampling measure for the bounded case, and a scaled version of µ D,Q as a sampling measure for the unbounded case.
2.3. Best approximation and regression. We consider the problem of least-squares approximation using discrete collocation samples onto a polynomial space P Λ . This regression problem is a discrete approximation to a continuous projection. We approximate the L 2 w -orthogonal projection of a function f (z) onto P Λ by sampling f at discrete locations.
We denote the continuous projection onto P Λ as
where in the latter equality we consider z a random variable with density w. In practice this optimal projection can rarely be computed because of insufficient knowledge about f . An alternative approach is discrete regression: compute the minimizer of a discretization of the continuous norm. If {z s } are iid samples of the random variable z, then an approximation to Π Λ f from (5) can be computed by using S of these samples:
If the samples z s are drawn iid from w, then it is straightforward to see that lim S→∞ Π S Λ f = Π Λ f , with more precise conditions on accuracy in [14] . More generally, one can take {z s } to be iid samples, but drawn from a different density v, in which case a weighted formulation is required to approximate the w norm
Using a change-of-measure argument, we see that if we choose k s = w(z s )/v(z s ) and the support of v contains the support of w, then lim S→∞ Π S Λ f = Π Λ f . In either case (6) or (7), if the S samples z s are given, we can formulate the algebraic version of these problems. For a fixed index set Λ, let N = N (Λ) denote the dimension of P (Λ). Let V be the S × N Vandermonde-like matrix for the basis φ n with samples z s : (V ) s,n = φ n (z s ). We may express the approximation Π S Λ from (7) in the basis φ α :
We collect the unknown coefficients c α into the vector c, and the function evaluations f (z s ) into the vector f ∈ R S . The solution to (7) is defined by the least-squares solution to the following k s -weighted problem:
where K is an S × S diagonal matrix with entries (K) s,s = k s . Equivalently, we may seek the solution to the normal equations:
where G is an N × N Gramian matrix with random entries
In this paper, we seek to specify the measure from which the z s are drawn, and subsequently the weights k s . The unweighted algorithm associated with (6) , proceeding by choosing k s ≡ 1 and taking the sampling density equal to orthogonality density v = w, and is given in Algorithm 1.
input : Weight/density function w with associated orthonormal family φ α , index set Λ, function f output: Expansion coefficients c to approximate Π Λ f
Christoffel Least Squares
This section describes the novel algorithmnic content of this paper: the Christoffel Least-Squares (CLS) algorithm applied to Monte Carlo approximation of L 2 projections. Essentially, this algorithm solves the problem (7) and thus requires (a) specification of the weights k s (i.e. the matrix K) and (b) specification of the sampling measure v(z). The CLS algorithm takes on different formulations when the domain D is bounded or unbounded, but a common formula in both cases is the specification of the weights k s . The CLS algorithm chooses k s to be quantities that scale each row of √ KV to have 2 norm equal to the constant N , i.e.,
Thus, the weights k s are evaluations of the (square root of the) Christoffel function.
When D is bounded, the CLS algorithm chooses the sampling weight function as v = v D , the density function of the (unweighted) pluripotential equilibrium measure of D. When D is an unbounded conic domain, the sampling weight function v is a scaled version of the √ w-weighted pluripotential equilbirium measure of the domain D. Thus, the particular specification of the sampling measure differs when D is bounded versus unbounded. Informally, the CLS algorithm is reasonable because it adheres to the change-of-measure argument following equation (7): if v is the suitable equilibrium measure density and we consider approximation with Λ = Λ n , then
Indeed, this is true for very general weights and domains and is a major result from pluripotential theory, which we discuss in Sections 4 and 5.
3.1. Bounded domains. Let w(z) be an admissible weight function on a compact domain D. In this case we sample with the density given by the (unweighted) equilibrium measure
which is a probability measure. We emphasize that this weight v is independent of the orthogonality density w. The weights k s are as given in (11), and indirectly build in the dependence on w through (12) . The method is shown in Algorithm 2.
The equilbirium measure µ D always exists for admissible domains, and in the case of a tensorproduct cube, it is simply the tensor-product "Chebyshev" measure, i.e. it has one-dimensional marginal density
Thus on an interval the CLS algorithm prescribes "Chebyshev sampling" regardless of the weight. This conforms with the colloquially well-known and observed fact that the Chebyshev measure on an interval is somehow "universal", e.g., [25] .
input : Weight/density function w with associated orthonormal family p α , index set Λ, function u output: Expansion coefficients c to approximate
Algorithm 2: Christoffel Least Squares (CLS) on a compact domain D
Unbounded domains.
We now consider the case of unbounded D ⊂ R d , for which we recall the assumption (3) , that Q = − 1 2 log w is a homogeneous function of order t. The CLS algorithm in this unbounded case chooses the weights as in (11), but the sampling weight function is a scaled version of the √ w-weighted equilibrium measure.
The measure µ D,Q has compact support, which is why we require scaling by k 1/t , effectively expanding the support to contain the "important" parts of state space. We give the method in Algorithm 3. Table 1 gives explicit formulas for v D,Q for some classical exponential weights in one dimension. In that table, the following notation for sets is used:
To our knowledge, explicit formulae for multivariate weighted equilbrium measures µ D,Q are unknown for many real-valued sets D, even the "canonical" ones considered here. This is the case even for the simple case
n . However, we conjecture the following density for the equilibrium measure in this case:
where C is a normalization constant, and µ D,Q is supported only on the set B d . Similarly, for the
we conjecture the following equilibrium measure density:
where again C is a normalization constant, µ D,Q is supported only on points z ∈ 2T d . In general, even computing just the support of µ D,Q is a nontrivial task [1] . Note, however, in d = 1 dimension, the weighted equilibrium measure is explicitly known for a wide class of weights on bounded and unbounded real-valued sets, e.g., [26] .
Numerical experiments we have conducted support our conjectures above, and examples shown in Section 6 are generated using these sampling schemes and show very good performance, which further support our conjectures.
We have completed specification of the CLS algorithm. It is a straightforward weighted Monte Carlo approach if, given D and w, the equilibrium measure v D or v D,Q is known and may be sampled input : Weight/density function w with associated orthonormal family p α , index set Λ, function u output: Expansion coefficients c to approximate Π Λ u 1 Compute log-weight homogeneity factor t from a w = exp(−2Q) identification in (3); 2 Generate S iid samples {z s } from equilibrium measure µ D,Q ; 3 Expand samples: z s ← k 1/t z s , where k = max α∈Λ |α|;
4 Assemble u with entries (u) s = u(z s ); 5 Compute LS weights K with entries (K) s,s = N/K Λ (z s ) from (11); 6 Form S × N (Λ) Vandermonde-like matrix V with entries (V ) s,n = φ α(n) (z s ); from. Our analysis presented later indicates that v is the asymptotically optimal measure, but is not strictly optimal for a fixed Λ. In general, one could consider sampling instead from the measure w(z) = w(z) KΛ(z) N , and this is briefly explored in [17] .
Background
This section recalls the two cornerstone results we require: general discrete least-squares stability and accuracy from [14] , and asymptotics of the Christoffel function from [5, 6] . 4.1. Least squares stability and convergence. This section summarizes the main results of [14] . For a weight function w on D ⊂ R d , let φ n for n = 1, 2, . . . be any w-orthonormal system (not necessarily polynomials). To be consistent with previous notation, we let P Λ denote the subspace spanned by these elements, even though this need not be a polynomial space. The diagonal of the reproducing kernel K Λ is as before in (4) and, with P Λ fixed, does not depend on the particular choice of basis.
If we sample S iid realizations according to the weight w and form a discrete least-squares problem, the S-dependent Gramian matrix G in (10) satisfies lim S→∞ G = I, with I the N ×N identity matrix. G is a random matrix, and one can use random matrix estimates to precisely specify the probability with which G is close to I. In turn, this yields estimates on accuracy of the least-squares solution. In the following, |||·||| is the spectral norm of a matrix.
are S iid samples drawn from the density w, and that the number of samples satisfies
with c δ δ + (1 − δ) log(1 − δ) for some δ ∈ (0, 1) and r > 0. Then the discrete Gramian matrix G given by (10) satisfies the following stability condition:
Furthermore, the following convergence result holds for any u ∈ L 2 w satisfying u ∞ ≤ M :
where
w optimal error, and Π S Λ is the unweighted Monte Carlo projection operator defined in (6).
The critical term in the ensemble size condition (16) is the maximum of the reproducing kernel diagonal, K Λ ∞ /N . Clearly this quantity depends on (i) the weight w and (ii) the space P .
When D = [−1, 1] and w = 1/ √ 1 − z 2 with P the degree-n polynomial space, a system of orthonormal polynomials is given by the Chebyshev polynomials φ n (z) = T n (z). It is well-known that the reproducing kernel for this one-dimensional basis satisfies
for all k ∈ N. Thus, so long as S/(N log S) C for an absolute constant C, then one can obtain stabilty from (17) . In Section 6 showing our numerical experiments, this S/ log S ∼ N behavior of the required number of samples compared to the dimension of the approximation space is what we refer to as "log-linear" scaling of S with respect to N . This optimal K Λ ∞ ∼ N behavior only happens for very special weights. Consider the interval D = [−1, 1] with weight function w(z) = (1 − z 2 ) α for α ≥ 0 with corresponding orthonormal polynomial family φ n . An understanding of how the choice of α affects the sampling criterion can be communicated by Figure 1 . We show K k ∞ /N for various combinations of degree k and α values, with the conclusion that this quantity becomes extremely large when k or α is increased, and is very large even for moderate values of these parameters. Therefore, the restriction on the number of samples required for stability becomes onerous even on bounded sets in one dimension if one considers non-Chebyshev weights.
Therefore, a standard MC approach is not tractable for all weights using the analysis above, and in particular for polynomials on unbounded domains such as Hermite polynomials, one cannot directly use the above analysis if K is a polynomial kernel. (An obvious remedy would be to instead use weighted polynomials, which is effectively what the CLS algorithm does.) 4.2. Christoffel function asymptotics. For polynomials, the reproducing kernel diagonal quantity K Λ is the inverse of the Christoffel function from the theory of orthogonal polynomials, about which much is known. The purpose of this section is to review formal results establishing the behavior in (12) .
On unbounded domains D with a pluripotential-theoretic ρ = exp(−Q) given, we will need to consider polynomials orthonormal under the varying weight function ρ 2k for an integer k. For each 
Then the reproducing kernel associated of P k with the varying weight function ρ 2k is given by
w -kernel diagonal of P k . Asymptotics for both K (on bounded domains) and K 
holds for almost every z ∈ D, for any w that is bounded and continuous. Similar results for K (k) k on unbounded domains hold. (See, e.g., [9, 28, 29, 24] .) Indeed, for more general w and multidimensional D, the above result holds if one replaces 1 π √ 1−z 2 above by the Lebesgue density of the pluripotential equilibrium measure [10, 35, 36, 11, 19] .
Since K is a specialization of K (k) when Q ≡ 0, it is sufficient to consider asymptotics of K (k) , which is the goal of the following general result. 
qρ 2k reproducing kernel of the total-degree polynomial space P k , then the following convergence holds weakly:
We will specialize this result to two cases: (i) on bounded D, we set ρ ≡ 1 and dV (z) = w(z)dz, (ii) on unbounded D with w = exp(−2Q), we set ρ = exp(−Q) and dV (z) = dz. (1) Let w be any continuous orthogonal polynomial weight function on a compact, connected set D. With ρ ≡ 1 and dV = w(z)dz then
with K k the L 2 w reproducing kernel for P k .
(2) Let D ⊂ R d be an unbounded convex cone with w = exp(−2Q), and let ρ(z) = √ w(z) and
gives the k-asymptotically optimal sampling criterion in the sense of Theorem 4.1. This observation is essentially a corollary on a convergence result of "optimal measures" as presented in [8] .
On a compact domain D ⊂ R d , consider approximation with the total degree space given by P k . Let φ n (z; µ) denote the orthonormal polynomials for P k under the µ-weighted L 2 norm, where µ is a probability measure on D. We are interested in choosing µ to optimize stability for a discrete least-squares problem. Thus, we consider the maximum value of the reproducing kernel diagonal as a function of the measure µ:
If we ask for the µ that minimizes κ k (µ) over all probability measures, this leads to the notion of optimal measures. Following [8] , a measure µ k is optimal for D and P k if, for all probability meaures µ on D:
Algorithm 1 is most efficient for approximation with P k in the sense of Theorem 4.1 and condition (16) when the weight w corresponds to the measure µ k , because this choice of measure produces the minimal value of K k ∞ . The notion of an optimal measure changes slightly for the weighted, unbounded case: consider weights √ w = ρ = exp(−Q) on D. For this problem, the appropriate version of the quantity
, where the φ (k) are ρ 2k -orthonormal as defined in (20) .
Similar to the bounded case, we proceed to replace the measure ρ 2k (z)dz in (20) with ρ 2k (z)dµ(z) for some probability measure µ on D, and define the resulting kernel maximum:
The measure µ k is an optimal measure for D with weight ρ if, for all probability measures on D:
Again this notion of an optimal measure indicates which sampling measure produces the smallest sampling size requirement in (16) . In either the bounded or unbounded case we want to sample from µ k to achieve an optimal stability factor. The following main result from [8] indicates that, as the polynomial degree k tends to infinity, any sequence of (weighted) optimal measures converge to the (weighted) equilibrium measure.
Theorem 4.3 ([8])
. Let µ k be an optimal measure for P k on D with weight ρ = exp(−Q). We have (i) for each µ k , κ k,ρ = N µ D,Q -a.e., and (ii) lim k→∞ µ k = µ D,Q weakly.
Note that the above result holds also in the unweighted case Q ≡ 0. While computing µ k for each k will not be tractable in most situations, the result indicates that the optimal sampling measure for these least-squares problems must asymptotically be µ D in the bounded domain case, or a scaled version of µ D,Q for the unbounded case. Note that Theorem 4.3 also indicates that the stability factor κ k asymptotically attains its optimal (minimal) value of N , which, according to Theorem 4.1 results in asymptotically simple log-linear scaling of S with respect to N , independent of the dimension d, the best possible sample count criterion in the sense of Theorem 4.1.
Asymptotics of the Christoffel Least Squares algorithm
This section concentrates on showing that the limiting behavior of Algorithms 2 and 3 is stable and accurate. Our estimates depend on a discrepancy measure between the orthogonality weight w and the effective CLS weight w v N KΛ , with v the sampling density prescribed in Sections 3.1 or 3.2. Our convergence analysis is less constructive than the stability analysis, because it depends on a w versus w reprojection error, which is not easily computable.
CLS for bounded domains.
We assume the pair (D, w) are bounded-admissible in the sense of Section 2. Our results in this section and the one immediately following are essentially adaptations of the results reproduced in Sections 4.1 and 4.2. This section deals with compact domains.
The CLS framework is a weighted least-squares formulation; alternatively, we may consider it an unweighted least-squares problem with the non-polynomial functions
followed by sampling with the equilibrium measure weight v(z)dz = dµ D (z). This essentially uses a modified weight function that approximates w:
The functions ψ α are not exactly orthogonal with respect to the weight v D (z), and we will need a quantification of this non-orthogonality behavior as a function of the index set Λ. For a given w and fixed index set Λ, define (25) so that the N × N matrix Q Λ is defined. We emphasize that the functions ψ α and the weight w depend on Λ. For Λ = Λ k we use the notation Q k = Q Λ k and, when no confusion arises, Q = Q Λ . Owing to asymptotics of the Christoffel function, any fixed (α, β) entry of the matrix Q k converges to the Kronecker delta.
Proposition 5.1. For any fixed α, β, the quantity in (25) satisfies
Proof. The entries of Q k are given by
The result (22) implies that w = N K k (z) v(z) converges to w(z) weakly, so that for fixed α, β, The above is an asymptotic result indicating that individual terms of the matrix Q k behave like terms of the identity. However, this cannot be used to conclude that Q k is close to the identity matrix for increasing k since the size of Q k also increases with k. To illustrate this, we compile results for the one-dimensional domains D = [−1, 1] with symmetric Jacobi weights w(z) = (1 − z 2 ) α in the left-hand pane of Figure 2 . These results alone cannot even be used to conclude that d = 1 cases for Q k are well-conditioned. However, one can combine Figure 2 with Figure 3 to see that in fact the Q k are relatively well-behaved.
Turning to stability, since Q Λ is not the identity, we can only expect the CLS matrix G to converge to Q Λ as the sample count increases. The same arguments as in [14] may be applied to conclude an analogue of Theorem 4.1: A sampling size criterion implies that the discrete Gramian G of the CLS procedure is close to Q with high probability. 
Proof. The proof of Theorem 4.1 in [14] is easily amended for our purposes. Since Q is symmetric positive-definite, its symmetric positive-definite square root Q 1/2 is well-defined. Then
And so
The CLS Gramian matrix G can be decomposed into a sum of independent matrices
Since Y s is a rank-1 matrix formed from the outer product of
with itself, then
with probability 1. The summed expected value of X s yields the identity matrix:
. Now we can use the matrix Chernoff bound from [30] : for any collection of independent random matrices X s satisfying |||X s ||| ≤ R, then 1) . We use G = s X s and s EX s = I along with the bound R = N Sλmin(Q) . Thus we have
If we require (26) , then
Combining (27) , (28) , and (29) yields the result.
Remark 5.1. The above result is a stability estimate for a general weighted least-squares approach for any biased weight w = w.
We emphasize that we have only established stability of the least-squares problem relative to Q. The required sample count for stability no longer depends on the normalized polynomial reproducing kernel K Λ /N , but instead on λ −1 min (Q k ), which is a stability measure for Q k . (Compare (16) with (26) .) In Figure 3 we plot the inverse of the minimum eigenvalue for one-dimensional cases: Jacobi polynomials with symmetric parameters (α = β) and also for Hermite and Laguerre polynomials.
For most of these one-dimensional cases of interest, the factor 1/λ min (Q k ) is less than 2. This is in stark constrast to the results in Figure 1 where the stability factor of KΛ ∞ N of (16) from similar one-dimensional scenarios is extremely large.
While these results are promising in one dimension for a large, fixed degree k, they will likely deteriorate as the dimension d with a fixed k. Similarly, figures 3 and 2 can be used to conclude that Q k is actually quite well-conditioned for classical one-dimensional problems, but this is unlikely to persist for large dimensions. We are able to prove a convergence result if |f (z)| ≤ L for all z ∈ D. The random function Π S N f is the CLS-bounded discrete projection. We introduce a truncation of this discrete projection:
Following the arguments in [14] , we can bound the error for the truncated CLS estimator. 
with ε(S) 2−2 log 2 (1+r) log S → 0 as S → ∞, and κ(Q) = λ max (Q)/λ min (Q) the 2-norm condition number of Q.
Proof. Our proof follows that of Theorem 2 in [14] . Under the sampling condition (26) with δ = 1 2 , we have the following inequality with probability 2/S r :
We denote the probabilistic set under which this happens as Ω + , with Ω − the set under which this fails as Ω − . Then
S r where we have used the fact that
w -orthogonal to Π Λ f , and Π S Λ is the identity on P Λ , then
We have (31) , and using the normal equations (9) on the event Ω + , we have
Letting z s denote random iid variables distributed according to v, then each summand on the righthand side above has expected value given by
Summing over n, we have
Term (a) on the right-hand side can be bounded by using the condition (26) , so that (a) = 
Clearly we have
where the last inequality is true on Ω + because of (31) . Thus on Ω + we have
Combining (32a), (32b), and (32c), we have
and this proves the result.
The above result is suboptimal in the sense that as S → ∞, the error converges to a value that deviates from the optimal value of g 2 w . The suboptimal term involving Π Λ g 2 w is a term that stems from the discrepancy between w and w. Indeed, Πg = Π(I − Π)f , which vanishes when w and w coincide.
Unbounded domains.
We assume the pair (D, w) is unbounded-admissible in the sense of Section 2. Our results are essentially identical to the bounded domain case, but some of the definitions change. The CLS method in this case is given by Algorithm 3, with the sampling density v given by (14) .
The Christoffel-weighted functions ψ α are identical to the bounded case given by (24) . The surrogate weight w is defined as
where A supp µ D,Q , 1 A (z) is the indicator function on the set A, and k = max α∈Λ |α|. Thus, the analogous definition of (25) in the unbounded case is
Before continuing, we need a result that relates polynomials orthonormal under w k to those orthonormal under w, assuming w = exp(−2Q) with Q a homogeneous function.
Lemma 5.1. Let a weight function w = exp(−2Q) with Q satisfying (3) be given with homoegeneity exponent t on an unbounded conic domain D. Let φ α be a polynomial family that is L 2 orthonormal under weight w. Then a family of polynomials φ
Proof. Since φ α is orthonormal under w, then
By assumption (3), w k (z) = w k 1/t z . Then making the substitution z ← k 1/t z in the relation above yields
Since φ α (Cz) is still a polynomial of degree α for any constant C, this proves the result.
Again, the matrix Q k corresponding to the total-degree polynomial space P k is reasonably wellbehaved with respect to the identity, as can be seen from the right-hand pane of Figure 2 , and owing to the result (23) from Corollary 4.1, individual entries of Q k converge to the Kronecker delta. 
Proof. Since ρ = √ w is negative-log-homogenous of degree t, then ρ n (z) = ρ(zn 1/t ), or in other words,
α be the polynomial family orthogonal under w k . By Lemma 5.1, we have
With ρ 2k (z) = w k (z), we can use (23) to conclude:
weakly on compact sets. Now from (33) the entries of Q k are given by
Since the term in brackets weakly converges to 1 on any compact set, we have
It is clear that the results for the bounded case in Theorem 5.1 may be extended to the unbounded case.
Theorem 5.3. For D a conic unbounded domain with weight decomposition w = ρ 2 satisfying (3), define Q n through (33) . With CLS Algorithm 3 operating under the condition (26), then
for any δ ∈ (0, 1) and r > 0.
This theorem is the unbounded analogue of Theorem 5.1. As before, the minimum eignevalue of Q n will play a role in determining the sample count requirement through (26) .
A convergence result for the unbounded case that mirrors Theorem 5.2 may likewise be proven using the same method. 
Just as with the bounded case, this result has a w versus w discrepancy term.
Examples
In the following section we investigate the stability and convergence properties of the CLS algorithm. The method we compare against will be a standard unweighted Monte Carlo method, Algorithm 1. We are interested primarily in investigating how linear and log-linear sampling rates of S versus the approximation space dimension N affect stable and accurate reconstruction.
The sampling strategies we use are from Table 1 . Note that for unbounded domains, our sampling strategies are only conjectures because explicit formulae for weighted equilibrium measures in these cases are currently unknown.
Sampling from the "Hermite" distribution on R d . For the "Hermite" case with density w = exp(−z 2 ), the following is one way to sample from v D,Q shown in has the required distribution, sampled from v D,Q in Table 1 for w = exp(−|x| 2 ). This is the case because a ball of radius a in d dimensions has volume proportional to a d . The √ 2 factor appears because v D,Q is supported on the ball of radius √ 2 for our normalization.
Sampling from the "Laguerre" distribution on [0, ∞) d . For the "Laguerre" case with density w = exp(− j z j ), we need to sample from the appropriate density v D,Q in Table 1 . The strategy is similar: we first generate a multivariate random variable W with density on the standard (d − 1)-simplex, i.e., S d−1 , with
We let W be a Dirichlet α = of the design matrix V from both the CLS and the unweighted MC methods, where σ max and σ min are the maximum and minimum singular values of a matrix, respectively. Because the design matrices for both algorithms are random matrices, we report the mean condition number over a size-100 ensemble of tests.
In all plots, we use "CLS" to stand for our approach with the CLS algorithm, and we use "MC" to denote the results with standard Monte Carlo sampling from the orthogonality measure. 6.1.1. Bounded domains. We first consider the uniform distribution where Legendre polynomials are used. In Fig. 4 we show the condition number with respect to the polynomial degree k for total degree spaces Λ k . The left plot shows two-dimensional results while the right plot shows fourdimensional results. Both plots show results for linear scaling of sample count, i.e. S = 2N, and for log-linear dependence S = 1.5N log N. The CLS algorithm is much more stable compared to the standard MC method. Moreover, the log-linear scaling admits decay properties of the condition number with respect to the polynomial order n, with our sampling strategy. In contrast, the linear rule admits a growth of the condition number with respect to the polynomial order n, for both the two kinds of design points. 6.1.2. Unbounded domains. For stability on unbounded domains, we will consider the Gaussian density function exp(− z 2 j ) corresponding to Hermite polynomials, and an exponential density function exp(− z j ) corresponding to Laguerre polynomials. In Fig. 5 , we report the condition number of the design matrix with respect to the polynomial degree k in both the 2-dimensional total degree space and the 4-dimensional total degree space with linear scaling S = 4N . The lefthand figure show the Hermite results, and the right-hand figure shows the Laguerre results. Again, Polynomial degree k
Condition number
Hermite, S = N log N , Λk 
Figure 5. Condition number against polynomial degree n for the total degree polynomial space. Left: Gaussian density (Hermite polynomials). Right: Exponential density (Laguerre polynomials).
our approach works much better, but we see that the increased dimensionality of the problem makes the CLS algorithm more ill-conditioned.
In Fig. 6 , we test how the dimension d affect the condition number for the CLS algorithm. In the left plot, we report the numerical condition number for Legendre approach with S = N logN for d = 2, 4, 6. The dimension has little effect on the condition number, and the approach remains stable with the same dependence. In the right plot, we provide results for Laguerre polynomials. For this unbounded case, the dimension parameter d appears to affect stability only weakly, just as with the bounded (Legendre) case.
6.1.3. Hyperbolic-cross polynomial spaces. Up until this point we have only provided numerical examples using total-degree polynomial spaces Λ n = {φ α : |α| 1 ≤ n}. In the following we will consider the effect of using hyperbolic-cross polynomial spaces on the stability of the design matrix. We define the hyperbolic-cross space of strength p > 0 as Λ p n = {φ α : α p ≤ n}, where · p is the discrete p norm, and setting p = 1 reverts to a total-degree space. Figure 7 plots the condition number of the design matrices against polynomial degree n for 10-dimensional total-degree and hyperbolic-cross (p = 2/5) Laguerre polynomial spaces. In 10 dimensions the CLS algorithm produces larger condition numbers than MC for a given total-degree space for low polynomial degree. This is in contrast to the lower dimensional results shown in Figure  6 . However CLS is again more stable than MC when we use the hyperbolic-cross spaces Λ 2/5 k . The cardinality of these spaces grows much slower than the cardinality of the total-degree spaces. This slower growth allows us to provide numerical results that consider a much larger range of degrees which are computationally infeasiable using total-degree spaces. Since the benefit of the Christoffel function is asymptotic in the degree, we believe that the inclusion of terms that are high-degree in one variable and low-degree in the others (as is the case for hyperbolic cross sets) results in better performance of the CLS algorithm. We also note that the right-hand window of Figure 6 is the more practical case in high-dimensional approximation: using hyperbolic-cross-type index sets.
6.2. Least-squares accuracy. In this section we will compare the CLS and MC algorithms in terms of their ability to approximate a number of test functions. In all examples that follow we report the mean condition number over a size-20 ensemble of tests. 6.2.1. Algebraic function. In Figure 8 (left), we report the convergence rate of the least-squares projection for Legendre approximation in the 2-dimensional total degree space, for the test function
. We measure accuracy using the discrete 2 norm which is computed using 10, 000 random samples drawn from the probability measure of orthogonality. The CLS algorithm is very stable and the error in the approximation can be driven to machine accuracy. In contrast the MC strategy becomes unstable as the polynomial degree is increased. Furthermore, MC sampling requires more samples to achieve a given error tolerance. In Figure 8 (right), we consider the Hermite approximation for the test function f (z) = exp − d i=1 z i , in the 3-dimensional total degree space. Again, our approach remains stable, while the MC sampling strategy becomes unstable as the polynomial degree is increased. with an uncertain diffusivity coefficient that satisfies Figure 9 (left) compares the convergence accuracy of the Hermite polynomial least squares projection of the quantity of interest u(1/3, z) using the CLS and MC algorithms. The accuracy of 1 We solve the model (35) using quadratic finite elements with a high enough spatial resolution to neglect discretization errors in our analysis. the approximation obtained using CLS is stable, whereas the MC based approximation becomes unstable as the polynomial degree is increased. 6.2.3. Resistor network. Consider the electrical resistor network shown in Fig. 10 . The network is comprised of d = 2P = 6 resistances of uncertain Ohmage and the network is driven by a voltage source providing a known potential V 0 = 1. We are interested in using Laguerre polynomials to construct a least squares approximation of the voltage V when the resistances are independent and identically distributed exponential random variables. As shown in all the previous examples the approximation obtained using CLS is stable for the ranges of degrees considered, whereas the MC based approximation becomes unstable as the polynomial degree is increased.
Conclusion
Monte Carlo approximation for discrete least-squares polynomial approximation is an effective tool for approximating high-dimensional functions, and of great interest is the number of samples required for stability and convergence. We have shown that the Christoffel Least Squares algorithm can effectively approximate functions on bounded and unbounded multivariate domains, with very general multi-index sets that define the approximation space. Our theoretical results suggest that the CLS algorithm is optimal when the polynomial degree is large; our numerical results validate that the method is either superior to or competitive with standard Monte Carlo techniques in all situations except the case of unbounded approximation with low polynomial degree and high dimension.
We expect it is possible to improve several of the statements about convergence using more precise estimates of Christoffel functions, which is the subject of ongoing work.
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