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Abstract
We present a collection of well-conditioned integral equation methods for the solu-
tion of electrostatic, acoustic or electromagnetic scattering problems involving anisotropic,
inhomogeneous media. In the electromagnetic case, our approach involves a minor
modification of a classical formulation. In the electrostatic or acoustic setting, we in-
troduce a new vector partial differential equation, from which the desired solution is
easily obtained. It is the vector equation for which we derive a well-conditioned integral
equation. In addition to providing a unified framework for these solvers, we illustrate
their performance using iterative solution methods coupled with the FFT-based tech-
nique of [1] to discretize and apply the relevant integral operators.
1 Introduction
In this paper, we develop fast, high order accurate integral equation methods for sev-
eral classes of elliptic partial differential equations (PDEs) in three dimensions involving
anisotropic, inhomogeneous media. In the electrostatic setting, we consider the anisotropic
Laplace equation
∇ · (x)∇φ(x) = 0, x ∈ R3 , (1)
where (x) is a real, 3 × 3 symmetric matrix, subject to certain regularity conditions
discussed below. We also assume (x) is a compact perturbation of the identity operator
I - that is, (x)− I has compact support. A typical objective is to determine the response
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of the inclusion to a known, applied static field, with the response satisfying suitable decay
conditions at infinity.
For acoustic or electromagnetic modeling in the frequency domain, we consider the
anisotropic Helmholtz equation
∇ · −1(x)∇φ(x) + ω2φ(x) = 0, x ∈ R3 (2)
and the anisotropic Maxwell equations
∇×E(x) = iωµ(x)H(x)
∇×H(x) = −iω(x)E(x), x ∈ R3, (3)
respectively. Here, (x) and µ(x) are complex-valued 3× 3 matrices, subject to regularity
and spectral properties to be discussed in detail. We again assume that (x) and µ(x) are
compact perturbation of the identity. A typical objective is to determine the response of the
inclusion to an impinging acoustic or electromagnetic wave, with the response satisfying
suitable radiation conditions at infinity. For a thorough discussion of the origins and
applications of these problems, we refer the reader to the textbooks [2, 3, 4].
Instead of discretizing the partial differential equations (PDEs) themselves, we will
develop integral representations of the solution that satisfy the outgoing decay/radiation
conditions exactly, avoiding the need for truncating the computational domain and im-
posing approximate outgoing boundary conditions. The resulting integral equations will
be shown to involve equations governed by operators of the form I + B + K where I is
the identity, B is a linear contraction mapping, K is compact. A simple argument based
on the Neumann series will allow us to extend the Fredholm alternative to this setting
(and therefore to prove existence for the original, anisotropic, elliptic PDEs themselves).
Moreover, our formulations permit high-order accurate discretization, and FFT-based ac-
celeration on uniform grids. In the electromagnetic case, our approach is closely related
to some classical formulations. For the Laplace and Helmholtz equations, however, our
approach appears to be new and depends on the construction of a vector PDE from which
the desired solution is easily obtained. It is the vector PDE for which we will derive a
new, well-conditioned integral equation. One purpose of the present paper is to describe
all of these solvers in a unified framework. Given that resonance-free second kind integral
equations are typically well-conditioned, they are suitable for solution using simple itera-
tive methods such as GMRES and BICGSTAB without any preconditioner. We use the
method of [1] to discretize and apply the integral operators with high order accuracy and
demonstrate the performance of our scheme with several numerical examples.
We will use the language of scattering theory throughout. Thus, for the scalar equa-
tions, we write φ = φinc + φscat where φinc is a known function that satisfies the homo-
geneous, isotropic Laplace or Helmholtz equation in free space away from sources. In the
electrostatic case, φscat is assumed to satisfy the decay condition
lim
r→∞φ
scat = o(1), (4)
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In the electromagnetic setting (3), we write E = Einc + Escat and H = H inc + Hscat,
with Einc,H inc corresponding to a known solution of the homogeneous, isotropic Maxwell
equations in free space away from sources. Escat,Hscat are assumed to satisfy the Silver-




Hscat × x− rEscat) = 0. (6)
2 The anisotropic Laplace equation
We first consider the electrostatic problem (1), where (x) is a real, symmetric, positive
definite 3 × 3 matrix with bounded entries, such that (x) − I has compact support. We
assume that the smallest eigenvalue of (x) is bounded away from zero, so that the PDE
is uniformly elliptic (see [6], p.294).
Letting φ = φinc + φscat, we assume that φinc(x) is a given “applied field” with
∆φinc(x) = 0 in the support of (x)− I.
Definition 1. By the anisotropic electrostatic scattering problem (or simply the electro-
static scattering problem) we mean the calculation of a function φscat(x) ∈ H1loc(R3) that
satisfies the radiation condition (4) and the equation
∇ · (x)∇φscat(x) = −∇ · ((x)− I)∇φinc(x) (7)
for x ∈ R3. Given this function φscat, φ = φinc + φscat clearly satisfies the eq. (1).
Because of the mild regularity assumptions made on (x) and on the solution φscat, we
must interpret eq. (7) in a weak sense (eq. (8) below).
We begin by proving a uniqueness result.
Theorem 1. The anisotropic electrostatic scattering problem has at most one solution.
Proof. Let BR be an open ball centered at the origin that contains the support of (x)− I,
and let T denote the Dirichlet-to-Neumann (DtN) map for harmonic functions in the

























On the surface of BR, the DtN map can be computed in the spherical harmonics basis,
with
T [Ynm](θ, φ) = −(n+ 1)Ynm(θ, φ).
From this, it is straightforward to see that∫
BR
|∇φscat(x)|2dV = 0⇒ φscat(x) = c ∀x ∈ BR. (11)







cT [c]dS = −|c|2A, (12)
where A is the surface area of BR. Thus, c = 0, yielding the desired result.
Remark 1. While the standard proof of existence for the anisotropic Laplace equation
relies on the Lax-Milgram theorem [6], we turn now to an alternate approach, based on
deriving an auxiliary vector PDE and a corresponding, well-conditioned, Fredholm integral
equation.
Note first that eq. (7) can be rewritten in the form
∇ · ∇φscat = ∆φscat +∇ · (− I)∇φscat = −∇ · ∇φinc = −∇ · (− I)∇φinc, (13)
since φinc is harmonic in BR, a region which contains the support of (x)− I. Recall that
φscat satisfies the Laplace decay condition (4).
Suppose now that F is a vector field such that ∇ · F = φscat and satisfies (4). Note,
however, that ∇× F is, as yet, unspecified. Then, F satisfies the following equation:
∆∇ · F +∇ · (− I)∇∇ · F = −∇ · (− I)∇φinc, (14)
or
∇ ·∆F +∇ · (− I)∇∇ · F = −∇ · (− I)∇φinc. (15)
We now define the auxiliary equation for F (which will determine its curl):
∆F + (− I)∇∇ · F = −(− I)∇φinc . (16)
Since eq. (15) is obtained by taking the divergence of (16), it is natural to introduce the
following definition.
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Definition 2. By the vector electrostatic scattering problem we mean the calculation of a
vector function Fscat(x) ∈ H2loc(R3) that satisfies
∆Fscat + (− I)∇∇ · Fscat = −(− I)∇∇ · Finc (17)
and the standard decay condition at infinity:
Fscat(x) = o(1), as |x| → ∞, (18)
uniformly in all directions. Here, Finc(x) is an H2 function defined on an open set that
contains the support of (x)− I, where it satisfies ∆Finc(x) = 0.
Due to the regularity properties imposed on Fscat and the lack of derivatives acting on
the entries of ij(x), eq. (18) does not need to be interpreted in a weak sense. We now
establish a relation between the vector and scalar problems.
Lemma 1. If Fscat(x) ∈ H2loc(R3) satisfied the vector electrostatic scattering problem, then
φscat(x) := ∇ · Fscat(x) ∈ H1loc(R3) and satisfies the anisotropic electrostatic scattering
problem with right hand side given by the incoming field φinc = ∇ · Finc.
Proof. If we assume that Fscat(x) ∈ H3loc(R3), then the result follows immediately by taking
the divergence of eq. (17) and interchange the order of the operators. In general, however,
we cannot assume such regularity for Fscat(x), in particular if there are discontinuities in
the entries (x)ij .
Thus, for the general case, we let BR be an open ball centered at the origin that contains
the support of (x) − I. In the region R3\BR, the governing differential operator is the
isotropic Laplacian ∆ and, by standard regularity results (see, for example, Corollary 8.11
in [7]), the solution Fscati ∈ C∞. Thus, we can interpret the radiation condition in the
strong sense. We can now apply the representation theorems 4.11 and 4.13 from [5] in the






in all directions. Thus, φscat(x) = ∇ · F scat satisfies the radiation condition (4) for the
anisotropic electrostatic scattering problem.
Let ψ ∈ H1(BR). From eq. (17), we can write
∇ψ ·
(
∆Fscat + (− I)∇∇ · Fscat
)
= −∇ψ(x) · (− I)∇∇ · Finc. (19)
Using the vector identity ∆Fscat = −∇×∇× Fscat +∇∇ · Fscat, we have
−∇ψ · ∇ ×∇× Fscat +∇ψ · ∇∇ · Fscat = −∇ψ · (− I)∇∇ · Finc. (20)
Integrating over the ball BR, we obtain∫
BR
−∇ψ · ∇ ×∇× FscatdV+
∫
BR




∇ψ · (− I)∇∇ · FincdV.
(21)
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We will make use of the following identity that holds for every function F ∈ H2(BR),
ψ ∈ H1(BR) and is straightforward to derive from the divergence theorem:∫
BR
∇ψ · ∇ ×∇× FdV =
∫
∂BR
ψn · ∇ ×∇× FdS. (22)
Combining (22) and (21), we obtain∫
BR
∇ψ · ∇∇ · FscatdV =
∫
∂BR




∇ψ · (− I)∇∇ · FincdV.
(23)
Since ∆Fscat(x) = 0 for x ∈ ∂BR, we may write∫
∂BR
ψn · ∇ ×∇× FscatdV =
∫
∂BR
ψn · ∇∇ · FscatdV. (24)
Thus,∫
BR
∇ψ(x) · ∇∇ · FscatdV =
∫
∂BR
ψT [∇ · Fscat]dS −
∫
BR
∇ψ(x) · (− I)∇∇ · FincdV.
(25)
In short, for φinc := ∇ · Finc, φscat := ∇ · Fscat satisfes (8), the weak version of the
anisotropic electrostatic scattering problem.
Theorem 2 (Uniqueness). The vector electrostatic scattering problem has at most one
solution.
Proof. Let F scat ∈ H2loc(R3) be a solution of the homogeneous equation
∆F scat + (− I)∇∇ · F scat = 0 (26)
that satisfies the radiation condition. By Lemma 1, ∇ · Fscat satisfies the homogeneous
weak formulation (8) and, as a consequence, using Theorem 1, ∇ · Fscat = 0. From eq.
(26), it then follows that ∆Fscat(x) = 0 for all x ∈ R3, so that Fscat = 0 for all x ∈ R3.







It is well-known (see, for example, Theorem 8.2 in [8]) that V0 : L2(Ω) → H2(Ω) is a
continuous map for any bounded open set Ω ⊂ R3 and that
∆V0(J) = −J . (28)
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We define the operator T0 by
T0(J) := J
2
+∇∇ · V0(J). (29)
Lemma 2. Let H denote the operator mapping L
2(R3)→ L2(R3) with
H(x)J(x) = ((x) + I)
−1((x)− I)J(x). (30)
Then, ‖H(x)‖2 < 1.
Proof. For z ∈ C, let f(z) = z−1z+1 . f maps the open half space <z > 0 to |f(z)| < 1. Since
(x) is assumed to be real symmetric and uniformly elliptic, it is expressible in diagonal
form as (x) = U(x)D(x)U∗(x), with the diagonal elements of D(x) positive and bounded
away from zero [6]. It follows that ρ(x) = U(x)f(D)(x)U
∗(x) ∈ L∞(R3), with eigenvalues
strictly bounded by one, proving the desired result.
Lemma 3. The operator 2T0(J) is an isometry on L2(R3). That is, ‖2T0‖L2(R3) = 1.
Proof. Using the Helmholtz decomposition (see, for example, Theorem 14 in [9]), we can
write J = ∇ψ +∇ × P. It is straightforward to check that 2T0(∇ × P) = ∇ × P, while
2T0(∇φ) = −∇φ. Thus, 2T0(J) = −∇ψ +∇×P and the result follows immediately from
the orthogonality of the Helmholtz decomposition.
Theorem 3. There exist solutions to the anisotropic scalar and vector electrostatic scat-
tering problems.
Proof. We note first that the vector field F := V0(J) satisfies eq. (16) if and only if J
satisfies
− J + (− I)∇∇ · V0(J) = −(− I)∇φinc. (31)
From (29), this is equivalent to






= −(− I)∇φinc. (32)
Multiplying by −2(+ I)−1 and a little algebra yields
(I +B)J = 2H∇φinc, (33)
where H is defined in (30) and B(J) := −2HT0(J). Eq. (33) is an integral equation for
J . Moreover, from Lemmas 2 and 3, the operator B : L2(BR)→ L2(BR) satisfies ‖B‖ < 1,
so that (I +B) is invertible using the Neumann series:




Since the volume integral operator V0 maps L2(BR) to H2(BR), it follows that F :=
V0(J) ∈ H2loc(R3). Thus, F is a solution to the vector electrostatic scattering problem, and
∇ · F ∈ H1loc(R3) is a solution to the anisotropic electrostatic scattering problem.
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The same result holds in the two-dimensional case.
Remark 2 (Smoothness of the coefficients). From a practical viewpoint, the integral equa-
tion (33) can be discretized using a Nystro¨m method and solved iteratively to obtain a
numerical solution of the original scalar problem (7). It is worth noting that no estimate
involving derivatives of ij(x) is required. Because it is a Fredholm equation of the second
kind, the order of accuracy obtained in the solution is the same as the order of accuracy used
in the underlying quadrature rule [10]. Of course, if there are jumps in (x), then adap-
tive discretization methods are recommended for resolution, but additional unknowns and
surface integral operators are not required to account for the effect of these discontinuities.
3 The anisotropic Helmholtz equation
In this section, we assume that the matrix (x) has entries in C1(R3), although we will
discuss some of the issues raised in relaxing this assumption. We will also assume that
(x) can be diagonalized in the form
(x) = U(x)D(x)U∗(x),
where U(x) is a unitary complex matrix andD(x) is a diagonal matrix with positive definite
real part (with entries bounded away from zero) and a positive semi-definite imaginary
part (see [11]). We will also assume that (x) − I has compact support, where I is the
3 × 3 identity matrix. After proving uniqueness for the anisotropic Helmholtz equation,
we introduce a related vector Helmholtz equation that will be used to establish existence
using Fredholm theory.
Definition 3. By the anisotropic Helmholtz scattering problem, we mean the determina-
tion of a function φscat(x) ∈ H1loc(R3) that satisfies the equation:
∇ · −1(x)∇φscat(x) + ω2φscat(x) = −∇ · (−1(x)− I)∇φinc, x ∈ R3, (34)
where φinc is a known function with
∆φinc(x) + ω2φinc(x) = 0
in the support of (x) − I. φscat(x) must also satisfy the Sommerfeld radiation condition
(5).
Theorem 4 (Uniqueness). The anisotropic Helmholtz scattering problem has at most one
solution.
Proof. The result follows from arguments analogous to those presented in section 2 of [12].
Let BR be an open ball centered at the origin that covers the support of (x)−I. Assuming
8
the right-hand side is zero, we can write (34) in weak form by making use of the Dirichlet





∇ψ(x) · (x)−1∇φscat(x)− ψ(x)ω2φscat(x)dV, (35)
























Moreover from our assumptions about , namely that (x) = U(x)D(x)U∗(x), the right-
hand side can be written as














From Rellich’s lemma [5], we may conclude that φscat(x) = 0,∀x ∈ R3/BR. It then follows
from Theorem 1 in Section 6.3.1 of [6] that φscat ∈ H2(BR). As a result, eq. (34) is satisfied
in a strong sense and we can use the unique continuation theorem (Theorem 17.2.6, [13])
to conclude that φscat(x) = 0 for all x ∈ R3.
As in the electrostatic case, the essential idea underlying the derivation of a well-
conditioned formulation involves recasting the scalar problem of interest in terms of a
vector-valued PDE.
Definition 4. By the vector Helmholtz scattering problem we mean the determination of
a vector function Fscat(x) ∈ H2loc(R3) satisfying the equation
∆Fscat + ω2Fscat + (−1 − I)∇∇ · Fscat = −(−1 − I)∇∇ · Finc, (39)
where Finc(x) is a function defined on the support of (x)− I satisfying the homogeneous
equation ∆F inc + ω2F inc = 0 and the standard radiation condition





, |x| → ∞ , (40)
uniformly in all directions x|x| .
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Note that in the vector Helmholtz scattering problem, the entries of −1 are not acted
on by a differential operator. Thus, we will consider solutions of (39) in a strong sense,
without loss of generality.
Lemma 4. If Fscat(x) ∈ H2loc(R3) satisfies the vector Helmholtz scattering problem in a
strong sense, then φscat(x) := ∇ · Fscat(x) ∈ H1loc(R3) satisfies the anisotropic Helmholtz
scattering problem in a weak sense, with right-hand side given by the incoming field φinc =
∇ · Finc.
Proof. Letting BR be an open a ball centered at the origin that covers the support of
(x) − I, it is clear that the governing equation in the region E = R3\BR is simply the
isotropic, homogeneous Helmholtz equation. Thus, by standard results on the regularity of
coefficients (Corollary 8.11, [7]), the solution Fscati is infinitely differentiable in E. We may,
therefore, interpret the radiation condition in the strong sense. From the representation
theorems 4.11 and 4.13 in [5] applied to the region E, we find that φscat(x) := ∇ ·F scat(x)
satisfies the radiation condition (5).
Now let ψ ∈ H1(BR). From eq. (39), we have
∇ψ(x) ·
(
∆Fscat + ω2Fscat + (−1 − I)∇∇ · Fscat
)
= −∇ψ(x) · (−1 − I)∇∇ · Finc. (41)
Combined with the vector identity ∆Fscat = −∇×∇× Fscat +∇∇ · Fscat, this yields
∇ψ ·
(
−∇×∇×Fscat + ω2Fscat + −1∇∇ ·Fscat
)
= −∇ψ(x) · (−1 − I)∇∇ ·Finc. (42)
Integrating over the volume BR and using the divergence theorem, we obtain∫
BR











∇ψ(x) · (−1 − I)∇∇ · FincdV.
(43)
This can be rewritten in the form∫
BR











∇ψ(x) · (−1 − I)∇∇ · FincdV.
(44)
Since ∆Fscat(x) + ω2Fscat = 0 for x ∈ ∂BR, we have the simpler equation:∫
BR




ψT [∇ · Fscat]dS −
∫
BR
∇ψ(x) · (−1 − I)∇∇ · FincdV.
(45)
It follows that φscat := ∇ · Fscat satisfies (35) for φinc = ∇ · Finc, the desired result.
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Theorem 5 (Uniqueness). The Vector Helmholtz scattering problem has at most one so-
lution.
Proof. Let F scat ∈ H2loc(R3) be a solution of the homogeneous equation
∆F scat + ω2F scat + (−1 − I)∇∇ · F scat = 0 (46)
that satisfies the radiation condition. From Lemma 4, ∇ · Fscat satisfies the homoge-
neous equation (35). Theorem 4 then shows that ∇ · Fscat = 0. Therefore, we have that
∆Fscat(x) + ω2Fscat(x) = 0 for all x ∈ R3, so that Fscat = 0 for all x ∈ R3.
In order to make use of the Fredholm alternative to complete our proof of existence,










We state the following lemma without proof (see [8], [11]).
Lemma 5. The operator Tω − T0 is compact on L2(R3).
Theorem 6 (Existence). The anisotropic scalar and vector Helmholtz scattering problems
have solutions.
Proof. Note first that the vector field F := Vω(J) is a solution of eq. (39) if and only if
− J + (−1 − I)∇∇ · Vω(J) = −(−1 − I)∇∇ · F inc. (48)
Adding and substracting J/2, this is equivalent to






= −(−1 − I)∇∇ · F inc. (49)
Multiplying by −2(−1 + I)−1 we have
J + 2H−1T0(J) + 2H−1(Tω − T0)(J) = 2H−1∇∇ · F inc, (50)
where H−1 is defined in (30). By analogy with our earlier argument in the Laplace setting,
we observe that the left-hand side of the resulting integral equation (50) is of the form
(I + B + K)J , where I + B + K : L2(BR) → L2(BR), with B(J) = 2ρT0(J), ‖B‖ < 1,
and K compact. Since I +B is invertible, we can apply Fredholm theory directly.
Uniqueness for (50) follows from Theorem 5 and the uniqueness of the representation
F = Vω(J). It is shown in [8] that the operator Vω maps L2(BR) → H2(BR), so that
Fscat := Vω(J) ∈ H2loc(R3) for all J ∈ L2(BR). If, moreover, J satisfies (50), then by
construction Fscat satisfies eq. (39), and ∇ · Fscat ∈ H1loc(R3) satisfies eq. (35).
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To summarize: by solving the integral equation(
I + 2H−1T0 + 2H−1(Tω − T0)
)
J = 2H−1∇φinc, (51)
we obtain a solution to the vector Helmholtz scattering problem of the form F = Vω(J).
The function φscat := ∇·F provides a solution to the corresponding anisotropic Helmholtz
scattering problem. (The same result holds in 2D as well.)
Remark 3 (Smoothness of the coefficients). In this section we have assumed coefficients
ij(x) ∈ C1(R3), instead of L∞(R3) (as in the Laplace context) to be able to apply the
unique continuation property. This regularity condition can be relaxed in various ways and
the unique continuation property still holds. There is a vast literature on this subject for
second order elliptic partial differential equations (see [14] for a good summary), following
the early work of Carelman and Mu¨ller [15, 16]. While it is known that ij(x) ∈ L∞(R3) is
too large a class of coefficients (due to counterexamples [17, 18, 19]), there has been a lot of
effort at establishing more general results [20, 21, 22, 23]. The class of coefficients which
are piecewise smooth where the jumps occur on C2 boundaries were studied in [12]. In [24],
piecewise homogeneous objects were studied. It would be of great practical interest if the
unique continuation property holds for piecewise smooth coefficients, whose jumps occur on
piecewise C2 boundaries, allowing our integral formulation to be applicable to domains with
edges. This would follow naturally, since the existence theorem (Theorem 6) only requires
ij(x) ∈ L∞(R3) and a uniqueness result for the anisotropic Helmholtz scattering problem.
4 The anisotropic Maxwell’s equations
In this section we assume that (x) and µ(x) are real, symmetric 3×3 matrices, uniformly
positive definite with entries ij(x), µij(x) ∈ C2(R3). We also assume that (x) − I and
µ(x)− I have compact support, where I is the 3× 3 identity matrix.
Definition 5. By the anisotropic Maxwell scattering problem, we mean the determination
of functions Escat,Hscat ∈ Hloc(curl,R3) (see [9] for further details) such that:
∇×Escat(x)− iωµ(x)Hscat(x) = +iω(µ(x)− I)H inc(x),
∇×Hscat(x) + iω(x)Escat(x) = −iω((x)− I)Einc(x), (52)
where the incoming field Einc,H inc satisfy the free space Maxwell’s equations with (x) =
I, µ(x) = I, and the radiation condition:





as |x| → ∞, (53)
uniformly in all directions x|x| .
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Theorem 7 (Uniqueness). The anisotropic Maxwell scattering problem has a unique so-
lution.
Proof. The proof is standard and based on the Rellich Lemma [8]. Taking a ball BR that


















Since Escat,Hscat are analytic in R3/BR, we have that Escat(x) = Hscat(x) = 0 for all x ∈
R3/BR. Using the unique continuation property [25], we obtain Escat(x) = Hscat(x) = 0
for all x ∈ R3.
In order to establish existence, we extend the technique described in earlier sections.
Theorem 8 (Existence). The anisotropic Maxwell scattering problem has a solution.
Proof. We begin by rewriting the anisotropic Maxwell scattering problem in a manner such
that the variable coefficient terms only appear in the right hand side.
∇×Escat(x)− iωHscat(x) = +iω(µ(x)− I) (H inc(x) +Hscat(x)) ,
∇×Hscat(x) + iωEscat(x) = −iω((x)− I) (Einc(x) +Escat(x)) . (55)
We now define the right-hand sides as volume (polarization) currents:











Assume now that Escat,Hscat ∈ C1(R3) and that they satisfy the constant coefficient
Maxwell system:
∇×Escat(x)− iωHscat(x) = −MV (x),
∇×Hscat(x) + iωEscat(x) = JV (x).
(57)







iω (∇∇ ·+ω2)Vω −∇× Vω






Conversely, if Escat,Hscat,JV ,MV satisfy (58), then it is a straightforward computation
to show that they satisfy (57). Assuming that JV ,MV are defined by (56), it is then
immediate to see that Escat,Hscat satisfy (55), and equivalently (52). Thus, we have
proven that the PDE system with inhomogeneous coefficients (52) is equivalent to the
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integral formulation (58)-(56). It is also easy to show that the equivalence holds true for
fields in Hloc(curl,R3).
Eliminating Escat,Hscat from (56)-(58), we obtain the following integral equation:
J −H2Tω(J)− 2Hω2Vω(J)− iω2H∇× Vω(M) = 2HEinc,
M −Hµ2Tω(M)− 2Hµω2Vω(M) + iω2Hµ∇× Vω(J) = 2HµH inc,
(59)
where H is defined in (30) and Hµ(x) := (µ(x)+I)




−iω , M :=
MV
−iω , (60)
to avoid low frequency breakdown (that is, instability of the representation as ω → 0).
Using an approach similar to that in previous sections (in the function space L2(BR)×
L2(BR)), we can write eq. (59) in the form(












where C is a contraction and K is compact. We now use the standard representation for
electromagnetic fields in terms of electric and magnetic currents:
Escat = ∇∇ · Vω(J) + ω2Vω(J) + iω∇× Vω(M),
Hscat = ∇∇ · Vω(M) + ω2Vω(M)− iω∇× Vω(J).
(61)
Since the operators involved in (61) map L2(BR) into Hloc(curl,R3), uniqueness of the
anisotropic Maxwell scattering problem implies uniqueness, and hence, existence for the
integral equation (59). Finally, this yields existence for the anisotropic Maxwell scattering
problem itself.
To summarize, solving the integral system
J − ρ2Tω(J)− 2ρω2Vω(J)− iω2ρ∇× Vω(M) = 2ρEinc,
M − ρµ2Tω(M)− 2ρµω2Vω(M) + iω2ρµ∇× Vω(J) = 2ρµH inc,
(62)
and computing
Escat = ∇∇ · Vω(J) + ω2Vω(J) + iω∇× Vω(M),
Hscat = ∇∇ · Vω(M) + ω2Vω(M)− iω∇× Vω(J),
(63)
provides a solution to the anisotropic Maxwell scattering problem.
For the particular case µ = I, we have the following, simpler integral equation:
J − ρ2Tω(J)− 2ρω2Vω(J) = 2ρEinc, (64)
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and the corresponding representation
Escat = ∇∇ · Vω(J) + ω2Vω(J),
Hscat = −iω∇× Vω(J).
(65)
A closely related integral formulation (using a slightly different scaling) is widely used
[26, 27, 28], and known as the “JM” volume integral formulation.
Remark 4 (Non-smooth coefficients and lossy materials). The unique continuation prop-
erty for the Maxwell system (52) has been extended to the case ij(x), µij(x) ∈ C1(R3) in
[29] and to the case of Lipschitz coefficients ij(x), µij(x) ∈W 1,∞(BR) in [30, 31]. In both
settings, (x) and µ(x) are assumed to be real (no dissipation).
Lossy materials for which the unique continuation property has been shown to hold
[32] includes the case when µ(x) = I and (x) has entries ij(x) ∈ C3(R3) with (x) =
U1(x)D(x)U
∗
1 (x), where U1(x) is a unitary complex matrix and D(x) is diagonal with
diagonal entries whose real parts are positive and bounded away from zero and whose imag-
inary parts are non-negative.
Note that in the proof of existence described in the previous theorem, (x) and µ(x) are
assumed to be real symmetric, with entries in C2(R3). Assuming the unique continuation
property holds, extension to the complex dissipative case where both matrices (x) and
µ(x) have L∞ entries is straightforward. By this, we mean that (x) = U1(x)D(x)U∗1 (x),
µ(x) = U2(x)Dµ(x)U
∗
2 (x), where D and Dµ have diagonal entries with strictly positive
real part and non-negative imaginary part. For further discussion, see [33, 34, 35].
5 Numerical results
We illustrate the performance of our approach by solving the integral equations (51) and
(64). We begin with a uniform n×n×n mesh on which we discretize the incoming field, the
material properties, and the unknown solution vectors J and/or M . We apply the various
integral operators that arise using Fourier methods, as described in [1]. Very briefly, the
method proceeds by (a) truncating the governing free-space Green’s function (limited to
the user-specified range over which we seek the solution), (b) transforming the truncated
kernel - yielding a smooth function in Fourier space, and (c) imposing a high frequency
cutoff defined by the grid spacing of the resolving mesh. Assuming that the data is well-
resolved on this mesh, the method achieves high-order (superalgebraic) convergence. The
linear systems are solved iteratively, using Bi-CGStab [36].
For the sake of simplicity, we let µ(x) = I and study the influence of  on the behavior
of the numerical method. There are three parameters to consider. First is the contrast,
defined as the maximum ratio between the eigenvalues of  and the background dielectric
constant. Second is the level of anisotropy, determined by the ration of the eigenvalues of
 (as well as rotations of  to nondiagonal form).
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We assume that the computational domains is set to [0, 1]3. We define a bump function
















which has decayed to zero at the edge of the computational domain to machine precision.
5.1 Isotropic scattering from a highly oscillatory structure
In our first example, we consider the interaction of an electromagnetic wave Einc =
(0, 0, exp(iωx)) with a highly oscillatory but locally isotropic permittivity:
(x, y, z) =
(
1 +W (x, y, z)
(
1 + .1 sin(ωx) sin(ωy) sin(ωz)
))
I, (66)
where I is the 3× 3 identity matrix and ω = 408. Note that the contrast is approximately
2 and that the magnitude of the oscillation is relatively small: 10% of the magnitude of
the bump function W (x, y, z) itself. Nevertheless, to resolve  at 2 points per wavelength
requires at least 200 points in each component direction. We plot the z component of the
scattered field Escat in Figure 1 after solving the integral equation (64).
Since we do not have an exact solution for this problem, we carry out a numerical
convergence study, using a 326×326×326 grid followed by a 650×650×650 grid, suggesting
that six digits of accuracy have been achieved on the coarser grid in both the L2 and L∞
norms. The calculation required 61 matrix-vector multiplies and 152 minutes on an Intel
Xeon 2.5GHz workstation with 60 cores and 1.5 terabytes of memory.
5.2 Strong isotropic and anisotropic scattering
To study the behavior of our integral equation formulation at higher contrast over a range
of frequencies, we consider two additional locally isotropic examples and two anisotropic
ones. For the isotropic cases, we let
222(x, y, z) :=
(
1 +W (x, y, z)
)
I, 444(x, y, z) =
(
1 + 3W (x, y, z)
)
I.
Note that 222 has a maximum contrast of 2, while 444 has a maximum contrast of 4. For
the anisotropic examples, we let
234(x, y, z) =




1(x, y, z) = 1 +W (x, y, z),
2(x, y, z) = 1 + 2W (x, y, z),
3(x, y, z) = 1 + 3W (x, y, z),
(67)
and
dense(x, y, z) = R2(φ)R1(θ)




Figure 1: The z-component of the electric field, when solving the Maxwell scattering
problem (52) with ω = 408, µ = I and  defined in (66). The solution is obtained from
the representation (65) and the corresponding integral equation (64), discretized with 6503
points.
where 1, 2, 3 are defined in (67), and the rotation matrices R1 and R2 are given by
R1(θ) =
 1 0 00 cos(θ) − sin(θ)
0 sin(θ) cos(θ)
 , R2(φ) =
 cos(φ) − sin(φ) 0sin(φ) cos(φ) 0
0 0 1
 , (69)
with φ(x, y, z) = pix and θ(x, y, z) = piy.
We first examine the performance of Bi-CGStab, plotting the number of iterations
required to achieve a tolerance of 10−14 as a function of the frequency ω for both the
Helmholtz and Maxwell scattering problems on a 150×150×150 grid (Fig. 2). As expected,
the number of iterations increases with frequency. Moreover, for a fixed frequency, the
number of iterations increases with the contrast. Note, however, that the anisotropy and
rotation have only limited impact on the number of iterations. Clearly, while the method
is robust at low frequencies, these calculations remain challenging in strong scattering
regimes.
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10⇡
<latexit sha1_base64="g9TpprZQoLSvVC4naxwwEsnLyo0=">AAAB7HicbVBNSwMxEJ31s9avqkcvwSJ4KrsiqLeiF48V3LbQLiW bZtvYbBKSrFCW/gcvHlS8+oO8+W9M2z1o64OBx3szzMyLFWfG+v63t7K6tr6xWdoqb+/s7u1XDg6bRmaa0JBILnU7xoZyJmhomeW0rTTFacxpKx7dTv3WE9WGSfFgx4pGKR4IljCCrZOagY+6ivUqVb/mz4CWSVCQKhRo9Cpf3b4kWUqFJRwb0wl8ZaMca8sIp5NyNzNUYTLC A9pxVOCUmiifXTtBp07po0RqV8Kimfp7IsepMeM0dp0ptkOz6E3F/7xOZpOrKGdCZZYKMl+UZBxZiaavoz7TlFg+dgQTzdytiAyxxsS6gMouhGDx5WUSnteua8H9RbV+U6RRgmM4gTMI4BLqcAcNCIHAIzzDK7x50nvx3r2PeeuKV8wcwR94nz/xN45A</latexit><latexit sha1_base64="g9TpprZQoLSvVC4naxwwEsnLyo0=">AAAB7HicbVBNSwMxEJ31s9avqkcvwSJ4KrsiqLeiF48V3LbQLiW bZtvYbBKSrFCW/gcvHlS8+oO8+W9M2z1o64OBx3szzMyLFWfG+v63t7K6tr6xWdoqb+/s7u1XDg6bRmaa0JBILnU7xoZyJmhomeW0rTTFacxpKx7dTv3WE9WGSfFgx4pGKR4IljCCrZOagY+6ivUqVb/mz4CWSVCQKhRo9Cpf3b4kWUqFJRwb0wl8ZaMca8sIp5NyNzNUYTLC A9pxVOCUmiifXTtBp07po0RqV8Kimfp7IsepMeM0dp0ptkOz6E3F/7xOZpOrKGdCZZYKMl+UZBxZiaavoz7TlFg+dgQTzdytiAyxxsS6gMouhGDx5WUSnteua8H9RbV+U6RRgmM4gTMI4BLqcAcNCIHAIzzDK7x50nvx3r2PeeuKV8wcwR94nz/xN45A</latexit><latexit sha1_base64="g9TpprZQoLSvVC4naxwwEsnLyo0=">AAAB7HicbVBNSwMxEJ31s9avqkcvwSJ4KrsiqLeiF48V3LbQLiW bZtvYbBKSrFCW/gcvHlS8+oO8+W9M2z1o64OBx3szzMyLFWfG+v63t7K6tr6xWdoqb+/s7u1XDg6bRmaa0JBILnU7xoZyJmhomeW0rTTFacxpKx7dTv3WE9WGSfFgx4pGKR4IljCCrZOagY+6ivUqVb/mz4CWSVCQKhRo9Cpf3b4kWUqFJRwb0wl8ZaMca8sIp5NyNzNUYTLC A9pxVOCUmiifXTtBp07po0RqV8Kimfp7IsepMeM0dp0ptkOz6E3F/7xOZpOrKGdCZZYKMl+UZBxZiaavoz7TlFg+dgQTzdytiAyxxsS6gMouhGDx5WUSnteua8H9RbV+U6RRgmM4gTMI4BLqcAcNCIHAIzzDK7x50nvx3r2PeeuKV8wcwR94nz/xN45A</latexit><latexit sha1_base64="g9TpprZQoLSvVC4naxwwEsnLyo0=">AAAB7HicbVBNSwMxEJ31s9avqkcvwSJ4KrsiqLeiF48V3LbQLiW bZtvYbBKSrFCW/gcvHlS8+oO8+W9M2z1o64OBx3szzMyLFWfG+v63t7K6tr6xWdoqb+/s7u1XDg6bRmaa0JBILnU7xoZyJmhomeW0rTTFacxpKx7dTv3WE9WGSfFgx4pGKR4IljCCrZOagY+6ivUqVb/mz4CWSVCQKhRo9Cpf3b4kWUqFJRwb0wl8ZaMca8sIp5NyNzNUYTLC A9pxVOCUmiifXTtBp07po0RqV8Kimfp7IsepMeM0dp0ptkOz6E3F/7xOZpOrKGdCZZYKMl+UZBxZiaavoz7TlFg+dgQTzdytiAyxxsS6gMouhGDx5WUSnteua8H9RbV+U6RRgmM4gTMI4BLqcAcNCIHAIzzDK7x50nvx3r2PeeuKV8wcwR94nz/xN45A</latexit>
2⇡
<latexit sha1_base64="sjg+RGBN1oWTKv5tYqUF5NqB+ng=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoN6KXjxWMLbQhrLZ Ttqlm03Y3Qgl9Dd48aDi1T/kzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genj0qJNMMfRZIhLVCalGwSX6hhuBnVQhjUOB7XB8O/PbT6g0T+SDmaQYxHQoecQZNVbyG6SX8n615tbdOcgq8QpSgwKtfvWrN0hYFqM0TFCtu56bmiCnynAmcFrpZRpTysZ0iF1L JY1RB/n82Ck5s8qARImyJQ2Zq78nchprPYlD2xlTM9LL3kz8z+tmJroKci7TzKBki0VRJohJyOxzMuAKmRETSyhT3N5K2IgqyozNp2JD8JZfXiV+o35d9+4vas2bIo0ynMApnIMHl9CEO2iBDww4PMMrvDnSeXHenY9Fa8kpZo7hD5zPH4RSjgc=</latexit><latexit sha1_base64="sjg+RGBN1oWTKv5tYqUF5NqB+ng=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoN6KXjxWMLbQhrLZ Ttqlm03Y3Qgl9Dd48aDi1T/kzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genj0qJNMMfRZIhLVCalGwSX6hhuBnVQhjUOB7XB8O/PbT6g0T+SDmaQYxHQoecQZNVbyG6SX8n615tbdOcgq8QpSgwKtfvWrN0hYFqM0TFCtu56bmiCnynAmcFrpZRpTysZ0iF1L JY1RB/n82Ck5s8qARImyJQ2Zq78nchprPYlD2xlTM9LL3kz8z+tmJroKci7TzKBki0VRJohJyOxzMuAKmRETSyhT3N5K2IgqyozNp2JD8JZfXiV+o35d9+4vas2bIo0ynMApnIMHl9CEO2iBDww4PMMrvDnSeXHenY9Fa8kpZo7hD5zPH4RSjgc=</latexit><latexit sha1_base64="sjg+RGBN1oWTKv5tYqUF5NqB+ng=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoN6KXjxWMLbQhrLZ Ttqlm03Y3Qgl9Dd48aDi1T/kzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genj0qJNMMfRZIhLVCalGwSX6hhuBnVQhjUOB7XB8O/PbT6g0T+SDmaQYxHQoecQZNVbyG6SX8n615tbdOcgq8QpSgwKtfvWrN0hYFqM0TFCtu56bmiCnynAmcFrpZRpTysZ0iF1L JY1RB/n82Ck5s8qARImyJQ2Zq78nchprPYlD2xlTM9LL3kz8z+tmJroKci7TzKBki0VRJohJyOxzMuAKmRETSyhT3N5K2IgqyozNp2JD8JZfXiV+o35d9+4vas2bIo0ynMApnIMHl9CEO2iBDww4PMMrvDnSeXHenY9Fa8kpZo7hD5zPH4RSjgc=</latexit><latexit sha1_base64="sjg+RGBN1oWTKv5tYqUF5NqB+ng=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0mKoN6KXjxWMLbQhrLZ Ttqlm03Y3Qgl9Dd48aDi1T/kzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genj0qJNMMfRZIhLVCalGwSX6hhuBnVQhjUOB7XB8O/PbT6g0T+SDmaQYxHQoecQZNVbyG6SX8n615tbdOcgq8QpSgwKtfvWrN0hYFqM0TFCtu56bmiCnynAmcFrpZRpTysZ0iF1L JY1RB/n82Ck5s8qARImyJQ2Zq78nchprPYlD2xlTM9LL3kz8z+tmJroKci7TzKBki0VRJohJyOxzMuAKmRETSyhT3N5K2IgqyozNp2JD8JZfXiV+o35d9+4vas2bIo0ynMApnIMHl9CEO2iBDww4PMMrvDnSeXHenY9Fa8kpZo7hD5zPH4RSjgc=</latexit>
4⇡
<latexit sha1_base64="Cti4Hz0RhCT5gth5aea9CnLKv08=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoN6KXjxWMLbQhr LZTtqlm03Y3Qgl9Dd48aDi1T/kzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genj0qJNMMfRZIhLVCalGwSX6hhuBnVQhjUOB7XB8O/PbT6g0T+SDmaQYxHQoecQZNVbyG6SX8n615tbdOcgq8QpSgwKtfvWrN0hYFqM0TFCtu56bmiCnynAmcFrpZRpTys Z0iF1LJY1RB/n82Ck5s8qARImyJQ2Zq78nchprPYlD2xlTM9LL3kz8z+tmJroKci7TzKBki0VRJohJyOxzMuAKmRETSyhT3N5K2IgqyozNp2JD8JZfXiX+Rf267t03as2bIo0ynMApnIMHl9CEO2iBDww4PMMrvDnSeXHenY9Fa8kpZo7hD5zPH4dgjgk=</latexit><latexit sha1_base64="Cti4Hz0RhCT5gth5aea9CnLKv08=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoN6KXjxWMLbQhr LZTtqlm03Y3Qgl9Dd48aDi1T/kzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genj0qJNMMfRZIhLVCalGwSX6hhuBnVQhjUOB7XB8O/PbT6g0T+SDmaQYxHQoecQZNVbyG6SX8n615tbdOcgq8QpSgwKtfvWrN0hYFqM0TFCtu56bmiCnynAmcFrpZRpTys Z0iF1LJY1RB/n82Ck5s8qARImyJQ2Zq78nchprPYlD2xlTM9LL3kz8z+tmJroKci7TzKBki0VRJohJyOxzMuAKmRETSyhT3N5K2IgqyozNp2JD8JZfXiX+Rf267t03as2bIo0ynMApnIMHl9CEO2iBDww4PMMrvDnSeXHenY9Fa8kpZo7hD5zPH4dgjgk=</latexit><latexit sha1_base64="Cti4Hz0RhCT5gth5aea9CnLKv08=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoN6KXjxWMLbQhr LZTtqlm03Y3Qgl9Dd48aDi1T/kzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genj0qJNMMfRZIhLVCalGwSX6hhuBnVQhjUOB7XB8O/PbT6g0T+SDmaQYxHQoecQZNVbyG6SX8n615tbdOcgq8QpSgwKtfvWrN0hYFqM0TFCtu56bmiCnynAmcFrpZRpTys Z0iF1LJY1RB/n82Ck5s8qARImyJQ2Zq78nchprPYlD2xlTM9LL3kz8z+tmJroKci7TzKBki0VRJohJyOxzMuAKmRETSyhT3N5K2IgqyozNp2JD8JZfXiX+Rf267t03as2bIo0ynMApnIMHl9CEO2iBDww4PMMrvDnSeXHenY9Fa8kpZo7hD5zPH4dgjgk=</latexit><latexit sha1_base64="Cti4Hz0RhCT5gth5aea9CnLKv08=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0mkoN6KXjxWMLbQhr LZTtqlm03Y3Qgl9Dd48aDi1T/kzX/jts1BWx8MPN6bYWZemAqujet+O6W19Y3NrfJ2ZWd3b/+genj0qJNMMfRZIhLVCalGwSX6hhuBnVQhjUOB7XB8O/PbT6g0T+SDmaQYxHQoecQZNVbyG6SX8n615tbdOcgq8QpSgwKtfvWrN0hYFqM0TFCtu56bmiCnynAmcFrpZRpTys Z0iF1LJY1RB/n82Ck5s8qARImyJQ2Zq78nchprPYlD2xlTM9LL3kz8z+tmJroKci7TzKBki0VRJohJyOxzMuAKmRETSyhT3N5K2IgqyozNp2JD8JZfXiX+Rf267t03as2bIo0ynMApnIMHl9CEO2iBDww4PMMrvDnSeXHenY9Fa8kpZo7hD5zPH4dgjgk=</latexit>
6⇡
<latexit sha1_base64="QgGnqnvlCWgTmRN1sLDiy/JuBTA=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE/LgVvXisYGyhDW WznbRLN5uwuxFK6G/w4kHFq3/Im//GbZuDtj4YeLw3w8y8MBVcG9f9dkorq2vrG+XNytb2zu5edf/gUSeZYuizRCSqHVKNgkv0DTcC26lCGocCW+Hoduq3nlBpnsgHM04xiOlA8ogzaqzkX5BuynvVmlt3ZyDLxCtIDQo0e9Wvbj9hWYzSMEG17nhuaoKcKsOZwEmlm2lMKR vRAXYslTRGHeSzYyfkxCp9EiXKljRkpv6eyGms9TgObWdMzVAvelPxP6+TmegqyLlMM4OSzRdFmSAmIdPPSZ8rZEaMLaFMcXsrYUOqKDM2n4oNwVt8eZn4Z/Xrund/XmvcFGmU4QiO4RQ8uIQG3EETfGDA4Rle4c2Rzovz7nzMW0tOMXMIf+B8/gCKbo4L</latexit><latexit sha1_base64="QgGnqnvlCWgTmRN1sLDiy/JuBTA=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE/LgVvXisYGyhDW WznbRLN5uwuxFK6G/w4kHFq3/Im//GbZuDtj4YeLw3w8y8MBVcG9f9dkorq2vrG+XNytb2zu5edf/gUSeZYuizRCSqHVKNgkv0DTcC26lCGocCW+Hoduq3nlBpnsgHM04xiOlA8ogzaqzkX5BuynvVmlt3ZyDLxCtIDQo0e9Wvbj9hWYzSMEG17nhuaoKcKsOZwEmlm2lMKR vRAXYslTRGHeSzYyfkxCp9EiXKljRkpv6eyGms9TgObWdMzVAvelPxP6+TmegqyLlMM4OSzRdFmSAmIdPPSZ8rZEaMLaFMcXsrYUOqKDM2n4oNwVt8eZn4Z/Xrund/XmvcFGmU4QiO4RQ8uIQG3EETfGDA4Rle4c2Rzovz7nzMW0tOMXMIf+B8/gCKbo4L</latexit><latexit sha1_base64="QgGnqnvlCWgTmRN1sLDiy/JuBTA=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE/LgVvXisYGyhDW WznbRLN5uwuxFK6G/w4kHFq3/Im//GbZuDtj4YeLw3w8y8MBVcG9f9dkorq2vrG+XNytb2zu5edf/gUSeZYuizRCSqHVKNgkv0DTcC26lCGocCW+Hoduq3nlBpnsgHM04xiOlA8ogzaqzkX5BuynvVmlt3ZyDLxCtIDQo0e9Wvbj9hWYzSMEG17nhuaoKcKsOZwEmlm2lMKR vRAXYslTRGHeSzYyfkxCp9EiXKljRkpv6eyGms9TgObWdMzVAvelPxP6+TmegqyLlMM4OSzRdFmSAmIdPPSZ8rZEaMLaFMcXsrYUOqKDM2n4oNwVt8eZn4Z/Xrund/XmvcFGmU4QiO4RQ8uIQG3EETfGDA4Rle4c2Rzovz7nzMW0tOMXMIf+B8/gCKbo4L</latexit><latexit sha1_base64="QgGnqnvlCWgTmRN1sLDiy/JuBTA=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lE/LgVvXisYGyhDW WznbRLN5uwuxFK6G/w4kHFq3/Im//GbZuDtj4YeLw3w8y8MBVcG9f9dkorq2vrG+XNytb2zu5edf/gUSeZYuizRCSqHVKNgkv0DTcC26lCGocCW+Hoduq3nlBpnsgHM04xiOlA8ogzaqzkX5BuynvVmlt3ZyDLxCtIDQo0e9Wvbj9hWYzSMEG17nhuaoKcKsOZwEmlm2lMKR vRAXYslTRGHeSzYyfkxCp9EiXKljRkpv6eyGms9TgObWdMzVAvelPxP6+TmegqyLlMM4OSzRdFmSAmIdPPSZ8rZEaMLaFMcXsrYUOqKDM2n4oNwVt8eZn4Z/Xrund/XmvcFGmU4QiO4RQ8uIQG3EETfGDA4Rle4c2Rzovz7nzMW0tOMXMIf+B8/gCKbo4L</latexit>
8⇡
<latexit sha1_base64="8Nfh+Pol1iccaQVwshMTZmKlOeU=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsN6KXjxWMLbQhr LZbtqlm03YnQgl9Dd48aDi1T/kzX/jts1BWx8MPN6bYWZemEph0HW/ndLa+sbmVnm7srO7t39QPTx6NEmmGfdZIhPdCanhUijuo0DJO6nmNA4lb4fj25nffuLaiEQ94CTlQUyHSkSCUbSS3yC9VPSrNbfuzkFWiVeQGhRo9atfvUHCspgrZJIa0/XcFIOcahRM8mmllxmeUj amQ961VNGYmyCfHzslZ1YZkCjRthSSufp7IqexMZM4tJ0xxZFZ9mbif143w6gR5EKlGXLFFouiTBJMyOxzMhCaM5QTSyjTwt5K2IhqytDmU7EheMsvrxL/on5d9+4va82bIo0ynMApnIMHV9CEO2iBDwwEPMMrvDnKeXHenY9Fa8kpZo7hD5zPH418jg0=</latexit><latexit sha1_base64="8Nfh+Pol1iccaQVwshMTZmKlOeU=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsN6KXjxWMLbQhr LZbtqlm03YnQgl9Dd48aDi1T/kzX/jts1BWx8MPN6bYWZemEph0HW/ndLa+sbmVnm7srO7t39QPTx6NEmmGfdZIhPdCanhUijuo0DJO6nmNA4lb4fj25nffuLaiEQ94CTlQUyHSkSCUbSS3yC9VPSrNbfuzkFWiVeQGhRo9atfvUHCspgrZJIa0/XcFIOcahRM8mmllxmeUj amQ961VNGYmyCfHzslZ1YZkCjRthSSufp7IqexMZM4tJ0xxZFZ9mbif143w6gR5EKlGXLFFouiTBJMyOxzMhCaM5QTSyjTwt5K2IhqytDmU7EheMsvrxL/on5d9+4va82bIo0ynMApnIMHV9CEO2iBDwwEPMMrvDnKeXHenY9Fa8kpZo7hD5zPH418jg0=</latexit><latexit sha1_base64="8Nfh+Pol1iccaQVwshMTZmKlOeU=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsN6KXjxWMLbQhr LZbtqlm03YnQgl9Dd48aDi1T/kzX/jts1BWx8MPN6bYWZemEph0HW/ndLa+sbmVnm7srO7t39QPTx6NEmmGfdZIhPdCanhUijuo0DJO6nmNA4lb4fj25nffuLaiEQ94CTlQUyHSkSCUbSS3yC9VPSrNbfuzkFWiVeQGhRo9atfvUHCspgrZJIa0/XcFIOcahRM8mmllxmeUj amQ961VNGYmyCfHzslZ1YZkCjRthSSufp7IqexMZM4tJ0xxZFZ9mbif143w6gR5EKlGXLFFouiTBJMyOxzMhCaM5QTSyjTwt5K2IhqytDmU7EheMsvrxL/on5d9+4va82bIo0ynMApnIMHV9CEO2iBDwwEPMMrvDnKeXHenY9Fa8kpZo7hD5zPH418jg0=</latexit><latexit sha1_base64="8Nfh+Pol1iccaQVwshMTZmKlOeU=">AAAB63icbVBNS8NAEJ3Ur1q/qh69LBbBU0lEsN6KXjxWMLbQhr LZbtqlm03YnQgl9Dd48aDi1T/kzX/jts1BWx8MPN6bYWZemEph0HW/ndLa+sbmVnm7srO7t39QPTx6NEmmGfdZIhPdCanhUijuo0DJO6nmNA4lb4fj25nffuLaiEQ94CTlQUyHSkSCUbSS3yC9VPSrNbfuzkFWiVeQGhRo9atfvUHCspgrZJIa0/XcFIOcahRM8mmllxmeUj amQ961VNGYmyCfHzslZ1YZkCjRthSSufp7IqexMZM4tJ0xxZFZ9mbif143w6gR5EKlGXLFFouiTBJMyOxzMhCaM5QTSyjTwt5K2IhqytDmU7EheMsvrxL/on5d9+4va82bIo0ynMApnIMHV9CEO2iBDwwEPMMrvDnKeXHenY9Fa8kpZo7hD5zPH418jg0=</latexit>
10⇡
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Figure 2: Number of iterations for convergence of Bi-CGStab with a tolerance of 10−14, as
a function of the frequency ω when applied to the Helmholtz integral equation (51) (left)
and the Maxwell integral equation (64) (right). The labels D222, D234, R234 and D444
correspond to 222, 234, dense, and 444, respectively.
Additional details regarding numerical experiments are provided in Tables 1-4. Note
that the number of iterations is more or less constant for each fixed problem as the mesh is
refined (consistent with the expected behavior of a second kind Fredholm equation). Note
also that the number of iterations for the diagonally anisotropic case 234 (Table 2) is about
the same as for the case dense, where the principal axes have been rotated throughout the
domain (Table 3).
In the example 444, the number of iterations is significantly worse than in any of
the other cases, even though it is locally isotropic. Thus, the behavior of the proposed
integral equation (64) appears to be controlled by the contrast and frequency more than







cubic wavelengths in size - on the
order of 1000 for the largest value of ω. Thus, it is not surprising that Bi-CGStab requires
many iterations to converge.
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Table 1: Summary of numerical results for the locally isotropic permittivity tensor 222.
The size is defined to be the number of wavelengths of the incoming field across the unit
box supporting the perturbation , namely ω2pi . Ntot denotes the total number of unknowns,
nside denotes the number of points in each linear dimension, E2 denotes the L2 error, E∞
denotes the L∞ error, Nmatvec denotes the number of matrix-vector multiplies required,






Ntot nside E2 E∞ Nmatvec Time (s)
10−50 1.03 106 70 1.5× 10−7 1.1× 10−6 22 6.4
10−50 5.18 106 120 1.2× 10−11 7.8× 10−11 22 27.7
10−50 1.75 107 180 1.6× 10−16 1.0× 10−15 22 93.6
10−10 1.03 106 70 1.5× 10−7 1.1× 10−6 22 6.6
10−10 5.18 106 120 1.2× 10−11 7.8× 10−11 22 27.5
10−10 1.75 107 180 1.6× 10−16 1.0× 10−15 22 91.9
1 1.03 106 70 1.5× 10−7 8.2× 10−7 27 8.1
1 5.18 106 120 1.1× 10−11 6.0× 10−11 27 33.3
1 1.75 107 180 2.4× 10−16 8.6× 10−16 27 110.1
20 1.03 106 70 7.3× 10−4 1.1× 10−3 469 134.1
20 5.18 106 120 4.9× 10−10 1.2× 10−9 426 487.5
20 1.75 107 180 1.9× 10−14 1.8× 10−14 426 1614.8
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Table 2: Summary of numerical results for the anisotropic permittivity tensor 234. See






Ntot nside E2 E∞ Nmatvec Time (s)
10−50 1.03 106 70 3.1× 10−6 1.9× 10−5 37 10.9
10−50 5.18 106 120 1.7× 10−9 8.5× 10−9 37 44.9
10−50 1.75 107 180 1.7× 10−13 9.9× 10−13 37 148.8
10−10 1.03 106 70 3.1× 10−6 1.9× 10−5 37 10.8
10−10 5.18 106 120 1.7× 10−9 8.5× 10−9 37 45.4
10−10 1.75 107 180 1.7× 10−13 9.9× 10−13 37 148.5
1 1.03 106 70 2.2× 10−6 1.0× 10−5 48 14.4
1 5.18 106 120 1.2× 10−9 4.3× 10−9 48 57.2
1 1.75 107 180 1.2× 10−13 6.4× 10−13 50 198.1
5 1.03 106 70 1.8× 10−6 7.7× 10−6 2125 611.8
5 5.18 106 120 9.6× 10−10 3.0× 10−9 2081 2378.1
5 1.75 107 180 8.9× 10−14 3.6× 10−13 2105 7948.1
Table 3: Summary of numerical results for the anisotropic permittivity tensor dense. See






Ntot nside E2 E∞ Nmatvec Time (s)
10−50 1.03 106 70 1.3× 10−6 7.7× 10−6 37 10.6
10−50 5.18 106 120 4.1× 10−10 1.8× 10−9 37 45.3
10−50 1.75 107 180 2.0× 10−14 1.6× 10−13 37 149.2
10−10 1.03 106 70 1.3× 10−6 7.7× 10−6 37 10.8
10−10 5.18 106 120 4.1× 10−10 1.8× 10−9 37 45.2
10−10 1.75 107 180 2.0× 10−14 1.6× 10−13 37 147.9
1 1.03 106 70 1.3× 10−6 6.9× 10−6 50 14.7
1 5.18 106 120 4.1× 10−10 2.6× 10−9 51 61.0
1 1.75 107 180 1.9× 10−14 1.1× 10−13 51 202.0
5 1029000 70 1.7× 10−6 1.1× 10−5 1447 412.6
5 5.18 106 120 5.1× 10−10 2.9× 10−9 1474 1697.6
5 1.75 107 180 1.3× 10−13 2.3× 10−13 1478 5687.2
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Table 4: Summary of numerical results for the locally isotropic permittivity tensor 444.






Ntot nside E2 E∞ Nmatvec Time (s)
10−50 3.75 105 50 8.4× 10−5 4.5× 10−4 37 5.0
10−50 3.00 106 100 3.8× 10−8 2.1× 10−7 38 27.9
10−50 1.01 107 150 1.5× 10−11 9.3× 10−11 38 87.7
10−50 3.19 107 220 8.5× 10−15 1.5× 10−14 38 271.9
10−10 3.75 105 50 8.4× 10−5 4.5× 10−4 37 5.1
10−10 3.00 106 100 3.8× 10−8 2.1× 10−7 38 27.9
10−10 1.01 107 150 1.5× 10−11 9.3× 10−11 38 88.7
10−10 3.19 107 220 8.6× 10−15 1.5× 10−14 38 273.9
1 3.75 105 50 6.9× 10−5 2.5× 10−4 61 7.9
1 3.00 106 100 3.1× 10−8 1.3× 10−7 69 49.5
1 1.01 107 150 1.2× 10−11 4.5× 10−11 72 161.5
1 3.19 107 220 1.6× 10−13 1.7× 10−13 68 472.3
5 3.75 105 50 6.7× 10−5 2.4× 10−4 5774 704.0
5 3.00 106 100 2.9× 10−8 1.3× 10−7 5418 3768.8
5 1.01 107 150 1.2× 10−11 4.4× 10−11 5251 11489.8
5 3.19 107 220 2.3× 10−12 3.1× 10−12 5410 36594.8
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Figure 3: A slice of the z-component of the electric field at z = 1/2 (left) when solving the
Maxwell scattering problem with ω = 10pi, µ = I and  = dense defined in (68) using a
150× 150× 150 grid. A slice of the real part of the acoustic field at z = 1/2 (right) when
solving the Helmholtz scattering problem with ω = 10pi, and  = 234 defined in (67) using
a 150× 150× 150 grid.
6 Discussion
We have presented a collection of Fredholm integral equations for electrostatic, acoustic
and electromagnetic scattering problems in anisotropic, inhomogeneous media. In the
electrostatic and acoustic cases, our approach appears to be new, and involves recasting
the scalar problem of interest in terms of a vector unknown. We have shown that high
order accuracy can be achieved using the truncated kernel method of [1] and the FFT. We
have also shown that problems with low or moderate contrast are rapidly solved using the
Bi-CGStab iterative method, even with nearly one billion unknowns on a single multicore
workstation. Once the domain is several wavelengths in size, however, and the contrast
is large, we have found that both Bi-CGStab and GMRES perform rather poorly. In
our largest high-contrast example, the scatterer is approximately 1000 cubic wavelengths
in size, and iterative methods would be expected to require many iterations to converge.
This suggests two avenues for further research: either the development of fast, direct solvers
(the truncated kernel method of [1] can provide explicit matrix entries) or a preconditioning
strategy suitable for this class of problems. We are currently investigating both lines of
research and will report our progress at a later date.
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