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1. INTRODUCTION 
The approximate solution of certain complicated linear differential 
equations arising in physical problems can often be found by arranging the 
equations in simultaneous first-order form with the aid of compact matrix 
notation, and then by transforming this set of differential equations into a 
matrix integral equation. Iterative methods are available for the solution of 
such an integral equation. The kinds of approximations sought are those 
with direct physical significance; for example, those possessing wave-like 
characteristics (with the appearance of appropriate exponential functions of 
position in conjunction with a suppressed time factor ei”) associated with 
the various refractive indices of the medium. For high-enough frequencies, 
only the first term of the iterative process is to represent a wave form 
known as characteristic waves for a certain matrix representation. Further 
successive iterations introduce small correction terms that are required 
to demonstrate the uniformity of the approximation within a given 
domain of the complex independent variable z. 
For second-order differential equations, there is a large body of literature 
concerning these approximate solutions, known as W.K.B. solutions, with 
investigations ranging from the trivial to the highly sophisticated. In spite of 
this, generalizations of the subject have not been satisfactorily explored, since 
both the physical and mathematical aspects of embedding lower-order 
differential equations and their solutions in higher-order differential equations 
and their solutions remain to be investigated. The very nature of specular 
wave-reflection and wave-coupling processes in the medium is embraced 
by this idea of embedding. Classical methods demonstrate the independence 
of characteristic waves in appropriate domains, but singularities in the 
the coefficients of transformed equations render invalid the classical technique 
in their neighborhood. Further transformations are necessary to remove these 
singularities, at the expense of the partial physical interpretation of waves, 
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and of the iterative method of solution whereby uniformity is examined. 
The object of this paper is to present some transformed integral equations 
which arise in the embedding theory, indicating at each stage appropriate 
uniform approximate solutions. 
The standard W.K.B. solutions and their connection formulae were first 
given by Jeffreys [I]. These solutions are not valid in the neighborhood of 
the singularities, but the connection formulae extend the approximate 
solutions across these singularities, namely points at which the refractive index 
vanishes (transition points). Langer [2] improved upon this technique by 
introducing solutions which were also valid through the transition point, 
thereby avoiding the patching method of Jeffreys. The successes and failures 
of these solutions have an interesting history and may be studied in [3]. 
Apart from their repeated application to the second-order Schrodinger 
equation in quantum mechanics, the physical content of these solutions has 
been applied mostly in the theory of propagation of electromagnetic waves in 
inhomogeneous anisotropic media. In their simplest form, arising from 
Maxwell’s equations and the anisotropic constitutive relations for the medium, 
the equations consist of either two simultaneous second-order equations or 
one fourth-order equation. The fourth-order equation is usually not sus- 
ceptible to analytical treatment because of its complicated coefficients as 
functions of z; known analytical solutions are essentially confined to models 
solved by Heading and Whipple [4] and Heading [5]. In the special case 
where the refractive indices satisfy a biquadratic equation, Forsterling [6] 
examined a transformation of simultaneous second-order equations in order 
to introduce what are now known as second-order coupled equations. These 
enable the approximate wave-like solutions to be extracted immediately from 
the coupled equations by neglecting coupling terms which are small at high 
frequencies. These approximations are expressed directly as exponentials 
of integrals of the refractive indices, being in fact the exact solutions when 
the medium is homogeneous for which the coupling terms are designed to 
vanish. Later, much numerical work was done on these equations,,for example, 
by Gibbons and Nertney [7], a correction term to the first approximation 
being introduced by the method of variation of parameters. 
Using matrix techniques, Clemmow and Heading [8] then produced the 
corresponding four first-order coupled equations for the general case. The 
theory is no longer controlled by a biquadratic but by a quartic equation, 
known as the Booker qua&, possessing roots which are functions of the 
coordinate z. Transition points arise where these roots become equal in pairs, 
and their positions in the complex z-plane have been thoroughly investigated 
for various models with the aid of electronic computers (see Pitteway [9]). 
These first-order coupled equations possess singularities at all transition 
points, although the original equations possess no singularities at these 
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points. The classical process of solution is therefore restricted to domains 
excluding these transition points, though physically reflection and coupling 
between characteristic waves occur from small domains containing these 
points. Solving coupled equations is hazardous, a fact which has escaped 
many an investigator proceeding by physical insight rather than by mathe- 
matical considerations. These solutions may best be seen in Budden’s text 
([ZO], p. 401). By neglecting the coupling terms, which are small at high 
frequencies, the simultaneous nature of the equations is removed. Four 
simple first-order equations remain, with solutions expressed as exponentials 
of integrals of the roots of the Booker qua&c. 
Such a naive approach entirely neglects the uniformity of the approxi- 
mations, the domain of validity, and the question whether the four solutions 
really are independent in the sense of examining if a linear combination has 
any specific meaning. This question is important, since the error in one 
solution is usually greater than the magnitude of the other solutions. Have 
these latter solutions any meaning when taken in combination with the 
former ? Moreover, the effect of the transition points (where coupling cannot 
be neglected) is not taken into account at all by this approach. Eckersley [II] 
surmounted this difficulty merely by extending the integrals around contours 
enclosing the transition points. However, this approach has no mathematical 
basis and was employed only by analogy with the successes of phase inte- 
gration in the theory of the harmonic oscillator and Schrodinger’s equation of 
the second order, although certain phase changes at reflection are overlooked 
unless special assumptions are made. 
Embedding theory applied to propagation problems was first introduced 
by the present writer [ZZ] in answer to a question raised by Budden ([ZO], 
p. 409). The problem is generalized to embrace nth order equations expressed 
as a set of rz linear first-order equations. Using the nomenclature and language 
of propagation theory, the author considered equations relating to a multi- 
refracting medium possessing n refractive indices. The corresponding Booker 
quartic is a polynomial equation of the nth degree, being the characteristic 
equation of a matrix whose elements are functions of position z. Specular 
reflection occurs at a point z, where several of these characteristic roots 
become equal. The number used is m, though in practice m = 2, coupling, 
for example, an incident and reflected wave. A differential equation of order m 
governs local reflection processes, and the object of the transformation theory 
is to show how the differential equation of order m (in first-order matrix form) 
is embedded in the more comprehensive quation of order tl (also in first-order 
matrix form). This embedding is accomplished without the appearance of 
singularities at the point z, . 
When m is taken to equal 1 in a domain free from reflection or coupling 
points, the dominant feature of transformed equations is the well-known 
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diagonal matrix whose elements are n characteristic roots arranged down the 
diagonal in order. Such a matrix is known as a principal uncoupled matrix. This 
simplicityobscurs theembedding process,since in effect each root characterizes 
a first-order equation embedded in the general framework. But when m > 2, 
in a domain containing a transition point, the m roots attaining equality at 
zO are associated with a square matrix of the mth order that is not diagonal. 
This matrix is embedded as a principal matrix in an otherwise diagonal matrix 
of order n, and is known as a principal embedded coupled matrix. 
The method of solution that has developed over the years, chiefly initiated 
by Jeffreys, has been to derive a comparison equation with standard solutions, 
usually in terms of exponential functions or the Airy integral and its 
companion function ([1.3], Chapter 3). The second-order equation to be 
solved is arranged as an integral equation, and the first approximate solution 
is the exact solution of the comparison equation. Domains of validity are of 
importance because of the Stokes phenomenon, and the uniformity of the 
approximation throughout the domain is investigated by means of iterative 
methods of estimation based on the integral equations. Generalization of 
the procedure to different kinds of comparison equations embracing more than 
one transition point, and to higher-order equations, has been studied by this 
writer [Z4], [Is]. 
The solution of the coupled equations by this method, whether in the more 
classical form or in the embedded form locally at a transition point, requires in- 
vestigation. The object of this paper is to lay the basis for such an investigation 
by exhibiting the local approximate metamorphosis of embedded solutions 
at reflection or coupling points. In general, coupling terms appearing in 
m embedded equations (but arising from remaining n - m solutions not 
taking part in the metamorphosis) are awkward to deal with due to their 
complexity. Here we shall consider the embedded equations only, showing 
how suitable transformations remold them into an appropriate comparison 
form. Solutions of such transformed equations will be noted at each stage, 
together w-ith the limitations of the more usual modes of procedure. We shall 
work with equations of order n, though often placing n = 2 in keeping with 
normal physical requirements; the symbol m will be reserved for a particular 
property at the transition point under discussion. 
Recent analytical work can best be studied in the text by Wasow [16], 
which also contains a detailed guide to the literature of the subject. In 
particular, Chapter 8 deals with turning-point problems. The volume 
edited by Wilcox [17] also contains papers of recent interest, including one 
by Lin which gives examples of asymptotic problems in mathematical 
physics. The remarkable feature of these investigations is the apparent 
absence of any reference to wave propagation in inhomogeneous media. 
The embedding of reflection processes (at transition points) among other 
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characteristic waves, the physical meaning and implication of coupling terms 
and of the comparison solution, and the nature of outstanding problems in 
this field are passed over, in spite of such a strong emphasis on these topics 
by investigators such as Budden [IO]. As this writer surveys both fields of 
electromagnetic wave propagation and the analytical approach to the 
asymptotic solutions of differential equations in domains containing transition 
points, he feels that much would be gained by a mutual collaboration in 
ideas, motivation and analytical techniques. 
2. THE STANDARD TRANSFORMATION 
In matrix form, the nth order equation 
dg = h”f(z)w (1) 
may be written as 
:(!J = (h;. ;.;.j(jJ 
or 
w’ = Tw. !a 
The matrix T is known as a principal embedded coupled matrix, and in [Z2] 
appears as embedded in a larger framework of variables. The transformation 
w = Af is chosen to diagonalize the matrix T. The characteristic equation 
det(T - hI) = 0 reduces to h n = hnf, so the characteristic roots are hf 1/ne2?rjln, 
wherej = 0, I,..., n - 1, and the corresponding vectors contain the elements 
1, A, A2 ,..., An-l. 
Brach cuts are inserted so that f rln has a definite meaning. Hence we may 
=FE, 
say. The transformed equation.becomes 
f’ = Df - A-IA’f 
= Df - E-lF-lF’Ef, 
where D is the diagonal matrix consisting of the characteristic roots in order. 
D is a principal uncoupled matrix and -A-IA’f consists of the coupling terms. 
Explicitly, these are 
where E-l may easily be checked to have the form 
E-1=$ $;! ;$ r’). 
After suitable calculation, the coupling terms may be expressed in the form 
A false notion arises .if it is asserted that the coupling terms may be 
neglected in a domain throughout which 1 f’/nf 1 is small, thereby yielding n 
nonsimultaneous equations of the form 
with solutions 
fi = C,exP (Jh,&)* 
It is a feature of these equations that, however small the coupling terms, 
such apparently simple solutions are not simultaneously valid. 
Under certain circumstances, a solution of this form exists that is valid 
in a domain whose boundaries may be found, but this is usually possible only 
if one value of j occurs. Clearly a point at which f = 0 cannot be included in 
such a do&in, since the coupling becomes singular there, and the whole 
process breaks down. 
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Approximate solutions must always be accompanied by an error estimate, 
usually of the form 0( 1 /h), and this must be uniform throughout the domain 
of validity of the solution. The boundaries of the domain are in fact derived 
from an examination of the error estimate, and the cessation of uniformity 
indicates that a boundary has been approached. 
3. THE INTEGRAL EQUATION 
For convenience, it may be advantageous to separate from the coupling 
terms a contribution -Cf, where C is a diagonal matrix for example, the 
first term occurring in (3) which obviously represents the self-coupling 
effects. Then 
f’ = (D - C)f - (E-lF--T’E - C)f. 
Let the diagonal matrix F, consist of elements which are solutions of the 
simpler equations 
f; = (D - C) f,, . 
Then it may easily be verified by differentiation that the corresponding 
integral equation is 
f = F,a - F, I ’ &l(E-lF-‘F’E - C) f du, a 
a being an arbitrary column with constant elements, a a suitable complex 
lower limit of integration, and u the variable of integration. 
For example, if the equation for thejth element off,, is 
then apart from a constant, integration yields 
foj = f--(n--l)lzn exp 
(.- 
'/~$ni(+l)/n J" f l/n&), 
which are the generalized W.K.B. solutions for the original equation. 
Standardized approximate solutions are arranged by taking a to contain 
only one nonzero element, which may be unity. If the jth element is so chosen, 
then if 
f,, = F,a, 
and 
f n+1 = --Fll I 
’ K’(E-‘F’F’E - C) f, du, 
a 
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an examination of this iterative process is necessary to determine when and 
where it converges to a form in which each element of f differs from f,, by a 
term usually of the form 0( l/h)f,, . This term is associated with every element 
off, and not just with thejth element. 
This estimation process is usually carried out with a different type of 
integral equation, and the connection between the two is not at all obvious. 
See for example, Jeffreys ([13], p. 59) and Heading [Z5] for second and 
third-order equations, respectively. 
In order to show what can be done in this direction, we shall consider the 
special case of the Airy equation of the second order. The advantage of this 
equation is that no prior change of the independent variable is necessary in 
order to show the relation between the various types of integral equations 
that arise. 
4. THE AIRY EQUATION 
Let n = 2, h = 1, f(z) = z, yielding 
Then 
and the coupled equations are 
d fi _ ~1’~ 
i&f,- 0 0 ( 
or in explicit form 
f I = FYI - (fi -f2Yk 
f;; = -2l’zfi - (f2 - fJ42. 
The integral equation is derived by choosing C to equal I/42, and 
F, = 
%-l/4 exp;- 3W2) ’ 0 
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say. We note that q1 contains the elements q1 = z1f2F2 and K’ = z1J2Fl . 
The integral equation is 
(4) 
We now resubstitute for f in this integrand, obtaining an integral equation 
involving a double integral. Individually, the equations take the form 
fl(z) = a,F,(z) + ; F,(z) j: u&-~‘~F~~ dt 
+ &(4 j’ j’ t-1’2r1’2F,2(t) F,(u)f,(u) du dt, 
a u=a 
f2(z) = a,F,(z) + ; F,(z) j: .lt-1’2F12 dt 
+ +2(x) s” j” t-1’2zc1’2F12(t) F,(u)f,(u) du dt, 
a ?A=#, 
so these constitute the nonsimultaneous integral equations for fi and f2 
respectively. 
If we now substitute 
f&z) = z-W,(z), f2(a) = 2-1’%,(z), 
$912 = g, g312 = a, pm = x, gu3t2 = (5) Y9 
we obtain 
1 
h,(g) = uleP + - ueec 
6 I 
1 e-2;h I & ,r j: j:, e-“=+%$9 d. dv , 
1 
h,(g) = u,e-E + -a e-6 
6 ’ I 
1 e2”,” I $ e-p ~1 j:_ e’*%g) dr dx , 
To obtain their solution, we work backwards, observing that 
f = A-lw 
and 
h = zl/4A-lw = 1 
( 
21’4 z-l/4 w 
2 gli4 I( -z-=/~ zl’=dwldg 1 
since dida = &J”d/dg. Hence 
h, = Qz”“(w + dw,/dg), 
h, = $x1’4(w - dw/dg), (6) 
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where w is any solution of the Airy equation, namely a linear combination 
of Ai and Bi(z) expressed in terms of 6. 
If these substitutions (5) are introduced into the integral equation (4), 
it may be easily shown that 
1 
A,([) = aleE + - eE 
I 
p e-Vz,(x) dx 
6 oL x ’ 
1 E eVzl(x) dx 
h,(t) = a,e-E + - e-p 
6 I a x * 
(7) 
A subdominant solution along the real positive axis, proportional to the 
Airy integral, is obtained by placing a, = 0, a2 = 1, (3~ = CO, 
h,(t) = k eE 11 e-2x-1ha(x) dx, 
h,(f) = ecE f a e-E j’ @x-%,(x) dx. 
m 
The normal estimation procedure (although not based on this type of 
equation) is by means of an iterative process based on successive approxi- 
mations, starting with the approximation h,(l) = e-c. 
In the normal estimation of an integral at any stage, the modulus of an 
integral is increased by replacing e-” by e-6 for all x > 5 in the range of 
integration. Hence the first estimate for h,(t) becomes 
1 -c 
I J 
L eE. 
6 m 
e-zx-l . e-"d xl <~e-fI]~x-ldxi 
along the positive real axis, a result which cannot be regarded as helpful, 
owing to the presence of the factor x-l in the integrand. The normal process 
may be modified for these first-order simultaneous equations by forming an 
integral equation with repeated integration. On the other hand, the normal 
process may .be retained by forming an integral equation of a different kind, 
containing a kernei with a more suitable denominator. We consider these 
two ideas in order. 
First, the substitution of h, into h, yields 
If the first estimate for the subdominant solution is taken to be e-e, the next 
term will be given along the real positive axis by 
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where the maximum value of l/y has been taken outside the second integral. 
This result now equals 
$e-E,p!y(1,e-2z) 22. 
If, more generally, the form kc”/@ is substituted into the integrand, the next 
approximation will then be less than ke-‘/72(n + I)p+l. Taken altogether, 
the general term produced by this iterative process will be less than 
e-‘/(72)% ! tn, showing that a uniformly and absolutely convergent series is 
developed along the positive real axis. Clearly, we may write 
M5) = e-V + O(iF)l, 
h,( 5) = e-EO(E-l). 
It is obvious that no exponential form et enters; otherwise, the uniformity of 
the approximation would be destroyed. 
Secondly, we may deduce a distinct type of first-order integral equation 
with a kernel containing a more useful denominator, one to which the classical 
estimation method may be applied. In relations (6), let X(t) = z?/~w, yielding 
h, = ;[x + 21’4 g (z-l/4X)] 
=- l [x + (1’6 -$ (plx,], 
2 
h, = ; [x - p $ (pvc)]. 
Integral equations (7) now become 
1 
aleE + E ec 
; [X - ,51/S -$ (5-‘91 = 1 a,e-E + iz e-E d (8) X + x1j6 z (L+/~X) 1 dir. 
Integration by parts yields 
and 
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Hence, adding the two equations (g), and using these results, we obtain 
X(f) = aleE + a2ec6 + k e%-“cclX(ct) - h ecce%rlX(ar) 
_ J_ 
I‘ 
f (eE-r - e-e+“) X(x) dx 
72 m X2 (9) 
The two coefficients a, + he-*c@X(or), aa - he%-lX(or) may be combined 
and written in the forms b, and b, respectively. The resulting integral 
equation now possesses a term x2 in the denominator of its kernel. In this 
form, the equation is more susceptible to estimation by the classical method 
of successive approximations. Form (9) may, of course, be derived directly 
from the original differential equation. If we introduce E = #2’2, X = z~;~w 
into the Airy equation, we obtain 
d2X 
--X-g, 
dt2 
which may then be rearranged into the form (9) by method of variation of 
parameters, using e*e as the known solutions of the equation formed by 
replacing the right-hand side by zero. 
In particular, with f real, large and positive, consider b, = 0, b, = 1. 
Iterations are obtained by successive substitution, with (Y = co. If the first 
approximation is taken to be Xs = e-6, then 
so 
x 1 = -; j-' (eC-2S - e-t)x-2 dx, 
m 
The maximum value of ee--Oz is e-d aIong the path of integration, so 
Repetition yields the result that 
XC!) = @[I + O(P1)] 
uniformly along the real axis. Unlike the previous attempt, here we have 
been able to remove the exponential factor from the integrand, leaving a 
power of x susceptible to integration. 
In other words, the process of diagonalization yields an integral equation 
that is not the most convenient, particularly when transition points themselves 
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are to be incorporated into the scheme. We now proceed to adopt a distinct 
point of view. 
5. THE MATRIX COMPARISON EQUATION 
We now consider Eq. (1) with 
m being a positive integer, where g(z) does not vanish at or in some neighbor- 
hood of z, . There is no loss of generality if we choose z, = 0. We again use 
Eq* (2)s 
w’ = Tw, 
where the matrix T is already in the form of a principal embedded coupled 
matrix. Comparison equations are derived by a suitable change of the 
dependent and independent variables. 
The arbitrary change of independent variable x = z(f) yields 
a suffix denoting differentiation. This matrix Tz, is no longer in the form of 
a principal embedded coupled matrix, so we seek a transformation to remedy 
this defect, although coupling terms introduced in the process add to the 
coupling terms that would already be present in a more general framework 
of variables. 
If K is a diagonal matrix, the transformation w = Kj reduces the 
equation to 
j’ = K-lT+Kj - K-K’j, 
where -K-‘K’j are the coupling terms produced. The matrix K is chosen 
so that K-lTz,K has the form of a principal embedded coupled matrix, 
. . . . . . . , 
say, where 0 is to be chosen appropriately. 
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The product on the left-hand side is 
i 
0 k,/k, 0 ..a 
0 0 
2c 
k,/k, ..a 
’ . . . . . . . . . . . . . 
klknfikn 0 0 ... 
yielding the equations 
&Ih = 1, z&,/k2 = 1, . . . . z k,h”f/k,, = q, 
or 
k, = k&-l, k, = k,,z;-2, a**, kl-1 = k&f, z,“h”f = q. 
The last equation integrates to 
h (f ma dz = j: ql’= dq, (10) 
the limits being chosen so that 4 = 0 at the transition point z = 0. 
If we denote by L the diagonal matrix with elements XC;-‘, z;-~,..., a(, I, 
the coupled equations become 
j’ = . . . . , . j - k;lL-l(kJ’ + k;L)j, 
where the coupling terms equal 
-(kzlkhI + L-‘L’)j = -kzrgj - (zrr/+) i. 
The choice of k, is still at our disposal; this is chosen so that the equations, 
when written as a single equation of the nth order, possess solutions with a 
constant Wronskian. 
Explicitly, the 11 coupled equations take the form 
A = i2 - (KkJjl - (n - l)(d~3il p 
ii = j3 - KlWj2 - (n - W&~)h , 
. . . . . . . 
L = in - K/%)jn4 - (G4jn-l , 
ji = qil - VU4 j, . 
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By eliminatingjs ,..., jn , we now form the nth order equation in jr in which 
we require the coefficient of jr *+‘) to vanish, thereby yielding a constant 
Wronskian. To achieve this elimination, place 
yielding 
or 
(D + cl) jl = j8 , (D + 4 j8 = A, .-, (D + din = llil , 
(D + c,,)(D + c,& -** (D + cJ(D + s)A = qir . 
By inspection, the coefficient of jr-‘) = Dn-‘j, is Zc, ; hence 
wkl = -if@ - l)(~&), 
integrating to 
kn = 2p8-1)/2* 
Hence 
( 
2ym cl . . . 0 
K = 
#+a)/8 0 
. P. . . .Y . . . :-. . . . . . - 
0 0 . . . 2-c(n-l)/!a c 
The coupling terms (11) then become 
(12) 
say. The coupled equations a& therefore 
i’ = Q - 4(~&~) Ni. (13) 
The form of the function 2(I) remains to be found. If solutions are desired 
in a domain not containing the transition point 2 = 0, we choose q = 1, 
thereby ultimately producing the generalized W.K.B. solutions. Eq (IO) 
yields 
If we seek a solution with uniformity in a domain containing the transition 
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point, let 4 = tm, where m is the order of the transition point. It will be 
recalled thatf(z) z z”g(z). Then Eq. (10) yields 
suitable branches being chosen for the roots involved. Hence 
The quotient xEd/zE must be expressed in terms of 5. We find that 
where f is regarded as expressed in terms of 5. This result is derived by 
differentiating the equation hf*?+ = PI*. It may easily be verified that 
zrp/zr has no singularity at z = [ = 0, provided that m equals the integral 
order of the zero of the function f(z) at z = 0. Hence the coupling terms are 
nonsingular only for this particular value of m. 
The comparison matrix equation for the system is the equation related to 
Eq. (13), but with the coupling terms removed, namely 
iA = Qio .
In particular, when n = 2, we note explicitly that the equation 
(16) 
$-g = hyw 0 1 
Or w’ = w 0 w ( 1 
is transformed by 
Zl’Z 0 
w = f, ( 2illa j ) 
to the coupled form 
where 
and 
4 = [-m + 2)h j-1 f 112 &z]“(~+~) 
Q 112 fP2 -=- 
zg -9/2’ 26 a? 
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The usual W.K.B. solutions are exhibited if q = 1. The transition point 
therefore is a singularity of the transformed coupled equations, and lies 
outside the domain of validity of any approximate solution. The coupled 
equations are 
0 1 
i’= 1 ,j ( ) - ij Cd4 (i _4 i, 
with 
5 = h /If 112 &, ‘%B F = - fi. 
2hf w2 
If the transition point is of order unitv, namely m = 1, (the usual case), 
the coupled equations with no singularity at the transition point are 
j’ = (F i) j -i (zrc/zF) (i -9 i, (18) 
with 
z$ = [; h s:f l/2 dz12’*, 2 = h _ $t!$. 
6. THE GENERAL INTEGRAL EQUATION 
The differential equation (13) may be transformed into an integral equation, 
but the method used in Section 3 must be modified to allow for the different 
form of comparison equation (16) which would yield the first approximation 
in any iterative procedure. 
The comparison equation j’ = Qj is susceptible to solution in terms of the 
functions defined by Heading [Z6]. This equation is equivalent to 
for which we shall denote n independent solutions by J,(r), J2(4),..., J=(t). 
Let the nth order matrix J,, be defined by 
Jo = 
i 
F : *-- f . 1 . . . i . ::-. . .;. 
p-1, Jf1, . . . Jy' 
1 
’ (19) 
and it is obvious that 
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For example, when tl = 2, m = 0, we choose the solutions ef, e-6; when 
n=2,m=1 we use Ai( Bi([). 
The correspbnding integral equation has the form 
where a is an arbitrary constant column matrix. This result may be verified 
by differentiation, yielding the differential equation (13). 
Some properties of this equation should be noted. 
Differentiation of JsJ;’ = I yields 
or 
Jc,(J;‘l)’ = - RJ;’ = - Q, 
J;l = - (J;“)’ Q-‘. 
Substitution of this result into the integral equation enables us to integrate 
by Pam 
This process may now be repeated. 
Secondly, the integral equation may more appropriately be expressed in 
terms of 2 rather than 5. Using Eq. (15), we find that 
p=[p5E]P$k 
1 
mflln 
= (m + .,Cfl’n d2 
42 
nf 
= f log [ 
[r,"f 1/n (j2p/cm+n, d2 
flh 1 * 
Hence, when n = 2, m = 0 (yielding the most usual case relating to the 
propagation of two characteristic waves without interaction), we may choose 
Jo = ($ $) 
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and a = (i) as producing the subdominant solution when 6 is real and 
positive, giving 
When tl = 2, m = 1 (yielding the most common reflection or coupling 
process), we obtain the equation for the solution subdominant when 6 is real 
and positive and yet valid through the transition point z = 0: 
I 
X I( 
w?) Bi(v) . jr/’ 
(22) 
x --AW --Ai(d ’ 3 J”Jl’2 dz 2f 1 [ 
- A] du, 
where W is the constant Wronskian Ai * Bi’ - Ai’ * Bi = l/rr, and 5 (or 7, 
rrmtatis mutandis) is given by 
f = [; h j:,,i2 da12”. 
Equations of this form appear embedded in the more general framework of 
coupled variables in which other characteristic waves propagate through this 
particular transition point. However, the dependence of these latter waves 
on the actual coupled waves would have to be investigated for any given 
model. 
7. UNIFORM SOLUTIONS 
The solution of the complete embedded~equations cannot be undertaken 
here. Solutions of equations of types (21) and (22) are ail-we can mention in 
this paper, though generally they would appear with additional coupling 
terms arising from other characteristic waves. Moreover, the solution of 
equations directly from the integral forms would be too lengthy a process 
here. We shall proceed using known solutions of the original differential 
equations. 
Care must be taken in relating general solutions of differential equation (1) 
and integral equation (20). When z = b, let w (consisting of w and its first 
n - 1 derivatives) be given to have the particular value w(b). Let [ [given by 
Eq. (1411 have the value a when z = b. The original transformation w = Kj 
shows that 
~(4 = WJ) j(b), 
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where K [Eq. (12)J contains the derivative 
5m,n [2Y+E /;fl,” &]“(“+“) 
--= 
26 - /pn hf l’“(b) 
at z = b. The integral equation yields 
j(b) = Job4 a9 
or 
a = &l(a) K-l(b) w(b). 
Hence any solution of the differential equation can be reproduced from the 
integral equation by the appropriate choice of a. 
Uniform solutions of Eq. (1) have been given in various places. For 
example, Jeffreys ([I.?], pp. 59-64) deals with the cases when n = 2, m = 0 
and 1; Heading [IS] examines the case when n = 3, where the basis is laid 
for generalization to higher-order equations, while Heading [Z4] has 
considered more general profiles f(z) when n = 2. 
In these investigations, uniform solutions are not usually given for Eq. (1) 
directly, but to a more indirect differential equation in a more appropriate 
form. The following general analysis embraces every case. 
8. FURTHER DIFFERENTIAL AND INTEGRAL EQUATIONS 
In Eq. (2) we introduce jr = 2 = ky’w, where k, from Eq. (12) equals 
~~-‘)‘a. The equation for jl - = Z has been derived in Section 5, and it does 
not contain a dn-lZ/f@‘n-l term. 
For example, when n = 2, 
(D + CdD + Cl)il = rril 3 
with cl = -ca = +(+/a+), or 
D2Z - qZ = --(DC&Z - cl@ 
(23) 
If jr c 2 is estimated, what is j ? In this connection it is useful to derive 
a differential, and corresponding integral, equation for a column 
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A direct method is to substitute into the previous equation for j the relation 
j = K-lw 
= K-1 9 
expressing the derivatives with respect to z in terms of derivatives with 
respect to 6, and using 2 = k;T’w. This would yield a complicated form 
j = Gz, where G consists of nonlinear elements in the various derivatives of 8 
with respect to z up to the (n - I)th order. The fact that G is so complicated 
cannot be avoided; but the complication hides the feature that a vital 
simplification emerges, produced by a combination of the noncoupled and 
the coupled terms. 
When n = 2, this process may be carried out explicitly. Let 
j = K-lw 
= 2y2 
( 
0 W 
0 I )( 1 $I2 dwidz 
= ‘;-“’ ( kJ 1 k,Z, + (k1)6Z
= ( Ii 
Eq. (13) becomes 
zE = G-QGz - G-X&z - gG-INGz, 
where we have temporarily replaced +zJzC by g. 
Now 
G-lQG=( g ‘), 
q-g2 -g 
gG-lNG = ( 
0 
1 -g ’ 
G-WE = ’ ’ 
( ) g, 0’ 
yielding 
ZE = (,” ($2 + (g2 (Igi 8k 
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which again exhibits the form of a principal embedded coupled matrix. 
As an integral equation, this may be written as 
If we take the elements of c to be 1, 0, and if IV denotes the constant 
Wronskian of I1 and ]s , then 
*1 = 2 = Jlk? - jgf LM5) 12bd - J2(5) hbI)lk" -g,)Z&, 
G 
being the type of integral equation [derivable by the method of variation of 
parameters based on Eq. (23)] used by Jeffreys. J1(Z) is the approximate 
comparison solution, the integral yielding correction terms .which indicate a 
uniform approximation. 
Generally for equations of order n, the same principal embedded coupred 
matrix still appears in the equation for z. The equation for 2 is 
p + C”)(D + cn-1) *** (D + Cl)2 = qz, 
or, in terms of the elements of z, 
hJn>r = 4% +A&3 21 t-P*(4) 22 -I-.*** +Pn-2(E) %&-1 9 
where the p’s are complicated functions of the derivatives of the c’s; hence 
exhibiting the principal embedded coupled matrix. The corresponding 
integral equation is 
z = Jot + Jo j-’ J;‘Pz cfv. 
0 
The first element 2 of z possesses the particular integral equation when 
Cl = 1, cs = *-a = c, = 0, 
Z(s) = J1([) + an integral involving the l’s and 
tP& + PIG + PA + ***)* 
(See, for example, Eq. (16) of [Dj). 
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Estimates of 2 enable z, j and w to be calculated accordingly. Such 
estimates are of the form Z(t) = Jr(f), with an error, uniform throughout 
a specified domain of the complex independent variable, which may be 
interpreted either in terms of 5 or of z. Estimates of j directly from the 
integral equation (20) present certain difficulties which cannot be discussed 
here. 
9. CONCLUSION 
We have presented a series of connected differential and integral equations 
which arise in the examination of the propagation of characteristic waves in 
an inhomogeneous medium. The actual physical problem has been simplified 
by considering only those waves which are coupled at a transition point of 
order n. An indication of the uniform approximate solutions of the equations 
has been given. 
Further work will involve a consideration of these solutions taken in 
conjunction with the effects of other characteristic waves and the effects of 
further transition points on the propagation as a whole. 
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