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Resumen— Cuando sobre una imagen aparecen  sombras o 
manchas se hace casi imposible realizar una binarización 
global (basada en un único umbral para toda la imagen). 
Debido a esto es necesario calcular el umbral para diferentes 
partes de la misma imagen de forma localizada, teniendo en 
cuenta la vecindad de los pixeles.  
Este trabajo realiza un análisis cualitativo y cuantitativo de 
algunas de las técnicas más reconocidas de umbralización 
local conducentes a la binarización de las imágenes en el 
desarrollo de la investigación del estudio del movimiento 
oscilatorio mediante visión por computadora del grupo 
Robótica Aplicada de la Universidad Tecnológica de Pereira. 
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Abstract— When shadows or spots appear on an image is 
almost impossible to find out a unique global threshold for the 
entire image. Because of this it is necessary to calculate the 
threshold for different areas of the same image in a localized 
manner, taking into account the neighborhood of the pixels. 
This paper provides a qualitative and quantitative analysis of 
some of the most recognized techniques leading to the 
binarization of the images in  the research  of Oscillatory 
Motion using computer vision of the Research  Group 
Robótica Aplicada  of  la Universidad Tecnológica de Pereira. 
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Las técnicas globales de selección del umbral de binarización T 
pueden fracasar cuando la luz  no es  homogénea sobre  el objeto 
de interés en la imagen lo que puede causar sombras; de otro 
lado, puede suceder lo mismo si la imagen posee manchas por su 
antigüedad o debido a una mala manipulación. Por esto es 
necesario definir  nuevas estrategias que permitan calcular la 
binarización de la imagen recurriendo al cálculo de un umbral Ti 





A. LA UMBRALIZACIÓN[1][14] 
 
La umbralización es una técnica de segmentación simple y 
eficiente que permite separar los pixel de la imagen en escala de 
grises en dos categorías a partir de un una ventana o borde 
umbral. El umbral puede ser función de la posición p(r,c), de la 





1. Umbral global[1] [3][4] [6][14] 
 
El umbral global es único sobre toda la imagen sin tener en 
cuenta la vecindad. 
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Cuando t0=0 y t1=1 se dice que la imagen se ha binarizado, 
pero solo es realmente útil cuando el histograma es de tipo 
bimodal, es decir, el fondo y el objeto de  interés son 
claramente diferenciables (Véase la figura 1). 
 
 
Figura 1: Histograma Bimodal elemental.[14] 
 
2. Umbral local o adaptivo[1] [3][4] [6] 
 
Cuando la imagen que se encuentra bajo análisis no posee 
un fondo definido y su histograma no es bimodal, se debe 
encontrar un umbral T para cada pixel de la vecindad a 




Figura 2: Histograma no Bimodal elemental con 2 umbrales. 
 
Dicha máscara puede ser de diferentes formas y tamaños, 
lo que se define en el momento de implementar el 
algoritmo para la determinación del umbral local. 
 
El  pixel de interés está localizado en la fila r y la columna 
c (Véase la figura 3), por lo que dependiendo de la 
vecindad de este y la operación efectuada se define el 
umbral de binarización T(r,c)  del pixel [p, I(p)]. 
 
Figura 3. Máscara cuadrada básica para el umbral local 
de la vecindad N(r,c). 
 
De esta forma, no hay un único umbral para toda la imagen, por 
lo que pueden aparecer múltiples umbrales sobre la misma. Se 
ha usado como imagen de prueba la fotografía tomada a la 
página 155 del libro resultado de investigación titulado “Diseño 
y construcción de prototipos para experimentos de física 1”  del 
grupo DICOPED de la Universidad Tecnológica de Pereira 
(véase la figura 4). 
 
 
Figura 4. Página 155 del libro titulado “Diseño y 
construcción de prototipos para experimentos de física 1”   
 
a. Técnicas locales estadísticas básicas[2] [5] [6] 
Existen técnicas estadísticas  básicas para la determinación de 
umbral local, dentro de ellas se encuentran la promedio (mean), 
la mediana (median), máximo y mínimo (Midgray).  
 
1) Umbral local mediante el promedio[2] [5] 
Se calcula el promedio de la intensidad I(r,c) de los pixels de la 
vecindad N(r,c); este se convierte en el umbral T(r,c)  del pixel 
[p, I(p)]. 
 




En la ecuación 1 se presenta el procedimiento para el  
cálculo del umbral local mediante el promedio de la 
ventana de una  imagen en escala de grises. 
 
 
Ecuación 1. Procedimiento para el  cálculo del umbral 
local mediante el promedio. 
 
Este método presenta, como uno de sus problemas 
principales, el hecho de agregar ruido a la imagen, aunque 
resulta rápido en su ejecución (Véase la figura 5). 
 
 
Figura 5. Umbralización local por promedio.  Ventana de 
15x15 
 
2) Umbral local mediante la media[2] [5] 
En esta técnica se deben ordenar de menor a mayor las 
intensidades I(r,c)  incluidas dentro de los pixels de la 
vecindad N(r,c) de finidos por la máscara.  
 
El umbral corresponde al valor central I(r,c)  encontrado 
que se convierte en el umbral T(r,c)   del pixel [p, I(p)]. 
 
Ecuación 2. Procedimiento para el  cálculo del umbral 
local mediante la media. 
 
El método de la media ha resultado altamente ruidoso, y 
más lento que es el más lento de los métodos estadísticos 
básicos. 
 




3) Umbral local mediante máximos y mínimos[2] [6] 
Este método determina la intensidad I(r,c)Max máxima y I(r,c)Min 
mínima encontrada dentro de los pixels de la vecindad  N(r,c) 
definida por la máscara de orden nxm; este se te convierte en el 
umbral T(r,c)  del pixel [p, I(p)]. 
 
 
Ecuación 3. Procedimiento para el  cálculo del umbral 
local mediante máximos y mínimos. 
 
Pese a la sencillez de procedimiento, es poco ruidoso y 
relativamente el más rápido de los métodos estadísticos básicos.  
 
 
Figura 7. Umbralización local por máximos y mínimos. 
Ventana de 3x3. 
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b.  Técnicas locales estadísticas avanzadas 
Dentro de estas se evalúan los algoritmos de Sauvola y 
Niblack. 
 
1) Algoritmo de Sauvola [2] [5] [6] [11][12] 
 
Se determina mediante el promedio de la intensidad I(r,c) y 
la desviación estándar encontrada dentro de los pixels de la 
vecindad  N(r,c) definida por la máscara de orden nxm. 
Mediante la ecuación 2 se puede determinar el umbral 




Donde R es el máximo valor de la desviación estándar de 
umbral posible, siendo R=128 si se entiende la intensidad 




Figura 8. Umbralización local por Sauvola. Ventana de 3x3,  
R=128 y K=0.5 
 
1) Algoritmo de Niblack[2] [5] [11][12] 
 
La técnica planteada por Niblack se base esencialmente en 
el cálculo del promedio de las intensidades I(r,c) de la 
vecindad N(r,c).  
 
 
Ecuación 5. Procedimiento para el  cálculo del umbral 
local mediante Niblack. 
 
De otro lado, este agrega un aporte que es proporcionado por la 
desviación estándar de los valores de la ventana, los cuales son 
multiplicados por un factor k el cual toma valores de 0,2 para 
objetos brillantes y de -0,2 para objetos opacos. Niblack 
considera que K es un valor que debe estar entre -1 y 0.  El 
umbral T(r,c) se determina mediante la ecuación 3  para cada 
uno de los pixels [p, I(p)] de la vecindad. 
 
 
Figura 9. Umbralización local por Niblack. 3x3 K=-0.2  
 
c. Patrones globales[13] 
 
Por otro lado, se han usado los algoritmos globales de Otsu y 




Figura 10. Umbralización global por Otsu. 
Ecuación 4. Procedimiento para el  cálculo del umbral local 
mediante Sauvola. 





 En la figura 10 se muestra la conversión mediante Otsu y 
en la figura 11 la equivalente a través del método de la 
Entropía de Shannon.  
 
 





Esta parte de la   investigación posee una metodología  de 
tipo descriptivo y evaluativo de cada uno de los algoritmos 
más reconocidos para la umbralización local. El objeto 
final es identificar cual se puede ajustar mejor al estudio 
del movimiento armónico del péndulo. 
 
Para la realización de esta investigación se llevaron a cabo 
algunos  procesos, a saber: 
 
• Se consultaron los algoritmos más reconocidos de 
umbralización local dentro del tratamiento digital 
de imágenes en la literatura científica y se 
seleccionó una muestra de cinco de estos por su 
relevancia. 
• Se implementaron dichos algoritmos en Matlab® 
7.0. 
• Se generó la imagen binarizada haciendo uso de 
los 5 métodos seleccionados y, por inspección 
visual, se comparó el ruido presente en ella. 
• A través de la computadora, se midió el tiempo de 
ecuación de cada algoritmo sobre una imagen 
única patrón; seguidamente se procedió al calcular 
la incertidumbre de la medida del tiempo a partir 
del error estadístico y la resolución. 
• Se realizaron 30 medidas del tiempo de ejecución  






La umbralización local resulta alta mente necesaria cuando la 
imagen no es de tipo bimodal en su histograma, ya que las zonas 
del fondo y el objeto de estudio no s encuentran claramente 
definidas. Es de notar que los tiempo de ejecución se aumentan 
de manera significativa  con respecto al método global de Otsu 
(Este último es el método global más popular en la literatura). El 
análisis cualitativo del tiempo de ejecución se realizó sobre 30 
medidas de la duración de cada algoritmo; se consideró su 
incertidumbre combinada con una resolución de 0,0001 
segundos, como  se muestra en la tabla 1:  
  
Algoritmo Tiempo (s) Incertidumbre 
Promedio 0,1219 ±0,0001 
Media 0,1472 ±0,0002 
Max y Min 0,1280 ±0,0001 
Sauvola 0,1602 ±0,0002 
Niblack 0,1546 ±0,0002 
Otsu 0,4512 ±0,0013 
Entropia 0,4385 ±0,0012 
 
Tabla 1. Comparativo de la rapidez en segundos de los 
algoritmos de umbralización local y global con una venta de 
15x15. 
 
La figura 12 presenta el comparativo del tiempo de ejecución de 





Figura 12. Barras del comparativo de la rapidez en segundos de 
los algoritmos de umbralización local y global con una venta de 
15x15. 
 
Nuevamente, se repitió la prueba con una ventana de 3x3, la cual 
arrojó los resultandos mostrados en la tabla 2. Esto resultados 
son dramáticos en sus cambios, ya que aumentan 
significativamente el tiempo de ejecución de los algoritmos de 
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las técnicas locales, pero desaparece casi todo el ruido 
(Véase las figuras 8 y 9). 
 
Algoritmo Tiempo (s) Incertidumbre 
Promedio 1,9588 ±0,0265 
Media 6,3857 ±0,2954 
Max y Min 2,5086 ±0,0349 
Sauvola 7,2511 ±0,3805 
Niblack 7,0719 ±0,2734 
Otsu 0,5596 ±0,0033 
Entropia 0,5568 ±0,0031 
 
Tabla 2. Comparativo de la rapidez en segundos de los 
algoritmos de umbralización local y global con una venta 
de 3x3. 
 
La figura 13 ilustra una gráfica en barras del tiempo de 
ejecución de los algoritmos locales y globales de la prueba 
con una ventana de 2x3. 
 
 
Figura 12. Barras del comparativo de la rapidez en 
segundos de los algoritmos de umbralización local y global 
con una venta de 15x15. 
 
Estas pruebas fueron realizadas sobre una computadora 
portátil HP 672 Notebook PC, Pentium dual Core de 2.3 
GHz, RAM de 3G,  Sistema Operativo Windows 7 a 64 





Los métodos de umbralización locales con técnicas 
estadísticas básicas son más rápidos con ventanas 
relativamente grandes, entregando un bajo ruido pero no 
eliminan las manchas ni las sombras. Si se disminuye el 
tamaño de la ventana, se genera un alto ruido. Los 
denominados estadísticos avanzados requieren ventanas 
pequeñas ventanas para producir un muy bajo ruido. 
Durante los ensayos de umbralización de la imagen de la 
página de prueba objeto (página de libro), se pudo 
identificar  que el método del promedio  fue uno de los 
menos ruidosos  y el más rápido de los locales. Los autores 
consideran que si las condiciones de luz y de fondo del análisis 
del movimiento del objeto de interés (el péndulo) son uniformes, 
no es necesario recurrir a un método local, por lo que resulta 
suficiente un método global para la selección del umbral de la 
imagen para un primer cuadro y utilizarle en el resto de los 
fotogramas de video mientras las condiciones controladas del 
ambiente no cambien. Se determina que el uso del método local 
de la entropía de Shannon es el más adecuado para este cado de 
estudio, pero en aquellos casos donde se requiera un sistema de 
reconocimiento de caracteres, la mejor opción, a criterio de los 
autores, resulta ser el método local de Niblack ya que resultó ser 
relativamente rápido entre los locales y el más bajo en ruido. 
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