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GENERATORS OF SOME NON-COMMUTATIVE STOCHASTIC PROCESSES
MICHAEL ANSHELEVICH
ABSTRACT. A fundamental result of Biane (1998) states that a process with freely independent in-
crements has the Markov property, but that there are two kinds of free Le´vy processes: the first kind
has stationary increments, while the second kind has stationary transition operators. We show that
a process of the first kind (with mean zero and finite variance) has the same transition operators as
the free Brownian motion with appropriate initial conditions, while a process of the second kind has
the same transition operators as a monotone Le´vy process. We compute an explicit formula for the
generators of these families of transition operators, in terms of singular integral operators, and prove
that this formula holds on a fairly large domain. We also compute the generators for the q-Brownian
motion, and for the two-state free Brownian motions.
1. INTRODUCTION
A Le´vy process is a random process {X(t) : t ≥ 0}whose increments X(t)−X(s) are independent
and stationary, in the sense that the distribution µs,t of X(t)−X(s) depends only on t− s,
µs,t = µt−s.
A Le´vy process is a Markov process, and its transition operators Ks,t defined via
E [f(X(t))|s] = (Ks,tf)(X(s))
are also stationary, Ks,t = Kt−s; in fact
Ks,t(f)(x) =
∫
R
f(x+ y) dµt−s(y).
Here E [·|s] is the conditional expectation onto time s. The maps {Kt : t ≥ 0} form a semigroup,
which has a generator A. In fact A = ℓ(−i∂x), where ℓ is the cumulant generating function of the
process. It can also be expressed in terms of the Le´vy measure of the process. See Section 3 for
more details.
In a groundbreaking paper [Bia98], Biane showed that processes with freely independent incre-
ments, in the context of free probability [VDN92, NS06], are also Markov processes. He also noted
that there are two distinct classes of such processes which can be called (additive) free Le´vy pro-
cess (Biane also investigated multiplicative processes, which we will not study here). Free Le´vy
processes of the first kind (FL1) have stationary increments, in the sense that each X(t)−X(s) has
distribution µt−s. Then {µt : t ≥ 0} form a semigroup with respect to free convolution ⊞. These
processes are Markov, but their transition operators typically are not stationary. Free Le´vy processes
of the second kind (FL2) have stationary transition operators Kt, which form a semigroup, but their
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increments are typically not stationary: if X(t)−X(s) has distribution µs,t, then we only have the
property µs,t ⊞ µt,u = µs,u (so that the measures form a free convolution hemigroup).
In this paper we compute the generators of free Le´vy processes with finite variance. Since for FL1,
the transition operators do not form a semigroup, they have a family of generators {At : t ≥ 0}. In
the case of FL2, there is a genuine generator A. If the distribution of the process has finite moments,
using the free Itoˆ formula from [Ans02], one can express the generators in terms of theR-transform,
the free analog of ℓ. However, it is unclear whether such an expression can be assigned a meaning
in the absence of moments. But there is an alternative description. For a measure ν, denote
Lν(f)(x) =
∫
R
f(x)− f(y)
x− y dν(y),
a singular integral operator. A free convolution semigroup with finite variance is characterized by
the free canonical pair (α, ρ), where α ∈ R, and (with appropriate normalization) ρ is a probability
measure. Further, denote by γt the semicircular distribution at time t, so that ρ⊞γt is the free analog
of heat flow started at ρ. Then the generator of the corresponding free Le´vy process of the first kind
is
(1) α∂x + ∂xLρ⊞γt .
In fact, we show that for α = 0, the full Markov structure of this process coincides with that of
the free Brownian motion {Yt : t ≥ 0} with Y0 having distribution ρ. This statement clearly has no
classical analogue.
In addition to free probability theory, there are only two other “natural” non-commutative probabil-
ity theories [Mur03], the Boolean and the monotone. These theories do not, at least at this point,
approach the wealth of structure of free or classical probability. However, one reason to study them
is that they turn out to have unexpected connections to free probability. Indeed, we show that the
generator of a free Le´vy process of the second kind is α∂x + ∂xLρ, where ρ now is the monotone
canonical measure. In fact, Biane in [Bia98] already noted that each FL2 is associated to a semi-
group of analytic maps, and Franz in [Fra09] observed that exactly such semigroups are associated
with monotone Le´vy processes: the measures µ0,t do not form a free semigroup, but they do form a
semigroup under monotone convolution. In the monotone case itself there is no distinction between
the Le´vy processes of the first and second kind (so the free case is really special in this respect), and
the generator of a monotone Le´vy process is related to its monotone Le´vy measure in the expected
way [FM05].
We also compute the generators of the q-Brownian motion. This non-commutative process was
constructed in [BS91], and investigated in detail in [BKS97]. Building on the work of [DM03],
we prove a functional Itoˆ formula for it (for polynomial functions), from which the formulas for
generators easily follow.
We note that the study of “time-dependent generators”, or more usually the inverse problem—how
to reconstruct {Ks,t} from {At}—goes back to [Kat53]. This is typically formulated at the linear
non-autonomous Cauchy problem, and a significant amount of general results on its solution is
known, see for example Section VI.9 of [EN00], [NZ09], and their extensive references. We do not
use these general results in the paper, but this may be a matter for further study.
The paper is organized as follows. After the introduction and some general results in Section 2,
in Section 3 we give a short overview of the generators for classical processes. The next section,
covering free Le´vy processes, is the main part of the paper. We show that transition operators for
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such a process form a strongly continuous contractive family onLp(R, dx), and that their generators
are given by formula (1) on large domains in Lp(R, dx) and C0(R). In Section 4.5 we find the
closures of these generators. We also compute the generators of FL2 processes. In section 4.6, we
show that the operator Lν itself is an isometry between certain L2 spaces, and compute the “carre´ du
champ” operator corresponding to ∂xLν . In Section 5, we compute the Itoˆ formula and generators
for the q-Brownian motion, and in a short final section we apply similar analysis to the two-state
free Brownian motions from [Ans11b].
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to the Erwin Schro¨dinger Institute, and to the Universite´ Paul Sabatier, where part of this work was
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2. PRELIMINARIES
2.1. Generalities and definitions. Let (M,E) be a tracial non-commutative probability space,
where M is a von Neumann algebra and E is a tracial normal state on it. Possibly unbounded
random variables are self-adjoint elements of the algebra M˜ of operators affiliated to M.
A process is a family of (possibly non-commutative) random variables {X(t) : t ≥ 0} in a (possibly
non-commutative) probability space (M,E).
We will assume that X(0) = 0, and will denote by µs,t the distribution of X(t) − X(s) with
respect to E (for s ≤ t), µt = µ0,t the distribution X(t), and µ = µ1. If ⋆ is a convolution
operation corresponding to some non-commutative independence, and the increments of {X(t)}
are independent in that sense, then
µs,t ⋆ µt,u = µs,u.
For an unbounded operator X , we will denote by D(X) its domain, and by (X,D) its restriction to
a smaller domain D.
Definition 1. For a family of distributions {µt}, we say that the functional Lt is its generator at
time t with domain D(Lt) if
∂t
∫
R
f(x) dµt(x) = Lt[f ]
for f ∈ D(Lt). Frequently,
Lt[f ] =
∫
R
(Atf)(x) dµt(x)
for an operator At. If {X(t)} is a process with distributions {µt}, this is equivalent to
(2) ∂tE [f(X(t))] = E [(Atf)(X(t))] .
Note however that this property does not determine At, even on D(Lt).
For operators {Ks,t} on a Banach space A, we write
∂
∂t
∣∣∣∣
t=s
Ks,t = As
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if
(3) lim
h→0+
∥∥∥∥1h (Ks,s+hf −Ks,sf)− Asf
∥∥∥∥ = 0.
In this case we say that As is the generator of the family {Ks,t} at time s. Its domain D(As) ⊂ A
consists of all f ∈ A for which the limit (3) holds.
Now suppose that the process {X(t)} is a Markov process. That is, denoting E [·| ≤ s] the E-
preserving conditional expectation onto the von Neumann algebra generated by {Xu : u ≤ s}, for
any f ∈ L∞(R, dx), E [f(X(t))| ≤ s] is in the von Neumann algebra generated by X(s). (See
the Introduction and Section 4 of [Bia98] for more details, and also for a weaker requirement,
sufficient for our purposes, that the classical version of {X(t)} is a Markov process.) In this case,
the corresponding transition operators are determined by
E [f(X(t))| ≤ s] = (Ks,tf)(X(s))
We say that the operator As is the generator of the process at time s if it is the generator of its family
of transition operators. Note that if At exists, it has the property in equation (2).
Proposition 1. Let (A, ‖·‖) be a Banach space, {Ks,t} a family of contractions on A such that
Ks,t ◦ Kt,v = Ks,v, Ks,s = I,
andKs,t is strongly continuous in t. Let {At} be the generators of {Ks,t} in the sense of equation (3),
and consider a subspaceD ⊂ ⋂tD(At) such that for any f ∈ D, Atf is a continuous function of t.
(a) Each At is dissipative and closable.
(b) Let B ⊂ A be another subspace such that D ⊂ B, and ‖·‖B be another norm on B such that
D is ‖·‖B-dense in B, ‖f‖ ≤ ‖f‖B, and for f ∈ D,
(4) ‖Atf‖ ≤ ‖f‖B .
Then equation (3) holds for f ∈ B, so that B ⊂ D(At) for all t.
(c) The closure D‖·‖A of D in the sup-graph norm
‖f‖A = ‖f‖+ sup
t
‖Atf‖
is in D(At) for all t.
Remark 1. Note that strong continuity of Ks,t does not imply continuity of {At}. Indeed, already
in one dimension, if Ks,t = ef(t)−f(s), then At = f ′(t).
Proof. For part (a), recall from Section X.8 of [RS75] that for f ∈ A, a normalized tangent func-
tional ϕf is an element of A∗ such that ‖ϕf‖ = ‖f‖ and ϕf [f ] = ‖f‖2. For any such functional,
ℜϕf [Asf ] = lim
h→0+
1
h
ℜϕf [Ks,s+hf − f ] ≤ lim
h→0+
1
h
(|ϕf [Ks,s+hf ]| − ‖f‖2)
≤ lim
h→0+
1
h
(‖f‖ · ‖Ks,s+hf‖ − ‖f‖2) ≤ 0
since Ks,s+h is a contraction, so As is dissipative. Combining this with Theorem II.3.23 and Propo-
sition II.3.14(iv) of [EN00], it follows that As is closable.
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For part (b), we first note that for s ≤ t, since Ks,t is a contraction, for f ∈ D,
lim
h→0+
∥∥∥∥1h (Ks,t+hf −Ks,tf)−Ks,t(Atf)
∥∥∥∥ = limh→0+
∥∥∥∥Ks,t
(
1
h
(Kt,t+hf − f)− Atf
)∥∥∥∥
≤ lim
h→0+
∥∥∥∥1h (Kt,t+hf − f)− Atf
∥∥∥∥ = 0,
so
∂tKs,t(f) = Ks,t(Atf).
Also, since Ks,v is a contraction, Ks,vAvf is continuous in v. Therefore we have the Riemann
integral identity
Ks,t(f) = f +
∫ t
s
Ks,v(Avf) dv.
Since for f ∈ D, (4) holds, At has a continuous extension (B, ‖·‖B) → A satisfying the same
property. We will show that this continuous extension A˜t coincides with At.
Fix g ∈ B and a time t. For each ε > 0, we can find a f ∈ D such that ‖f − g‖B < ε, so that
‖f − g‖ < ε,
‖Ks,tf −Ks,tg‖ < ε,
and ∥∥∥Ks,v(A˜vf)−Ks,v(A˜vg)∥∥∥ ≤ ∥∥∥A˜vf − A˜vg∥∥∥ < ε
for all s ≤ v ≤ t. Then ∥∥∥∥Ks,tg − g −
∫ t
s
Ks,v(A˜vg) dv
∥∥∥∥ < 2ε+ (t− s)ε.
So
(5) Ks,t(g) = g +
∫ t
s
Ks,v(A˜vg) dv
(in particular, the integral is well defined), and
Atg =
∂
∂t
∣∣∣∣
t=s
Ks,tg = A˜tg.
Finally, for part (c) we take B = D‖·‖A and ‖·‖B = ‖·‖A, and apply part (b). 
Remark 2. Under the assumptions of the preceding proposition, from equation (5) we also get
∂
∂s
∣∣∣∣
s=t
Ks,tg = −Asg,
AsKs,t(g) = −∂sKs,t(g),
which in turn implies
Ks,t(g) = g +
∫ t
s
AvKv,t(g) dv.
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Lemma 2. Let {X(t)} be a non-commutative Markov process, with transition operators {Ks,t} and
distributions {µt}. Let (A, ‖·‖) be either (C0(R), ‖·‖∞) or Lp(R, dx), and suppose that {Ks,t},
their generators {As}, and D ⊂ A satisfy the hypotheses of Proposition 1. Then for f ∈ D,
(6) f(X(t))−
∫ t
0
(Avf)(X(v)) dv
is a martingale. Conversely, suppose {Bs} is another family of operators strongly continuous on D
such that (6) is a martingale. Then for f ∈ D, Asf = Bsf in the restriction of A to supp(µs).
Proof. As shown in Proposition 1, under these assumptions, for f ∈ D
Ks,t(f) = f +
∫ t
s
Ks,v(Avf) dv.
It follows that
E
[
f(X(t))−
∫ t
0
(Avf)(X(v)) dv
∣∣∣∣ ≤ s
]
= (Ks,t(f))(X(s))−
∫ s
0
(Avf)(X(v)) dv −
∫ t
s
Ks,v(Avf)(X(s)) dv
= f(X(s))−
∫ s
0
(Avf)(X(v)) dv
and the process is a martingale.
Conversely, suppose that f(X(t)) − ∫ t
0
(Bvf)(X(s)) dv is a martingale. The last equality then
implies that
Ks,t(f)(X(s)) = f(X(s)) +
∫ t
s
Ks,v(Bvf)(X(s)) dv.
It follows that in C0(supp(µs)) or Lp(supp(µs), dx),
Ks,t(f) = f +
∫ t
s
Ks,v(Bvf) dv,
and therefore in this space
Bvf =
∂
∂t
∣∣∣∣
t=v
Kv,t(f) = Avf.

2.2. Cumulants. Let {µt} be a convolution semigroup with respect to some convolution operation
⋆. In all cases we will consider, µ0 = δ0, µt[x] = t ·µ[x], and {µt} is weakly continuous. Almost by
definition (see Property (K1’) in Section 3 of [HS11]), the cumulant functional of µ corresponding
to the convolution operation ⋆ is
(7) Cµ[f ] = ∂
∂t
∣∣∣∣
t=0
µt[f ].
This approach works for all the convolutions associated to natural types of independence (tensor,
free, Boolean, monotone), but also for other operations such as the q-convolution from [Ans01].
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Proposition 3. Assume that µ has finite moments of all orders. Then, at least on the space P of
polynomials,
(8) Cµ[f ] = αf ′(0) +
∫
R
f(y)− f(0)− yf ′(0)
y2
dρ(y)
for a finite measure ρ.
Proof. First note that Cµ[1] = 0 and Cµ[x] = µ[x] = α for some α. Since each µt is positive, it
follows that Cµ is a conditionally positive function on polynomials, so it has the canonical repre-
sentation Cµ[xn] = ρ[xn−2] for n ≥ 2, where ρ is a finite measure, the canonical measure of the
semigroup. We compute, for f(x) = xn
Cµ[x
n] = ρ[xn−2] = αf ′(0) + ρ
[
f(x)− f(0)− xf ′(0)
x2
]
= αf ′(0) + ρ
[
∂
∂x
∣∣∣∣
x=0
f(x)− f(y)
x− y
]
and this formula is also valid for f(x) = 1 and x. 
3. CLASSICAL LE´VY PROCESSES.
See Section 1.2 of [Ber96] (except for a small misprint) for the following results.
Theorem. Let {X(t)} be a Le´vy process corresponding to the convolution semigroup {µt}. Denote
ℓ(θ) = logE
[
eiθX
]
= log
∫
R
eiθx dµ(x)
the cumulant generating function of the process. Then the generator of the process is the pseudo-
differential operator ℓ(−i∂x) with dense domain{
f ∈ L2(R, dx) :
∫
R
|ℓ(θ)|2
∣∣∣fˆ(θ)∣∣∣2 dθ <∞} .
In other words, if the process has the Le´vy-Khintchine representation
ℓ(θ) = iαθ − 1
2
V θ2 +
∫
R\{0}
(eiyθ − 1− iyθ1|y|<1)Π(dy),
then
Af(x) = αf ′(x) +
1
2
V f ′′(x) +
∫
R
(
f(x+ y)− f(x)− 1|y|<1yf ′(x)
)
Π(dy).
If µ has mean α and finite variance, we also have the Kolmogorov representation,
ℓ(θ) = iαθ +
∫
R
(eiyθ − 1− iyθ)y−2 dρ(y),
where ρ is the canonical measure. In this case the generator is
(9) Af(x) = αf ′(x) +
∫
R
f(x+ y)− f(x)− yf ′(x)
y2
dρ(y).
If the process has (say) finite exponential moments, we have moveover
ℓ(θ) =
∞∑
n=1
1
n!
cn(iθ)
n,
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where {cn} are the cumulants [Shi96] of (the distribution of) the process. So the generator of the
process is
∞∑
n=1
1
n!
cn∂
n
x .
Note also that c1 = α and
cn =
∫
R
xn−2 dρ(x)
for n ≥ 2.
4. FREE LE´VY PROCESSES
4.1. Background. Let µ be a probability measure on R. Its Cauchy transform is the analytic
function Gµ : C+ → C− defined by
Gµ(z) =
∫
R
1
z − x dµ(x).
We will also denote Fµ(z) = 1Gµ(z) , so that Fµ : C
+ → C+.
Gµ is invertible in a Stolz angle near infinity, and Voiculescu’s R-transform is defined by
Rµ(z) = G
−1
µ (z)−
1
z
.
A free convolution µ1⊞ µ2 of two probability measures µ1, µ2 is characterized by the property that
G−1µ1⊞µ2(z) = G
−1
µ1 (z) +Rµ2(z).
µ is ⊞-infinitely divisible if and only it can be included as µ = µ1 in a free convolution semigroup
{µt : t ≥ 0}, µs ⊞ µt = µs+t. This is the case if and only if Rµ extends to an analytic function
Rµ : C
+ → C+ ∪ R. In this case, we have the free Le´vy-Khintchine representation (Theorem 5.10
of [BV93])
Rµ(z) = α +
∫
R
z + x
1− xz dν(x).
Moreover, if µ has finite variance, we also have the free Kolmogorov representation,
Rµ(z) = α+
∫
R
z
1− xz dρ(x).
Here α is the mean of µ, ρ is a finite measure, the free canonical measure for the semigroup {µt},
and (α, ρ) is the free canonical pair. For convenience, throughout most of the paper we will rescale
time so that the variance
(10) Var[µ = µ1] = 1
in which case ρ is a probability measure.
We will also encounter two other convolution operations, the monotone convolution ⊲ and the
Boolean convolution ⊎, determined by
Fµ1⊲µ2(z) = Fµ1(Fµ2(z))
and
Fµ1⊎µ2(z) = Fµ1(z) + Fµ2(z)− z.
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We will denote
dγt(x) =
1
2πt
√
4t− x21[−2√t,2√t](x) dx
the semicircular distributions, the analogs of the normal distributions in free probability. They form
a free convolution semigroup with the free canonical pair (0, δ0).
Remark 3. If ν is a probability measure, there exists a probability measure µ = Φt[ν] with mean
zero and variance t such that
FΦt[ν](z) = z − tGν(z).
In particular, for the map Φ = Φ1, see [BN09] and Proposition 2.2 of [Maa92], and
Φt[ν] = Φ[ν]
⊎t.
Conversely, if µ is a probability measure with mean α and variance β > 0, there exists a probability
measure ν = J [µ] such that
(11) Fµ(z) = z − α− βGJ [µ](z).
Note that J ◦ Φt = Id, while Φt[J [µ]] = µ if µ has mean zero and variance t. If ν has finite
moments of all orders, its Cauchy transform has a continued fraction expansion
Gµ(z) =
1
z − α0 −
β1
z − α1 −
β2
z − α2 −
β3
z − . . .
.
Here β0 = 1, α0 is the mean of µ, β1 is the variance of µ, and in general {αn, βn} are its Jacobi
parameters. Then for ν = Φt[µ],
Gν(z) =
1
z − t
z − α0 −
β1
z − α1 −
β2
z − α2 −
β3
z − . . .
,
while J is the inverse map, namely coefficient stripping [DKS10]. Note that there are also related
maps which involve finite rather than only probability measures, but because of the normaliza-
tion (10), we will not need to consider them.
4.2. Transition operators. The following is a reformulation of Theorem 3.1 of [Bia98].
Theorem. Let X and Y be freely independent. Then the transition operator K defined via
E [f(X + Y )|X ] = (Kf)(X)
is a map on C0(R) (which extends to a map on L∞(R, dx)) such that for any z ∈ C \R
K
[
1
z − x
]
=
1
F (z)− x =
1
Fν(z)− x.
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Here F (z) = Fν(z) for some probability measure ν, and F is uniquely determined by
GX+Y (z) = GX(F (z)).
Proposition 4. For processes with freely independent increments, the transition operators K have
the form
K[f ](x) =
∫
R
f(y) d(δx ⊲ ν)(y).
For the free Le´vy processes of the second kind, for Kt we have νt = µt. For the free Le´vy processes
of the first kind, for Ks,t, νs,t is determined by
Gµt(z) = Gµs(Fνs,t(z)).
In other words, ν = νs,t = µt−s ⊢µs, the subordination distribution, see [Len07, Nic09].
Proof. According to Theorem 3.1 of [Bia98],
K
[
1
z − x
]
=
1
F (z)− x =
1
Fν(z)− x =
1
Fδx⊲ν(z)
= Gδx⊲ν(z) =
∫
R
1
z − y d(δx ⊲ ν)(y),
and, still according to [Bia98], this property entirely determines K. For FL2, Fs,t = Ft−s and
Fµt = Fµs ◦ Ft−s, so for s = 0,
Fµt = Fδ0 ◦ Ft = Ft = Fνt.
For FL1, νs,t = µt−s ⊢µs by definition. 
Remark 4. Note that
K(x, dy) = (δx ⊲ ν)(y) = (δx ⊎ ν)(y) = (ν ⊎ δx)(y).
In fact, measures δx ⊲ ν are well-known in classical spectral theory. Indeed, if X is an operator
with cyclic vector ξ and corresponding distribution ν, then δx ⊲ ν is the distribution with respect
to ξ of the rank-one perturbation X − x 〈·, ξ〉 ξ. Finally, note that for the classical processes and
convolution, we can also write
K[f ](x) =
∫
R
f(y) dµ(y − x) =
∫
R
f(y) d(δx ∗ µ)(y)
Proposition 5. K is a contraction on each Lp(R, dx) for 1 ≤ p ≤ ∞.
Proof. For f ∈ L∞(R, dx),
‖K[f ]‖∞ = esssup
x∈R
∫
R
|f(y)| d(δx ⊲ ν)(y) ≤ esssup
x∈R
‖f‖∞ = ‖f‖∞ ,
so K is a contraction on L∞(R, dx). On the other hand, Alexandrov’s averaging theorem (Theo-
rem 11.8 from [Sim05]) states that for f ∈ L1(R, dx)∫
R
K[f ](x) dx =
∫
R
(∫
R
f(y) d(δx ⊲ ν)(y)
)
dx =
∫
R
f(x) dx,
so that ‖Kf‖1 = ‖f‖1 for f ≥ 0, and K is a contraction on L1(R, dx). For 1 < p < ∞, the result
now follows by Riesz-Thorin interpolation, see Section IX.4 from [RS75]. 
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Remark 5. Unless stated otherwise, we will work in the Banach space C0(R) of continuous func-
tions converging to zero at infinity, with the maximum norm. Also, again until stated otherwise, we
will denote
(12) D = Span
{
1
z1 − x −
1
z2 − x : z1, z2 ∈ C \ R
}
.
We will also denote by Cc(R) the compactly supported continuous functions, and by P the polyno-
mials.
For 1 ≤ p ≤ ∞, denote
‖f‖k,p =
k∑
i=0
∥∥f (i)∥∥
p
∼ ∥∥f (k)∥∥
p
+ ‖f‖p
the Sobolev norm. For p < ∞, denote by W k,p(R) the corresponding Sobolev space, while for
p = ∞ we will denote by W k,∞ the corresponding subspace of C0(R). Note that we will identify
the Lipschitz norm
sup
x 6=y
∣∣∣∣f(x)− f(y)x− y
∣∣∣∣
with ‖f ′‖∞, since a Lipschitz function is differentiable almost everywhere.
Finally, we abbreviate
W∞ = {f ∈ C0(R)|f ′′ ∈ C0(R)}
with norm ‖f‖∞ + ‖f ′′‖∞, and
W p = W∞ ∩W 1,p
with norm
(13) ‖f‖′ = ‖f‖∞ + ‖f ′′‖∞ + ‖f‖p + ‖f ′‖p .
The following argument is reminiscent of Section 2.3 from [LT09].
Lemma 6. D is dense inW p, 1 ≤ p ≤ ∞, Lp(R, dx), 1 ≤ p <∞, andC0(R), with their respective
norms.
Proof. We will prove that D is dense in W p; the other arguments are similar, and more standard.
Note that D ⊂ W p.
Step 1. By an elementary “cut-off plus smoothing” argument,
(14) Cc(R) ∩W p = Cc(R) ∩W∞
is dense in W p with respect to the norm (13). So it suffices to check that every element of this space
can be approximated by elements of D.
Step 2. For
Pε(x) =
1
π
ε
x2 + ε2
the Poisson kernel and f in the set (14), we know that
(15) (Pε ∗ f)′′ = Pε ∗ f ′′ = P ′′ε ∗ f.
Moreover, as ε→ 0+, (Pε ∗ f) → f and (Pε ∗ f)′′ → f ′′ uniformly, and so (since the support of f
is compact) also in norm (13).
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Step 3. For a fixed ε, if ∑ 1
π
ε
(x− ai) + ε2f(ai)∆i
is a Riemann sum for (Pε ∗ f), then by (15)∑ 1
π
(
ε
(x− ai) + ε2
)′′
f(ai)∆i
is a Riemann sum for (Pε ∗ f)′′. Since f is uniformly continuous, both sets of Riemann sums
converge uniformly, so Pε ∗ f is a limit of such Riemann sums in the norm (13).
It remains to note that
b
(x− a) + b2 =
1
2i
(
1
a + bi− x −
1
a− bi− x
)
∈ D. 
Proposition 7. For a free Le´vy process of the first kind, on each Lp(R, dx), 1 ≤ p < ∞ and on
(C0(R), ‖·‖∞), Ks,t is strongly continuous in s, t.
Proof. Since D is dense in Lp(R, dx) and Ks,t is a contraction on it, it suffices to prove continuity
for f ∈ D. Indeed,∣∣∣∣Ks′,t′
[
1
z − x
]
−Ks,t
[
1
z − x
]∣∣∣∣ =
∣∣∣∣ Fs′,t′(z)− Fs,t(z)(Fs′,t′(z)− x)(Fs,t(z)− x)
∣∣∣∣ .
It remains to note that for a fixed z, (Fs′,t′(z) − Fs,t(z)) → 0 as s′ → s, t′ → t, and that for any
z, w 6∈ R,
(16)
∥∥∥∥ 1(z − x)(w − x)
∥∥∥∥
p
≤
∥∥∥∥ 1z − x
∥∥∥∥
2p
∥∥∥∥ 1w − x
∥∥∥∥
2p
≤ C 1
(|ℑz| |ℑw|)(1−p−1)/2
for all p ≥ 1. 
4.3. Free Le´vy processes of the first kind.
Lemma 8. Let {µt} be a free convolution semigroup, where µ = µ1 has mean α and variance 1.
Then
Rµ(Gµt(z)) = α +Gνt(z),
where νt = J [µt].
Proof. By definition (11),
Gνt(z) =
1
t
(
z − αt− 1
Gµt(z)
)
=
1
t
(
z − 1
Gµt(z)
)
− α.
One the other hand, by definition of the R-transform
G−1µt (z) =
1
z
+ tRµ(z),
so
Rµ(z) =
1
t
(
G−1µt (z)−
1
z
)
.
Putting these together, it follows that
α +Gνt(z) = Rµ(Gµt(z))
GENERATORS OF SOME NON-COMMUTATIVE STOCHASTIC PROCESSES 13
on a domain, and hence, by analytic continuation, on C+. 
Remark 6. In [BN08], Belinschi and Nica defined a family of transformations
Bt[ν] =
(
ν⊞(1+t)
)⊎ 1
1+t .
They showed that these transformations form a semigroup under composition, and B1 = B is the
Boolean-to-free Bercovici-Pata bijection, defined via
z − Fν(z) = zRB[ν](1/z).
The domain of B consists of all probability measures, while its image are all the freely infinitely
divisible measures. Moreover, they proved the following evolution equation:
Φ[ρ⊞ γt] = Bt[Φ[ρ]].
We found this equation quite mysterious. We now re-interpret it as follows: a single coefficient
stripping, applied to a free convolution semigroup (with finite variance), produces a semicircular
evolution started at the free canonical measure of the semigroup.
Proposition 9. Let ρ be a probability measure on R. Then
µt = Φt[ρ⊞ γt]
is a free convolution semigroup with mean zero and finite variance, such that ρ is the corresponding
free canonical measure. Moreover, each such free convolution semigroup with Var[µ1] = 1 arises
in this way. In particular, for any such free convolution semigroup,
J [µt] = ρ⊞ γt.
Proof. We compute
µt = Φ[ρ⊞ γt]
⊎t = Bt[Φ[ρ]]⊎t = Bt−1[B[Φ[ρ]]]⊎t = B[Φ[ρ]]⊞t,
so {µt} form a free convolution semigroup, with µ = µ1 = B[Φ[ρ]]. Also,
J [µt] = J [Φt[ρ⊞ γt]] = ρ⊞ γt.
If Rµ is the R-transform corresponding to {µt}, then
Gρ⊞γt(z) = GJ [µt](z) = Rµ(Gµt(z))
by the Lemma 8. In particular, since µ0 = δ0 and Gµ0(z) = 1z ,
Gρ(z) = Rµ(1/z) =
∫
R
1
z − x dρ(x),
so ρ is the free canonical measure for {µt}. Finally, such a representation holds precisely for any
free convolution semigroup with mean zero and Var[µ1] = 1. 
Corollary 10. For {µt} a free convolution semigroup satisfying (10), with free canonical pair
(α, ρ),
Rµ(Gµs(z)) = α +Gρ⊞γs(z).
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Definition 2. For a finite measure ν, we denote by Lν the operator
Lν [f ] =
∫
R
f(x)− f(y)
x− y dν(x) = (I ⊗ ν)(∂f),
where ∂ is the difference quotient operator. Such operators were studied in [Ans11a], but also in
other sources, for example [LT09].
Lemma 11. For ρ, {µt} as in the preceding corollary,
(α∂x + ∂xLρ⊞γs)
1
z − x = Rµ(Gµs(z))
1
(z − x)2
and (for each fixed z ∈ C \ R) this is a continuous function of s into Lp(R, dx).
Proof. Using the preceding corollary,
(α∂x + ∂xLρ⊞γs)
1
z − x = α
1
(z − x)2 +
1
(z − x)2Gρ⊞γs(z) = Rµ(Gµs(z))
1
(z − x)2 .
Continuity follows from equation (16). 
Proposition 12. Let At be a generator of a free Le´vy process corresponding to the free convolution
semigroup {µt} with free canonical pair (α, ρ). Then for D from equation (12), D ⊂ D(At), and
on this domain
(17) Atf(x) = α∂xf(x) +
∫
R
∂x
f(x)− f(y)
x− y d(ρ⊞ γt)(y),
which we will abbreviate as
(18) At = α∂x + ∂xLρ⊞γt .
Proof. For any free convolution semigroup {µt}, the following evolution equation holds:
(19) ∂tGµt(z) = −Rµ(Gµt(z)) G′µt(z),
see equation (3.18) in [VDN92]. Also according to Theorem 3.1 of [Bia98], the transition operators
of a free Le´vy process (of the first kind) have the property that
Ks,t
[
1
z − x
]
=
1
Fs,t − x,
where
Gµt(z) = Gµs(Fs,t(z)).
This implies that
∂tFs,t(z) =
∂tGµt(z)
G′µs(Fs,t(z))
= −G
′
µt(z)R(Gµt(z))
G′µs(Fs,t(z))
.
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So using Lemma 11, we compute∣∣∣∣1h
(
Ks,s+h 1
z − x −
1
z − x
)
− (α∂x + ∂xLρ⊞γs)
1
z − x
∣∣∣∣
=
∣∣∣∣1h
(
1
Fs,s+h(z)− x −
1
z − x
)
− 1
(z − x)2Rµ(Gµs(z))
∣∣∣∣
=
∣∣∣∣−1h Fs,s+h(z)− Fs,s(z)(Fs,s+h(z)− x)(z − x) − 1(z − x)2Rµ(Gµs(z))
∣∣∣∣
=
∣∣∣∣
(
1
h
∫ h
0
G′µs+u(z)
G′µs(Fs,s+u(z))
Rµ(Gµs+u(z))
(Fs,s+h(z)− x) du−
Rµ(Gµs(z))
(z − x)
)
1
z − x
∣∣∣∣
=
∣∣∣∣
(
1
h
∫ h
0
G′µs+u(z)
G′µs(Fs,s+u(z))
Rµ(Gµs+u(z))
Rµ(Gµs(z))
du
)
1
(Fs,s+h(z)− x) −
1
(z − x)
∣∣∣∣
∣∣∣∣Rµ(Gµs(z))z − x
∣∣∣∣ .
Now using equation (16) and G
′
µs+u
(z)
G′µs (Fs,s+u(z))
Rµ(Gµs+u (z))
Rµ(Gµs (z))
→ 1 as u → 0, the difference above con-
verges to zero in Lp(R, dx), 1 ≤ p ≤ ∞. The result follows. 
The appearance of the semicircular distributions in the generator formula above is explained by the
following theorem.
Theorem 13. Let {Xt : t ≥ 0} be a centered free Le´vy process of the first kind with finite variance,
normalized so that Var[X1] = 1. Let ρ be the canonical measure for the corresponding free con-
volution semigroup {µt}. Finally, let {Yt : t ≥ 0} be the free Brownian motion started at Y0 with
distribution ρ. Then the transition operators of the processes {Xt} and {Yt} coincide.
Proof. It suffices to check the equality of transition operators onD, in other words we need to verify
the equality of analytic functions Fs,t. We check that indeed,
G−1µs ◦Gµt(z) =
(
G−1µt − (t− s)Rµ
)
◦Gµt(z) = z − (t− s)Rµ ◦Gµt(z)
= z − (t− s)Gρ⊞γt(z) =
(
G−1ρ⊞γt − (t− s)z
)
◦Gρ⊞γt(z) = G−1ρ⊞γs ◦Gρ⊞γt(z).

Remark 7. For readers familiar with the properties of the subordination distribution, we provide
an alternative proof, see [Nic09] for the results used. We compute
µt−s ⊢µs = (µ ⊢µs)⊞(t−s) = (µ⊞(1/s)s ⊢µs)⊞(t−s) = B[µs]⊞(1/s)(t−s) = B
[(
µ⊞s
)⊎(1/s)]⊞(t−s)
= (B ◦ Bs−1[µ])⊞(t−s) = (Bs ◦ B[Φ[ρ]])⊞(t−s) = (B ◦ Bs[Φ[ρ]])⊞(t−s)
= B[Φ[ρ ⊞ γs]]
⊞(t−s) =
(
γ ⊢ (ρ⊞ γs)
)⊞(t−s)
= γt−s ⊢ (ρ⊞ γs).
Note also that the preceding theorem is false for a process with non-zero mean; indeed, the generator
of a free Brownian motion with drift is not (18) but rather α∂x + ∂xLρ⊞γt⊞δαt .
Proposition 14. Let ν be a finite measure. Then
‖∂xLνf‖∞ ≤ ν(R) ‖f ′′‖∞ .
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and for 1 ≤ p <∞,
‖∂xLνf‖1 ≤ Cpν(R)(‖f ′′‖∞ + ‖f ′‖p).
It follows that ∂xLν is a bounded operator W∞ → C0(R) and W p → Lp(R, dx).
Proof. By Taylor’s theorem,∣∣∣∣∂xf(x)− f(y)x− y
∣∣∣∣ =
∣∣∣∣f(y)− f(x)− (y − x)f ′(x)(y − x)2
∣∣∣∣
=
∣∣∣∣ 1(y − x)2
∫ y
x
(y − u)f ′′(u) du
∣∣∣∣ ≤ sup
x≤u≤y
∣∣∣∣y − uy − xf ′′(u)
∣∣∣∣ ≤ ‖f ′′‖∞ .
So
(20) ‖∂xLνf‖∞ ≤ ν(R) ‖f ′′‖∞ .
Since ∂xLν(D) ⊂ C0(R), D is dense in W∞, and C0(R) is closed, it follows that in fact
∂xLν(W
∞) ⊂ C0(R).
Next, (20) implies that for p > 1 and q the dual exponent,
‖∂xLνf‖1 =
∫
R
∫
[y−a,y+a]
∣∣∣∣∂xf(x)− f(y)x− y
∣∣∣∣ dx dν(y)
+
∫
R
∫
[y−a,y+a]c
∣∣∣∣ f ′(x)x− y − f(x)− f(y)(x− y)2
∣∣∣∣ dx dν(y)
≤
∫
R
2a ‖f ′′‖∞ dν(y) +
∫
R
‖f ′‖p
(∫
[y−a,y+a]c
1
(x− y)q dx
)1/q
dν(y)
+
∫
R
∫
[y−a,y+a]c
1
(x− y)2
(∫ x
y
du
)1/q (|f ′(u)|p du)1/p dx dν(y)
≤ 2aν(R) ‖f ′′‖∞ +
(2(p− 1))1/q
a1/p
ν(R) ‖f ′‖p +
2p
a1/p
ν(R) ‖f ′‖p
So
‖∂xLνf‖1 ≤ Cpν(R)
(
‖f ′′‖∞ + ‖f ′‖p
)
.
A similar argument works for p = 1. The final result follows by interpolation. 
Theorem 15. Let ρ be a probability measure, α ∈ R, {µt} the free convolution semigroup with the
free canonical pair (α, ρ), {X(t)} the corresponding free Le´vy process, and {At} its generators.
Then on C0(R), (At,W∞) equals
At = α∂x + ∂xLρ⊞γt .
and on Lp(R, dx), (At,W p) is given by the same formula.
Proof. Use the estimates in Proposition 14, and Lemma 6, and apply Proposition 1 withA = C0(R),
B = W∞, respectively, A = Lp(R, dx), B = W p, to show that these sets are in the domain of the
generators. Since the same estimate shows that α∂x+∂xLρ⊞γt continuously extends to B, the result
follows. 
GENERATORS OF SOME NON-COMMUTATIVE STOCHASTIC PROCESSES 17
Example 1. A free Meixner distribution µ⊞tb,c is the probability measure with Jacobi parameters
α0 = 0, αn = b, β1 = t, βn = t+ c.
For c ≥ 0, these distributions form a free convolution semigroup with respect to the parameter t.
Clearly the corresponding νt = J [µ⊞tb,c] = δb ⊞ γt+c are the semicircular distributions with mean b
and variance (t+ c); thus we recover a weaker version of the result of [Bry10]. On the other hand,
for µ = µb,c we also have
Rµ(z) = z
(
1 + bRµ(z) + c(Rµ(z))
2
)
,
which implies that
Rµ(z) =
∫
R
z
1− zx dρ(x)
for ρ = δb ⊞ γc semicircular with mean b and variance c. So the free canonical measure in this case
is also semicircular. The reason for this coincidence is that, as pointed out in Proposition 9,
νt = ρ⊞ γt = (δb ⊞ γc)⊞ γt = δb ⊞ γt+c.
In the particular case b = c = 0, we have µt = νt = γt (and ρ = δ0). The corresponding process is
the free Brownian motion, whose generator ∂xLγt was found at the end of Section 4 in [BS98], see
also Example 4.9 in [BKS97].
Example 2 (Generator of the Cauchy process). The mean of the Cauchy distribution is unde-
fined. Nevertheless, we can still compute the generator of the free Cauchy process, because the
Cauchy distributions form both a free and a usual convolution semigroup. Indeed, the Fourier
transform of the standard Cauchy distribution is e−|x|, so the generator of the corresponding process
is − |−i∂x| = − |∂x|. Note that |x| = sgn(x)x and
F(Hf)(x) = −i sgn(x)F(f)(x),
where F is the Fourier transform and H is the Hilbert transform. We conclude that the generator is
Af(x) = −i∂x(Hf)(x).
This is consistent with the relation Rµ(z) = −i and
∂tGµt(z) = −iG′µt(z).
Remark 8. The generator of a classical process is a pseudo-differential operator. The generator of
the free process can be given a similar interpretation. Indeed, note first that
Lδ0f(x) =
f(x)− f(0)
x
.
This operator is the crucial object in [Ans09]; note also that ∂xLδ0 is the generator, but only at time
zero, of the free Brownian motion. Suppose now that all the moments mn(ν) of ν are finite, and let
Mν(z) =
∞∑
n=0
mn(ν)z
n
be its moment generating function. Then, at least for polynomial f ,
Lνf = Mν(Lδ0)Lδ0f.
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Indeed, for f(x) = xn,
Mν(Lδ0)Lδ0f(x) =
n∑
k=0
mk(ν)L
k+1
δ0
xn =
n−1∑
k=0
mk(ν)x
n−k−1 =
∫
R
xn − yn
x− y dν(y) = Lνf(x).
By writing Lν = Gν(L−1δ0 ), we can interpret it as a pseudo-differential-type operator even if the
moments of ν are not finite.
Remark 9. Suppose µ is compactly supported. In particular, we can expand
Rµ(z) =
∞∑
n=1
rnz
k−1,
where {rn} are the free cumulants of µ. Then it follows from Proposition 12, Lemma 8, and the
preceding remark that the generator of the corresponding process is
As = α∂x + ∂xLρ⊞γs = ∂x
(
α +Gρ⊞γs(L
−1
δ0
)
)
= ∂xRµ(Gµs(L
−1
δ0
)) = ∂xRµ(Lµs) =
∞∑
n=1
rn∂xL
n−1
µs .
(21)
On the other hand, by Lemmas 2 and 3 of [Ans02], in this case the higher diagonal measures
∆n(t) =
∫ t
0
(dX(s))n
are defined, and E [∆n(t)] = rnt. Moreover, by Corollary 12 of the same paper, for polynomial f
f(X(t)) =
∞∑
n=1
∫ t
0
(I ⊗ E⊗ . . .⊗ E⊗ I) [(∂nf)(X(s), . . . , X(s))] ♯ d∆n(s),
where ∂n is defined recursively by
∂n = (I ⊗ . . .⊗ I ⊗ ∂)∂n−1
(this notation differs by a factor of n! from [Ans02]), and∫ t
0
(A(x)⊗B(s))♯ dX(s) =
∫ t
0
A(x) dX(s)B(s).
In other words,
f(X(t)) =
∞∑
n=1
∫ t
0
(∂Ln−1µs f)(X(s))♯ d∆n(s).
It follows that for the generator (21), the martingale from Lemma 2 can be written explicitly as
f(X(t))−
∫ t
0
(Asf)(X(s)) ds
=
∞∑
n=1
∫ t
0
(∂Ln−1µs f)(X(s))♯ d∆n(s)−
∞∑
n=1
∫ t
0
rn(∂xL
n−1
µs f)(X(s)) ds
=
∞∑
n=1
∫ t
0
(∂Ln−1µs f)(X(s)) ♯ d(∆n(s)− rns).
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It would be interesting to find such a representation for more general µ.
Remark 10. A matricial interpolation between classical and free Le´vy processes was constructed
in [CD05], where the generator of such a matricial process is also computed.
4.4. Free Le´vy processes of the second kind. The semigroup {Kt} of transition operators corre-
sponding to a free Le´vy process of the second kind is characterized by
Kt
[
1
z − x
]
=
1
Fµt(z)− x
,
and {Fµt} form a semigroup with respect to composition.
The transition operators for a monotone Le´vy process corresponding to the family {µt} are exactly
the same, and in fact {µt} form a monotone convolution semigroup, see Corollary 5.3 of [Fra09].
According to Theorem 5.1 of [FM05], at least for the compactly supported case, on bounded con-
tinuous functions
Ktf(x) =
∫
R
f(y) d(δx ⊲ µt)(y).
Since {Kt} form a semigroup, we only need to compute the generator A at zero. By Proposition 5.1
of [FM05], the generator is
(22) Af(x) = α∂xf(x) +
∫
R
∂x
f(x)− f(y)
x− y dρ(y),
where
− ∂
∂t
∣∣∣∣
t=0
Fµt(z) = z
2 ∂
∂t
∣∣∣∣
t=0
Gµt(z) = α +
∫
R
1
z − x dρ(x),
so that (α, ρ) is the monotone canonical pair (note our choice of signs is the opposite of [FM05]).
As pointed out in Theorem 4.5 of [Bia98], only certain ρ correspond to processes with free incre-
ments in this way (note that unlike Biane, we have assumed µ0 = δ0). We repeat Biane’s question
(Section 4.7): it would be interesting to have a more direct description of which ρ do so appear. In
particular, according to J.C. Wang, a centered FL2 process cannot have finite variance, and as of
this writing, no non-trivial examples of FL2 processes are known.
Remark 11. Let {X(t)} be a process whose increments are stationary and independent in a certain
sense, {Ks,t} the corresponding transition operators, and {µt, ⋆} be the corresponding convolution
semigroup. Since µ0 = δ0, we observe that
µt[f ] = E [f(X(t))] = E [(K0,tf)(X(0))] = µ0[K0,tf ] = (K0,tf)(0).
Therefore the corresponding cumulant functional (7) is
Cµ[f ] =
∂
∂t
∣∣∣∣
t=0
µt[f ] = (A0f)(0).
We note that indeed, if we set t = 0 and x = 0 in formulas (9), (17) and (22), in all three cases
we get formula (8). Note that in these three cases, ρ is interpreted as the classical, free, and mono-
tone canonical measure, respectively. In particular, in all three cases, the cumulant functionals are
defined at least on the domain of the corresponding generators. On the other hand, for t > 0
Lt[f ] = ∂tµt[f ] = (K0,tAtf)(0) = µt[Atf ]
will depend on the type of semigroup considered.
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4.5. Semigroups for generators of the free Le´vy processes of the first kind. We noted before
that for a Le´vy process of the first kind, (At,D(At)) is closable. We now show explicitly that its
closure generates a contraction semigroup.
Let α ∈ R, and ρ be a probability measure. For each s ≥ 0, denote
{
F
(s)
t : t ≥ 0
}
the solution of
−∂tF (s)t (z) = α +Gρ⊞γs(F (s)t (z))
which, by Theorem 4.5 of [Bia98], exists and moreover satisfies
F
(s)
t (z) = Fτ (s)t
(z)
for a probability measure τ (s)t . In fact F
(s)
t1 ◦ F (s)t2 = F (s)t1+t2 , and the corresponding measures form a
monotone convolution semigroup. Denote now
L(s)t f(x) =
∫
R
f(y)d(δx ⊲ τ
(s)
t )(y).
At least in the compactly supported case, as noted above, these are transition operators for the cor-
responding process with monotone independent increments, but will not use this property directly.
Instead, we note the following.
Theorem 16. Let
{
L(s)t
}
be as above, and {Ks,t}, {At} be as in Theorem 15.
(a) For each s, the operators
{
L(s)t
}
form a strongly continuous semigroup of contractions on
C0(R) and Lp(R, dx).
(b) The generator Bs of this semigroup is a closed operator for which D is a core.
(c) For f ∈ D, Bsf = Asf = (α∂x + ∂xLρ⊞γs)f .
(d) On C0(R) and Lp(R, dx).
(23) lim
n→∞
(Ks,s+t/n)n = L(s)t
strongly.
(e) Bs = As, and D is a core for As.
Proof. The proofs are very similar to the results for Ks,t, and are mostly omitted. For part (a), see
Propositions 5 and 7. For the semigroup property, we compute
L(s)t1 L(s)t2 f(x) =
∫
R
(∫
R
f(z)d(δy ⊲ τ
(s)
t2 )(z)
)
d(δx ⊲ τ
(s)
t1 )(y)
=
∫
R
f(z)d((δx ⊲ τ
(s)
t1 ) ⊲ τ
(s)
t2 )(z)
=
∫
R
f(z)d(δx ⊲ τ
(s)
t1+t2)(z) = L(s)t1+t2f(x),
since ⊲ is associative and distributive in the first variable.
The generator of a strongly continuous semigroup is closed. D is dense and invariant under all L(s)t ,
so by Theorem X.49 of [RS75] it is a core for Bs. The proof of part (c) is similar to Proposition 12.
Part (d) follows from Chernoff Product Formula, Theorem III.5.2 of [EN00], applied to (As,D) =
(Bs,D) (the density of the range condition is satisfied since Bs generates a contraction semigroup).
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Finally, for part (e), we apply Chernoff Product Formula to (As,D(As)). The density of the range
condition holds since it was already satisfied for Bs on D. The theorem implies that As generates
precisely the same semigroup (23). Therefore As = Bs. 
Remark 12. A alternative general approach to the non-autonomous Cauchy problem is via evolu-
tion semigroups, see Section VI.9(b) of [EN00]. We briefly describe this approach in our case. Let
f ∈ C0(R2), and denote ft(x) = f(t, x). Then operators
(Ttf)(s, x) = (Ks,s+tfs+t)(x)
form a contraction semigroup with respect to ‖·‖∞. Its generator is a closed, dissipative operator.
At least formally, it is related to the generators of the family {Ks,t} by
(Af)(t, x) = Atft(x) + ∂tft(x).
We also note that Af = 0 if f is fixed by Tt, in other words if
Ks,s+tfs+t = fs.
This is precisely the condition for ft(Xt) to be a martingale.
4.6. Further remarks on the properties of Lν and ∂xLν .
Proposition 17. Let µ be a probability measure with mean α and variance β. Denote ν = J [µ].
Then Lµ is a multiple of a unitary operator{
f ∈ L2(µ) : µ[f ] = 0}→ L2(ν),
with inverse x− α− βLν .
Note that if polynomials are dense in L2(µ), this result follows from the proof of Proposition 10 in
[Ans11a], and the statement about the inverse from that proposition and Corollary 11.
Proof. First we show that
D˜ = Span
{
1
z − x : z ∈ C \ R
}
is dense in L2(µ). Indeed, if f ∈ D˜⊥, then〈
f,
1
z¯ − x
〉
µ
=
∫
R
f(x)
z − x dµ(x) = Gfµ(z) = 0
for all z ∈ C \ R. By Stieltjes inversion, it follows that f = 0 µ-a.e.
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By density of D˜, it suffices to show that for resolvents,〈
1
z − x −Gµ(z),
1
w − x −Gµ(w)
〉
µ
= µ
[
1
z − x
1
w − x
]
−Gµ(z)Gµ(w)
=
1
z − w (Gµ(w)−Gµ(z))−Gµ(z)Gµ(w)
=
Gµ(z)Gµ(w)
w − z ((z − Fµ(z))− (w − Fµ(w)))
=
Gµ(z)Gµ(w)
w − z (βGν(z)− βGν(w))
= β
〈
1
z − xGµ(z),
1
w − xGµ(w)
〉
ν
= β
〈
Lµ
[
1
z − x
]
, Lµ
[
1
w − x
]〉
ν
.
independently of α. Also
(x− α− βLν) ◦ Lµ
[
1
z − x
]
= (−(z − x) + z − α− βGν(z)) 1
z − xGµ(z) = −Gµ(z) +
1
z − x.
and the proof of the opposite equality is similar. 
We noted in Proposition 1 combined with Theorem 15 that a generator of the transition operator
family for a free Le´vy process is dissipative, and that on W p, it coincides with α∂x + ∂xLν . We
now give a more explicit proof of this result for p = 2, which may be of interest in itself.
Proposition 18. Let ν be a finite measure, and denote A = α∂x + ∂xLν and
D(f, g¯) =
∫
R
(∂f)(x, y)(∂g)(x, y) dν(y).
Then D is well-defined for f, g ∈ W 1,∞ ∩W 1,2, while for f, g ∈ W 2
D(f, g¯) = A(fg)− fA(g)− A(f)g
for all α, so that D is the carre´ du champ operator corresponding to A. It follows that for such f ,
ℜ 〈Af, f〉 ≤ 0,
so α∂x + ∂xLν on W
2 is L2-dissipative.
Proof. We compute∫
R
D(f, f) dx =
∫∫
R2
∣∣∣∣f(x)− f(y)x− y
∣∣∣∣2 dν(y) dx
=
∫
R
∫
[y−a,y+a]
∣∣∣∣f(x)− f(y)x− y
∣∣∣∣2 dx dν(y) +
∫
R
∫
[y−a,y+a]c
∣∣∣∣f(x)− f(y)x− y
∣∣∣∣2 dx dν(y)
≤
∫
R
2a ‖f ′‖2∞ dν(y) +
∫
R
∫
[y−a,y+a]c
1
(x− y)2
∣∣∣∣
∫ x
y
f ′(u) du
∣∣∣∣2 dx dν(y)
≤ 2a ‖f ′‖2∞ ν(R) + ‖f ′‖21
∫
R
2
a
dν(y) = 2ν(R)
(
a ‖f ′‖2∞ +
1
a
‖f ′‖21
)
.
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For a = 1, we get
‖D(f, f)‖1 ≤ 2ν(R)
(
‖f‖1,∞ + ‖f‖1,1
)2
.
By polarization, D(f, g) is well defined for f, g ∈ W 1,∞ ∩W 1,1.
Next, we compute
(A(fg)− fA(g)− A(f)g) (x) =
∫
R
[
f ′(x)g(x)− f(x)g′(x)
x− y −
f(x)g(x)− f(y)g(y)
(x− y)2
]
dν(y)
−
∫
R
[
f ′(x)g(x)
x− y −
f(x)− f(y)
(x− y)2 g(x)
]
dν(y)
−
∫
R
[
f(x)g′(x)
x− y − f(x)
g(x)− g(y)
(x− y)2
]
dν(y)
+ α((fg)′ − fg′ − f ′g)(x)
=
∫
R
f(x)− f(y)
x− y
g(x)− g(y)
x− y dν(y).
Moreover,
|Lν(f)(x)| =
∫
[x−a,x+a]
1
|x− y|
∣∣∣∣
∫ x
y
f ′(u) du
∣∣∣∣ dν(y) +
∫
[x−a,x+a]c
1
|x− y|
∣∣∣∣
∫ x
y
f ′(u) du
∣∣∣∣ dν(y)
≤ ‖f ′‖∞ ν([x− a, x+ a])
+
∫
[x−a,x+a]c
1
|x− y|
(∫ x
y
du
)1/2 ∣∣∣∣
∫ x
y
|f ′(u)|2 du
∣∣∣∣1/2 dν(y)
≤ ‖f ′‖∞ ν([x− a, x+ a]) +
1√
a
ν(R) ‖f ′‖2 .
So for a = 1/ε2,
lim sup
x→∞
|Lν(f)(x)| ≤ εν(R) ‖f ′‖2
as long as ‖f ′‖∞ <∞. Thus for f ∈ W 1,∞ ∩W 1,2,
(24) lim sup
x→∞
|Lν(f)(x)| = 0.
Therefore for f ∈ W 2,
2ℜ 〈Af, f〉 = 〈Af, f〉+ 〈f, Af〉 =
∫ ∞
−∞
[
A(|f |2)(x)−D(f, f¯)(x)] dx
=
∫ ∞
−∞
[
∂x
(
Lν(|f |2)(x) + αf(x)
)
−D(f, f¯)(x)
]
dx
= −
∫∫
R2
∣∣∣∣f(x)− f(y)x− y
∣∣∣∣2 dν(y) dx < 0.
(25)

Note that the Dirichlet form from [Bia03] is D(f, g) = ∫
R
D(f, g)(x) dν(x), which is not the same
as the right-hand-side in equation (25).
Proposition 19. α∂x + ∂xLν is C0-dissipative on W∞.
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Proof. For f ∈ C0(R) such that |f(x0)| = maxx∈R |f(x)|, a normalized tangent functional is
ϕf(g) = f(x0)δx0 . Then for f ∈ W∞,
ℜϕf [α∂xf + ∂xLνf ] = ℜδx0
[
αf(x0)f
′(x) + f(x0)
∫
R
(
f ′(x)
x− y −
f(x)− f(y)
(x− y)2
)
dν(y)
]
= −ℜ
(
f(x0)
∫
R
f(x0)− f(y)
(x0 − y)2
)
dν(y)
= −
∫
R
|f(x0)|2 −ℜ(f(x0)f(y))
(x0 − y)2 dν(y) ≤ 0.
since
2ℜ(f(x0)f ′(x0)) = (ff)′(x0) = (|f |2)′(x0) = 0.

5. THE q-BROWNIAN MOTION
Let q ∈ (−1, 1). The q-Brownian motion {X(t) : t ≥ 0} is a non-commutative stochastic process
constructed in [BS91]. The distribution of each X(t) is a very classical q-Gaussian distribution
dγt;q(y) =
√
1− q
π
√
t
sin(θ)(q; q)∞
∣∣(qe2iθ; q)∞∣∣2 dy
= (q; q)∞
∣∣(qe2iθ; q)∞∣∣2 dγt(√1− q y)
(26)
supported on the interval [
− 2
√
t√
1− q ,
2
√
t√
1− q
]
.
Here we have used the change of variable (27) and the q-Pochhammer symbol
(a1, . . . , ak; q)∞ =
k∏
j=1
∞∏
i=0
(1− ajqi).
According to Corollary 3.10 of [BKS97], the q-Brownian motion is a Markov process, and more-
over the q-Hermite polynomials are martingale polynomials with respect to it. Here the (Rogers)
continuous q-Hermite polynomials
Hn(y, t; q) = t
n/2Hn(x/
√
t; q)
are the monic orthogonal polynomials with respect to the measure (26),∫
R
Hn(y, t; q)Hk(y, t; q) dγt;q(y) = δn=k[n]q!t
n.
They also satisfy the three-term recursion relation
yHn(y, t; q) = Hn+1(y, t; q) + [n]qtHn−1(y, t; q),
where [n]q = 1 + q + . . .+ qn−1.
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Lemma 20. The transition operators
Ks,t;qf(x) =
∫
R
f(y)Ks,t;q(x, dy)
of the q-Brownian motion are
Ks,t;q(x, dy) =
√
1− q
π
√
t
(q; q)∞ sin(θ)
∣∣(qe2iθ; q)∞∣∣2 (s/t; q)∞∣∣∣(√s/tei(ϕ+θ),√s/tei(ϕ−θ); q)∞∣∣∣2dy,
= (q; q)∞
∣∣(qe2iθ; q)∞∣∣2 (s/t; q)∞∣∣∣(√s/tei(ϕ+θ),√s/tei(ϕ−θ); q)∞∣∣∣2dγt(
√
1− q y),
where
(27) x = 2
√
s√
1− q cos(ϕ), y =
2
√
t√
1− q cos(θ), ϕ, θ ∈ [0, π].
Proof. Using the martingale property
(28) (Ks,t;qHn(y, t; q))(x) = Hn(x, s; q)
and the orthogonality and density of q-Hermite polynomials,
Ks,t;q(x, dy) =
∞∑
n=0
1
[n]q!tn
Hn(x, s; q)Hn(y, t; q) dγt;q(y)
=
∞∑
n=0
(s/t)n/2
[n]q!
Hn(x/
√
s; q)Hn(y/
√
t; q) dγt;q(y).
The result now follows from the q-Mehler formula
(29)
∞∑
n=0
rn
[n]q!
Hn(x; q)Hn(y; q) =
(r2; q)∞
|(rei(ϕ+θ), rei(ϕ−θ); q)∞|2
.
See Theorem 4.6 of [BKS97] for more details. 
Remark 13. According to [DM03], the Itoˆ product formula for the q-Brownian motion has the
form (∫ ∞
0
U(t)♯dX(t)
)(∫ ∞
0
V (t)♯dX(t)
)
=
∫ ∞
0
A(t)dX(t)
(
B(t)
∫ t
0
V (s)♯dX(s)
)
+
∫ ∞
0
(∫ t
0
U(s)♯dX(s)
)
C(t)dX(t)D(t)
+
∫ ∞
0
A(t)Γq
[
B(t)C(t)
]
D(t)dt,
(30)
where U = A ⊗ B, V = C ⊗D are adapted biprocesses satisfying a technical condition. Here Γq
is a certain completely positive map on the von Neumann algebra W ∗({X(t), t ≥ 0}). In this paper
we are only interested in the action of this map on the von Neumann algebra generated by a single
operator X(t). This algebra is commutative and isomorphic to
L∞
[
− 2
√
t√
1− q ,
2
√
t√
1− q
]
.
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On this algebra, the map is determined by the property that
(31) Γt;q[Hn(x, t; q)] = qnHn(x, t; q) = Hn(qx, q2t; q),
that is, it is a multiplier for the q-Hermite polynomials. Comparing with equation (28), we see that
(32) Γt;q(x, dy) = Kq2t,t;q(qx, dy).
In particular, Γt;q is an integral operator
Γt;q(x, dy) =
√
1− q
π
√
t
sin(θ)(q2; q)∞(q; q)∞
∣∣(qe2iθ; q)∞∣∣2
|(qei(ϕ+θ), qei(ϕ−θ); q)∞|2
dy
= (q2; q)∞(q; q)∞
∣∣(qe2iθ; q)∞∣∣2
|(qei(ϕ+θ), qei(ϕ−θ); q)∞|2
dγt(
√
1− q y).
Proposition 21 (Functional Itoˆ formula). Let f be a polynomial. Then
(33) f(X(t)) =
∫ t
0
(∂f)(X(s), X(s)) ♯ dX(s) +
∫ t
0
(∆s;qf)(X(s))ds.
Here
∆s;qf(x) =
∫
R
(
∂x
f(x)− f(y)
x− y
)
Γs;q(x, dy) =
∫
R
(∂x∂f)(x, y)Γs;q(x, dy).
Proof. First we show that all the terms in the functional Itoˆ formula satisfy the technical condition
of Theorem 3.2 from [DM03]. All the integrands are polynomials in X(s). So it suffices to show all
the properties for the process {X(t)}. It is clearly adapted and uniformly bounded on the interval
[0, t]. Now let
I = {0 = t0 < t1 < . . . < tn = t}
be a subdivision of [0, t], and δ(I) be the length of the largest interval in this subdivision. Let
XI(s) =
n−1∑
i=0
X(ti)1[ti,ti+1)(s).
Then ∫ t
0
∥∥X(s)−XI(s)∥∥2∞ ds =
n−1∑
i=0
∫ ti+1
ti
‖X(s)−X(ti)‖2∞ ds.
But ‖X(s)−X(ti)‖2∞ = ‖X(s− ti)‖2∞ = 41−q (s− ti). Therefore the preceding sum is
n−1∑
i=0
∫ ti+1
ti
4
1− q (s− ti)ds =
2
1− q
n−1∑
i=0
(ti+1 − ti)2 ≤ 2
1− q δ(I)→ 0
as δ(I)→ 0.
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The rest of the proof proceeds by induction. Assuming formula (33) for f , and using the Itoˆ product
formula (30), we get
f(X(t))X(t) =
∫ t
0
(∂f)(X(s), X(s)) ♯(I ⊗X(s)) ♯ dX(s) +
∫ t
0
f(X(s)) dX(s)
+
∫ t
0
[(I ⊗ Γq)(∂f)](X(s)) ds+
∫ t
0
∆s;q(f)[X(s)]X(s) ds
=
∫ t
0
(∂f)(X(s), X(s)) ♯(I ⊗X(s)) ♯ dX(s) +
∫ t
0
f(X(s)) dX(s)
+
∫ t
0
[(I ⊗ Γq)(∂f)](X(s)) ds+
∫ t
0
[(I ⊗ Γq)(∂x∂f)](X(s))X(s) ds.
The result now follows for xf(x) by observing that
(∂f)(x, y)y + f(x) = (∂(xf))(x, y).
and
(∂f)(x, y) + ∂x(∂f)(x, y)x = ∂x(x(∂f)(x, y)) = ∂x
(
∂(xf)(x, y)− f(y)
)
= ∂x∂(xf)(x, y).

Corollary 22. On the domain P of polynomials, the generators of the q-Brownian motion are
Atf(x) = ∆t;qf(x) =
∫
(∂x∂f)(x, y)Γt;q(x, dy),
More explicitly,
Atf(x) =
∫ (
∂x
f(x)− f(y)
x− y
)
(q2; q)∞
|(qei(ϕ+θ), qei(ϕ−θ); q)∞|2
dγt;q(y)
=
∫ (
∂x
f(x)− f(y)
x− y
)
(q2; q)∞(q; q)∞
∣∣(qe2iθ; q)∞∣∣2
|(qei(ϕ+θ), qei(ϕ−θ); q)∞|2
dγt(
√
1− qy)
with the change of variables (27).
Proof. It follows from the Itoˆ product formula in Proposition 21 that for polynomial f ,
f(X(t))−
∫ t
0
∆s;qf(X(s)) ds
is a martingale. Therefore by Lemma 2, ∆t,q is the generator of the process at time t. Note that
since the support of γt;q is infinite, polynomials are determined by their values on it. The explicit
formula follows. 
Theorem 23. The operator ∆t;q described in Corollary 22 is the generator of the q-Brownian
motion at time t on the domain W∞ ⊂ C0(R).
Proof. First, using the beginning of the proof of Proposition 14,
|∆t;qf(x)| =
∣∣∣∣
∫
R
(∂x∂f)(x, y)Γt;q(x, dy)
∣∣∣∣ ≤ ‖f ′′‖∞
∣∣∣∣
∫
R
Γt;q(x, dy)
∣∣∣∣ ≤ ‖f ′′‖ ,
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where in the last step we used equation (31) for n = 0. It is also clear that Ks,t;q is a contraction
on L∞(R, dx). By a standard argument, polynomials are dense with respect to the W∞ norm in
C
[
− 2
√
t√
1−q ,
2
√
t√
1−q
]
. Finally, the strong continuity of Ks,t;q and Γt;q on polynomials follows from the
martingale property of the q-Hermite polynomials, and formula (31). It remains to apply Proposi-
tion 1. 
Remark 14. Setting q = 0 in the formula in Corollary 22, we get
Atf(x) =
∫ (
∂x
f(x)− f(y)
x− y
)
dγt(y),
as expected. On the other hand, setting q = 1 in formula (31) we see that Γt;1(x, dy) = δ(x− y) dy
is the identity operator. So in this case,
Atf(x) =
∫ (
∂x
f(x)− f(y)
x− y
)
δ(x− y) dy
=
∫ (
f(y)− f(x)− f ′(x)(y − x)
(y − x)2
)
δ(x− y) dy = 1
2
f ′′(x),
again as expected.
6. TWO-STATE FREE BROWNIAN MOTIONS
In [Ans11b], we considered Brownian motions in the context of two-state free probability the-
ory (A,E, E). A priori, any process with two-state freely independent increments whose E-
distributions are a free convolution semigroup {νt} and whose E-distributions satisfy
J [µt] = νt, µt[x] = 0, µt[x2] = t
can be considered a two-state free Brownian motion. We proved, however, that if we require E
to be a faithful normal state and E be normal, then νt has to be the semicircular distribution with
possibly non-zero mean αt and variance t. Such a process is not Markov (in fact E is not tracial,
and E-preserving conditional expectations do not exist), however its classical version is. We now
construct generators of these processes.
Proposition 24. The generator of the two-state free Brownian motion {X(t)} with parameter α at
time t is
α(∂x − Lµt) + ∂xLνt ,
on the domain W∞.
Proof. This result was proved in [Ans11b] for polynomial f . Also,
‖(α(∂x − Lµt) + ∂xLνt)f‖ ≤ 2 |α| ‖f ′‖∞ + ‖f ′′‖∞ ≤ 2 |α| ‖f‖∞ + (2 |α|+ 1) ‖f ′′‖∞ .
Since the measures µt, νt are all uniformly compactly supported, the full result follows as in Theo-
rem 23. 
Remark 15 (Itoˆ formula). By the same methods as in [BS98] and [Ans02], for sufficiently nice f ,
(34) f(X(t)) = f(0) +
∫ t
0
∂f(X(s))♯ dX(s) +
∫ t
0
(∂x ⊗ E)∂f(X(s)) ds.
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Using Lemma 2.1 of [BLS96] and the observation that the process {X(t)} is E-centered (see Re-
mark 6 of [Ans11b] for more details), we see that
E [f(X(t))] = f(0) +
∫ t
0
E
[(
α∂x − α(1⊗ E)∂ + (∂x ⊗ E)∂
)
f(X(s))
]
ds.
This result is consistent with the generator formula in the preceding proposition.
REFERENCES
[Ans01] Michael Anshelevich, Partition-dependent stochastic measures and q-deformed cumulants, Doc. Math. 6
(2001), 343–384 (electronic). MR1871667 (2004k:46107)
[Ans02] , Itoˆ formula for free stochastic integrals, J. Funct. Anal. 188 (2002), no. 1, 292–315. MR1878639
(2002m:46095)
[Ans09] , Appell polynomials and their relatives. II. Boolean theory, Indiana Univ. Math. J. 58 (2009), no. 2,
929–968. MR2514394 (2010d:46090)
[Ans11a] , Bochner-Pearson-type characterization of the free Meixner class, Adv. in Appl. Math. 46 (2011),
no. 1-4, 25–45. MR2514394 (2010d:46090)
[Ans11b] , Two-state free Brownian motions, J. Funct. Anal. 260 (2011), no. 2, 541–565. MR2514394
(2010d:46090)
[BN08] Serban T. Belinschi and Alexandru Nica, On a remarkable semigroup of homomorphisms with respect to
free multiplicative convolution, Indiana Univ. Math. J. 57 (2008), no. 4, 1679–1713. MR2440877
(2009f:46087)
[BN09] , Free Brownian motion and evolution towards ⊞-infinite divisibility for k-tuples, Internat. J. Math.
20 (2009), no. 3, 309–338. MR2500073
[BV93] Hari Bercovici and Dan Voiculescu, Free convolution of measures with unbounded support, Indiana Univ.
Math. J. 42 (1993), no. 3, 733–773. MR1254116 (95c:46109)
[Ber96] Jean Bertoin, Le´vy processes, Cambridge Tracts in Mathematics, vol. 121, Cambridge University Press,
Cambridge, 1996. MR1406564 (98e:60117)
[Bia98] Philippe Biane, Processes with free increments, Math. Z. 227 (1998), no. 1, 143–174. MR1406564
(98e:60117)
[Bia03] , Logarithmic Sobolev inequalities, matrix models and free entropy, Acta Math. Sin. (Engl. Ser.) 19
(2003), no. 3, 497–506, International Workshop on Operator Algebra and Operator Theory (Linfen, 2001).
MR1406564 (98e:60117)
[BS98] Philippe Biane and Roland Speicher, Stochastic calculus with respect to free Brownian motion and analysis
on Wigner space, Probab. Theory Related Fields 112 (1998), no. 3, 373–409. MR1406564 (98e:60117)
[BKS97] Marek Boz˙ejko, Burkhard Ku¨mmerer, and Roland Speicher, q-Gaussian processes: non-commutative and
classical aspects, Comm. Math. Phys. 185 (1997), no. 1, 129–154. MR1463036 (98h:81053)
[BLS96] Marek Boz˙ejko, Michael Leinert, and Roland Speicher, Convolution and limit theorems for conditionally
free random variables, Pacific J. Math. 175 (1996), no. 2, 357–388. MR1432836 (98j:46069)
[BS91] Marek Boz˙ejko and Roland Speicher, An example of a generalized Brownian motion, Comm. Math. Phys.
137 (1991), no. 3, 519–531. MR1432836 (98j:46069)
[Bry10] Włodek Bryc, Markov processes with free-Meixner laws, Stochastic Process. Appl. 120 (2010), no. 8, 1393–
1403. MR1432836 (98j:46069)
[CD05] Thierry Cabanal-Duvillard, A matrix representation of the Bercovici-Pata bijection, Electron. J. Probab. 10
(2005), no. 18, 632–661 (electronic). MR2147320 (2006b:15035)
[DKS10] David Damanik, Rowan Killip, and Barry Simon, Perturbations of orthogonal polynomials with periodic
recursion coefficients, Ann. of Math. (2) 171 (2010), no. 3, 1931–2010. MR2147320 (2006b:15035)
[DM03] C. Donati-Martin, Stochastic integration with respect to q Brownian motion, Probab. Theory Related Fields
125 (2003), no. 1, 77–95. MR2147320 (2006b:15035)
[EN00] Klaus-Jochen Engel and Rainer Nagel, One-parameter semigroups for linear evolution equations, Gradu-
ate Texts in Mathematics, vol. 194, Springer-Verlag, New York, 2000, With contributions by S. Brendle,
M. Campiti, T. Hahn, G. Metafune, G. Nickel, D. Pallara, C. Perazzoli, A. Rhandi, S. Romanelli and R.
Schnaubelt. MR2147320 (2006b:15035)
30 MICHAEL ANSHELEVICH
[FM05] Uwe Franz and Naofumi Muraki, Markov property of monotone Le´vy processes, Infinite dimensional har-
monic analysis III, World Sci. Publ., Hackensack, NJ, 2005, pp. 37–57. MR2230621 (2007e:60033)
[Fra09] Uwe Franz, Monotone and Boolean convolutions for non-compactly supported probability measures, Indiana
Univ. Math. J. 58 (2009), no. 3, 1151–1185. MR2541362
[HS11] Takahiro Hasebe and Hayato Saigo, The monotone cumulants, Ann. Inst. Henri Poincare´ Probab. Stat. 47
(2011), no. 4, 1160–1170. MR2541362
[Kat53] Tosio Kato, Integration of the equation of evolution in a Banach space, J. Math. Soc. Japan 5 (1953), 208–
234. MR2541362
[Len07] Romuald Lenczewski, Decompositions of the free additive convolution, J. Funct. Anal. 246 (2007), no. 2,
330–365. MR2321046 (2008d:28009)
[LT09] Constanze Liaw and Sergei Treil, Rank one perturbations and singular integral operators, J. Funct. Anal.
257 (2009), no. 6, 1947–1975. MR2321046 (2008d:28009)
[Maa92] Hans Maassen, Addition of freely independent random variables, J. Funct. Anal. 106 (1992), no. 2, 409–438.
MR1165862 (94g:46069)
[Mur03] Naofumi Muraki, The five independences as natural products, Infin. Dimens. Anal. Quantum Probab. Relat.
Top. 6 (2003), no. 3, 337–371. MR2016316 (2005h:46093)
[NZ09] Hagen Neidhardt and Valentin A. Zagrebnov, Linear non-autonomous Cauchy problems and evolution semi-
groups, Adv. Differential Equations 14 (2009), no. 3-4, 289–340. MR2016316 (2005h:46093)
[Nic09] Alexandru Nica, Multi-variable subordination distributions for free additive convolution, J. Funct. Anal. 257
(2009), no. 2, 428–463. MR2016316 (2005h:46093)
[NS06] Alexandru Nica and Roland Speicher, Lectures on the combinatorics of free probability, London Mathemat-
ical Society Lecture Note Series, vol. 335, Cambridge University Press, Cambridge, 2006. MR2266879
(2008k:46198)
[RS75] Michael Reed and Barry Simon, Methods of modern mathematical physics. II. Fourier analysis, self-
adjointness, Academic Press [Harcourt Brace Jovanovich Publishers], New York, 1975. MR2266879
(2008k:46198)
[Shi96] A. N. Shiryaev, Probability, second ed., Graduate Texts in Mathematics, vol. 95, Springer-Verlag, New York,
1996, Translated from the first (1980) Russian edition by R. P. Boas. MR1368405 (97c:60003)
[Sim05] Barry Simon, Trace ideals and their applications, second ed., Mathematical Surveys and Monographs, vol.
120, American Mathematical Society, Providence, RI, 2005. MR1368405 (97c:60003)
[VDN92] D. V. Voiculescu, K. J. Dykema, and A. Nica, Free random variables, CRM Monograph Series, vol. 1,
American Mathematical Society, Providence, RI, 1992, A noncommutative probability approach to free
products with applications to random matrices, operator algebras and harmonic analysis on free groups.
MR1217253 (94c:46133)
DEPARTMENT OF MATHEMATICS, TEXAS A&M UNIVERSITY, COLLEGE STATION, TX 77843-3368
E-mail address: manshel@math.tamu.edu
