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the existence of Hermitian positive definite solutions are derived.
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1. Introduction
In this paper, we consider the nonlinear matrix equation
Xs + A∗X−tA = Q , (1.1)
whereA is a nonsingular n square complexmatrix andQ is anHermitian positive definite(HPD)matrix.
A∗ stands for the conjugate transpose of A and both of s and t are positive integers.
Nonlinear matrix equations of the form (1.1) have many applications and have been investigated
in some special cases. The case that s = t = 1 often arises in dynamic programming, control theory,
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Kalman ﬁltering, etc., see for instance [1–3] and the references therein. Different iterative methods
for computing HPD solutions in this case have been proposed [1,4,5]. In addition, some perturbation
analysis of HPD solutions have been given, for example [5–7].
The case s = 1, t = n and s = 1, t = 2 have been studied in Refs. [8–13]. Zhenyun Peng and his
coauthors discussed the equation X + A∗X−αA = Q with α ∈ (0,+∞) [14,15]. Other researches are
made by Liu and Gao for the equations Xs ± ATX−tA = I with s, t ∈ N, A ∈ Rn,n [16] and by Du and
Hou for the operator equation Xm + A∗X−nA = I withm, n ∈ N where N is the set of natural numbers
[17]. The more general case Xs + A∗X−tA = Q has been analyzed in [18]. The author discussed the
existence and uniqueness of HPD solution of the Eq. (1.1). By constructing iterative methods to pro-
duce bounded monotonically increasing or bounded monotonically decreasing sequences, the author
proposed some iterative methods for solving the maximal positive definite solution of the matrix
equation (1.1).
In this paper, we continue to discuss the matrix equation (1.1). In Section 2, We give some new
necessary conditions and sufﬁcient conditions for the existence of HPD solutions. Moreover, based on
Banach’s ﬁxed point theorem [19, Theorem 1.3.1], we suggest an iterative process converging to the
special HPD solution of (1.1). In Section 3, some perturbation estimates of the special HPD solution
are obtained. Section 4 offers several numerical examples to illustrate the behavior of the proposed
iterative method and contrast our estimates with some existing perturbation bounds.
We startwith somenotationswhichweuse throughout this paper.Weuse‖·‖ to denote the spectral
norm, and ‖·‖F is the Frobenius norm; λmin(H) and λmax(H) stand for the minimal and maximal
eigenvalues of the Hermitian matrix H, respectively. For n × n complex matrix A = (a1, a2, . . ., an) =
(aij) and a matrix B, A ⊗ B = (aijB) is a Kronecker product; vec(A) is a vector deﬁned by vec(A) =
(aT1, a
T
2, . . ., a
T
n)
T . The notation X  Y(X > Y)means that X and Y are Hermitian matrices and X − Y is
a Hermitian positive semidefinite(definite) matrix.
2. The positive definite solutions
In this section, we discuss properties of HPD solutions of Eq. (1.1) and obtain some new necessary
conditions and sufﬁcient conditions for the existence of the positive definite solutions of Eq. (1.1).
Consider the following two polynomial equations:
xs+t − λmin(Q)xt + λmax(A∗A) = 0, (2.1)
xs+t − λmax(Q)xt + λmin(A∗A) = 0. (2.2)
Denote
g1(x) = λmin(Q)xt − xs+t , x ∈
[
0, λ
1
s
min(Q)
]
, (2.3)
g2(x) = λmax(Q)xt − xs+t , x ∈
[
0, λ
1
s
max(Q)
]
, (2.4)
x∗ =
[
λmin(Q)
t
s + t
] 1
s
, x∗∗ =
[
λmax(Q)
t
s + t
] 1
s
.
It is well known that
(i) g1(x) is strict monotonically increasing in (0, x∗) and strict monotonically decreasing in[
x∗, λ
1
s
min(Q)
]
;
(ii) g2(x) is strict monotonically increasing in (0, x∗∗) and strict monotonically decreasing in[
x∗∗, λ
1
s
max(Q)
]
;
(iii) The maximum of g1(x) and g2(x) are g1(x∗) = λmin(Q) · xt∗· ss+t = λ
s+t
s
min(Q)· ss+t ·
(
t
s+t
) t
s
, and
g2(x∗∗) = λmax(Q)·xt∗∗· ss+t = λ
s+t
s
max(Q)· ss+t ·
(
t
s+t
) t
s
, respectively.
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Theorem 2.1. If Eq. (1.1) has an HPD solution X , then
(1) λmin(A
∗A) λ
s+t
s
max(Q)·
(
t
s + t
) t
s · s
s + t , (2.5)
(2) αI  X βI. (2.6)
where α and β(α β) are positive solutions of the Eq. (2.2).
Proof. (1) LetX be anHPD solution of Eq. (1.1), i.e.Xs + A∗X−tA = Q . SinceX ,Q areHPD, thenX Q 1s ,
and
λmax(Q) = λmax(Xs + A∗X−tA)
 λmax(Xs) + λmin(A∗X−tA)
 λsmax(X) + λmin(A∗A)λmin(X−t)
= λsmax(X) + λmin(A∗A)
1
λtmax(X)
.
That is,
− λs+tmax(X) + λmax(Q)λtmax(X) λmin(A∗A). (2.7)
Notice that λmax(X) ∈
[
0, λ
1
s
max(Q)
]
. Thus
λmin(A
∗A)
(
t
s + t
) t
s · s
s + t ·λ
s+t
s
max(Q).
(2) By (1),weknow thatλmin(A
∗A)
(
t
s+t
) t
s · s
s+t ·λ
s+t
s
max(Q). So Eq. (2.2) have twopositive solutions,
denoted by α and β (α β), and from (2.7), we know that λmax(X)β . Then we need only to show
that λmin(X)α. In fact,
λmax(Q) = λmax(Xs + A∗X−tA)
 λmin(Xs) + λmax(A∗X−tA)
 λsmin(X) + λmin(A∗A)λmax(X−t)
= λsmin(X) + λmin(A∗A)
1
λtmin(X)
.
That is, −λs+tmin(X) + λmax(Q)λtmin(X) λmin(A∗A). Thus, λmin(X)α. The theorem is then proved.
Furthermore, if we suppose that
‖A‖2 < λmin(Q)·xt∗·
s
s + t , or equivalently, ‖A‖
2‖Q−1‖ s+ts < s
s + t ·
(
t
s + t
) t
s
(2.8)
then Eqs. (2.1) and (2.2) have two positive solutions α2, β1(α2 < β1) and α1, β2(α1 < β2), respec-
tively. It is not difﬁcult to verify that
0 < α1 α2 < x∗ < β1 β2 (2.9)
Theorem 2.2. Suppose that ‖A‖2 < λmin(Q)·xt∗· ss+t . Let X be an HPD solution of Eq. (1.1). Then
α1  λmin(X)α2 or β1  λmin(X)β2,
α1  λmax(X)α2 or β1  λmax(X)β2.
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Proof. Let X be an arbitrary HPD solution of Eq. (1.1), i.e, Xs + A∗X−tA = Q . By Weyl’s inequality,
λsmin(X) = λmin(Xs)
= λmin(Q − A∗X−tA)
 λmin(Q) − λmax(A∗X−tA)
 λmin(Q) − λmax(A
∗A)
λmin(Xt)
= λmin(Q) − λmax(A
∗A)
λtmin(X)
.
Therefore, λmin(X)β1 or λmin(X)α2.
On the other hand, from Xt = A(Q − Xs)−1A∗  AA∗
λmax(Q−Xs) , we have
λmin(X
t)
λmin(AA
∗)
λmax(Q − Xs) .
Hence,
λtmin(X)·λmax(Q − Xs) λmin(AA∗).
Using Weyl’s inequality again, we obtain
λmax(Q − Xs) λmax(Q) − λsmin(X).
Then
λmax(Q)λ
t
min(X) − λs+tmin(X) λmin(AA∗),
which gives α1  λmin(X)β2. Thus, we obtain that
α1  λmin(X)α2 or β1  λmin(X)β2.
Similarly, one can show thatα1  λmax(X)α2 or β1  λmax(X)β2. The theorem is then proved.
Remark 2.1. Suppose‖A‖2 < λmin(Q)·xt∗· ss+t . LetXbeanHPDsolutionofEq. (1.1), ThenX ∈ [α1I,α2I]∪ [β1I,β2I] ∪ {X∗ = X|α1  λmin(X)α2,β1  λmax(X)β2}.
Theorem 2.3. Suppose that ‖A‖2 < λmin(Q)·xt∗· ss+t . Then the matrix equation (1.1) has a unique HPD
solution X in ϕ = [β1I,β2I], and X can be obtained by the following iteration{
Xn+1 = [Q − A∗X−tn A] 1s ,
X0 ∈ [β1I,β2I] . (2.10)
Moreover, deﬁne a = ‖A‖2· t
s
· 1
x
t+s∗
< 1, then
‖Xn − X‖F  a
n
1 − a‖X1 − X0‖F , (2.11)
‖Xn − X‖F  a
1 − a‖Xn − Xn−1‖F . (2.12)
Proof. Deﬁne
f (X) =
[
Q − A∗X−tA
] 1
s
,
then a solution of Eq. (1.1) in ϕ must be a ﬁxed point of f (X) in ϕ.
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For any X ∈ ϕ, since
β−t1 A∗Aβ−t1 λmax(A∗A)I < λmin(Q)β−t1 ·xt∗·
s
s + t I < λmin(Q)·
s
s + t I < Q ,
combining with the definition of β1 and β2, we get
λmin(f (X)) =
[
λmin(Q − A∗X−tA)
]1/s

[
λmin(Q − β−t1 A∗A)
]1/s

[
λmin(Q) − β−t1 λmax(A∗A)
]1/s = β1,
λmax(f (X)) =
[
λmax(Q − A∗X−tA)
]1/s

[
λmax(Q − β−t2 A∗A)
]1/s

[
λmax(Q) − β−t2 λmin(A∗A)
]1/s = β2.
and thus f (ϕ) ⊆ ϕ.
Moreover, for arbitrary X , Y ∈ ϕ, we have
f (X)s − f (Y)s =
s−1∑
k=0
f (X)k[f (X) − f (Y)]f (Y)s−1−k. (2.13)
Therefore,
‖A∗Y−tA − A∗X−tA‖F = ‖f (X)s − f (Y)s‖F
=
∥∥∥∥∥∥
s−1∑
k=0
f (X)k[f (X) − f (Y)]f (Y)s−1−k
∥∥∥∥∥∥
F
=
∥∥∥∥∥∥vec
⎡⎣s−1∑
k=0
f (X)k(f (X) − f (Y))f (Y)s−1−k
⎤⎦∥∥∥∥∥∥
=
∥∥∥∥∥∥
s−1∑
k=0
vec
[
f (X)k(f (X) − f (Y))f (Y)s−1−k
]∥∥∥∥∥∥
=
∥∥∥∥∥∥
s−1∑
k=0
[
f (Y)s−1−k ⊗ f (X)k
]
vec(f (X) − f (Y))
∥∥∥∥∥∥ (2.14)
=
∥∥∥∥∥∥
⎡⎣s−1∑
k=0
f (Y)s−1−k ⊗ f (X)k
⎤⎦ vec(f (X) − f (Y))
∥∥∥∥∥∥
 λmin
⎛⎝s−1∑
k=0
f (Y)s−1−k ⊗ f (X)k
⎞⎠ · ‖vec(f (X) − f (Y))‖

s−1∑
k=0
λmin
(
f (Y)s−1−k ⊗ f (X)k
)
·‖f (X) − f (Y)‖F
 sxs−1∗ ‖f (X) − f (Y)‖F .
Since
Y−t − X−t = X−t(Xt − Yt)Y−t = X−t
⎡⎣t−1∑
k=0
Xk(X − Y)Yt−1−k
⎤⎦ Y−t
=
t∑
k=1
X−k(X − Y)Y−t−1+k ,
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and
‖Y−t − X−t‖F =
∥∥∥∥∥∥
t∑
k=1
X−k(X − Y)Y−t−1+k
∥∥∥∥∥∥
F
=
∥∥∥∥∥∥
⎛⎝ t∑
k=1
Y−t−1+k ⊗ X−k
⎞⎠ vec(X − Y)
∥∥∥∥∥∥

t∑
k=1
‖Y−t−1+k ⊗ X−k‖·‖vec(X − Y)‖ t· 1
x
t+1∗
·‖X − Y‖F , (2.15)
then
‖f (X) − f (Y)‖F  1
sx
s−1∗
·‖f (X)s − f (Y)s‖F
= ‖A
∗Y−tA − A∗X−tA‖F
sx
s−1∗

‖A‖2·‖Y−t − X−t‖F
sx
s−1∗
(2.16)

‖A‖2·t·‖X − Y‖F
sx
s−1∗ ·xt+1∗
= t‖A‖
2
sx
s+t∗
·‖X − Y‖F .
Denote by a = ‖A‖2· t
s
· 1
x
t+s∗
. Since xs∗ = λmin(Q) ts+t , and ‖A‖2 < λmin(Q)xt∗· ss+t , then
a = ‖A‖2· t
s
· 1
x
t+s∗
= ‖A‖2· t
s
· 1
λmin(Q)
t
s+t ·xt∗
< λmin(Q)x
t∗·
s
s + t ·
t
s
· 1
λmin(Q)
t
s+t ·xt∗
= 1.
Thus f (X) is a strict contractionwith regard to Frobenius normmapping ϕ intoϕ. Using Banach’s ﬁxed
point theorem, we know that f (X) has a unique ﬁxed point X in ϕ such that f (X) = X , and
‖Xn − X‖F  a
n
1 − a‖X1 − X0‖F , ‖Xn − X‖F 
a
1 − a‖Xn − Xn−1‖F .
Remark 2.2. Let ‖A‖2 < λmin(Q)·xt∗· ss+t . Denote the unique HPD solution of Eq. (1.1) in ϕ by XL . From
Remark 2.1, we know that there does not exist any other HPD solution X of Eq. (1.1) satisfying X  XL .
Moreover, it is not difﬁcult to know that if there is a largest HPD solution XM of (1.1)(that is, XM  X for
any HPD solution X of (1.1)), then XL = XM . So we call XL the special solution of Eq. (1.1).
Corollary 2.1. Let thematrices A andQ satisfy‖A‖2 < λmin(Q)·xt∗· ss+t . Then the special solution XL exists
and satisﬁes
‖X−1L ‖ <
(
1 + s
t
) 1
s ‖Q−1‖ 1s ,
Moreover, any other HPD solution X of Eq. (1.1)must obey
‖X−1‖ >
(
1 + s
t
) 1
s ‖Q−1‖ 1s .
Proof. The existence of XL is proved in Theorem 2.3. Since
x∗I =
(
t
s + t ·‖Q
−1‖−1
) 1
s
I < β1I  XL β2I,
X. Yin et al. / Linear Algebra and its Applications 431 (2009) 1409–1421 1415
then
XL > ‖Q−1‖− 1s ·
(
t
s + t
) 1
s
I, and X−1L < ‖Q−1‖
1
s ·
(
t
s + t
)− 1
s
I.
Therefore,
‖X−1L ‖ < ‖Q−1‖
1
s ·
(
s + t
t
) 1
s =
(
1 + s
t
) 1
s ·‖Q−1‖ 1s .
On the other hand, let X be an arbitrary HPD solution of Eq. (1.1) other than XL , then from Remark 2.1,
λmin(X)α2 < x∗ =
[
t
s+t ·‖Q−1‖−1
] 1
s
. Thus, we have
‖X−1‖ = λmax(X−1) = λ−1min(X) >
1
x∗
=
(
1 + s
t
) 1
s ‖Q−1‖ 1s .
3. Perturbation estimates
Consider the perturbed matrix equation
X˜s + A˜∗X˜−t A˜ = Q˜ . (3.1)
In this section, we show that if ‖A˜ − A‖ and ‖Q˜ − Q‖ are sufﬁciently small, then the special solu-
tion X˜L to the perturbed matrix equation X˜
s + A˜∗X˜−t A˜ = Q˜ exists and we derive some perturbation
estimates of the special solution XL of Eq. (1.1). Denote A = A˜ − A, Q = Q˜ − Q , X = X˜L − XL ,
then we have the following theorem.
Theorem 3.1. Let
(i) θ :=
√√√√ s
s + t ·
(
t
s + t
) t
s − ‖A‖
√
‖Q−1‖ s+ts > 0, (3.2)
(ii) ‖Q‖ 1‖Q−1‖ ·
[
1 − (1 − θ) 2ss+t
]
, (3.3)
(iii) ‖A‖ <
√(
s+t
s
) s+t
s −
√(
t
s
) t
s√(
s+t
s
) s+t
s ·‖Q−1‖ s+ts
θ. (3.4)
ThenXs + A∗X−tA = Q and X˜s + A˜∗X˜−t A˜ = Q˜ have unique special HPD solutions XL and X˜L , respectively.
Moreover,
‖X‖F  ‖T
−1
1 ‖
1 − ‖T−11 ‖·‖T2‖·‖A˜‖2
·
(
‖Q‖F + 2‖X−tL A‖·‖A‖F + ‖X−tL ‖·‖A‖2F
)
, (3.5)
where
T1 =
s∑
i=1
X˜s−iL ⊗ Xi−1L , T2 =
t∑
i=1
X−t−1+iL ⊗ X˜−iL .
Proof. It is easy to know that (i) is equivalent to (2.8). Thus from Theorem 2.3, the matrix equation
(1.1) has a unique special solution XL ∈ [β1I,β2I]. Since θ < 1, and
‖Q˜−1‖ ‖Q−1‖ + ‖Q−1‖·‖Q‖·‖Q˜−1‖ ‖Q−1‖ + [1 − (1 − θ) 2ss+t ]‖Q˜−1‖.
Then ‖Q˜−1‖ ‖Q−1‖
(1−θ) 2ss+t
. Therefore,
√
‖Q˜−1‖ s+ts  1
1−θ ·
√
‖Q−1‖ s+ts . Hence we have
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‖A˜‖·
√
‖Q˜−1‖ s+ts  (‖A‖ + ‖A‖)
√
‖Q˜−1‖ s+ts 
√
‖Q−1‖ s+ts
1 − θ ·(‖A‖ + ‖A‖)
<
‖A‖·
√(
s+t
s
) s+t
s ·‖Q−1‖ s+ts +
(√(
s+t
s
) s+t
s −
√(
t
s
) t
s
)
θ
(1 − θ)·
√(
s+t
s
) s+t
s
=
√√√√√√√
(
t
s
) t
s
(
s+t
s
) s+t
s
·
⎡⎢⎢⎢⎢⎢⎢⎣
‖A‖
√√√√ ( s+ts ) s+ts
( ts )
t
s
·
√
‖Q−1‖ s+ts +
⎛⎝
√√√√ ( s+ts ) s+ts
( ts )
t
s
− 1
⎞⎠ θ
1 − θ
⎤⎥⎥⎥⎥⎥⎥⎦
=
√√√√ s
s + t ·
(
t
s + t
) t
s
. (3.6)
Using Theorem 2.3, we obtain that the perturbed matrix equation X˜s + A˜∗X˜−t A˜ = Q˜ has a unique
special solution X˜L ∈
[
β˜1I, β˜2I
]
, where β˜1 and β˜2 are the biggest positive solutions of the polynomial
equations x˜s+t − λmin(Q˜)x˜t + λmax (˜A∗A˜) = 0 and x˜s+t − λmax(Q˜)x˜t + λmin(˜A∗A˜) = 0, respectively.
In the following, we show the estimate (3.5):
Since XsL + A∗X−tL A = Q and X˜sL + A˜∗X˜−tL A˜ = Q˜ , then
XsL − X˜sL + A∗X−tL A − A˜∗X˜−tL A˜ = Q − Q˜ ,
i.e.,
XsL − X˜sL + A˜∗(X−tL − X˜−tL )˜A + A∗X−tL A − A˜∗X−tL A˜ = −Q .
Notice that
XsL − X˜sL = −
s∑
i=1
Xi−1L XX˜s−iL ,
X−tL − X˜−tL =
t∑
i=1
X˜−iL XX−t−1+iL ,
then we obtain that
s∑
i=1
Xi−1L XX˜s−iL = Q + A˜∗
⎛⎝ t∑
i=1
X˜−iL XX−t−1+iL
⎞⎠ A˜ − A∗X−tL A
−A∗X−tL A − A∗X−tL A. (3.7)
Denote
T1 =
s∑
i=1
X˜s−iL ⊗ Xi−1L , T2 =
t∑
i=1
X−t−1+iL ⊗ X˜−iL . (3.8)
Obviously, T1 is invertible. Since
vec
⎛⎝ s∑
i=1
Xi−1L XX˜s−iL
⎞⎠ = T1vec(X),
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vec
⎡⎣A˜∗
⎛⎝ t∑
i=1
X˜−iL XX−t−1+iL
⎞⎠ A˜
⎤⎦ = (A˜T ⊗ A˜∗) T2vec(X),
then from (3.7), we have
vec(X) = T−11 (˜AT ⊗ A˜∗)T2vec(X) + T−11 vec(Q) − T−11 vec(A∗X−tL A)
−T−11 vec(A∗X−tL A) − T−11 vec(A∗X−tL A).
Combining with the fact that
‖vec(A∗X−tL A)‖ = ‖vec(A∗X−tL A)‖ = ‖A∗X−tL A‖F  ‖A∗X−tL ‖·‖A‖F ,
we get
‖X‖F = ‖vec(X)‖ ‖T−11 ‖·‖A˜‖2·‖T2‖·‖X‖F + ‖T−11 ‖·‖Q‖F
+ 2‖T−11 ‖·‖A‖F ·‖X−tL A‖ + ‖T−11 ‖·‖X−tL ‖·‖A‖2F . (3.9)
Thus, (
1 − ‖T−11 ‖·‖A˜‖2·‖T2‖
)
‖X‖F
 ‖T−11 ‖·
{
‖Q‖F + 2‖X−tL A‖·‖A‖F + ‖X−tL ‖·‖A‖2F
}
. (3.10)
Now we prove 1 − ‖T−11 ‖·‖T2‖·‖A˜‖2 > 0 as follows:
First notice that XL β1I > x∗I, and X˜L  β˜1I > x˜∗I, where x∗ =
[
λmin(Q)
t
s+t
]1/s
and x˜∗ =[
λmin(Q˜)
t
s+t
]1/s
. So we have
‖T−11 ‖ =
1
λmin(T1)

⎡⎣ s∑
i=1
xi−1∗ x˜s−i∗
⎤⎦−1 
⎧⎨⎩
1
sx˜
s−1∗
if x∗  x˜∗
1
sx
s−1∗
if x∗ < x˜∗
(3.11)
By Corollary 2.1,
‖T2‖
t∑
i=1
‖X−1L ‖t+1−i·‖X˜−1L ‖i 
t∑
i=1
(
s + t
t
) t+1−i
s ·
(
s + t
t
) i
s ·‖Q−1‖ t+1−is ·‖Q˜−1‖ is
=
t∑
i=1
1
x
t+1−i∗
· 1
x˜i∗

⎧⎨⎩
t
x˜
t+1∗
if x∗  x˜∗
t
x
t+1∗
if x∗ < x˜∗
(3.12)
From (3.6), we know that
t
s
‖A˜‖2· 1
x˜
s+t∗
= t
s
‖A˜‖2· 1
λ
s+t
s
min(Q˜)
t
s+t
(
t
s+t
) t
s
= ‖A˜‖2·‖Q˜−1‖ s+ts · 1
s
s+t (
t
s+t )
t
s
< 1. (3.13)
Moreover, since 0 < θ < 1, then from the proof of (3.6), we get
‖A˜‖·‖Q−1‖ s+t2s (‖A‖ + ‖A‖)·
√
‖Q−1‖ s+ts
(‖A‖ + ‖A‖)·
√
‖Q−1‖ s+ts
1 − θ <
√
s
s + t ·(
t
s + t )
t
s .
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Thus,
t
s
‖A˜‖2 1
x
s+t∗
= t
s
·
(
s + t
t
) s+t
s ·‖A˜‖2‖Q−1‖ s+ts < s + t
s
(
s + t
t
) t
s · s
s + t
(
t
s + t
) t
s = 1. (3.14)
Combining (3.11)–(3.14), we obtain that
‖T−11 ‖·‖T2‖·‖A˜‖2 
⎧⎨⎩‖A˜‖
2· 1
sx˜
s−1∗
· t
x˜
t+1∗
= ‖A˜‖2· t
sx˜
s+t∗
< 1 if x∗  x˜∗
‖A˜‖2· 1
sx
s−1∗
· t
x
t+1∗
= ‖A˜‖2· t
sx
s+t∗
< 1 if x∗ < x˜∗.
Thus 1 − ‖T−11 ‖·‖T2‖·‖A˜‖2 > 0. Substituting it in (3.10), we get (3.5) and the theorem is then proved.
Remark 3.1. From (3.11) and (3.12), we get
‖T−11 ‖
1 − ‖T−11 ‖·‖T2‖·‖A˜‖2

⎧⎨⎩
1
sx˜
s−1∗ −t‖A˜‖2/x˜t+1∗ if x∗  x˜∗
1
sx
s−1∗ −t‖A˜‖2/xt+1∗ if x∗ < x˜∗
(3.15)
Let
ξ = max
{
1
sx˜
s−1∗ − t‖A˜‖2/x˜t+1∗
,
1
sx
s−1∗ − t‖A˜‖2/xt+1∗
}
.
Substituting (3.15) into (3.5), we obtain a weak estimate
‖X‖F  ξ
(
‖Q‖F + 2‖X−tL A‖·‖A‖F + ‖X−tL ‖·‖A‖2F
)
. (3.16)
Moreover, since XL ∈ [β1I,β2I], then ‖X−tL ‖β−t1 , and ‖X−tL A‖β−t1 ‖A‖, we obtain another weak
estimate
‖X‖F  ξ
(
‖Q‖F + 2‖A‖·‖A‖F + ‖A‖
2
F
β t1
)
. (3.17)
where β1 and β2 are the maximal positive solutions of Eqs. (2.1) and (2.2), respectively.
Theorem 3.2. Under the assumptions of Theorem 3.1, the unique special solution XL and X˜L to the matrix
equation Xs + A∗X−tA = Q and X˜s + A˜∗X˜−t A˜ = Q˜ exist, and
‖X‖F  ‖L
−1
1 ‖
1 − ‖L−11 ‖·‖A‖·‖A˜‖·‖L2‖
[
‖Q‖F + (‖A˜∗X˜−tL ‖ + ‖X−tL A‖)·‖A‖F
]
, (3.18)
where L1 = ∑si=1 Xs−iL ⊗ X˜i−1L , L2 = ∑ti=1 X−t−1+iL ⊗ X˜−iL
Proof. The existence and uniqueness of XL and X˜L have been proved in Theorem 3.1. The proof of
estimate (3.18) is similar to that of (3.5). The proof of (3.18) begins with the identity
Q = X˜sL − XsL + A˜∗X˜−tL A˜ − A∗X−tL A
= X˜sL − XsL − A∗X−tL A + A˜∗X˜−tL A + A˜∗X˜−tL A
= (X˜sL − XsL)+ A˜∗X˜−tL A + A∗X−tL A − A˜∗(X−tL − X˜−tL )A
=
s∑
i=1
X˜i−1L ·X·Xs−iL + A˜∗X˜−tL A + A∗X−tL A − A˜∗
⎛⎝ t∑
i=1
X˜−iL ·X·X−t−1+iL
⎞⎠ A.
Remark 3.2. Similar to Remark 3.1, we can get a weak estimate:
‖X‖F  η
[
‖Q‖F +
(
β˜−t1 ‖A˜‖ + β−t1 ‖A‖
)
‖A‖F
]
. (3.19)
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where
η = max
{
1
sx˜
s−1∗ − t‖A‖‖A˜‖/x˜t+1∗
,
1
sx
s−1∗ − t‖A‖‖A˜‖/xt+1∗
}
,
β1 and β˜1 are the maximal positive solutions of equation
xs+t − λmin(Q)xt + λmax(A∗A) = 0
and
xs+t − λmin(Q˜)xt + λmax (˜A∗A˜) = 0,
respectively.
4. Numerical experiments
We carry out several numerical experiments to compute the special solution XL of Eq. (1.1) by the
iteration (2.10) and contrast our estimates with some existing perturbation bounds. All computations
are performed on a PC with 1.7 GHz Pentium IV using MATLAB 7.1. We denote

k+1(X) = ‖Xk+1 − Xk‖, k = 0, 1, 2, . . .
In the implementations, we use the stop criterion 
k+1(X) < 1.0e−8.
Example 4.1. Let
A =
⎛⎜⎜⎝
0.01 0.02 0.03 0.04
0.01 0.225 0.12 0.02
0.02 0.09 0.07 0.03
0.12 0.01 0.02 0.19
⎞⎟⎟⎠ , Q =
⎛⎜⎜⎝
1.01 0 0 0
0 1.02 0 0
0 0 1.03 0
0 0 0 1.04
⎞⎟⎟⎠ ,
s = 3, t = 4.
By computation, ‖A‖2 = 0.0863 < λmin(Q)·xt∗· ss+t = 0.2080,β1 = 0.9699,β2 = 1.0131. Let X0 =
I4, then after 9 iterations,we get the special solution of Eq. (1.1)
XL =
⎛⎜⎜⎝
0.9982 −0.0023 −0.0021 −0.0082
−0.0023 0.9846 −0.0127 −0.0041
−0.0021 −0.0127 1.0023 −0.0037
−0.0082 −0.0041 −0.0037 0.9999
⎞⎟⎟⎠ ∈ [β1I,β2I].
with the residual ‖XsL + A∗X−tL A − Q‖ = 8.3277e − 010.
Example 4.2 (Example 1 of [8]). Let
A = 2
√
3
45
⎛⎜⎜⎜⎜⎝
1 0 0 0 1
−1 1 0 0 1
−1 −1 1 0 1
−1 −1 −1 1 1
−1 −1 −1 −1 1
⎞⎟⎟⎟⎟⎠ , X = diag(0.725, 2, 3, 2, 1), Q = Xs + A∗X−tA.
Consider the perturbed matrix equation
X˜s + A˜∗j X˜−t A˜j = Q˜j ,
where 
j = 0.12j , A˜j = A + 
j(I + E), X˜j = X + 
j(I − E), Q˜j = X˜sj + A˜∗j X˜−tj A˜j , with
E =
⎛⎜⎜⎜⎜⎝
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
⎞⎟⎟⎟⎟⎠ .
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Now we compute the perturbation bounds for Eq. (1.1) in case s = 1, t = 2 and s = 2, t = 2. We
compare our estimates with some of the perturbation bounds obtained in [8,20].
Case 1: s = 1, t = 2.
By computation, θ > 0 and ‖X−1‖ < (1 + s
t
)
1
s ‖Q−1‖ 1s . Thus X = XL here. Obviously, X˜j are HPD
solutions of the perturbed matrix equations X˜2 + A˜∗j X˜−2A˜j = Q˜j . Moreover, for j = 2, 3, 4, 5, it is not
difﬁcult to verify that the corresponding equations X˜s + A˜∗j X˜−t A˜j = Q˜j and X˜j satisfy the assump-
tion (2.8) and the conditions ‖X˜−1j ‖ <
(
1 + s
t
) 1
s ‖Q˜−1j ‖, respectively. Thus by Corollary 2.1, X˜j (j =
2, . . ., 5) are the special solutions of the corresponding perturbed matrix equations, respectively. We
denote X˜j = X˜jL and letX(j) = X˜jL − XL . All the conditions of Theorem3.1 are satisﬁed for j = 2, 3, 4, 5.
The results are given in Table 1.
For sake of convenience, we denote by the following notations the relative error bounds obtained
by (3.5), (3.16)–(3.19), respectively.
ξerr1 = ‖T
−1
1 ‖
1 − ‖T−11 ‖·‖A˜‖2·‖T2‖
·
(
‖Q‖F + 2‖X−tL A‖·‖A‖F + ‖X−tL ‖·‖A‖2F
)
,
ξerr2 = ξ
(
‖Q‖F + 2‖X−tL A‖·‖A‖F + ‖X−tL ‖·‖A‖2F
)
,
ξerr3 = ξ
(
‖Q‖F + 2β−t1 ‖A‖·‖A‖F + β−t1 ‖A‖2F
)
,
ηerr1 = ‖L
−1
1 ‖
1 − ‖L−11 ‖·‖A‖·‖A˜‖·‖L2‖
·
[
‖Q‖F +
(
‖A˜∗X˜−tL ‖ + ‖X−tL A‖
)
·‖A‖F
]
,
ηerr2 = η
[
‖Q‖F +
(
β˜−t1 ‖A˜‖ + β−t1 ‖A‖
)
‖A‖F
]
,
where T1, T2, L1, L2, ξ and η are deﬁned as before.
Case 2: s = 2, t = 2.
Similarly to Case 1, it can be veriﬁed that X , X˜j (j = 2, . . ., 5) are the special solutions of matrix
equations Xs + A∗X−tA = Q and X˜s + A˜∗j X˜−t A˜j = Q˜j respectively. Ran and Reurings [20] and Invanov
[8] cannot give an estimate forX(j) here since they are only valid for s = 1. However, the bounds for
X(j) can be computed by our formulas. All the conditions of Theorem3.1 are satisﬁed for j = 2, 3, 4, 5.
Numerical results are given in Table 2.
Table 1
s = 1, t = 2.
j = 2 j = 3 j = 4 j = 5
True error
‖X(j)‖F‖XL‖F 1.3333e−004 1.3333e−006 1.3333e−008 1.3333e−010
Ran and Reurings [20]: F(X) = X−2, MS(n) = 94 ‖Q−1‖
Proposition 4.1
‖XL−X˜L‖‖XL‖ 6.8403e−003 6.9109e−005 6.9116e−007 6.9116e−009
Remark 4.2
‖XL−X˜L‖‖XL‖ 6.9150e−003 6.9117e−005 6.9116e−007 6.9116e−009
Ivanov [8]:
Theorem 3.3
‖XL−X˜L‖‖XL‖ 5.8251e−002 5.8173e−004 5.8265e−006 5.8265e−008
Our results
(3.5)
ξerr1‖XL‖F 2.4431e−004 2.4423e−006 2.4422e−008 2.4422e−010
(3.16)
ξerr2‖XL‖F 3.6096e−003 3.6785e−005 3.6792e−007 3.6792e−009
(3.17)
ξerr3‖XL‖F 7.2166e−003 7.3545e−005 7.3559e−007 7.3559e−009
(3.18)
ηerr1‖XL‖F 2.4420e−004 2.4422e−006 2.4422e−008 2.4422e−010
(3.19)
ηerr2‖XL‖F 7.2747e−003 7.3551e−005 7.3559e−007 7.3559e−009
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Table 2
s = 2, t = 2.
j = 2 j = 3 j = 4 j = 5
True error
‖X(j)‖F‖XL‖F 1.3333e−004 1.3333e−006 1.3333e−008 1.3333e−010
(3.5)
ξerr1‖XL‖F 3.8797e−004 3.8798e−006 3.8798e−008 3.8798e−010
(3.16)
ξerr2‖XL‖F 1.9682e−003 1.9747e−005 1.9747e−007 1.9747e−009
(3.17)
ξerr3‖XL‖F 2.4884e−003 2.4964e−005 2.4965e−007 2.4965e−009
(3.18)
ηerr1‖XL‖F 3.8792e−004 3.8798e−006 3.8798e−008 3.8798e−010
(3.19)
ηerr2‖XL‖F 2.4913e−003 2.4964e−005 2.4965e−007 2.4965e−009
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