In many engineering applications it is required to compute the dominant subspace of a matrix A of dimension m × n, with m n. Often the matrix A is produced incrementally, so all the columns are not available simultaneously. This problem arises, e.g., in image processing, where each column of the matrix A represents an image of agiven sequence leading to a singular value decomposition based compression [1] . Furthermore, the so called proper orthogonal decomposition approximation uses the left dominant subspace of a matrix A where a column consists of a time instance of the solution of an evolution equation, e.g., the flow field from a fluid dynamics simulation. Since these flow fields tend to be very large, only a small number can be stored efficiently during the simulation, and therefore an incremental approach is useful [7] .
Introduction
In many engineering applications it is required to compute the dominant subspace of a matrix A of dimension m × n, with m n. Often the matrix A is produced incrementally, so all the columns are not available simultaneously. This problem arises, e.g., in image processing, where each column of the matrix A represents an image of a given sequence leading to a singular value decomposition based compression [1] . Furthermore, the so called proper orthogonal decomposition approximation uses the left dominant subspace of a matrix A where a column consists of a time instance of the solution of an evolution equation, e.g., the flow field from a fluid dynamics simulation. Since these flow fields tend to be very large, only a small number can be stored efficiently during the simulation, and therefore an incremental approach is useful [7] .
In [2] a recursive procedure has been designed for computing an approximation of the left dominant singular subspace of a matrix, whose columns are produced incrementally, with computational complexity O(mk + k 3 ) for each step of the recursion.
In this paper an alternative algorithm is proposed with computational complexity O(mk + k 2 ) for each step of the recursion. Moreover, the proposed algorithm exhibits a lot of parallelism that can be exploited for a suitable implementation on a parallel computer.
The paper is organized as follows. In section 2 the algorithm proposed in [2] is summarized. The new algorithm is described in section 3 followed by the numerical experiments in section 4 and the conclusions.
Recursive Calculation of Dominant Singular Subspaces
In this section we shortly describe the algorithm proposed in [2] to recursively compute dominant singular subspaces, whose columns are known incrementally, i.e., at each step one more column is added to the matrix. The algorithm is particularly suited for matrices A ∈ R m×n , m n. Suppose a U RV decomposition of the matrixÃ ∈ R m×k , k < n m, is computed,Ã = U RV, with U ∈ R m×k , V ∈ R k×k orthogonal matrices.
At each recursion, the following steps are performed:
Step A.1. A new column b is added toÃ,Â = [Ã, b].
Step A.2. Update the U RV factorization of the extended matrixÂ, e.g., via GramSchmidt (or modified Gram-Schmidt) orthogonalization,
Step A.3. Computeσ k+1 , the smallest singular value ofR andû k+1 , the corresponding left singular vector. Let G u be an orthogonal matrix such that
and compute G Step A.5. Update the orthogonal matrix U U ← U G u , V ←H T V, and setÃ
Remark 1 We observe that it is not necessary to update the matrix V, as stated in [2] , if only the left dominant singular subspaces are needed. In fact, in the orthogonalization process in step A.2, only the matrix U is involved.
In
Step A.3, the computation ofσ k+1 , the smallest singular value ofR andû k+1 , the corresponding left singular vector, requires O(k 3 ) floating point operations [2] . Furthermore, the matrix G u in Step A.3 could be either a product of k Givens rotations or a Householder matrix. If the product of k Givens rotations is chosen, Step A.4 can be accomplished in O(k 2 ) operations in a way similar to the one described in [5] , and the matrixH is given by the product of k different Givens rotations. In [5] it is shown that Step A.4 can be accomplished with O(k 2 ) floating point operations even in the case the reduction is computed by using a Householder transformation.
However, the costly part of the algorithm is the update of the matrix U, and hence it is preferable to choose G u to be a Householder transformation. In fact, the cost of the latter product U G u is 4mk if G u is a Householder transformation, whereas the cost is 6mk if the orthogonal matrix G u is given by the product of k Givens rotations.
In the next section we propose a different algorithm for tracking the dominant singular subspace.
3 Bidiagonal updating estimation of the dominant singular subspace
The important information in the algorithm described in the latter section is given by the computed orthogonal signal subspace U . In this section we propose a new algorithm for computing an orthogonal basis approximating the original dominant subspace.
The role of the upper triangular matrix R in the latter algorithm is played by an upper bidiagonal matrix B in the new algorithm.
The initialization can be either accomplished by a reduction of the matrixÃ into an upper bidiagonal one by Householder transformations [4] ,
withŨ ∈ R n×k orthogonal and
or simply computing the singular value decomposition of the matrixÃ. In this paper we will use the reduction ofÃ into a bidiagonal matrix as initialization.
The problem now is to compute the new signal subspace of the augmented
The proposed recursive procedure is made by the following steps.
Step B.1. Decompose the new processed vector b into its projection ontoŨ and on its projection onto the orthogonal complementŨ
where I m is the identity matrix of order m. The problem is transformed into the following one,
with B c an upper bidiagonal matrix with a column appended. This step is similar to the one of the algorithm described in section 2, requiring the same number of floating point operations, i.e., 2km floating point operations.
Step B.2. Reduce the matrix B c into an upper tridiagonal one T by means of orthogonal transformations,
This reduction can be accomplished by an algorithm similar to those used for reducing a bordered matrix into upper bidiagonal form [6, 8] . The reduction is accomplished by using Givens rotations. The transformation of a bidiagonal matrix of order 9, with a column appended, is depicted in Fig. 1 . We observe that some Givens rotations can be per- Fig. 1 . Description of the reduction of a bidiagonal matrix with a column appended to an upper tridiagonal one by using Givens rotations. The symbol ⊗ denotes the entries to be annihilated by applying the Givens rotation. The arrows show the rows (columns) to be modified by the Givens rotations.
formed independently of each other. This can be exploited for an efficient implementation of the algorithm on a parallel computer. To annihilate the entries of the appended column and to chase the bulges during the construction of the upper tridiagonal matrix, k/2(k/2 − 1) Givens rotations are used. Hence, the computational complexity of this step 3 is 5k 2 . We observe that the orthogonal matricesQ 1 andQ 1 in (2), given by the product of the involved Givens rotations, are not explicitly computed. The Givens coefficients are stored, requiring O(k 2 ) memory and used in Step B.4.
Step B.3. Reduce the upper tridiagonal matrix T into an upper bidiagonal one B 1 by orthogonal transformations,
The reduction of an upper tridiagonal matrix into an upper bidiagonal one can be accomplished by using standard bulge-chasing techniques [4] . Also this step is accomplished by using k/2(k/2 − 1) Givens rotations with 5k 2 computational complexity. Again, also in this case the orthogonal matricesQ 2 andQ 2 in (3) are not explicitly computed. The Givens coefficients are stored, requiring O(k 2 ) memory and used in Step B.4. This reduction is depicted in Fig. 2 for a matrix of order 9. Also in this step, we observe that some Givens rotations can be performed independently of each other. This can be exploited for an efficient implementation of the algorithm on a parallel computer.
Step B.4. Update the dominant subspace.
From (2) and (3),
Let B 1 =ÛΣV T be the singular value decomposition of B 1 , withΣ = diag(σ 1 ,σ 2 , . . . ,σ k+1 ),σ 1 ≥σ 2 ≥ · · · ≥σ k+1 ≥ 0. The smallest singular valueσ k+1 and the corresponding left singular vector can be efficiently computed with O(k) floating point operations [5, 9, 10] . In the proposed paper we have used the algorithm described in [5] to compute the left singular vector corresponding toσ k+1 . The latter algorithm is based on applying very few steps, let us say j steps, (from a theoretical point of view only one step is needed) of the QR method [4] with shiftσ k+1 to the matrixB. It turns out Fig. 2 . Description of the reduction of a tridiagonal matrix to an upper bidiagonal one by using Givens rotations. The symbol ⊗ denotes the entries to be annihilated by applying the Givens rotation. The arrows show the rows (columns) to be modified by the Givens rotations.
where B 2 is a bidiagonal matrix of order k andQ 3 andQ 3 are orthogonal matrices of order k + 1. Let us define
We observe thatq (3) k+1 , the last column of the matrixQ 3 , is the singular vector of B 1 corresponding toσ k+1 , i.e.,
is the left singular vector of B c corresponding toσ k+1 . We observe that the matrixQ 3 is given by the product of j upper Hessenberg orthogonal matrices, each one generated by one step of the QR-method, i.e., each one is the product of k Givens rotations. Therefore, having stored the involved Givens coefficients, the singular vector q
k+1 can be computed with O(jk) floating point operations. Furthermore, the productQ 1Q2q
can be accomplished with 3/2k 2 floating point operations. LetH be the Householder matrix such that
withW ∈ R k×k orthogonal. Hence, taking (4), (5) and (6) into account, it turns out
Due to the special block bidiagonal structure of B 3 , the signal subspace associated to the largest k singular values ofB is given by the first k columns ofÛ . Known the matrixH, the latter orthogonal matrix is computed with 4nk floating point operations.
In the end of this step, we set
Remark 2 Also for this algorithm we observe that it is not necessary to update the matrix V, if only the left dominant singular subspaces are needed. In fact, in the orthogonalization process in step B.1, only the matrix U is involved.
At first glance, the proposed algorithm and the algorithm in [2] seem to be equivalent, i.e., seem to compute the same left dominant singular subspace. This is true if only one step is considered. However, if more iterations are considered, i.e., new vectors are processed, we come up with two different dominant singular subspaces because, in the proposed algorithm, the updating of the dominant subspace is made neglecting the contribution of the orthogonal matricesQ 1 ,Q 2 andQ 3 .
The proposed algorithm has been implemented in Matlab 4 . The code can be obtained from the authors upon request.
Numerical Experiments
In this section we compare the accuracy of the algorithm with respect to the algorithm proposed in [2] .
Example 4.1 Let V ∈ R m×k and W ∈ R k×n be full rank random matrices, generated by the Matlab function randn for different values of m, n, and k. Let X = V W + τ Z, with Z ∈ R m×n be random matrices generated by the Matlab function randn and τ a parameter, assuming different values, that gives an indication of the level of noise, i.e., of the distance from the subspace spanned by the columns of V and that one spanned by the columns of X. If τ = 0, V and X span the same subspace. Let V 1 and V 2 be the orthogonal subspaces tracked by the algorithm proposed in [2] (Alg1) and by the proposed algorithm (Alg 2). As a measure of the accuracy of the subspaces tracked, we have computed
with Q the Q-factor of the QR-factorization of V. The results are reported respectively in tables 1 and 2 for different values of m, n, and k.
It can be noticed that the accuracy of the subspaces tracked by the two methods is comparable and proportional to the amount of the noise introduced (the term τ Z).
Conclusions
Many engineering applications require to compute the left dominant subspace of a matrix A of dimension m × n, with m n, whose columns are produced incrementally and only few columns can be processed at the same time. An n = 200, m = 400, k = 10 1.0e-08 9.1570e-09 6.3626e-08
1.0e-10 9.1567e-11 7.1385e-10
1.0e-12 9.2926e-13 6.6060e-12
1.0e-14 3.9700e-13 4.8841e-13 Table 1 Levels of orthogonality between the subspace V and the tracked subspaces V i , i = 1, 2.
algorithm for recursively computing an approximation of the left dominant subspace has been proposed in this paper. Although it requires a lower complexity for iteration of other algorithms available in the literature, the accuracy of the approximation of the left singular subspace computed by the proposed algorithm is comparable. Moreover, the proposed algorithm exhibits a lot of parallelism that can be exploited in a suitable implementation on a parallel computer. Table 2 Levels of orthogonality between the subspace V and the tracked subspaces V i , i = 1, 2.
