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Abstract
In this thesis, I present work from three separate research projects associated with observa-
tions of X-ray binaries. Two of those revolve around spectral characteristics of neutron star
low-mass X-ray binaries (NS-LMXBs), with a particular source, XTE J1701−462, playing
a central role.
First, I construct and study color–color and hardness–intensity diagrams (CDs and
HIDs) for a large sample of NS-LMXBs using Rossi X-ray Timing Explorer (RXTE ) data
spanning '15 years. I study in particular detail three sources whose complicated CDs/HIDs
are strongly affected by secular motion—Cyg X-2, Cir X-1, and GX 13+1—and show that
Cyg X-2 and Cir X-1 display CD/HID evolution with strong similarities to the transient Z
source XTE J1701−462, which was previously shown to have evolved through all subclasses
of NS-LMXBs as a result of changes in mass accretion rate. I build on the results for XTE
J1701−462, Cyg X-2, and Cir X-1 and rank all the sources in the sample based only on
their CD/HID morphology. I speculate that this represents a rough ranking in terms of the
relative ranges in mass accretion rate experienced by the sources.
Next, I use data from RXTE, Swift, Chandra, and XMM-Newton to study the transition
to quiescence and the first '1200 days of the quiescent phase of XTE J1701−462 following
the end of its extraordinarily luminous 19 month outburst in 2006–2007. I find that the
crust of the neutron star cooled rapidly during the first ∼200 days of quiescence, after
having been heated out of thermal equilibrium with the core during the outburst; the source
has subsequently shown slower cooling along with sporadic low-level accretion activity. I
discuss the implications of the observed cooling behavior and low-level accretion, the former
of which yields information on the internal properties of the neutron star.
Finally, I use multiple Chandra observations to study the X-ray source populations in
the late-type galaxies NGC 6946 and NGC 4485/4490. A particular emphasis is placed on
investigating the long-term variability of the sources, several of which are ultraluminous. I
present detailed source catalogs and characterize the populations—which consist primarily
of X-ray binaries—using X-ray luminosity functions and CDs.
Thesis Supervisor: Walter H. G. Lewin
Title: Professor Emeritus of Physics
Thesis Co-Supervisor: Jeroen Homan
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Chapter 1
Introduction
1.1 X-ray Astronomy
X-rays are electromagnetic radiation with wavelengths intermediate between those of ultra-
violet radiation and gamma rays. They are typically defined as having wavelengths ranging
from ∼100 A˚ to ∼0.1 A˚, or photon energies—the quantity traditionally used when dis-
cussing astrophysical X-rays—of ∼0.1 keV to ∼100 keV.1 The Earth’s atmosphere is highly
opaque to X-rays. Fig. 1.1 shows the atmospheric transmission of electromagnetic radia-
tion as a function of wavelength; only a very small fraction of X-rays is able to penetrate
the atmosphere farther than to an altitude of ∼20–30 km. This necessitates going to high
altitudes, or preferably into space, to perform astronomical X-ray observations; as a result,
X-ray astronomy did not emerge until the latter half of the 20th century.
In 1949, scientists at the U.S. Naval Research Laboratory showed that the Sun was an
X-ray emitter using a detector on board a sounding rocket. Based on the measured X-ray
flux from the Sun, other stars were not expected to have detectable X-ray emission on Earth
(the Sun is by far the brightest X-ray source in the sky, but only because of its extreme
proximity), and other known types of astronomical objects were at the time not generally
expected to be bright X-ray emitters either. As a result, not much effort was put into
searching for other X-ray sources. In 1962, a team at American Science & Engineering in
Cambridge, Massachusetts, led by Riccardo Giacconi, discovered the first extrasolar X-ray
source using a rocket-borne instrument.2 This event is usually said to mark the birth of X-
ray astronomy. The source, the first discovered X-ray source in the constellation Scorpius,
was later named Sco X-1.
During the next eight years, X-ray astronomy progressed using rocket-borne instruments,
detectors attached to satellites with other primary missions, and with high-flying balloons.
The highest-flying balloons can reach altitudes of ∼40 km; this limits balloon observations
to X-rays above ∼20–30 keV, since lower-energy X-rays—which constitute the bulk of the
emission of most X-ray sources—are not able to penetrate the atmosphere that far down
(see Fig. 1.1). In contrast, sounding rockets can reach altitudes of ∼200 km, allowing X-
rays down to the lowest energies to be observed. However, each rocket flight only allows
1The boundaries between the different bands of electromagnetic radiation are not rigidly defined. In
particular, the boundary between X-rays and gamma rays is highly dependent on the context; in astronomy,
quoted values for this boundary are usually between 100 keV and 250 keV.
2The official purpose of the experiment was to detect X-rays from the Moon, whose surface was expected
to emit X-rays produced by solar wind particles hitting the surface and through fluorescence caused by solar
X-rays. X-ray emission from the Moon was not detected until in 1990 by the ROSAT satellite.
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Figure 1.1. Atmospheric transmission of electromagnetic radiation. The solid curve shows
the altitude at which half of the radiation from space has been absorbed by the atmosphere.
(Figure from Seward & Charles 2010.)
observations for a few minutes, whereas balloons in the early days of X-ray astronomy
could perform observations for up to ∼10 hours. By far the most efficient way to study
the X-ray sky is to use satellites. In 1970, the first dedicated X-ray satellite, Uhuru, was
launched. It discovered ∼300 new X-ray sources, increasing the number of known sources
by a factor of ∼10. It was not until with Uhuru in 1971 that the nature of Sco X-1
and most of the other X-ray sources discovered in the 1960s was understood. They are
X-ray binaries—systems in which material is being transferred from a star and into the
deep gravitational well of a neutron star or black-hole companion. This process releases
enormous amounts of energy, mostly in the form of X-rays. X-ray binaries are the main
topic of this thesis and will be further described in Section 1.5. Observations with rockets
and balloons continued in the 1970s, but satellites quickly became dominant. There have
now been dozens of high-energy (X-ray and gamma-ray) satellite missions. Some of the
current ones will be described in Section 1.2; examples of important previous missions are
the American Einstein Observatory (1979–1981), the first dedicated X-ray satellite to carry
an X-ray telescope; the European EXOSAT mission (1983–1986), which was the first X-ray
satellite in a highly eccentric orbit, allowing long periods of continuous viewing of most
sources; and the German ROSAT mission (1990–1999), which performed the most sensitive
X-ray all-sky survey to date, discovering ∼125,000 sources (an overview of X-ray missions
up to 1992 is given in Bradt et al. 1992).
X-ray astronomy has evolved enormously in the five decades since its birth and has
become an integral part of modern astronomy. It provides unique insights into a wide
variety of astronomical objects and phenomena, in particular ones where material is under
extreme physical conditions. Types of known X-ray sources now span a very wide range
that includes comets, planets, stars, X-ray binaries and cataclysmic variables, supernovae
and supernova remnants, the interstellar medium, gamma-ray bursts, active galactic nuclei,
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and clusters of galaxies. In 2002, Riccardo Giacconi received the Nobel Prize in Physics for
his pioneering work in X-ray astronomy, 101 years after Wilhelm C. Ro¨ntgen received the
prize—the first one awarded—for his 1895 discovery of X-rays. A general introduction to
X-ray astronomy is given in Seward & Charles (2010).
1.2 X-ray Instruments
In this section, I will first discuss some general features of the instruments used to perform
the observations presented in this thesis, and define a few concepts which frequently appear
when discussing X-ray observations and instrumentation. I will then describe the main
relevant characteristics of the individual instruments in turn.
Most of the X-ray instruments relevant to this thesis are X-ray telescopes, which focus X-
ray photons onto a detector (in modern instruments, usually a CCD detector) and produce
an X-ray image of a patch of the sky in a particular photon energy band. X-ray photons
cannot be refracted or reflected with lenses or mirrors similar to those used in the optical
band; at X-ray wavelengths photons can only be reflected at small (i.e., grazing) incidence
angles (of order a degree or less) with extremely smooth mirrors coated with a material
that has high X-ray reflectance (most commonly gold or iridium is used). At least two
reflections are required to focus X-rays, and most X-ray telescopes use a so-called Wolter
type I mirror configuration, in which each photon is reflected by the inner surface of first
a parabolic mirror and then a hyperbolic one. This configuration allows multiple nested
mirror shells in order to increase the collecting area. Another type of X-ray detector used
for observations presented in this thesis is a nonimaging proportional counter,3 in which the
field of view (FoV) of the detector is simply restricted to a patch on the sky of a certain size
by means of a mechanical collimator (e.g., a honeycomb collimator—basically a contiguous
collection of long hexagonal metal straws). In this case, there is no direct information about
where within the FoV individual photons come from, but in such detectors a large collecting
area is easy to achieve and arrival times of detected photons can be measured with good
precision, i.e., the time resolution of the detector is good.
The spatial (or angular) resolution of an X-ray instrument refers to its ability to dis-
tinguish between two close sources on the sky. For X-ray telescopes, the spatial resolution
is determined by the point spread function (PSF ), which describes the distribution on the
detector of photons from a point source. The PSF can have a complicated azimuthal de-
pendence, but often the function is integrated over the azimuthal angle and presented as a
1-dimensional function of radius (measured from the peak of the PSF). The size of the PSF
is often quantified with the half-power diameter (HPD ), also referred to as the half-energy
width (HEW ), which is the diameter of a circle on the detector (centered on the peak of the
PSF) within which half of the detected power from the source is contained; this diameter
is usually quoted as the corresponding angle on the sky. Sometimes the size of the PSF is
quantified with its full width at half maximum (FWHM ), which is in general smaller than
the HPD. The PSF is narrowest on the optical axis (i.e., at the location of the focal point on
the detector) and becomes wider as the distance from this point increases (this effect can be
quite severe in X-ray telescopes); similar to the HPD, this distance is usually quoted as the
3A proportional counter in its simplest form is simply a gas-filled conductive cylinder, with a wire in
its center that is kept at high voltage. An X-ray which enters the detector volume interacts with the gas,
producing electron–ion pairs. The electrons are accelerated towards the wire, producing an avalanche of
electrons, and resulting in a measurable voltage pulse.
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corresponding angle on the sky, the so-called off-axis angle. The width of the PSF is also
a function of photon energy; in typical X-ray telescopes the width increases monotonically
as the photon energy increases.
The ability of an X-ray instrument to collect photons is quantified by its effective area,
which is the geometric collecting area (such as the face-on collecting area of the mirrors
in a focusing X-ray telescope) multiplied by fractional losses in the number of detected
photons due to factors such as the imperfect reflection efficiency of the mirrors, the imperfect
detection efficiency of, e.g., a CCD detector or a proportional counter, and the absorption
of photons by a filter or window covering the detector.4 In general, the effective area is a
complicated function of photon energy and decreases monotonically with increasing off-axis
angle; this latter effect is referred to as vignetting.
The precision with which an X-ray detector can determine the energy of a detected
X-ray photon is referred to as the energy (or spectral ) resolution. When an X-ray photon
is absorbed in a CCD pixel, a charge proportional to the photon energy is produced in the
pixel and later read out.5 Similarly, in a proportional counter, an X-ray photon produces
electron-ion pairs in the detector gas, which give rise to a voltage pulse approximately
proportional to the photon energy. Based on the magnitude of the charge or the voltage
pulse, detected photons are assigned to discrete spectral (pulse-height) channels, each of
which “corresponds” to a certain energy interval. However, due to statistical variance in
the amount of charge a photon produces in a detector and other instrumental effects, a beam
of monoenergetic photons will give rise to a distribution of pulse-height values; this limits
the energy resolution of the detector. The resolution (which is a function of photon energy)
is usually quantified with the FWHM of the distribution, ∆E. Instead of ∆E, the ratio—or
inverse ratio—of ∆E to the photon energy, E, is often quoted (E/∆E is sometimes referred
to as the spectral resolving power). In both CCD detectors and proportional counters, ∆E
is usually roughly proportional to
√
E.
CCD detectors and proportional counters (as well as other types of detectors) suffer
from so-called dead time, which refers to time during which a detector is unable to register
an impinging X-ray. CCD detectors are operated in a periodic fashion, alternating between
intervals during which data are recorded (the length of this interval is referred to as the
frame time) and much shorter intervals during which the accumulated charge in the CCD
is read out into a frame store (the read-out time); during the next frame the information
in the frame store is read into memory. While read-out takes place, the detector is unable
to register X-rays, giving rise to dead time. A typical frame time in modern X-ray CCD
detectors is a few seconds, while a typical read-out time is a few tens of milliseconds. In
proportional counters, each time an X-ray is detected the detector electronics are disabled
for a short period of time (e.g., in the RXTE proportional counters discussed below, this
time is typically ∼10 µs). The dead time has to be corrected for when calculating the actual
effective exposure time of an observation (sometimes called the live exposure time).
Another detector problem is so-called pile-up. If a source is bright and the PSF is
4Since X-ray CCD detectors are also sensitive to optical and ultraviolet photons, a filter is placed in front
of the detector to block these lower-energy photons. In proportional counters, the window of the detector,
which seals in the detector gas, handles this task.
5An X-ray will actually most often leave charge in multiple pixels. Based on the distribution (the
pattern) of this charge cloud in a 3×3 or 5×5 island of pixels, each event is assigned a grade. Some grades
are indicative of a genuine X-ray (e.g., when the pattern is compact), whereas others are more likely to arise
from a background event, e.g., a cosmic ray, and these latter ones are usually disregarded when analyzing
the data.
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Figure 1.2. The Rossi X-ray Timing Explorer. (Credit: NASA.)
narrow (so that X-rays from the source are concentrated onto a small number of pixels on
a CCD), a single pixel can have a significant likelihood of absorbing two or more photons
during a single frame. If this happens, the photons will be recorded as a single event
with an energy approximately equal to the sum of the individual photon energies; this
will distort the recorded energy spectrum of the source. If the combined energy of the
photons exceeds a certain threshold, the event will be rejected by the spacecraft software.6
For a bright enough source this can result in a marked dip in counts (or even a complete
absence) near the center of the source PSF. Pile-up can be mitigated in several ways, e.g.,
by observing a source off axis where the PSF is wider or by reducing the frame time of
the CCD. However, reducing the frame time can severely increase the dead time fraction;
this can be counteracted by operating only part of a CCD. If an observation of a source is
affected by pile-up, distortion of the extracted source spectrum can be avoided by excising
a central region of an appropriate size and using only counts from pixels in the wings of
the PSF which are unaffected by the pile-up. Proportional counters can also experience
pile-up, but this is a significant effect only at very high count rates and is much less of an
issue than for CCD detectors.
1.2.1 RXTE
The Rossi X-ray Timing Explorer (RXTE ; Bradt et al. 1993; see Fig. 1.2) is a NASA space
mission designed with an emphasis on fast X-ray timing; it was launched in December 1995.
RXTE contains three scientific instruments: the Proportional Counter Array (PCA), the
High-Energy X-ray Timing Experiment (HEXTE) and the All-Sky Monitor (ASM). Data
from HEXTE were not used in the research presented in this thesis and this instrument will
therefore not be described further.
6More generally, the overlap of the charge clouds from two or more events can result in their being
registered as a single event; events whose centers are separated by several pixels can therefore become piled.
Piled events also suffer from a distortion in the event pattern (grade migration) and this increases the
likelihood that the event will be rejected.
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The PCA (Jahoda et al. 2006) consists of five nominally identical large-area proportional
counters, referred to as Proportional Counter Units (PCUs; usually numbered from 0 to 4).
The FoV is restricted with a hexagonal mechanical collimator (honeycomb collimator). This
results in an approximately circular field of view with a diameter of ∼2◦ and a point source
response (effective area) that decreases roughly linearly as a function of distance from the
pointing axis (the shape of the response as a function of off-axis angle is approximately that
of a slightly flat-topped triangle with a FWHM of ∼1◦). The PCA is sensitive in the energy
range from ∼2 keV to roughly 60 keV and has modest energy resolution (∆E/E ' 18%
at 6 keV), although the spectral calibration below ∼3 keV or above ∼40 keV is not good
enough for data at these energies to be useful for spectral fitting (see Section 1.4.1). A
particular strength of the PCA is its exquisite time resolution; photon arrival times are
measured with a precision of a few microseconds. Another strength is the large collecting
area of the detectors (the effective area is '1300 cm2 PCU−1 at 10 keV). This leads to
very high count rates from bright sources and the data system on the satellite is specially
designed to handle large throughput of data. The data gets telemetered down to Earth in
several different formats (compression modes). A certain number of formats can be chosen
based on what is appropriate for each observation, but two standard modes are provided
for all observations. The Standard-1 mode gives count rates for each PCU in 0.125 s bins,
but with no energy resolution (i.e., all basic 256 PCA spectral channels are combined into
a single channel). The Standard-2 mode gives count rates from each PCU in 16 s bins, with
the counts from each time bin grouped into 129 spectral channels.
The performance of the PCA has changed significantly over the 15 year duration of
the mission. High-voltage breakdowns in the PCUs have increasingly become a problem,
and most of the detectors are now regularly rested to avoid these; only PCU 2 is kept on
throughout almost all observations. Most of the volume of each PCU is filled with xenon
gas, but there is also a top layer of propane whose main purpose is to aid in the rejection
of events due to charged particles entering the detector. PCUs 0 and 1 lost their propane
layers in 2000 and 2006, respectively, which changed their spectral response and has made
them more susceptible to particle flares. To decrease the chance of breakdowns, the voltages
in all the PCUs have been permanently lowered several times, resulting in changes in the
spectral response. Xenon from the main detector volume has also diffused into the front
propane volume in the PCUs throughout the mission, resulting in a decrease in detection
efficiency by ∼1% per year.
The ASM (Levine et al. 1996) consists of three so-called Scanning Shadow Cameras
that are sensitive in the ∼2–10 keV band and together scan ∼80% of the sky every ∼100
minutes. Spacecraft maneuvers due to pointed observations with the PCA and HEXTE
result in the entire sky (except for a small area behind and around the Sun) usually being
surveyed every day. Any given point on the sky is typically visited 5–10 times per day. The
ASM thus continuously monitors a large number of bright sources in the Galaxy and can
detect the appearance of bright new transient sources.
RXTE is in a low-Earth equatorial orbit with a period of ∼100 minutes. This has the
advantages that the satellite is below the Van Allen radiation belts and is protected by
Earth’s magnetic field from the solar wind and some of the cosmic ray flux. However, this
has the distinct disadvantage that observations of most sources are interrupted for a large
part of the orbital period. On many orbits the satellite also passes through the so-called
South Atlantic Anomaly (SAA), a region where particles trapped in the radiation belts are
able to dip down to lower altitudes due to the Earth’s magnetic field being weak there; to
protect the detectors they are shut off during traversal through this region.
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Figure 1.3. The Chandra X-ray Observatory. (Credit: NASA.)
1.2.2 Chandra
The Chandra X-ray Observatory (Weisskopf et al. 2000) was launched in July 1999 and is
NASA’s flagship X-ray mission (see Fig. 1.3). In contrast to RXTE, Chandra is an X-ray
telescope; its High Resolution Mirror Assembly (HRMA; van Speybroeck et al. 1997) has
four nested shells of mirror pairs in a Wolter type I configuration. The HRMA gives a
spectacular angular resolution of ∼0.5′′—by far the best of any X-ray telescope to date. An
observer can choose from two different detectors to place in the focal plane of the telescope:
the Advanced CCD Imaging Spectrometer (ACIS) and the High Resolution Camera (HRC).
In addition, transmission diffraction gratings can be placed in the light path for high-
resolution gratings spectroscopy. Neither the HRC nor any diffraction gratings were used in
any of the Chandra observations presented in this thesis and will therefore not be discussed
further. Chandra is in a highly eccentric 63.5 hour orbit with an apogee height of '22 Earth
radii. This allows unbroken observations of sources for up to '180 ks (∼50 hours) while
the observatory is above the Earth’s radiation belts.
The ACIS detector (Garmire et al. 2003) consists of ten 1024×1024 pixel CCD chips
arranged in two arrays, a 2×2 array used for imaging (ACIS-I) and a 6×1 array used either
for imaging or in conjunction with gratings (ACIS-S). All observations presented in this
thesis used ACIS-S. The ACIS-S chips are numbered from 0 to 6; two of those (S1 and S3)
are back-illuminated and offer better spectral resolution then the other ACIS-S and ACIS-I
chips which are front-illuminated.7 The HPD of the PSF at the ACIS-S focal point (located
on the S3 chip) is ∼0.8′′ and is actually limited by the size of the ACIS pixels (0.492′′) and
not by the HRMA. The FoV of each chip is 8.3′ × 8.3′. The energy range of the detector is
∼0.3–10 keV and the on-axis effective area with the S3 chip peaks at ∼700 cm2 around 1.5
keV. Although this effective area is much smaller than that of the RXTE PCA, Chandra is
7At launch the front-illuminated chips had better spectral resolution, but early in the mission the res-
olution was degraded due to low-energy proton damage which caused an increase in the so-called charge
transfer inefficiency (CTI ) during CCD read-out.
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Figure 1.4. An artist’s rendition of XMM-Newton in orbit around Earth (left), and a
schematic view of the XMM-Newton interior (right). (Credit: ESA.)
much more sensitive to faint sources because of its much lower source background (partly
due to Chandra’s ability to focus source photons onto a small number of pixels). The
spectral resolution of the S3 chip is ∼95 eV at 1.5 keV. The detector is usually operated
with a frame time of 3.2 s, although this can be adjusted. Operating only part of a CCD
(subarray mode) lessens the increase in dead time associated with a shorter frame time.
1.2.3 XMM-Newton
The X-ray Multi-mirror Mission (XMM-Newton; Jansen et al. 2001; see Fig. 1.4) is an
X-ray observatory launched in December 1999 by the European Space Agency (ESA). It
carries three identical X-ray telescopes with large effective area, in addition to a 30 cm
optical/ultraviolet telescope, the Optical Monitor (OM); all four telescopes are co-aligned.
Each of the three X-ray telescopes consists of 58 nested shells of mirror pairs in a Wolter
type I configuration; the collecting area is the largest of any focusing X-ray telescope to date.
The European Photon Imaging Camera (EPIC) consists of three CCD detectors located at
the focal planes of the three X-ray telescopes. Two of those detectors are nominally identical
Metal Oxide Semiconductor CCD arrays (the MOS1 and MOS2 cameras, each consisting
of seven 600×600 pixel CCDs in a roughly circular configuration; Turner et al. 2001) and
the third one (the pn camera; Stru¨der et al. 2001) is a 2×6 array of twelve 200×64 pixel pn
CCDs. For the two telescopes equipped with the MOS cameras, part of the telescope beam
is always diverted by reflection diffraction gratings onto separate CCD detectors. Data
from these two Reflection Grating Spectrometers (RGSs) were not utilized in the research
presented in this thesis, nor were data from the OM, and these instruments will therefore
not be described further. It should be noted for clarity that all these detectors are operated
simultaneously during observations; there is no switching of instruments as in Chandra.
Similar to Chandra, XMM-Newton is in a 48 hour elliptical orbit with an apogee height of
'18 Earth radii, which allows continuous observations of up to '140 ks (∼40 hours).
The spatial resolution of XMM-Newton is considerably worse than that of Chandra: the
PSF HPD is '13–14′′ for the MOS cameras and '15′′ for the pn. XMM-Newton’s main
strength is its large collecting area: each MOS detector has a peak effective area of ∼500 cm2
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Field	of	View 17 x 17 arcminutes
Detection Element 2048	x	2048	pixels
Telescope	PSF 0.9 arcsec @ 350 nm
Location Accuracy 0.3 arcseconds
Wavelength Range 170		nm	-	650	nm
Colors 6
Spectral Resolution (Grisms) λ/Δλ ~ 200 @ 400 nm
Sensitivity B = 24 in white light in 1000 sec
Pixel	Scale 0.48	arcseconds
Bright Limit mv = 7 mag
ultRaviolet/optiCal telesCope
The	Mission	Operations	Center	(MOC)	at	Penn	State	
University	 provides	 real-time	 command	 and	 control	
of the spacecraft and monitors the observatory, while 
also taking care of science and mission planning, 
Targets	 of	 Opportunity	 (ToO)	 handling,	 and	 data	
capture and accounting. The Italian Space Agency’s 
ground station at Malindi, Kenya provides the 
primary communications. Swift burst alerts and burst 
characteristics are relayed almost instantaneously 
through	the	NASA	TDRSS	space	data	link	to	the	GCN	
for rapid distribution to the community.
Swift data will be made available to the world via three 
different	data	centers	located	in	the	United	States	(the	
High	 Energy	 Astrophysics	 Science	 Archive	 Research	
Center,	HEASARC),	the	UK	(the	UK	Swift	Science	Data	
Center,	UKSSDC),	and	Italy	(the	Italian	Swift	Archive	
Center,	ISAC).
The	 Swift	 Science	 Center	 (SSC)	 assists	 the	 science	
community in fully utilizing the Swift data. It is also 
responsible for coordinating the development of the 
data analysis tools for Swift data. The BAT instrument 
team	 and	 the	 Italian	 Swift	 Archive	 Center	 will	
develop data analysis tools for the BAT and XRT data 
respectively.	The	Swift	Science	Center	is	responsible	
for	developing	the	UVOT	tools.
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Figure 1.5. The Swift satellite. (Credit: NASA.)
around 1.5 k V and the corresponding umber is ∼1200 cm2 for the pn (the difference is
mainly due to the RGSs m ntioned above) he MOS and pn cameras are sensitive in the
∼0.15–12 keV and ∼0.15–15 keV bands, respectively, nd hav spectral resolutions of ∼70
eV at 1 keV. Each detector overs a roughly circular FoV of radius 30′. As in Chandra,
operating modes with only a portion of a CCD ctive are vailable.
1.2.4 Swift
Swift (Gehrels et al. 2004) is an X-ray mission developed in an international collaboration
led by NASA (see Fig. 1.5); the satellite was launched i November 2004 into a 95 minute
low-Earth orbit. Although primarily dedicated to studying gamma-ray bursts, Swift has
also made significant contributions to other areas, including studies of X-ray binaries. Swift
carries three instruments: the Burst Alert Telescope (BAT), the X-ray Telescope (XRT),
and the Ultraviolet/Optical Telescope (UVOT). Only the XRT is relevant to this thesis and
the other instruments will not be described further.
Like the X-ray telescopes on Chandra and XMM-Newton, the XRT (Burrows et al. 2005)
is a grazing incidence Wolter type I telescope (with 12 nested mirror pairs). The detector
is a single 600×602 pixel CCD, similar to the ones used for the EPIC MOS cameras on
XMM-Newton, with a FoV of 23.6′ × 23.6′. The PSF HPD is '18′′ at 1.5 keV. The energy
range of the XRT is ∼0.2–10 keV, with an effective area of ∼135 cm2 at 1.5 keV; at launch,
the FWHM energy resolution ranged from ∼190 eV at the high end of the energy range
to ∼50 eV at the low end, but is deteriorating slowly during the life of the mission (as
is the case with all X-ray CCD detectors in space). A particular strength of Swift is its
flexibility in scheduling and fast slew capability, making it able to respond rapidly to target-
of-opportun ty (ToO) requests.
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1.3 X-ray Emission
In this section I will briefly describe a few of the most important astrophysical mecha-
nisms for generating X-ray emission, and discuss the attenuation of X-ray radiation going
through interstellar material. Electromagnetic radiation can equivalently be described by
its wavelength, λ, frequency, ν, or photon energy, E, which are related through
E = hν =
hc
λ
, (1.1)
where h is the Planck constant and c the speed of light in vacuum. In X-ray astronomy, it
is customary to use the photon energy, and I will do so exclusively in what follows.
It is useful to define a few relevant concepts at the outset. The spectrum of a source is a
loosely defined term that can be used for any function giving the distribution of radiation
from the source as a function of photon energy. A more precisely defined quantity is the
specific intensity,8 I(θ, φ,E) (where θ and φ specify an angular location on the sky), which
can be defined as the energy received from a source (by an instrument aperture) per unit
time, per unit area of aperture facing the source, per unit photon energy interval, per unit
solid angle on the sky.9 The specific intensity can be shown to be numerically equal to the
surface brightness of the source (e.g., Bradt 2006).10 The surface brightness, B(θ, φ,E),
is defined as the power emitted per unit apparent area of the source (i.e., the projected
area onto a plane perpendicular to the direction toward the observer), per unit solid angle
emitted into, per unit energy interval. The specific intensity is only measurable for resolved
sources, i.e., sources whose angular extent is larger than the point spread function of the
telescope. For unresolved sources, often referred to as point sources, the more relevant
quantity is the flux density, obtained by integrating the specific intensity over the entire
extent of the source on the sky:
S(E) =
∫
source
I(θ, φ,E) cos θdΩ, (1.2)
where θ is the inclination angle with respect to the pointing direction of the telescope. The
flux density gives the energy impinging on an aperture per unit time, per unit area, per
unit energy interval. Integrating this over the energy range of interest gives the flux in that
energy range:
F =
∫ E2
E1
S(E)dE, (1.3)
i.e., the energy per unit time, per unit area. We can define the fluence of the source (the
energy per unit area) over a given time interval as the integrated flux:
f =
∫ t2
t1
Fdt. (1.4)
8It should be noted that the nomenclature for the various quantities defined in this section varies signif-
icantly across the literature.
9Here, I am referring to the energy specific intensity. One can also define a number or photon specific
intensity with dimensions of photons per unit time, per unit area, per unit energy interval, per unit solid
angle. The former is simply the latter multiplied by the photon energy. Analogous remarks apply to the
other quantities defined in this section.
10This is only true in the absence of any cosmological redshift and attenuation of the radiation due to
intervening material.
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If the source radiates isotropically in all directions, its luminosity (energy emitted per unit
time) in the same energy range is given by
L = 4piD2F, (1.5)
where D is the distance to the source, assuming attenuation by intervening material can be
ignored or has been corrected for.
1.3.1 Blackbody Radiation
A blackbody is an object which perfectly absorbs all electromagnetic radiation incident upon
it (and therefore reflects none of it, hence the name). Also known as an ideal emitter, such
an object will radiate with a characteristic spectrum whose shape and total radiated energy
per unit surface area only depends on the temperature of the blackbody. Although perfect
blackbodies do not exist in nature, there are many instances of objects whose radiation
approximates that of a blackbody. In general, matter that is optically thick, i.e., not trans-
parent to its own radiation, and in thermal equilibrium will emit radiation with a blackbody
spectrum.
The specific intensity of blackbody radiation and the surface brightness of a blackbody
are given by the Planck function :
I(E, T ) = B(E, T ) =
2
h3c2
(
E3
eE/kT − 1
)
, (1.6)
where T is the temperature of the blackbody and k is the Boltzmann constant (see, e.g.,
Rybicki & Lightman 1979 for a derivation). Blackbody spectra are shown on a log-log
plot in Fig. 1.6 (see also Fig. 1.7); increasing the temperature of a blackbody will increase
the intensity at all photon energies, and the peak of the spectrum will be shifted to a
higher energy. The energy at which the (energy) specific intensity peaks is given by Wien’s
displacement law ,
Epeak ≈ 2.82kT, (1.7)
while the average photon energy is slightly lower,
〈E〉 ≈ 2.70kT. (1.8)
Integrating the surface brightness given in Eq. 1.6 over all photon energies and all solid
angles of an upper hemisphere gives the power emitted per unit surface area of a blackbody
of temperature T : ∫ ∞
E=0
∫
upper
hemisphere
B(E, T ) cos θdΩdE = σSBT
4, (1.9)
where θ is the inclination angle with respect to the zenith and
σSB =
2pi5k4
15c2h3
(1.10)
is the Stefan-Boltzmann constant. A spherical blackbody of radius R will therefore have a
luminosity
L = 4piR2σSBT
4. (1.11)
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Figure 1.6. Spectral shapes (energy flux densities) for blackbody radiation and thermal
bremsstrahlung. In both plots the normalization is the same for the two spectra, i.e., they
correspond to the same blackbody and same gas radiating at different temperatures. As is
common, the temperature is indicated in units of energy as kT .
In reality, the emission from, e.g., a stellar surface will only roughly follow the spectrum of a
blackbody. However, Eq. 1.11 defines the effective surface temperature as the temperature
that a true blackbody with the radius of the star and the measured luminosity would have.
Blackbody radiation in some form is commonly seen in X-ray binaries, e.g., from ac-
cretion disks (see Section 1.5.2.1 for a discussion of accretion disks and disk blackbody
emission) and from neutron star surfaces (emission from a hydrogen atmosphere on the
surface of a neutron star will be discussed in Chapter 3).
1.3.2 Thermal Bremsstrahlung
In a hot ionized gas (i.e., plasma), an electron passing near a positive ion is subjected to
a large Coulomb force which alters the trajectory of the electron. This acceleration will
cause the electron to emit radiation which goes by the name of bremsstrahlung (German
for “braking radiation”), but is also referred to as free–free emission, since the electron is
unbound to the ion both before and after their interaction. If the ions and electrons in the
gas are in thermal equilibrium, their speeds will follow a Maxwell–Boltzmann distribution,
and the gas will emit thermal bremsstrahlung. Such radiation from a gas which is optically
thin (i.e., transparent to its own radiation) is seen in many astronomical settings and its
spectrum can be derived under the further assumption that the particle speeds are nonrel-
ativistic and interaction energies small (which is valid in many circumstances). The volume
emissivity (i.e., the power radiated per unit photon energy interval by a unit volume of the
gas) is given by
j(E, T ) = Cg(E, T, Z)Z2neniT
−1/2e−E/kT , (1.12)
where Z is the atomic number of the ions, ne and ni are the number densities of the
electrons and ions, respectively, T is the temperature of the gas, and C is a constant. The
Gaunt factor, g(E, T, Z), is a slowly varying function of energy that accounts for quantum-
mechanical effects in the electron–ion interactions. (See, e.g., Bradt 2008 for a derivation
of Eq. 1.12.) Thermal bremsstrahlung spectra are shown in a log-log plot in Fig. 1.6. The
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turnover in the curves occurs at E ∼ kT . The Gaunt factor is responsible for the slow rise
of the curve towards lower energies left of the turnover (the curve would otherwise be flat).
Measurement of a thermal bremsstrahlung spectrum can (in principle) give the temperature
of the emitting gas and—after making some assumptions about the composition of the gas,
the physical size of the emitting region, and the distance to it—its density.11 The total
radiated power per unit volume is given by the integrated volume emission∫ ∞
0
j(E, T )dE = C ′g(T,Z)Z2neniT 1/2, (1.13)
where g(T,Z) is the energy-averaged Gaunt factor.
Thermal bremsstrahlung is for example seen from hot interstellar gas in galaxies and
from shocked gas in supernova remnants; in X-ray binaries, thermal bremsstrahlung is
thought to be produced at the magnetic poles of strongly magnetized neutron stars, being
subsequently modified by Comptonization.
1.3.3 Nonthermal Emission
Blackbody radiation and thermal bremsstrahlung are examples of thermal radiation. A
characteristic feature of thermal radiation is an exponential decrease in emission at high
photon energies. In contrast, nonthermal radiation usually shows a much slower high-energy
drop-off in emission. In many cases, nonthermal spectra are well approximated over a wide
energy range by a power law, i.e., the intensity of the radiation is given by a function of the
form
I(E) = K
(
E
Eref
)−α
, (1.14)
where Eref is an arbitrary reference energy (1 keV is often chosen), K = I(Eref) is a
normalization coefficient, and α > 0 is the photon (or spectral ) index ; α (or −α) is also
referred to as the (logarithmic) slope of the power law for the obvious reason that the
function will appear as a straight line with slope −α in a log-log plot (see Fig. 1.7).12
Commonly used variations on the simple power law are a power law with an exponential
cutoff, I(E) ∝ E−α exp(−E/Ecut), and a broken power law, a continuous function consisting
of two power law segments with different index values.
An important example of nonthermal emission in astrophysics is synchrotron radiation
(also known as magnetic bremsstrahlung), which is emitted by relativistic electrons in regions
containing a magnetic field. The electrons spiral around magnetic field lines under the
influence of the magnetic Lorentz force; this acceleration causes them to emit radiation
beamed in the direction of travel. In the case where the energy distribution of the electrons
is a power law (often the case in nature), the spectrum of the total synchrotron radiation
from the ensemble of electrons can be shown to also have a power-law shape, assuming highly
relativistic electrons and a uniform magnetic field (see, e.g., Bradt 2008 for a derivation).
Synchrotron emission is for example seen from pulsar wind nebulae and is thought to be
emitted by jets in X-ray binaries.
Another type of nonthermal radiation that is of particular relevance to the study of X-
11More precisely, the measured flux will be proportional to 1
D2
∫
nenidV , where the integral is over the
volume of the gas under observation and D is the distance.
12In software packages used for spectral fitting (see Section 1.4.1), such as XSPEC, the photon index
referred to is usually that of the photon flux density. The index for the energy flux density is then α− 1.
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ray binaries arises from so-called Comptonization. When a photon collides with an electron
of lower energy, some of the photon energy is transferred to the electron and the photon
changes direction; this is referred to as Compton scattering. In inverse Compton scattering,
the electron is more energetic than the photon it collides with, and the photon gains en-
ergy. Radiation going through a region populated with free electrons can therefore have its
spectrum altered through regular or inverse Compton scattering (where individual photons
can potentially be scattered multiple times) and this is referred to as Comptonization. In
X-ray binaries, an accretion disk (discussed in Section 1.5.2.1) surrounding a neutron star
or a black hole radiates a thermal spectrum of soft X-rays (with a possible contribution
from the surface of the neutron star). If there is a corona surrounding the disk containing
high-energy electrons, some of the thermal photons (the seed photons) will acquire energy
through inverse Compton scattering and give rise to a high-energy tail in the observed spec-
trum. The spectral shape of this tail is usually well approximated by a power-law (with a
possible break to a steeper power law—i.e., one that has a higher photon index and drops
off more rapidly with energy—or an exponential cutoff at high energy).13
1.3.4 Line Emission
So far, the discussion has been limited to continuum emission of X-rays. However, atomic
transitions in emitting or absorbing material can also give rise to emission or absorption lines
at discrete energies superposed on continuum spectra. Thermal bremsstrahlung spectra, for
example, often exhibit many emission lines due to heavier elements in the gas which are
not completely ionized; this line emission can constitute a larger overall fraction of the
radiation than the underlying continuum emission. A collision between a free electron and
an ion can result in a bound electron in the ion being transferred to a higher energy level.
This excited state is not stable and when the ion returns to the ground state an X-ray
with a characteristic energy is emitted. Another instance where line emission is important
is blackbody radiation from the surface of a star, which is usually heavily modified by a
profusion of absorption lines due to atoms in the stellar atmosphere.
In X-ray binaries it is common to see an iron Kα emission line at ∼6–7 keV due to
electron transitions in iron atoms (which can be in various ionization states) between the
two innermost shells (i.e., from the L to the K shell). These lines are likely due to a
source of hard X-rays (such as a thin corona of material surrounding the accretion disk)
irradiating matter in the disk and causing excitations in the iron atoms, which promptly
decay to the ground state (fluorescence). The research presented in this thesis deals mostly
with continuum emission, and line emission is relevant only to a very limited extent. I
will therefore not go into further detail, except to mention that spectral lines are often
empirically modeled by a Gaussian line profile, i.e., a function of the form
I(E) =
K√
2piσ
exp
(
−(E − E0)
2
2σ2
)
, (1.15)
where K =
∫∞
0 I(E)dE is a normalization coefficient equal to the total intensity of the line,
E0 is the centroid line energy, and σ is a width parameter related to the FWHM of the line,
∆E, through ∆E =
√
8 ln 2σ (see Fig. 1.7).
13It should be noted that nonthermal components in emission from X-ray binaries are in general far from
being completely understood, and other processes may also contribute, especially in black-hole binaries,
where, e.g., synchrotron emission from jets is thought to play a role in some cases.
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1.3.5 X-ray Absorption
Radiation emitted by a source is attenuated as it travels toward an observer because of
interactions between the photons and intervening material. This can be material in the
Galactic interstellar medium (ISM), as well in the intergalactic medium and the ISM of
the source galaxy if the source in question is extragalactic; matter intrinsic to the emitting
system can also contribute. An observed spectrum has to be corrected for this attenuation
to infer the actual emitted spectrum from a source. For X-rays in the 0.1–10 keV range, the
dominant effect is photoelectric absorption, in which an atom absorbs an X-ray and ejects
an electron with kinetic energy equal to the difference between the photon energy and the
binding energy of the electron (also known as photoionization). Atomic and molecular gas
and grains contribute to this absorption (only H2 is important in the molecular case) and
these contributions can be encapsulated in an energy-dependent total photoelectric cross
section, σ(E), where the cross sections of different elements in the atomic gas have been
weighted according to their assumed relative abundances. The amount of absorbing material
along a line of sight to a source is quoted as a column number density, i.e., the total number
of absorbing particles per unit cross-sectional area in a column extending from the source
to the observer. It is customary to normalize σ(E) to the total hydrogen number density,
NH, which is given in number of atoms per unit area; the observed spectrum of a source,
Iobs(E), can then be related to the original emitted spectrum, Isource(E), through
Iobs(E) = e
−σ(E)NHIsource(E). (1.16)
NH is sometimes referred to as the equivalent hydrogen column density. Typical values
encountered range from ∼1020 to ∼1023 atoms cm−2. Although not a strict monotonic
function of energy, X-ray absorption in general decreases with photon energy and affects
the lowest-energy X-rays the strongest, especially those below ∼2 keV for common values
of NH (see Fig. 1.7 for an example of the effects of absorption on an X-ray spectrum). For
photon energies &10 keV, scattering by bound and free electrons becomes an important
factor in the attenuation of X-ray spectra in addition to photoelectric absorption. For a
detailed discussion of X-ray absorption, see Wilms et al. (2000).
1.4 X-ray Spectral Analysis
1.4.1 X-ray Spectroscopy
In X-ray astronomy one often seeks to measure the spectrum of a source by observing it with
an instrument such as those described in Section 1.2. However, the direct output of such an
observation is not the flux density received from the region of the sky containing the source
but rather counts in a certain number of discrete spectral channels (or pulse-height bins).
One therefore needs to infer an estimate of the flux density from the channel-separated
counts observed in a certain length of time. The relationship between the flux density,
Sp(E), and the observed counts can be expressed with the following integral equation:
C(h) = τeff
∫ ∞
0
R(h,E)A(E)Sp(E)dE. (1.17)
Here, Sp(E) denotes the photon flux density, with dimensions of photons per unit time,
per unit area, per unit energy interval. I use the subscript p to distinguish this from
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the energy flux density. C(h) denotes the number of counts detected in pulse-height bin h
during the observation, and τeff is the effective total exposure time of the observation, where
dead time and any excluded time intervals (e.g., due to heightened particle background)
have been taken into account. The unitless response function R(h,E) gives a mapping,
or redistribution, from photon energy to pulse height by the detector, i.e., it gives the
probability that a detected photon of energy E will end up in pulse-height bin h. It is
usually normalized so that ∑
h
R(h,E) = 1 (1.18)
for any E within the energy range of the detector and where the sum is over all bins h.
This function can be nonuniform across a detector. The file which encodes R(h,E) is known
as the redistribution matrix file (RMF ). The function A(E) gives the effective area of the
instrument (discussed in Section 1.2) as a function of energy; it has units of area times
counts per photon. This function is stored in the so-called ancillary/auxiliary response file
(ARF ). For observations with X-ray telescopes, a tailored ARF needs to be constructed
for each source of interest in every observation (and if R(h,E) is nonuniform across the
detector, the same holds for the RMF). The effective area is a function of off-axis angle
(and photon energy) and A(E) needs to be integrated over the region on the detector from
which the counts are extracted (and folded with the PSF at that location), and in some cases
time-averaged over the duration of the observation.14 For a rigorous formal description of
the response functions, see Davis (2001).
One would then like to solve Eq. 1.17 for Sp(E). However, this is in general not possible,
since the solution tends not to be unique and is very unstable against noise in the count
rates and uncertainties in the response functions. Instead, what is usually resorted to is
spectral fitting using so-called forward folding. A spectral model is chosen—a function,
M(E), that can be described in terms of a certain number of parameters (see an example
of a model spectrum in Fig. 1.7). The values of the parameters that best match Eq. 1.17
are then sought. In practice, R(h,E) and A(E) are of course not calculated with infinite
energy resolution but rather on a grid with energy bins of a certain width, ∆Ei, which can
in principle vary across the energy range considered. Eq. 1.17 then becomes
CM (h) = τeff
∑
i
RhEiAEiMEi∆Ei, (1.19)
where R is now a matrix, and I have replaced Sp(E) with the model function M(E) and
C(h) with a counts spectrum, CM (h), that results from the model function. For each set of
values for the model parameters, a fit statistic is computed, most commonly the χ2-statistic:
χ2 =
∑
h
[
C(h)− CM (h)
σh
]2
(1.20)
where σh is the uncertainty (the standard deviation of the measurement error) in the counts,
C(h). Using some optimization algorithm, the values of the model parameters are then
varied to minimize the fit statistic; this yields the best-fit values of the parameters. The
14Chandra does not maintain a fixed aspect (pointing direction) during an observation; instead the direction
is varied (dithered ) in a Lissajous pattern. This is done to average over calibration uncertainties in the
detector and smooth out the effects of bad pixels (malfunctioning or otherwise suspect pixels) and gaps
between CCD chips.
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Figure 1.7. An example of a model spectrum, showing photon flux density as a function
of photon energy. The total model is indicated by a solid line, whereas the contributions of
individual spectral components are indicated by dotted lines; they are a simple power law
with a photon index of 2 (which dominates at high energy), a blackbody with a temperature
(in units of kT ) of 1.5 keV, and a Gaussian emission line of width 0.3 keV (the parameter
σ in Eq. 1.15) and centroid energy 6.5 keV. All components are modified by photoelectric
absorption due to an equivalent hydrogen density column of 1× 1022 atoms cm−2 (without
this absorption the power law would extend as a straight line throughout the lowest ener-
gies). A few absorption edges can be seen below 2 keV; those are due to a sudden increase
in absorption as the photon energy reaches threshold energies necessary for ejection of elec-
trons from particular atomic shells. The vertical dashed lines show a possible division of
the 2–20 keV band into four sub-bands, A–D, which can be used for X-ray colors (similar
to the bands used in Chapter 2 for RXTE PCA data).
minimized value of the fit statistic is used to estimate whether the fit is of acceptable
quality (the goodness of fit). It is not possible to show that a given model is correct; one
can only hope to show that it is consistent with the data. Multiple models may provide
acceptable fits to the same data set. Integrating the best-fit model over an energy range of
interest gives an estimate of the flux in that energy band. Usually, the fitting procedure
described above is not performed at the full spectral channel resolution; multiple channels
are grouped together into bins that span larger energy intervals to ensure that each bin has
enough counts for the distribution of the measurement error to be approximately Gaussian
(otherwise, using the χ2-statistic is not statistically valid). When spectra have very few
total counts, the χ2-statistic is not applicable; instead, the so-called Cash statistic (a true
Poissonian maximum-likelihood estimator) is often used.
In practice, the detected counts, C(h), consist not only of counts from the source one
is interested in but also background counts, which can arise from both astrophysical X-ray
background (e.g., diffuse emission from the vicinity of the source or unresolved background
emission) as well as non-X-ray background, such as charged-particle interactions in the
detector and intrinsic detector noise. Most often, this is dealt with by subtracting an
estimate of the background from C(h) before fitting a model. In an observation with an
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X-ray telescope, the background is usually estimated by extracting counts fram a source-
free region on the detector, preferably close to the source of interest; sometimes an annulus
around the source is used. Before subtracting the background counts from the source
counts, any differences between the areas and exposure times of the background and source
extraction regions (as well as differences in the effective areas within the extraction regions)
needs to be taken into account with an appropriate background scaling factor.
After finding an acceptable best-fit model, the next step is usually to estimate confi-
dence intervals for the model parameters. For a given parameter, p, this is usually done by
changing the value of p in small steps away from the best-fit value and at each step mini-
mizing the fit statistic by allowing the other parameters to vary. The range of p values for
which the increase in the (“re-minimized”) fit statistic is below a certain value (determined
by the level of confidence one is interested in) then gives the confidence interval for p.
A related product to the RMF and ARF is the exposure map. This is a map covering
the FoV of an observation—made by combining the RMF, ARF, and the aspect solution
(pointing as a function of time) integrated over the duration of the observation—which
essentially gives the time-averaged effective area across the detector, referred to the same
effective exposure time. It is usually given in the same units as the ARF: area times counts
per photon. The counts image from an observation can be divided by the exposure map
to re-scale different parts of the image to the same relative exposure and get an image in
physical units (e.g., photons per unit time, per unit area, per unit solid angle). However,
this process has serious limitations and can in general not produce an image which gives
the true surface brightness across the entire FoV, primarily due to the energy dependence
of the effective area. Usually, exposure maps are produced corresponding to a single photon
energy; since source spectra have a distribution of energies, this will give rise to errors. This
can be improved upon somewhat by combining several monochromatic exposure maps with
appropriately chosen weights (based on the expected spectral shape of a source of interest)
into a single weighted exposure map. However, an image may contain multiple distinct
sources with differing spectral shapes and no single weighting scheme will be appropriate
for all of them. See Davis (2001) for a formal definition of the exposure map and a discussion
of the subtleties associated with it.
1.4.2 Color Analysis
An alternative to X-ray spectroscopy is color analysis, which is heavily utilized in this
thesis. X-ray color analysis is essentially photometry in the X-ray band. An energy band of
interest is split up into two or more sub-bands. One or more X-ray colors are then defined as
ratios of some sort between source counts in different sub-bands. The values of these colors
contain (crude) information on how the photons in the source spectrum are distributed as a
function of energy. For a concrete example, let us assume that a source has been observed
in an energy band ranging between energies E1 and E5. We subdivide this band into four
smaller bands, E1 to E2, E2 to E3, E3 to E4, and E4 to E5, and denote the number of
detected counts in each band with CA, CB, CC, and CD, respectively (Fig. 1.7 shows an
example of such a division). We can then define two colors as the ratios CB/CA and CD/CC,
and they would typically be referred to as the soft and hard color, respectively.15 Colors
15In the X-ray band, lower-energy photons are referred to as being soft and higher-energy ones as being
hard. There is no particular definition of the energy separating soft and hard photons; it depends entirely
on the context. When comparing two spectra, the spectrum that has a larger proportion of its photons at
high energies is said to be harder.
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are sometimes referred to as hardness ratios. In some cases, differences between counts
in adjacent bands are used to form ratios, e.g., one could define a soft and hard color as
(CB−CA)/(CB+CA) and (CD−CC)/(CD+CC), respectively. There are myriad possibilities
for defining the ratios and sub-bands, and definitions vary widely across the literature.
One color is often plotted against another in a so-called color–color diagram (CD );
another type of plot is a hardness–intensity diagram (HID ), in which a color (hardness
ratio) is plotted against intensity. The intensity is defined as the count rate of the source
in a broad energy band, e.g., the entire band covered by the sub-bands or the entire energy
range of the instrument. Certain types of sources tend to preferentially show up in certain
regions of a CD or HID, and sources often trace out characteristic tracks in these diagrams
as their spectra evolve. This will be discussed in much more detail in Sections 1.5.2.3 and
1.6 and Chapters 2 and 5.
Color analysis obviously offers much less detailed information on the spectral properties
of a source than spectroscopy does. However, it has the advantage of being a model-
independent way of comparing sources (i.e., no assumption about a spectral model has to
be made, in contrast to spectral fitting), and it is better suited than spectral fitting to ob-
servations performed with instruments of very low spectral resolution, or when the number
of detected photons is very small (although to calculate an accurate color requires a decent
amount of counts). Furthermore, color analysis often allows one to follow spectral evolution
on a much shorter timescale than with spectral fits, since fewer photons are usually needed
to detect a small color change than a small change in the value of a spectral fit param-
eter. Unfortunately, colors are instrument-specific, since the response of each instrument
is unique; this makes comparisons of CDs and HIDs made with different instruments dif-
ficult. This can be mitigated by normalizing the counts in each band by some measure of
the effective area of the instrument over that band (although this is seldom done); such a
correction will, however, necessarily be imperfect (see discussion on exposure maps above).
1.5 X-ray Binaries
X-ray binaries (XRBs) are systems consisting of a star and a compact object in a binary
orbit, where matter is being transferred to the compact object from the companion star (see
Fig. 1.8). The compact object (the primary) onto which matter is being accreted is either
a neutron star or a black hole; binaries with accreting white dwarfs have much lower X-ray
luminosity—and relatively higher ultraviolet and optical luminosity—and are usually not
counted among the XRBs. The donor star (the secondary) is a main-sequence or post-main-
sequence star, or in some cases a white dwarf. XRBs are commonly divided into two main
categories based on the mass of the donor star. In high-mass X-ray binaries (HMXBs), the
secondary is a high-mass (O or B) star, with a mass &5–20 M. In low-mass X-ray binaries
(LMXBs), the secondary is a low-mass star, .1–2 M, usually a G, K, or M star.16 XRBs
which have secondaries in the mass range between those of LMXBs and HMXBs are much
rarer; they are sometimes referred to as intermediate-mass X-ray binaries (IMXBs). XRBs
are also divided, based on the nature of the compact object, into neutron star X-ray binaries
(NS-XRBs) and black-hole X-ray binaries (BH-XRBs). Around 400–500 XRBs are known
in the Galaxy and the Magellanic Clouds (Liu et al. 2005, 2006, 2007). Due to the short
lifetimes of their donor stars, HMXBs are associated with young stellar populations and are
mainly found in star-forming regions in the spiral arms of the Galactic disk, whereas the
16Definitions of the mass ranges for secondaries in HMXBs and LMXBs vary across the literature.
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Figure 1.8. An artist’s conception of a low-mass XRB. The donor star is overflowing
its Roche lobe, and matter is being transferred via the accretion stream to the accretion
disk surrounding the compact object (see Section 1.5.2.1). Also shown are jets emitted
perpendicularly to the accretion disk; such jets are seen in some XRBs.
LMXBs are mostly associated with the older stellar populations in the Galactic bulge and in
globular clusters. The Magellanic Clouds contain very few LMXBs (due to their small size)
but have a rich population of HMXBs (particularly the SMC)—a result of a burst of recent
star formation, probably triggered by tidal interactions. In general, X-ray emission from
XRBs is characterized by high luminosity (when they are active), hard spectra (compared
to other Galactic X-ray sources), and a high degree of variability of various nature. Many
XRBs are transients which spend only part of their time in an active high-luminosity state
and lie dormant in a low-luminosity quiescent state in between.
Of the different types of XRBs, neutron star low-mass X-ray binaries (NS-LMXBs) are
by far the most relevant to this thesis, and I will therefore focus most of my discussion here
on those, starting with a discussion of some properties of neutron stars. I will also briefly
summarize the main characteristics of neutron star high-mass X-ray binaries (NS-HMXBs)
and BH-XRBs. A general overview of accreting neutron stars and black holes is given in
Psaltis (2006) and a review of the properties of NS-XRBs in Staubert (2008).
1.5.1 Neutron Stars
A neutron star is one of the three types of compact objects left by stars at the end of their
lives. The primary formation channel for neutron stars is the core collapse of stars with
progenitor masses in a certain range, perhaps ∼8–20 M (the exact range is uncertain).
These stars have cores that exceed the Chandrasekhar mass limit and can therefore not be
supported by the electron degeneracy pressure that keeps white dwarfs from gravitational
collapse; instead they form neutron stars, which are supported by nuclear forces and neutron
degeneracy pressure. It is also thought that neutron stars may be formed by the accretion
of matter onto a white dwarf until its mass reaches the Chandrasekhar limit and by the
merger of two white dwarfs. Neutron stars are enormously compact objects, with radii of
∼10–15 km, typical masses of ∼1.4 M, and an average density ∼2–3 times that of ordinary
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12 NEUTRON STARS
Figure 1.2. Schematic structure of a neutron star. Stellar parameters strongly depend on the
EOS in a neutron star core.
Some attempts to extract this information from observations are described in
Chapter 9. The atmosphere thickness varies from some ten centimeters in a
hot neutron star (with the effective surface temperature Ts ∼ 3 × 106 K) to a
few millimeters in a cold one (Ts ∼ 3 × 105 K). Very cold or ultramagnetized
neutron stars may have a solid or liquid surface. Neutron star atmospheres have
been studied theoretically by many authors (see, e.g., Zavlin & Pavlov 2002 and
references therein). Current atmosphere models, especially for neutron stars
with surface temperatures Ts  106 K and strong magnetic ﬁelds B  1011 G,
are far from being complete. The most serious problems consist in calculating
the EOS, ionization equilibrium, and spectral opacity of the atmospheric plasma
(Chapters 2 and 4).
If the radiation ﬂux is too strong, the radiative force exceeds the gravitational
one and makes the atmosphere unstable with respect to a plasma outﬂow. In
a hot nonmagnetized atmosphere, where the radiative force is produced by
Thomson scattering, this happens whenever the stellar luminosity L exceeds
the Eddington limit
LEdd = 4πcGMmp/σT ≈ 1.3 × 1038 (M/M) erg s−1, (1.3)
where σT is the Thomson scattering cross section and mp the proton mass.
The outer crust (the outer envelope) extends from the atmosphere bottom
to the layer of the density ρ = ρND ≈ 4 × 1011 g cm−3. Its thickness is
some hundred meters (Chapter 6). Its matter consists of ions Z and electrons
e (Chapters 2 and 3). A very thin surface layer (up to few meters in a hot star)
contains a non-degenerate electron gas. In deeper layers the electrons constitute
Figure 1.9. A schematic diagram of the internal structure of a neutron star. (Figure from
Haensel et al. 2007.)
nuclear matter. Accurately measured neutron star masses range from 1.25 M to 2.0 M,
although less accurate measurements suggest that both lighter and heavier neutron stars
may exist. There is considerable uncertainty about the form and behavior of matter in the
interiors of neutron stars, and as a result their maxi um possible mass is not well known,
although gen ral causality arguments set a robust upper limit of ∼3 M. Neutron stars are
also characterized by their strong magnetic fields, with surface fields that can be as high as
∼1015 G, and by their rapid spinning in many cases—spin periods as short as 1.4 ms have
been measured. Many neutron stars appear to us as radio pulsars, where beamed radio
emission emitted along the magnetic axis—which is inclined with respect to the spin axis
of the star—periodically sweeps over Earth.
The internal structure of a neutron star is usually discussed in terms of several regions;
see Fig. 1.9 (for a comprehensive overview of neutron star s ructure, ee Haensel et al.
2007). The outermost layer is the neutron star atmosphere, most often composed of ionized
hydrogen. The immense surface gravity of neutron stars, ∼1014–1015 cm s−2, makes the
atmosphere very thin, ∼0.1–10 cm, and very dense, ∼10−2–102 g cm−3, and strongly influ-
ences the spectrum of the radiation emitted by the atmosphere (which will be discussed in
Chapter 3). A magnetic field &1010 G will also significantly affect the surface emission (see,
e.g., Zavli 2009 fo a review of radiation from n utron tar tmosphere ).
Beneath the at osphere is the outer crust (or outer envelope), with a thickness of a few
hundred meters. It consists mostly of strongly coupled ions—which form a solid in most
of the envelope but are liquid in the outermost layers—along with a strongly degenerate
electron gas. The material in the outermost ∼10–100 m, where the density is less than
∼109–1010 g cm−3, acts as a thermal insulator for the neutron star and is often referred
to as the heat-blanketing envelope. Below this blanketing envelope, the neutron star is
usually essentially isothermal (except for the first ∼10–100 years after its birth), although
accretion can temporarily change this uniformity and will in general serve to reheat the
neutron star interior, as will be discussed in Chapters 3 and 4. Accretion can also change
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the composition and structure of the envelope, which can affect its insulating properties.
Typical surface temperatures observed are in the range ∼105–107 K, and corresponding
temperatures below the blanketing envelope range from ∼106 K to ∼109 K; neutron stars
older then ∼106 years (and which have not been reheated by accretion) are thought to be
colder (see, e.g., Yakovlev & Pethick 2004 for a review of neutron star cooling).
At the bottom of the outer crust, near a density of ρND ∼ 4 × 1011 g cm−3, neutrons
start to drip out of nuclei, producing a free neutron gas. Below the outer crust is the inner
crust (or inner envelope), which probably has a thickness of ∼1 km. The density in the
inner crust varies from the neutron drip density, ρND, at the top, to ∼0.5ρ0 at the bottom,
where ρ0 ' 2.8×1014 g cm−3 is the saturation nuclear matter density (i.e., the mass density
of nucleon matter in heavy atomic nuclei). The inner crust material consists of electrons,
free neutrons, and neutron-rich atomic nuclei; the fraction of free neutrons increases with
increasing density.
Beneath the inner crust is the core of the neutron star. It is usually divided into an
outer core, where the density is in the range ∼0.5–2ρ0, and an inner core, where the density
exceeds ∼2ρ0. This distinction is not based on any presumed transition in the physical
state of the matter at the inner/outer core boundary, but rather reflects the fact that the
composition and behavior of the neutron star matter are reasonably well constrained up
to densities ∼2ρ0, but highly uncertain above that. The outer core consists of mainly
neutrons mixed with protons, electrons, and possibly muons. In low-mass neutron stars,
the outer core may extend all the way to the center of the star. In high-mass neutron
stars, the inner core can have a radius of several kilometers, and the central density may
reach ∼10–15ρ0. The composition of the material in the inner core is unknown; the main
hypothesized constituents are ordinary nucleon matter, hyperonic matter, pion and kaon
condensates, and quark matter. Neutrino emission from the interior of neutron stars plays
an important role in their cooling. Particularly powerful neutrino emission mechanisms
are thought to occur in the inner core of more massive neutron stars, e.g., the direct Urca
process in ordinary nucleon matter: n→ p+ e+ ν¯, p+e→ n+ν; analogous processes may
occur in exotic types of matter. The possible rates and avenues for the neutrino emission are
highly dependent on the nature and state of the inner core material; observations of neutron
star cooling may therefore yield information on the properties of matter at supranuclear
densities.
1.5.2 Neutron Star Low-Mass X-ray Binaries
1.5.2.1 Accretion
In NS-LMXBs the mass transfer from the donor star to the compact object takes place
through so-called Roche-lobe overflow. Fig. 1.10 shows effective gravitational equipotential
(Roche potential ) contours in the orbital plane of a binary (i.e., equipotential contours in a
frame of reference that rotates with the binary—the potential then stems from gravitational
and centrifugal forces). The figure-eight thick-drawn curve demarcates two teardrop-shaped
regions of shape known as the Roche lobes of the stars. Fig. 1.10 assumes a circular orbit;
tidal effects are expected to rapidly circularize the orbit as one of the stars comes close to
filling its Roche lobe. If the binary system evolves so that one of the stars fills its Roche
lobe (due to the expansion of the star during a post-main-sequence giant phase and/or a
shrinking of the Roche lobe as the binary separation decreases), matter will spill over the L1
point (the inner Lagrangian point—a saddle point in the effective gravitational potential)
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and into the gravitational well of the companion, which in an XRB is a neutron star or a
black hole. However, this matter will have angular momentum due to the orbital motion
of the binary, and therefore cannot fall directly onto the compact object and will go into
orbit around it. Viscosity within the orbiting material will lead to a redistribution of
angular momentum, spreading the material out into an accretion disk (see Fig. 1.8). Some
of the material in the disk will spiral toward the compact object, and the viscosity will
convert some of the kinetic energy into thermal energy as the material proceeds further
into the gravitational well. In the inner regions of the disk, the gas can reach temperatures
of ∼106–108 K and emit X-rays. The origin of the viscosity in the accretion disk is not
perfectly understood, but a leading explanation is magnetohydrodynamic turbulence due
to an instability arising from the combination of a magnetic field and differential rotation
in the disk (the magnetorotational instability; see, e.g., Balbus & Hawley 1998).
Accretion onto a neutron star or black hole is the most efficient way known for extracting
energy from matter. As an example, the energy released per unit time due to accretion onto
a neutron star of mass M and radius R is
L =
GMM˙
R
(1.21)
where M˙ is the mass accretion rate. This can be written in the form
L = M˙c2 (1.22)
where  is the energy conversion efficiency. Typical neutron star values of M = 1.4 M and
R = 10 km give  ≈ 0.21, compared to an efficiency of ≈0.007 for the fusion of hydrogen
into helium. It should be noted that some of the material lost by the donor star may not
end up on the neutron star surface, but can be ejected from the binary in outflows or jets.
In addition, some fraction of the radiation will fall outside the X-ray band.
The magnetic field of the neutron star can radically affect the accretion. In a strongly
magnetized neutron star with a surface field strength of B ∼ 1012 G, the accretion disk
cannot extend close to the neutron star. Close to the Alfve´n radius, where the magnetic
pressure is equal to the ram pressure of the accreting gas, the accretion disk is disrupted as
material becomes coupled to the magnetic field lines. The accreting matter is then channeled
onto the magnetic poles of the neutron star, where X-ray-emitting hot spots are formed.
If the spin axis and the magnetic dipole axis of the neutron star are not aligned, this can
give rise to a modulation in the observed X-ray flux at the spin frequency of the neutron
star. Such objects are known as X-ray pulsars; the vast majority of these are HMXBs, and
most have spin periods in the range ∼1–1000 s. A detection of X-ray pulsations from an
X-ray binary unambiguously identifies the compact object as a neutron star. Most neutron
stars in LMXBs are weakly magnetized (B . 1010 G) and will usually not exhibit X-ray
pulsations (however, there are important exceptions to this, discussed below). In the low-
magnetic-field neutron stars, the accretion disk can extend much closer to the neutron star
surface, or possibly all the way down to the surface if the innermost stable circular orbit
(ISCO) for orbiting material, predicted by general relativity, is inside the neutron star. The
radius of the ISCO depends on the mass and spin of the neutron star, and expected values
for this radius are of very similar size to the expected radii of neutron stars.
Typical radio pulsars have magnetic fields of ∼1012 G and spin periods of ∼1 s and are in
the process of slowing down as the pulsar loses energy through emission of electromagnetic
radiation and the expulsion of a pulsar wind of relativistic particles, due to the rotating
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Figure 1.10. Effective gravitational equipotential contours in the orbital plane of a binary
system; the ratio between the masses of the two stars is M2/M1 = 0.25. The contours are
labeled 1–7 in order of increasing potential; CM indicates the position of the center of mass
in the system. The Lagrangian points L1–L5 are saddle points and maxima in the potential.
The inner Lagrangian point L1 separates the Roche lobes of the two stars, indicated by the
thick-drawn contour 3. (Figure from Frank et al. 2002.)
magnetic field (these pulsars are rotation powered in contrast to the accretion-powered X-
ray pulsars mentioned above). Astronomers were therefore initially perplexed when radio
pulsars with periods of a few milliseconds and typical magnetic field strengths of ∼108–
109 G were discovered. These millisecond radio pulsars are now understood to be the result
of recycling in LMXBs. Accretion in an NS-LMXB will impart angular momentum to the
neutron star and spin it up and at the same time cause a decay of the magnetic field; exactly
how this accretion-induced magnetic field decay takes place is not well understood. At some
point in the evolution of the LMXB the spun-up neutron star can then turn back on as
a millisecond radio pulsar. In agreement with this, a large fraction of millisecond radio
pulsars are found in binary systems. For some time, however, direct evidence for neutron
stars with millisecond spin periods in LMXBs was missing. A crucial step in the verification
of this recycling scenario was therefore the discovery of accreting millisecond X-ray pulsars
(AMXPs): accreting neutron stars in LMXBs with magnetic field strengths of ∼108–109 G
and spin periods of a few milliseconds which exhibit (sporadic) X-ray pulsations.
The standard simple analytical model for an accretion disk is the α-disk model due
to Shakura & Sunyaev (1973) (see also Pringle 1981; Frank et al. 2002; King 2006), in
which the viscosity in the disk is represented by the dimensionless parameter α without any
reference to the origin of the viscosity. In this model, the disk is assumed to be in a steady
state, i.e., no mass build-up takes place in the disk (the steady-state approximation); it is
also assumed to be geometrically thin, i.e., its height is assumed to be much smaller than
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its radius (the thin-disk approximation). The temperature of the disk as a function of the
radial coordinate, r, is given by
T (r) =
[
3GMM˙
8piσSBr3
(
1− β
√
Rin
r
)]1/4
, (1.23)
where M is the mass of the compact object, Rin is the inner radius of the accretion disk,
β is a dimensionless number between 0 and 1 that describes the boundary condition at the
inner edge of the accretion disk, and M˙ is the mass transfer rate through the disk. The disk
is assumed to be optically thick, thus radiating approximately as a blackbody at any given
radius. From the perspective of an observer at a distance D from the system whose line of
sight makes an angle i to a normal to the disk plane, an annulus of width dr at radius r
in the disk will subtend a solid angle 2pirdr cos i/D2. The total flux density from the disk
received by the observer is therefore given by
S(E) =
2pi cos i
D2
∫ Rout
Rin
I[E, T (r)]rdr ' 8pi
3
R2in cos i
D2
∫ Tin
Tout
(
T
Tin
)−11/3
I(E, T )
dT
Tin
, (1.24)
where Rout is the outer radius of the disk, T (r) is the temperature function in Eq. 1.23,
Tin = T (Rin) and Tout = T (Rout), and I(E, T ) is the specific intensity of a blackbody given
by Eq. 1.6. The second expression is exact in the case β = 0. The observed spectrum is
the sum of multiple blackbody spectra with a range of temperatures, often referred to as a
multicolor disk blackbody spectrum. Usually, Rout  Rin and Tout is well outside the energy
range of interest and therefore irrelevant to the X-ray spectrum. In this case, the second
expression in 1.24 gives the the total luminosity emitted by the disk as Ldisk = 4piR
2
inσSBT
4
in.
This model and variations of it are frequently used to fit observed spectra from accretion
disks; the popular diskbb model in the X-ray spectral fitting program XSPEC uses the
function given by the second expression in Eq. 1.24, where the fitting parameters are Tin
and a normalization parameter R2in cos i/D
2 (see Mitsuda et al. 1984; Makishima et al. 1986;
Kubota et al. 1998). Multicolor disk blackbody spectra are shown in Fig. 1.11. In the case
of a neutron star where the accretion disk extends almost all the way down to the surface
of the star (with radius R), the luminosity of the accretion disk is Ldisk ' GMM˙/2R, i.e.,
only roughly half the available accretion energy is radiated by the disk; the rest is released
in a boundary layer between the neutron star and the disk.
As mentioned before, many LMXBs are transients whose emisson is episodic. These
sources will undergo occasional outbursts (usually lasting for weeks or months), where the
accretion rate onto the compact object becomes large and they become very luminous, with
typical X-ray luminosities of LX ∼ 1036 − 1038 erg s−1. These outbursts are separated by
periods of low-luminosity quiescence (LX . 1034 erg s−1, sometimes much lower), during
which there is very little or no accretion; these quiescent periods typically last months
or years. The framework in which this behavior is usually interpreted is the so-called disk
instability model (DIM ). The basic idea is the following. The disk is assumed to be composed
mainly of hydrogen, and is initially in a cool state where the hydrogen is neutral and the
viscosity in the disk is low; in this state, very little mass moves through the disk and onto
the compact object. As matter is transferred from the donor star to the accretion disk at a
steady rate, mass piles up in the outer regions of the disk, resulting in the surface density
and temperature increasing. At some point the hydrogen will start to become ionized, and
this rapidly increases the opacity and viscosity of the material, which quickly switches over
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Figure 1.11. Multicolor disk blackbody spectra (energy flux density) for two values of the
inner disk temperature (using the diskbb model in XSPEC); the normalization is the same
in both cases. The spectra peak at E ∼ kTin.
to a hot, ionized, high-viscosity state. Material then moves much more quickly through the
disk and onto the compact object, resulting in a large luminosity. This rapid emptying of
material from the disk leads to a decrease in its density and temperature, and eventually the
hydrogen will start to neutralize; the disk will then quickly switch back to a cold, neutral,
low-viscosity state with slow mass transfer and low luminosity. The system will thus go
through repeated cycles of alternating periods of outburst and quiescence. Modern DIMs
are actually much more sophisticated than this simple description suggests and incorporate
various other effects, such as tidal instabilities and irradiation of the disk and the companion
by the central source (see, e.g., Lasota 2001 for a review of the DIM). The DIM can explain
many aspects of the observed behavior of transient LMXBs, but considerable gaps in our
understanding still remain.
An important concept in the context of accreting compact objects is the Eddington
luminosity (or limit). This is the luminosity at which the outward force on the infalling
gas due to radiation pressure from emitted photons equals the inward force due to the
gravitational attraction of the accreting object. In the simple case of fully ionized pure
hydrogen gas being accreted radially in a spherically symmetric fashion, the Eddington
limit is given by
LEdd =
4piGMmpc
σT
≈ 1.3× 1038 erg s−1
(
M
M
)
, (1.25)
where M is the mass of the accreting object, mp is the mass of the proton, and σT is the
Thomson scattering cross-section17 for an electron, given (in cgs units) by
σT =
8pi
3
(
e2
mec2
)2
, (1.26)
where −e and me are the electron charge and mass. Substituting a typical neutron star
17Thomson scattering is simply Compton scattering in the special case where the photon energy is much
smaller than the rest energy of the scattering particle, and the scattering is thus approximately elastic.
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mass of M = 1.4 M in Eq. 1.25 gives LEdd ≈ 1.8 × 1038 erg s−1. This is thus an upper
limit to the possible luminosity resulting from stable accretion onto a neutron star of this
mass under the assumptions mentioned above. In reality, the situation is more complicated:
the composition (and ionization fraction) of the accreting material may be different, and
in particular, accretion via an accretion disk is very different from the simple spherically
symmetric geometry; the magnetic field of the neutron star may also have an effect. Nev-
ertheless, the fact that neutron star XRBs are very rarely seen to radiate at luminosities
above a few times 1038 erg s−1 indicates that the effective limit to the luminosity due to
radiation pressure is usually quite close the value quoted above.
In high-inclination sources (i.e., sources for which the angle, i, between the line of sight
and a normal to the plane of the binary orbit is large), our view of the X-ray-emitting
central regions—the inner accretion disk and (for NS-LMXBs) the surface of the neutron
star—can be obscured by the accretion disk or the donor star. The stream of matter from
the donor hits the accretion disk in a hot spot in the vicinity of which the disk is thickened.
For a certain range of inclinations (perhaps i ∼ 60◦–75◦, but this varies), this thickened
portion of the disk may absorb some of the X-rays during part of the orbit, without the
donor ever blocking the view. Such sources are referred to as dippers, as the absorption
will be manifested as irregular dips in the light curve; this absorption will be strongest at
the lowest photon energies. For higher inclinations (perhaps i ∼ 75◦–80◦) the donor may
regularly eclipse the X-ray source. These eclipsers will usually also exhibit dipping during an
interval immediately preceding the eclipses. In some sources, some residual X-ray emission
is seen during eclipses; this stems from X-rays scattered into our line of sight by an extended
accretion disk corona (ADC) of tenuous material driven off the accretion disk by radiation.
If the inclination is higher still (i & 80◦), we may never see the central X-ray source, since it
is always blocked from view by the outer accretion disk (accretion disks are thicker farther
from the center), but if the system has an extended corona, weak X-ray emission will still
be present. Such sources will experience only partial eclipses with gradual ingresses and
egresses as the donor star can only obscure part of the extended corona.
Most NS-LMXBs have short orbital periods, usually .1 day, although there are many
exceptions to this. Around 10 known systems have confirmed orbital periods .1 hour (the
shortest one has a period of 11.4 minutes), and these are referred to as ultracompact X-
ray binaries (UCXBs). In these systems, the orbital separation and the Roche lobe of the
companion star are very small, and the donors are thought to be extremely low-mass (a few
hundredths of a solar mass) degenerate He or CO stars.
1.5.2.2 X-ray Bursts
Many NS-LMXBs exhibit so-called thermonuclear X-ray bursts, also referred to as type I
X-ray bursts. These events manifest themselves as a sudden rise in the X-ray luminosity,
followed by a roughly exponential decay back to the persistent level. The rise time from
the start of a burst to its peak is usually .2 s but can be up to ∼10 s; decay times range
from ∼10 s to a few hundred seconds. The peak luminosity of a burst is usually many times
that of the persistent emission from the source, and the total energy release in a burst is
typically ∼1039–1040 erg. The origin of these bursts is understood to be a thermonuclear
flash on the surface of the neutron star. As accreted hydrogen and/or helium from the
donor star piles up on the surface of the neutron star, the temperature and density in the
accreted matter increase, and initially hydrogen (if present) can stably fuse into helium.
At some point the temperature and density at the bottom of the layer of accreted material
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(which is a few meters thick) reaches a point where helium burning can commence. This
burning is an unstable process, and all the helium will be fused into carbon in a very short
time, producing the observed burst. The spectrum of the burst emission is consistent with a
blackbody whose temperature increases after the initial fuel ignition to a value of ∼2–3 keV
at the peak of the burst, and then decreases as the nuclear burning ashes on the surface of
the neutron star cool down. After a burst has taken place, continued accretion will replenish
the fuel supply, and the process will be repeated. Recurrence times range from an hour or
so to tens of hours, although in some sources an initial burst will sometimes be followed by
additional (1–3) smaller bursts in quick succession (separated by minutes).
Some sources occasionally show so-called photospheric radius expansion (PRE ) bursts.
These are particularly bright bursts in which the luminosity from the surface of the neutron
star reaches the Eddington limit, resulting in the top layers of the star being momentarily
lifted from its surface. This is manifested in a characteristic double peak in the temperature
of the blackbody emission, which is anticorrelated with the inferred emitting area. As the
X-ray emitting photosphere is lifted, its surface area increases, and the temperature then
decreases while the luminosity remains roughly constant at the Eddington limit. When
the photosphere falls back, the temperature increases and reaches a second peak as the
photosphere settles on the neutron star surface again. After that the temperature decays
in a normal fashion (i.e., as a cooling blackbody at constant surface area). Since the peak
luminosities of PRE bursts are thought to equal the Eddington luminosity, this opens up
the possibility of using these bursts as standard candles to derive distance estimates. This
method has limitations due to variations in the composition of the photospheric material
and (to a lesser extent) in the mass of the neutron star, which affect the Eddington limit (the
radius of the star actually enters the equation as well through the gravitational redshift of
the X-ray emission). Kuulkers et al. (2003) analyze PRE bursts from 12 sources in globular
clusters with independent distance estimates and find that for eight of the sources the peak
luminosities are all consistent with a critical value of (3.79 ± 0.15) × 1038 erg s−1. This
indicates hydrogen-poor photospheric material and a small spread in neutron star masses
among these eight sources. Overall, Kuulkers et al. (2003) conclude that their derived
empirical critical luminosity is accurate to within 15%.
Type I X-ray bursts have been observed from over 90 LMXBs in the Galaxy.18 Since a
solid surface is necessary for a burst to take place, the observation of a type I burst from
an XRB unequivocally identifies the compact object as a neutron star rather than a black
hole. A few sources have also exhibited thermonuclear bursts with much longer durations
of several hours. These extraordinarily energetic bursts have been named superbursts; their
origin is not well understood, but is thought to be the unstable burning of carbon. Mil-
lisecond pulsations have been detected in the burst emission of ∼20 NS-LMXBs. These
burst oscillations occur at the spin period of the neutron star—a fact confirmed by the
detection of burst oscillations from the first discovered AMXP, SAX J1808.4−3658, at the
same period as the pulsations in the non-bursting X-ray emission. The origin of these os-
cillations is not entirely understood but presumably arises from some sort of anisotropy in
the surface distribution of the thermonuclear flash. A review of thermonuclear bursts and
burst oscillations is given in Strohmayer & Bildsten (2006).
Of an entirely different nature to the type I X-ray bursts are the type II bursts. These
bursts can have very short recurrence times, as short as ∼7 s, and do not show the char-
acteristic cooling of the type I bursts during their decay. Type II bursts, which have been
18A list of Galactic type I X-ray bursters is available at http://www.sron.nl/~jeanz/bursterlist.html.
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detected from only two sources—the Rapid Burster (MXB 1730−335) and the Bursting
Pulsar (GRO J1744−28)—are powered by gravitational energy, in contrast to the nuclear-
powered type I bursts. The origin of type II bursts is less well understood than that of
their type I counterparts, but presumably arises from some sort of recurrent accretion in-
stability, perhaps due to a magnetosphere that acts as a gate to infalling matter. In this
magnetospheric gate model, material builds up at the magnetic barrier until an instability
opens the gate momentarily and allows part of the reservoir of material to suddenly fall to
the surface of the neutron star, resulting in a burst of emission (see Lewin et al. 1995 for a
review).
1.5.2.3 Spectral and Timing Properties
In this section, I will give an overview of the spectral properties of low-magnetic-field NS-
LMXBs, with an emphasis on color analysis. (The vast majority of NS-LMXBs are weakly
magnetized, and these are by far the most relevant systems for this thesis.) In addition to
spectral analysis, timing analysis—the study of the temporal variability in emission from
a source, often simply referred to as timing—is the main tool used for studying XRBs.
Although no timing analysis (beyond the production of simple light curves) was carried out
as part of the research presented in this thesis, the discussion of timing results is unavoidable
in the context of XRBs; I will therefore also briefly mention some time variability properties
of NS-LMXBs, and will begin by giving a short summary of the most relevant concepts
behind X-ray timing. A comprehensive review of rapid variability in XRBs is given by van
der Klis (2006), on which I partly base my discussion.
X-ray timing is most often performed with Fourier analysis, in which an X-ray flux
time series is Fourier transformed to the frequency domain (see van der Klis 1988 for an
overview of Fourier techniques in X-ray timing). The result of this transformation is the
power spectrum of the source, which gives the power density, P , as a function of frequency,
ν. The power spectrum essentially shows the relative strength of variability (power) in
the data at a given frequency. X-ray binaries are usually studied in the mHz to kHz
frequency range. A power spectrum can consist of several power-spectral (or variability)
components. An X-ray pulsation is a periodic component, which shows up as a very narrow
(unresolved) spike in the power spectrum at the frequency of the pulsation. Aperiodic
components are usually divided into quasi-periodic oscillations (QPOs), which are narrow
(but resolved) features, and broadband components collectively referred to as noise. The
so-called noise components usually represent signal from the source (i.e., they correspond
to actual variability in the flux) and are not simply noise due to photon counting statistics.
Any noise whose frequency dependence follows a power law, P ∝ ν−α (where the power-law
index α is usually in the range 0–2), is referred to as power-law noise. The term band-limited
noise (BLN ) indicates noise that drops off in amplitude (compared to a simple power law)
toward higher frequencies. The frequency around which the BLN component steepens is
the break frequency, νb. QPOs are signals that are not strictly periodic, but whose power
is concentrated in a relatively narrow frequency range; they show up as peaks with a finite
width in the power spectrum. The sharpness of the peak is quantified by the quality factor,
Q = ν0/∆ν, where ν0 is the centroid frequency (often just referred to as the frequency) and
∆ν is the FWHM of the peak; the quality factor is usually required to be >2 for a signal
to be defined as a QPO rather than as peaked noise. A QPO with a high quality factor is
said to be highly coherent. Many types of QPOs are seen in power spectra from XRBs at
frequencies ranging from less than 10−2 Hz to over 103 Hz; these probably have a variety
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of different origins, which in most cases are poorly understood, although a large variety
of theoretical models have been proposed. Of particular interest are the kilohertz QPOs
seen in low-magnetic-field neutron star binaries. They have been observed in the frequency
range ∼200–1300 Hz and are the fastest variability components in XRBs. Usually two
kilohertz QPOs, separated by ∼200–400 Hz, are detected simultaneously (the twin-peak
kHz QPOs), and they can move together up and down in frequency, with the separation
usually decreasing with increasing frequency. In sources where the spin period is known
(from pulsations in AMXPs or from burst oscillations), the peak separation is close (within
∼20%) to the spin period or half the spin period. A variety of models have been proposed
to explain the kHz QPOs, most of which identify one of the two QPO frequencies with that
of orbital motion in the accretion disk at some “preferred” radius, e.g., at the inner edge
of the accretion disk. The Keplerian orbital frequency at a distance r from the center of a
neutron star is
νK =
√
GM
2pir3/2
≈ 1181 Hz
(
r
15 km
)−3/2( M
1.4 M
)1/2
, (1.27)
so the expected variability timescales in the innermost regions of the disk are of the same
order as the kHz QPOs.
A high degree of correlation is seen between the spectral and time variability properties of
XRBs, and their combined study has proven an especially powerful tool in XRB research.
Both color analysis and spectral fitting have been employed to this end. Based on the
correlated spectral and variability behavior observed in XRBs, a number of source states
has been identified. These are patterns of similar source behavior repeatedly seen both
in the same source and across a group of sources. Source states are usually associated
with particular regions in CDs and HIDs, and with particular spectral shapes, as well as
with characteristic timing features such as the presence of QPOs or noise components with
certain properties. The various source states likely correspond to different configurations of
the accretion flow, but what the exact physical properties of these configurations are, and
what drives sources to move from one state to another, is in general poorly understood.
The low-magnetic-field NS-LMXBs are traditionally divided into two main categories based
on their correlated spectral and timing properties: the so-called Z sources and atoll sources.
This distinction was first made by Hasinger & van der Klis (1989), and the names refer
to the shapes of the tracks these sources trace out in a CD or HID (see Fig. 1.12). The
Z sources are more luminous, with X-ray luminosities that are close to the Eddington
luminosity, LX ∼ 0.5–1 LEdd and sometimes higher, whereas the atoll sources have lower
luminosities, typically ∼0.001–0.5 LEdd (see further discussion below). I will now describe
the main properties of each class in turn.
The Z sources are characterized by three main branches that the sources trace out in the
CD and HID, referred to as the horizontal branch (HB ), the normal branch (NB ), and the
flaring branch (FB ); these are indicated in Fig. 1.12 (also labeled are features sometimes
referred to as the horizontal branch upturn and the dipping flaring branch; these will be
discussed in Chapter 2). The six longest-known (“classic”) Z sources have been further
subdivided into the Cyg-like Z sources (Cyg X-2, GX 5−1, and GX 340+0) and the Sco-like
Z sources (Sco X-1, GX 17+2, and GX 349+2) based on their appearance in the CD and
HID (Kuulkers & van der Klis 1996). The three branches form shapes resembling a Z in the
Cyg-like sources and a ν in the Sco-like sources. The intersections of the brances are referred
to as the NB/FB (or lower) vertex and the HB/NB (or upper) vertex. The Z sources trace
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Figure 1.12. CDs and HIDs based on data from the RXTE PCA for the Cyg-like Z source
GX 5−1, the Sco-like Z source GX 17+2, and the atoll source 4U 1636−53. See Chapter 2
for definitions of the colors and intensity and a description of how these diagrams were
made.
out their CD/HID tracks on timescales of hours to a few days in a random-walk fashion and
never seem to show discontinuous jumps. On the HB and the upper part of the NB, two
kinds of QPOs are detected: kHz QPOs and a ∼15–60 Hz QPO known as the horizontal-
branch oscillation (HBO ). In addition, BLN with a break frequency between 2 and 20 Hz is
seen; this component is sometimes referred to as low-frequency noise (LFN ). On the lower
NB a ∼6 Hz QPO occurs, called the normal-branch oscillation (NBO ). The power spectrum
on the FB is composed mostly of power-law noise below ∼1 Hz, sometimes called very-low-
frequency noise (VLFN ). In some sources the NBO is seen to jump to a ∼10–20 Hz QPO as
the source moves onto the FB, and this higher frequency QPO is sometimes referred to as
the flaring-branch oscillation (FBO ). In addition to motion along tracks in the CD/HID,
some sources also exhibit secular motion/shifts, in which the location of a track is shifted
in the CD/HID; a few sources also show more extreme secular motion where the tracks
radically change shape. An example of mild secular motion can be seen on the NB and
upper vertex in the HID of GX 5–1, and on the HB in the HID of GX 17+2 in Fig. 1.12.
Cyg X-2 shows more extreme secular motion, and can actually exhibit both Cyg-like and
Sco-like Z tracks. In addition to the six classic Galactic Z sources, LMC X-2 in the Large
Magellanic Cloud is also a Z source. These are all persistent sources and are not known to
have ventured below the typical luminosity range for Z sources. Cir X-1 is a Galactic NS-
LMXB that has shown luminosities covering a much wider range and has exhibited Z-like
properties at high luminosities and atoll-like properties at lower luminosities (see discussion
in Section 2.5). Finally, two transient Z sources, XTE J1701−462 and the Terzan 5 globular
cluster source IGR J17480−2446, have been discovered in the past few years. Both sources
exhibited outbursts during which they showed Z source properties at high luminosities,
followed by atoll properties at lower luminosities before returning to quiescence. Z sources
will be discussed in much more detail in Chapter 2.
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Fig. 1.12 indicates the locations of the atoll spectral states in the CD and HID. At the
lowest luminosities sources reside in the extreme island state (EIS, also known as the hard
state), whereas at high luminosities they occupy the banana branch (also referred to as the
soft state), which is divided into the lower banana branch (LB ), and the upper banana branch
(UB ); however, there can be significant overlap between the luminosities observed in the
hard and soft states. Sometimes a distinction is made between the LB and what is referred
to as the lower-left banana branch (LLB ), which, as the name suggests, constitutes the
leftmost portion of the banana branch. Intermediate between the EIS and banana branch
is the island state (IS, also known as the transitional or intermediate state). A few Galactic
bulge sources—sometimes called the GX atolls—seem to never leave the banana branch
and perpetually reside in the upper atoll luminosity range (probably ∼0.2–0.5 LEdd). At
the other extreme are weak sources that are only seen at lower luminosities (.0.01 LEdd)
in a hard state; this group includes most of the AMXPs. Although these weak sources
have not formally been identified as atolls, since they have only been observed in the hard
state, several of them have been shown to have similar spectral and timing characteristics
to atoll sources in the hard state, and it is likely that most or all of them would trace
out an atoll track if they reached higher luminosities. These weak sources are therefore
often classified with the full-fledged atolls. A significant portion of the atoll sources—and
especially many of the weak ones—are transient sources which spend a large portion of
their time in an inactive quiescent state (LX . 10−4 LEdd; sometimes much lower), and
only occasionally go into outbursts, during which they trace out (part of) an atoll track. It
should be noted that there is a wide variety in the shapes of CD/HID atoll tracks, and many
sources show CDs/HIDs that are quite different from the example given in Fig. 1.12; this
will be discussed in Chapter 2. Atoll sources move along the banana branch on timescales
of hours to roughly a day. Secular shifts are often seen on the UB, with tracks in the HID
traced out at varying intensity levels. At the highest luminosities the power spectrum of
atoll sources is dominated by VLFN; near the center of the banana branch, BLN with a
break frequency of a few tens of hertz is most prominent; and towards the left end of the
banana branch twin kHz QPOs are observed in many sources. The hard and intermediate
portion of the atoll track is often traced out much more slowly than the soft state—in days
to weeks—and BLN dominates the power spectrum. Sources often transition between the
EIS and the banana branch on a timescale of a day or so, and these transitions can occur
at varying luminosity levels in the same source. Hysteresis—where the transition from the
EIS to the soft state takes place at a higher luminosity than when the source returns to
the hard state—is common; the reason for this behavior is not well understood. A ∼0.1–50
Hz QPO or peaked noise is often observed in the island states and the lower banana, and
∼100-200 Hz QPOs/peaked noise with a roughly constant frequency—referred to as the
hectohertz QPOs—can also be observed in most states. Atoll sources will be discussed in
much more detail in Chapter 2.
Spectral modeling of NS-LMXBs has a history of being a contentious subject, but it
has long been clear that at least two spectral components are needed: a soft thermal
component and a harder Comptonized component (see, e.g., Barret 2001 for a review of the
X-ray spectra of NS-LMXBs). In the atoll soft state, thermal emission is dominant, while
the reverse is true in the hard state. Since the late 1980s two distinct models for the soft
state have been prominent. In the Western model (White et al. 1988), the soft component is
assumed to be blackbody emission from a boundary layer between the neutron star surface
and the accretion disk, while the hard component is Comptonized multicolor disk blackbody
emission from the accretion disk. In the Eastern model (Mitsuda et al. 1989), the soft
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component is multicolor disk blackbody emission, and the hard component is Comptonized
blackbody emission from the boundary layer. Although there are indications that the
Comptonized seed photons come mainly from the boundary layer—hence supporting the
Eastern model (see Done et al. 2007 and references therein)—Lin et al. (2007) analyzed
data from multiple outbursts of two prototypical atoll transients and found neither of these
two models to be adequate when evaluated against certain desirability criteria. Instead,
they found that a model consisting of two thermal components (blackbody and multicolor
disk blackbody), plus a constrained broken power law to represent Comptonization (hence
not making any assumption about the origin of the seed photons), performed well in the
soft and transitional states, and that blackbody emission plus a broken power law fitted
hard state spectra well.
1.5.3 Neutron Star High-Mass X-ray Binaries
NS-HMXBs differ from their low-mass counterparts in several ways. They are usually
strongly magnetized (B & 1011 G), and many of them exhibit X-ray pulsations. Some of
the X-ray pulsars show cyclotron lines in their spectra, which allow the strength of the
magnetic field to be measured; these lines are formed by resonant scattering of photons
trying to escape from the base of the accretion column at the magnetic poles of the neutron
star. The channeling of matter onto the magnetic poles suppresses type I X-ray bursts,
which have only been seen in NS-LMXBs. NS-HMXBs typically have much longer orbital
periods than LXMBs, ranging from a few days up to a few hundred days, and on average
have significantly harder spectra. QPOs are less common in NS-HMXBs than in the low-
mass binaries.
Well over a hundred NS-HMXBs are known in the Galaxy (and a similar number in
the Magellanic Clouds), and they have traditionally been divided into two main categories:
supergiant systems and Be XRBs. In the supergiant systems, the donor star is an O or B
supergiant which is driving a powerful stellar wind in all directions;19 a neutron star in a
close orbit plows through the wind, accreting material from it (it is said to be wind fed). In
the Be XRBs, the donor is a Be star, a type of B star which exhibits strong emission lines in
its spectrum. Be stars are rapidly rotating, and mass expulsion from the star forms a ring or
disk of material around its equator, from which the neutron star accretes. The neutron star
orbit often has significant eccentricity, which modulates the X-ray flux at the orbital period,
sometimes with little or no X-ray emission for a large part of the orbit while the neutron star
is far removed from the donor. In addition, Be stars can undergo sudden outbursts of mass
ejection. Both of these factors serve to make emission from Be XRBs extremely variable,
whereas the supergiant systems tend to be persistent sources. In the last 6 years, a new
class of NS-HMXBs has emerged, the so-called supergiant fast X-ray transients (SFXTs).
Like the regular supergiant systems, these binaries have O or B supergiant secondaries, but
in contrast to the low-variability persistent emission from the regular supergiant systems,
the SFXTs are characterized by sporadic bright flares (reaching ∼1036–1037 erg s−1), with
durations of a few hours, superimposed on outbursts lasting a few days. The reason for this
variability is not well understood, but has been hypothesized to stem from clumping in the
supergiant wind (see, e.g., Sidoli 2011 for a recent review of SFXTs).
19In a few sources, the supergiant is filling its Roche lobe, but this is not the case for the vast majority of
systems.
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1.5.4 Black-Hole X-ray Binaries
In the most massive stars (with progenitor masses above, perhaps, ∼20–25 M), the core
of the star, at the end of its life, will exceed the maximum possible mass of a neutron star
(∼2–3 M). For such a star, no known force is able to stop the eventual gravitational
collapse of the core, and a gravitational singularity—a black hole—is thought to be formed.
Surrounding the black hole is the event horizon, a boundary demarcating the volume around
the black hole from which nothing can escape to the outside. Ascertaining that the compact
object in an XRB is a black hole is typically much harder than identifying a neutron star.
Currently, the only viable method is to obtain a dynamical mass estimate of the compact
object by measuring the radial velocity curve of the companion star. From Kepler’s third
law, one can derive the following equation for the mass function of the binary system (the
one measurable from the companion star), in the case of a circular orbit (see, e.g., Bradt
2008):
f2 =
PK32
2piG
=
M3X sin
3 i
(MX +M2)2
, (1.28)
where P is the orbital period of the binary system, K2 = v2 sin i is the peak amplitude of the
velocity curve of the secondary star (whose true velocity is v2), i is the inclination angle of the
binary, and MX and M2 are the masses of the compact object and secondary, respectively.
This mass function gives an absolute lower limit to MX, and with some knowledge of M2
and i tighter constraints can be derived on MX.
20 In this way the compact object in 20
binaries in the Galaxy and Magellanic Clouds has been shown to definitely have a mass
greater than 3 M; these systems are considered to be confirmed black-hole binaries. In
addition, ∼20–30 other binaries that lack radial velocity data are considered (very) likely
to harbor a black hole (they are black-hole candidates), based on the similarity of their
spectral and time variability properties to those of the confirmed black-hole binaries. Of
the 20 confirmed black-hole binaries, only three are persistent systems—all the other ones
are transients—although, in addition to these three, one has been in continuous outburst
since 1992, and another is highly variable and undergoes frequent outbursts separated by
very faint states but never goes completely into quiescence. All three persistent systems
have rather massive secondaries, but most of the black-hole binaries are LMXBs.
Two fundamental differences between black holes and neutron stars are the lack of a
solid surface and a magnetic field for a black hole. In addition to precluding BH-XRBs from
producing thermonuclear X-ray bursts and X-ray pulsations, this also means that matter
can disappear inside the event horizon while containing substantial thermal and kinetic
energy—energy that would have been released at the neutron star surface in a neutron
star binary. In terms of spectral and time variability characteristics, BH-XRBs have many
similarities to low-magnetic-field NS-LMXBs. The spectra in general require a soft/thermal
disk blackbody component and a harder power-law component (possibly arising from Comp-
tonization by energetic electrons in a corona). However, any emission from the compact
object surface or boundary layer is obviously absent in BH-XRBs, and typically the thermal
component is softer and the power-law component extends to much higher energies in BH-
20Information on the mass of the secondary can be inferred from its optical spectrum; however, optical
emission from the accretion disk and X-ray irradiation of the secondary can complicate things severely. In
neutron star binaries containing an X-ray pulsar, the value of the other mass function, fX, can be obtained
from the primary by measuring variations in pulse arrival times throughout the orbit. A measurement of
f2 then allows a precise determination of the mass ratio of the two stars. However, to infer the individual
masses, inclination information is still necessary.
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XRBs than in neutron star binaries. Similar to the atoll sources, black-hole binaries show
both a soft spectral state dominated by the thermal component and a hard state dominated
by the power law, where the luminosity is on average higher in the soft state (at least below
∼20 keV); however, there is in general more overlap between the luminosities of the soft
and hard states than in the atoll sources, and strong hysteresis is observed in nearly all
systems. At least one more active spectral state is observed in BH-XRBs (state classifica-
tion schemes differ), characterized by both a strong thermal component and a strong and
steep power-law component (this state is sometimes called the steep power-law state). Jets
emitted perpendicularly to the binary plane, and showing strong radio emission, have been
observed in the majority of BH-XRBs, and their presence is associated most strongly with
the hard and steep power-law states. Jets have also been observed in nearly all of the Z
sources, but in few atoll sources (although that may simply be due to lack of sensitivity in
observations); high-magnetic-field NS-XRBs seem not to have radio jets (see Fender 2006
for an overview of jets from X-ray binaries). A variety of QPOs and noise components
are observed in the power spectra of BH-XRBs, many of which have similar characteristics
to those observed in NS-LMXBs. For a comprehensive review of the X-ray properties of
black-hole binaries, see, e.g., Remillard & McClintock (2006).
1.6 X-ray Source Populations in Galaxies
Studying the properties of the Galactic X-ray source population as a whole is severely com-
plicated by two factors. First, absorption and scattering of X-rays by gas and dust hides
many sources in the Galactic plane from our view, in particular sources with soft spectra.
Second, accurate distance information is notoriously hard to come by for X-ray binaries, and
their distances are often uncertain by a factor of ∼2, resulting in very poorly determined
luminosities.21 These difficulties can be avoided to a significant extent by observing X-ray
source populations in external galaxies. For an external galaxy, the relative differences in
the source distances are negligible (although the distance to the galaxy may be imperfectly
determined, this at least affects all the sources equally), and for a galaxy that is viewed
nearly face-on, absorption within the galaxy will be relatively small. However, faintness and
source confusion due to limited angular resolution become increasingly serious problems as
the distance to the observed galaxy increases. Although the X-ray emission of galaxies
has been systematically studied since the days of the Einstein Observatory, Chandra has
revolutionized the field over the past 12 years, due to its combination of subarcsecond res-
olution, good CCD spectral resolution, and reasonably large effective area. With Chandra,
the bright X-ray sources in galaxies tens of megaparsecs away can be studied. For a review
of the study of X-ray source populations in galaxies, see Fabbiano (2006).
With the exception of Local Group galaxies, studies of external galaxies are usually
limited to sources with luminosities &1036–1037 erg s−1. At these high luminosities, X-
ray source populations are dominated by XRBs but can also include younger supernova
remnants (SNRs) as well as supernovae in the first few years or decades since their ex-
plosions. Galaxies may also contain so-called supersoft sources and ultraluminous X-ray
21In general, the best distance estimates are for LMXBs associated with globular clusters whose distance
can be accurately determined. Photospheric radius expansion bursts in an NS-LMXB (see Section 1.5.2.2)
allow the source distance to be estimated, and non-PRE bursts yield an upper limit. For relatively nearby
sources with strong radio emission, radio parallax can be used to estimate the distance. Spectroscopic
parallax can in some cases be used, but this is often compromised by optical emission associated with the
primary and/or by X-ray irradiation of the secondary star.
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sources; these will be discussed below. Finally, in addition to the discrete X-ray sources,
soft X-ray emission is also emitted by hot gas in the interstellar medium.
So-called X-ray luminosity functions (XLFs) are frequently used in X-ray source popu-
lation studies. What is usually plotted is the cumulative luminosity function, which shows
the total number of sources (on the vertical axis) above a given luminosity (shown on the
horizontal axis) in either binned or unbinned format (see Fig. 5.9 for an example of an un-
binned cumulative XLF). XLFs are typically fitted with power laws (in some cases with an
exponential cutoff) or broken power laws. They are dependent on the formation, evolution,
and physical properties of the X-ray source population, and they may be constructed for
different types of sources (e.g., LMXBs and HMXBs) or for different regions in a galaxy.
XLFs can be used as a point of comparison between different populations in the same galaxy
or between galaxies, and they serve as an observational basis to test the results of theoretical
simulations of populations (population synthesis).
The X-ray source populations of early- and late-type galaxies differ significantly. E and
S0 galaxies have old stellar populations, and their X-ray sources are almost all LMXBs,
since the short-lived HMXBs are no longer present; similarly, the X-ray source populations
of bulges and globular clusters in late-type galaxies are dominated by LMXBs. Irregular
galaxies and the disks of spiral galaxies, however, have large populations of young stars, and
HMXBs are common; star-forming galaxies have an especially high proportion of HMXBs.
Late-type galaxies usually also contain some X-ray-bright SNRs, which are not found in
early-type galaxies. In general, late-type galaxies have flatter XLFs (i.e., smaller power-law
indices) than early-type ones, due to the contribution of HMXBs, which seem to have on
average a larger fraction of very luminous sources. Intensely star-forming galaxies are seen
to have particularly flat XLFs.
Supersoft sources (SSSs) are X-ray sources that have essentially no emission above ∼1
keV and have spectra that can usually be fitted with blackbodies of temperature ∼20–100
eV. Their luminosities are in the range ∼1036–1038 erg s−1, and many are transient sources.
The first SSSs were discovered with the Einstein Observatory in the Magellanic Clouds,
but it was not until with ROSAT that they were recognized as a new class of bright X-ray
sources. SSSs have now been found in a large number of external galaxies, mostly late-type
galaxies but also some ellipticals. Several are also known in the Milky Way, but due to
their extremely soft spectra they are easily obscured from our view by absorption in the
Galactic disk. Most SSSs are thought to be accreting white dwarfs that are steadily burning
hydrogen-rich matter on their surface (see Kahabka & van den Heuvel 2006 for a review of
SSSs).
Ultraluminous X-ray sources (ULXs), which have also been known since the days of the
Einstein Observatory, are usually defined as sources that have X-ray luminosities >1039
erg s−1 and are not associated with the nucleus of a galaxy. Several hundred ULXs are now
known in external galaxies (none in the Local Group), but their nature is not clear (see,
e.g., Roberts 2007 for a review). ULXs are frequently associated with regions of active star
formation and tend to be particularly numerous in interacting galaxies (which often have a
large star-formation rate, induced by the tidal interactions). Due to the large luminosity of
ULXs—comparable to or in excess of the Eddington luminosity for a ∼10 M black hole—it
has been suggested that at least some of them may be accreting intermediate-mass black
holes (IMBHs), i.e., black holes with masses of ∼102–104 M, which bridge the gap between
stellar-mass black holes (∼10 M) and the supermassive black holes found in the centers
of galaxies (ranging from a few times 105 to ∼1010 M). These IMBHs could produce
the observed luminosities without exceeding the Eddington limit. The high luminosity,
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indeed thermal SNR comes from a detailed study of the dis-
crete source population in M83 by Soria &Wu (2003). They
ﬁnd that two of the brightest soft sources have X-ray spectra
dominated by emission lines, typical of SNR. However, it is
important to stress that some of these soft-disk sources may
be absorbed supersoft sources (see discussion below). SNRs
dominated by nonthermal emission (Crab-like objects) may
also contribute to the source population. These will have
spectra somewhat harder than thermal SNRs and will prob-
ably be located in the LMXB or absorbed sources part of
the diagram.
There are a handful of sources with H2 > 0 that appear in
the disks but not in the bulges. The most natural interpreta-
tion of these sources is that they are high-mass X-ray
binaries. High-mass X-ray binaries have high-mass (hence,
short-lived) secondaries and are typically found in regions
of active star formation. They are known to have hard spec-
tra in the 1–10 keV region, with a power-law photon index
of 1–2 and often high variable intrinsic absorption (White,
Nagase, & Parmar 1995). The green circles in Figure 4 show
the colors of known binary pulsars observed by ASCA
(Yokogawa et al. 2000). As noted above, most known
HMXBs are associated with pulsars in binary systems.
Therefore, the HMXBs shown in Figure 4 represent only
pulsed (neutron star) binaries and not black hole binaries
with early-type companions. These sources have spectra
similar to black hole LMXB companions (van Paradijs
1999) and probably are not well separated from black hole
LMXB sources in the color-color diagram.
There are a small number of sources with H2 ¼ 0 and
H1 ¼ 1. These sources essentially have no counts above 1
keV, and some are undoubtedly classical supersoft sources
(Greiner, Hasinger, & Kahabka 1991). These supersoft
sources seem to occur in both bulge and disk systems. They
are frequently brighter than the sources identiﬁed as SNRs,
and most are variable (see x 6). Pence et al. (2001) have
Fig. 4.—Proposed classiﬁcation scheme. Red circle: Area of the color-color diagram that is probably dominated by LMXBs. Blue ellipse: Region
occupied by thermal SNR. Green ellipse: Region occupied by HMXBs. Black circle: Most absorbed sources, probably a mixture of types. Blue arc of points
stretching from (0.3, 0.15) to (0.1, 0.7): Colors of a simple power-law spectral model with photon index increasing from 0.7 to 3.0. Blue curves rising
vertically: Eﬀect of adding absorption to power-law slopes of photon index 1.0, 1.2, and 2.0.
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Figure 1.13. A source classification scheme, proposed by Prestwich et al. (2003), based
on X-ray colors obtained from Chandra data. Areas in the CD expected to be dominated
by particular source types are indicated. Blue boxes and curves show the colors of a simple
absorbed power-law spectrum for various values of the photon index and absorption column.
Red data points are drawn from late t p g laxies; black data points re drawn from early-
type (bulge) systems. The cross shows the size of a typical error bar for the data points.
Green circles indicate the locations of some known NS-HMXBs; purple circles represent
a few known thermal SNRs (i.e., SNRs whose X-ray spectra are dominated by thermal
emission). (Fig. 4 in Prestwich t al. 2003.)
spectral propertie , and w despread variability in mis on support the notion tha these
objects re accreting black h les, but many now conside i likely that most ULX (with
luminosities of ∼1039–1040 erg s−1) do not contain IMBHs; instead, they can be explained
by some combination of an unusually massive stellar-mass black hole (up to several tens
of solar masses, perhaps; see, e.g., Mapelli et al. 2010), super-Eddington accretion (e.g.,
Begelman 2002), or beaming of the emission (e.g., King 2008). However, a few ULXs have
luminosities of ∼1041–1042 erg s−1 (sources with LX > 1041 erg s−1 are sometimes referred
to as hyperluminous X-ray sources), and these are more difficult to explain without invoking
IMBHs.
In nearby galaxies, observations at other wavelengths can often be used to help identify
the types of observed X-ray sources; for sources with enough counts, spectral fitting and/or
timing analysis can also be used for source classification. However, in many cases images of
requisite quality in other wavelength bands are not available, and most sources have too few
counts for spectral fitting or timing analysis to be of use. In these cases, X-ray colors have
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proven useful for source classification. Prestwich et al. (2003) propose a classification scheme
(Fig. 1.13) based on X-ray colors from Chandra data, which will be utilized in Chapter 5.
They define soft and hard colors as (M −S)/T and (H −M)/T , respectively, where S, M ,
H, and T are source counts in the 0.3–1 keV (soft), 1–2 keV (medium), 2–8 keV (hard),
and 0.3–8 keV (total) bands, respectively. The authors compare the locations in the CD for
sources drawn from elliptical galaxies or bulges of spiral galaxies (expected to be dominated
by LMXBs) and sources from late-type galaxies (expected to contain a mix of source types).
Based on this, the locations in the diagram of some sources whose type is known, and
the locations corresponding to power-law spectra with varying degrees of steepness and
absorption, the authors identify regions in the CD expected to be dominated by particular
source types (Fig. 1.13). However, there will inevitably be some overlap in source type, and
absorption will also move sources in the diagram (up for moderate absorption, but also to
the right for severe absorption), and serve to blur the boundaries between the source types.
Prestwich et al. (2003) note that SNRs dominated by nonthermal emission will probably be
located in the LMXB or absorbed sources part of the diagram, rather than in the thermal
SNR part; absorption may also move some SSSs up to the thermal SNR region and some
thermal SNRs up to the LMXB region. The HMXB region refers mainly to NS-HMXBs;
Prestwich et al. (2003) point out that BH-HMXBs (which are expected to be much rarer)
have softer spectra and are probably not well separated from BH-LMXBs. Prestwich et al.
(2009) expand on the earlier paper and argue that some of the higher-luminosity sources in
the thermal SNR region are HMXBs with particularly soft spectra, more likely to contain
black holes than neutron stars. It is important to stress that the type of a particular source
cannot be conclusively identified by X-ray color alone; however, this method can yield useful
information about the properties of a source population as a whole.
In addition to sources intrinsic to a galaxy under observation, there will invariably
be some cosmic background sources (CBSs; mainly active galaxies but also normal ones)
and possibly also foreground interlopers (mostly X-ray-emitting stars in our own Galaxy)
coincident with the galaxy. Foreground stars can often be picked out using star catalogs,
and CBSs can sometimes be identified with the help of data in other wavelength bands or
from X-ray spectra with good enough quality. However, in many cases CBSs cannot be
separated from the actual source population in the galaxy of interest, and one is forced to
make do with an estimate of the expected level of this contamination using results from
deep X-ray observations of “blank” fields in the sky.
1.7 Content and Structure of This Thesis
The research presented in this thesis consists of three separate projects, all of which are
associated with XRBs and involve spectral analysis of some sort. Two of the projects revolve
around spectral characteristics of NS-LMXBs, with a particular source, XTE J1701−462,
playing a central role.
The first of the three projects (actually the last one to be completed) is presented in
Chapter 2. A long-standing problem in the study of NS-LMXBs has been the wide variety of
behavior observed among them, in particular the question of what governs which subclass
of low-magnetic-field NS-LMXBs a particular source belongs to. In 2006–2007 the NS-
LMXB XTE J1701−462 underwent an extraordinarily bright outburst and became the first
transient Z source. It was shown (Lin et al. 2009; Homan et al. 2010) that as the outburst
progressed the source evolved, exhibiting at various stages the characteristics of all the
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different NS-LMXB subclasses, and that this secular evolution can be understood to arise
from changes in a single physical parameter: the mass accretion rate. In Chapter 2 I build
on these results and use all available RXTE PCA data for 40 additional NS-LMXBs to
produce CDs and HIDs for these sources. The primary focus is on three special sources—
Cyg X-2, Cir X-1, and GX 13+1—whose CDs and HIDs exhibit strong secular evolution,
which I study in detail. I show that the evolution of Cyg X-2 and Cir X-1 (and to a lesser
extent GX 13+1) has strong similarities to that of XTE J1701−462, thereby strengthening
the case for the behavior of XTE J1701−462 being representative of the entire class of
low-magnetic-field NS-LMXBs. I then construct a ranking of all 41 sources—based only on
their CD/HID morphology—where I assign to each source a range along the full span of
NS-LMXB behavior exhibited by XTE J1701−462, Cyg X-2, and Cir X-1. I speculate that
this represents a rough ranking in terms of the relative ranges in mass accretion rate the
sources experience.
The second project is presented in Chapters 3 and 4. In these chapters I investigate the
behavior of XTE J1701−462 during the quiescent phase following the 2006–2007 outburst
mentioned above. In Chapter 3 I study the transition of the source from active accretion
to quiescence during the final three weeks of the outburst using RXTE and Swift data, and
then the spectral evolution of the source during the first '800 days of quiescence using
Chandra and XMM-Newton observations. During the outburst, the crust of the neutron
star was heated out of thermal equilibrium with the neutron star core, and the Chandra and
XMM-Newton observations show the crust cooling back toward equilibrium; this cooling can
give information about the internal properties of the neutron star. Chapter 4 follows up on
the previous one, extending the tracking of the source to almost 1200 days into quiescence
with an additional Chandra observation and a 7 month monitoring program with Swift.
With the Swift observations, I study the low-level accretion activity exhibited by the source
during quiescence.
The third project (the first one to be completed) is presented in Chapter 5. In this
chapter I study the X-ray source populations of two nearby galaxies—the spiral galaxy
NGC 6946 and the interacting irregular/spiral galaxy pair NGC 4485/4490—using multiple
Chandra observations spanning several years. I place a special emphasis on investigating
the long-term variability of the sources, most of which are XRBs. Altogether around 130
sources coincident with the two systems are detected down to luminosities of ∼1036 erg s−1.
I construct extensive source catalogs listing various parameters for each source; these are
given in tables in Appendix A. I characterize the source populations with XLFs and X-
ray color diagrams; both of these indicate populations with a large fraction of HMXBs,
consistent with the strong star formation activity observed in these systems. In keeping
with many other interacting systems, NGC 4485/4490 is seen to have a rich population of
highly variable ULXs.
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Chapter 2
An RXTE Study of Color–Color
and Hardness–Intensity Diagrams
of Neutron Star Low-Mass X-ray
Binaries
This chapter and parts of Section 1.5.2.3 form the basis for a paper in preparation for
submission:
J. K. Fridriksson, J. Homan, and R. A. Remillard, The Astrophysical Journal,
in preparation.
Abstract
We present results from a study of the color–color and hardness–intensity diagrams (CDs
and HIDs) of a large number of neutron star low-mass X-ray binaries (NS-LMXBs), using
Rossi X-ray Timing Explorer (RXTE ) data spanning '15 years. We study in detail the
complicated CD/HID behavior of three sources whose CDs/HIDs exhibit strong secular
evolution—Cyg X-2, Cir X-1, and GX 13+1—and show that Cyg X-2 and Cir X-1 display
CD/HID evolution with strong similarities to the transient Z source XTE J1701−462, which
was previously shown to have evolved through all subclasses of NS-LMXBs as a result of
changes in mass accretion rate. We hypothesize that the secular evolution of Cyg X-2,
Cir X-1, and GX 13+1—illustrated by sequences of CD/HID tracks we construct—also
arises from changes in mass accretion rate. We create CDs and HIDs for 37 additional NS-
LMXBs and compare them to the secular evolution sequences of XTE J1701−462, Cyg X-2,
Cir X-1, and GX 13+1. We construct a ranking—based only on CD/HID morphology—of
all the sources in our sample, where we assign to each source a range along the full span
of NS-LMXB behavior displayed by XTE J1701−462, Cyg X-2, and Cir X-1. We speculate
that this represents a rough ranking in terms of the relative ranges in mass accretion rate
experienced by the sources.
59
2.1 Introduction
Weakly magnetized neutron star low-mass X-ray binaries (NS-LMXBs) show a wide variety
of correlated spectral and time variability properties. Based on those properties, these
systems are commonly divided into two main classes, the Z sources and the atoll sources
(Hasinger & van der Klis 1989), which have also been further divided into subclasses. A
general introduction to NS-LMXBs was given in Section 1.5.2, and in particular, the spectral
and timing properties of low-magnetic-field NS-LMXBs were summarized in Section 1.5.2.3.
We will not repeat this discussion here but refer to these earlier sections.
As noted by van der Klis (2006), the correlations between the spectral and timing
properties of X-ray binaries are presumably due to the fact that these properties stem
from common physical processes in the inner X-ray-emitting regions in these systems. The
different spectral states and branches seen in color–color and hardness–intensity diagrams
(CDs and HIDs) likely correspond to different quasi-stable configurations of the accretion
flow, or to transitions between such configurations (e.g., Lin et al. 2009b). The appearance
of the branches in the CD/HID is a manifestation of the properties of these accretion
modes, although parameters not intrinsic to the systems, such as intervening absorption
and viewing angle, will affect the diagrams as well. The different NS-LMXB subclasses show
clear differences in luminosity, time variability characteristics, and spectral properties, as
well as in radio behavior (Migliari & Fender 2006) and in the rates of type I X-ray bursts
(Galloway et al. 2008). Understanding what physical factors underlie these differences has
been a long-standing problem in the study of X-ray binaries. A closely related problem is
understanding the physical nature of the different source states within a given class, and
what drives motion along the tracks linking these states in the CD/HID. It has long been
clear that the mass accretion rate, M˙ , must play a central role, but exactly what that role
is, and where other physical parameters enter the picture, has been debated. It seems clear
that Z sources must on average have higher accretion rates than atoll sources, given how
much higher the typical inferred luminosities of the Z sources are, but it has been argued
that they differ in other respects as well.
Hasinger & van der Klis (1989) proposed that the neutron stars in Z sources have larger
magnetic fields than those in atolls (in addition to the Z sources reaching higher accretion
rates); this was mainly based on the assumption that horizontal-branch oscillations (HBOs)
are explained by a magnetospheric beat-frequency model (Alpar & Shaham 1985; Lamb
et al. 1985), and the fact that HBOs are not seen in atoll sources. Furthermore, Psaltis
et al. (1995) suggested a spectral model in which the differences between the Cyg- and Sco-
like Z sources are due to the former having a larger magnetic field. However, Homan et al.
(2007) point out that the discoveries of kHz QPOs and accreting millisecond X-ray pulsars
(AMXPs) have cast doubts on these models; in addition, QPOs or peaked noise components
similar to the HBOs have now been observed in atoll sources on the lower banana branch
(van der Klis 2006). Kuulkers et al. (1994) proposed a model in which observed differences
among the Z sources arise from different viewing angles, with the Cyg-like sources being
viewed at higher orbital inclinations (see also Kuulkers & van der Klis 1995, 1996), and
furthermore suggest that secular motion observed in Cyg X-2 arises from changes in viewing
angle due to a precessing accretion disk (Kuulkers et al. 1996). In this model, a puffed-up
inner accretion disk at the highest mass accretion rates causes obscuration and leads to
dipping flaring branch (FB) behavior.
It was long assumed that along the Z source tracks M˙ increases montonically going from
the tip of the HB to the tip of the FB, despite the fact that observed count rates decrease
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in this direction along the normal branch (NB), and in some cases also along the FB. This
assumption was based mainly on several observational results. First, the typical frequencies
of most variability components (HBOs, kHz QPOs), which in many models are related to
M˙ , gradually increase going from the HB to the NB (van der Klis 2006). Second, the optical
and UV flux—assumed to arise from reprocessing of X-rays from the central regions in the
outer accretion disk—seem to increase from the HB to the FB (e.g., Hasinger et al. 1990;
Vrtilek et al. 1990, 1991). Third, sources move continuously along the Z track and seem to
never jump between branches; this is in line with the expectation that M˙ should change in a
smooth fashion. Homan et al. (2002) pointed out several facts that challenge this picture in
light of data from BeppoSAX and RXTE. (1) The frequency of the HBO in GX 17+2 starts
to decrease halfway through the NB. (2) The properties of type I X-ray bursts in GX 17+2
are not in line with theoretical expectations of their dependence on M˙ , assuming that the
accretion rate does increase going from HB to FB (Kuulkers et al. 2002). (3) Broadband
BeppoSAX data for a number of Z sources showed a hard tail in their 0.1–200 keV spectra,
and the strength of the tail in general increased in strength in the opposite direction (i.e.,
from FB to HB); Di Salvo et al. (2000) found that the 0.1–200 keV flux also increased
monotonically from the NB/FB vertex to the top of the HB in GX 17+2. This would seem
to indicate that M˙ changes in the opposite direction to that usually assumed. Homan et al.
(2002) instead suggested that the mass accretion rate may not change at all along the Z
track, or that position along the track may have no particular correlation to M˙ . Based
on spectral fitting of RXTE data, Ba lucin´ska-Church et al. (2010) propose a model for the
Cyg-like Z sources in which M˙ is constant on the FB (with the flaring being due to unstable
nuclear burning), whereas M˙ and the neutron star radiation pressure increase along the NB
from lower to upper vertex; they suggest that on the HB the radiation pressure further
increases, disrupting the inner accretion disk and leading to the formation of jets (see also
Church et al. 2006; Jackson et al. 2009).
In the atoll sources, which show a much larger dynamic range in luminosity than the Z
sources, it is generally thought that motion along the atoll track is mostly driven by changes
in mass accretion rate, overall increasing from the extreme island state (EIS) to the upper
banana (UB) branch (see, e.g., Lin et al. 2007; Done et al. 2007). However, it seems clear
that there are also more complex features to the picture, as evidenced in many sources
by a significant overlap in luminosity between the hard and soft states, and hysteresis in
transitions between these states (e.g., Linares 2009).
It is important to note that it is not always clear exactly what mass accretion rate is
being referred to in discussions in the literature. The mass transfer rate from the donor star
to the compact object Roche lobe, the transfer rate through the outer or inner accretion
disk, and the accretion rate onto the neutron star can be different due to the possible
presence of various types of in/outflows in the system, including disc winds and jets.
Up until a few years ago, only two sources had shown indications of both atoll and Z
behavior. Shirey et al. (1999a) found Z source behavior in early RXTE data for Cir X-1,
whereas Oosterbroek et al. (1995) reported atoll-like behavior in EXOSAT data (Cir X-1
will be discussed in detail in Section 2.5). The transient burster XTE J1806−246 underwent
an outburst in 1998 that showed atoll properties as well as—at the highest luminosities—
indications of Z source behavior (Wijnands & van der Klis 1999); the outburst was un-
fortunately poorly sampled (this source will be discussed in more detail in Section 2.8.4).
However, no source had ever been observed to clearly evolve from Z to atoll or vice versa.
A major breakthrough came with the NS-LMXB XTE J1701−462, which was discovered as
it entered an outburst in 2006 and became the first transient Z source. The '1.6 yr out-
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burst was closely monitored by RXTE, and it was shown that the source evolved through
all subclasses of low-magnetic-field NS-LMXBs—from a Cyg-like Z source at the highest
luminosities to a Sco-like one, followed by an atoll phase in the soft state (during which
type I X-ray bursts were seen), and ending with a transition to the atoll hard state before
returning to quiescence (Lin et al. 2009b; Homan et al. 2010). In Section 2.3 we will describe
this evolution in much more detail. Lin et al. (2009b) performed a detailed spectral analysis
of the entire outburst, and their results indicate that changes in the mass accretion rate are
responsible for the secular evolution of the source. Homan et al. (2010)—hereafter referred
to as Hn10—give a detailed discussion of the CD/HID evolution of XTE J1701−462; they
argue that the observed behavior of the source indicates that the existence of the different
NS-LMXB subclasses can be explained by differences in a single physical parameter—the
mass accretion rate—and that it is not necessary to invoke differences in other parameters,
such as the magnetic field of the neutron star or the inclination angle of the system. A
picture in which changes in M˙ are responsible for the secular evolution of sources and the
different source types is—at least on the face of it—at odds with the mass accretion rate
determining position along the Z track. The results of Lin et al. (2009b) indicate that the Z
tracks may be traced out at nearly constant M˙ , and they conclude that motion along the Z
tracks may instead be due to instabilities in the accretion flow at near-Eddington accretion
rates. We will discuss their results further in Section 2.8.5.
Over roughly 15 years of operations, RXTE has collected an enormous amount of data
for a large number of Galactic NS-LMXBs. In this paper, we are interested in using the
RXTE PCA data archive to study the CDs and HIDs of NS-LMXBs in the light of the recent
results for XTE J1701−462. The data provided by RXTE are—in the case of most Galactic
NS-LMXBs—vastly superior to those of any other existing or previous X-ray mission when it
comes to studying CD/HID behavior. We have two main goals with this paper. First, we are
in interested in studying in detail three sources—Cyg X-2, Cir X-1, and GX 13+1—which
are known to show strong secular evolution, with significant changes in the morphology of
their CD and HID tracks. We want to investigate whether behavior similar to that observed
for XTE J1701−462 is seen for these sources; observing evolution similar to that of XTE
J1701−462 in other sources would significantly strengthen the case for the behavior of
XTE J1701−462 being representative of the entire class of low-magnetic-field NS-LMXBs.
Although small subsets of the RXTE data now available for Cyg X-2, Cir X-1, and GX 13+1
have been studied in several papers—usually with an emphasis on spectroscopy and/or
timing analysis—we are not aware of any papers presenting a comprehensive study of the
secular evolution of any of these sources using a large amount of RXTE data, with the
exception of Schnerr et al. (2003), who study a large set of observations of GX 13+1 made
in 1998 (see discussion in Section 2.6); since then, the amount of RXTE data on GX 13+1
has grown considerably. We also note that Shirey and collaborators studied CDs and HIDs
of Cir X-1 using a number of observations made in 1996 and 1997 in a series of papers (Shirey
et al. 1996, 1998, 1999a; see discussion in Section 2.5), but these observations represent only
a small fraction of the currently available data for the source. For these three sources, we
construct sequences of CD/HID tracks illustrating the sources’ secular evolution, which we
hypothesize—based on similarities to the CD/HID behavior of XTE J1701−462—are due
to changes in the mass accretion rate. Our second goal is to create CDs and HIDs for a
large number (37) of additional NS-LMXBs, and compare these diagrams to those of XTE
J1701−462 and the other three “special” sources. More specifically, we construct a ranking
of all the sources in our sample based only on CD/HID morphology, where we assign to each
source a range along the full span of NS-LMXB behavior illustrated by the secular evolution
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sequences of XTE J1701−462, Cyg X-2, and Cir X-1. We speculate that this represents
a rough ranking in terms of the relative ranges in mass accretion rate experienced by the
sources. Whether this is the case—and whether the sequences of tracks constructed for Cyg
X-2, Cir X-1, and GX 13+1 represent a monotonic progression in mass accretion rate—
needs to be tested with spectral fits. This is beyond the scope of this paper, but will be
explored in a future one.
The structure of the paper is as follows. In Section 2.2 we list the sources in our
sample and describe common data analysis steps. In Section 2.3 we describe our analysis
and present our results for XTE J1701−462. This analysis mostly follows that previously
performed by Hn10; we reanalyzed the XTE J1701−462 data primarily in order to ensure
complete consistency with the analysis of other sources and for easy reference to the results.
In Sections 2.4, 2.5, and 2.6 we describe our analysis and present our results for Cyg X-2,
Cir X-1, and GX 13+1, respectively. In Section 2.7 we present and discuss the CDs and
HIDs of other sources in our sample, and in Section 2.8 we present the morphology-based
ranking of all the sources. Finally, in Section 2.9 we summarize our results.
2.2 Data Analysis
2.2.1 Source Selection and General Data Reduction
Our source sample consists of 41 low-magnetic-field NS-LMXBs in the Galaxy (and Mag-
ellanic Clouds). For all the sources, we use at least all pointed RXTE PCA observations
that were publicly available in early May 2010; for some sources we also use slightly more
recent observations (but in no case more recent than September 2010). We include every
low-magnetic-field NS-LMXB with a total amount of useful exposure time (defined below)
in the RXTE PCA archive above 150 ks, except for eclipsing, dipping, and accretion disk
corona (ADC) sources, which we exclude from our analysis. Both the possibly high internal
absorption and the extreme viewing angle of the inner X-ray-emitting regions of these sys-
tems can strongly affect their observed spectral characteristics and make them less suited
to comparison with other sources. We list all 41 sources and the total amount of useful
data for each in Table 2.1; the total combined exposure time for all sources is '37.5 Ms
from over 10,000 observations. Because of the large number of observations, most of the
data analysis steps described below (e.g., removal of X-ray bursts and particle flares) had
to be automated.
We analyze the data using HEASOFT, versions 6.9 and 6.10. We use the Standard-
2 data, extracting counts in 16 s time bins (combined from all three xenon layers) from
all five PCUs. We filter the data using the standard parameters and parameter values
recommended by the RXTE Guest Observer Facility (GOF);1 this includes removing data
around PCU voltage breakdown events (but only from the relevant PCU in each case).
We also correct for dead time using the standard procedure recommended by the RXTE
GOF; we assume a dead time per event of 10 µs for good xenon, propane and coincidence
events, and for very large events (VLEs) we assume a dead time of 20, 70, 170, and 500 µs
for the four VLE window settings (Jahoda et al. 2006; we note that in practice only the
middle two settings are used). We subtract background from the data using the faint or
bright background model as appropriate in each observation (based on the average count
rate during the observation, excluding any type I X-ray bursts).
1See http://heasarc.gsfc.nasa.gov/docs/xte/xhp_proc_analysis.html.
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Table 2.1. Total Exposure Times for Analyzed Sources
Source Exp. Time (ks)
Aql X-1 1488
Cir X-1 2488
Cyg X-2 2084
GS 1826−238 816
GX 3+1 482
GX 5−1 624
GX 9+1 190
GX 9+9 364
GX 13+1 584
GX 17+2 894
GX 340+0 714
GX 349+2 392
HETE J1900.1−2455 842
IGR J00291+5934 281
IGR J17473−2721 419
IGR J17511−3057 414
KS 1731−260 400
LMC X-2 907
SAX J1748.9−2021 311
SAX J1750.8−2900 208
SAX J1808.4−3658 1207
Sco X-1 1262
Ser X-1 488
SLX 1735−269 238
Swift J1756.9−2508 155
XTE J1701−462 2712
XTE J1751−305 185
XTE J1807−294 450
XTE J1814−338 316
1E 1724−3045 517
2S 0918−549 419
4U 0513−40 1235
4U 0614+09 2263
4U 1608−52 1721
4U 1636−53 3716
4U 1702−43 1164
4U 1705−44 874
4U 1728−34 1286
4U 1735−44 881
4U 1812−12 168
4U 1820−30 1367
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2.2.2 Burst Removal
We remove all type I X-ray bursts from the data; to identify bursts in an automated fashion
we use a method similar to the one used by Remillard et al. (2006a). For all observations,
we use the Standard-1 data to construct light curves with 1 s time bins from the entire
energy range of the RXTE PCA. For each of these time bins, we define two background
intervals covering certain periods before and after the bin. Usually the former interval
extends from 280 s to 20 s preceding the bin and the latter interval from 180 s to 280 s
following the bin. For the data taken during those two intervals, we compute the mean and
standard deviation of the observed count rate. We flag the time bin under consideration
if the observed count rate in that bin exceeds the mean in both background intervals by a
certain number of standard deviations, usually set to 5. Near the beginning or end of an
observation, or near gaps in the data, the length of one of the two background intervals
can be shorter than the nominal value; if that length is shorter than 10 s we do not use
that interval, and compare the time bin under consideration only to the other background
interval. If a certain minimum number of consecutive time bins are flagged—that minimum
number was usually set to 7—then we identify the event as a type I X-ray burst. We define
the extent of the burst (for the purposes of removal) to range from 20 s before the first
flagged time bin until, typically, 380 s after that bin; however, this latter number was often
adjusted up or down for particular sources based on typical durations of observed bursts
(as estimated from visual inspection of the data).
Although the default parameter values quoted above worked well for the vast majority
of sources, it was in some cases necessary to make adjustments, in particular for Z sources
showing bursts (Cyg X-2, GX 17+2), where the persistent emission shows rapid variability
and the burst emission is low compared to the persistent one. We note that although
some bursts observed in Cyg X-2 and GX 17+2 do not show cooling along their tails, as is
usually observed in type I X-ray bursts, the origin of these faint bursts is nevertheless likely
thermonuclear (Linares et al. 2011). After applying our burst identification algorithm, we
manually checked all observations of a given source for any bursts that might have been
missed or any nonbursts erroniously identified as true ones, as well as for any bursts of
particularly long duration that exceeded the nominal definition of the burst extent; where
needed, adjustments where then made. Based on these identifications, data from times
corresponding to the identified bursts were then removed from the Standard-2 data set; any
overlap with a burst resulted in the removal of a given 16 s time bin.
2.2.3 Response Correction
From the Standard-2 data, we extract count rates in several different energy bands and
use those to calculate colors for CDs and HIDs. The response of the RXTE PCUs has
evolved over the duration of the mission due to several factors. The high voltage in the
PCUs has been lowered three times, and PCUs 0 and 1 lost their propane layers in 2000
and 2006, respectively; these events have led to discontinuities in the energy response. In
addition, xenon has slowly diffused from the main detector volumes into the front propane
layers throughout the mission, resulting in a gradual decrease in the quantum efficiency.
Due to these effects, the overall sensitivity of the detectors has decreased and the energy
boundaries of individual spectral channels have been shifted. These changes in response
must be corrected for before data across the lifetime of the mission can be combined into a
single CD or HID for a given source. To this end we use observations of the Crab Nebula,
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which has been observed on average ∼3 times per month throughout the mission. For
each Crab observation, we extract the average count rate in each of the energy bands of
interest for each active PCU, using the Standard-2 data. We then fit the mission-long light
curve (where each data point is the average count rate during a single observation) for each
PCU in each energy band with a piecewise linear function. In the 2–60 keV energy band,
the majority of the data points deviate from the fitted function by less than 0.5% and no
data point deviates by more than 1%; this holds for all five PCUs (the scatter can become
somewhat larger in narrower energy bands). We (somewhat arbitrarily) choose MJD 50800
as our reference epoch and normalize all data points to that date, i.e., we correct an observed
count rate of a source with a given PCU in a given energy band with the ratio between the
Crab count rate—in the same energy band and with the same PCU—at the reference epoch
and at the time of the observation of interest (as inferred from our fitted function). After
normalizing all data points for a given PCU in this fashion, we then normalize the count
rates from PCUs 0, 1, 3, and 4 to that of PCU 2. PCU 2 is the only unit that has been
active during almost all observations, and it suffers the least from breakdowns. It also has
its propane layer intact, and has the best spectral calibration of the five PCUs.
Recently, it has become apparent that the overall X-ray emission from the Crab Nebula
shows significant variability. Wilson-Hodge et al. (2011) show that in the past decade the
RXTE PCA count rate from the Crab (after correcting for changes in response) has varied
rather irregularly by several percent; the authors confirm that this effect is real, rather
than due to instrumental effects, by observing correlated variability in data from other
satellites. In the 2–15 keV band, the difference between the highest and lowest observed
(response-corrected) PCU 2 count rates is ∼5%, and the variability seems to be somewhat
larger (∼8%–9%) in the 15–50 keV band. This obviously compromises our correction for the
variation in the PCA response. We therefore explored the possibility of using the spectral
calibration files for the PCA, supplied by the RXTE GOF, to correct our data. We created
response files corresponding to dates covering the entire mission with a time resolution of
one week, and for each response file we simulated a spectrum (with a similar shape to
that of the Crab). We then carried out our correction in the same way as when using the
Crab, except that in this case we simply use the simulated spectrum nearest in time to the
observation of interest, since there is no scatter in the simulated data around the overall
trend and the variation in the response on a timescale of a week is negligible (with the
exception of times of high voltage changes or propane layer losses, but we made sure that
the simulated spectrum and the observation being corrected were not on opposite sides of
such discontinuities in response). We found that this correction method is not viable, since
the low-energy response—in particular between 2 and 3 keV—is not calibrated well enough
throughout the mission to allow us to properly correct count rates at these low energies;
correcting with the Crab clearly gave superior results. We are therefore forced to accept
the possibility that our CDs and HIDs can be affected to some extent by the variability in
the Crab emission; we discuss this further below. We also note that the difference in the
spectral shape of a source whose count rate is being corrected from the spectral shape of
the source being used to correct with (the Crab) gives rise to some systematic error in the
correction. However, we expect that the error due to this should typically be smaller than
from other sources of error in our count rates, discussed below, and that it does not affect
conclusions we draw from the CDs/HIDs we create (see a discussion of this effect in, e.g.,
Kuulkers et al. 1994; Kuulkers & van der Klis 1996).
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2.2.4 Particle Flares
PCUs 0 and 1 lost their propane layers in 2000 and 2006, respectively, and their ability to
reject events due to flaring particle background has since been diminished. Such unrejected
flares can severely affect data, in particular from faint sources. To identify such periods of
flaring we compare data from PCUs 0 and 1 to data from PCU 2. For each 16 s Standard-2
time bin we calculate the deviation between the PCU 0/1 and PCU 2 count rate in the
2–60 keV band (after correcting for changes in response and performing an overall scaling
of the PCU 0/1 data to the PCU 2 data based on the Crab, as described above). We
flag a time bin if the PCU 0/1 count rate exceeds that of PCU 2 by more than 1.5σ, i.e.,
if (R0/1 − R2)/
√
σ20/1 + σ
2
2 > 1.5, where Ri is the count rate from PCU i and σi is the
(1σ) uncertainty in that rate due to counting statistics. If five consecutive time bins are
flagged in this way, we define that as a flare. Visual inspection of numerous PCU 0/1 light
curves shows that these criteria are sufficient to catch most instances of significant flaring
with relatively few spurious identifications. Visual inspection also reveals that observations
containing strong flares also sometimes contain more extended periods of slightly elevated
count rate in PCU 0/1 (compared to PCU 2). We opt to err on the side of caution and
exclude PCU 0/1 data from the entire observation if any flaring is detected in it. PCU 0/1
data was also removed from several additional observations not picked up by our automated
method, but manually identified by visual inspection, where the count rates of those two
units were slightly elevated with respect to PCU 2. Note that since PCU 2 data is always
present when PCU 0/1 data is removed, we are not eliminating any data from any given
point in time entirely, but simply reducing the total number of counts for a particular time
bin.
2.2.5 Rebinning of Data and Creation of Diagrams
Our goal is to produce CDs and HIDs based on the Standard-2 data. We use color definitions
similar to those used in Hn10: we define our soft color as the net counts in the 4.0–7.3 keV
band divided by those in the 2.4–4.0 keV band, and our hard color as net counts in the 9.8–
18.2 keV band divided by those in the 7.3–9.8 keV band. The intensity we use for the HID
is the net count rate per PCU in the 2–60 keV band. Before creating our CDs and HIDs,
we combine the counts from all active PCUs for each 16 s time bin (after performing the
corrections and filtering described above), and then we rebin the data in order to maintain a
more uniform size in the error bars across different values in count rate. We set a minimum
of 16,000 counts in the 2–60 keV band (after background subtraction) for each rebinned
data point. In some cases entire observations do not contain enough counts to reach that
minimum; in those cases we create a single data point from the whole observation if the
total number of counts is larger than 10,000, but exclude it from further consideration
if it has fewer counts. Within each observation we adaptively rebin the data, meaning
that the binning factor is adapted to a possibly varying count rate during the observation.
Starting at the beginning of an observation, consecutive time bins are added together until
the minimum counts limit is reached; a new bin is then started and the process continues
until the end of the observation is reached. If the final incomplete bin does not reach the
minimum counts limit, then it is added to the previous bin. If a data gap is encountered,
with the last bin before the gap being incomplete, then the bin is continued on the other
side of the gap if the length of the gap is less than half the average bin length for the
observation. If the gap is longer, the incomplete bin is added to the previous one, except
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for the case of a lone incomplete bin with <10,000 counts stranded between two data gaps
(or a data gap and the start or end of an observation), in which case the bin is discarded.
Note that for many observations of bright sources no rebinning was necessary, since each
16 s time bin contained more than the minimum 16,000 counts (often many times more).
In addition to the absolute minimum of 10,000 counts per data point, we also exclude data
points with a 2–60 keV count rate of less than 5 counts s−1 PCU−1, since at such very low
count rates the background can become too dominant for the data to be reliable (and some
observations of transient sources were made during quiescence, in which case there is no
detectable source flux—only residual background flux). Occasional exceptions were made to
these cutoffs, and those will be mentioned explicitly in the text. In a few cases, one or more
observations of a given source were performed with a significant pointing offset compared
to the majority of the observations of the source; observations with such offsets were not
used (see Section 2.7.1 for a discussion of the effects of pointing offsets on a CD/HID).
After creating CDs and HIDs following the procedure described above, each diagram
was scrutinized, and for any “suspicious” data points (such as unusual outliers) the corre-
sponding observations were checked for anomalies. If indications of anomalies were found
(as evidenced, e.g., by large discrepancies between simultaneous data from different PCUs),
the relevant data points were excluded from our diagrams. What we referred to as the total
useful exposure time for a source in Section 2.2.1 is the exposure time of the data presented
in the CD and HID, i.e., the exposure time after removing any bad data, data taken during
type I X-ray bursts, and data points not reaching the minimum of 10,000 counts or having
an intensity below the cutoff of 5 counts s−1 PCU−1.
With the minimum counts limit of 16,000 counts per data point, the uncertainty due
to counting statistics in the soft color is at most ∼2%, and at most ∼3% in the hard color;
the uncertainty in the intensity is less than 1%. As mentioned before, variability in the
emission from the Crab Nebula can possibly give rise to some shifts in our CDs and HIDs,
since we use the Crab to correct for the variations in the PCU responses. We can clearly
see the structure identified by Wilson-Hodge et al. (2011) as variability in our mission-long
Crab light curves. The relative amplitude of these count rate fluctuations appears to slowly
increase going to higher energies, but otherwise the variability seems to behave in more or
less the same way in the different energy bands. Since this variability seems to have some
energy dependence, it will likely have some effect on the colors. However, given the small
difference in the strength of the variability between adjacent energy bands, we expect that
fluctuations in the rates will largely cancel out in the colors. Overall, we do not expect
shifts in our colors by more than ∼1%–2% due to this effect. However, the intensity will be
affected more strongly; we expect that shifts there can possibly be as high as ∼7% in the
worst case.
2.3 XTE J1701−462
XTE J1701−462 was discovered with the RXTE ASM on 2006 January 18 as the source
was entering outburst (Remillard et al. 2006b); later analysis of ASM data showed that
the outburst had started 2–3 weeks earlier (Homan et al. 2007). The first RXTE PCA
observation took place on 2006 January 19, and the source was subsequently observed with
the PCA on average ∼1.5–2 times per day for the remainder of the '19 month outburst,
apart from a ∼50 day period in late 2006 and early 2007 during which the source could not
be observed due to proximity with the Sun. In the following, dates during the outburst will
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Figure 2.1. Light curve of XTE J1701−462 during its 2006–2007 outburst in two different
energy bands: the 2–60 keV intensity band used for our HIDs (upper panel), and a low-
energy 2.0–2.9 keV band (lower panel).
be referred to as days since the start of 2006 January 19 (MJD 53754.0). A light curve of
the outburst is shown in Fig 2.1. We note that a detailed spectral analysis of the entire
outburst is presented in Lin et al. (2009b).
2.3.1 Analysis
We processed the XTE J1701−462 data using the procedure described in Section 2.2, and
subsequently performed an analysis similar to that in Hn10. The combined CD and HID
for the entire data set are shown in Fig. 2.2; it is clear that the source tracks exhibited
strong secular motion during the outburst. Fig. 2.1 shows the light curve of the outburst
in two energy bands, the 2–60 keV intensity band (upper panel) and a low-energy 2.0–2.9
keV band (lower panel). Strong intensity swings are visible in both bands during the first
∼30 days, and flaring is present in the total (2–60 keV) band for most of the remainder
of the outburst. This flaring is largely absent in the low-energy band, but ∼20–50 day
modulations in count rate are apparent during days ∼30–480 (those can also be seen in the
total band). Hn10 found that these modulations give rise to secular motion in the CD/HID
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Figure 2.2. CD and HID using the entire RXTE PCA data set of XTE J1701−462.
on a timescale of a few days, typically, and that dividing the data into subsets based on
this low-energy count rate works well for disentangling the secular evolution of the tracks
(see Fig. 2 in Hn10), whereas time-based divisions of the data do not work well, due to the
aforementioned secular motion associated with the long-term modulations. An exception
to this is days 0–28, the brightest part of the outburst, during which the source underwent
large and rapid intensity swings at all energies.
As in Hn10 we divide the data into 12 subsets—hereafter referred to as selections—
which we label A–L. The first two of these are based on time selections during days 0–28,
whereas the rest is based on particular ranges in low-energy count rate; these intervals
in time and count rate are given in Table 2.2. Selection A uses data from days 14.0–
20.5, during which the highest count rates from the source were observed; selection B uses
data from time intervals on each side of that: days 0.0–14.0 and 20.5–28.0. The other 10
selections are based on low-energy count rate; observations were assigned to one of 10 count
rate intervals based on the average low-energy count rate during the observation, i.e., data
from a particular observation were never split between different selections. As explained
in Hn10, a few exceptions had to be made to this, namely during times when the source
entered the horizontal branch after day 28. These excursions onto the horizontal branch
are manifested as dips in the low-energy light curve, usually near peaks in the long-term
modulations (some of these dips can clearly be seen in the lower panel in Fig. 2.1). These
HB observations were grouped with their neighboring non-HB observations (usually one
count rate interval higher; see a graphical depiction of this in Fig. 2 in Hn10). Two of the
count rate selections, C and L, also correspond to time selections, i.e., in those cases all the
observations in the selection come from a particular narrow time interval which contains no
other observations (i.e., from outside the particular count rate interval.) The final selection
(L) corresponds to observations with low-energy count rates in the range 0.4–15 counts s−1
PCU−1, made during days 550–564; the last of these has a count rate of '4.9 counts s−1
PCU−1 in the total band (i.e., 2–60 keV). We do not include two very faint observations
with large error bars made during days 564–566, which have low-energy count rates of ∼0.36
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Table 2.2. Time or Count Rate Intervals Used for Data Selections
Selection Full Interval Subinterval
(counts s−1 PCU−1)a (counts s−1 PCU−1)a
A Days 14–20.5 Days 14–19.5
B Days 0–14 and 20.5–28 Days 2–14
C 106–114 / Days 28–32.5
D 83–106 89–97
E 66.5–83 72.5–78
F 56–66.5 56–58.36
G 46–56 50–52
H 38.5–46 39.6–43
I 31–38.5 33.5–35.5
J 23.5–31 26–28.5
K 15–23.5 20–22.5
L 0.4–15 / Days 550–564
a Count rates are in the 2.0–2.9 keV band. Days are referred to MJD 53754.0.
counts s−1 PCU−1 (these will be discussed later). After day 566 the count rate from the
source reached a roughly constant level of ∼2 counts s−1 PCU−1 in the total band (∼0.2
counts s−1 PCU−1 in the low-energy band). This flux can be attributed to diffuse Galactic
background emission (the count rate expected at that time from the quiescent neutron
star—the subject of Chapters 3 and 4—is ∼0.01 counts s−1 PCU−1 in the full band, as
inferred from a simulated spectrum using the PCA response).
In Fig. 2.3 we show CDs and HIDs for all 12 selections, which illustrate the secular
evolution of the source during the outburst. Within most of the selections some secular
motion is still evident, mostly in the HID. We therefore color with red the data points from
a subset of the data in 10 of the 12 selections to show tracks with minimal secular motion;
these subintervals in time or count rate are given in Table 2.2. We also show, in both the
CDs and HIDs, two straight lines which the lower (NB/FB) and upper (HB/NB) vertices
are seen to follow closely. We note that in our analysis (both in this and other sections) we
also consider a “soft hardness–intensity diagram,” i.e., soft color as a function of intensity
(which we refer to as the SID). In general, we do not show this diagram, but we give an
example in Fig. 2.4, which shows the same data as is colored red in selection B in Fig. 2.3.
As can be seen from the figure, the HB upturn is much more prominent and more easily
distinguishable from the rest of the HB in the SID than the HID. Similarly, the distinction
between the FB and the NB is quite clear in the SID, whereas the FB is basically a straight
extension of the NB in the HID. The SID becomes less useful in later selections (particularly
F and later) as the HB disappears and the FB becomes parallel to and overlapping with
the NB.
2.3.2 Source Tracks
As in Hn10 we now discuss the CDs and HIDs of the different selections in turn.
• Selections A and B. The tracks in these selections show strong similarities to the
Cyg-like Z sources GX 5−1 and GX 340+0 (see Fig. 2.25, panels A and B). The NB,
HB, and HB upturn look qualitatively the same, but there is a noticable difference
in the appearance of the FB, which in XTE J1701−462 is a “pure” dipping FB, i.e.,
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it only extends to lower intensities from the lower vertex, whereas it initially extends
horizontally to higher intensities and soft color before dipping down and to the left in
the CDs and HIDs of GX 5−1 and GX 340+0. There is an even stronger similarity
between these XTE J1701−462 tracks and some of the tracks exhibited by Cir X-1
and Cyg X-2 (especially the latter), as will be discussed in Sections 2.4 and 2.5. The
FB rotates counterclockwise in the CD going from selection A to B; this is especially
apparent from the red-colored subselections. In selection B, the FB in the CD appears
to first extend down and to the right, before continuing almost straight down (and
perhaps slightly to the left); this track is thus more similar to those of GX 5−1 and
GX 340+0 than the one in selection A. The HB upturn is more prominent in the
track in selection B, but this may be due to incompleteness in the track in selection
A, which contains less data and is clearly incomplete in other places, as evidenced by
the visible gaps. Overall, the tracks here show large changes in intensity, with only
small color changes on the FB and HB.
• Selection C. This selection contains very little data (16 ks) and the track is clearly very
incomplete. The HB is completely missing, as is a part of the NB. The FB is likely
not complete either, but it is clear that it has continued to rotate counterclockwise in
the CD compared to selection B. Although not apparent in the figure shown, the SID
and a closer inspection of the HID show that the FB still exhibits dipping behavior
in this selection: in the HID the FB initially extends almost horizontally to the right
(as it does in the CD), and then makes a 180◦ turn and continues horizontally to the
left to lower count rates, overlapping itself (in contrast, it continues to extend further
to the right in the CD); this explains the apparent shortness of the FB in the HID
compared to the CD.
• Selection D. The track in this selection is still similar to the Cyg-like Z sources, with
a distinctive Z shape in the HID. However, there is no significant HB upturn (a close
inspection of the CD and SID shows a slight hint), although it is possible that this
is due to incompleteness in the track (there is rather little data in this selection: 87
ks in the full selection and 39 ks in the subselection). Also, the FB does not show
indications of dipping behavior anymore. The FB has started to bend slightly upwards
in both the CD and HID, and overall the track seems be evolving towards those of
the Sco-like Z sources.
• Selection E. The shape of the track has continued to evolve toward those of the Sco-like
Z sources (see panels C–F in Fig. 2.25). The HB has become significantly shorter and
the overall slow clockwise rotation of it (apparent since selection A) has continued; the
FB has become much longer than in the previous selection and points more upward.
Overall, the track in the CD is similar to those of the Sco-like Z sources GX 17+2 and
Sco X-1; the HID track is also quite similar to the tracks of those sources, although
the HB still seems more Cyg-like than Sco-like.
• Selection F. The track in this selection (both in the CD and HID) is very similar
to those of the Sco-like Z sources, especially GX 17+2 and Sco X-1. The HB has
continued to shorten and rotate. The FB is very prominent compared to the other
branches—even more so than in the Sco-like Z sources.
• Selections G and H. In these selections, the HB disappears: what is perhaps a small
remnant of it can be seen in selection G, but it is completely gone in selection H. The
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NB continues to shorten as it has gradually done since selection A.
• Selections I–K. These three selections only contain data from days 484–550, and no
other selection contains any data from this period, which took place after any sig-
nificant long-term modulations in count rate had ceased (see Fig. 2.1). There is also
only minimal time overlap between the three selections; selection I approximately
corresponds to days 484–503, selection J to days ∼503–531, and selection K to days
∼531–550. Selection I contains a hint of the NB and is the last selection to do so.
The tracks in selections H and I seem to be intermediate between those of the Sco-like
Z sources GX 349+2 and LMC X-2 (panels E and F in Fig. 2.25) and the the bright
atolls GX 9+9 and GX 9+1 (panels A and B in Fig. 2.27). The tracks in selections J
and K are very similar to those of some of the bright atoll sources, in particular GX
9+9, but also GX 9+1 and the brighter portion of the track of 4U 1735−44 (see panel
E in Fig. 2.27). What was termed as the FB in previous selections seems more appro-
priately referred to as the upper banana (UB) atoll branch in selections J and K. The
lower banana (LB) branch becomes more prominent in selection K; it seems to move
to the left away from the lower vertex line in the CD, but continues approximately
along that line in the HID.
• Selection L. Here the UB is no longer present; at the higher count rates in this selection
the source resides in the LB, which has moved even further from the lower vertex line
in the CD, but at lower count rates the source enters the island state (IS) and finally
the extreme island state (EIS). The behavior here is quite similar to that seen in many
persistent and transient atoll sources which enter intermediate and hard states at low
luminosities (see Figs. 2.28 and 2.29 and discussion below). To better constrain and
illustrate the path of the source during this last stage of the outburst, we show an
alternative plot for this selection in Fig. 2.5. We group the data into fewer bins there:
in the LB we use a minimum of 128,000 counts per bin; for the IS and EIS we initially
bin to one data point per observation and then combine observations close in time
(maximum separation of ∼0.3 days within a bin), essentially resulting in one data
point per day. We also include two observations taken during days 564–566, which
were not included in Figs. 2.2 and 2.3; these were combined into a single data point
(the separation was ∼0.7 days). Several observations were made after day 566, when
the source had become undetectable with RXTE. As mentioned above, the count rate
in the direction of the source reached a roughly constant nonzero rate after the end of
the outburst due to Galactic background emission. We combine 13 observations made
during days 567–588 into a single data point and subtract the rates inferred from this
point from all the data points in the selection (we do not include in our combined
data point an observation made during days 566–567 which may have a marginal
contribution from the source—a nearly simultaneous Swift observation indicates that
an RXTE PCA count rate of ∼0.1 counts s−1 PCU−1 would be expected from the
source; see Chapter 3). The count rates for the combined data point are '2.2 counts
s−1 PCU−1 in the total band and '0.20 counts s−1 PCU−1 in the low-energy band.
We note that the source likely reached quiescence around day 568 (see Chapter 3 for
a discussion of the transition to quiescence). The resulting CD/HID after the extra
binning and background subtraction is shown in Fig. 2.5. The initial ascent from the
LB to the IS is nearly vertical in the CD, but the track then turns to the left as
the source continues to the EIS. When the intensity reaches ∼6 counts s−1 PCU−1,
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Figure 2.4. Example of a plot of soft color as a function of intensity (SID) for XTE
J1701−462. Plotted are the same data points as are colored red in panel B in Fig. 2.3.
the hard color stops increasing and may possibly start to decrease again, although a
constant hard color at the lowest intensities is also consistent with the data, given the
large error bars. However, it seems clear that the soft color keeps decreasing to the
lowest intensities.
2.3.3 Overall Secular Evolution
To further illustrate the secular evolution of the CD/HID tracks, we plot in Fig. 2.6 all
12 selections (using, where applicable, only data from the subintervals in time and count
rate within which secular motion is minimal) in a single CD/HID. It is worthwhile to
note the evolution of the individual branches apparent from Figs. 2.3 and 2.6. The HB
rotates clockwise, going from being nearly horizontal to nearly vertical, and in the process
gradually shortens in the HID and eventually disappears. The last clear instance of the
HB is in selection F, with possibly a small remnant of it being present in selection G.
The upper and lower vertices follow the lines shown in the figures quite closely, although
we note that a close inspection of selection A (especially the SID) reveals that the lower
vertex in that selection is probably closer to ∼1900 counts s−1 PCU−1 than ∼1600 counts
s−1 PCU−1, which the vertex line in the HID would indicate. The NB in the HID is
constrained to lie between the two vertex lines, and it grows progressively shorter as the
tracks move toward lower intensities, finally disappearing as the lines converge; in the
progress the NB rotates slightly counterclockwise. In the CD the NB also shortens and
rotates counterclockwise. The last (faint) instance of the NB is seen in selection I. The FB
gradually rotates counterclockwise in the CD, from pointing slightly to the left of vertically
down in selection A to being essentially aligned with the lower vertex line in later selections;
the FB rotates in the same direction in the HID, although the change between selections B
and C is quite abrupt. We note that in the SID the FB rotates clockwise through selections
A–D. In selections A and B, the FB is a dipping FB, i.e., it extends to lower intensities
in the HID; some dipping behavior still persists in selection C but not in later selections.
Initially, the FB gradually becomes longer, peaking in length in selections F and G, and
subsequently becoming progressively shorter. In selections I–K, the FB seems to evolve into
an atoll UB, suggesting that there is no sharp transition between Z and atoll behavior. The
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Figure 2.5. Alternative version of panel L in Fig 2.3 with the data binned into fewer
groups and Galactic background emission subtracted. Data in the LB (i.e, intensity &65
counts s−1 PCU−1) are binned with a minimum of 128,000 counts per data point; data in
the IS and EIS are binned to approximately one data point per day.
flaring visible in the upper panel in Fig. 2.1 corresponds to traversals by the source onto the
FB. The strength of this flaring as manifested in the light curve starts to decrease around
day ∼450 and dwindles until it abruptly subsides around day 549.
Similar to what Hn10 did, we combine data from selections after the NB has completely
disappeared to create a “complete” atoll track for XTE J1701−462. We use the data from
selections J and K, as well as observations with average low-energy count rate in the range
31–33.5 counts s−1 PCU−1 (i.e., those observations in selection I with low-energy count
rate below the subinterval that gives the red-colored data points in panel I in Fig. 2.3; this
subinterval contains the last instance of the NB); the combined selection thus essentially
consists of data taken after day 497.5. This combined atoll track is shown in Fig. 2.7;
like many atoll sources it displays a flaring UB, an LB, and at lower count rates a transi-
tional/intermediate (island) state leading to a hard (extreme island) state. The LB and UB
parts in particular show a striking similarity to the track of the atoll source 4U 1735−44
(see panel E in Fig. 2.27); we will compare this track in more detail to those of other atoll
sources in Sections 2.7 and 2.8. We note that during this final atoll phase of the outburst
(and only then) three type I X-ray bursts were observed from the source—right around the
time flaring was ceasing (approximate times were days 544.5, 547.6, and 552.6; see Fig. 5 in
Hn10 for their locations in the CD/HID). The fact that bursts were observed only during
the atoll phase is consistent with the fact that thermonuclear bursts are rare among the
Z sources but very common among the atolls. The latter two bursts showed photospheric
radius expansion and allowed Lin et al. (2009a) to derive a distance to the source of 8.8±1.3
kpc using the empirical Eddington limit for type I bursts derived by Kuulkers et al. (2003).
We emphasize that selections A–L do not represent a strict progression in time. At the
start of the RXTE PCA observations the source traced out the track in selection B, then
briefly went to A during the absolute brightest part of the outburst, before returning to
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Figure 2.6. CD/HID showing all 12 tracks from Fig. 2.3 (using, where applicable, only
data from the subintervals in time and count rate indicated in Table 2.2).
B. During this time there were large oscillations in the low-energy light curve associated
with motion along the Z track, and the tracks resembled to a large extent those of the
Cyg-like Z sources. The subsequent evolution to selection D was very quick; unfortunately,
no observations were made during days 26.3–29.9, which is probably (in conjunction with
the rapid rate of the evolution) the reason for the gap in the HID between the B and C
tracks (see Fig. 2.6) and the incompleteness of the C track. After this, the secular evolution
was much slower. Until day ∼484 the source varied back and forth between selections,
staying within selections D–H (and occupying D and E only during the early stages of this
period), as the low-energy count rate underwent ∼20–50 day modulations superimposed on
a very slow decay. During this time there was in general little change in the low-energy
count rate associated with the Z branches being traced out, with the exception of traversals
onto the HB as discussed above. The tracks traced out during this period were mostly
similar to those of the Sco-like Z sources. By day 484 significant long-term modulations
had ceased and the average low-energy count rate after that decreased at a faster pace, and
more or less monotonically, until the source reached quiescence. During this last phase,
the source essentially went through selections I–L in order, evolving from showing the last
remnants of a Z source NB, through displaying bright GX-atoll-like tracks, and to a fainter
atoll exhibiting thermonuclear bursts with a final transition through the island state to the
extreme island state and finally into quiescence.
As mentioned in Section 2.1, the spectral fits of Lin et al. (2009b) indicate that the
secular evolution of XTE J1701−462 during the outburst was driven by changes in mass
accretion rate. Hn10 interpret the low-energy count rate—which closely traced the secular
changes throughout most of the outburst—as a proxy for a mass accretion rate, and spec-
ulate that this is the mass transfer rate from the outer accretion disk to the inner parts of
the accretion flow. They note that the spectral fits of Lin et al. (2009b) suggest that the
low-energy count rate was dominated by a contribution from the accretion disk component
for most spectral branches. The results of Lin et al. (2009b) and Hn10 indicate that the
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Figure 2.7. CD/HID combining data from all observations with an average low-energy
count rate below 33.5 counts s−1 PCU−1, i.e., observations made after the the disappearance
of the NB. The dashed line is the lower vertex line shown in Fig. 2.3.
selections in Fig. 2.3 are ordered by mass accretion rate, with the rate decreasing from
selection A to L. We note that not only does the low-energy count rate decrease monotoni-
cally going from selection A to L (selections A and B have similar average low-energy count
rate, '128–129 counts s−1 PCU−1, higher than the other selections; see further discussion
in Section 2.4.4), but both the average and maximum total (2–60 keV) count rates in each
selection decrease monotonically as well from A to L (the only exception being that selection
F has a very slightly higher maximum intensity than selection E). We discuss the behavior
of the low-energy count rate in more detail in Section 2.4.4 and the issue of mass accretion
rates in Section 2.8.
Finally, we note that the identifications made in the discussion above of particular Z
and atoll spectral states in the CDs and HIDs of XTE J1701−462 are in general supported
by the results of spectral fitting (Lin et al. 2009b), studies of low- and high-frequency time
variability (Homan et al. 2007; Hn10; Sanna et al. 2010), and the observed burst properties
(Lin et al. 2009a) and radio emission (Fender et al. 2007).
2.4 Cyg X-2
Cygnus X-2 (Cyg X-2) is one of the longest-known and most intensely studied X-ray binaries.
Its first unambiguous detection was with a rocket-borne detector in 1964 (Bowyer et al.
1965), although it was likely also detected in the initial Sco X-1 discovery flight (Giacconi
et al. 1962); it has since been observed with every major X-ray mission. It was classified
as a Z source by Hasinger & van der Klis (1989) and is the prototype for the so-called
Cyg-like subgroup of the Z sources: Cyg X-2, GX 5−1, and GX 340+0 (Kuulkers & van der
Klis 1996). However, Cyg X-2 is quite unique among the six classic Z sources and differs
in several respects from the other two Cyg-like sources. In Fig. 2.8 we show a CD/HID
based on our entire RXTE PCA data set for the source; as is apparent from the figure, the
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Figure 2.8. CD/HID representing the entire RXTE PCA data set of Cyg X-2.
CD/HID tracks undergo strong secular motion, much stronger than for any of the other
five classic Z sources (see Fig. 2.25). However, this combined CD/HID for Cyg X-2 bears a
rather strong resemblance to the one for XTE J1701−462 (Fig. 2.2). Cyg X-2 is the only one
of the three Cyg-like Z sources that is known to have shown type I X-ray bursts (e.g., Kahn
& Grindlay 1984; Smale 1998; Titarchuk & Shaposhnikov 2002; Linares et al. 2011). The
binary has a wide orbit with a period of 9.84 days (Cowley et al. 1979), and may contain
a rather massive neutron star: Casares et al. (2010) analyzed high-resolution spectroscopic
data of the secondary and derive a neutron star mass of 1.71± 0.21 M (and a secondary
mass of ∼0.6 M) assuming the inclination angle of 62.5◦±4◦ derived by Orosz & Kuulkers
(1999) based on fits to UBV light curves of the system. Podsiadlowski & Rappaport (2000)
showed with binary evolution calculations that the system is likely a descendant of an
intermediate-mass X-ray binary with an initial secondary mass of ∼3.5 M.
Color–color and hardness–intensity diagrams for Cyg X-2 have been studied with various
satellites, often in combination with a study of the rapid time variability of the system.
The original classification of Cyg X-2 as a Z source by Hasinger & van der Klis (1989) was
based on EXOSAT data; in a contemporaneous paper, Schulz et al. (1989) noted slight
secular motion between different EXOSAT observations. Kuulkers et al. (1996) performed
a comprehensive analysis of the EXOSAT data of Cyg X-2 (argon data from the Medium
Energy [ME] instrument), and concluded that the source varies between three discrete
intensity levels, each of those corresponding to tracks with a distinct shape and position in
the CD and HID. For results from earlier analyses of Cyg X-2 color diagrams using data
from EXOSAT and other satellites, we refer to the summary in Kuulkers et al. (1996) and
the references therein. Wijnands et al. (1997) performed a comprehensive analysis of the
Ginga data of Cyg X-2, and found a continuous range of recurring patterns of behavior
in the CD and HID rather than a discrete set. Several papers have reported on analyses
of RXTE and BeppoSAX observations of the source, including showing CDs/HIDs; most
of these papers place an emphasis on spectral fitting and/or a study of the rapid time
variability (e.g., Wijnands et al. 1998; Kuulkers et al. 1999; Wijnands & van der Klis 2001;
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Piraino et al. 2002; Di Salvo et al. 2002; O’Brien et al. 2004; Lei et al. 2008; Farinelli et al.
2009). However, no comprehensive study of the CD/HID behavior of the source using the
large amount of data now available in the RXTE archive has been performed.
2.4.1 Time-Based Selections
We processed the RXTE PCA data of Cyg X-2 as described in Section 2.2. As can be
seen from Figure 2.8 (and as was mentioned above) the CD/HID tracks of the source
clearly vary strongly in shape and location. The data set we analyzed consists of over 500
different observations scattered over ∼13 years; in many cases multiple observations are
fairly densely clustered together in time. Going through the data set in time, the source
jumps erratically back and forth around the CD/HID, in any given observation usually
tracing out only short partial track segments. To try to make sense of all these data we
initially organized them into numerous subsets, which we define as data chunks containing
no time gaps above a certain length. We chose a maximum allowed gap length of 0.3 days
within a given subset; this resulted in 283 individual sets, which—apart from a few very
short isolated segments—ranged in length from ∼10 minutes to ∼2.7 days. As is clear from
the RXTE data set, Cyg X-2 can sometimes show significant secular motion on timescales
as short as a few hours. In a few of the longer subsets secular motion was visible, and those
sets were therefore further divided up. However, consecutive subsets could sometimes also
be combined—over periods as long as a few days—with no or little apparent secular shifts.
To determine whether there were indications of significant secular motion we examined the
tracks in the CD, HID, and SID. In Fig. 2.9 we show 12 examples of (partial) CD/HID
tracks that resulted from this procedure; the time intervals over which data in individual
panels extend range from ∼4 hours to ∼5 days (and in all cases all the data obtained
within those intervals are shown). Examining track segments (across the whole data set)
containing an upper and/or lower vertex we find that the vertices in general stick closely to
straight lines in both the CD and HID, similar to XTE J1701−462. We show these vertex
lines in Fig. 2.9, and based on the observed behavior of XTE J1701−462 we order the 12
tracks shown by their vertex locations. As is apparent from the figure and will become
even clearer later in this chapter, such an ordering results in a sequence of tracks exhibiting
gradual evolution in their shapes. We chose to show these particular tracks because some of
them are among the most complete ones available (although most of them are still missing
significant portions) and because they illustrate the progression in the positions and shapes
of the tracks apparent from an examination of the whole sample. We stress that these 12
examples constitute only a very small portion of the entire data set, and the picture they
give is necessarily incomplete. These tracks show many similarities to the ones for XTE
J1701−462, and various Z source branches (or branch segments) can be identified. We now
comment on the CDs/HIDs in Fig. 2.9 in more detail.
Panel A shows a track segment consisting of an FB and NB (the latter probably missing
the uppermost part). The data were obtained over a period of ∼4 hours and contain the
highest count rates observed in the entire RXTE data set, '2560 counts s−1 PCU−1. Panel
B shows parts of a similar track, which in this case also contains an HB segment; in panels C
and D there is also an HB upturn. Although not immediately apparent from the diagrams
displayed here, a close inspection of the CD, HID, and SID for the data in panel C shows
that a short but broad FB is present there; it extends horizontally to the left in the HID,
and up and to the right in the CD (mostly overlapping with the NB). Despite having almost
no FB, the track in panel D is among the most valuable in the entire data set; the data
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were obtained over a period of ∼20 hours with only minimal gaps and no indication of
secular motion. The track in panel E has a prominent FB in the HID, which almost exactly
overlaps with the lower NB in the CD; in panel F the FB is better separated from the NB in
the CD. Panels G and H show two complementary track segments which have lower vertices
at similar locations. The segment in panel G—obtained near-continuously over a period of
∼1.8 days—shows an NB and HB (an HB upturn is probably missing from the track), but
is missing most of the FB; in contrast, the segment in panel H shows a very prominent FB
in addition to a small NB segment. Panels I and J show similar complementary segments
with slightly higher (in hard color) vertex locations. The tracks in panels K and L consist
almost entirely of an FB; the lower vertices in these tracks are the highest ones in the entire
data set. The data segments in these last four panels were all obtained over relatively long
periods, ∼12–14 hours, with only minimal gaps in exposure. The segments in panels J and
K are actually two halves of a single ∼26 hour data segment which we split in two due to
clear secular motion. Similarly, the segments in panels G and I are parts of longer data
segments, parts of which were removed due to secular motion.
2.4.2 Combined Tracks
As mentioned above, the diagrams in Fig. 2.9 represent only a small fraction of the total
data set for Cyg X-2. In contrast to the (partial) tracks shown in Fig. 2.9, most of the
data subsets consist of shorter track segments which are either isolated in time or show
significant secular shifts with respect to preceding and subsequent data. However, based on
the templates provided by more complete segments, such as some of those shown in Fig. 2.9,
it is possible to identify most of these shorter track segments, both in terms of where along
a track they lie and approximately where in the progression evident in Fig. 2.9 that track
is located. In this way, we were able to organize the vast majority of the Cyg X-2 data
into over 20 tracks that are more complete, each composed of segments from various times
throughout the mission. To guide us in this process we took advantage of overlapping track
segments and made sure that they lined up in all three diagrams—the CD, HID, and SID—
which together provided a fairly stringent criterion for the appropriateness of combining
particular segments. Nevertheless, there was inevitably some ambiguity in where certain
segments belonged; in particular, the HB upturn was usually observed in short isolated
segments in the CD/HID, and it was often hard to judge with which tracks those should be
combined. However, the overall conclusions about the secular evolution of the source that
we infer from the data are in general not very sensitive to these ambiguities in the combining
process. In Fig. 2.10 we show 12 examples of these more complete combined tracks. We
note that small secular shifts occur in some of these tracks; some of the individual segments
used have a broad appearance, which may in some cases be due to secular motion, and in
some instances we match up segments despite their not lining up perfectly if the overall
appearance of the track is only minimally affected by this. In the tracks shown, the number
of individual segments used (widely separated in time) ranges from 1 to 10. For many
of these tracks, it would have been possible to combine many more segments with them
and thereby make use of a larger portion of the data set; in many cases this would have
resulted in somewhat broader tracks. In general, for the purposes of this plot we tried
to create tracks that are as complete as possible while minimizing any guesswork. Still,
many of the tracks we show are likely not perfectly complete, either because data segments
that would serve to complete them are simply not available in the data set, or we felt that
there was too much ambiguity in whether a candidate segment actually belonged to a given
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track. Overall, we opted to rather err on the side of caution and leave a given track with
some incompleteness than engage in what we felt was too much guesswork; this applies
in particular to the HB upturn segments of the tracks. Nevertheless, there is inevitably
some uncertainty regarding how close some of our combined tracks are to “actual” tracks
the source traces out at a given point in its secular progression (or would trace out in the
absence of secular shifts). The 12 particular tracks we show were chosen from the larger set
we constructed to illustrate as clearly as possible the overall evolution of the tracks—both
of the individual branches and the overall locations of the tracks—as they move through
the CD/HID. As before, we order the panels based on the vertex locations of the tracks,
and show the same vertex lines as in Fig. 2.9. We now discuss individual tracks in Fig. 2.10
in more detail.
Panel A shows a track consisting of a single data subset (what we refer to as a subset
was defined in Section 2.4.1) taken over a period of ∼28 hours. This track is intermediate
between those shown in panels A and B in Fig. 2.9. The broadened appearance of the NB
may be due to mild secular motion, and this obscures the appearance of the FB in the CD,
which extends horizontally to the left, as it does in panels A and B in Fig. 2.9 (with perhaps
a slight upward bend in panel B). Missing from this track is the upper vertex and the HB
upturn. The track in panel B is based on the one in panel B of Fig. 2.9. This track shows an
HB upturn and, as mentioned before, the FB seems to show a slight upward bend in both
the CD and HID. In the track in panel C, the FB has rotated slightly further clockwise in
the HID, but has jumped rather abruptly in the CD to pointing up and to the right, parallel
to and overlapping with the NB, thus making it difficult to discern. The track in panel D
consists of the subset shown in panel D of Fig. 2.9 in addition to another subset showing
an FB and a lower NB. The FB in the CD is oriented in the same way as in panel C; in
the HID it points slightly more upward than in C. In panel E, the FB has rotated slightly
further clockwise in the HID, and although it is hard to discern from the figure, a close
inspection shows that it has now rotated slightly to the right of the NB in the CD; however,
both branches are broad and they overlap. The HB upturn is missing from this track. The
track in panel F includes an HB upturn, and the FB has rotated still further in both the
CD and HID; the FB has now become clearly separate from the NB in the CD. The track
in panel G consists of six data subsets, one of which we color in red to better illustrate the
behavior of the FB. In this panel and the preceding one, the FB displays behavior which
we see in many subsets: that of making a counterclockwise twist of ∼180◦–270◦ around
the lower vertex. In panel H, we split the plotted subsets into two groups—plotting one in
black and overplotting the other in red—to more clearly show the behavior of the FB, which
otherwise would be masked to a significant extent by the NB in the HID. The black-colored
data points consist mainly of the subset show in panel G in Fig. 2.9, in addition to three HB
upturn segments. The FB twist in the HID mentioned above now seems to have morphed
into some sort of jagged S shape, which is also very clearly seen in panel I (which consists
of essentially the same data as in panel H in Fig. 2.9). The track in panel I is missing both
an HB and NB (except for a very small lower segment), in contrast to the one in panel J.
This latter track is simply a combination of the ones shown in panels I and J in Fig. 2.9.
We combine these two despite the fact that they do not line up perfectly in the HID (or
SID, whereas they do in the CD), since there are no other matching ones available in the
data set, and the combined track should still give a good idea of what a (near-)complete
track at this location in the HID looks like. This track shows the leftmost (in the HID)
appearance of the HB in the Cyg X-2 data set. There is no indication of an HB upturn in
this segment, nor are there any other subsets in the entire data set at intensities this low
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that could belong to HB upturns. This does not necessarily mean that Cyg X-2 is unable
to enter the HB upturn at intensities this low or the HB at even lower ones, but those are
likely to at least be relatively rare events, since the RXTE PCA data set for Cyg X-2 is
quite extensive. Panel K contains the subset in panel K in Fig. 2.9 in addition to what
we conclude is a short matching NB segment. Panel L is identical in Figs. 2.9 and 2.10.
Although there is no indication of an NB in the track in panel L, we note that there exists
an observation which seems to consist of a short NB segment (similar to the one used in
panel K) slightly further along the lower vertex line (i.e., at even lower intensities). This
segment shows the lowest intensities observed from the source in the entire data set: '590
counts s−1 PCU−1.
2.4.3 Overall Secular Evolution
In Fig. 2.11 we show all 12 tracks from Fig. 2.10 along with the track from panel A in
Fig. 2.9 in a single CD/HID. The total amount of exposure time for the data points in this
figure is 634 ks, i.e., '30% of the combined exposure time of the entire data set, shown in
Fig. 2.8. The vast majority of the remaining '70% consists of segments from tracks that
are not qualitatively different from those we show. With referral to Figs. 2.9, 2.10, and 2.11
we now make some general comments about the overall secular evolution of the CD/HID
tracks of Cyg X-2, and compare this with XTE J1701−462. Considering the tracks in the
order they are presented in Figs. 2.9 and 2.10, we look at the evolution of the three Z source
branches one at a time.
The FB starts out as a pure dipping FB, extending horizontally to the left in both the
CD and the HID (but is in general much more extended in the HID than the CD). It rotates
gradually clockwise in the HID (and SID); in the CD it also rotates in the same direction
but makes a more abrupt jump there from being aligned slightly up and to the left, to
being essentially (anti)parallel to the NB. At around the same place in the progression of
the tracks two things happen to the FB: it starts to separate from the NB in the CD,
and the counterclockwise twist mentioned above becomes very prominent in the HID. As
the FB rotates further it takes on a squiggly S-like shape in the HID, with the intensity
initially increasing, then dipping, and finally increasing again when going farther out on
the branch. The data set contains an FB observation (not shown) which is intermediate
between those in panels G and H in Fig. 2.10, and in which the uppermost part of the FB
is almost exactly vertical in the HID. Going further in the progression of the tracks, the
FB in the HID gradually straightens out, and the squiggles have practically disappeared in
panels K and L. Throughout this the FB maintains a basically straight appearance in the
CD, rotating slightly back counterclockwise through panels G–L as it aligns itself with the
lower vertex line (similar to what is seen in XTE J1701−462). Interestingly, the (initial)
direction of rotation for the FB in Cyg X-2 is opposite to that in XTE J1701−462 in both
the CD and HID (but not the SID), and in XTE J1701−462 it was in the HID (rather than
the CD, as in Cyg X-2) that an abrupt jump was made in its orientation, although in both
cases these jumps may be at least partially due to gaps in the available data.
The upper and lower vertices follow the lines shown in Figs. 2.9, 2.10, and 2.11 fairly
closely—although the agreement is not quite as good as for XTE J1701−462—with both
vertices moving gradually up and to the right in the CD and up and to the left in the HID.
As the vertices move from higher to lower intensities, the NB grows progressively shorter,
being squeezed between the two vertex lines in the HID, as was the case for XTE J1701−462.
As this happens its shape changes, becoming less and less convex (considering the direction
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Figure 2.11. CD/HID showing all 12 tracks from Fig. 2.10 along with the track in panel
A in Fig. 2.9.
toward higher intensities as out), being virtually straight in panel D in Fig. 2.10, and then
developing a shape where its lower part is concave and upper part convex. In the CD, the
NB is more or less straight throughout. The HB behaves similarly as in XTE J1701−462:
starting out almost horizontal, gradually rotating clockwise, and (overall) becoming pro-
gressively shorter in the HID. As mentioned above, the last appearance of the HB (and of
an extended NB) is in the track shown in panel J in Fig. 2.10. We note that there is also
no data in the Cyg X-2 data set consisting of an HB or a full NB at locations in the HID
intermediate between those of the branches seen in panels H and J in Fig. 2.10 (excluding
an early portion of the sequence of observations which form the track in panel I in Fig. 2.9;
this earlier part showed a lower HB and upper NB slightly shifted to the right in the HID
from the track in panel I); this explains the gap between those tracks apparent in Figs. 2.8
and 2.11. We furthermore note, as mentioned above, that although the track in panel L in
Fig. 2.10 does not show signs of an NB, there is another data subset which seems to consist
of an NB slightly further to the left in the HID; it is similar to the NB seen in panel K.
2.4.4 Low-Energy Count Rate
As discussed in Section 2.3, in XTE J1701−462 there are significant differences between the
total energy band (i.e., the 2–60 keV intensity band) and the low-energy band (2.0–2.9 keV)
when it comes to their response to traversals onto the FB. In selections C–K (see Fig. 2.3),
increases in intensity as the source moves onto the FB do not show up in the low-energy
band, as is readily apparent from the light curves in Fig. 2.1. However, in selections A
and B, where the FB is associated with decreases in intensity—i.e., is a dipping FB—these
reductions in count rate do show up very clearly in the low-energy band. We note that the
slight dipping behavior in selection C that we discussed in Section 2.3 also shows up in the
low-energy band. Traversals onto the HB—both in selections A–B and D–F—stand out
more clearly as decreases in count rate in the low-energy band than in the total band. In
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contrast, count rate changes as the source moves along the NB are more pronounced (the
amplitude of the fractional change is larger) in the total band than in the low-energy band.
We examined the Cyg X-2 data set (but did not undertake a detailed analysis) to see
how the behavior of Cyg X-2 compares to that of XTE J1701−462 with respect to this,
and find that it is for the most part similar. The flaring seen in the HIDs in panels K
and L in Fig. 2.10 is not visible in the low-energy band, similar to what is seen for XTE
J1701−462. When the FB is a dipping FB, as in panels A–E, the drops in count rate do
show up in the low-energy band—also consistent with the behavior of XTE J1701−462.
The most interesting FB behavior is seen in the S-shaped FBs such as those in panels H,
I, and J. The initial ascension along the FB from the lower vertex does not result in an
increase in the low-energy count rate, in agreement with what is seen in panels K and L.
After the FB makes a turn and the intensity starts to decrease (this part is not properly
discernable in panel J), the low-energy count rate also decreases, similar to the FB behavior
in panels A–E. Most interestingly, however, after the FB makes the second turn and the
intensity starts increasing again, the low-energy count rate decreases further (also the case
in panel J). In the twisting FBs such as those in panels F and G, the dipping part shows up
clearly as a decrease in the low-energy count rate; the behavior during the twisting itself is
difficult to discern, but it seems that the initial small increase in intensity does not result
in an increase in low-energy count rate. Similar to XTE J1701−462, traversals onto the
HB seem to in general be more pronounced in the low-energy band than the total band,
whereas movement along the NB seems to typically affect the total count rate more.
In XTE J1701−462, the low-energy count rate was seen to be an excellent tracer of
secular changes in the CD/HID. This is primarily due to two effects, already mentioned
above. First, this count rate is essentially immune to changes as the source ventures onto
the FB, in contrast to higher photon energies; how sensitive the count rate in a given energy
band is to the flaring increases strongly with increasing photon energy. Second, count rates
on the NB show considerably less variability in the low-energy band than at higher energies.
We note that the low-energy count rate does show noticable variability at the time resolution
of the standard-2 data we use (16 s), but in general becomes very stable when averaging
over longer timescales; for this reason it is more appropriate to organize the data based on
the average low-energy count rate over an entire RXTE observation, as we did, rather than
based on the instantaneous count rate measured. As discussed in Section 2.3, this tracing
of the secular evolution with the low-energy count rate breaks down in XTE J1701−462
when the source enters the HB or a dipping FB. For days 0–28, time-based selections (A
and B) were used rather than ones based on the low-energy count rate. However, we note
that the averaged low-energy count rate on the NB in selections A and B fits well into the
overall scheme depicted in Fig. 2.3, being considerably higher in selection B than C, and
significantly higher still in selection A.
Since the behavior of the low-energy count rate from Cyg X-2 on the different Z source
branches is mostly very similar to that of XTE J1701−462—as we described above—one
might expect that this rate would similarly be a good tracer of secular changes in Cyg X-2.
To explore this issue we calculated the average low-energy count rate (as well as total count
rate) for the different (time-selected) NB segments we use in each of the panels in Fig. 2.10.
We also included the (initial) increasing-intensity part of the FB if present. However, for the
reasons explained above we did not include data from HB segments, dipping FB segments,
or from the upper parts of the S-shaped FBs. In instances where the source ventured onto
different branches in a single segment (which is common) we isolated the data from the
appropriate branches (but excluded cases where the NB exposure was very short). We
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find that there is in general excellent agreement among the average low-energy count rates
of the different NB+(lower-)FB segments used in a given panel, and that the low-energy
count rate exhibits much less scatter than the average total count rate. We also find that
there is a strict monotonic decrease in these average low-energy count rates going from the
track in panel A in Fig. 2.9 and then through panels A–L in Fig. 2.10, with the values for
the segments in a given panel being clearly separated from those for neighboring panels
in the progression. It seems that the low-energy count rate is therefore a good tracer of
the secular changes, just as in XTE J1701−462, and the overall good agreement between
different segments in a given panel lends general support to our choices in forming the
combined tracks in Fig. 2.10. We note, however, that due to how common it is for Cyg X-2
to enter branches where the low-energy count rate does not conform to this regular behavior
(the HB and most instances of the FB), and due to how fragmented in time the data set
is, it would be difficult to use the low-energy count rate as the main tool for organizing the
Cyg X-2 data into tracks such as those shown in Fig. 2.10.
2.5 Cir X-1
Circinus X-1 (Cir X-1) features some of the richest and most complex phenomenology seen
among the known X-ray binaries, and although it has been extensively studied for four
decades, many of its properties remain poorly understood. Margon et al. (1971) discovered
the source in an observation performed from a rocket flown in 1969, although it was probably
detected as early as 1965 (Friedman et al. 1967; Saz Parkinson et al. 2003). The binary has
an orbital period of '16.6 days, identified from periodic flaring first observed in the X-ray
band (Kaluzienski et al. 1976), and later in the radio, infrared, and optical (Whelan et al.
1977; Glass 1978; Moneti 1992). These flares are thought to be due to enhanced accretion
near periastron passage in a highly eccentric orbit (e.g., Murdin et al. 1980), although the
degree of eccentricity is uncertain—values ranging from 0.45 (Jonker & Nelemans 2004) to
>0.9 (Tauris et al. 1999) have been suggested. Type I X-ray bursts were detected from
the source with EXOSAT in 1984–1985 (Tennant et al. 1986a,b) and again in 2010 with
RXTE (Linares et al. 2010), showing that the compact object in the system is a low-
magnetic-field neutron star. Cir X-1 shows a variety of features in the radio band, and
has at times become brighter in the radio than any other confirmed neutron star system
(e.g., Haynes et al. 1978). It is embedded inside a synchrotron nebula (Stewart et al.
1993) thought to be inflated by powerful jets, which have been observed at various scales
in both the radio (e.g., Tudose et al. 2008) and X-rays (e.g., Soleri et al. 2009b; Sell et al.
2010). Evidence has been reported for the radio jets being ultrarelativistic on arcsecond
scales (Fender et al. 2004; Tudose et al. 2008), and Sell et al. (2010) detect parsec-scale
extended X-ray emission surrounding the source, interpreted as shocks produced as the jets
collide with the interstellar medium. High-resolution X-ray spectra revealed broad P Cygni
lines, indicating a high-velocity outflow from the system, perhaps due to an equatorial
accretion disk wind (Brandt & Schulz 2000; Schulz & Brandt 2002). The nature of the
companion star is highly uncertain. Jonker et al. (2007) argue for a B5–A0 supergiant
based on optical observations, but acknowledge that this result may be affected by emission
from the accretion disk; Johnston et al. (1999) suggest that the secondary is a 3–5 M
(sub)giant based on optical and infrared observations. The distance to the system is also
poorly known; distance estimates in the range ∼4–12 kpc have been published (e.g., Goss
& Mebold 1977; Glass 1994; Iaria et al. 2005). Perhaps the most reliable estimate comes
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from photospheric radius expansion bursts detected from the source in 1985; using those,
Jonker & Nelemans (2004) derive a distance range of 7.8–10.5 kpc.
The X-ray emission from Cir X-1 is highly variable on a wide range of timescales. Saz
Parkinson et al. (2003) present a long-term light curve of the source extending (with gaps)
from 1969 to 2003, which shows the mean level of the source varying on a timescale of
years and being particularly low in the early 1970s and mid 1980s. In Fig. 2.12 we show an
RXTE ASM light curve of the source. The source was in a historically high state during
the first few years of the RXTE mission, with an average flux of ∼1.3 Crab. The flux
started gradually decreasing in mid-to-late 1999, and kept doing so until the source became
undetectable with the ASM and showed no measurable activity over a two-year period in
2008–2010; since May 2010, however, the source has shown sporadic activity. When active,
the source usually shows complex variability over the course of an orbital period, featuring
both absorption dips in the X-ray flux and flaring in the radio and X-ray bands; the effects
of the dipping and flaring on the ASM light curve can easily be seen in Fig. 2.12. In the
inset, we show five orbital cycles from the bright phase of the source early in the RXTE
mission. Defining the onset of radio flares as phase 0, the source usually exhibits strong
X-ray dipping during the last ∼0.5−1 days before phase 0 and then intermittent dips for
up to two days afterwards (Shirey et al. 1998); we discuss this dipping in more detail in
Section 2.5.1. We note that strong radio flaring is not always present; these flares go through
months- or years-long periods of low/high activity of varying amplitude (e.g., Stewart et al.
1991). X-ray flaring starts shortly after phase 0 and is strongest for the first few days (and
is usually affected by some dipping to begin with); it then gradually decreases in strength as
the orbit progresses. In some cases, weaker flaring can persist throughout the entire orbital
cycle. During the brightest phase of the source, in 1996–1999, it maintained a baseline flux
of '1.0 Crab and during flaring showed excursions as high as ∼3.5–4 Crab. In contrast, an
ACIS-S Chandra observation of Cir X-1 in May 2009 (MJD 54952)—around the middle of
the two-year period of inactivity mentioned above—showed the source with a 0.5–8 keV flux
of ∼1× 10−11 erg s−1 cm−2 (Sell et al. 2010), corresponding to a few tenths of a milliCrab;
this implies a luminosity of ∼1035 erg s−1, although this conversion is subject to rather
large uncertainties. The source flux has therefore varied by a factor of ∼104 during the past
15 years, but there is no evidence for the source ever going completely into quiescence.
Cir X-1 has been reported to show both Z and atoll behavior. Shirey et al. (1999a)
analyzed what they called a complete Z track, using 10 days of RXTE PCA observations
in 1997 (see Fig. 2.14 and discussion in Sections 2.5.1 and 2.5.2). They detected all three Z
branches, although with some differences in shape compared to the classic Z sources, and
found that the tracks moved around the CD/HID and evolved in shape. The identifications
of the branches were supported by timing data; QPOs identified as HB and NB oscillations
(HBOs and NBOs) were detected, and the power spectrum on the FB was dominated by
very-low-frequency noise (VLFN), as seen in many other Z sources (van der Klis 2006).
However, no FB oscillations (FBOs) were seen. Similar Z source behavior had been seen
in earlier RXTE observations (Shirey et al. 1998). Oosterbroek et al. (1995) analyzed all
EXOSAT ME data of Cir X-1. The source was observed at various intensity levels and
orbital phases. In one observation, it showed spectral and timing characteristics which the
authors pointed out are very similar to those of an atoll source on the lower and upper
banana branches; in another observation, the source was seen at a very low flux level with
very high hard color but low soft color—possibly in an atoll hard state. Oosterbroek et al.
(1995) also reported behavior reminiscent of Z sources in another observation in which the
source was particularly bright. Boutloukos et al. (2006) detected 11 instances of twin kHz
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Figure 2.12. RXTE ASM light curve of Cir X-1 covering the period from the start of the
RXTE mission in January 1996 to 1 May 2011. Data points in the main plot are 1 day
averages. The inset zooms in on five orbital cycles in early 1997; each data point there
corresponds to a single dwell of the ASM. The long-dashed lines in the main plot and inset
show the typical ASM count rate level for the Crab Nebula.
QPOs in 9 years of RXTE PCA data, further indicating a low-magnetic-field NS-LMXB
nature for Cir X-1, although these QPOs showed some differences from those observed in
other systems. Soleri et al. (2009a) analyzed a series of simultaneous RXTE PCA and radio
observations from 2000 and 2002 and identified various Z branches in several observations.
In other observations, they claimed that the source showed behavior that was either atoll-
like or consistent with neither atoll nor Z sources; however, from inspection of the data it is
clear that those observations were heavily influenced by absorption dips whose effects Soleri
et al. (2009a) did not recognize.
2.5.1 Dipping
We processed the RXTE PCA data of Cir X-1 as described in Section 2.2. A CD/HID
using the entire data set is shown in Fig. 2.13. The diagrams are heavily affected by both
the effects of absorption and secular shifts and shape changes in the source tracks. As
mentioned above, most of the dipping occurs close to the time of presumed periastron
passage, which is often associated with flaring in the X-ray and radio bands. Stewart et al.
(1991) give a quadratic radio ephemeris based on measurements of radio flares between
1978 and 1988; phase 0 corresponds to the onset of radio flaring. Clarkson et al. (2004)
fit a quadratic ephemeris to dips in RXTE ASM data from 1996–2003, and find that it
provides a better predictor of the X-ray light curve than ephemerides based on the radio
flares or the full X-ray light curve (Saz Parkinson et al. 2003). The strongest dipping
typically occurs in the last half a day before the onset of X-ray flaring and often produces
a characteristic track in the CD and HID; this track goes up to high color values and has
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Figure 2.13. CD and HID representing the entire RXTE PCA data set of Cir X-1.
two sharp bends in the CD. This can be seen in Figs. 2.13 and 2.14; in the latter we show
various diagrams for 7 days of observations in June 1997, which we discuss further below
(these constitute the bulk of the “complete Z track” observations analyzed by Shirey et al.
1999a). The shape of these tracks can be understood if the X-ray emission is composed
of two components: a bright component that is subject to heavy absorption and a faint
component that is unaffected by the absorption (the latter perhaps due to X-rays from the
central source scattered into our line of sight by surrounding material). Shirey et al. (1999b)
analyzed RXTE PCA observations from September 1996, and found that the flux of the
faint component was ∼10% of that of the unabsorbed bright component; the column density
implied by the absorption at times exceeded 1024 cm−2. The shape of the absorption tracks
can be explained as follows. As the source enters a dip, photons are primarily removed at
the lowest energies, causing the soft color to increase sharply but the hard color to increase
much less dramatically. As the absorption increases, at some point almost all the photons
from the bright component in the lower soft color band have been removed; the source then
makes a sharp turn in the CD, and the soft color now decreases—and the hard color increases
more rapidly—with increasing column density, as more photons are gradually removed from
the upper soft color and lower hard color bands. The source makes another sharp turn (in
both the CD and HID this time) when almost all the bright component photons have been
removed at energies below those in the upper hard color band; after this, the hard color
decreases as photons in this band are removed. During all of this, the intensity of course
decreases monotonically. Although the strongest dips produce tracks like these, shallower
dips often simply result in a simultaneous increase in soft color and decrease in intensity.
Before proceeding with our analysis of the Cir X-1 data set, we removed—to the extent
possible—data points affected by absorption dips. We illustrate how this was done in
Fig. 2.14, where we show removed data points in red. As can be seen in the figure, during
these observations the source showed intense dipping shortly before phase 0 in the radio
ephemeris, producing a CD/HID track of the sort described above. This was followed by
strong X-ray flaring along with some shallower dips. We note that the periodic flaring
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Figure 2.14. Diagrams demonstrating the removal of absorption dips from 7 days of
observations of Cir X-1 in June 1997. We identify the red data points with absorption,
and remove them from the data set. The long-dashed vertical line shows the time of zero
phase according to the Stewart et al. (1991) radio ephemeris; the short-dashed line is at
zero phase according to the dipping ephemeris of Clarkson et al. (2004).
during an orbital cycle is not exclusively associated with motion along the FB (which often,
as in this case, is mostly a dipping FB); it would perhaps be more appropriate to refer to
this as “strong intensity swings,” although in the literature they are usually simply called
flares. As is apparent from the figure, it is almost impossible to identify dips on the basis
of the light curve alone during periods of flaring. However, tracking the behavior of the soft
color (and, although less helpful, the hard color as well), both as a function of time and in
the CD and HID, greatly aids in identifying dipping. In addition, we took into account the
dipping ephemeris of Clarkson et al. (2004) when performing the removal, since the vast
majority of dipping events take place in the last day before and the ∼1.5 days after phase
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Figure 2.15. CD and HID for Cir X-1 after the removal of data affected by absorption.
Note the changes in scale compared to Fig. 2.13.
0. However, we note that (shallow) dips are sometimes seen later in an orbital cycle; one
example can be seen in Fig. 2.14. In this manner, we manually removed data points affected
by dipping from all observations; the resulting “cleaned” CD/HID is shown in Fig. 2.15.
It was of course unavoidable that some minor effects of dipping remain, and that a small
amount of unaffected data be removed; however, we expect that the effects of this on the
conclusions we draw from the data are negligible.
2.5.2 Source Tracks
The Cir X-1 data set we analyzed—and which is shown in Fig. 2.15—consists of over 700
observations spread over ∼15 years, but with multiple observations often occurring close
together in time. As for Cyg X-2, we organized the data into subsets, each of which contains
no gaps in time longer than 0.3 days. This resulted in 259 sets (not including observations
from 2010 May–September, which we considered separately); these range in length from
∼10 minutes to ∼7 days (in addition to a few very short isolated segments). The secular
shifts are even stronger for Cir X-1 than Cyg X-2, and in many cases subsets were split up
due to this; however, it was also in several instances possible to combine subsets over periods
as long as a few days with only small secular shifts. In Fig. 2.16 we show 12 examples of
CD/HID (partial) tracks, which illustrate the wide variety of behavior shown by the source.
In all cases except one are the data in a given panel from a relatively short period of time—
ranging from ∼4 hours to ∼7 days—and contain all the data obtained within that period;
in panel A we combine three segments from 1996–1997, each taken over a ∼2 hour period
but separated by several months. It was not viable to form a whole sequence of combined
and more complete tracks, as we did for Cyg X-2, since the data for Cir X-1 show a much
greater dynamic range in intensity, and overall do not sample the HID densely enough for
this, as Fig. 2.15 indicates. We note that several of the tracks in Fig. 2.16 (panels A, B,
D, E, F, H, J) show some signs—to varying degrees, but mostly small—of secular motion
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in the HID (but much less in the CD); this is especially apparent in, e.g., panel E. Despite
this these diagrams give a good idea of what tracks not affected by any secular motion look
like. We stress that the data in Fig. 2.16 represent only a very small portion of the entire
data set, but these tracks were chosen to give as broad a picture as possible of the behavior
exhibited by the source—this picture is, however, necessarily limited. Overall, the vertices
of tracks in the Cir X-1 data set move systematically up and to the right in the CD and
up and to the left in the HID as the tracks evolve in shape, similar to what was seen for
XTE J1701−462 and Cyg X-2. In the diagrams in Fig. 2.16, we show straight lines based
on the observed vertex locations. However, the behavior of Cir X-1 is not as regular as that
of XTE J1701−462 and Cyg X-2, and the vertices in the HID often deviate significantly
from a straight line path. As will be discussed below, the relationship between the location
of a track (in particular in the HID) and its shape is also not as tight for Cir X-1 as for
XTE J1701−462 and Cyg X-2. For Cyg X-2 ordering the panels in Fig. 2.10 based on the
evolution in track shape gives the same result as an ordering based on vertex locations. For
Cir X-1 this is not quite as clear-cut. In general, the shapes of the tracks (in particular
that of the FB) took precedence when we ordered the panels in Fig. 2.16 (see, in particular,
panels E–K; note, however, the placement of the track in panel B, which is based mainly
on its upper vertex location in the HID). We now look at individual tracks in Fig. 2.16 in
more detail; these show many similarities to those of XTE J1701−462 and Cyg X-2.
Panel A shows data from three independent observations which together form a (nearly)
complete track; each observation lasted ∼2 hours. The track shows a dipping FB, an NB,
and an HB (with a small HB upturn, greatly stretched out in intensity in the HID). The
source shows very large intensity swings (a factor of ∼6) and goes up to very high intensities
(well exceeding 7000 counts s−1 PCU−1). We note that there are other partial tracks in the
Cir X-1 data set (not shown here) that exhibit even more extreme behavior. One shows
parts (dipping FB, NB, and start of an HB) of a track very similar to the one shown in
panel A, but going to both higher and lower count rates, with the intensity varying by more
than a factor of 8 in ∼30 minutes. Another similar partial track, showing parts of an NB
and HB, goes up to a count rate of '7610 counts s−1 PCU−1, the highest seen in the data
set.
Panel B shows a track mostly similar to the one in panel A; it does not go up to intensities
quite as high, and the FB, while initially dipping to lower count rates, becomes very broad
and curves back to higher intensities. Although hard to make out in the figure, the track in
the CD is very similar to the one in panel A, except for the much broader FB, which partially
overlaps with the NB. This track (containing data obtained over a ∼12 hour period) is part
of the sequence of observations shown in Fig. 2.14. The source exhibits strong and rapid
secular motion during these observations, probably due to large and rapid changes in mass
accretion rate close to periastron passage. The track in panel B is one of several similar
tracks traced out in the later observations (after MJD 50612.5) which show shifts in the
location of the upper vertex and NB in the HID, and a clockwise rotation of the HB as
the upper vertex shifts to lower intensities. The track among these with the leftmost (in
the HID) upper vertex also has a prominent HB upturn. In the earlier observations (before
MJD 50612.5), the source traced out what seems to be a series of HB and/or HB upturn
segments, probably belonging to tracks with upper vertex locations at (significantly) lower
intensities (somewhat lower than for the track in panel C, but significantly higher than for
the track in panel D).
The track in panel C shows an HB that is oriented much more upward than in panel B,
with the uppermost two lobes being a prominent HB upturn. The FB has started to show a
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downward trend at the lowest intensities. The downward curve in the FB is much clearer in
panel D, and the HB upturn has become much steeper in that track; in panel E, the FB is
even more downward-pointing. In panel F, the FB has rotated further counterclockwise in
the CD and now points down and to the right, but otherwise the track in the CD looks very
similar to the tracks in the previous 2–3 panels. In the HID, most of the FB now points
vertically down, with a small part at the tip dipping to lower intensities. The track in
panel G is completely missing an HB, but the rest of the track shows the FB having further
rotated, with the initial part being horizontal (and now extending to higher intensities);
however, the branch also shows a dipping portion at its tip, similar to what is seen for GX
5−1 and GX 340+0 (see Fig. 2.25, panels A and B). In panel H, this dipping portion is no
longer present, and the FB is now more or less straight and extends to very high intensities;
only a small NB portion is present. The track in panel I does not show any NB, and the
FB does not reach intensities as high as in the previous panel.
The track in panel J shows the FB further evolving, becoming shorter and closer to
vertical in the HID; however, this track shows what appears to be a prominent NB (and
possibly even a small HB part, although this is unclear). The track in panel K shows only
a FB, which is even steeper in the HID, and is essentially straight in both the CD and
HID. The data set contains a large number of (partial) tracks intermediate between those
in panels H and L. Most of them look similar to the tracks in panels I and K, and show
only an FB, which can extend as high as ∼2400 counts s−1 PCU−1 (in one case, the other
ones are below ∼1600 counts s−1 PCU−1), and as low as ∼160 counts s−1 PCU−1 for tracks
intermediate between panels K and L. These tracks form a dense region in the upper left
corner of the HID in Fig. 2.15. A few of these show small NB segments extending from the
lower vertex. There are also a few cases of track segments consisting of what seems to be
a more full-fledged NB (and even an HB) but no FB; these look similar to the NB/HB in
panel J and those of Sco X-1 and GX 349+2 (see Fig. 2.25, panels D and E).
In connection with the discussion above, we note that it is somewhat ambiguous where
to place the track in panel F in this sequence. In terms of the evolution in the CD (i.e., the
evolution of the FB), the placement shown in Fig. 2.16 is logical, both in terms of shape
and the location of the upper and lower vertices (the lower vertices in panels F and G are
at very similar locations). In terms of the shape of the track in HID, the placement is also
logical; however, the intensities are in some sense anomalously low for this track compared
to the subsequent ones, with the upper and lower vertices at intensities that would place
the track after the ones in panels G and H (and possibly I). We note that the data set
also contains parts of other tracks similar to those in panel F (intermediate between panels
E and F). The placement of the track in panel J is also ambiguous. The location of the
lower vertex in the CD suggests that the track should be placed between panels G and H.
However, the orientation of the FB (in the HID) and the location of the lower vertex in the
HID both point to the placement used in Fig. 2.16.
Panel L shows what seems to be an atoll transition from a banana branch through
the island state and to an extreme island state, very similar to the one in selection L for
XTE J1701−462 (see Fig. 2.3). These data were obtained in May/June 2010 (after the
source started showing renewed activity following two years where it was not detected by
the RXTE ASM) as the intensity steadily decreased over a ∼7 day period. Observations
preceding this period show what looks like a sequence of segments at successively lower
count rates from tracks similar to the one in panel K. Fig. 2.17 shows the same data as in
panel L (in black) but with more binning. In this diagram, the data were binned with a
minimum of 128,000 counts per data point. In some cases, entire observations did not have
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Figure 2.17. CD/HID showing two instances of Cir X-1 undergoing an atoll transition
from the soft to hard state. Black data points are from a ∼7 day period in May/June
2010 and red data points are from a ∼7 day period in August 2010. Data are binned with
a minimum of 128,000 counts per data point (although not all points at the lowest count
rates attain this limit).
that many counts, and some of those were therefore combined with other ones close in time;
however, the last two data points still have fewer than 128,000 counts. In August 2010, the
source showed a similar transition to near-quiescence (again with an intensity decline over
∼7 days), which we show with red data points (binned in the same fashion). There is very
little data from the island state, but this transition seems to have taken place at a higher
intensity and soft color than the previous one; the data from the banana branch are also at
a higher hard color.
Following the transitions to the hard state, there appears in both instances to be a
decrease in hard color at the lowest intensities. XTE J1701−462 may have shown similar
behavior (although this is not clear; see Fig. 2.5), as discussed in Section 2.3. In the case of
Cir X-1, this effect may well be due to background emission affecting the data points at the
lowest intensities; Cir X-1 is located in the Galactic plane, so a contribution from diffuse
Galactic emission is to be expected, due to the PCA’s wide field of view. A background
intensity of a few counts s−1 PCU−1 is not implausible (in the case of XTE J1701−462 it is
∼2 counts s−1 PCU−1, and we see examples of background intensities as high as ∼8 counts
s−1 PCU−1 in our sample; see Section 2.7.4). Cir X-1 has never exhibited an intensity
lower than 4–5 counts s−1 PCU−1 with the RXTE PCA (at least not when integrating
over periods of ∼1 ks or longer at the lowest intensities; it is possible that the source has
shown lower values on shorter timescales during dipping). However, the flux measured with
Chandra during the recent period of very low activity (discussed above) only corresponds
to ∼1 counts s−1 PCU−1 (within a factor of 2 or so). These observations are therefore
consistent with a possible background rate of a few counts s−1 PCU−1 with the PCA.
The atoll transitions in Cir X-1 show one significant difference from the transition in
XTE J1701−462: the data from the banana branch preceding the ascent to the hard state
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Figure 2.18. CD/HID showing all 12 tracks from Fig. 2.16.
extend to very high soft color, occupying parameter space in the CD never explored before
by the source in the RXTE archive (excluding during dips), or only during traversals onto
the flaring branch. This is in stark contrast to XTE J1701−462, where the region occupied
by the source in the CD in selection L before moving to the IS was a logical extension of the
movement of the source in the preceding selections. We also note that these observations
in 2010 were the first time in almost 15 years of RXTE observations that Cir X-1 was seen
to transition to the hard state.
2.5.3 Overall Secular Evolution
In Fig. 2.18 we show all 12 tracks from Fig. 2.16 in a single CD/HID. Based on Figs. 2.16
and 2.18 we now make some general comments about the secular evolution of Cir X-1 and
how the observed tracks compare to those of other sources.
In the CD, it is possible to draw straight lines which the vertices of the tracks follow
fairly closely. This is harder to do in the HID, especially in the case of the lower vertex—
many of the tracks deviate quite significantly from the line we show. The overall secular
evolution has many similarities to what we observed for XTE J1701−462 and Cyg X-2,
and many of the tracks have shapes similar to those seen for the other two sources. The
FB rotates counterclockwise in both the CD and HID as we progress from panel A to K
(with perhaps the exception of panel B), as was observed for XTE J1701−462, and the NB
grows shorter and rotates counterclockwise—also the case for both XTE J1701−462 and
Cyg X-2. The HB becomes shorter and rotates clockwise—again in line with both of the
other sources.
The Cir X-1 track in panel A (and B) seems to be a more extreme version of the XTE
J1701−462 and Cyg X-2 tracks in panels A in Figs. 2.3 and 2.10, with larger intensity
swings, a flatter NB, and a slightly downward-pointing HB. The Cir X-1 tracks in panels
C–F are overall similar to those in XTE J1701−462 selections A–B and Cyg X-2 panels B–
F (although there are obviously some differences, most notably in the FB). As mentioned
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above, the track in panel G (which is likely missing some upper parts) is very similar to the
lower parts of the tracks for GX 5−1 and GX 340+0 (Fig. 2.25, panels A and B). Overall,
the tracks in panels A–G seem to be Cyg-like Z tracks (or in the case of panel G, a lower
part of such a track). The track in panel H is similar to those in XTE J1701−462 selections
G and H, but could also be part of a track more similar to those in selections E or F. The
track in panel I looks similar to those in XTE J1701−462 selections I and J (although in
selection I there is a hint of an NB); however, this track may also be part of a more complete
one. Panel J shows a track similar to the one in XTE J1701−462 selection F and those
of Sco X-1 and GX 349+2 (Fig. 2.25, panels D and E). We repeat that the Cir X-1 data
set contains additional isolated NB segments at a similar location in the CD/HID, one of
which also seems to show a clear HB—very similar to the one in XTE J1701−462 selection
F. Panels H–J therefore seem to show (partial) Sco-like Z tracks. The track in panel K
resembles the atoll track in XTE J1701−462 selection K, although without a lower banana
extension at the bottom. Finally, panel L shows an atoll track strikingly similar to the one
in XTE J1701−462 selection L, except for the extension to high soft color shown in the
CD by Cir X-1. It is therefore clear that, overall, the secular evolution of Cir X-1 shows
close similarities to those of XTE J1701−462 and Cyg X-2—particularly the former, which
showed a more similar FB evolution and also made a transition to a very faint state (in
that case, complete quiescence). However, it is also clear that the secular evolution of Cir
X-1 is more irregular than for those two sources, as manifested, e.g., in the locations of the
vertices in the HID—particularly the lower one.
2.5.4 Low-Energy Count Rate
We did a cursory examination of how the behavior of the low-energy count rate in the
Cir X-1 data set compares to that of XTE J1701−462 and Cyg X-2 (discussed in detail
in Section 2.4.4); we find that it is to a large extent similar. In panels I, J, and K, the
increases in intensity on the FB do not show up in the low-energy count rate, similar to
what was seen for the other two sources. However, the flaring in panel H does affect the
low-energy count rate, although not as strongly as the total count rate, and the behavior is
similar in panel G. On dipping FBs in panels A–F, reductions in intensity do show up in the
low-energy band, as for XTE J1701−462 and Cyg X-2. The behavior on the NB and HB
also seems to be in general similar to the other two sources, with excursions onto the HB
showing up rather more strongly in the low-energy band than the total one, but movement
along the NB affecting the low-energy count rate less than the full-band intensity.
2.6 GX 13+1
GX 13+1 is a bright X-ray binary discovered in the mid 1960s (Bowyer et al. 1965; Fisher
et al. 1966, 1967; Gursky et al. 1967). Type I X-ray bursts have been observed from the
source on two occasions—first with SAS-3 in 1977 (Fleischman 1985), and later with Ginga
in 1989 (Matsuba et al. 1995)—showing that the compact object is a weakly magnetized
neutron star. The source is located in the Galactic Bulge, and large extinction has prevented
the identification of an optical counterpart. However, counterparts have been identified in
the radio (Grindlay & Seaquist 1986) and near infrared (Naylor et al. 1991; Charles &
Naylor 1992; Garcia et al. 1992; Bandyopadhyay et al. 1997). Bandyopadhyay et al. (1999)
derive a likely spectral type of K5III for the companion based on infrared spectroscopy,
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implying a donor mass of ∼5 M; based on this spectral identification, the authors also
derive a distance to the source of 7± 1 kpc.
Corbet et al. (2010) find a ∼24 day modulation in both RXTE ASM and K-band pho-
tometric data (see also Corbet 2003); however, the observed modulation is not strictly
periodic, and it is not clear whether this is the orbital period of the system, although an
orbital period of this length is in good agreement with a Roche-lobe-filling K5 giant donor.
Previously, indications of infrared variability on timescales ranging from a few days to a
few tens of days had been reported (see Bandyopadhyay et al. 2002 and references therein).
Diaz Trigo et al. (2010) suggest that GX 13+1 may be a dipping source based on XMM-
Newton observations in which decreases in count rate correlated with spectral hardening
were observed; they also point out that narrow hydrogen- and helium-like iron absorption
lines have been observed in X-ray spectra from GX 13+1 (Ueda et al. 2001; Sidoli et al.
2002; Ueda et al. 2004), and that all other LMXB systems that exhibit prominent Fe XXV
and Fe XXVI features are dipping sources. Diaz Trigo et al. (2010) suggest that the incli-
nation of the system is ∼70◦ based on the possible dipping and the absence of eclipses in
the system. Corbet et al. (2010) speculate that the ∼24 day X-ray modulation (which on
average has an amplitude of only a few percent over a cycle) may arise from such dipping
behavior, thus explaining why the modulation is not strictly periodic. We note that we see
no clear indications of dipping in the RXTE PCA data set.
The classification of GX 13+1 as a Z or atoll source is ambiguous, although it has more
often been labeled an atoll source; GX 13+1, GX 9+9, GX 9+1, and GX 3+1 are often
grouped together as the persistently bright (Galactic Bulge) atolls—sometimes referred to
as the GX atolls. Stella et al. (1985) analyzed an EXOSAT observation of GX 13+1 in
which they found that the source showed two different types of behavior in an HID, with
the source hardness and intensity switching from positive to negative correlation in ∼1
hour. Schulz et al. (1989) studied the behavior of GX 13+1 in a CD and HID with a larger
sample of EXOSAT data and found that it showed complicated behavior and less structure
in the HID than other NS-LMBXs studied. Hasinger & van der Klis (1989) classified GX
13+1 (along with GX 9+9, GX 9+1, and GX 3+1) as a bright atoll source based on CDs
and power spectra from EXOSAT observations. The source was found to show strong
VLFN (with the strength more in line with the Z sources than the atoll sources studied,
but with a similar slope to the atolls), but no high-frequency noise (HFN; seen in most
of the other atolls in their study) and no QPOs (unlike the Z sources). The CD showed
a slightly curved positively correlated branch with rather large scatter—interpreted as a
banana branch. Homan et al. (1998) discovered a 57–69 Hz QPO in RXTE observations
from 1996, and argued—based on the observed properties of the QPO—that it was the
same phenomenon as the HBOs in Z sources. A peaked noise component—interpreted as
atoll HFN—was also detected, but only when the QPO was present; in addition, VLFN
was detected. The authors suggested that the HFN component was related to the QPO
in a similar way to the observed relation between Z source low-frequency noise (LFN) and
HBOs. In contrast to earlier observations, the source showed a two-branched structure in
the CD, rather than a banana(-like) branch. The QPO was only detected in the upper
(harder) branch.
GX 13+1 is a persistent strong radio source, similar to the Z sources but unlike the atolls
(Fender & Hendry 2000; see also Grindlay & Seaquist 1986 and Garcia et al. 1988). Muno
et al. (2002) created CDs for several Z and atoll sources using RXTE data from 1996–2001,
and noted that in a subset of the data for GX 13+1 (whose total CD showed secular motion)
the source displayed a track in the CD more similar to that of the Sco-like Z source GX
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17+2 than to those of other atoll sources. Schnerr et al. (2003) performed a combined CD,
HID, and power spectral analysis of a large number of RXTE observations made in 1998.
They found that the source traced out, on a timescale of hours, a curved two-branched track
in the CD—similar to the lower part (IS, LB, UB) of an atoll track or the NB/FB part
of a Z track—which showed strong secular motion on a timescale of ∼1 week; the location
of the vertex between the two branches was seen to approximately follow a straight line
in the CD. They also found that the source showed peculiar CD/HID and time variability
behavior compared to most other Z or atoll sources. The count rate sometimes decreased
and then increased again along a given CD track, with the motion in the HID being in the
opposite sense to that in the CD, in contrast to other atoll sources; the observed behavior
of the VLFN amplitude was also unusual. Schnerr et al. (2003) concluded that the observed
properties of GX 13+1 are in many ways unlike both Z and atoll sources, but overall favored
an atoll classification, and suggested that the unusual behavior may (to some extent) stem
from a relativistic jet combined with a face-on binary orientation causing a direct view of
the central X-ray emitting regions and Doppler-boosted jet emission. However, such an
orientation would be at variance with the high inclination suggested by Diaz Trigo et al.
(2010). Homan et al. (2004) analyzed two simultaneous RXTE/radio observations from
1999 (separated by a few days). They observed two distinct X-ray states, with the radio
flux being much higher in the harder state, similar to what is observed for several Z sources
but unlike most atoll sources; in addition, the overall radio luminosity was in line with other
Z sources, but much stronger than what is seen for atolls (as noted above). A correlation
between the X-ray flux and the spectral hardness on shorter (hours) timescales was also
found. Spectral fitting of the X-ray data gave fit parameters more in line with Z sources
than atolls, and the authors also pointed out that the BLN observed by Schnerr et al. (2003)
has similarities to the NBOs observed in the Z sources GX 5−1 and GX 340+0. Overall,
Homan et al. (2004) concluded that the properties of GX 13+1 are more similar to Z sources
than atolls.
2.6.1 Source Tracks
We processed the GX 13+1 data as described in Section 2.2. In Fig. 2.19 we show a
CD/HID based on all the data; strong secular motion is apparent. The data set consists
of ∼90 observations. As for Cyg X-2 and Cir X-1 we organized the data into subsets, each
of which contains no gaps in time longer than 0.3 days. This resulted in 55 sets ranging in
length from ∼15 minutes to ∼1.8 days; in some cases consecutive sets among the 55 could be
combined over periods up to a few days with little or no visible secular motion. In Fig. 2.20
we show 12 examples of resulting CD/HID track segments; the data in these tracks extend
over periods ranging from ∼2.5 hours to ∼6.0 days in length (and show all data obtained
within those periods). Similar to what we did for Cyg X-2, we also combined observations
from various times throughout the RXTE mission into six more complete tracks, which
better illustrate the overall secular evolution; these are shown in Fig. 2.21. As can be seen
from these figures, the tracks in the CD (except for some very incomplete ones) mostly have
a two-branched form. The vertex between these branches follows rather closely a straight
line (as observed by Schnerr et al. 2003), which we show in both Figure 2.20 and 2.21. As
is immediately apparent from these figures, the tracks in the HID look quite different from
those of the other sources we have studied. The fact that the HID tracks are very broad
and rather irregularly shaped makes them less useful for judging in what cases observations
can be appropriately combined to form CD/HID tracks without significant secular shifts.
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Figure 2.19. CD and HID representing the entire RXTE PCA data set of GX 13+1.
The SID—although also displaying broad and somewhat irregular tracks—is more useful in
this respect; we show an example of an SID in Fig. 2.22. Based on the behavior observed
for XTE J1701−462, Cyg X-2, and Cir X-1, we order the tracks in Figs. 2.20 and 2.21 by
vertex location along the line in the CD, starting at the lowest hard color. In Fig. 2.23, we
show all six tracks from Fig. 2.21 in a single CD/HID.
We will now discuss individual tracks in more detail. Based on similarities to the CD
behavior of XTE J1701−462, Cyg X-2, and Cir X-1, we will in the following discussion refer
to the branch to the right of the vertex line in the GX 13+1 CDs as the FB, and the branch
to the left of the line as the NB (with a possible HB in a few cases). Our comparison of
GX 13+1 to the other three sources in the text that follows will provide some justification
for this labeling. Panel A is identical in Figs. 2.20 and 2.21, and shows the track segment
with the lowest vertex location in the entire data set. This seems to be an incomplete track
missing most of its FB and likely part of an NB (and perhaps HB). Panel B in Fig. 2.20
consists of two subsets (among the 55) from periods shortly before the one in panel A.
The second one of the two, which forms the upper NB lobe, may be intermediate between
the others (in terms of secular position), but seems to clearly be better aligned with the
one in panel B than the one in panel A, especially in the SID. In the track in panel B,
the source reaches the lowest intensities observed in the entire data set: '390 counts s−1
PCU−1. Panel B in Fig. 2.21 is almost identical to the one in Fig 2.20, except that it adds
a brief subset from shortly before (and almost completely overlapping with) the first (in
time) of the three subsets mentioned above. The contrast between the tracks in panels A
and B is best appreciated in Fig. 2.23. All four subsets in these panels come from a time
period spanning ∼3.3 days. The tracks in panels C and D in Fig. 2.20 are almost entirely
overlapping and at the same location along the vertex line, but illustrate how the tracks
traced out by the source can vary in broadness (these were traced out over ∼14 and ∼9
hours, respectively). In the track in panel C, the source reaches the highest intensities
observed in the entire data set: '1600 counts s−1 PCU−1. Fig. 2.21, panel C, shows the
same data as panel C in Fig. 2.20 , except for the addition of one other short subset. The
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Figure 2.21. CDs and HIDs showing more complete tracks for GX 13+1. These were
made by combining data from various times throughout the RXTE mission. The dashed
line is the lower vertex line shown in Fig. 2.20.
track in Fig. 2.20, panel E, forms the basis for the one in Fig. 2.21, panel D. Fig. 2.20, panel
F, shows a track segment at a similar vertex location, but containing only an FB.
Fig. 2.20, panel G, shows two recent subsets (from August 2010), separated by ∼2 days.
The first subset is colored red and shows an excursion into parameter space in the CD and
(especially) the HID never before explored by the source (see Figs. 2.19 and 2.23). In the
CD, this looks very much like an excursion onto the HB and HB upturn, as seen in numerous
tracks for XTE J1701−462, Cyg X-2 and Cir X-1. These subsets were combined with the
FB segment shown in panel H and a few other subsets to create the track in Fig. 2.21, panel
E. We note that it is also possible to combine the red-colored segment with one or more
subsets from the days preceding it, in which case it would fit better with the NB and FB
in Fig. 2.21, panel D or perhaps even C. For the track in Fig. 2.21, panel D, we have also
used subsets which seem to similarly represent an HB and HB upturn. As in the previous
example, the HB in the HID is up and to the left of the NB, although the movement is not
as extreme in this case. Nevertheless, the possible HB upturn does seem to be somewhat
more fully formed in panel D. For these HB subsets used in panel D, there is also some
ambiguity as to which track they belong; they could also possibly fit with the NBs in panel
C or even E (in Fig. 2.21). Despite the ambiguity in both these cases as to where in the
range covered by panels C–E to place these possible HB and HB upturn segments, it seems
clear that they cannot be accommodated in this scheme as NB segments similar to the other
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Figure 2.22. Left: SID for two GX 13+1 data subsets; in black the same data as in
Fig. 2.20, panel E, and in red an overlapping set consisting almost entirely of an FB. Right:
comparison SID for Cyg X-2, using the same data as in Fig. 2.9, panel H.
ones we see.
Panels I and J in Fig. 2.20 show two NB segments at similar vertex locations, which
illustrate that the NB in the HID can show different types of structure. In panel I, it has
a broad convex shape, whereas the one in panel J is rather concave. However, usually the
NB just shows a broad somewhat irregular shape with little structure, as can be seen in the
example in panel K—again at a similar vertex location. Panel L in Fig. 2.20 and panel F
in Fig. 2.21 are identical, and show the track with the highest vertex location in the GX
13+1 data set. It consists of six subsets extending over a period of ∼6 days; we note that
the SID shows indications of slight secular motion.
Fig. 2.22 shows on the left a typical SID for GX 13+1. The black data points are the
same as in Fig. 2.20, panel E; the red data points are from another overlapping subset
which contains only an FB (and a very small NB segment, visible as the lowermost data
points to the right); both of these were used in Fig. 2.21, panel D. For comparison, the right
panel shows the SID for the Cyg X-2 track in Fig. 2.9, panel H; there is clearly a strong
resemblence between the two FBs, although the lowest part is much broader for GX 13+1.
2.6.2 Overall Secular Evolution
The overall secular evolution of GX 13+1 in the CD is clearly illustrated in Figs. 2.21 and
2.23. In panels B–E in Fig. 2.21, the FB can be thought of as consisting of two distinct
parts. The first part initially points down and to the right with a curved shape, but rotates
counterclockwise and becomes progressively straighter going to tracks with higher vertex
locations. The second, upward-pointing part is initially very short, but becomes gradually
longer (and straighter). In panel F, these two FB portions cannot be distinguished anymore,
together forming a single long, almost straight FB. Going from panel F to D the NB becomes
gradually longer (although the track in panel F clearly suffers from some incompleteness,
and may possibly have a longer NB than is seen). The NB seems to shorten again going
from panel D to A, although we suspect that this is due to incompleteness in panels A–C.
These three tracks may also be missing HB and HB upturn portions. Finally, the track in
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Figure 2.23. CD/HID showing all six tracks from Fig. 2.21.
panel A is likely also missing an FB. As can be seen from Fig. 2.19, the largest portion of
the total exposure time for the source was spent on tracks similar to the ones in panels D
and E (especially the former), and it is therefore natural that the tracks in these panels
would be the most complete ones.
The evolution in the HID is less obvious. At the lowest vertex locations the NB is very
elongated in the horizontal direction, but becomes gradually more compact going to higher
vertex locations (although it is always very broad compared to the NBs observed in other
sources). In panel F, the NB is missing its lower portion. We suspect that the NB in
panels A and B (and perhaps C) are incomplete (as mentioned above), and that the trend
of the NB reaching successively higher count rates going from panel F to C would continue
in panels B and A for complete tracks. The behavior of the FB in the HID is even less
apparent than that of the NB. At low vertex locations it is broad and its structure hard
to distinguish, and at the higher vertex locations it is to a large extent hidden due to its
overlapping with the NB. Upon close inspection one can see that in panels B and C the
FB actually curves in the opposite direction in the HID compared to the CD (as noted by
Schnerr et al. 2003). The upward-pointing part of the FB is essentially vertical (but very
short) in these panels, and is at the lowest intensities. This can be seen, e.g., in panel C
and also in Fig. 2.20, panel D. Following these tracks in the CD, the highest intensities are
near the top of the NB, and the intensity becomes gradually lower going along the track
until the FB reaches its lowest point (in hard color), at which point the intensity becomes
approximately constant. To better illustrate this we show a color-coded version of the track
in panel C in Fig. 2.21. In panels D and E in Fig. 2.21, the flat FB in the CD forms a
broad patch at the bottom of the NB in the HID. The rising part of the FB extends from
the left side of this patch (see, e.g., panel F in Fig. 2.20), tilted slightly to the right from
vertical, and overlaps with the broad NB (in panel E in Fig. 2.21 it can be seen extending
slightly further up than the NB in the HID). This part of the FB is quite narrow in the
HID compared to other parts of the track (see, e.g., panels F and H in Fig. 2.20).
Although the CD tracks in Fig. 2.21, panels B and C, with their curved shapes, look
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Figure 2.24. Color-coded version of the track in panel C in Fig. 2.21, illustrating the
portions of the HID track corresponding to several segments along the track in the CD.
somewhat similar to the lower parts (IS, LB, UB) of some of the atoll sources, such as 4U
1636−53 and 4U 1820−30 (see Fig. 2.28, panels D and E), overall the CD/HID tracks for
GX 13+1 show much stronger similarities to the three Z sources previously discussed. The
evolution of the FB in the CD is similar to that seen for both XTE J1701−462 in Fig. 2.3,
selections A–G—with the FB rotating counterclockwise and growing longer—and likewise
similar to that of Cir X-1 (although the behavior there is somewhat more complicated). The
shape of the FB in Fig. 2.20 panels D–F is very similar to that of, e.g., XTE J1701−462
in selections E–G. As in the other three sources, a lower vertex in the CD of GX 13+1
moves along a diagonal line with a positive slope. The NB is also similar to the ones of the
other three sources (being almost straight and close to parallel to the vertex line), and the
possible HB and HB upturn segments in GX 13+1 look similar to what is seen for XTE
J1701−462 (Fig. 2.3, selections A, B, and D), Cyg X-2 (Fig. 2.10, panels B–F), and Cir X-1
(Fig. 2.16, panels C–F), as well as for GX 5−1 and GX 340+0 (Fig. 2.25, panels A and B).
The GX 13+1 CD track in Fig. 2.21, panel F, resembles those in XTE J1701−462 selection
G, Cyg X-2 panel I (Fig. 2.10), and Cir X-1 panel H.
Although less obvious at first sight, there are also similarities in the HID between
GX 13+1 and the other three sources. The NB is oriented up and to the right, becom-
ing gradually shorter and closer to vertical as the tracks move up in hard color; i.e., the
intensity swings along the NB become smaller (for this to also extend to panels A and B,
we need to assume they have incomplete NBs). This is also the case for the other three
sources. What we interpret as traversals onto the HB and HB upturn in GX 13+1 are
manifested as movement toward lower intensities and higher hard color; this is in general
the case for Z sources, including the three previously discussed. The GX 13+1 FB rotates
slightly clockwise in the HID as the source moves up the vertex line in the CD; clockwise
rotation of the FB was also seen for Cyg X-2. At the lower vertex locations, the initial
part of the GX 13+1 FB is toward lower intensities (i.e., dipping FB behavior); this is seen
in the other three sources well. Finally, the FB in the SID shows a strong resemblance to
some of those for Cyg X-2, as discussed above. There are of course important differences
between the HIDs of GX 13+1 and the other three sources; most notably, the branches are
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in general much broader (and less structure can be discerned), and the lower vertex moves
toward higher intensities in GX 13+1 (as it moves to higher hard color), whereas in the
other sources it moves to lower intensities.
Finally, we note that a cursory examination of the GX 13+1 data set shows that along
the NB, fractional changes in count rate are smaller in the low-energy band than in the
total intensity band, similar to what was seen for the other three sources.
2.7 Other Sources
Following the procedure described in Section 2.2, we created CDs and HIDs for 37 NS-
LMXBs in addition to the four sources discussed so far. Excluding dipping/eclipsing/ADC
sources, the total 41 sources constitute all Galactic (including the Magellanic clouds) low-
magnetic-field NS-LMXBs with more than 150 ks of useful and publicly available RXTE
PCA data at the start of May 2010. We now discuss the CDs/HIDs of these additional 37
sources.
2.7.1 Z Sources
In Fig. 2.25 we show the CDs/HIDs of the six additional Z sources in our sample. Panels A
and B show the Cyg-like Z sources GX 5−1 and GX 340+0. These two sources have nearly
identically shaped CD/HID tracks (GX 5−1 has a longer HB upturn), and as mentioned
before, XTE J1701−462, Cyg X-2, and Cir X-1 have all showed tracks very similar to these.
The main difference between, on the one hand, the Cyg-like Z tracks of XTE J1701−462,
Cyg X-2, and Cir X-1, and on the other, those of GX 5−1 and GX 340+0, lies in the
FB. In particular, Cyg X-2 has never shown an FB oriented horizontally to the right in
either the CD or HID. XTE J1701−462 did show a (somewhat different) FB with such
an orientation in the CD, but that was in the very incomplete selection C (Fig. 2.3), and
the overall similarity of the tracks can therefore not be compared. The FB most similar
to those of GX 5−1 and GX 340+0 is that in Cir X-1 panel G (Fig. 2.16), which has a
dipping FB extending from the tip of the actual flaring portion (i.e., the portion along
which the intensity increases); however, that track is missing an HB, preventing an overall
comparison. Both GX 5−1 and GX 340+0 show some secular motion, although there are
no qualitative changes in the shapes of the tracks. To further illustrate this motion, we
overplot, in red, data from narrower time intervals (∼34 days for GX 5−1 and ∼4 days for
GX 340+0); these data constitute the most complete tracks (that we were able to find in
the data sets) traced out by these sources over a relatively short time span with little or
no detectable secular shifts. As we have seen for the previous sources discussed, the secular
shifts are more pronounced in the HID than the CD, and the strongest shifts for these two
sources are on the NB and around the upper vertex.
Panels C–F in Fig. 2.25 show the Sco-like Z sources GX 17+2, Sco X-1, GX 349+2,
and LMC X-2. These four sources show very similarly shaped tracks, although there are
some noticable differences between them. They also show mild secular shifts, and as for
the two Cyg-like Z sources discussed above we color data from narrower time intervals (∼9,
∼8, ∼14, and ∼3 days for GX 17+2, Sco X-1, GX 349+2, and LMC X-2, respectively)
within which there are minimal shifts. GX 17+2 shows what seems to be the fullest and
clearest track. The position of the NB/HB vertex in the CD is quite clear (see Fig. 1.12
for a labeling of the branches), with the HB bending to the left as the hard color increases.
Further up there is a bend to the right in the HB; this is probably analogous to the HB
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Figure 2.25. CDs and HIDs of six Z sources. Red data points show data taken from
narrower time intervals, ranging from ∼3 to ∼34 days in length. The diagrams for Sco X-1
only contain data obtained with a pointing offset of 0.34◦.
upturn in the Cyg-like Z sources. Sco X-1 and especially GX 349+2 show shorter HBs than
GX 17+2; the NB in GX 349+2 also curves in the opposite way to the NBs in GX 17+2 and
Sco X-1 (also note that the uppermost part of the red track for GX 349+2 clearly shows a
small secular shift in the HID). The FBs of GX 17+2, Sco X-1, and GX 349+2 all show a
kink at which the branch becomes steeper, similar to what is seen in a more pronounced
manner in some of the CD tracks of GX 13+1 (see, e.g., panel E in Fig. 2.21). The tracks
for LMC X-2 are much fuzzier than for the other sources (see discussion below), so details
are harder to make out, but this source clearly shows all three Z branches (see also Smale
et al. 2003). XTE J1701−462 shows a track very similar to those of the Sco-like Z sources
in selection F (Fig. 2.3), although it has a longer FB in proportion to the other branches.
Cyg X-2 also shows a similar track in Fig. 2.10, panel J. Finally, Cir X-1 shows a similar
track in Fig. 2.16, panel J, although it is not clear whether an HB is present there.
The extraordinary brightness of Sco X-1 leads to instrumental effects that modify its
CD/HID tracks. The high count rates lead to both significant dead-time and pile-up effects,
and as a result a pointing offset has usually been applied when the source has been observed
with RXTE, to reduce the count rates and thereby mitigate these problems. Throughout
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Figure 2.26. Alternative CD/HID for Sco X-1 based on data obtained with a pointing
offset of 0.20◦. Data from a particular ∼3 day period are shown in red.
the RXTE mission, seven different offset values have primarily been used (an eighth one
was used for only a single observation), ranging from 0◦ to 0.69◦. Although the application
of an offset serves to reduce the effects of dead time and pile-up, it also introduces an
additional effect on the data, since the direction of photons from the source will no longer
be perpendicular to the detector volume. As a result of this, the path lengths through the
different layers of the proportional counters will be altered, and this changes the spectral
response. All the observations of Sco X-1 are therefore affected by a combination of effects
due to pile-up/dead time and nonperpendicularity of the incoming photon direction (except
for the 0◦ offset, which does not suffer from the latter effect, and the 0.69◦ offset, which
is high enough to keep the count rates below 20,000 counts s−1 PCU−1 on all parts of the
track and thus make pile-up and dead-time effects negligible). These effects cause both
significant shifts and some distortions in the shape of the CD/HID tracks; e.g., the count
rate and soft color at the lower vertex vary from ∼7000 counts s−1 PCU−1 and ∼1.65 at
the highest offset, to ∼26,000 counts s−1 PCU−1 and ∼1.49 at zero offset. This makes it
unfeasible to combine observations made with different offsets in a single CD/HID. In panel
D in Fig. 2.25 we therefore only use data from observations made with a pointing offset of
0.34◦; these have a combined exposure time of 287 ks. We also only use data from PCU 2
to eliminate any possibility of different responses to these instrumental effects among the
PCUs. To illustrate more clearly the tracks and secular shifts exhibited by Sco X-1, we also
show in Fig. 2.26 a CD/HID based on the data from all observations with an offset of 0.20◦,
and color red data from a ∼3 day interval during which little secular motion was observed.
We note that the shifts of the tracks in Fig. 2.25 cannot be explained as an effect arising
from our color correction due to variability in the X-ray emission from the Crab Nebula.
Examining the data sets for these sources shows that the tracks have shifted frequently and
seemingly erratically back and forth throughout the mission, and very clear shifts can be
seen on timescales as short as a few days—much shorter than the timescale on which the
X-ray emission from the Crab has been observed to vary significantly on. We also note
that the differences in the widths of the individual tracks in these six panels are to a large
extent due to different amounts of statistical spread in the data points. For all the sources
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except LMC X-2, the number of counts in a single 16 s bin is above the minimum of 16,000
in all cases (and therefore no rebinning was performed), and is often much larger; for Sco
X-1 it becomes as large as ∼670,000, as manifested in the particularly narrow tracks for
this source. At the other extreme is LMC X-2, which has a noticably fuzzy appearance
compared to the other sources, to a large extent due to its low count rates. It is clear,
however, that there are some differences in the widths of the tracks among these sources;
e.g., GX 349+2 seems to have a wider FB than GX 17+2 (the FBs in both sources cover
roughly the same count rate range).
2.7.2 Soft-State Atoll Sources
Fig. 2.27 shows the CDs/HIDs of five atoll sources that have never been observed in the
hard state. Three of these are the bright atoll sources GX 9+9, GX 9+1, and GX 3+1.
Although these are often grouped with GX 13+1 and referred to as the GX atolls, GX
13+1 is quite unique and different in many ways, as discussed in Section 2.6. These three
sources seem to be perpetually stuck in the soft state (mostly the UB) and have never been
observed to enter the IS. The CD/HID of GX 9+9 shows a very strong similarity to that
of XTE J1701−462 in selection J (Fig 2.3). GX 9+9 (as well as the other four sources in
Fig. 2.27) shows secular shifts back and forth in the HID—with flaring tracks being traced
out at varying intensity levels—but there is little visible shifting in the CD. The bottom
of the tracks in the HID moves slightly toward higher color as the tracks shift to lower
intensities; this was also seen for XTE J1701−462. There is very little curvature seen in the
flaring in the HID of GX 9+9; this is similar to what was seen for XTE J1701−462 in the
last stages of its flaring, and is also similar to the flaring shown by Cir X-1 at lower count
rates, as exemplified by panel K in Fig. 2.16.
GX 9+1 shows some clear differences to GX 9+9. There is much more curvature visible
in the flaring—particularly in the HID—and there is also much more irregularity in the
shapes of the individual tracks. Some observations show tracks that are very flat in the
HID over a large range in count rate and then make a sharp turn at higher intensities,
becoming nearly vertical, and sometimes even curling slightly back toward lower intensities.
Such behavior is even more readily apparent for GX 3+1. There is noticably less structure
apparent in the CD of GX 3+1 than that of GX 9+1 (and GX 9+9); this may be due to
the fact that GX 3+1 spans a considerably larger relative intensity range than the other
sources, giving rise to more shifting in the CD.
Another source that has only been observed in the soft state and has a CD/HID quite
similar to that of GX 3+1 is Ser X-1 (panel D). Ser X-1 seems closer to entering the
transitional state than the other three sources, as the banana branch in the CD curves up
and to the left at the lowest soft color. GX 3+1 and GX 9+1 show hints of similar behavior,
but no indication of that can be seen for GX 9+9. Yet another atoll source that has never
been observed in the hard state is 4U 1735−44 (panel E); however, this source shows a
much fuller lower banana branch than the other four soft-state atoll sources, and has on
one occasion been seen to make a slight excursion into the IS (data points with intensities
.200 counts s−1 PCU−1). The CD/HID of 4U 1735−44 shows a strong similarity to the
combined atoll diagram for XTE J1701−462 in Fig. 2.7 (which also includes a full transition
to the hard state); however, we note that the individual flaring tracks of 4U 1735−44 show
somewhat more curvature than those of XTE J1701−462, and the source is in that respect
more akin to GX 9+1 than GX 9+9.
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Figure 2.27. CDs and HIDs of five soft-state atoll sources.
2.7.3 Transitional Atoll Sources
Figs. 2.28 and 2.29 show the 17 atoll sources in our sample that have been observed in
both the hard and soft states. In many cases, these sources span a large dynamic range in
intensity, particularly in the soft state (some are transients that spend a large portion of
their time in quiescence), and features in the transitional and hard states can be hard to
make out in the HID when plotted on a linear intensity scale. We therefore also show HIDs
for these 17 sources with the horizontal axis plotted on a logarithmic scale in Fig. 2.30.
There is a lot of variety among the tracks of these sources. 4U 1608−52 (Fig. 2.28, panel A)
has a particularly feature-rich diagram. This a transient source that spends the majority
of its time in quiescence but experiences outbursts during which the source can become
very bright. The banana branch spans an enormous intensity range and shows abundant
flaring. The strongest flaring is seen at the highest count rates, where individual tracks
have a curved and relatively flat appearance, covering a large intensity range. Moving to
the left in the HID, these flaring tracks gradually become steeper, straighter, and smaller
in amplitude.
Aql X-1, 4U 1705−44, 4U 1653–53, and 4U 1820−30 (Fig. 2.28, panels B–E), all show
prominent soft state branches in their HIDs, which display flaring over a large intensity
range (i.e., the flaring tracks show secular motion). In general, for all these sources indi-
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Figure 2.28. CDs and HIDs of ten atoll sources that display states ranging from extreme
island to upper banana.
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vidual flaring tracks tend to have the most curvature at the highest intensities, but become
straighter and overall steeper at lower ones (although the more curved branches at the
higher intensities can also become very steep at their tips or even curl slightly back). All
the sources in Fig. 2.28 show some indications of flaring in the HID; this is manifested in
the CD as movement in the UB toward higher hard and soft color, usually along a curved
track.
KS 1731−260, SAX J1748.9−2021, IGR J17473−2721, SAX J1750.8−2900, and 4U
1728−34 (Fig. 2.28, panels F–J) all show some signs of flaring, with banana branches that
show at least some upward curvature at the right end in the CD. The flaring is particularly
weak in 4U 1728−34, but signs of it can on close inspection of the data be seen at the
highest intensities in the HID (mainly above ∼750 counts s−1 PCU−1, where the source
moves up and to the right in both the HID and the CD UB). In contrast to the sources in
Fig. 2.28, none of the seven sources in Fig. 2.29 shows any signs of flaring; all are entirely
missing the right upward-curving part of the banana branch in the CD—i.e., the soft state
in these sources is constituted mostly of the LB. (Data points that look like weak flaring in
the HID of 1E 1724−3045 are actually from transitions between the soft and hard states.)
As can best be seen in Fig. 2.30, many of the sources show transitions between the
soft and hard states over a wide range of intensities. The intensity usually increases as a
source moves from the hard to the soft state, and decreases during a soft-to-hard transi-
tion. When plotting the intensity on a logarithmic scale, these transitions often follow an
approximately straight path in the HID. For examples of such tracks, see the diagrams of
SAX J1748.9−2021, IGR J17473−2721, and SAX J1750.8−2900 (panels G–I). Hysteresis
of various strengths is seen among the sources, where the hard-to-soft transition in a given
outburst typically takes place at higher intensities than the soft-to-hard transition; hard-
to-soft transitions also often take place on a shorter timescale than the reverse transition.
Furthermore, individual transitions in a given direction can occur at different intensity lev-
els in the same source. Although this cannot be directly discerned from the CDs and HIDs
we show, we note that for the transitional sources there is in general a strong correlation
between the soft color and intensity in the hard state, with the lowest/highest soft color
values usually corresponding to the lowest/highest intensities.
In the CD, the orientation of the track between the hard and soft states varies consid-
erably between sources. In many sources, the transition takes place along a diagonal track
oriented up and to the right in the CD, e.g., in 4U 1705−44, 4U 1653–53, and 4U 1820−30
(panels C–E in Fig. 2.28), whereas in others the transition is close to vertical in the CD, e.g.,
in 4U 0614+09 and 2S 0918−549 (panels B and D in Fig. 2.29). Gladstone et al. (2007) use
RXTE data to study the hard/soft transitions of atoll sources, and find that in sources with
diagonal transitions in the CD, the approximate luminosity at which the transition takes
place is systematically higher than in sources with vertical transitions (L/LEdd ∼ 0.1 for
“diagonals,” compared to ∼0.02 for “verticals”). We note that although 4U 1608−52 and
Aql X-1 look more diagonal than vertical in our diagrams, Gladstone et al. (2007) classify
these sources as verticals.
Our source sample includes 10 accreting millisecond X-ray pulsars (AMXPs), if one
includes Aql X-1, from which millisecond pulsations have only been detected during one
∼2–3 minute long period (Casella et al. 2008). Of these 10 sources, SAX J1748.9−2021,
HETE J1900.1−2455, and Aql X-1 are the only ones that have been observed in the soft
state; the others have only been observed in the hard state. These three sources are also
the only AMXPs to have shown millisecond pulsations only intermittently (Patruno 2010).
The transitions to the hard state exhibited by XTE J1701−462 and Cir X-1 in the HID
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Figure 2.29. CDs and HIDs of seven transitional atoll sources that show no upturn on
the banana branch in the CD (i.e., no proper upper banana) and no soft-state flaring.
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(see, e.g., Figs. 2.5 and 2.17) have a similar appearance to typical soft-to-hard transitions by
atolls in our sample, with the sources moving diagonally along an approximately straight
path (although the data points during the transitions are somewhat sparse for Cir X-1)
toward higher hard color and lower intensity. After reaching the hard state, the soft color
of XTE J1701−462 and Cir X-1 further decreases as they move toward lower intensity. In
XTE J1701−462, the data are consistent with this taking place at roughly constant hard
color, as typically observed for the atolls in our sample. As discussed in 2.5.2, Cir X-1 seems
to show an indication of the hard color decreasing at the lowest intensities; however, this is
quite likely to be due to the effects of diffuse background emission on the lowest-intensity
data points. In the CD, the appearance of the XTE J1701−462 and Cir X-1 transitions is
more unusual compared to the atolls studied here. In XTE J1701−462 the track is initially
roughly vertical—as seen in some atolls—but then it becomes oriented diagonally up and
to the left. Cir X-1 also shows a significant decrease in soft color during its transitions. As
mentioned above, in both sources the soft color continues to decrease—with the hard color
either constant or possibly decreasing—as the intensity decays further. Among the atolls
we study, only 4U 0513−40, 2S 0918−549, and possibly SLX 1735−269 (panels C, D, and
F in Fig. 2.29) show a decrease in soft color during their transitions to the hard state, but
these decreases are significantly smaller in magnitude than those shown by XTE J1701−462
and Cir X-1.
2.7.4 Hard-State Atoll Sources
Fig. 2.31 shows the CDs and HIDs for the seven atoll sources in our sample that have never
been observed to enter the soft or transitional states; they have only been observed in the
hard state when active. The sources in panels A and B, GS 1826−238 and 4U 1812−12,
are persistent sources; the other seven are all transients, and they are all AMXPs. Due to
their simplicity, these diagrams do not warrant much discussion. Three of these sources—
Swift J1756.9−2508, XTE J1751−305, and XTE J1814−338 (panels D–F)—were observed
all they way through decays of outbursts and for some time after their intensities had
reached constant nonzero levels (presumably due to background emission). This allowed
us to subtract the effects of the background from the data points in the CDs/HIDs as
we did for the XTE J1701−462 atoll diagram in Fig. 2.5 (see discussion in Section 2.3.2).
The intensity values we subtracted were '8.1, '6.9, and '1.4 counts s−1 PCU−1 for Swift
J1756.9−2508, XTE J1751−305, and XTE J1814−338, respectively. Nevertheless, even
after this background subtraction all three of these sources show some indication of the
hard color decreasing toward the lowest intensities, and we therefore conclude that this
effect is likely real. IGR J17511−3057 and IGR J00291+5934 (panels G and H) also show
similar indications, but for those sources it was not possible to estimate and subtract possible
background emission, which may therefore affect the diagrams.
We emphasize that not too much should be read into the fact that so many of the hard-
state-only sources in our sample (and all the transient ones) are AMXPs, since this is likely
entirely due to a selection effect. Since the discovery of the first AMXP, SAX J1808.4−3658,
with RXTE in 1998 (Wijnands & van der Klis 1998; Chakrabarty & Morgan 1998), systems
of this type have been the focus of a lot of attention, and AMXPs since discovered have
been followed closely by RXTE, thus making it much more likely for AMXPs than other
“ordinary” faint NS-LMXBs to cross our imposed 150 ks exposure threshold.
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Figure 2.31. CDs and HIDs of nine hard-state atoll sources.
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2.7.5 CD Comparison
To further compare the CDs of the sources in our sample, we show the diagrams of all 41
sources plotted on the same scale in Figs. 2.32 and 2.33. We note that direct comparison of
the absolute values of the colors between different sources needs to be regarded with some
caution, since factors not intrinsic to the systems can affect the appearances of the CDs,
namely, the viewing angle and the intervening absorption column. However, as discussed
in Section 2.2.1, by not including any dipping/eclipsing/ADC sources in our sample we
avoid the sources whose CDs are likely to be most strongly influenced by inclination effects.
Absorption will mainly affect the soft color, shifting tracks to the right (and possibly causing
some distortion to their shape); the hard color should in most cases not be affected to a
significant extent by absorption. GX 5−1 and GX 340+0 (panels D and E in Fig. 2.32)—two
Z sources with very similarly shaped tracks—seem to illustrate this. The absorption column
of GX 340+0 has been estimated to be ∼(8–11)×1022 cm−2 (Church et al. 2006; D’Aı` et al.
2009), compared to ∼(2–7)×1022 cm−2 for GX 5−1 (Smith et al. 2006; Jackson et al. 2009);
GX 340+0 therefore likely has at least a somewhat higher—and possibly much higher—
absorption column than GX 5−1. Consistent with GX 340+0 having higher absorption, its
track is shifted toward higher soft color by ∼0.5 compared to GX 5−1; however, there is
very little difference in the hard color of the two tracks. We note that these two sources
have some of the highest absorption columns in our sample; a cursory examination of the
literature (see, e.g., Done & Gierlin´ski 2003; Gladstone et al. 2007) indicates that very few
of our sources have NH & 3× 1022 cm−2.
One thing that is immediately apparent from these figures is the enormous range in color
shown by Cir X-1 (Fig. 2.32, panel A) compared to other sources. It shows both the lowest
and highest soft color, and the lowest hard color, of any source in our sample. The fact
that Cir X-1 can show ultrasoft spectra (corresponding to the lower left corner of the CD),
similar to what is seen in many black-hole binaries, has been used to argue that observing
an ultrasoft spectrum from an X-ray binary is not sufficient for concluding that the compact
object in the system is a black hole (e.g., Done & Gierlin´ski 2003). Another unique aspect
of Cir X-1 is the very high soft color (as high as '3.5) shown by the source preceding
its transitions to the atoll hard state (discussed in Section 2.5.2). The only other source
in our sample that exceeds a soft color of 3 in any state is IGR J17473−2721 in its hard
state (which reaches '3.5); this source has a high absorption column of ∼(4–5)×1022 cm−2
(Chenevez et al. 2011). Furthermore, no atoll source in the soft state exceeds a soft color
of '2.6.
Another feature better appreciated from Figure 2.32 than Figure 2.25 is how much larger
a range in hard color GX 9+9 (panel K) spans than GX 9+1, GX 3+1, and Ser X-1. Indeed,
GX 9+9 spans a larger range in hard color than any of the other atoll sources in the upper
banana (4U 1608−52 comes closest); the range is more similar to that for the FBs of the
Sco-like Z sources.
Although there is considerable variability in the hard color ranges spanned by the atoll
sources in our sample (both for the soft and hard states), it is evident that a hard color
value of 1 can serve as a dividing line between the soft and hard states across the board.
None of the atoll sources exceeds a hard color of 1 in the soft state (nor do any of the Z
sources on any branch, for that matter); in the hard state, none of them goes below a value
of 1 to any appreciable extent, while they all exceed this value significantly. We also note
that no atoll source goes below a hard color value of 0.5, and no source at all goes above a
value of 1.5. The only sources that go below 0.5 are the Cyg-like Z sources (including GX
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13+1), in addition to LMC X-2, which goes slightly lower (∼0.4–0.45).
It is also interesting to note that 4U 0614+09, 4U 0513−40, 2S 0918−549, 1E 1724−3045,
and SLX 1735−269 (Fig. 2.33, panels C–G)—which all show close to vertical transitions
in the CD with hard states that are at low soft color relative to the soft state (compared
to most of the other atolls), and none of which show a UB—are all either confirmed or
candidate ultracompact X-ray binaries (UCXBs; Nelemans et al. 2004; Fiocchi et al. 2011;
Zhong & Wang 2011; in ’t Zand et al. 2007). In addition, HETE J1900.1−2455 (panel
H), which shows similar characteristics in the CD, is close to being a UCXB, having an
orbital period of 83 minutes (Kaaret et al. 2006). We also note that the hard-state sources
4U 1812−12, Swift J1756.9−2508, XTE J1751−305, and XTE J1807−294 (panels J, L, M,
and Q), are also either candidate or confirmed UCXBs (Bassa et al. 2006; Krimm et al.
2007; Markwardt et al. 2002, 2003). There is one UCXB in our sample that shows a clearly
diagonal transition in the CD and a prominent UB: 4U 1820−30, the shortest period X-ray
binary known, with an orbital period of 11 minutes (Stella et al. 1987; Morgan et al. 1988).
However, this system seems to differ significantly from other UCXBs in other respects as
well. in ’t Zand et al. (2007) estimated the ratio of the average source flux to the Eddington
flux for 40 persistent X-ray bursters and found that nearly all confirmed or candidate UCXBs
in the sample had very low ratios (.2%)—as expected from theoretical arguments. The
lone exception was 4U 1820−30, whose ratio they estimated to be much higher (∼25%).
This association of UCXBs with vertical transitions in the CD that we see—in conjunction
with the low implied accretion rates found by in ’t Zand et al. (2007)—is in agreement
with the finding of Gladstone et al. (2007) that “verticals” have lower long-term average
luminosities than diagonals, as well as lower hard/soft transition luminosities. It is also in
good agreement with the NS-LMXB ranking that we propose in Section 2.8.4.
2.8 Source Ranking
2.8.1 XTE J1701−462
In Section 2.3 we presented a CD/HID analysis of the 2006–2007 outburst of XTE J1701−462,
similar to the one already presented in Hn10, but repeated here with some minor modi-
fications to ensure consistency with the analysis of other sources and to ease comparison.
We note that in Hn10 some timing analysis was also performed. A more detailed timing
analysis of the early part of the outburst was presented in Homan et al. 2007; in addition, a
comprehensive analysis of kHz QPOs from the entire outburst was presented in Sanna et al.
2010. A detailed spectral analysis of the outburst was performed by Lin et al. (2009b).
Section 2.3 demonstrates how XTE J1701−462 evolved smoothly through all subclasses of
low-magnetic-field NS-LMXBs during its outburst, and that the low-energy (2.0–2.9 keV)
count rate works well for tracking the secular changes (excluding HB and dipping FB ex-
cursions) and organizing the data into the selections shown in Fig. 2.3. At the highest
intensities, the source shows Cyg-like Z tracks (selections A and B), and selections D and E
show the tracks evolving to Sco-like ones, with the HB shortening and rotating clockwise,
and the FB growing in length and rotating counterclockwise; the track in selection D is
more Cyg-like, while the E track is more Sco-like. Selection F shows a typical Sco-like Z
track, very similar to that of GX 17+2. Moving further along the sequence of tracks the
HB disappears, and gradually the NB shortens and disappears as well. The FB shortens,
and can after the disappearance of the NB be identified with atoll soft-state flaring in the
UB, while the NB/FB vertex evolves into the LB. The flaring weakens and finally subsides,
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and as the intensity drops further, the source transitions to an atoll hard state and into
quiescence.
As mentioned before, the low-energy (2.0–2.9 keV) count rate closely tracks the secular
changes, and Hn10 interpret it as a proxy for a mass accretion rate, M˙—perhaps the one
from the outer accretion disk to the inner parts of the accretion flow. They note that the
spectral fits of Lin et al. (2009b) suggest that for most branches this low-energy count rate
is dominated by the accretion disk component in the spectra. As mentioned in Section 2.3,
not only do the selections in Fig. 2.3 represent an ordered sequence in terms of low-energy
count rate, but in general also in terms of maximum and average intensity (i.e., the 2–60
keV full-band count rate). Finally, we note again that the identifications of the Z and atoll
phases, and of the various branches/states, are in general supported by the observed timing
characteristics (Homan et al. 2007; Hn10; Sanna et al. 2010), detailed spectral analysis
(Lin et al. 2009b), thermonuclear burst behavior (Lin et al. 2009a), and radio observations
(Fender et al. 2007).
The spectral fitting results of Lin et al. (2009b) indicate that the secular evolution of
XTE J1701−462 is due to changes in mass accretion rate—they find that the M˙ inferred
from the accretion disk component in the spectra at the upper and lower vertices decreases
monotonically when moving left along the two vertex lines in the HID (the results of Lin
et al. 2009b will be discussed further in Section 2.8.5). Hn10 argue that the behavior of
XTE J1701−462 indicates that the differences between the NS-LMXB subclasses probably
arise primarily from differences in M˙ . Hn10 discuss other physical parameters that have
been suggested to be important to the Z/atoll phenomenology but reach the conclusion that
those cannot explain the observed changes in XTE J1701−462 and that transitions between
NS-LMXB subclasses in XTE J1701−462 are likely entirely driven by changes in M˙ . They
conclude, by extension, that other parameters are probably of relative unimportance to the
overall NS-LMXB phenomenology. As mentioned in Section 2.1, differences in the magnetic
field of the neutron star have been suggested to play an important role in the differences
between Cyg- and Sco-like Z sources (Psaltis et al. 1995), and between Z and atoll sources
(Hasinger & van der Klis 1989). Hn10 point out that diamagnetic screening (Cumming et al.
2001) seems to be the only viable way of changing the external magnetic field of a neutron
star on a short timescale. However, such screening would be expected to completely bury
the magnetic fields of Z sources due to their near-Eddington accretion, and can therefore not
explain differences between Cyg- and Sco-like sources. Hn10 also argue that diamagnetic
screening cannot explain XTE J1701−462’s transition to an atoll source, since the magnetic
field should already be buried after the Z phase of the outburst, and would therefore not be
expected to decay further; they furthermore point out that the timescale for the magnetic
field to re-emerge (103–104 yr; Cumming et al. 2001) is too long to explain the atoll phase
as the result of a higher magnetic field. Hn10 also exclude changes in viewing angle as
being able to explain the evolution of XTE J1701−462. The only way to get significant
changes in viewing angle on such a short timescale would be through a precessing accretion
disk, which in conjunction with varying amounts of absorption and/or anisotropies in X-ray
emission could lead to changes in the CD/HID. However, Hn10 argue that to explain the
observed sequence in time of the different subclasses would require a complex evolution
of the viewing angle, and that this could not explain the systematic disappearance of the
various Z branches. Finally, changes in neutron star mass and spin can be excluded as
contributing factors, since those changes will be entirely negligible during a single outburst.
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2.8.2 Cyg X-2, Cir X-1, and GX 13+1
In Section 2.4 we showed that CD/HID tracks for Cyg X-2 can be arranged in a sequence
similar to the one for XTE J1701−462. There are strong similarities between the two sources
in terms of the shapes of the tracks and their evolution. The upper and lower vertices follow
straight lines in the CDs and HIDs of Cyg X-2, similar to the XTE J1701−462 vertex lines,
and the tracks evolve from Cyg-like Z tracks at the higher intensities to Sco-like ones
(especially the one in Fig. 2.10, panel J) as the source moves to the left in the HID. The
most notable difference between the two sources is the FB, which rotates clockwise in the
Cyg X-2 diagrams (i.e., in the opposite sense to that seen for XTE J1701−462) and develops
some unique morphology—twisting counterclockwise around the lower vertex (panels F and
G), and showing strong kinks, with the intensity first increasing, then decreasing, and
subsequently increasing again (or even staying roughly constant) as the branch is ascended
(panels H–J). The low-energy count rate also seems to show very similar behavior in Cyg
X-2 as in XTE J1701−462, decreasing monotonically from panel A to L (see discussion
in Section 2.4.4). The track shapes and locations as well as the low-energy count rate
therefore evolve together along the sequence of tracks for Cyg X-2 and paint a consistent
picture with strong similarities to that of XTE J1701−462. Based on this, we hypothesize
that the secular evolution of Cyg X-2 is due to changes in mass accretion rate, and that M˙
decreases monotonically from panel A to L in Fig. 2.10.
In Section 2.5 we showed that Cir X-1 displays a variety of tracks with many similarities
to those of other Z sources, and that these can be arranged in a sequence analogous to
those of XTE J1701−462 and Cyg X-2. The source shows both Cyg-like Z tracks (Fig. 2.16,
panels A–G) and Sco-like ones (panel J), as well as atoll behavior, including transitions to
the hard state (panel L and Fig. 2.17). The Cir X-1 tracks do show more irregularity than
those of XTE J1701−462 and Cyg X-2: the locations of the upper and lower vertices do
not follow straight line paths as closely as in the case of the other two sources (especially
in the HID), and the relationship between location in the HID and the shape of the track
is not as tight, as manifested, e.g., in the location of the track in panel F compared to
those before and after (see further discussion in Sections 2.5.2 and 2.5.3). Cir X-1 seems to
be a more extreme and violent source than the other two, having often undergone periods
of intense luminosity swings as well as rapid secular motion associated with, presumably,
enhanced mass accretion during periastron passage (see, e.g., Fig. 2.14). We speculate that
this can cause the source to be more “off balance” compared to XTE J1701−462 and Cyg
X-2, where changes in mass accretion rate are perhaps typically more gradual, and the
accretion flow at any given time in more of a quasi-equilibrium state. This may explain
why more irregularity is seen in the secular evolution of Cir X-1. Despite this, there is still
a clear overall evolution depicted by the sequence in Fig. 2.16, and the global properties
are in line with those of XTE J1701−462 and Cyg X-2. As discussed in Section 2.5.4, the
low-energy count rate seems to show similar behavior to that in XTE J1701−462 and Cyg
X-2, further demonstrating the similarity of the sources. As for Cyg X-2, we hypothesize
that the secular evolution seen for Cir X-1 is similarly caused by changes in mass accretion
rate, and that M˙ decreases monotonically going from panel A to L in Fig. 2.16.
The CD/HID behavior of GX 13+1 is clearly quite different from that of the other
three sources discussed (and from that of any other source), especially in the HID, which
shows very broad tracks. However, as discussed in detail in Section 2.6, there are also clear
similarities, and the sequence of diagrams depicted in Fig. 2.21 illustrates definite patterns
in the evolution of the tracks, both in the CD and the HID. As for the other sources, a lower
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vertex (which we interpret as an NB/FB vertex) follows a straight line with a positive slope
in the CD, and as the source ascends this line the presumed FB becomes longer, straighter,
and rotates counterclockwise. Although the NB in the HID is very broad and quite irregular
in shape, it is oriented in the same way as for other Z sources (i.e., up and to the right),
and what we speculate represents an HB—based on its appearance in the CD—is oriented
up and to the left, as in other Z sources. Finally, the appearance and evolution of the FB
of GX 13+1 in the HID and SID shares similarities with the FB of Cyg X-2 during part
of its sequence (as discussed in Section 2.6.1). By analogy with XTE J1701−462 (and Cyg
X-2 and Cir X-1), we hypothesize that the secular evolution of GX 13+1 is also due to
changes in mass accretion rate, and that the sequence of tracks from panel A to panel F
in Fig. 2.21 represents a monotonic decrease in M˙ . We base this mainly on the fact that
in this sequence the source ascends the vertex line in the CD—as all other three sources
do—and in the process the FB evolves in a way similar to what is seen for XTE J1701−462
and Cir X-1. The behavior in the HID also provides some support for this conclusion about
the order of the tracks in terms of M˙ . Going from panel F to C the maximum intensity in
each track increases, and the intensity range covered by the tracks becomes wider; this is
also the general trend observed for the other three sources (see also further discussion of
this in Section 2.8.5). We attribute the fact that this trend does not extend to panels A and
B (although panel B is close) to incompleteness in those tracks—in the NB (and perhaps
HB) in both panels A and B, and also in the FB in panel A. However, we do note that the
lower vertex in the HID—whose position is admittedly not always very well defined—moves
towards higher intensities (i.e., to the right in the HID) going from panel A to F, which is
in contrast to the behavior of the other three sources. Overall, the behavior of GX 13+1 is
therefore somewhat ambiguous in comparison to XTE J1701−462, Cyg X-2, and Cir X-1,
but we conclude that overall the CD/HID behavior of the source is indicative of a Z source.
We stress that our hypotheses stated above—that the secular evolution in Cyg X-2,
Cir X-1, and GX 13+1 is due to changes in mass accretion rate, and that the sequences
of tracks we have constructed for these three sources represent a monotonic progression in
mass accretion rate—need to be tested with spectral fits. While such a test is beyond the
scope of this paper, we intend to pursue this in a future publication.
It is also worth emphasizing that the observed CD/HID evolution of XTE J1701−462
during its outburst—so clearly laid out by Hn10—was a key factor in allowing us to under-
stand the behavior of Cyg X-2 and Cir X-1, as well as (but to a somewhat lesser extent) GX
13+1. The combined CDs/HIDs of these three sources (Figs. 2.8, 2.13, and 2.19) are a com-
plicated mess of overlapping track segments with varying shapes and locations. Following
the data sets in time shows the sources mostly jumping erratically around the diagrams,
usually only tracing out rather short partial tracks segments, with the tracks sometimes
shifting significantly on the timescale over which a source is observed. The sequence of
tracks for XTE J1701−462 (Fig. 2.3) provided valuable insight into NS-LMXB secular evo-
lution, without which it would in general have been much harder to piece together complete
tracks for the other sources and relate those tracks to each other in terms of a secular
progression.
2.8.3 Z Source Ranking
We have shown that Cyg X-2 and Cir X-1—and to some extent GX 13+1—show secular
evolution whose overall properties are very similar to those of XTE J1701−462. In particu-
lar, Cyg X-2 and Cir X-1 both evolve between showing Cyg-like and Sco-like Z tracks, and
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also show tracks intermediate between Sco-like Z sources and atolls. Furthermore, Cir X-1
shows what is likely soft-state atoll flaring over a range of intensities, and we report on the
first clear transitions of the source from an atoll soft state to a hard state (some indications
of atoll behavior were reported by Oosterbroek et al. 1995, but no clear transition was seen).
These results significantly strengthen the case for the behavior of XTE J1701−462 being
representative of the entire class of low-magnetic-field NS-LMXBs, as suggested by Hn10.
Using the secular evolution sequences of XTE J1701−462, Cyg X-2, and Cir X-1, we now
present a ranking of all the sources in our sample based on their CD/HID morphology—i.e.,
we assign to each source a range along the full span of NS-LMXB behavior from extreme
Cyg-like tracks to quiescence, as illustrated by the sequences of CD/HID tracks for XTE
J1701−462, Cyg X-2, and Cir X-1. This ranking is presented in a graphical form in Fig. 2.34.
Later in this section, we will discuss in detail the part of the plot containing the Z sources
(i.e., the 10 leftmost sources); the atoll part of the plot will be discussed in Section 2.8.4. An
underlying motive for creating this ranking is our speculation that this represents a rough
ranking in terms of the relative ranges in mass accretion rate experienced by the sources.
This speculation leads directly from the fact that the CD/HID evolution of XTE J1701−462
has been shown to be driven by changes in mass accretion rate, and from our hypothesis
that the secular evolution of Cyg X-2, Cir X-1, and GX 13+1 is similarly due to changes
in M˙ . In Fig. 2.34 each source is represented by a vertical bar which indicates the range
in CD/HID morphology displayed by the source relative to the other sources. The vertical
axis is labeled on the left with some descriptive terms for the appearance of the CD/HID
tracks. Our speculation that Fig. 2.34 represents a rough mass accretion rate ranking of
the sources in our sample rests on two related presumptions (which are supported by the
observed behavior of XTE J1701−462 as well as that of Cyg X-2, Cir X-1, and GX 13+1):
(1) secular evolution in NS-LMXBs in general arises from changes in M˙ ; (2) differences
in CD/HID morphology among NS-LMXBs are primarily due to differences in M˙ , and
other factors are of relative unimportance. In this scenario, the upper/lower boundary of
the bar for a given source in Fig. 2.34 represents the maximum/minimum mass accretion
rate experienced by the source relative to the maximum/minimum rates for other sources
displayed. We emphasize that this plot is meant to be interpreted in purely relative terms,
and that position in the vertical direction is not meant to scale in any quantitative fashion
with the actual value af the mass accretion rate.
In determining the relative ranges for the 10 sources in our sample which show Z charac-
teristics, we use the secular evolution sequences of XTE J1701−462, Cyg X-2, and Cir X-1
as templates to which we compare the other sources. XTE J1701−462—with its gradual
evolution and close monitoring with RXTE throughout most if its outburst—provides the
clearest template, but Cyg X-2 and Cir X-1 also provide valuable information. However,
the individual tracks in the sequences for those latter two sources tend to suffer more from
incompleteness. Cir X-1 also shows more irregularity in behavior than the other sources,
and there is some uncertainty associated with the fact that the sequence for Cyg X-2 re-
lies to some extent on combining data from various times throughout the RXTE mission
(although we believe we have provided strong justification for the overall validity of this
method; see Sections 2.4.2 and 2.4.4). There are a few key characteristics of these sequences
that underlie our ranking: (1) Cyg-like Z tracks appear earlier in a sequence (i.e., corre-
spond to a higher location in Fig. 2.34) than Sco-like ones; (2) progressing forward (i.e.,
from earlier to later panels) in a sequence, first the HB and then the NB gradually shorten
and disappear (this is especially clearly demonstrated by the XTE J1701−462 sequence);
(3) moving toward the earliest panels in a sequence, the Cyg-like Z tracks gradually become
126
F
ig
u
re
2
.3
4
.
S
ch
em
a
ti
c
p
lo
t
in
d
ic
a
ti
n
g
th
e
re
la
ti
ve
ra
n
ge
s
in
C
D
/H
ID
m
or
p
h
ol
og
y
ex
h
ib
it
ed
b
y
th
e
41
N
S
-L
M
X
B
s
in
ou
r
sa
m
p
le
.
O
n
th
e
ve
rt
ic
a
l
a
x
is
ar
e
in
d
ic
a
te
d
va
ri
o
u
s
st
at
es
/s
h
ap
es
of
th
e
C
D
/H
ID
.
W
e
sp
ec
u
la
te
th
at
th
is
p
lo
t
al
so
re
p
re
se
n
ts
a
ro
u
gh
ra
n
k
in
g
in
te
rm
s
o
f
th
e
re
la
ti
ve
ra
n
g
es
in
m
a
ss
ac
cr
et
io
n
ra
te
ex
p
er
ie
n
ce
d
b
y
th
e
so
u
rc
es
,
w
it
h
th
e
ac
cr
et
io
n
ra
te
in
cr
ea
si
n
g
u
p
w
ar
d
.
T
h
e
le
n
gt
h
s
an
d
p
la
ce
m
en
ts
of
th
e
ve
rt
ic
a
l
b
a
rs
a
re
n
o
t
m
ea
n
t
to
in
d
ic
at
e
an
y
q
u
an
ti
ta
ti
ve
m
ea
su
re
of
th
e
ac
cr
et
io
n
ra
te
;
th
e
u
p
p
er
/l
ow
er
b
ou
n
d
ar
ie
s
of
th
e
b
ar
s
a
re
si
m
p
ly
to
b
e
v
ie
w
ed
a
s
a
p
os
si
b
le
re
la
ti
ve
ra
n
k
in
g
of
th
e
m
ax
im
u
m
/m
in
im
u
m
m
as
s
ac
cr
et
io
n
ra
te
co
m
p
ar
ed
to
ot
h
er
so
u
rc
es
.
127
flatter and the intensity swings on all three branches—especially the NB and HB—become
stronger; (4) the FB is initially (i.e., in the earliest panels) oriented to the left in the HID
(i.e., it is a pure dipping FB), and progressing forward, the FB rotates (counterclockwise in
XTE J1701−462 and Cir X-1, and clockwise in Cyg X-2) and gradually becomes a “proper”
Sco-like FB.
We define GX 17+2 as having what we refer to in Fig. 2.34 as a “full Sco-like Z” track.
The other three Sco-like Z sources have shorter HBs; given point (2) above, we therefore
place them lower in our plot. Sco X-1 seems to have a longer HB than GX 349+2 and
LMC X-2, but a shorter one than GX 17+2, and we therefore place it at an intermediate
position between these other sources. We do not distinguish between GX 349+2 and LMC
X-2. The small but finite width of the bars for these four sources reflects the fact that they
show small but definite secular shifts, which we presume are due to changes in M˙ .
Similarly, we define GX 5−1 as having what we refer to in our plot as a “full Cyg-like Z”
track. We rank GX 340+0 slightly lower based on the fact that it has a shorter HB upturn,
and on the assumption that the pattern of the HB shortening when progressing forward in
a sequence also applies to the upturn. We note, however, that it is not at all clear from
the sequences of XTE J1701−462, Cyg X-2, Cir X-1 that this is the case. In particular,
the track in selection B for XTE J1701−462 shows a longer HB upturn than the track in
selection A (Fig. 2.3). However, this may well be the result of incompleteness in the track
in selection A, which has less than half the amount of data that selection B has, and clearly
has a gap in the HB just before and around the start of the HB upturn. It is also hard to
draw any conclusions about the behavior of the HB upturn from the Cyg X-2 and Cir X-1
sequences, where incompleteness is likely also a factor.
A few factors indicate that the upper boundary for XTE J1701−462 should be placed
higher than GX 5−1 and GX 340+0 in Fig. 2.34. The strongest indication comes from the
orientation of the FB in selections A and B, but the flatness of the HB (especially apparent
in the CD) and the convex shape of the NB also suggest this. Based on the evolution of
all three branches in XTE J1701−462 we speculate that GX 5−1 and GX 340+0 roughly
correspond to selection C for XTE J1701−462, or are intermediate between selections B
and C; however, the highly incomplete nature of the track in selection C and the gap in the
sequence between selections B and C (as, e.g., illustrated by Fig. 2.6) make it hard to draw
definite conclusions. In Fig. 2.34 we refer to CD/HID behavior ranked higher than GX 5−1
as “extreme Z behavior” (which we speculate indicates higher M˙ than in GX 5−1). After the
end of the 2006–2007 outburst, XTE J1701−462 went into quiescence (LX . 1034 erg s−1)—
as will be discussed in detail in Chapters 3 and 4—and this is indicated in our ranking plot
by the bar extending to the bottom of the plot.
The tracks in the earliest panels in the Cyg X-2 sequences (Figs. 2.9 and 2.10) are
very similar to the one in XTE J1701−462 selection A, but we speculate that the upper
boundary for Cyg X-2 should be ranked somewhat higher than that of XTE J1701−462 in
Fig. 2.34. We base this on the fact that the highest-ranking track for Cyg X-2 (panel A in
Fig. 2.9, but note also panel A in Fig. 2.10) shows more NB curvature than the track in
XTE J1701−462 selection A, and also seems somewhat flatter (especially the FB, although
the unique FB behavior of Cyg X-2 makes it questionable to compare the sources based
on this branch). Although the track in the last panel in the Cyg X-2 sequence (panel L in
Figs. 2.9 and 2.10) does not show signs of an NB, there is a track segment in the Cyg X-2
data set that seems to be an NB portion for a track slightly further up the lower vertex
line (as mentioned in Section 2.4.3). The fact that the upper and lower vertex lines have
not converged yet at the location of the lower vertex in panel L also suggests the presence
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of an NB at these count rates (judging from the behavior of XTE J1701−462). Therefore,
we place the lower boundary for Cyg X-2 in our ranking plot above the line marking the
disappearance of the NB.
The shape of the track in panel A in the Cir X-1 sequence (Fig. 2.16) indicates that
the upper boundary for Cir X-1 should be ranked considerably higher than those of XTE
J1701−462 and Cyg X-2. The intensity swings are much greater for Cir X-1—the largest
ratio between the highest and lowest intensities in a single track exceeds 8, while the largest
ratios seen for XTE J1701−462 and Cyg X-2 are less than 4. (The ratio is slightly higher
for Cyg X-2 than XTE J1701−462; we also note that the ratios for GX 5−1 and GX
340+0 are both '1.9.) The highest-ranking Cir X-1 track is also much flatter than those
of XTE J1701−462 and Cyg X-2, and the HB has evolved to the point of actually pointing
down from the upper vertex. Cir X-1 thus shows particularly extreme Z behavior, which
we speculate indicates especially high mass accretion rates—higher than in any other NS-
LMXB. As mentioned in Section 2.5, Cir X-1 has also been observed to reach very low
fluxes (corresponding to a luminosity of perhaps ∼1035 erg s−1), but probably not complete
quiescence; this is indicated by the lower boundary of the bar for Cir X-1 in Fig. 2.34.
Due to the very different behavior of GX 13+1 compared to other sources, it is hard to
place it in our ranking scheme. The track that we conclude should be ranked lowest (panel
L in Fig. 2.20 and panel F in Fig. 2.21) resembles most (in the CD) the tracks in XTE
J1701−462 selection G and Cyg X-2 panel K (in Fig. 2.9). The fact that what we interpret
as an NB in the CD is still present in the lowest-ranking track leads us to place the lower
boundary for GX 13+1 above the line indicating the disappearance of the NB in Fig 2.34.
Furthermore, the NB in this track is longer than observed for Cyg X-2 in its lowest-ranking
tracks, and so GX 13+1 does not extend as far down as Cyg X-2. Where to place the upper
boundary is even less clear. Based on the evolution of the FB when going toward earlier
panels in the GX 13+1 sequence, we place the boundary above the Sco-like Z sources, to
whom the tracks in panels D and E (Fig. 2.21) are most similar (although the shape of the
suggested HB in those tracks is more similar to the Cyg-like Z sources). Without having
much to go by, we place the upper boundary slightly below the Cyg-like Z sources. The
placement of GX 13+1 in the ranking plot is obviously highly speculative and uncertain.
2.8.4 Atoll Ranking
We also wish to incorporate the atoll sources in our sample in the ranking plot in Fig. 2.34.
Since XTE J1701−462, Cyg X-2, and Cir X-1 have mostly been observed in the Z source
regime, they provide less guidance for ranking the atolls. Atoll sources (both as a class and
individual sources) cover a much wider range in luminosity than Z sources, indicating that
changes in mass accretion rate are very likely to be an important factor in driving motion
along the atoll track (with M˙ overall increasing from the EIS to the UB); spectral fitting to
atoll data has provided support for this (e.g., Lin et al. 2007; see also Done et al. 2007). In
our ranking plot we indicate the hard state, a nonflaring soft state (corresponding mostly to
the LB), and a flaring soft state (corresponding mostly to the UB) in order of successively
higher ranking (and, we speculate, in order of increasing M˙ as well). A single vertical line
indicates the hard/soft transition. We note that this suggests a much simpler picture than
is likely to be the case. Many of the atoll sources in our sample show considerable overlap
in intensity between the hard and soft states, and this should translate into an even larger
overlap in luminosity, given the harder spectra in the hard state. Indeed, Linares (2009),
who studied a sample of nine atoll sources, found that hard states can have luminosities as
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high as ∼15% of LEdd, and that luminosities as low as ∼1% LEdd are seen in the soft state.
The hard and soft states are therefore likely to overlap considerably in M˙ as well. As we
mentioned in Section 2.7.3, hard/soft transitions can take place at varying intensity levels
in the same source; Linares (2009) found that transition luminosities differ by over an order
of magnitude among the different sources studied, but that any single transition usually
occurs at a fairly constant luminosity. Transitions therefore probably take place at various
mass accretion rate values, although it is unclear whether M˙ changes during a transition.
Representing the transition by a single horizontal line in our ranking plot is therefore a
simplification of a likely more complicated situation. However, all the transitional atoll
sources in our sample reach significantly higher intensities (and then presumably higher
accretion rates) in the soft state than the hard one, and therefore it is probably not relevant
to our ranking scheme that the picture of nonoverlapping hard and soft states separated by
a transition at a single M˙ value is a simplified one; there is likely no hard-state-only source
in our sample that reaches a higher M˙ than any of the transitional sources.
The “complete atoll track” of XTE J1701−462, shown in Fig. 2.5 and discussed in
Section 2.3.3, provides the main point of comparison between the atoll sources in our sample
and XTE J1701−462. Among the atolls, 4U 1608−52 seems to show the most feature-rich
HID and have the largest dynamic range in behavior, going from quiescence to extreme
flaring in the UB. The flaring covers a particularly large fractional range in intensity, with
individual flaring tracks showing a clear gradual progression from relatively short, straight,
and steep tracks at the lower intensities to increasing amplitudes (both in terms of color and
intensity change) and curvature as the intensity increases. This is an overall trend that is
seen (albeit often less clearly) in many of the other sources. We therefore treat 4U 1608−52
as something of a template to which we compare other less “complete” atolls.
For ranking the transitional atolls, we make the assumption that the sources that show
some flaring in the soft state and form a UB (sources in Fig. 2.27 and 2.28) in general reach
higher accretion rates than those that show no flaring (sources in Fig. 2.29). We base this
assumption on two main observations: (1) as XTE J1701−462 descended into quiescence
during the final phase of its outburst (as M˙ presumably gradually decreased), the flaring
abruptly subsided at a certain point, and the intensity continued to decrease after that
for some time before the source made a transition to the hard state (likewise, in the ∼2
weeks preceding the decay during which it traced out the atoll track shown in panel L in
Fig. 2.16 and displayed in black in Fig. 2.17, Cir X-1 was observed to undergo flaring at
progressively lower intensities); (2) all the transitional atolls that show flaring also display
a range of intensity values at the low-intensity end in the soft state over which no flaring is
present. We furthermore speculate that the lowest M˙ at which flaring is displayed is similar
for all sources, and as a result, in Fig. 2.34 we rank all the flaring sources as reaching
higher maximum M˙ than those that show no flaring. This last assumption is admittedly
an uncertain one, and it is quite possible that there is some overlap between the maximum
M˙ of the flaring and nonflaring sources. However, we feel it is reasonable to at least expect
that flaring sources typically reach higher intensities than nonflaring ones.
To rank the flaring sources internally in terms of maximum M˙ , we mainly explored
two potential methods. One was to use the ratio of the maximum observed intensity to
the intensity at which the source transitions between the soft and hard states; we mostly
considered the soft-to-hard transition, for which there seems to be less variation in intensity
between individual transitions of a given source than for the reverse transition. However,
for many sources, there still seems to be considerable variability in intensity between dif-
ferent instances of soft-to-hard transitions, and the intensity of a given transition is often
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not particularly well defined—both because the intensity changes during a transition and
because the rapid transitions are often not particularly well covered by the available data.
We therefore concluded that this was not a suitable method. Instead, we found it more
natural to build on our assumption of flaring commencing at a similar M˙ level in different
sources, and use the ratio of the maximum intensity observed to the lowest flaring intensity
(i.e., the fractional length of the flaring region in the HID) as a relative measure of the
maximum M˙ . However, it is often not straightforward to identify the approximate lowest
intensity at which flaring occurs by simple visual inspection of the HID, since data points
from the last stages of hard-to-soft transitions can be mistaken for flaring (e.g., 4U 1636−53
and 1E 1724−3045). To identify the data points that belong to flaring tracks in the HID,
we take advantage of the fact that flaring is associated with movement toward higher hard
and soft color in the CD upper banana, whereas hard/soft transitions are associated with
movement in the CD lower banana and island state. Fig. 2.35 illustrates for 4U 1636−53
the method we use to identify the extent of flaring in the HID. At the soft color value at
which the upper edge of the banana branch reaches a minimum in the CD (as judged by
visual inspection), we draw a vertical line separating banana branch points on the right and
left of this minimum. In the HID, we overplot the data points to the right of this vertical
line in the CD in a different color (blue in Fig. 2.35) from those to the left of the line. We
then estimate the approximate intensity at which the source starts to exhibit flaring based
on data points with hard color above the minimum of the banana upper edge in the CD
(this hard color limit is indicated with a solid line in Fig. 2.35). We feel that this is a fairly
robust method of determining the approximate lower boundary of the HID flaring region,
although we acknowledge that it is obviously somewhat subjective. We also note that there
is much more uncertainty in the actual lowest flaring intensities for sources with relatively
limited amounts of data in the RXTE archive (e.g., those in panels F–I in Fig. 2.28) than
those with more extensive coverage (e.g., those in panels A–E), since the former are more
likely to have experienced flaring at significantly lower intensities than has actually been
observed. These sources are therefore more likely to be skewed toward a lower relative
ranking than they would have received with more complete coverage. An additional related
issue concerns some of the soft-state-only sources in Fig. 2.27, in particular GX 9+9, GX
9+1, and GX 3+1: since the diagrams of these sources consist almost entirely of the UB,
they may well never have been observed at mass accretion rates low enough for the flaring
to cease, in which case we underestimate the relative ranking of their maximum M˙ . 4U
1608−52 has by far the longest relative flaring range, and we assume that it is close to
developing an NB (see further discussion below); this is reflected by the placement of the
upper boundary of its bar in the ranking plot. For the other flaring sources, the height of
the bar from the flaring/nonflaring dividing line is determined by simply scaling it to the
height for 4U 1608−52 based on the relative values of the maximum-to-minimum flaring
intensity ratios.
Six of the flaring atolls are transients, as indicated by the lower boundary of their bars
in the ranking plot. We note that it is not always completely clear from our atoll HIDs
(for both transitional and hard-state-only sources) whether sources are transients or not,
and in general we also consult the literature regarding this rather than relying solely on our
diagrams. Some persistent sources reach very low PCA count rates—e.g., 4U 0513−40 and
2S 0918−549 (see Fig. 2.30, and note that, as mentioned in Section 2.2.5, we do not show
data points corresponding to intensities less than 5 counts s−1 PCU−1)—and some transients
have not been followed all the way down to quiescence with pointed RXTE observations—
e.g., KS 1731−260. For the nontransient flaring atolls, the lower boundaries in Fig. 2.34
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Figure 2.35. CD/HID for 4U 1636−53 illustrating our method for estimating the intensity
range over which soft-state flaring is present. The left vertical line in the HID corresponds
to the intensity below which there are negligible indications of flaring, and the right vertical
line corresponds to the maximum intensity exhibited by the source. The placement of the
left vertical line is based mainly on data points located above the horizontal solid line. See
the text for further details.
are ranked based on approximately how far (in relative terms) into the nonflaring soft state
or the hard state these sources seem have descended, judging by the appearance of the
CD/HID. For example, we conclude that GX 9+9 likely still displays flaring at its lowest
accretion rates, but speculate that GX 3+1, GX 9+1, and Ser X-1 do not; 4U 1735−44
clearly comes much closer to transitioning to the hard state than the other soft-state-only
sources. Although not a transient, 4U 1705−44 seems to have descended significantly further
into the hard state than 4U 1636−53 and 4U 1820−30.
We divide the nonflaring transitional atolls (Fig. 2.29) into two groups of maximum
accretion rate based on how far into the soft state the sources seem to reach in the HID
and how “fully formed” the LB is in the CD, but we do not see a basis for making a finer
distinction between these sources in terms of their upper boundaries in our ranking scheme.
The only transient among these seven sources is the AMXP HETE J1900.1−2455; in terms
of minimum M˙ , we likewise only divide the remaining six sources into two groups based
on how far into the hard state they seem to descend in the CD/HID. We do not make a
distinction between the lower of these two groups and 4U 1735−44, but we do conclude
that the higher group likely reaches lower minimum M˙ than 4U 1636−53 and 4U 1820−30.
Obviously, these divisions are highly speculative and subjective.
The CDs/HIDs of the nine hard-state atolls are mostly featureless and do not allow us to
make much distinction between the sources in terms of relative rankings (see Figs. 2.31 and
2.33). We therefore place the upper boundaries for these sources all at the same height; this
reflects our ignorance about the relative maximum M˙ values of these sources and should
not be taken as a suggestion that these sources all reach very similar maximum accretion
rates. Only two of these nine sources are persistent; the ratio between the maximum and
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minimum intensities for GS 1826−238 is ∼2, while for 4U 1812−12 it is ∼1.5. Assuming
that M˙ scales roughly with the observed intensity we therefore represent GS 1826−238 with
a longer bar than 4U 1812−12.
As is evident from Fig. 2.34, 4U 1608−52 displays by far the largest relative intensity
range of flaring in the HID; the ratio of maximum to minimum flaring intensities is '5.7 (for
Aql X-1 this ratio is '3.5). However, even the most extreme flaring tracks of 4U 1608−52,
at the highest intensities, do not show signs of an NB. In contrast, the ratio of maximum to
minimum flaring intensities in the atoll track of XTE J1701−462 in Fig. 2.5 is only '2.5—at
higher intensities, an NB starts becoming visible. The fact that XTE J1701−462 and Cir X-
1 seem to be able to transition from Z source to atoll source behavior as a result of changes
in M˙ suggests that the atoll sources should be able to enter the Z regime and develop an NB
if they were to reach high enough accretion rates. Indeed, such a transition may have been
observed. In 1998, RXTE observed a ∼2–3 month outburst from the X-ray transient XTE
J1806−246, during which the source traced out an atoll-like track and seemingly displayed
soft-state flaring at the higher intensities; the observed timing behavior along the track
was consistent with typical atoll behavior (Wijnands & van der Klis 1999). However, in a
single observation at the peak of the outburst, the source showed different behavior, tracing
out a two-branched structure in the CD (which was shifted toward lower soft and hard
color with respect to the high-intensity part of the atoll track) and displaying a 7–14 Hz
QPO; Wijnands & van der Klis (1999) suggest that this structure can be identified as a
(partial) NB/FB track, and the QPO as an NBO/FBO. Unfortunately, the outburst was
poorly covered by RXTE (only ∼30 ks of PCA data from the ∼2–3 month outburst, hence
the source was not included in our sample), and the behavior of the source in the CD/HID
cannot be constrained particularly well, especially during the short potential Z phase. No
further outbursts have been observed from the source since. Nevertheless, the data strongly
suggest an atoll source transitioning into the Z regime as the mass accretion rate reaches a
high enough value. It is therefore perhaps somewhat surprising that 4U 1608−52 can show
flaring over such an enormous dynamic range without starting to show Z characteristics in
the CD/HID at the high-intensity end.
The XTE J1701−462 atoll track in Fig. 2.5 was formed during a descent into quiescence
as the mass accretion rate presumably decreased monotonically. The CD/HID behavior may
well be different when the source enters an outburst and the mass accretion rate gradually
increases, presumably bringing the source through an atoll phase and into a Z phase. As
discussed before, atoll sources often show hysteresis in their hard/soft state transitions,
persisting in their hard state as the intensity increases, and transitioning to the soft state
at significantly higher luminosity (and presumably higher M˙) than during the transition
back to the hard state. This effect is particularly strong in the transients 4U 1608−52 and
Aql X-1 (e.g., Gladstone et al. 2007). We speculate that a similar effect may be at work
in the atoll/Z transition—as here defined by the (dis)appearance of an NB—i.e., that the
mass accretion rate at which an NB starts to develop as M˙ increases is higher than the
value at which the NB finally disappears as a source descends (with decreasing M˙) from the
Z into the atoll regime. This could explain the relative shortness of the flaring region in the
XTE J1701−462 atoll track compared to that of 4U 1608−52 and some of the other atolls.
Another thing that may contribute to this discrepancy is the limited sampling for XTE
J1701−462. Although the coverage of the source during its descent into quiescence was
good, it was by no means perfect; more importantly, though, only one outburst has been
observed for XTE J1701−462, and it is certainly not implausible that individual outbursts of
the source can show significant differences in behavior, with flaring commencing/subsiding
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at different intensity values in different outbursts. 4U 1608−52 and other atolls in our
sample have been observed to go through multiple outbursts, and the observed behavior
seems to vary significantly—within single sources—between different outbursts (although
gaps in coverage can be an issue in some cases here as well).
In connection with XTE J1806−246, we note here that in October 2010 a transient source
in the globular cluster Terzan 5 (IGR J17480−2446) entered a ∼2 month outburst, during
the brightest period of which the source showed clear Z source characteristics (Altamirano
et al. 2010). However, since we did not consider data that recent for the analysis presented
in this paper, we do not discuss this source.
2.8.5 Further Discussion
As touched upon in Section 1.5.2.3, Lin et al. (2007) analyze multiple outbursts of 4U
1608−52 and Aql X-1, and test several different spectral models for the hard and soft states
against certain desirability criteria. They find that none of the classic two-component
models (Eastern/Western and variations thereof) perform well in the soft state, and favor a
three-component model consisting of a blackbody component (representing emission from
the boundary layer), a multicolor disk blackbody (MCD), and a constrained broken-power-
law component (representing Comptonization). Lin et al. (2009b) apply this model to the
outburst of XTE J1701−462. The results of their spectral fits indicate that the observed
evolution between the different NS-LMXB subclasses is a result of changes in M˙ . Their
fits also suggest that M˙ remains roughly constant (with changes .10%) along the Z track
during Sco-like stages of the outburst. During both Cyg- and Sco-like Z stages the inner
accretion disk radius (as inferred from the MCD component) is truncated at a larger value
than during the final atoll stage, and they attribute this to radiation pressure effects due
to the local Eddington limit being reached at the inner edge of the disc. The Sco-like FB
is traced out as the radius temporarily shrinks back to its atoll stage value at constant
M˙ , perhaps due to an instability in the accretion flow. Lin et al. (2009b) conclude that
the Sco-like HB is traced out at approximately constant M˙ as a portion of the flux from
the accretion disk is converted through Comptonization into a hard spectral component.
They find that the spectral evolution is faster along the NB than around the NB/FB and
HB/NB vertices, suggesting that the vertices correspond to more stable configurations of
the accretion flow, and they speculate that the upper and lower vertices correspond to slim
and standard thin discs, respectively. Lin et al. (2009b) find their results for the Cyg-like
stages of the outburst harder to interpret physically, but see indications for the Cyg-like
HB upturn having a similar nature as the Sco-like HB; they are unable to successfully fit
spectra from the Cyg-like dipping FB with their model. More recently, the same authors
have performed a spectral analysis of RXTE data from the Sco-like Z source GX 17+2, and
they obtain results consistent with those from the Sco-like stages of the XTE J1701−462
outburst (D. Lin et al. 2011, in preparation). We note that Ba lucin´ska-Church et al. (2011)
report on one-day multiwavelength observations of Cyg X-2, during which the source showed
dipping behavior in the vicinity of the lower vertex. They conclude that the dipping arises
from progressive covering of Comptonized emission from an extended ADC while blackbody
emission from the neutron star is unaffected.
In a recent paper, Ding et al. (2011) also analyze spectra along both a Cyg-like and
a Sco-like track from the XTE J1701−462 outburst. Their results are to a large extent
consistent with those of Lin et al. (2009b), including the conclusion that the evolution from
a Cyg-like to a Sco-like Z track is driven by a decrease in mass accretion rate. However,
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they do not conclude that the accretion rate is constant along the Z tracks, but rather that
correlated changes in disc accretion rate and inner radius take place along them, which
they interpret as being the result of an interaction between a radiation-pressure-dominated
accretion disk and the magnetosphere of the neutron star. They speculate that the magnetic
field of the neutron star in XTE J1701−462 lies between that of normal Z and atoll sources,
with the latter typically having lower fields. They further speculate that the mass accretion
rate at which a source transitions between Z and atoll behavior depends on the value of the
magnetic field (with a higher field strength corresponding to lower transition M˙). Such a
scenario would obviously undermine our ability to draw conclusions about the relative mass
accretion rates of sources solely based on their CD/HID morphology.
As discussed in Section 2.3, the secular progression of XTE J1701−462 shows the HB,
NB, and FB gradually disappearing in turn as the CD/HID tracks evolve from a Cyg-like Z
at one extreme to hard-state atoll at the other. As mentioned by Hn10, this indicates that
the NB and HB represent physical states of the accretion flow only accessible at successively
higher M˙ . This is also implied by the results from the spectral fits of Lin et al. (2009b), and
reflected in their suggestion that the upper vertex corresponds to a slim disc accretion flow
(thought to be associated with higher accretion rates; e.g., Fukue 2004) and the HB and
NB to instabilites related to it. The secular progression we observe for Cyg X-2 and Cir X-1
in both cases indicates (albeit somewhat less clearly) a similar systematic disappearance
of the Z branches. Furthermore, XTE J1701−462, Cyg X-2, and in particular Cir X-1
clearly demonstrate a systematic increase in the amplitudes of the intensity swings along
the three Z branches when going toward earlier panels in their track sequences. This suggests
that the accretion flow becomes increasingly unstable at the highest mass accretion rates,
perhaps due to feedback arising from strong radiation pressure effects at super-Eddington
mass accretion. The unstable nature of the accretion flow as these extreme Cyg-like tracks
are being traced out is furthermore suggested by how rapidly the sources move along the
branches. This is most clearly demonstrated by Cir X-1, which we see varying in intensity
by more than a factor of 8 (going from the tip of the dipping FB to the upper vertex) in
∼30 minutes. Making these most extreme variations in intensity exhibited by Cir X-1 (see
panel A in Fig. 2.16) even more striking is the fact that they are associated with very small
changes in the absolute color values compared to less extreme tracks (although we note that
there is a substantial fractional change in the hard color).
One of the two main goals of this paper is to construct a proposed relative mass ac-
cretion rate ranking of NS-LMXBs based only on the morphology of their CDs/HIDs—i.e.,
independent of any considerations of absolute intensity values, distances, viewing angles,
etc. Our ranking rests on the presumption that differences in M˙ are the primary factor
underlying differences between sources in their CD/HID morphology, although secondary
factors (e.g., neutron star magnetic field, absorption, viewing angle) may influence the
CDs/HIDs to a lesser extent. Our proposed ranking scheme (and thereby this main pre-
sumption underlying it) needs to be tested by confronting it with the results of spectral
fits and the best available information in the literature on source distances, viewing angles,
absorption columns, and other relevant parameters. Although it is beyond the scope of this
paper, we intend to pursue this issue in a future publication; we will also investigate to
what extent the timing properties of the sources show a gradual evolution in accordance
with our track sequences and ranking scheme. However, we acknowledge that with the large
present-day uncertainties in the relevant parameters for many (if not most) systems, as well
as in the appropriate spectral models for NS-LMXBs (and their physical interpretation),
it may not be possible to draw definitive conclusions about the veracity of our proposed
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ranking. Specifically, uncertainties in source distances still plague X-ray binary research,
although there is some hope that, e.g., radio parallax measurements will in the near future
ameliorate the situation to some extent.
2.9 Summary
We have presented a study of the CDs and HIDs of a large number of NS-LMXBs, using
all available data from the RXTE PCA. Two main factors motivated us to undertake this
study. First, it was recently shown that during its 2006–2007 outburst, the super-Eddington
neutron star transient XTE J1701−462 evolved through all subtypes of NS-LMXBs as a
result of changes in a single physical parameter—the mass accretion rate—and this has
shed new light on the long-standing problem of what factors underlie the differences in
properties between the various NS-LMXB subclasses (Lin et al. 2009b; Hn10). Second,
after '15 years of RXTE operations, the PCA archive contains a vast amount of data on
Galactic NS-LMXBs; for the purposes of studying their CD/HID behavior, this data set is
for most sources greatly superior to that of any other existing or previous X-ray mission.
The work presented in this paper has two main goals. One is to study in detail the
CD/HID behavior of three NS-LMXBs which show complicated secular evolution—Cyg X-2,
Cir X-1, and GX 13+1—and compare the observed behavior to that of XTE J1701−462.
No comprehensive study of the CD/HID behavior of these sources—using most or all of
the currently available RXTE data—has been performed. Moreover, the recent results on
XTE J1701−462 provide new incentive to take a closer look at these sources. With the
analysis presented in this paper, we have been able to gain a much better understanding of
the secular behavior of these three sources. We have created sequences of CD/HID tracks—
in many cases carefully piecing together data obtained throughout the RXTE mission to
construct more complete individual tracks than otherwise available—that demonstrate the
secular progression in the track morphologies and locations. In the case of Cir X-1, this
analysis had to be preceded by the filtering out of data affected by intrinsic absorption,
which otherwise strongly influence the appearance of the CD/HID. We have described in
detail the evolution in the shape, location, and orientation of the various branches of the
tracks and compared the behavior of all four sources: XTE J1701−462, Cyg X-2, Cir X-1,
and GX 13+1. We find that Cyg X-2 and Cir X-1 in particular show strong similarities in
their secular behavior to XTE J1701−462, with both sources displaying evolution between
Cyg- and Sco-like Z tracks. Cir X-1 can show especially extreme versions of Cyg-like tracks.
We also, for the first time, see clear transitions in the CD/HID from the atoll soft to hard
state for Cir X-1. GX 13+1 shows CD/HID behavior that is in many ways unique and
peculiar, but we find that it also displays similarities to XTE J1701−462, Cyg X-2, and
Cir X-1, and overall we conclude that its CD/HID properties are indicative of a Z source.
Based on similarities to XTE J1701−462, we hypothesize that the secular evolution of Cyg
X-2, Cir X-1, and GX 13+1—illustrated by the sequences of tracks we have constructed—is
due to changes in the mass accretion rate of the sources.
The fact that Cyg X-2 and Cir X-1 show evolution between different NS-LMXB sub-
classes similar to that observed for XTE J1701−462 lends support to the suggestion of Hn10
that the behavior of XTE J1701−462 is representative of the entire class of NS-LMXBs,
and that the existence of different subclasses can be understood to arise primarily from
differences in the mass accretion rate of the sources. The second goal of this paper is to
build on the results for XTE J1701−462 and the three other sources studied in detail and
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compare to those the CDs/HIDs of a large number of NS-LMXBs; to this end we have cre-
ated CDs and HIDs for 37 additional NS-LMXBs of various types using all available RXTE
PCA data. We have constructed a ranking of all 41 sources in our sample based only on
CD/HID morphology—i.e., we have assigned to each source a range along the full span of
NS-LMXB behavior illustrated by the sequences of tracks contructed for XTE J1701−462,
Cyg X-2, and Cir X-1. Based on the presumption that differences in mass accretion rate
are the primary factor underlying differences in CD/HID morphology among NS-LMXBs,
we speculate that this represents a rough ranking in terms of the relative maximum and
minimum mass accretion rates experienced by the sources in our sample. In a future pub-
lication, we plan to test this proposed mass accretion rate ranking—and, more specifically,
whether the sequences of tracks constructed for Cyg X-2, Cir X-1, and GX 13+1 represent a
monotonic progression in mass accretion rate—using spectral fitting and the best available
data from the literature on relevant parameters such as source distance, system inclination,
and absorption column.
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Chapter 3
Rapid Cooling of the Neutron Star
in the Quiescent Super-Eddington
Transient XTE J1701−462
This chapter is based on the following paper:
J. K. Fridriksson, J. Homan, R. Wijnands, M. Me´ndez, D. Altamirano, E. M. Cack-
ett, E. F. Brown, T. M. Belloni, N. Degenaar, and W. H. G. Lewin 2010, The
Astrophysical Journal, 714, 270.
Abstract
We present Rossi X-ray Timing Explorer and Swift observations made during the final
three weeks of the 2006–2007 outburst of the super-Eddington neutron star (NS) transient
XTE J1701−462, as well as Chandra and XMM-Newton observations covering the first
'800 days of the subsequent quiescent phase. The source transitioned quickly from active
accretion to quiescence, with the luminosity dropping by over three orders of magnitude
in '13 days. The spectra obtained during quiescence exhibit both a thermal component,
presumed to originate in emission from the NS surface, and a nonthermal component of
uncertain origin, which has shown large and irregular variability. We interpret the observed
decay of the inferred effective surface temperature of the NS in quiescence as the cooling
of the NS crust after having been heated and brought out of thermal equilibrium with
the core during the outburst. The interpretation of the data is complicated by an apparent
temporary increase in temperature '220 days into quiescence, possibly due to an additional
spurt of accretion. We derive an exponential decay timescale of '120+30−20 days for the
inferred temperature (excluding observations affected by the temporary increase). This
short timescale indicates a highly conductive NS crust. Further observations are needed to
confirm whether the crust is still slowly cooling or has already reached thermal equilibrium
with the core at a surface temperature of'125 eV. The latter would imply a high equilibrium
bolometric thermal luminosity of ∼5× 1033 erg s−1 for an assumed distance of 8.8 kpc.
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3.1 Introduction
Understanding the internal properties of neutron stars (NSs) remains one of the major
unresolved problems in astrophysics. Efforts to constrain these properties most commonly
focus on narrowing down the allowed regions in NS mass–radius diagrams, to thereby rule
out some of the proposed equations of state for the matter inside the stars. An alternative
approach is to observe the cooling of NSs (for a review, see Yakovlev & Pethick 2004).
Initially, this approach focused mainly on the long-term cooling of isolated NSs over the
first ∼106 yr after their birth, but it has in the past decade been extended to NSs reheated
by transient accretion.
As matter from a binary companion is accreted onto the surface of a NS, matter already
present is compressed further down into the crust to higher densities. This leads to heating
due to nuclear reactions, so-called deep crustal heating (Brown et al. 1998; Rutledge et al.
2002; Haensel & Zdunik 2008). Most of the heat is produced by pycnonuclear reactions
hundreds of meters below the surface and is spread throughout the star by heat conduction.
Cooling takes place via neutrino emission from the interior and photon emission from the
surface. In ∼104 yr the NS enters a limit cycle in which heating during accretion episodes
is on average balanced by cooling during and between outbursts (Colpi et al. 2001). The
temperature of the NS core is not expected to change appreciably after this, and its value
depends on the long-term time-averaged mass accretion rate as well as on the efficiency
of the cooling mechanisms at work, which in turn depend sensitively on the properties of
the material inside the star. Higher-mass NSs are thought to potentially have much more
powerful neutrino emission mechanisms active in their cores compared to their lower-mass
counterparts (Yakovlev et al. 2003; Yakovlev & Pethick 2004); this is referred to as enhanced
cooling, in contrast to the so-called standard cooling of the lower-mass NSs.
The blackbody-like component often seen in spectra from NS low-mass X-ray binaries
(NS-LMXBs) in quiescence is usually interpreted as thermal radiation from the surface of the
NS. For a NS in thermal equilibrium, the temperature of the core can be inferred (via a model
of the crust temperature profile) from the effective surface temperature (Yakovlev et al.
2004). A measurement of the thermal surface emission, in conjunction with information on
the distance to the source and the average length, intensity, and recurrence time of accretion
episodes, can thus possibly be used to constrain the properties of the material in the core
of the NS.
In contrast to the core, the NS crust can have its temperature significantly altered,
and be brought out of thermal equilibrium with the core, during single outbursts. In most
NS X-ray transients, outbursts last from weeks to months, with periods of quiescence in
between lasting from months to decades. The temperature of the crust is then expected
to be raised only slightly during outbursts, and thermal equilibrium with the core will
be quickly re-established (within days to weeks). However, in the so-called quasi-persistent
transients, outbursts can last for several years or decades, in which case the crust is expected
to cool down to equilibrium on a much longer timescale of several years (Rutledge et al.
2002). It is therefore possible to monitor the cooling of such quasi-persistent transients with
satellites such as Chandra or XMM-Newton. The timescale of the cooling is dependent on
the properties of the material in the crust, such as its thermal conductivity, and structures
in the cooling curve can give information about the nature and location of heating sources
in the crust (Brown & Cumming 2009).
Since the advent of Chandra and XMM-Newton, only a handful of NS transients have
entered quiescence after long-duration (year or longer) outbursts. KS 1731−260 and MXB
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1659−29 entered quiescence in 2001 after outbursts lasting around 12.5 and 2.5 years, re-
spectively. Both sources were observed to cool down to a constant level over a period of
a few years (Wijnands et al. 2001, 2002; Wijnands 2002; Rutledge et al. 2002; Wijnands
et al. 2003, 2004; Wijnands 2004; Cackett et al. 2006, 2008), though a recent observation of
KS 1731−260 at more than 3000 days postoutburst suggests it may still be cooling slowly
(E. M. Cackett et al. 2010, in preparation1). The observed cooling timescales were inter-
preted to imply a high thermal conductivity for the crust, in agreement with more recent
findings from the fitting of theoretical models to the cooling curves (Shternin et al. 2007;
Brown & Cumming 2009). In 2008, EXO 0748−676 entered quiescence after active accre-
tion for over 24 years. Swift and Chandra observations of the source in the first half a year
since the end of the outburst indicate very slow initial cooling (Degenaar et al. 2009). In
contrast to KS 1731−260 and MXB 1659−29, EXO 0748−676 has shown a significant non-
thermal component in its spectra in addition to the thermal component. Such a nonthermal
component has been seen for many quiescent NS-LMXBs. It is usually well fitted with a
simple power law of photon index 1–2 and typically dominates the spectrum above a few
keV (Campana et al. 1998a). A number of quiescent NS sources have spectra which are
completely dominated by the power-law component and do not require a thermal compo-
nent, e.g., the millisecond X-ray pulsar SAX J1808.4−3658 (Heinke et al. 2007) and the
globular cluster source EXO 1745−248 (Wijnands et al. 2005). The power-law component
is common among millisecond X-ray pulsars (see, e.g., Campana et al. 2005), but its origin
is poorly understood. Suggested explanations include residual accretion, either onto the NS
surface or onto the magnetosphere, and a shock from a pulsar wind (see, e.g., Campana
et al. 1998a). We note that it has also been argued that low-level spherical accretion onto
a NS surface can produce a spectrum with a thermal shape (Zampieri et al. 1995).
3.1.1 XTE J1701−462
XTE J1701−462 (hereafter J1701) was discovered with the All-Sky Monitor (ASM; Levine
et al. 1996) on board the Rossi X-ray Timing Explorer (RXTE ) on 2006 January 18 (Remil-
lard & Lin 2006), shortly after entering an outburst (see Fig. 3.1). Re-analysis of earlier
ASM data further constrained the start of the outburst to a date between 2005 December
27 and 2006 January 4 (Homan et al. 2007). During the '1.6 year outburst the source
became one of the most luminous NS-LMXBs ever seen in the Galaxy, reaching a peak
luminosity of '1.5 LEdd, and it accreted at near-Eddington luminosities throughout most
of the outburst (Lin et al. 2009b). The source entered quiescence in early 2007 August
(see Section 3.2.6 for a discussion of our definition of quiescence for this source). During
the outburst the source was monitored on an almost daily basis with RXTE. Spectral and
timing analysis of the early phase of the outburst is presented in Homan et al. (2007), and
Lin et al. (2009b) give a detailed spectral analysis of the entire period of active accretion. In
the early and most luminous phase of its outburst, J1701 exhibited all spectral and timing
characteristics typical of a Z source, and is the only transient NS-LMXB ever observed to do
so. During the outburst the behavior of the source evolved through all spectral subclasses
of low-magnetic-field NS-LMXBs (Hasinger & van der Klis 1989), starting as a Cyg-like Z
source, then smoothly evolving into a Sco-like Z source (Kuulkers et al. 1997), and finally
into an atoll source (first a bright GX-like one and subsequently a weaker bursting one).
This evolution will be discussed in detail in an upcoming paper (J. Homan et al. 2010, in
1After the publication of the paper on which this chapter is based, the paper referred to here was published
as Cackett et al. (2010).
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Figure 3.1. RXTE ASM light curve of XTE J1701−462 showing the 2006–2007 outburst
and the subsequent quiescent period. Data points represent 1 day averages. The upper
row of vertical bars indicates the times of the ten Chandra observations made after the end
of the outburst; the lower row indicates the times of the three XMM-Newton observations.
No other observations of XTE J1701−462 sensitive enough to detect the source have been
made since the outburst ended.
preparation2). The unique behavior of the source in conjunction with the dense coverage by
RXTE has made it possible to address long-standing questions regarding the role of mass
accretion rate in causing these subclasses and the spectral states within each subclass (Lin
et al. 2009b). Toward the end of the outburst J1701 exhibited three type I X-ray bursts,
the latter two of which showed clear photospheric radius expansion. From these, Lin et al.
(2009a) derive a best-estimate distance to the source of 8.8± 1.3 kpc, using an empirically
determined Eddington luminosity for radius expansion bursts (Kuulkers et al. 2003).
J1701 provides a special test case for NS cooling. It accreted for a shorter time than
the three cooling transients with long-duration outbursts mentioned above, but for a longer
time than regular transients. Moreover, the level at which it accreted is higher than for
any other NS transient observed. This source therefore allows new parameter space in NS
cooling to be probed. The close monitoring of the source with RXTE also makes it possible
to get a good estimate for the total fluence of the outburst. This gives information about
the total mass accreted and hence about the heat generated from crustal heating, a crucial
input parameter for theoretical models of the cooling. Flux values derived from spectral
fits to RXTE data (spectra from 32 s time bins, with linear interpolation between data
points; see Fig. 3 in Lin et al. 2009b) imply a total bolometric energy output (corrected
for absorption) during the outburst of '1.0 × 1046 erg for an assumed distance of 8.8 kpc
and system inclination of 70◦ (D. Lin 2009, private communication; see Lin et al. 2009b
for details on the spectral fitting). This value is likely to be uncertain by a factor of ∼2–4
due to uncertainties in the distance and inclination of the system, as well as in the choice
of a correct spectral model and the extrapolation of the model outside the RXTE energy
2After the publication of the paper on which this chapter is based, the paper referred to here was published
as Homan et al. (2010).
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bandpass.
In this paper, we describe the end of J1701’s outburst as the source transitioned from
active accretion to quiescence and report on our monitoring of the subsequent cooling of
the NS in quiescence.
3.2 Data Analysis and Results
3.2.1 RXTE Analysis
A complete spectral analysis of RXTE data from the outburst of J1701 can be found in Lin
et al. (2009b). Here we present results from the analysis of RXTE Proportional Counter Ar-
ray (PCA; Jahoda et al. 2006) data from 61 observations made during the last phase of the
outburst and early quiescence (2007 July 17–August 29), with the main goal of obtaining
flux values in the 0.5–10 keV band. For our analysis we only used data from Proportional
Counter Unit 2 (PCU 2). For each of the observations, a single PCU 2 spectrum was
extracted from Standard-2 mode data using HEASOFT, version 6.8. The spectra were cor-
rected for dead time, background was subtracted, and a systematic error of 0.6% was added
to account for uncertainties in the PCA response. The three type I X-ray bursts discussed
in Section 3.1.1 were removed from the data. A preliminary inspection of the light curves
shows that the PCU 2 count rate reached a nearly constant value of ∼2 counts s−1 after Au-
gust 7. This flux is probably due to Galactic background emission, since Swift observations
made in the last few days of the outburst (see Section 3.2.2) indicate much lower fluxes than
contemporaneous RXTE observations. A spectrum of this residual emission was created by
combining the spectra taken between August 8 and August 29. This spectrum was then
subtracted from the spectra of observations taken before August 8; later observations were
not considered further. We note that for the August 7 observation the residual emission
represented ∼2/3 of the 3.2–25 keV flux before subtraction.
The spectra were fitted in the 3.2–25 keV range with XSPEC (Arnaud 1996), version
12.5.1. For the first observations we used a model consisting of a multicolor disk black-
body (diskbb in XSPEC), a blackbody (bbody), a power law (powerlaw), and a Gaussian
emission line (gauss). These components were modified by a photoelectric absorption com-
ponent (phabs) with the column density fixed at NH = 1.93 × 1022 cm−2 (as determined
from our fits to the Chandra and XMM-Newton spectra; see Section 3.2.5.2). Following Lin
et al. (2009b) we fixed the energy and width of the Gaussian at 6.5 keV and 0.3 keV, respec-
tively, and constrained the power-law index to be lower than or equal to 2.5. In addition
to these constraints, we also fixed the normalization of the diskbb component at a value
of 17.0 in XSPEC; this component otherwise becomes poorly constrained during the decay,
leading to large uncertainties when extrapolating the spectral model below the RXTE en-
ergy bandpass. The value of 17.0 is an average of values found for the disk normalization in
the atoll phase of the outburst (when the radius of the disk was approximately constant).
The diskbb and bbody components were statistically no longer needed in spectra taken
after approximately July 29 08:00 and August 4 12:00 UT, respectively, and were dropped
from the spectral model after those times. The best-fit model was extrapolated down to 0.5
keV (well below the lower-energy boundary of the PCA) to obtain 0.5–10 keV unabsorbed
fluxes. Such an extrapolation can give rise to significant systematic errors in the flux val-
ues, due to uncertainty in the choice of a proper spectral model. This is on top of possible
error associated with the subtraction of the background Galactic emission. However, the
good agreement between the RXTE and contemporaneous Swift observations (see Fig. 3.2)
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Figure 3.2. Total unabsorbed luminosity in the 0.5–10 keV band around the end of the
outburst. The two lines are best-fit exponential decay curves for the three Swift observations,
and the first three Chandra and XMM-Newton observations. The intersection of these curves
defines the end time of the outburst, t0.
indicates that the RXTE flux values do not suffer from large systematic errors. The derived
fluxes for the first Swift observation and a simultaneous RXTE observation differ by only
∼6% and agree within the uncertainties due to counting statistics. We note that since this
paper is primarily concerned with the quiescent phase of the source, none of our results
are affected by the values of the RXTE fluxes. When calculating the luminosities for those
RXTE observations that included a disk blackbody component in their spectra (i.e., obser-
vations in the first '13 days in Fig. 3.2), a disk inclination of 70◦ was assumed (Lin et al.
2009b). Possible error in these luminosities due to uncertainty in the assumed inclination
is probably at most a factor of 2 for the earliest observations; less for the later ones, since
the contribution of the disk blackbody component to the total flux gradually decreases.
The RXTE errors plotted in Fig. 3.2 are the same fractional errors as those derived for the
absorbed 3.5–10 keV flux in XSPEC, and only take into account uncertainty due to count-
ing statistics (in addition to the assumed 0.6% systematic error arising from uncertainty
in the PCA response). We note here that all errors quoted in this paper correspond to 1σ
Gaussian (68.3%) confidence.
3.2.2 Swift Analysis
J1701 was observed three times with the Swift X-ray Telescope (XRT; Burrows et al. 2005)
in the last few days of the outburst (see Table 3.1). All three observations were made with
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the detector in the Photon Counting mode. We analyzed the data using HEASOFT (ver.
6.8), and the latest calibration files available at the time of the analysis. Starting with the
Level 1 raw event files, the data were processed and screened using the xrtpipeline task
with the default parameter settings, as described in The Swift XRT Data Reduction Guide.3
Additionally, a short period with an increased background count rate was filtered out in the
third observation. We extracted source and background spectra from the Level 2 screened
event files using Xselect. The first observation suffered from moderate pile-up and therefore
a core of radius 12′′ was excised from an extraction circle of radius 70′′. The appropriate
excision radius was determined by comparing the observed point spread function (PSF) to
the empirically determined (pile-up free) one (Moretti et al. 2005). For the second and
third observations, source spectra were extracted from circular regions of radii 47′′ and
35′′, respectively. Background spectra were in all three cases extracted from a source-free
circular region of radius 200′′. We used a standard redistribution matrix file (RMF) from
the calibration database and created observation-specific “empirical” (i.e., adjusted to fit
the Crab spectrum; see the Data Reduction Guide) ancillary response files (ARFs) using
the xrtmkarf task. The ARFs were corrected for counts missed by the finite extraction
regions (as were our Chandra and XMM-Newton ARFs).
The spectra were fitted in the 0.2–10 keV band with XSPEC (ver. 12.5.1). We binned
the spectra from the first two observations into groups with a minimum of 25 counts. Due
to the low number of source counts in the third observation (52), that spectrum was left
unbinned and fitted using the W -statistic (a modification of the C-statistic that allows
for background subtraction; see Wachter et al. 1979 and the XSPEC User’s Guide4). We
fixed the absorption column at the value of 1.93 × 1022 cm−2 derived from our fits to the
Chandra and XMM-Newton spectra. All three Swift spectra were adequately fitted with
a simple absorbed power law. For none of the observations did the addition of a thermal
component to the spectral model improve the fit. The best-fit values for the power-law
index are 1.68± 0.06 for the first observation, 1.92± 0.09 for the second one, and 2.8± 0.4
for the third.
3.2.3 Chandra Observations
All the Chandra observations made after J1701 entered quiescence (see Table 3.1) used
ACIS-S imaging (Garmire et al. 2003) in the Timed Exposure mode, with the source located
at the nominal aimpoint on the S3 chip. The detector was operated either in full-frame
(frame time of '3.2 s) or 1/8-subarray mode (frame time of '0.4 s), using the Faint or Very
Faint telemetry format. We analyzed the observations using the CIAO software (Fruscione
et al. 2006), version 4.2 (CALDB ver. 4.2.0), and with ACIS Extract5 (Broos et al. 2010),
version 2010-01-07. The data were processed following the standard ACIS data preparation
procedure recommended by the Chandra X-ray Center.6 We checked the observations for
possible periods of background flaring, using background light curves from the entire S1 chip
(for the full-frame observations) or the entire active area of the S3 chip (for the subarray
observations). No such periods were found, except for a short spike in Observation ID
10066 which was excluded from the data. We performed further analysis with the help
3Available at http://swift.gsfc.nasa.gov/docs/swift/analysis/xrt_swguide_v1_2.pdf.
4Available at http://heasarc.gsfc.nasa.gov/docs/xanadu/xspec/manual/manual.html.
5The ACIS Extract software package and User’s Guide are available at http://www.astro.psu.edu/
xray/acis/acis_analysis.html.
6See http://cxc.harvard.edu/ciao/guides/acis_data.html.
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Table 3.1. Swift, Chandra, and XMM-Newton Observations of XTE J1701−462
Designation Start Date Instrument ObsID Good Exp. Time (ks)
Sw-1 2007 Aug 2 Swift XRT 00030383023 1.82
Sw-2 2007 Aug 4 Swift XRT 00030383024 1.93
Sw-3 2007 Aug 8 Swift XRT 00030383026 2.29
CXO-1 2007 Aug 12 Chandra ACIS-S 7513 4.69
CXO-2 2007 Aug 20 Chandra ACIS-S 7514 8.78
XMM-1 2007 Aug 26 XMM-Newton EPIC 0413390101 20.15 (MOS1)
19.27 (MOS2)
9.51(pn)
XMM-2 2007 Sep 28 XMM-Newton EPIC 0413390201 22.02 (MOS1)
23.12 (MOS2)
12.36 (pn)
CXO-3 2008 Jan 31 Chandra ACIS-S 7515 19.91
XMM-3 2008 Mar 22 XMM-Newton EPIC 0510990101 30.36 (MOS1)
31.05 (MOS2)
21.65 (pn)
CXO-4 2008 Jun 3 Chandra ACIS-S 7516 27.37
CXO-5 2008 Oct 13 Chandra ACIS-S 7517 39.92
CXO-6 2009 Jan 30 Chandra ACIS-S 10063 50.06
CXO-7a 2009 Mar 23 Chandra ACIS-S 10064 13.26
CXO-7b 2009 Mar 23 Chandra ACIS-S 10891 9.02
CXO-7c 2009 Mar 24 Chandra ACIS-S 10889 11.88
CXO-7d 2009 Mar 25 Chandra ACIS-S 10890 19.57
CXO-8 2009 May 23 Chandra ACIS-S 10065 62.31
CXO-9 2009 July 16 Chandra ACIS-S 10066 65.36
CXO-10a 2009 Oct 13 Chandra ACIS-S 10067 43.56
CXO-10b 2009 Oct 13 Chandra ACIS-S 12006 25.80
of ACIS Extract. Source spectra were extracted from polygon-shaped regions modeled on
the Chandra ACIS PSF using the MARX ray-trace simulator. The extraction regions had
a PSF enclosed energy fraction of '0.97 (for a photon energy of '1.5 keV) and a radius
of '1.9′′. Background spectra were extracted from source-free circular annuli centered on
the source location, with an inner radius of 1.5 times the radius that encloses 99% of the
PSF. We chose the outer radius so that the background region had at least four times the
exposure-corrected area of the source extraction region, and a minimum of 100 counts (the
latter condition in all cases leading to a much higher ratio than 4 between the areas of
the background and source regions). Response files were created using the mkacisrmf and
mkarf tools in CIAO.
3.2.4 XMM-Newton Observations
The three XMM-Newton observations made of J1701 in quiescence (see Table 3.1) used
EPIC imaging (Turner et al. 2001; Stru¨der et al. 2001) with the MOS detectors operated in
the small-window or full-frame mode, and the pn detector in the extended-full-frame mode.
The thin filter was used in all cases. We analyzed the data using the SAS software, version
9.0.0, and the latest calibration files available at the time of the analysis. Starting with the
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original Observation Data Files, the data were reprocessed using the emproc and epproc
tasks. Significant portions of the exposures had to be excluded due to periods of increased
particle background. These periods were identified by constructing light curves from the
entire area of the detectors, using only single events (PATTERN = 0) and high energy pho-
tons (larger than 10 keV for MOS and between 10 and 12 keV for pn). Intervals with count
rates above a certain level (0.18–0.24 counts s−1 for MOS, 0.36–0.40 counts s−1 for pn) were
then excluded. An additional time cut was made to better filter out a large flare at the end
of the third observation. We used the evselect task to extract spectra, after utilizing the
eregionanalyse task to optimize the circular source extraction region in each case (i.e., cen-
ter the region on the centroid of the counts distribution and find the radius that maximizes
the ratio of source counts to background counts). Extraction radii in the range 25′′–45′′ were
used, giving PSF enclosed energy fractions in the range '0.83–0.87. Background spectra
were extracted from source-free circular regions with roughly 4 times the area of the source
extraction regions. Following the recommendations in Guainazzi et al. (2010), we extracted
background spectra for the MOS detectors from another region on the same CCD as the
source was on, away from source counts; for the pn detector, the background region was
on an adjacent CCD to the one the source was on, at a similar distance to the readout
node as the source region. The event selection criteria used were PATTERN = 0–12 and
FLAG = #XMMEA EM for the MOS detectors, and PATTERN = 0–4 and FLAG = 0 for
the pn detector. We created both the MOS and pn spectra with a resolution of 30 eV; this
ensured that the grouped spectra used for fitting (see Section 3.2.5.2) would not oversample
the resolution of the detectors by more than a factor of 2–3. Response files were created
using the rmfgen and arfgen tasks.
3.2.5 Fitting of Chandra and XMM-Newton Spectra
3.2.5.1 Spectral Models
The Chandra and XMM-Newton spectra were modeled with two source components, a
NS atmosphere model (thermal component) and a simple power-law model (nonthermal
component), along with an overall photoelectric absorption component. For the latter, we
used the phabs model in XSPEC with the default cross sections and relative abundances.
NS atmosphere spectra have a blackbody-like shape, but with an important difference
to classic blackbodies being a shift in the peak of the emitted radiation to higher photon
energies and a harder high-energy tail. This is due to the strong energy dependence of
free–free absorption in the NS atmosphere leading to higher energy photons coming from
deeper and hotter layers in the atmosphere (see, e.g., Zavlin & Pavlov 2002). Fitting spectra
from NS atmospheres with a classic blackbody model therefore leads to an overestimate of
the effective temperature, and to an underestimate of the radius of the emitting region by
as much as an order of magnitude (Rutledge et al. 1999). We used the NS atmosphere
model nsatmos, available in XSPEC (for detailed information on the model, see Heinke
et al. 2006). This model has five fitting parameters: the unredshifted effective surface
temperature of the NS (Teff), the NS mass (Mns), the true NS radius (Rns), the distance to
the NS (D), and an additional normalization parameter representing the fraction of the NS
surface emitting radiation. For given values of Mns and Rns one can, from Teff , calculate the
more often quoted redshifted effective temperature as measured by an observer at infinity as
T∞eff = Teff/(1+z), where 1+z = (1−RS/Rns)−1/2 is the usual gravitational redshift factor,
with RS = 2GMns/c
2 being the Schwarzschild radius. One can also calculate the observed
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NS radius at infinity as R∞ns = Rns(1 + z). The canonical values for the NS parameters of
Mns = 1.4 M and Rns = 10 km give a redshift factor of 1 + z ≈ 1.306.
The nsatmos model makes several simplifying assumptions, including the following.
(1) Magnetic fields are assumed to have negligible effects on the spectrum from the NS
atmosphere (i.e., B . 108–109 G). Given that J1701 has shown behavior typical of low-
magnetic-field NS-LMXBs, with no X-ray pulsations having been detected, this should be
a reasonably good assumption. (2) The NS atmosphere is assumed to be composed of
pure hydrogen. Since heavier elements are expected to settle out of the atmosphere on a
timescale of ∼10 s (Romani 1987; Bildsten et al. 1992), this should be true if the accretion
rate is below ∼10−13 M yr−1 (Brown et al. 1998). If the nonthermal component seen in
the spectra from J1701 is due to a residual accretion flow which is radiating efficiently, then
the accretion rate is likely ∼10−14–10−12 M yr−1 for our observations. Heinke et al. (2006)
note that atmospheres with iron or with solar abundances would be easily identifiable by
their different spectral shapes, whereas small departures from a pure hydrogen atmosphere
may go unnoticed and affect results. It is therefore conceivable that our results may be
affected by some contamination of the hydrogen atmosphere, although the fact that our
spectra are in general well fitted with nsatmos (with an implied emission area consistent
with what is expected from a NS) suggests that this is not a serious problem. (3) Finally, it
is assumed that the hydrogen is completely ionized, and Comptonization is ignored. This
limits the validity of the code to a temperature range of 3 × 105 K . Teff . 3 × 106 K
(Heinke et al. 2006), corresponding to 20 eV . kT∞eff . 200 eV for typical values of the NS
parameters. The derived effective temperatures for J1701 fall well within this range.
In addition to nsatmos, two other spectral models for NS atmospheres with negligible
magnetic fields are available in XSPEC, nsa and nsagrav. The nsatmos and nsagrav
models allow for variations in surface gravity corresponding to different values of the NS
radius and mass. In contrast, nsa uses a single fixed surface gravity value. Comparisons of
different NS atmosphere models have shown that taking variations in surface gravity into
account can be important when allowing the NS mass and/or radius to vary (Heinke et al.
2006; Webb & Barret 2007); nsatmos and nsagrav are therefore to be preferred. We did
a cursory comparison of our spectral fitting results when using nsatmos and nsagrav, and
found them to be largely equivalent. In what follows we only report results obtained using
nsatmos.
We model the nonthermal component with a simple power law (using the pegpwrlw
model in XSPEC, whose normalization is pegged to equal the energy flux of the model for a
chosen energy range). We note that this is not a physically motivated choice (the origin of
this component is uncertain), but is simply based on the fact that nonthermal components
in quiescent NS-LMXB spectra have often been successfully modeled by power laws in
the past. It is, however, very possible that our results may be somewhat affected by the
power-law model not properly representing the true shape of the nonthermal component.
To get some indication of how our results might be affected by the choice of a model for the
nonthermal component, we also performed a fit where the power-law model was replaced
with the simpl model in XSPEC (see discussion in Section 3.2.6.1).
3.2.5.2 Fitting Results
We fitted the Chandra and XMM-Newton spectra in the 0.5–10 keV band with XSPEC
(ver. 12.5.1), after binning the spectra into groups with a minimum signal-to-noise ratio of
4 using the ACIS Extract tool ae group spectrum (resulting in an average number of counts
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Table 3.2. Selected Spectral Fit Parameters
Fit D (kpc) Rns (km) Mns (M) NH (1022 cm−2) αa α′b
1 (8.8) (10) (1.4) 1.93± 0.02 1.93± 0.20 1.35± 0.08
2 (7.5) (10) (1.4) 1.98± 0.03 2.04± 0.19 1.37± 0.08
3 (10.1) (10) (1.4) 1.88± 0.02 1.83± 0.20 1.34± 0.08
4 7.3± 1.4 (10) (1.4) 1.99± 0.07 2.06± 0.23 1.37± 0.08
5 (8.8) 11.7± 2.0 (1.4) 1.98± 0.06 2.02± 0.22 1.36± 0.08
6 (8.8) (10) 1.6± 0.4 1.95± 0.06 1.98± 0.21 1.36± 0.08
7 (8.8) 11.6± 2.6 1.5± 0.6 1.98± 0.07 2.03± 0.24 1.36± 0.08
8 (8.8) (10) (1.4) 1.95± 0.02 (1.3) 1.34± 0.08
9 (8.8) (10) (1.4) 1.92± 0.02 (2.5) 1.35± 0.08
Notes. All Chandra and XMM-Newton observations were fitted simultaneously. All the fits have
a reduced χ2 of 1.11–1.13 for 515–518 dof. Numbers in parentheses indicate parameters fixed
during fitting. Errors quoted are at the 1σ Gaussian (68.3%) confidence level.
a Combined (tied) power-law index for all observations except the third XMM-Newton observation
(XMM-3).
b Power-law index for XMM-3.
per group of ∼25–30 for the Chandra spectra and ∼35–40 for the XMM-Newton spectra).
The spectra from all 13 Chandra and XMM-Newton observations were fitted simultaneously.
The seventh Chandra observation (CXO-7) consisted of four separate exposures taken over
a period of approximately three days (see Table 3.1). In the main spectral fit, used to
derive temperatures and fluxes, we tied all the parameters for these four spectra, thereby
effectively treating the exposures as a single observation. However, we also performed a fit
without the parameters being tied (see Section 3.2.6.1). The tenth and most recent Chandra
observation consisted of two separate exposures taken over a '27 hr period; this observation
was treated in the same manner as CXO-7. For each XMM-Newton observation, all fitting
parameters were tied between the spectra from the three EPIC detectors (MOS1, MOS2,
and pn). Several parameters were tied between all 13 observations: the absorption column,
the NS mass, radius, and distance, and the fraction of the NS surface emitting. Additionally,
due to the limited statistics of our spectra and the fact that we are mainly interested in
constraining the values for the effective temperature (as well as the flux contribution from
the nonthermal component), most of the nsatmos parameters were usually fixed at a certain
value and not allowed to vary during the fitting. (1) The value of the distance parameter
was fixed at the best-estimate value of 8.8 kpc (see Section 3.1.1) in the main fit, although
we also performed fits where the distance was allowed to vary or was fixed at 7.5 kpc or
10.1 kpc. (2) Likewise, the NS mass and radius were fixed at the canonical values of 1.4 M
and 10 km in the main fit, although we also experimented with allowing them to vary (see
below). (3) Finally, since we assume that the entire surface of the NS is emitting thermal
radiation during quiescence, the fraction of the NS surface emitting was always fixed at 1.
Although we have no reason to believe that the shape of the nonthermal component
should necessarily be the same in all the observations (as mentioned above, its origin is
highly uncertain), we do not have enough counts to allow the power-law index to vary
freely for each observation. Doing so leads to very poorly constrained values for the index
in most cases and a very unstable fit. An exception is the third XMM-Newton observation
(XMM-3), which has a much larger nonthermal component than the other observations. In
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Table 3.3. Derived Temperatures and Fluxes from Chandra and XMM-Newton Observations
Observation t− t0a kT∞eff b Fbolc Fpld Ltote
(days) (eV) (10−13 erg s−1 cm−2) (10−13 erg s−1 cm−2) (1033 erg s−1)
CXO-1 2.77 164.2± 3.6 17.2± 1.5 1.5± 1.1 15.2± 1.7
CXO-2 10.63 159.5± 2.5 15.4± 1.0 1.3± 0.7 13.4± 1.2
XMM-1 16.06 156.8± 1.3 14.3± 0.5 0.5± 0.3 11.8± 0.5
XMM-2 49.31 150.0± 1.2 12.0± 0.4 0.8± 0.3 10.1± 0.5
CXO-3 174.15 129.1± 4.7 6.6± 1.0 4.8± 0.9 9.3+0.6−0.8
XMM-3 225.54 159.3± 2.0 15.3± 0.8 15.1± 0.6 26.1± 0.5
CXO-4 298.12 136.0± 2.0 8.1± 0.5 1.4± 0.3 7.3± 0.5
CXO-5 430.89 126.3± 3.1 6.0± 0.6 3.1± 0.5 7.2+0.4−0.5
CXO-6 539.90 125.4± 1.5 5.8± 0.3 0.5± 0.2 4.7± 0.3
CXO-7f 592.50 129.6± 2.2 6.7± 0.5 2.0± 0.4 6.8+0.3−0.5
CXO-8 652.44 124.0± 2.2 5.6± 0.4 1.8± 0.3 5.7+0.3−0.4
CXO-9 705.20 123.9± 2.0 5.6± 0.4 1.5± 0.3 5.4+0.3−0.4
CXO-10g 795.45 124.1± 1.7 5.6± 0.3 1.0± 0.2 5.0± 0.3
Notes. Values were obtained from a simultaneous spectral fit to all observations, with the NS mass, radius,
and distance fixed at 1.4 M, 10 km, and 8.8 kpc (fit 1 in Table 3.2). Errors quoted are at the 1σ Gaussian
(68.3%) confidence level.
a Time of mid-observation; t0 is MJD 54322.13.
b Effective surface temperature of the NS as seen by an observer at infinity.
c Unabsorbed bolometric flux of the thermal (nsatmos) component.
d Unabsorbed 0.5–10 keV flux of the nonthermal (power-law) component.
e Unabsorbed total luminosity in the 0.5–10 keV band.
f Values derived with parameters for the CXO-7[a-d] spectra tied.
g Values derived with parameters for the CXO-10[a-b] spectra tied.
the main fit, we therefore tie the power-law index between all the observations except XMM-
3. Tying the XMM-3 power-law index to the other observations would lead to it completely
dominating the fit for that parameter. To gauge the effect of this tying on the derived
temperatures and fluxes we also performed fits where the index was fixed at 1.3 and 2.5
for all observations except XMM-3 (see discussion in Section 3.2.6.1). The only parameters
allowed to vary independently for each observation in the main fit were the effective NS
surface temperature and the power-law normalization. We note that the values obtained
for the power-law indices when allowing them to vary freely for each observation are nearly
all consistent (within their large error bars) with the single value obtained when tying the
index as described above. We also note that the power-law component is clearly required
for nearly all the individual observations (and not just XMM-3) to get an acceptable fit,
and is included in all observations for consistency.
In Table 3.2, we show the results of spectral fits with different combinations of fixed and
free NS parameters. We do not show the parameters that were allowed to vary freely for
each individual observation (i.e., the effective temperatures and power-law normalizations);
those would add 26 additional numbers for each fit to the table. Fit 1 in Table 3.2 is the
main fit that was used to derive temperatures and fluxes used in most of the subsequent
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Figure 3.3. Fits to the pn spectrum for the third XMM-Newton observation (upper) and
the spectrum for the sixth Chandra observation (lower). Also shown (dotted lines) are the
contributions from the two spectral components: the thermal component, which dominates
at lower energies, and the nonthermal component, which dominates at higher energies. The
upper spectrum has the largest nonthermal component of all the observations, whereas the
lower spectrum has a nonthermal component among the smallest seen.
analysis; these are shown in Table 3.3. Spectra from this fit for two of the observations
(those with the highest and lowest total fluxes) are shown in Fig. 3.3. The other fits in
Table 3.2 explore other values for the NS parameters and tied power-law index. Allowing
the distance to vary (fit 4) for fixed canonical values of the NS mass and radius yields
a best-fit distance of 7.3 ± 1.4 kpc, consistent with the distance estimate from Lin et al.
(2009a). Allowing instead the radius to vary (fit 5) gives Rns = 11.7 ± 2.0 km. We note
that Lin et al. (2009a) independently derive an asymptotic (apparent blackbody) radius of
8± 1 km from the three type I bursts and, correcting for the effects of redshift and spectral
hardening (assuming a distance of 8.8 kpc, a NS mass of 1.4 M, and a hardening factor of
1.4), quote an actual NS radius of '13 km. This value must, however, be regarded as highly
uncertain, mainly due to the large uncertainty in the appropriate value for the hardening
factor. Allowing the mass to vary (fit 6) gives Mns = 1.6±0.4 M. Allowing both the radius
and mass to vary (fit 7) gives a radius of 11.6 ± 2.6 km and a mass of 1.5 ± 0.6 M. The
derived absorption column and power-law indices are largely unaffected by the values of the
other parameters. The values of the absorption column and the power-law index for XMM-
3 are tightly constrained to be NH ' (1.9–2.0) × 1022 cm−2 and α′ ' 1.3–1.4. This value
for NH is in good agreement with the value of '2.0 × 1022 cm−2 derived from RXTE and
Swift observations during the outburst (Lin et al. 2009a,b). The combined (in some sense
averaged) power-law index for the other observations (i.e., all the quiescent observations
except XMM-3) is a less meaningful quantity, but seems to be higher than the XMM-3
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index, having a value of α ' 1.9± 0.3. The main fit has a reduced χ2 value, χ2ν , of 1.12 for
517 degrees of freedom (dof), corresponding to a χ2 probability, Pχ, of 0.035. This is only a
marginally adequate fit; possible reasons for this will be mentioned in Section 3.2.6.1. The
other fits in Table 3.2 all have χ2ν in the range 1.11–1.13 for 515–518 dof.
From our main spectral fit we derive both unabsorbed and absorbed total fluxes, as well
as unabsorbed fluxes for each of the two spectral components. We use the same fractional
errors for the unabsorbed total fluxes as for the absorbed ones, thereby ignoring some error
arising from uncertainty in the effects of the absorption on the flux values. However, given
how tight our constraints on the absorption column are, this should be a relatively small
effect. Since the temperature is the only free parameter in the nsatmos model, we can
simply propagate the error in the temperature to get the error in the unabsorbed thermal
flux. The value of the normalization parameter of the pegpwrlw model is the unabsorbed
flux of that component (in a chosen energy range), and the error in that parameter therefore
directly gives the error in the unabsorbed power-law flux.
3.2.6 Cooling Curves
Fig. 3.2 shows the transition from the final stage of outburst to quiescence. Plotted is the
total unabsorbed luminosity in the 0.5–10 keV band for the 37 RXTE observations made in
the period 2007 July 17–August 7, and the three Swift observations discussed above, as well
as the first three Chandra and XMM-Newton observations. The luminosity decreased by a
factor of ∼2000 in the final '13 days of the outburst before starting a much slower decay.
This period of low-level and slowly changing (compared to the outburst phase) emission,
taking place after the steep drop in luminosity, is what we refer to as the quiescent phase
(see also the top panel in Fig. 3.4). Low-level accretion may be occurring during quiescence,
but this current phase is clearly distinct from the much more luminous and variable outburst
phase, during which accretion took place at much higher rates (and which we also refer to
as the period of “active” accretion). The end of the outburst is tightly constrained to have
occurred sometime in the '4.3 day interval between the final Swift observation and the first
Chandra observation. To get a more precise estimate for the end time of the outburst, here
denoted by t0, we fit simple exponential decay curves through the three Swift data points
and the three Chandra and XMM-Newton points in Fig. 3.2. From the intersection of those
two curves we define t0 as MJD 54322.13 (2007 August 10 03:06 UT), i.e., '2.8 days before
the first Chandra observation.
Table 3.3 lists temperatures and fluxes derived from the main fit to the Chandra and
XMM-Newton spectra discussed in Section 3.2.5.2. Fig. 3.4 shows a plot using results
from this fit. The top two panels show the total unabsorbed 0.5–10 keV luminosity and
the inferred effective NS surface temperature (as observed at infinity). The first five data
points, taken in the first '175 days of quiescence, show a fast drop in temperature. However,
the sixth data point (XMM-3; at '226 days) shows a large increase in both temperature
and luminosity, and the following Chandra observation (CXO-4) also has a higher inferred
temperature than before the increase. This is inconsistent with the monotonic decrease in
temperature expected for a cooling NS crust. The last six Chandra observations all have
temperatures similar to or slightly lower than the one immediately preceding XMM-3 (i.e.,
CXO-3). We assume that those are unaffected by whatever caused the “flare-like” behavior
in the sixth and seventh observations, and when fitting cooling models to the data we
exclude both XMM-3 and CXO-4 but include the subsequent observations (although some
fits excluding only XMM-3 were also made; see below). We defer further discussion of the
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Figure 3.4. Total unabsorbed luminosity in the 0.5–10 keV band (top panel), redshifted
effective NS surface temperature (middle panel), and unabsorbed power-law flux in the 0.5–
10 keV band (bottom panel) during quiescence. The solid curve in the temperature panel is
the best-fit exponential decay cooling curve (with the sixth and seventh data points excluded
from the fit), and the dashed line represents the best-fit constant offset to the decay.
flare to the end of this section and Section 3.3.3.
We will now describe our fitting of the derived temperatures with cooling curve models.
All the fits were performed with Sherpa, CIAO’s modeling and fitting package (Freeman
et al. 2001); errors were estimated with the confidence method.7 We first fitted our temper-
ature data with an exponential decay cooling curve plus a constant offset, i.e., a function of
the form T∞eff (t) = T
′ exp[−(t−t0)/τ ]+Teq, with t0 kept fixed at the value mentioned above.
Shifts in the value of t0 do not affect derived values for τ or Teq. The flare observations
XMM-3 and CXO-4 were excluded from the fitting. We performed the temperature fit for
data from the main spectral fit (1 in Table 3.2), and also for spectral parameter values
7See documentation at the Sherpa Web site: http://cxc.harvard.edu/sherpa/.
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Figure 3.5. Effective NS surface temperature during quiescence, with best-fit cooling
curves shown. The solid and short-dashed curves are broken power laws fitted to data
points 1–5 plus 8–13, and data points 1–5, respectively. The gray long-dashed curve is the
best-fit exponential decay curve with a constant offset (also shown in Fig. 3.4).
corresponding to five other fits (2, 3, 7, 8, and 9), to gauge the effects on the cooling fit
parameters. The derived parameter values are shown in Table 3.4. The main fit cooling
curve is shown in Fig. 3.4 along with the best-fit constant offset (dashed line). The best-fit
e-folding time is τ = 117+26−19 days with an offset of Teq = 125.0 ± 0.9 eV. For the other
values of the NS parameters (mass, radius, and distance), the temperature values are sys-
tematically shifted by typically 5–10 eV, but the derived decay timescale is not affected
to a significant extent. The effects of changing the value of the tied power-law index will
be discussed in Section 3.2.6.1. Including CXO-4 in the fit (but still excluding XMM-3)
gives a longer timescale of τ = 187+49−39 days; the equilibrium temperature is not significantly
affected.
As will be discussed in Section 3.3.2, a more physically motivated cooling curve model
is a broken power law leveling off to a constant at late times. We therefore also fitted
a broken power-law model, excluding XMM-3 and CXO-4 as before, to temperature data
corresponding to the same six spectral fits as before. The derived break times and power-
law slopes are shown in Table 3.4. The best-fit broken power-law curve to data from the
main spectral fit is shown in Fig. 3.5 (solid curve). The data indicate that a break in the
model is needed; a simple power law does not provide an adequate fit (χ2ν = 2.45 for 9
dof, compared to χ2ν = 1.08 for 7 dof in the broken power-law case). The best-fit break
time is tb = 33
+23
−10 days postoutburst; the best-fit slopes are γ1 = 0.027± 0.013 (pre-break)
and γ2 = 0.070 ± 0.004 (post-break). These values do not change significantly when the
other values of the spectral parameters are used (see Table 3.4). The exponential decay and
broken power-law fits have χ2ν ∼1 when the combined power-law index is free to vary in the
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spectral fit; the values for the exponential fits tend to be slightly lower. For the spectral
fits with the power-law index fixed, the χ2ν values are considerably higher (∼2–3); this is
in large part due to the smaller error bars for the temperatures resulting from the fixing of
the index. Including CXO-4 does not significantly affect the broken power-law fit.
Given that the broken power-law cooling curve is expected to level off at some point,
and that from CXO-3 onward the observations only show small changes in temperature
(not counting the flare observations), we also fitted a broken power law to only the first
five data points from the main spectral fit (short-dashed curve in Fig. 3.5). This gave the
same pre-break slope as before, a break time tb = 41
+131
−9 days, and a post-break slope
γ2 = 0.119±0.030. The upper limit to the break time is in this case only constrained by the
time of the fifth observation. The time of the break is in general poorly constrained by our
fits. In all cases, the χ2 surface in parameter space, although locally quadratic around the
minimum, shows significant deviations from a parabolic shape toward higher break times, in
some cases before a difference in the value of χ2 corresponding to a 1σ error is reached. Any
upper limits to tb given should therefore be regarded with caution. Overall, we conclude that
the time of the break could be as early as ∼20 days and as late as ∼150 days postoutburst.
Since a break time after XMM-2 (which is at '49 days postoutburst) is clearly also allowed
by the data, we fitted a simple power law to the first four data points to estimate what the
pre-break slope would be in that case. This gave γ1 = 0.035 ± 0.007, slightly higher than
for fits with a break before XMM-2. We note that, in contrast to the exponential decay fits,
the results from the power-law fits depend (sensitively) on the value used for t0. Placing
t0 2.5 days later (i.e., '0.3 days before the first observation in quiescence) and fitting the
entire data set (except XMM-3 and CXO-4) gives γ1 = 0.012 ± 0.006 and tb = 26+7−6 days.
However, results from fits with t0 very close to the first data point should be regarded with
caution. Due to the divergence of the power-law model at t0 (since T
∞
eff (t) ∝ (t − t0)−γ1),
the power-law behavior of the cooling curve cannot extend all the way back to t0; the curve
has to flatten out from a power law before that. We also performed a fit with t0 placed
13 days earlier, i.e., around the time when the decay of the outburst light curve steepened
dramatically (see Fig. 3.2). Although the source was still in outburst at that time, it may
be appropriate to consider the effective start time of the cooling as the onset of the fast
decrease in accretion rate implied by the steep decay. In this case, there is no indication
of a break in the cooling curve; the entire curve is well fitted with a single power law with
slope 0.073± 0.003, even when including CXO-4.
In addition to the fits to the temperature data discussed above, we also made analogous
fits to the unabsorbed bolometric luminosity of the thermal component. This was done to
permit possible comparison with results from other sources, and because such fits are of some
interest to theorists. The results are given in Table 3.5 and will not be discussed further in
this paper, apart from noting that the extrapolation of the nsatmos model outside the energy
range covered by our data gives rise to some systematic uncertainty. Our observed 0.5–10
keV thermal flux represents ∼80%–85% of the inferred bolometric thermal flux (practically
all of which is contained in the 0.01–10 keV band). We therefore expect the induced
systematic error in the bolometric thermal flux due this extrapolation to be at most ∼10%.
The nonthermal flux has varied irregularly throughout the quiescent phase (see Table 3.3
and the bottom panel of Fig. 3.4). As mentioned before, XMM-3 has by far the largest
nonthermal flux, '1.5 × 10−12 erg s−1 cm−2 in the 0.5–10 keV band, corresponding to an
unabsorbed luminosity of '1.4 × 1034 erg s−1 for a distance of 8.8 kpc. Values for the
other observations range from ∼5 × 10−14 erg s−1 cm−2 to ∼5 × 10−13 erg s−1 cm−2. A
plot of the fractional contribution of the nonthermal flux to the total unabsorbed 0.5–10
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Figure 3.6. Fractional contribution of the power-law component to the total unabsorbed
flux in the 0.5–10 keV band as a function of total unabsorbed luminosity in the same energy
range. The numbers indicate the time sequence of the observations.
keV flux as a function of the total unabsorbed 0.5–10 keV luminosity is shown in Fig. 3.6.
We note that changes in the NS parameters in the spectral fit yield systematic shifts of
∼(1–4)×10−14 erg s−1 cm−2 in the derived power-law fluxes. The fractional changes are in
the range ∼7%–40% (except for XMM-3 where the changes are ∼1%–2%). The effects of
changing the value of the tied power-law index will be discussed in Section 3.2.6.1.
3.2.6.1 Further Tests of Cooling Results
Since we use data from both Chandra and XMM-Newton, cross-calibration error between
the instruments can possibly affect our results, especially given how important the second
XMM-Newton observation is in determining the timescale of the decay. The cross-calibration
error between Chandra ACIS and XMM-Newton EPIC fluxes is in general expected to be
.10% (H. Marshall 2008, private communication; Snowden 2002; Stuhlinger et al. 2008).
Given the fourth power temperature dependence of the bolometric thermal flux, the relative
cross-calibration error in the temperatures is likely at most a few percent. To estimate the
effect on our results of a systematic shift in the XMM-Newton temperatures with respect
to the Chandra ones, we increased/decreased the XMM-Newton temperatures by ±3% and
repeated the fits. For the exponential decay fit, this yielded e-folding times of τ = 149+34−24
days and τ = 87+18−13 days, respectively, and no significant change in the equilibrium temper-
ature. In both cases the quality of the fit was worse than without any shifting. The shifts
had a greater impact on the broken power-law fits. A +3% shift gave γ1 = 0.007 ± 0.013,
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γ2 = 0.082 ± 0.004, and tb = 30+9−6 days, with a decrease in the quality of the fit. After a
−3% shift, there is no longer need for a break in the curve; the entire cooling curve is well
fitted with a single power law with slope 0.054± 0.002 (still excluding XMM-3 and CXO-4
from the fit, although CXO-4 is in reasonably good agreement with the best-fit curve, and
including it does not change the estimate of the slope).
To get an indication of how sensitive our results are to our choice of a model for the
nonthermal component, we repeated our main spectral fit with the power-law model replaced
by the simpl model in XSPEC. This is an empirical convolution model for Comptonization,
which converts a fraction of input seed photons to a power law (Steiner et al. 2009). The
model has only two free parameters, the power-law index and the fraction of scattered
photons, and can be used with any spectrum of seed photons. Compared to our previous
results, we see small temperature shifts in the range −0.8 to 1.5 eV for all but three of
the observations; for XMM-3, CXO-3, and CXO-5 (the three observations with the largest
nonthermal components) we get larger shifts of 14.7, 5.5, and 3.5 eV, respectively. The
values of the absorption column and power-law indices are similar to before, as are the
χ2ν values. The behavior of the nonthermal component also seems to be similar, although
comparison is complicated by the fact that when using simpl the thermal and nonthermal
components cannot be disentangled in the same manner as when a regular power law is
used. The derived e-folding time for these new temperature values is τ = 128+29−21 days with
a best-fit constant offset of 126.0± 0.8 eV; these values are not significantly different from
the previous ones. The quality of the exponential cooling curve fit is significantly worse
than before, with χ2ν = 1.74 for 8 dof. In the case of the broken power-law fit, using simpl
instead of a power-law model does not significantly change the derived parameter values,
but does adversely affect the quality of the fit.
As mentioned in Section 3.2.5.2, the seventh Chandra observation consisted of four sep-
arate exposures taken over approximately three days, and the tenth Chandra observation
consisted of two exposures taken over a period of '27 hr. To look for possible variability
between exposures within these two observations, we performed a spectral fit to all the Chan-
dra and XMM-Newton observations, identical to the main fit described in Section 3.2.5.2
apart from the fact that the temperature and power-law normalization parameters were not
tied between the four CXO-7 spectra and the two CXO-10 spectra. Untying these parame-
ters within CXO-7 and CXO-10 led to a considerable improvement of the overall fit, from
χ2ν = 1.12 for 517 dof to χ
2
ν = 1.07 for 509 dof (Pχ = 0.14). Fig. 3.7 shows a plot of the
temperature and various fluxes for the four exposures in CXO-7. Although not shown in
the plots, we note that the count rate exhibits a decrease similar to that seen for the ab-
sorbed flux; the net count rates in the first and last exposures (in the 0.5–10 keV band) are
(1.91± 0.12)× 10−2 and (1.57± 0.09)× 10−2 counts s−1, respectively. The plot indicates a
possible decrease in the power-law flux over the three-day period. It is not implausible that
this observed decrease is real, especially if the nonthermal component arises from accretion.
However, the fact that the behavior of the power-law flux seems to be anti-correlated with
the behavior of the temperature (which shows a slight but, given the errors, non-significant
increase) may point to a limitation in our ability to separate the contributions from the ther-
mal and nonthermal components to the total flux. Looking at the CXO-10 exposures further
indicates that this may be the case. The net count rates observed are (1.26± 0.06)× 10−2
and (0.95 ± 0.06) × 10−2 counts s−1 in the first and second exposures. A short-term light
curve suggests an overall decrease in net count rate during the first exposure; a one-sided
Kolmogorov–Smirnov (K–S) test comparing photon arrival times to a uniform count rate
model rejects the null hypothesis of a constant light curve at a 97.7% level. However, in this
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Figure 3.7. Total unabsorbed luminosity in the 0.5–10 keV band (top/first panel), total
absorbed flux in the 0.5–10 keV band (second panel), effective NS surface temperature (third
panel), and unabsorbed power-law flux in the 0.5–10 keV band (bottom/fourth panel) for the
four sub-exposures in the seventh Chandra observation. The horizontal error bars indicate
the durations of the exposures.
case the spectral fits show no change in the power-law flux, but a decrease in temperature
from 127.2± 1.9 to 119.5± 2.6 eV. It is clearly not plausible for the surface temperature to
change in such a short time; any real change in flux is likely due to the nonthermal com-
ponent (unless, perhaps, some of the thermal flux arises from accretion; see discussion in
Section 3.3.3). Indeed, constraining the two temperatures to be the same and only allowing
the power-law normalization to vary independently results in a perfectly adequate fit to
the two spectra; this is also the case for the four spectra in CXO-7. It is therefore likely
that any observed differences in temperatures within CXO-7 and CXO-10 are simply an
artifact of the spectral fitting, and it is possible that similar effects are in general affecting
our derived temperatures and fluxes to some extent. We note that for the overall fit where
the temperatures were tied within CXO-7 and CXO-10, but the power-law normalizations
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allowed to vary, the derived temperatures are 129.0± 2.2 eV for CXO-7 and 124.3± 1.6 eV
for CXO-10; these values are not significantly different from the ones in the main spectral
fit. In this case, the 0.5–10 keV unabsorbed power-law flux for the first and last exposures
in CXO-7 is (3.2± 0.5)× 10−13 and (1.5± 0.3)× 10−13 erg s−1 cm−2; for the two CXO-10
exposures, the power-law fluxes are (1.2±0.2)×10−13 and (0.7±0.2)×10−13 erg s−1 cm−2.
Another possible cause for concern is that tying the power-law index between the differ-
ent observations (except for XMM-3) may skew the derived values for the temperature and
nonthermal flux. To gauge to what extent our results may be affected by this, we repeated
our spectral fit twice, with the index fixed at values of 1.3 (similar to the value for XMM-3)
and 2.5. Fixing the index at 1.3 resulted in all the temperature values increasing. All but
two had shifts in the range 0.9–3.8 eV; for CXO-3 and CXO-5 the shifts were 8.1 eV and 5.6
eV, respectively. The (non-XMM-3) power-law fluxes all decreased by 24%–34%. Fixing the
index at 2.5 resulted in temperature shifts in the range −5.8 to −0.1 eV, except for CXO-3
and CXO-5, whose shifts were −16.2 eV and −9.1 eV. The power-law fluxes increased by
59%–78%. The derived parameters for the cooling curve fits in both these cases are shown
in Table 3.4; no drastic changes are seen. Overall, for most of the observations it is unlikely
that the individual temperatures are skewed by more than ∼6 eV due to the tying of the
power-law index. For CXO-3 and CXO-5, the two observations with the largest nonthermal
components (excluding XMM-3), the effect may be larger. However, we note that when the
indices for these two observations are allowed to vary independently from the others, the
temperatures are only shifted by −5 eV (CXO-3) and +1.6 eV (CXO-5). The values of the
two indices in this case are 2.2± 0.4 and 1.8± 0.4. The power-law fluxes are likely skewed
by less than a factor of 2 in all cases. While these possible effects on the temperatures
and fluxes are unfortunate, the situation would probably not be improved by allowing the
power-law indices to vary independently. In that case the indices take on widely varying
(and in some cases unphysically high or low) values, many of which are very poorly con-
strained; almost all the 1σ confidence intervals for the free index values overlap. In addition,
the overall fit becomes very unstable. Given all this, it is unlikely that the temperatures
and fluxes derived with the free indices are in general any more accurate than those derived
using a single “average” value for the index, and for those observations where the indices
take on extreme values they are probably less accurate (although this could be mitigated to
some extent by constraining the index values to lie in a certain physically plausible range,
e.g., 1–2.5). We conclude that the best solution, although clearly not perfect, is to tie the
index.
It is natural to ask whether this possible skewing of the temperatures, and/or limitations
in our ability to separate the contributions of the two spectral components to the total flux,
can explain the anomalously high temperatures seen for XMM-3 and CXO-4. To test this we
fitted the spectra from these observations individually, fixing the temperatures at the value
of the best-fit exponential decay curve to the main spectral fit (see Fig. 3.4), and allowing
the power-law indices to vary. The absorption column was fixed at the best-fit value from
the main spectral fit. The CXO-4 spectrum is well fitted in this manner (χ2ν = 0.80 for
15 dof), although the value of the power-law index is high, 2.96 ± 0.25 (and very different
from the value attained when the temperature is also allowed to vary, 0.7 ± 1.1, in which
case the temperature increases from the original main spectral fit value). Constraining the
temperature at the value of the best-fit broken power-law curve (see Fig. 3.5) results in a
lower value for the index, 2.55 ± 0.33 (and still giving an excellent fit). In light of this,
and the fact that CXO-4 does not show an anomalously high luminosity or nonthermal flux
compared to the other observations (in contrast to XMM-3), we conclude that it is quite
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possible that the high temperature derived from the main spectral fit is in this case simply
an artifact of the fitting process, and not due to a real increase in the temperature compared
to CXO-3. Fixing the temperature in XMM-3 to the values of the exponential decay or
broken power-law curves gives unacceptable fits; the χ2ν values are 1.51 and 1.46 for 225 dof
(Pχ of 1 × 10−6 and 9 × 10−6). In comparison, the χ2ν value is 1.18 (Pχ = 0.033) for the
original XMM-3 fit with the temperature free; much better, but admittedly only marginally
acceptable. This is partly due to the fact that the model underestimates the lowest-energy
part of the spectrum; this can be seen in the pn spectrum in Fig. 3.3. Indeed, allowing the
absorption column to vary leads to a considerably better fit with χ2ν = 1.11 (Pχ = 0.13). In
this case NH = (1.72±0.05)×1022 cm−2; the derived temperature is 150.2±3.2 eV. Untying
the absorption column for XMM-3 from that of the other observations leads to a significant
improvement in the overall main fit, from a χ2ν value of 1.12 for 517 dof (Pχ = 0.035) to 1.07
(Pχ = 0.12); the tied NH then assumes a value of 1.99±0.03 cm−2. Furthermore, doing this
in conjunction with untying the temperatures and power-law normalizations within CXO-7
and CXO-10, as discussed earlier in this section, leads to a very good fit with χ2ν = 1.02
for 508 dof (Pχ = 0.34). We also note that the individual XMM-3 fit, with NH free and
the temperature fixed to the value of the best-fit broken power-law curve, gives χ2ν = 1.17
(Pχ = 0.042); a marginally acceptable fit. However, the much lower value of the absorption
column for XMM-3 (in this case 1.59± 0.04 cm−2), compared to the tied value for the rest
of the observations, is rather implausible. Overall, we conclude that the XMM-3 spectra
are hardly compatible with a temperature in line with the overall trend of the rest of the
observations, and that there is in this case likely a real and significant increase in thermal
flux compared to the previous observation. The high luminosity and nonthermal flux also
unequivocally show that this observation is quite distinct in behavior from the other ones.
3.3 Discussion
We have presented RXTE and Swift observations tracking the final three weeks of the 2006–
2007 outburst of XTE J1701−462, and subsequent Chandra and XMM-Newton observations
monitoring the source during the first '800 days of quiescence. The transition from active
accretion to quiescence is resolved with much better precision than for any other cooling NS
transient observed after an extended outburst; the end of the outburst is tightly constrained
to a ∼4 day window in 2007 August. We fit the spectra obtained during quiescence with
a two-component model consisting of a NS atmosphere model (thermal component) and a
power-law model (nonthermal component). The effective surface temperature of the NS,
derived from the thermal component, was seen to decay rapidly in the first ∼200 days of qui-
escence, which we interpret as the cooling of the NS crust toward thermal equilibrium with
the core, after having been heated by accretion during the outburst. Our data set yields a
much better sampled cooling curve than those of other cooling NS transients observed to
date. The interpretation of the data is complicated by an apparent temporary increase in
the temperature '220 days into quiescence. The existence of the nonthermal component in
the quiescent spectra also adversely affects how well we can constrain the behavior of the
thermal component. The nonthermal flux from the source has varied irregularly throughout
the quiescent phase by a factor of ∼30, representing ∼5%–50% of the total flux. Fitting
the inferred temperatures (excluding the two observations showing the temporary increase)
with an exponential decay plus a constant offset yields an e-folding time of '120+30−20 days.
This value is not affected by uncertainties in the NS distance, radius, or mass, and uncer-
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tainty in the modeling of the nonthermal component likely has only a small effect on the
derived timescale. The exponential fit implies that the temperature has reached a roughly
constant value of '125 eV (assuming the best-estimate distance of 8.8 kpc). Allowing for
uncertainty in the NS distance, mass, and radius, and in the modeling of the nonthermal
component, gives a possible error of ∼15 eV. This best-fit baseline temperature corresponds
to a bolometric thermal luminosity (redshifted and unabsorbed) of '5.4×1033 erg s−1. The
temperature data can also be adequately fitted with a broken power law (but not a simple
power law). Taking into account that the cooling curve may have flattened out from the
power-law behavior, the break time is constrained to ∼20–150 days after the outburst end.
3.3.1 Transition to Quiescence
J1701 was observed to transition sharply from active accretion to quiescence in the final two
weeks of the outburst. The decay rate increased dramatically around 2007 July 29 and the
luminosity subsequently dropped by a factor of ∼2000 in the final '13 days before entering
quiescence (see Fig. 3.2). The drop is well represented by a simple exponential decay with
an e-folding time of '1.7 days. This evolution from outburst to quiescence is similar to
that seen in some other NS X-ray transients, e.g., Aql X-1. Campana et al. (1998b) analyze
observations of Aql X-1 at the end of a 1997 outburst in which the decay steepened suddenly
and the luminosity then decreased by three orders of magnitude in less than 10 days; the
decrease is well described by an exponential decay with an e-folding time of '1.2 days.
This behavior, closely resembling that seen for J1701, was interpreted by Campana et al.
(1998b) as being caused by the onset of the propeller mechanism, which impedes accretion,
and signaling the turning on of a rotation-powered pulsar. They interpret the subsequent
quiescent emission as arising from a shock between the pulsar wind and outflowing material
from the companion star. However, several serious problems with this general interpretation
of the steepening of the outburst decay rate in NS transients have been pointed out (see,
e.g., Jonker et al. 2004b). These are both observational in nature, such as the fact that
steepening of the decay has also been seen in black hole transients (e.g., Jonker et al. 2004a),
as well as theoretical (e.g., Rappaport et al. 2004).
3.3.2 Behavior of the Thermal Component
It is useful to compare the behavior of J1701 to that of the cooling quasi-persistent transients
KS 1731−260 and MXB 1659−29. Following their '12.5 and '2.5 yr outbursts, the effective
surface temperatures of KS 1731−260 and MXB 1659−29 were seen to decay exponentially
with e-folding times of 305± 47 and 465± 25 days, respectively, reaching an approximately
constant level in ∼1000–1500 days (Wijnands et al. 2001, 2002; Wijnands 2002; Rutledge
et al. 2002; Wijnands et al. 2003, 2004; Wijnands 2004; Cackett et al. 2006, 2008). However,
as mentioned in Section 3.1, a recent observation of KS 1731−260 indicates that the source
may still be cooling slowly. It was pointed out early on (Wijnands et al. 2002, 2004)
that the KS 1731−260 and MXB 1659−29 data indicated NS crusts with high thermal
conductivity. More recently, Shternin et al. (2007) compared simulations of deep crustal
heating and subsequent crustal cooling to the observations of KS 1731−260, and reached
the conclusion that low thermal conductivity, corresponding to an amorphous (i.e., non-
crystalline) crust, is inconsistent with the data. This is in agreement with the results of
molecular dynamics simulations (Horowitz et al. 2007, 2009; Horowitz & Berry 2009), which
indicate that the crust of an accreting NS will form an ordered crystal. Brown & Cumming
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(2009, hereafter BC09) construct models of the thermal relaxation of a NS crust following
an extended accretion episode and confirm the finding of Shternin et al. (2007) that the
thermal conductivity of the crust is high. Fitting their models to the observations of KS
1731−260 and MXB 1659−29, BC09 are able to place constraints on the crust parameters
of the NSs; in particular, they are able to tightly constrain the so-called impurity parameter
(which measures the distribution of the nuclide charge numbers, Z, in the crust material)
for MXB 1659−29. They find a low value for the parameter, indicating a small amount of
impurities in the crust (i.e., material with a small spread in Z) and high conductivity. In
the case of J1701, the fact that the source seems to have cooled considerably faster than
both KS 1731−260 and MXB 1659−29 (the derived exponential decay timescale is shorter
by factors of ∼2–5) strongly indicates a highly conductive crust, and possibly suggests
low-impurity material. Extracting the exact implications of our data requires fitting of
theoretical models; however, that is beyond the scope of this paper.
The models of BC09 indicate that the temperature cooling curve should actually not
follow an exponential decay, but should rather be close to a broken power law flattening
out to a constant at late times. The break is predicted to take place a few hundred days
after the end of the outburst, and is set by the thermal diffusion time to the surface from
the depth in the crust at which the material transitions from a classical to a quantum
crystal, close to neutron drip (which is where neutrons start to leak out of nuclei, thereby
producing a neutron gas between the nuclei). The break is mainly due to the suppression
of the specific heat of the crust material with increasing density. Establishing whether and
when a break in an observed cooling curve takes place would provide valuable input for
theoretical models of the NS interior. There is no indication of a break having occurred
in the cooling curve of KS 1731−260; the temperature data are actually well fitted with
a single power law of slope 0.12 ± 0.01 (Cackett et al. 2008). A break may have occurred
for MXB 1659−29 in the first ∼500 days after the end of the outburst (the fits of BC09
imply a break at ∼300–400 days postoutburst), but the scarcity of observations precludes
drawing firm conclusions. As can be seen in Fig. 3.5, there is a strong indication for a break
in the cooling curve of J1701 (although see caveats mentioned in Section 3.2.6). The time
of the possible break, however, is only ∼20–150 days postoutburst, much earlier than the
break predicted by BC09. It is therefore not clear whether the break seen for J1701, if real,
is the one predicted by BC09, or is perhaps an unrelated extra structure in the cooling
curve. Judging from Fig. 10 in BC09, the time of the break can perhaps be decreased to as
little as ∼150 days by assuming a rock-bottom value of 0 for the impurity parameter (no
impurities in the crust), corresponding to a very high thermal conductivity. In addition,
BC09 point out that the timescale of the cooling is proportional to R4nsM
−2
ns (1+z)
−1. Their
model assumes Rns = 11.2 km and Mns = 1.62 M; a smaller radius and/or a larger mass
(although a large mass is somewhat unlikely for the NS in J1701; see discussion below)
would therefore push the break to an earlier time. This suggests that the observed break
could conceivably be the one predicted by BC09 if it is in the upper part of the ∼20–150
day range. A break time in the lower part of the range is not consistent with the predicted
break. A possible alternative explanation for the break is the existence of a strong nuclear
heat source in the outer crust. Such a source would alter the shape of the crust temperature
profile in surrounding layers during outburst. This could cause a break in the cooling curve
around a time corresponding to the thermal diffusion time from the depth of the source to
the surface. Interestingly, Horowitz et al. (2008) calculate that 24O should fuse at densities
near 1011 g cm−3, releasing 0.52 MeV per accreted nucleon. According to the models of
BC09, the thermal diffusion time to the surface from a depth corresponding to a density of
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1011 g cm−3 is ∼100 days (see Figs. 5 and 6 in their paper); this is consistent with the time
of the break in the J1701 cooling curve.
In the models of BC09, the initial slope of the broken power-law curve gives a direct
measure of the inward flux near the top of the crust during outburst. They note that
observations in the first two weeks after the end of an outburst are critical for constraining
the depth and strength of heat sources in the outermost layers of the crust. J1701 was
observed three times in the first '16 days of quiescence; these observations should be able
to provide valuable input for theoretical models. We note that our data set is unique in this
respect. MXB 1659−29 and KS 1731−260 were not observed until at least '31 and '48
days, respectively, had passed in quiescence (Cackett et al. 2006); the situation is less clear
with EXO 0748−676, since the end time of the outburst is only constrained to a ∼7 week
window (Degenaar et al. 2009). Our data, in conjunction with the results of BC09, allow us
to calculate an estimate for the energy release per accreted nucleon in the outermost layers of
the crust. Using Equation 12 in BC09 and our estimate of '0.027 for the pre-break slope of
the cooling curve gives an outer crust flux during outburst of '9.0×1020 erg s−1 cm−2 and,
integrating over a surface of radius 10 km, a total energy flow rate of '1.1× 1034 erg s−1.
The observed bolometric energy output of the outburst, '1.0× 1046 erg (see Section 3.1.1),
gives an average luminosity of '2.0 × 1038 erg s−1 over the approximately 19-month-long
outburst. Assuming an accretion-powered luminosity, L = M˙c2 with  = 0.2, we get an
estimate of 〈M˙〉 ' 1.1 × 1018 g s−1 ' 1.7 × 10−8 M yr−1 for the average mass accretion
rate during the outburst. The total energy flow rate derived from the early-time slope
then corresponds to '11 keV per accreted nucleon. This value has a large uncertainty and
is probably an underestimate, since the accretion rate was lower than the average value
in the later parts of the outburst. Accounting for the inferred outer crust flux therefore
requires more energy per accreted nucleon in the outermost layers of the crust; these are
the layers being probed by the cooling right after the end of the outburst. Since our data
are consistent with a range of values for the early-time power-law slope, we note that slopes
in the range 0.01–0.08 give energies of ∼4–32 keV per accreted nucleon. Heat deposits per
nucleon in this range are consistent with the energies available from electron captures in the
outer layers of the crust (Gupta et al. 2007; Haensel & Zdunik 2008). We note that most of
the total heat deposit per nucleon (which is of the order of an MeV; see below) is believed
to be released in pycnonuclear fusion reactions much deeper in the crust, as mentioned in
Section 3.1.
The initial NS surface temperature for J1701 in quiescence seems to be considerably
higher than those of the other studied cooling sources. For J1701 this temperature is
'165 eV, compared to '110 eV for KS 1731−260, '130 eV for MXB 1659−29, and '120–
130 eV for EXO 0748−676, as determined by extrapolating the best-fit exponential decay
cooling curve back to the end of the outburst in each case. The high temperature for J1701
possibly reflects the fact that it accreted at an extraordinarily high level during its outburst,
much higher than any of the other sources, although it could also be related to a higher
equilibrium temperature for J1701. We note, however, that these values could be off by as
much as ∼10–20 eV due to uncertainties in the NS distance and radius, and exponential
extrapolation. Moreover, it may not be appropriate to assume exponential decay at the
start of quiescence. If the behavior was closer to a power law, the initial temperatures
could be significantly higher for KS 1731−260, MXB 1659−29, and EXO 0748−676, but
this is highly uncertain, due to the scarcity of early observations.
It is not clear whether the temperature of J1701 has reached its equilibrium value or
thermal relaxation between the NS crust and core is still ongoing. The exponential decay fit
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to the cooling curve strongly indicates that the temperature has reached an approximately
constant value. The situation is less clear when considering the broken power-law model
(see Fig. 3.5). The source could still be in a slow decay, or the power-law curve may already
have flattened out as it is expected to eventually do. However, such flattening at perhaps
∼200 days postoutburst would have occurred much earlier than for KS 1731−260 and MXB
1659−29, where fits would indicate a value closer to ∼1000 days (BC09), and it is not even
clear whether KS 1731−260 has stopped cooling. Further observations of J1701, 1000–2000
days postoutburst, are needed to confirm whether the source has reached equilibrium and,
if not, to constrain the rest of the decay. If the crust has relaxed, then the equilibrium
surface temperature of J1701 is much higher than the values reported for KS 1731−260 and
MXB 1659−29. The best-fit equilibrium temperature for J1701 is 125.0±0.9 eV, compared
to 70.2± 1.2 eV for KS 1731−260 (or perhaps less, given the recent observation mentioned
in Section 3.1) and 54 ± 2 eV for MXB 1659−29 (Cackett et al. 2008). Uncertainties in
the NS distance and radius (as well as, in the case of J1701, uncertainties due to possible
effects from the nonthermal component on the derived temperatures) make these values
uncertain by ∼5–15 eV. This implies a total temperature drop for J1701 of ∼40 eV, similar
to that seen for KS 1731−260 (not taking into account the most recent observation), but
considerably less than the ∼75 eV drop for MXB 1659−29 (note, however, our caveat above
about uncertainties in the initial temperatures). The equilibrium temperature is set by
the temperature of the NS core, which in turn depends on the long-term time-averaged
mass accretion rate of the NS and the extent to which the core is able to cool via neutrino
emission. Unfortunately, all the information we have on the accretion history of J1701 is
the recent outburst and the fact that before the outburst the source had probably been
in quiescence at least since the start of the RXTE mission and its all-sky monitoring in
1996 January, although with the ASM we cannot rule out long-term activity at luminosities
∼1034–1036 erg s−1 or short-term activity at higher luminosities. The recurrence time for
outbursts in this system is therefore unknown, and we do not know whether the observed
outburst is representative of typical behavior for the source. The possible equilibrium
temperature of J1701 corresponds to a bolometric thermal luminosity of '5.4×1033 erg s−1.
This would be among the highest luminosities seen for a quiescent NS-LMXB, similar to
those seen for Aql X-1 and 4U 1608−52 (see, e.g., Heinke et al. 2007, 2009, and references
therein).
To get some indication of how our results for J1701 compare with theoretical predic-
tions of the quiescent thermal luminosities of accreting NS transients, we use the results
of Yakovlev et al. (2004). They compute the quiescent bolometric thermal luminosity as a
function of long-term time-averaged mass accretion rate for several models of accreting NSs
warmed by deep crustal heating. They do this for several different equations of state, for
NS masses between 1.1 M and '2.0 M, and for two models of a heavy-element accreted
envelope: nuclear burning ashes composed of 56Fe with a total heat deposit of 1.45 MeV
per accreted nucleon (Haensel & Zdunik 1990), and 106Pd ashes with a heat deposit of 1.12
MeV per nucleon (Haensel & Zdunik 2003). They also take into account a possible He layer
on top of the heavy-element envelope. We note that Haensel & Zdunik (2008) have since
revised the estimates of the heat deposits to '1.9 MeV for 56Fe and '1.5 MeV for 106Pd.
We compare our results to the computed luminosity curves for a NS of mass 1.1 M (the
authors note that the curves are nearly identical for 1.3 M, and are insensitive to the
assumed equation of state among those they consider), and for a heat deposit of 1.45 MeV
per nucleon (see Fig. 5 in Yakovlev et al. 2004). Given the quoted 15% uncertainty in the
best-estimate distance to J1701 and various uncertainties arising from, e.g., the assumed
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values of the NS parameters, the choice and fitting of the spectral model, and the extrapo-
lation of the thermal component outside the observed energy range (see Sections 3.2.5 and
3.2.6), we consider a representative range of (3–9) × 1033 erg s−1 for our assumed equilib-
rium bolometric thermal luminosity. For the upper limit luminosity of 9× 1033 erg s−1 and
no He layer, we get an upper limit accretion rate of ∼2 × 10−9 M yr−1. For the lower
limit luminosity of 3 × 1033 erg s−1 and the case of a thick He layer, we get a lower limit
accretion rate of ∼4 × 10−11 M yr−1. This range is consistent with constraints on the
accretion rates of many NS transients (see, e.g., Heinke et al. 2007, 2009). Assuming that
the 2006–2007 outburst is typical for J1701, these long-term averaged accretion rates, in
conjunction with our estimated average outburst rate (see discussion earlier in this section),
give recurrence times for outbursts in the system ranging from ∼10 years to ∼700 years.
Our data for J1701 are therefore entirely consistent with standard cooling in a low-mass
NS, and there is no need to assume a higher-mass NS with enhanced cooling. In fact, sig-
nificantly enhanced cooling is somewhat unlikely, since in that case a very high long-term
average accretion rate would be required to keep the NS as warm as it is observed to be;
this suggests a rather low-mass NS in J1701, especially for NS models assuming nucleon
or nucleon–hyperon matter in the core (see Fig. 3 in Yakovlev et al. 2004 and Fig. 12 in
Yakovlev & Pethick 2004). We note that our estimate of the outburst accretion rate could
well be off by a factor of ∼5–10 given uncertainties in the energy output of the outburst and
the radiative efficiency of the accretion, and substantial uncertainties are of course associ-
ated with the theoretical calculations. Nevertheless, we conclude that if the crust of J1701
has indeed already reached (or is close to reaching) thermal equilibrium with the core, then
a rather low-mass NS with a near-standard cooling scenario is more likely than a high-mass
star with significantly enhanced cooling.
3.3.3 Behavior of the Nonthermal Component
We speculate that the increase in temperature seen for the third XMM-Newton observation
(XMM-3) is due to an additional spurt of accretion. This is supported by the fact that
XMM-3 has a large nonthermal flux, which is suggestive of ongoing accretion given the fact
that prominent nonthermal components are commonly seen in spectra from accreting NS
systems at low luminosity (see, e.g., Di Salvo & Stella 2002; Barret et al. 2000). During such
an accretion spurt the surface of the NS may have been subjected to some shallow and tem-
porary reheating. Furthermore, Zampieri et al. (1995) show that low-level accretion onto
a NS surface can produce radiation with a thermal (hardened blackbody-like) spectrum;
additional thermal flux of this sort could also explain the increase in the inferred effective
temperature. The subsequent Chandra observation (CXO-4) seems to have an anomalously
high temperature as well, but has a much smaller nonthermal flux than XMM-3. As dis-
cussed in Section 3.2.6.1, the high effective temperature derived for CXO-4 may be a result
of the nonthermal component in the spectrum skewing our estimate of the thermal flux; a
temperature in line with the overall observed decay is also consistent with the data. How-
ever, if the heightened thermal flux in CXO-4 is real and due to accretion, then the fact that
this observation does not show a large thermal flux compared to the other observations (in
contrast to XMM-3) is possibly indicative of some change in the properties of the accretion
flow between XMM-3 and CXO-4. In any case, the substantial decrease in both the thermal
and nonthermal flux compared to XMM-3 would point to a significant decrease in the rate
of this possible accretion. We note that no activity was seen with the RXTE ASM around
the time of XMM-3 (or at any other time since the start of quiescence). This is hardly
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surprising, since an increase in luminosity of several orders of magnitude would be required
for an ASM detection.
In general, a high degree of variability is seen in the nonthermal flux from J1701. Vari-
ability by a factor of ∼30 (∼10 when excluding XMM-3) is observed between the individual
observations obtained throughout the first '800 days of the quiescent phase. Indications of
possible variability on a timescale of ∼1–3 days is seen in the data from CXO-7 and CXO-
10. As irregular variability on various timescales is a common characteristic of accretion,
this points to accretion of some sort as a strong candidate for the cause of the nonthermal
component. We searched for short-term variability (within observations) by constructing
light curves for the XMM-Newton observations, but did not see indications of variability.
For each Chandra observation we performed a one-sided K–S test comparing photon arrival
times to a uniform count rate model. This did not reveal any evidence for variability at
a confidence above 90%, with the exception of the first of the two exposures in CXO-10,
which showed variability at a 97.7% confidence level (discussed in Section 3.2.6.1). However,
due to the low count rates in our observations this does not set strong constraints on the
possible existence of short-term variability.
There seems to be a significant difference between the value of the power-law index
seen for XMM-3 ('1.3–1.4) and those seen for the Swift and RXTE observations during
the transition to quiescence ('1.7 and '1.9 for the first and second Swift observations, and
even higher for the third one, although highly uncertain due to very few counts; the RXTE
observations almost all had index values in the range'1.8–2.5). Given that the outburst was
still ongoing when the Swift and RXTE observations were made, it is reasonable to assume
that those spectra are dominated by flux due to accretion. This may indicate a different
origin for the nonthermal component, or a difference in the accretion flow compared to the
outburst, for XMM-3. We do note, however, that the luminosity in XMM-3 was lower,
by a factor of 2 or more, than the luminosity in any of the Swift and RXTE observations;
the validity of a direct comparison is therefore questionable. The value of the combined
power-law index for the other observations in quiescence is in line with those from the Swift
and RXTE observations, but this combined index does not give us information about the
index values for individual observations. The fact that the combined index value seems to
be different from the XMM-3 one may also point to some difference in nature between the
nonthermal component in XMM-3 and that in the other quiescent observations.
A study by Jonker et al. (2004b) suggested that the fractional contribution of the non-
thermal flux to the total unabsorbed 0.5–10 keV flux in nonpulsing NS-LMXB transients
evolves as a function of total 0.5–10 keV luminosity. Based on data from several NS-LMXBs,
Jonker et al. (2004b) suggest that the fraction decreases with decreasing luminosity down
to a minimum of 10%–20% around ∼2 × 1033 erg s−1, and increases again at lower lumi-
nosities to values of 60%–70% (see Fig. 5 in their paper). In Fig. 3.6, we show the fractional
contribution of the power-law component to the total 0.5–10 keV flux as a function of the
total luminosity in the same band. The power-law fraction varies rather randomly between
∼5% and ∼50%, and does not seem to exhibit behavior of the sort seen in the Jonker et al.
(2004b) study.
3.4 Summary
We have presented RXTE and Swift observations tracking the final three weeks of the 2006–
2007 outburst of the super-Eddington NS transient XTE J1701−462, as well as Chandra and
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XMM-Newton observations covering the first '800 days of the subsequent quiescent phase.
The source transitioned sharply from active accretion to quiescence, with the luminosity
decreasing by a factor of ∼2000 in '13 days. The end of the outburst is tightly constrained
to a ∼4 day window in 2007 August.
We fitted the Chandra and XMM-Newton spectra with a two-component model consist-
ing of a NS atmosphere model (thermal component, interpreted as being due to emission
from the NS surface) and a power-law model (nonthermal component, whose origin is un-
certain). The effective surface temperature of the NS, inferred from the thermal component,
was seen to decay rapidly in the first ∼200 days of quiescence. We interpret this as the
NS crust cooling after having been heated and brought out of thermal equilibrium with
the core during the outburst. The interpretation of the data is complicated by an increase
in the inferred temperature '220 days into quiescence. The existence of the nonthermal
component also adversely affects our ability to constrain the thermal component.
Fitting the derived temperatures with an exponential decay cooling curve plus a constant
offset (excluding the two observations affected by the apparent temperature increase) we
derive an e-folding time of '120+30−20 days and a best-fit offset of '125 eV. This baseline
temperature is uncertain to ∼15 eV due to uncertainties in the distance, radius, and mass
of the NS, and in the modeling of the nonthermal component. The short decay timescale
strongly indicates high thermal conductivity in the NS crust and possibly suggests low-
impurity material (Brown & Cumming 2009).
The temperature data can also be well fitted with a more physically motivated broken
power-law model (Brown & Cumming 2009). The data show a strong indication for a break
in the power law; the time of the break is ∼20–150 days after the end of the outburst.
This is considerably earlier than the break predicted by theory, which is mainly due to a
change in heat capacity in the NS crust where the material transitions from a classical to
a quantum crystal (Brown & Cumming 2009). The observed break may therefore have a
different origin; a possible alternative explanation is a strong nuclear heating source in the
crust—e.g., the fusion of 24O (Horowitz et al. 2008). The initial slope of the power-law
cooling curve is a direct measure of the inward flux in the outer crust during outburst
(Brown & Cumming 2009). Our measured slope, in conjunction with an estimate for the
accretion rate during the outburst, yields an estimate for the heat deposit per accreted
nucleon in the outermost layers of the crust which is consistent with theoretical predictions
for the energy available from electron captures (Gupta et al. 2007; Haensel & Zdunik 2008).
Further observations are needed to determine whether the crust is still cooling slowly or
has already reached thermal equilibrium with the core at a surface temperature of '125 eV.
The latter would imply an equilibrium bolometric thermal luminosity of ∼5× 1033 erg s−1
for an assumed distance of 8.8 kpc. This would be among the highest quiescent thermal
luminosities seen from a NS-LMXB and may indicate a rather low-mass NS without signif-
icantly enhanced cooling.
The nonthermal component has varied irregularly throughout the quiescent phase by a
factor of ∼30; indications of possible variability have been seen on timescales as short as ∼1
day. The fractional contribution of this component to the total flux has been between ∼5%
and ∼50%. We speculate that the nonthermal component in XTE J1701−462 arises from
residual accretion and that the increase in derived temperature '220 days into quiescence
(which was accompanied by a large increase in nonthermal flux) was due to a spurt of
increased accretion, possibly causing some shallow and temporary reheating of the NS
surface and/or releasing radiation with a thermal spectrum (Zampieri et al. 1995).
The observed behavior of XTE J1701−462 during the postoutburst quiescence seems to
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be quite different from that of other cooling NS transients observed after extended outbursts:
the derived exponential decay timescale of the effective surface temperature is much shorter;
both the initial and final surface temperatures are likely significantly higher; there is a strong
indication for a break in the cooling curve when fitting the temperature data with a (broken)
power law; a significant temporary increase in thermal flux was observed after more than
200 days of quiescence; finally, the source has exhibited a prominent nonthermal component
in its spectrum throughout the quiescent phase.
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Chapter 4
The Variable Quiescent X-ray
Emission of the Neutron Star
Transient XTE J1701−462
This chapter is based on the following paper:
J. K. Fridriksson, J. Homan, R. Wijnands, E. M. Cackett, D. Altamirano, N. De-
genaar, E. F. Brown, M. Me´ndez, and T. M. Belloni 2011, The Astrophysical
Journal, 736, 162.
Abstract
We present the results of continued monitoring of the quiescent neutron star low-mass X-
ray binary XTE J1701−462 with Chandra and Swift. A new Chandra observation from
2010 October extends our tracking of the neutron star surface temperature from '800
days to '1160 days since the end of an exceptionally luminous 19 month outburst. This
observation indicates that the neutron star crust may still be slowly cooling toward thermal
equilibrium with the core; another observation further into quiescence is needed to verify
this. The shape of the overall cooling curve is consistent with that of a broken power
law, although an exponential decay to a constant level cannot be excluded with the present
data. To investigate possible low-level activity, we conducted a monitoring campaign of XTE
J1701−462 with Swift during 2010 April–October. Short-term flares—presumably arising
from episodic low-level accretion—were observed up to a luminosity of ∼1 × 1035 erg s−1,
∼20 times higher than the normal quiescent level. We conclude that flares of this magnitude
are not likely to have significantly affected the equilibrium temperature of the neutron star
and are probably not able to have a measurable impact on the cooling curve. However, it
is possible that brighter and longer periods of low-level activity have had an appreciable
effect on the equilibrium temperature.
4.1 Introduction
Observations of quiescent neutron star transients have the potential to constrain the internal
properties of neutron stars. Some transients (so-called quasi-persistent transients) undergo
years- or decades-long outbursts during which the neutron star crust is heated out of thermal
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equilibrium with the core due to nuclear reactions induced deep in the crust (so-called
deep crustal heating; see, e.g., Brown et al. 1998; Haensel & Zdunik 2008); observing the
cooling of the surface after the source returns to quiescence can give information on the
properties of the crust (e.g., Rutledge et al. 2002). In addition, the equilibrium crust and
core temperatures in accreting neutron stars are set by the long-term time-averaged mass
accretion rate and the efficiency of the cooling mechanisms (neutrino emission) at work
in the neutron star interior; this cooling in turn depends on the properties of the matter
inside the star (for an overview on neutron star cooling, see, e.g., Yakovlev & Pethick 2004).
Measurement of the equilibrium surface temperature can therefore yield information on the
material deep inside the neutron star. This, however, also requires good knowledge of the
average mass accretion rate onto the star, and this rate is often poorly known.
XTE J1701−462 is a transient neutron star low-mass X-ray binary (NS-LMXB) that
underwent an exceptionally luminous 19 month outburst in 2006–2007 (Lin et al. 2009b;
Homan et al. 2010). We have monitored the source since it entered quiescence in 2007
August; in Fridriksson et al. (2010, hereafter referred to as Paper I) we reported on Rossi
X-ray Timing Explorer (RXTE ) and Swift observations tracking the transition of the source
from outburst to quiescence, and on Chandra and XMM-Newton observations covering the
first '800 days of the quiescent phase. The effective surface temperature of the neutron
star—inferred from the thermal component of the quiescent spectra—exhibited a large
decrease during the first ∼200 days of quiescence, presumably due to the rapid initial
cooling of the neutron star crust; such rapid cooling strongly indicates a highly conductive
crust (Shternin et al. 2007; Brown & Cumming 2009). An observation '230 days into
quiescence showed a large increase in both thermal and nonthermal flux from the source.
A subsequent observation (∼70 days later) suggested still somewhat elevated thermal flux;
later observations (&200 days after the initial increase) were consistent with slow cooling
from the level preceding the increase. After '800 days of quiescence, it was not clear
whether the neutron star crust had already reached thermal equilibrium with the core or
was still slowly cooling.
XTE J1701−462 is one of only four NS-LMXBs for which the cooling of the neutron star
crust has been monitored after long periods of accretion-induced heating; the other three are
KS 1731−260 (Wijnands et al. 2001, 2002; Cackett et al. 2006, 2010a), MXB 1659−29 (Wi-
jnands et al. 2003, 2004; Cackett et al. 2006, 2008), and EXO 0748−676 (Degenaar et al.
2009, 2011). In addition, a recent observation of the Terzan 5 globular cluster transient
IGR J17480−2446 indicates that the neutron star crust may have been heated significantly
during a very bright ∼2 month outburst (Degenaar & Wijnands 2011a,b); further observa-
tions are needed to confirm this by observing cooling. As discussed in Paper I, the quiescent
behavior of XTE J1701−462 has exhibited several noteworthy characteristics. Significantly
higher effective surface temperatures have been observed from XTE J1701−462 than the
other three sources; this may be partly due to a high core temperature in the neutron star.
The cooling data from the first '800 days of quiescence are well fitted—when excluding the
observations affected by the temporary increase in temperature—with both an exponential
decay to a constant level (e-folding time of '120+30−20 days) and with a broken power-law
model. The latter is particularly relevant, since Brown & Cumming (2009) calculate that
the general form of the cooling curve should be a broken power law leveling off to a constant
at late times. However, the predicted break—mainly due to a change in heat capacity where
the crust material transitions from a classical to a quantum crystal—is expected to occur a
few hundred days into quiescence, whereas the observed break we reported in Paper I is at
∼20–150 days, and may therefore have a different origin. In addition to the thermal spec-
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tral component, XTE J1701−462 has shown a prominent and highly variable nonthermal
component throughout the quiescent phase. Nonthermal components have been seen in the
quiescent emission of many NS-LMXBs and are usually well fitted with a simple power law
with a photon index of 1–2. The origin of this nonthermal emission is poorly understood;
pulsar shock emission or low-level accretion onto the neutron star surface or magnetosphere
have been suggested as explanations (Campana et al. 1998). In Paper I, we speculated that
the power-law component seen from XTE J1701−462 and the large increase in luminosity
more than 200 days into quiescence mentioned above are due to episodic low-level residual
accretion.
During 2010 April–October, we conducted a monitoring program of XTE J1701−462
using Swift, with short (∼3 ks) observations taking place once every two weeks. The goal
was to study possible low-level activity during quiescence—as suggested by the temporary
increase in luminosity seen during our Chandra and XMM-Newton monitoring—and in-
vestigate whether such activity can to some extent explain the high surface temperatures
observed for XTE J1701−462. In 2010 October, we also obtained a new Chandra obser-
vation of the source to constrain possible ongoing cooling of the neutron star crust. In
this paper, we report on the results of our Swift monitoring campaign and recent Chandra
observation.
4.2 Data Reduction and Results
4.2.1 Cooling Analysis
XTE J1701−462 was observed with Chandra on 2010 October 11–12. This ACIS-S (Garmire
et al. 2003) observation (ObsID 11087) was performed in Timed Exposure mode, with the
source located at the default S3 aimpoint. The detector was operated in full-frame mode
(with a frame time of 3.2 s), using the Very Faint telemetry format. The observation
had a live exposure time of 56.60 ks; no periods of background flaring were found. We
analyzed the data with CIAO (Fruscione et al. 2006), version 4.2 (CALDB, ver. 4.3.1),
and with ACIS Extract (Broos et al. 2010), version 2010-07-09. At the same time, we also
re-analyzed all older Chandra observations of the source in quiescence to ensure complete
consistency. For information on the earlier observations, see Paper I. We mostly follow
the same analysis procedure as described in Paper I and refer to the description therein,
mentioning here mainly any differences in the procedure. For each observation, background
counts were extracted from an annulus with an inner radius of '5.3′′ ('10.8 pixels) and
an outer radius of '14.3′′ ('29.0 pixels). All observations were checked to see whether
applying a temperature-dependent charge transfer inefficiency correction to the data was
appropriate. In all cases, the focal plane temperature stayed within half a degree of the
nominal temperature of −119.7◦C throughout the observation, and therefore no correction
was necessary. Two of our 11 Chandra observations consisted of two or more exposures
spread over a few days. The spectra from the four subexposures of the seventh Chandra
observation—taken over a period of ∼3 days—were combined into a single spectrum using
ACIS Extract, as were the response files for the exposures. This was done to facilitate χ2
fitting of the spectrum; the shortest exposure only had '150 counts. As in Paper I, the
Chandra spectra were grouped with the ACIS Extract tool ae group spectrum, with an
average of ∼25–30 counts per group. The tenth Chandra observation—consisting of two
exposures performed over a '27 hr period—was treated in the same way as the seventh
one (note, however, the discussion in Paper I of possible variability between the individual
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exposures in both the seventh and tenth observations).
We also re-analyzed the three XMM-Newton observations previously reported on in Pa-
per I with the latest software and calibration (SAS, ver. 10.0.2). The analysis proceeded
in much the same way as described in our previous paper, and the description of identical
analysis steps will not be repeated here. The XMM-Newton spectra were grouped with the
specgroup task, requiring a minimum signal-to-noise ratio of 5, and limiting any oversam-
pling of the intrinsic detector resolutions to less than a factor of 2.5. This resulted in an
average number of counts per group of ∼35–40, except for the pn spectrum of the third
XMM-Newton observation, which had an average of '51 counts per group.
Using XSPEC (Arnaud 1996), version 12.6.0, we fitted all the Chandra and XMM-
Newton spectra simultaneously in the 0.5–10 keV band, except for the third XMM-Newton
observation (XMM-3), which we fitted separately. As discussed in Paper I, this spectrum
is very different from the others, showing much higher nonthermal flux and a significant
increase in thermal flux compared to the previous observation; XMM-3 will be discussed
further below. We used the nsatmos neutron star atmosphere model (Heinke et al. 2006; see
also a discussion of this model in Paper I) plus a simple power-law model (pegpwrlw), modi-
fied by photoelectric absorption. We used the TBnew absorption model1, an updated version
of the TBabs model (Wilms et al. 2000), with the vern cross sections (Verner et al. 1996)
and wilm abundances (Wilms et al. 2000). All the TBnew parameters except the equivalent
hydrogen column density were kept fixed at their default values. The TBabs/TBnew model
improves in various ways on older absorption models (Wilms et al. 2000) and is therefore
to be preferred. In the nsatmos model, we fixed the neutron star mass at a value of 1.4
M, the distance at 8.8 kpc (Lin et al. 2009a), and the fraction of the neutron star surface
emitting at 1. As in Paper I, we tied the absorption column and photon index between all
observations (except for XMM-3). Although we have no reason to expect the photon index
to necessarily have the same value for all the observations, our spectra do not have enough
counts to allow it to vary freely for each observation (see further discussion of this and its
possible effects on our results in Paper I). We allowed the neutron star radius to float to
its best-fit value initially (10.5 km), and then fixed it at this value when performing error
scans for other free parameters (an error scan for the radius gives an uncertainty of ±2.5
km).
In Table 4.1, we show the (gravitationally redshifted) effective neutron star surface
temperature for each individual observation, as inferred from our spectral fits. Uncertainties
in the neutron star radius, mass, and distance give rise to a systematic uncertainty in the
temperatures. This uncertainty is highly correlated between the different observations, and
we do not include it in the error bars in Figs. 4.1 and 4.2 and Tables 4.1 and 4.2. Changes
in the radius, mass, or distance systematically shift all the temperature values in more
or less the same way (the higher the temperature, the larger the shift); in general, our
conclusions about the cooling would not be significantly affected by such shifts. To assess
the magnitude of this uncertainty, we changed the values of these three parameters one at a
time and re-fitted the spectra (allowing the absorption column and photon indices to float
to new best-fit values). We consider a neutron star radius range of 8–15 km, a mass range
of 1.1–2.0 M, and a distance range of 7.5–10.1 kpc (based on the 1.3 kpc uncertainty in
the distance estimate; Lin et al. 2009a). Changing the radius to 8 km (15 km) results in
increases in the temperatures of '6.2–10.0 eV (decreases of '9.0–13.5 eV). Changing the
mass to 1.1 M (2.0 M) gives temperature increases of '2.5–4.1 eV (decreases of '5.5–8.6
1See http://pulsar.sternwarte.uni-erlangen.de/wilms/research/tbabs/.
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eV). Finally, changing the distance to 7.5 kpc (10.1 kpc) yields decreases of '6.3–9.2 eV
(increases of '5.7–8.7 eV). Overall, we estimate that this gives rise to a combined systematic
uncertainty of ∼10 eV in the temperatures measured in recent observations. We stress that
the parameter values derived from our cooling curve fits (see below) are not significantly
affected by this (with the exception of the baseline temperature of the exponential fit). This
is further discussed and quantified in Paper I; there we also discuss uncertainty arising from
the handling of the nonthermal component. We note here that all errors quoted in this
paper correspond to 1σ Gaussian (68.3%) confidence.
In Table 4.1, we also show the 0.5–10 keV power-law flux and total luminosity, and
the bolometric luminosity (all unabsorbed), as well as the fractional contribution of the
power-law component to the total unabsorbed 0.5–10 keV flux. We plot the luminosity,
temperature, and power-law flux in Fig. 4.1. The best-fit values for the equivalent hydrogen
column density and the tied photon index are (2.98±0.04)×1022 cm−2 and 1.96±0.20. The
quality of the simultaneous fit is good: the reduced χ2 (χ2ν) is 0.94 for 314 degrees of freedom
(dof). The separate fit to XMM-3 is worse: χ2ν = 1.30 (197 dof). In particular, this fit tends
to underestimate the flux in the lowest energy bins, and the spectrum prefers a lower value
for the absorption column. However, it is rather implausible that this observation would
have significantly lower absorption than other observations during both quiescence and
outburst (see below), and we therefore fix the column density at the best-fit value from
the simultaneous fit (quoted above). The best-fit value of the XMM-3 photon index is
1.40 ± 0.08. We also tried fitting the XMM-3 spectrum with the power-law component
replaced by the simpl or compTT Comptonization models, but we were unable to improve
on the fit. We note that it is conceivable that this spectrum is affected by the presence
of elements heavier than hydrogen in the neutron star atmosphere. For an accretion rate
above M˙Z ∼ 4 × 10−14 M yr−1 (8/Z)(kTeff/0.1 keV)3/2, an element with atomic number
Z is not expected to settle quickly enough out of the atmosphere for it to maintain a pure
hydrogen composition (Brown et al. 1998; Bildsten et al. 1992). The observed luminosity
in XMM-3 corresponds to M˙ ∼ 2 × 10−12 M yr−1 (assuming L = M˙c2, with  = 0.2,
and that ∼80% of the emission arises from accretion), implying that a presence of helium
is possible if most or all of the additional flux—compared to the thermal emission of the
previous observation—stems from accretion onto the neutron star surface. (We can also not
exclude the possibility that some of the other observations are affected by heavier elements
in the atmosphere, although this is less likely; the fact that those spectra are in general well
fitted by a pure hydrogen atmosphere model indicates that this is probably not a large effect
if present.) Another possible reason for the low quality of the XMM-3 fit is that thermal
flux arising from ongoing accretion during this observation acts to distort the shape of the
thermal component from that of a neutron star atmosphere spectrum. Finally, we note that
it is conceivable that cross-calibration errors play a role here. Tsujimoto et al. (2011) explore
the cross-calibration between various X-ray detectors and derive lower absorption column
values for XMM-Newton EPIC data, especially the pn detector, than for Chandra ACIS
data. For XMM-3, the pn spectrum contributes the majority of the residuals. However,
even when allowing the column density to be free in the XMM-3 fit, the quality of the
fit is still marginal (χ2ν = 1.15 for 196 dof), and the change in the column density (lower
by '14%) is somewhat larger than seen by Tsujimoto et al. (2011) ('11% for the pn and
∼4%–6% for the MOS detectors). In addition, the other two XMM-Newton observations
agree well with the simultaneous fit and show no indication of the pn spectrum preferring
a lower column density value than the MOS spectra.
The temperature values reported here for the older Chandra and XMM-Newton observa-
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Figure 4.1. Spectral evolution of XTE J1701−462 since the end of the 2006–2007 outburst.
Top panel: unabsorbed luminosity in the 0.5–10 keV band. We do not show a 3σ Swift upper
limit to the luminosity (observation 16; shown in Fig. 4.3), which is virtually coincident with
the last Chandra data point. Middle panel: effective neutron star surface temperature. The
solid line is the best-fit exponential decay to a constant level, excluding the sixth and seventh
data points. The dashed line is a similar fit including the seventh data point. Bottom panel:
unabsorbed 0.5–10 keV power-law flux.
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Figure 4.2. Effective neutron star surface temperature during quiescence, with best-fit
cooling curves shown. The solid curve is a broken power law fitted to all data points except
the sixth and seventh ones; including data point 7 in the fit yields a virtually identical curve.
The dashed curve is the best-fit exponential decay curve with a constant offset, where points
6 and 7 have been excluded from the fit (shown as a solid curve in Fig. 4.1).
tions are '0.4–1.5 eV lower than the corresponding values reported in Paper I. This is due
to small differences in the data analysis (value used for the neutron star radius; absorption
model used; handling of XMM-3, CXO-7, and CXO-10; more recent calibration) and the
effect of the new observation on the simultaneous fit. The best-fit column density value
quoted above is significantly higher than the one reported in Paper I, primarily due to the
different abundance table used here. We note that when fitting with the phabs absorption
model with angr abundances and bcmc cross sections, as we did in Paper I, we get an
absorption column of 2.0× 1022 cm−2, the same as the value derived by Lin et al. (2009b)
from RXTE and Swift observations during the 2006–2007 outburst (and very close to the
value derived in Paper I).
The new Chandra observation—made '1160 days into quiescence—has an effective neu-
tron star surface temperature (as seen by an observer at infinity) kT∞eff = 120.6 ± 1.7 eV,
compared to 123.7 ± 1.7 eV in the previous Chandra observation a year earlier. These
two temperature values differ at the '1.3σ (i.e., ∼80%) confidence level; using the weighted
temperature average for the three Chandra observations preceding the latest one, 123.4±1.1
eV, gives similar significance for a change in the temperature. The data are therefore more
consistent with continued cooling than with the temperature having reached a fixed equilib-
rium value, but given the size of the error bars it is not possible to draw a firm conclusion.
We also note that uncertainties associated with the handling of the nonthermal component
can possibly give rise to small shifts in the temperatures (see discussion in Paper I). The
current temperature corresponds to a bolometric thermal luminosity of '5.0×1033 erg s−1.
186
The power-law flux of the new observation is among the lowest seen during quiescence and
represents '16% of the total 0.5–10 keV unabsorbed flux. The 0.5–10 keV unabsorbed
luminosity of the new observation ('4.6× 1033 erg s−1) is the lowest observed so far from
the source.
To estimate the end time of the outburst, t0, we followed the same procedure as in
Paper I. We fitted the luminosity measured in the three Swift observations made during
the final decay of the outburst with a simple exponential decay function, and did the same
for the first three Chandra and XMM-Newton observations in quiescence; we then define
t0 as the intersection of the two curves. We did not re-extract the Swift spectra from
Paper I but did re-fit them. The first two spectra were grouped with a minimum of 25
counts per bin and fitted with a simple absorbed power law (TBnew*pegpwrlw), fixing the
absorption column at the value derived from our observations in quiescence (quoted above).
The third spectrum only had 52 counts, and we therefore fitted the unbinned spectrum with
the W -statistic in XSPEC. In this case, we added an nsatmos component to the spectral
model, since the luminosity of this observation is low enough for thermal radiation from the
neutron star surface to make a significant contribution to the flux (we derive a 0.5–10 keV
unabsorbed luminosity of (3.8 ± 0.7) × 1034 erg s−1). We fixed the effective neutron star
surface temperature at a value of log(Teff/K) = 6.4 (i.e., a gravitationally redshifted value
of kT∞eff ≈ 166 eV, slightly higher than the value measured in the first quiescent observation)
and the radius at 10.5 km (as derived from our quiescent spectra). Due to the low number of
counts in the spectrum of the third observation, we also in that case fixed the photon index
at a value of 2 (similar to the value measured in the previous Swift observation and the
combined value in our quiescent fit). The resulting value for t0 is MJD 54321.95, i.e., '1.4
days after the final Swift observation and '3.0 days before the first Chandra observation.
This value for t0 is 0.18 days earlier than the value derived in Paper I. The difference arises
mostly from a somewhat lower luminosity value derived here for the last of the three Swift
observations; in Paper I we did not include an nsatmos component in the model for that
spectrum.
As in Paper I, we fitted our derived temperatures with two models: an exponential
decay function with a constant offset, T∞eff (t) = T
′ exp[−(t − t0)/τ ] + Teq, and a broken
power-law model (as a function of t − t0). In both cases, we kept t0 fixed at the value
quoted above. The fits were performed with Sherpa (Freeman et al. 2001); errors were
estimated using the confidence method.2 In all our fits we exclude XMM-3; as mentioned
above, this observation has a much higher luminosity (arising from increases in both thermal
and nonthermal flux) than the preceding and subsequent observations, likely due to an
accretion event. We perform fits both with and without the subsequent observation, CXO-
4. Although this observation shows some evidence of increased surface temperature, it
has neither anomalously high luminosity nor nonthermal flux. It is not clear whether this
possibly elevated temperature is somehow due to increased accretion (before or during the
observation), nor is it clear whether it is related to the elevated luminosity observed in
XMM-3. It may possibly be a statistical fluctuation, or it may be due to our limited ability
to separate the contributions of the two spectral components (see further discussion in Paper
I as well as the discussion of possible effects from low-level accretion in Section 4.3.4). The
results of our cooling fits are shown in Table 4.2 and best-fit cooling curves are plotted in
Figs. 4.1 and 4.2. We note that the value used for t0 cannot affect the e-folding time or
the equilibrium temperature of the exponential fits. It does affect the decay amplitude,
2See documentation at the Sherpa Web site: http://cxc.cfa.harvard.edu/sherpa/.
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but within the small uncertainty in t0 that effect is negligible (of the order of half an eV).
However, the break time, and especially the pre-break slope, of the broken power-law fits
are quite sensitive to the value of t0; the post-break slope is practically unchanged within
the allowed range for t0. We performed broken power-law fits (both XMM-3 and CXO-
4 excluded) with t0 shifted within the allowed range set by the last/first observation in
outburst/quiescence. Shifting t0 to two days later (one day earlier) gives best-fit break
times of '30 ('42) days and pre-break slopes of '0.019 ('0.034). The effects of changes
in t0 on broken power-law fits are further discussed in Paper I.
Both the exponential and the broken power-law model give acceptable fits to the temper-
atures when both XMM-3 and CXO-4 are excluded: χ2ν = 1.07 (9 dof) for the exponential
and χ2ν = 0.88 (8 dof) for the broken power law. However, an ongoing decrease in the
temperature is inconsistent with the exponential fit. When CXO-4 is included, the broken
power-law fit is superior: χ2ν = 1.13 (9 dof), compared to χ
2
ν = 1.66 (10 dof) for the exponen-
tial fit. The exponential fit with CXO-4 included (dashed line in Fig. 4.1) matches the later
data points (t−t0 & 250 days) quite well but fits the first five data points badly. In contrast
to the broken power-law fits, a single unbroken power law gives poor fits, with χ2ν = 2.07
(10 dof) when both XMM-3 and CXO-4 are excluded; the best-fit slope is 0.059 ± 0.002.
We note that we cannot exclude the possibility that our inferred temperatures (and thereby
the cooling curve fits) are affected by residual accretion; we discuss this in Section 4.3.4 and
argue that the effects of this, if present, are likely small.
4.2.2 Swift Monitoring Program
XTE J1701−462 was observed 17 times with the Swift X-ray Telescope (XRT; Burrows et al.
2005) during 2010 April–October (see Table 4.3 for details on each observation). Fifteen of
these were regularly scheduled observations made approximately every two weeks as part of
our monitoring program of the source; two additional Director’s Discretionary Time (DDT)
observations (nos. 10 and 11 in Table 4.3) were made in late July. All the observations
were performed with the detector in Photon Counting mode. We analyzed the data with
HEASOFT, version 6.10. Using the xrtpipeline task, we processed and screened (with the
default settings) the Level 1 raw event files and created vignetting-corrected exposure maps
for each observation. We then extracted counts (and spectra) in the 0.5–10 keV range from
the Level 2 screened event files using Xselect; source counts were extracted from a circle of
radius 30′′ and background counts were in each case extracted from a nearby circle of radius
250′′. For each observation, we used XIMAGE to integrate the exposure map over both the
source and background extraction circles, and used the ratio of the integrated exposures
as our background scaling factor, thereby taking into account the effects of vignetting and
CCD bad pixels and hot columns. We also used the xrtmkarf task (with an exposure map)
to calculate a correction factor for each observation to correct the net (i.e., background-
subtracted) count rate for losses due to the finite size of the extraction region compared to
the point spread function (PSF), as well as for losses due to vignetting and CCD bad pixels
and hot columns. The count rates we quote therefore correspond to an on-axis extraction
region of infinite size.
In Fig. 4.3, we show the Swift light curve of XTE J1701−462. For one observation, in
which the source was not detected, we show a 3σ upper limit. We also show a data point
representing the latest Chandra observation (CXO-11); we used XSPEC to calculate the
Swift XRT count rate corresponding to the best-fit Chandra spectrum. This CXO-11 count
rate level is also indicated with a gray dashed line; we note that the spectrum from the
189
Table 4.3. Swift XRT Observations of XTE J1701−462 in Quiescence
No. Start Datea ObsID Exp. Time (ks)b
1 Apr 2 00090523001 2.90
2 Apr 16 00090523002 3.43
3 Apr 30 00090523003 3.36
4 May 14 00090523004 3.06
5 May 27 00090523005 2.81
6 Jun 11 00090523006 2.85
7 Jun 25 00090523007 2.79
8 Jul 9 00090523008 3.05
9 Jul 23 00090523009 3.20
10 Jul 27 00031776001 3.00
11 Jul 31 00031776002 3.16
12 Aug 6 00090523010 2.66
13 Aug 20 00090523011 3.26
14 Sep 3 00090523012 1.56
15 Sep 17 00090523013 3.09
16 Oct 1 00090523014 3.08
17 Oct 27 00090523015 2.11
a All dates are in 2010.
b Good live exposure time.
previous Chandra observation—which was performed around 800 days into quiescence and
had slightly higher thermal and nonthermal flux—corresponds to a ∼40% higher count rate.
Most of the Swift observations show count rates consistent with the quiescent level observed
in CXO-11. However, the first Swift observation shows a clearly elevated count rate (a factor
of ∼6 increase compared to the expected quiescent level) and the ninth observation shows
a much stronger (factor of ∼35) increase. The two following DDT observations, performed
∼4 and ∼8 days later, show a rapidly decaying flux. An observation performed two weeks
after the brightest (i.e., ninth) observation shows a weak indication of an elevated count
rate, but is consistent with the baseline quiescent level.
For the three brightest Swift observations (nos. 1, 9, and 10), we also performed spectral
fitting (using XSPEC) in the 0.5–10 keV band. We created ancillary response files (ARFs)
using the xrtmkarf task and used a standard redistribution matrix file (RMF) from the
calibration database. We used the corrected background scaling factor described above. For
observations 1 and 10, which only had 28 and 50 counts, respectively, we fitted the unbinned
spectra with the W -statistic in XSPEC. We binned the spectrum for observation 9 into
groups with a minimum of 26 counts. We used the same spectral model as for the Chandra
and XMM-Newton spectra, fixing all the parameters except the power-law normalization
(but including the effective surface temperature) at the best-fit values for CXO-11 as derived
from the simultaneous Chandra and XMM-Newton fit described above. For the brightest
Swift observation (no. 9), we also allowed the photon index to vary; this gave a value of
2.11 ± 0.19, similar to the combined value from our Chandra and XMM-Newton fit. For
all other Swift observations (i.e., except the three brightest ones), we estimate a luminosity
from the observed count rate, assuming a fixed thermal component equal to that seen
in CXO-11 and a varying power-law component with a photon index value equal to that
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Figure 4.3. Swift XRT light curve of XTE J1701−462 during 2010 April–October (filled
squares); the arrow represents a 3σ upper limit. The open circle indicates a contempora-
neous Chandra observation whose corresponding Swift XRT count rate was calculated from
its spectrum; this count rate level is also indicated by the dashed line.
obtained from our simultaneous fit (i.e., we subtract the count rate corresponding to the
absorbed CXO-11 thermal component—calculated with XSPEC—from the observed count
rate and attribute the rest to an absorbed power-law component with photon index 1.96;
we then convert this power-law count rate to an unabsorbed flux and add to the CXO-11
unabsorbed thermal flux). We show the Swift luminosities in Fig. 4.1. The peak luminosity
observed in the 2010 July flare is '1.0 × 1035 erg s−1, i.e., a factor of ∼20 higher than
the expected quiescent level (as seen in our two most recent Chandra observations). The
luminosity of Swift observations 9–13 (i.e., the initial peak detection of the flare and the four
subsequent observations) can be fitted (χ2ν = 0.13 for 3 dof) with an exponential decay down
to a constant level of '4.6 × 1033 erg s−1, equal to that in the latest Chandra observation
(which took place roughly 2 months later); the best-fit e-folding time is '2.8 days.
The limited number of counts in our Swift spectra make it difficult to place constraints on
the spectral composition and determine to what extent the increases in luminosity are due to
the thermal/nonthermal component. Performing an error scan with the temperature free (in
addition to the power-law normalization and slope) for the spectrum of the brightest Swift
observation (no. 9, with '180 counts) yields a 90% confidence upper limit on the effective
temperature of kT∞eff ' 199 eV (and no lower limit). Fixing the temperature at that value
and re-fitting the spectrum results in a fractional contribution of the thermal flux to the
total unabsorbed 0.5–10 keV flux of '27%. Instead fixing the power-law normalization at
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index Γ = 1.7 is assumed). Along the dashed curves, the thermal flux is constant (with two
different temperature values considered), but the power-law flux varies (the assumed value
of the photon index is indicated next to each curve). Further details are given in the text.
its 90% confidence lower limit and re-fitting gives a very similar result: a thermal fraction
of '26%. The data therefore seem to imply a 90% upper limit on the thermal contribution
to the flux of ∼30%. With the thermal flux around this upper limit, the fit prefers a lower
photon index for the power law, '1.3–1.4, similar to the value for XMM-3.
Since none of the other Swift spectra have more than 50 counts, we opt to explore this
issue further with a simple hardness ratio analysis, rather than try to place fitting constraints
on spectra with very few counts. We define our hardness ratio as the net counts in the 3–10
keV band divided by those in the 0.5–3 keV band. This ratio is sensitive to the relative
contributions of the two components, since the contribution of the thermal component above
3 keV is small, but a power-law component contributes significantly there. In Fig. 4.4, we
plot this hardness ratio against the (PSF-corrected) net count rate for the four brightest
Swift observations (filled squares; number of observation indicated next to the symbol). We
also use XSPEC to calculate curves based on the TBnew*(nsatmos+pegpwrlaw) model and
plot them in Fig. 4.4; these curves depict various combinations of thermal and nonthermal
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flux in this hardness–intensity diagram (HID). In all cases, we assume the same values for
the absorption column, distance, and neutron star mass and radius as in our simultaneous
Chandra and XMM-Newton fit. The bottommost solid curve corresponds to pure thermal
spectra; the other three solid curves represent spectra with fixed ratios of thermal and
nonthermal flux (i.e., along these curves both the thermal and nonthermal components
are varying, but in such a way that the relative contributions of the components to the
total unabsorbed 0.5–10 keV flux stays constant) ranging from 25% power-law contribution
(bottom) to 75% contribution (top). We calculate these four curves for temperatures ranging
from that of CXO-11 (kT∞eff = 120.6 eV) to the maximum temperature for which the nsatmos
model is valid (log(Teff/K) = 6.5; kT
∞
eff ≈ 210 eV); the 75% curve extends beyond the
plot. For the three curves with a power-law contribution, we assume a photon index of
Γ = 1.7; this is a compromise between the index seen for XMM-3 (1.40) and the tied index
for the other observations in our simultaneous Chandra and XMM-Newton fit (1.96; we
note that the best-fit index value for the penultimate Swift observation during outburst at
∼6×1035 erg s−1 was also very similar, 1.94±0.10). We also plot curves corresponding to a
fixed thermal flux plus a varying power-law flux for two different temperatures: 120.6 eV (as
measured for CXO-11; long-dashed curves) and 157.8 eV (as measured for XMM-3; short-
dashed curves). In the former case we do this for two photon index values: 1.7 (black curve)
and 2 (gray curve); in the latter case for three values: 1.7 (black), 1.4 (gray), and 2 (also
gray). The intersections of the solid curves and the Γ = 1.7 dashed curves indicate where
along those dashed curves the particular power-law fraction has been reached. Finally, for
comparison we also show the locations of the CXO-11 (open circle) and XMM-3 (cross)
spectra in this plot. As can be seen from the dashed curves, the value assumed for the
photon index has a significant impact on the curves. Changing the photon index would
also shift the solid curves (except the purely thermal one) up (lower index) or down (higher
index); the higher the power-law fraction, the larger the shift. The location of the XMM-3
data point gives an indication of the magnitude of the shift for the 50% curve, since the
XMM-3 spectrum has a power-law fraction of '53% and a photon index of 1.40.
The HID indicates that Swift observations 1, 10, and 11 (especially no. 1) are not
consistent with the count rate increase being purely due to an increase in the power-law
component on top of the underlying baseline quiescent (CXO-11) thermal flux; there has
to have been an increase in the thermal flux as well, given the location of these three
data points to the right of the long-dashed curves. This is in agreement with the XMM-
3 spectrum. However, the location of observation 9 in the diagram indicates that the
power-law component dominates in that case, and this is in qualitative agreement with
the spectral constraints on the thermal flux in this observation (as discussed above). This
implies that the increase in the thermal emission during a flare cannot keep pace with that of
the nonthermal emission up to fluxes that high. Observations 9, 10, and 11 are consistent
with a flare decay which starts with a decrease in power-law flux (Γ ∼ 1.5–2) on top of
a fixed thermal component with a temperature similar to that of XMM-3 (thus initially
following a trajectory downward with a shape similar to the short-dashed curves); after the
power-law fraction reaches ∼5%–25%, the thermal flux decreases alongside the nonthermal
flux (the trajectory then curving to the left and becoming closer to horizontal) until the
baseline (CXO-11) temperature has been reached (i.e., the trajectory intersecting with the
long-dashed curve). Observation 1, although not part of the same flare, is also consistent
with this. The location of XMM-3 perhaps suggests that the photon index of the power-law
component in that case (1.40) was lower than in the Swift flare; however, it is important to
keep in mind that the locations of the two Chandra and XMM-Newton data points in the
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HID (as well as the plotted curves, of course) are model dependent, in contrast to the Swift
data points, and this can affect comparisons. We also emphasize that any discussion of
possible trajectories of flares in the HID based on the currently available data is obviously
speculative.
4.3 Discussion
4.3.1 Cooling Curve
We have presented a Chandra observation of the NS-LMXB XTE J1701−462, made in
2010 October, which extends our coverage of the source’s current quiescent phase from
'800 days to '1160 days after the end of the 2006–2007 outburst. This new observation
suggests that the effective neutron star surface temperature has decreased compared to
the preceding Chandra observation(s), implying that the neutron star crust may not have
reached thermal equilibrium with the core yet. An additional observation—e.g., ∼2000
days into quiescence—is needed to conclusively determine whether cooling is still ongoing,
and if so, to constrain its rate. The new Chandra observation is consistent with the broken
power-law fit to the cooling curve presented in Paper I. We cannot exclude the possibility
that the cooling has followed an exponential decay down to a constant temperature level,
although ongoing cooling would make this somewhat unlikely. The simulations of Brown &
Cumming (2009) indicate that the form of the cooling curve should approximately be that of
a broken power law leveling off to a constant at late times; however, this break is predicted
a few hundred days into quiescence and is difficult to reconcile with the much earlier break
in our power-law fits (see further discussion of this in Paper I). The fits presented in this
paper indicate a break in the time range ∼25–80 days postoutburst; if the temperature
leveled off from the power-law behavior after ∼200–300 days (which is somewhat unlikely
given the new Chandra observation), then the break could conceivably have been a few tens
of days later. The range of break times derived here is similar to and consistent with that
derived in Paper I. The break predicted by Brown & Cumming (2009) is mainly due to a
change in the heat capacity of the neutron star crust where the material transitions from
a classical to a quantum crystal. A possible alternative explanation for the observed break
in the XTE J1701−462 cooling curve is the existence of a strong nuclear heating source in
the crust not considered in the cooling curve simulations; in Paper I we speculated that the
fusion of 24O (Horowitz et al. 2008) might be a possible candidate. As discussed in Paper
I, the rapid initial cooling during the first ∼200 days of quiescence indicates a neutron star
crust with high thermal conductivity, and possibly suggests low-impurity material (Shternin
et al. 2007; Brown & Cumming 2009). Fitting theoretical models to the cooling curve is
necessary to explore in quantitative detail the implications of the observed cooling on the
internal properties of the neutron star; this is beyond the scope of this paper. We note
again that it is possible that our results are affected to some extent by low-level accretion
contributing to the observed thermal emission we use to infer the temperatures; we discuss
this in Section 4.3.4 and conclude that such effects are unlikely to be large.
It is instructive to compare the observed cooling curve of XTE J1701−462 to those
of the other cooling quasi-persistent transients. The cooling curve of MXB 1659−29 can
be fitted well with the model of Brown & Cumming (2009); this fit implies a break at
∼300–400 days postoutburst. However, a simple exponential decay to a constant level
also provides a good fit to the data (Cackett et al. 2008). Both fits indicate that the
temperature reached a roughly constant level ∼1000–1500 days into quiescence. We note
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that the implied power-law slopes for MXB 1659−29 are much steeper than those of XTE
J1701−462. We fitted the temperatures of the first four observations of MXB 1659−29
(those made before the cooling leveled off) with a broken power law, using the temperature
values given in Cackett et al. (2008); this gave pre- and post-break slopes of ∼0.15 and
∼0.55 (compared to ∼0.03 and ∼0.07 for XTE J1701−462). However, the data are very
sparse for the early part of quiescence—the first observation was made '31–38 days after
the end of the outburst and the second observation did not take place until ∼400 days into
quiescence—and assumptions about the behavior of the source during that period should
therefore be regarded with caution. In contrast to MXB 1659−29, the cooling curve of KS
1731−260 is not well fitted by either the Brown & Cumming (2009) model or an exponential
decay, whereas a single unbroken power law provides a good fit, and the source seems to still
be slowly cooling more than 3000 days into quiescence; the slope of the best-fit power law
is 0.125 ± 0.007 (Cackett et al. 2010a). However, the first observation of KS 1731−260 in
quiescence did not take place until '48–65 days after the end of the outburst, and therefore
an early break in the power law similar to the one indicated by the XTE J1701−462 data
cannot be excluded. The four Chandra observations of EXO 0748−676 made during the
first ∼600 days of quiescence can be fitted both with an exponential decay to a constant
level and with a single unbroken power law (Degenaar et al. 2011; the authors also analyze
Swift observations of the source, which are less constraining but give results consistent with
those from the Chandra observations). The best-fit power-law slope is 0.03±0.01. An early
break cannot be excluded for EXO 0748−676 either, since the first Chandra observation is
only constrained to have taken place sometime during the first '15–60 days of quiescence.
In connection with the discussion above about the different power-law slopes observed
for the four sources, it is worthwhile to note that Brown & Cumming (2009) show that
the initial slope of the broken power-law curve gives a direct measure of the inward flux
near the top of the crust during outburst. They also point out that the inferred early-time
slopes for KS 1731−260 and MXB 1659−29 imply a flux well in excess of that available from
electron captures in the outermost layers of the crust. In contrast, the pre-break slope for
XTE J1701−462 (coupled with the mass accretion rate inferred from the observed outburst
luminosity) implies a flux which is consistent with the energy available (see Paper I). A
possible explanation for the apparent inconsistency in the cases of KS 1731−260 and MXB
1659−29 might be that an early break such as that observed in XTE J1701−462 took place
in those sources as well.
4.3.2 Low-Level Activity
We have also presented results from a Swift XRT monitoring campaign of XTE J1701−462
consisting of 17 short observations made during 2010 April–October. This campaign has
clearly established that the increase in flux seen in our third XMM-Newton observation
was not an isolated event, and that significant temporary elevations of the source flux are
repeatedly taking place during quiescence (in the context of XTE J1701−462, we refer to
any period outside of extended bright outbursts as quiescence). In 2010 July, we observed a
flare that went up to ∼1× 1035 erg s−1 and followed a roughly exponential decay from the
initial detection with an e-folding time of ∼3 days (judging from our limited sampling). We
note that the luminosity can very possibly have become higher, since the true peak of the
flare could easily have been missed due to the rather short duration of the event and the
limited sampling. The duration of the flare was at least ∼10 days and may have been ∼10–
20 days longer, but it cannot have started more than two weeks before the initial detection.
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The first observation of our monitoring program in 2010 April also showed a clearly elevated
luminosity of ∼2× 1034 erg s−1; this observation may have been made during the decay of
a similar flare, although this is clearly highly speculative.
The most natural explanation for these increases in flux is that they are accretion events.
Activity at luminosities .1036 erg s−1 is for most Galactic transients hard or impossible to
detect with all-sky monitors, and dense monitoring of quiescent sources with pointed obser-
vations is rare. Our knowledge is therefore limited on how common such low-level activity
is in transient sources and what the typical properties of such activity are. A few tens of
low-luminosity transients, often referred to as very faint X-ray transients (VFXTs; usually
defined as having peak 2–10 keV X-ray luminosities in the range ∼1034–1036 erg s−1), have
been identified in the Galaxy (e.g., Wijnands et al. 2006; Heinke et al. 2009a; Degenaar
& Wijnands 2009, 2010). A significant fraction of these have shown type I X-ray bursts
and are therefore accreting neutron stars, most likely with low-mass companions (Degenaar
& Wijnands 2010 and references therein). Degenaar & Wijnands (2009, 2010) report on a
4 yr monitoring campaign of the Galactic center with almost daily Swift observations for ∼9
months of the year. They detected eight faint transients showing a variety of low-level activ-
ity (some showed peak luminosities above the VFXT range). Four of these sources showed
flares similar to the one we observed from XTE J1701−462, with durations of ∼1–2 weeks
and peak luminosities in the range ∼(0.7–2)×1035 erg s−1; we note that for all four sources
only one such short flare was observed during ∼4 years of quasi-daily monitoring, whereas
our observations suggest that such events are more frequent in XTE J1701−462. We also
note that Degenaar & Wijnands (2009, 2010) quote luminosities in the 2–10 keV band; the
peak 2–10 keV luminosity we observed for the XTE J1701−462 flare—with much sparser
sampling, however—is ∼5 × 1034 erg s−1. It has been pointed out that the low long-term
average mass accretion rates implied by observations of VFXTs may pose difficulties for bi-
nary evolution models in explaining their existence (e.g., King & Wijnands 2006; Degenaar
& Wijnands 2009, 2010). The observed behavior of XTE J1701−462 supports one simple
scenario which could possibly explain this for some sources: if they undergo large outbursts
with long recurrence times (perhaps decades or longer) and with sporadic low-level activ-
ity in between, then their actual long-term average accretion rates could be much larger
than implied by a few years of monitoring. However, this is unlikely to be the case for all
such sources, given that none of the known VFXTs have been observed to undergo a large
outburst. We also note, as has been pointed out (e.g., Degenaar & Wijnands 2010), that
activity with such low peak luminosities presents a challenge to the disk instability model
thought to describe accretion cycles in transient LMXBs (King & Ritter 1998; Lasota 2001),
and it is not clear that the same mechanism is at work in the flares from XTE J1701−462
as in the low-luminosity activity of the VFXTs (nor is it clear whether a single mechanism
is at work in all VFXTs).
As discussed above and in Paper I, the increase in luminosity seen in our third XMM-
Newton observation resulted from an increase in both thermal and nonthermal flux (and
this is probably also the case for the elevations in flux seen with Swift). The physical origin
of the nonthermal flux or the extra thermal flux is unclear. A prominent hard (power-
law) component is seen in spectra from NS-LMXBs in their low-luminosity hard state; this
component is often attributed to some sort of Comptonization (e.g., Di Salvo & Stella
2002; Done et al. 2007). The power-law component we see during flaring may be a lower-
luminosity version of the hard state component. It is also unclear whether the variable
nonthermal flux seen in all the Chandra and XMM-Newton spectra has the same origin
as the much stronger nonthermal flux seen in XMM-3 and the brighter Swift observations.
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The extra thermal flux observed during flaring may be produced as accreted matter hits the
neutron star surface, perhaps in some sort of boundary layer between the surface and an
accretion disk (similar to what is seen in NS-LMXBs at higher luminosities). We also note
that Zampieri et al. (1995) show low-level accretion onto a neutron star surface can under
certain conditions result in a spectrum with a thermal (hardened blackbody-like) shape.
Cackett et al. (2010b) show that the thermal flux from the quiescent NS-LMXB Cen
X-4 has varied somewhat irregularly over a period of '15 yr; the source also has a variable
nonthermal component. The origin of this variability is unclear, but the authors argue
that the most likely explanation is that the variability in both the thermal and nonthermal
components is due to variable low-level accretion. This conclusion is supported by the fact
that the two components seem linked together, with their flux ratios staying approximately
constant. All the quiescent spectra analyzed by Cackett et al. (2010b) show a thermal flux
fraction of ∼50%–60%. This is similar to what we observed in XMM-3, which showed a
nonthermal fraction of '53%, but that may well be a coincidence. The other quiescent ob-
servations of XTE J1701−462 have shown power-law fractions ranging from a few percent
to ∼50%. As discussed in Section 4.2.2, the limited number of counts in our Swift spectra
do not allow us to place strong constraints on the separate behavior of the thermal and
nonthermal components during the flaring we observed. Our simple hardness ratio analysis
indicates that some of the increase can be attributed to the thermal component (in agree-
ment with XMM-3), but that at the highest count rates observed the power-law component
contributes the majority of the flux. We also note that Cackett et al. (2011), analyzing
archival observations of Aql X-1 during quiescence, found a flare with a likely duration of
∼60 days and a ∼5-fold increase in flux; the data suggest (but are not conclusive) that both
the thermal and nonthermal flux rise during the flare.
4.3.3 Effects of Low-Level Activity on the Equilibrium Temperature
Although XTE J1701−462 may still be cooling, the equilibrium surface temperature is
probably not very much lower than the current one, given how slow the possible cooling has
become at this point. This suggests that the equilibrium thermal luminosity of the source
is high compared to other neutron star transients (see, e.g., Heinke et al. 2007, 2009b); by
extension, the equilibrium crust and core temperature would then be comparatively high,
unless the crust microphysics is considerably different from that used in calculations to
date (Shternin et al. 2007; Brown & Cumming 2009). It is natural to ask whether low-level
accretion between large outbursts can to some extent explain the high temperature. To
gauge the plausibility of this, we compare an estimate of the long-term average luminosity
due to low-level activity to that of bright outbursts; this is equivalent to comparing the long-
term average mass accretion rates, assuming that the radiative efficiency of the accretion is
the same. To estimate the fluence of the Swift flare, we make the conservative assumptions
that we caught the flare near its peak and that the pre- and post-peak contributions to the
total fluence are of similar size. We also assume that the decay of the flare followed the best-
fit exponential mentioned in Section 4.2.2. Furthermore, we make the (admittedly highly
uncertain) assumption that the typical recurrence time for such flares is 4 months, based
on our speculation that the first Swift observation was made during the decay of a similar
flare. To make a rough bolometric correction, we use the result of in ’t Zand et al. (2007),
who in the literature on broadband spectra of LMXBs find a typical factor of 2.9 ± 1.4
between reported 0.1–100 keV unabsorbed fluxes and 2–10 keV absorbed fluxes. For our
three brightest Swift observations and for XMM-3, we find ratios between the unabsorbed
197
fluxes in the 0.5–10 and 2–10 keV bands in the range '2.0–2.2 (using absorbed 2–10 keV
fluxes gives a range of '2.4–2.7). Since for XTE J1701−462 the absorption is high, we base
our correction on the unabsorbed 2–10 keV flux values we measured and use a correction
factor of 1.4 for our 0.5–10 keV luminosities; this number is obviously subject to a large
uncertainty, but our overall conclusions are not very sensitive to this. After subtracting the
baseline bolometric thermal emission (based on the most recent Chandra observation), we
find a long-term average flare luminosity of ∼2×1041 erg yr−1. Furthermore, assuming that
the nonthermal flux we have observed throughout quiescence is due to residual accretion
(which may not be the case), and taking an average of the flux values derived from our
Chandra and XMM-Newton observations (excluding XMM-3), we get an average luminosity
of ∼7 × 1040 erg yr−1, i.e., roughly a third of the estimated flare contribution. This then
gives a total of ∼3 × 1041 erg yr−1 due to low-level activity. The total bolometric energy
output of the 2006–2007 outburst is estimated to have been ∼1×1046 erg (see Paper I). For
the low-level activity to be a significant factor in the total thermal budget of the neutron
star would therefore require a recurrence time of at least ∼104 yr for large outbursts like the
2006–2007 one. A recurrence time this long is implausible; assuming that a mass accretion
rate M˙ results in a bolometric luminosity of Lbol = M˙c
2, with  = 0.2, this would imply a
long-term average mass accretion rate in the system of a few times 10−12 M yr−1, which
is hard to reconcile with the high observed surface temperature (see the discussion in Paper
I on the range of recurrence times consistent with standard cooling in the neutron star).
It is interesting to note that of the four transients studied by Degenaar & Wijnands
(2009, 2010) that have shown short flares similar to the one in XTE J1701−462, two have
also shown longer and more intense activity. For example, GRS 1741.9–2853, a confirmed
NS-LMXB, showed both a ∼1 week flare with estimated peak/average 2–10 keV luminosities
of ∼7× 1034/3× 1034 erg s−1 and a >13 week outburst with peak/average luminosities of
∼2× 1036/1× 1036 erg s−1, as well as an even brighter 4–5 week outburst with luminosities
of ∼1 × 1037/2 × 1036 erg s−1 (we note again, however, that the ∼1 week flare is the only
such very short and faint flare that has been detected from the source during four years
of monitoring). Based on the detection history of the source in the past decade, Degenaar
& Wijnands (2010) estimate a recurrence time (not including the ∼1 week flare) of ∼2
yr. If XTE J1701−462 experiences similar small outbursts every two years or so with a
duration of a few months and an average luminosity of ∼1036 erg s−1 (any past activity
with luminosities .5× 1036 erg s−1 would have been hard or impossible to detect with the
RXTE All-Sky Monitor), then a recurrence time of several hundred years for large outbursts
would allow these smaller ones to contribute significantly to the average mass accretion
rate. A recurrence time of this order is long but not inconceivable; this would imply a total
long-term average mass accretion rate between 10−11 and 10−10 M yr−1. However, low-
level accretion is unlikely to have produced a very large increase in the equilibrium surface
temperature, since the fourth-power dependence of the bolometric thermal luminosity on
the temperature implies that even if the average low-level accretion rate were of similar size
to that from large outbursts, this could not result in more than a ∼20% higher equilibrium
temperature than in the absence of any low-level activity. We therefore conclude that it
is implausible that low-level accretion can, for example, explain the likely ∼2 times higher
equilibrium surface temperature of XTE J1701−462 compared to those of MXB 1659−29
and KS 1731−260 (Cackett et al. 2008, 2010a). This difference is more likely mostly due
to a higher long-term average accretion rate of long-duration outbursts in XTE J1701−462
and/or more efficient cooling in the neutron stars in MXB 1659−29 and KS 1731−260.
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4.3.4 Effects of Low-Level Activity on the Cooling Curve
In our discussion, we have assumed that the thermal component in the nonflare quiescent
spectra arises entirely from thermal emission from the neutron star surface due to heat from
the crust. An important issue that needs to be addressed is whether the thermal component
outside flares can to some extent be due to ongoing low-level accretion. A significant
contribution from residual accretion to the thermal flux observed would mean that the
surface temperatures inferred would not accurately reflect the thermal state of the crust.
We see increased thermal emission (along with a rise in nonthermal emission) during flares
which are almost certainly accretion events; since we see some nonthermal emission during
regular quiescent observations as well, one might suspect that some of the thermal emission
observed in those observations might stem from accretion. However, two characteristics of
the observed emission indicate that this is unlikely to be a large effect. First, the evolution
of the inferred temperature throughout quiescence (excluding the flares) is well behaved,
having shown a smooth monotonic decrease (with the exception of CXO-4 and possibly
CXO-7, although the latter is consistent with being a statistical fluctuation), with little
variation in thermal flux over the last seven observations (.30%). If accretion were in
general a significant or even dominant contributor to the thermal emission, much more
irregular variability would seem likely; this is what we have observed from the nonthermal
emission, which has varied by a factor of ∼10 throughout the nonflare observations and
by a factor of ∼6 in the last seven observations. Second, there does not seem to be any
correlation between the thermal and nonthermal flux observed outside the flares, whereas
both components rise together during flares. It is hard to see why this behavior would be
different outside the flares (i.e., at, presumably, lower accretion rates) compared to during
flares if accretion causes a significant part of the thermal emission in both cases. Overall,
we conclude that accretion probably does not play a significant role in the nonflare thermal
emission. However, we acknowledge that this is a possibility that cannot be conclusively
ruled out and could affect our results to some extent.
Another important (and separate) question is whether low-level activity can have a
significant effect on the thermal state of the crust and thereby on the thermal surface
emission. We first consider the effect—arising from deep crustal heating—of the persistent
(but variable) low-level accretion possibly implied by the nonthermal component that has
been observed throughout quiescence. We convert the observed average power-law flux to
a mass accretion rate as described above, and assume a total heat deposit from nuclear
reactions in the neutron star crust of '1.9 MeV per accreted nucleon, as calculated by
Haensel & Zdunik (2008) for a heavy-element envelope on the neutron star composed of
56Fe nuclear burning ashes. Part of the energy produced will escape the star via neutrino
emission, but we can get an upper limit on the photon emission by assuming that all of
the energy is radiated away at the neutron star surface. This gives a thermal luminosity
contribution of ∼2×1031 erg s−1—compared to ∼5×1033 erg s−1 currently observed—and
corresponds to a completely negligible temperature increase of .0.1 eV. We emphasize that
the thermal emission we are considering here is due to deep crustal heating and is not
thermal emission instantaneously produced during accretion. Any heating of the neutron
star at the surface due to accretion should be shallow in extent and thus radiated away
very quickly, and would not be expected to have long-term effects on the temperature of
the crust.
As estimated in Section 4.3.3, the long-term average mass accretion rate due to flares
of the sort we observed with Swift should only be a factor of ∼3 higher than that from the
199
possible persistent low-level accretion (calculated above), and should therefore on average
have a very small effect on the crust temperature. However, in this case, the accretion comes
in shorter and more intensive bursts, which could lead to temporary but larger increases
in thermal flux from the surface. Calculating the effect of short-duration accretion events
on the surface temperature is complicated by many factors. The nuclear reactions which
contribute to the total heat deposit per nucleon take place at various depths in the crust
and the thermal diffusion time to the surface varies greatly, from days to many hundreds
of days (Brown & Cumming 2009). The strongest heat sources, producing the majority
of the total heat deposit, are at densities of ∼1012–1013 g cm−3 (Haensel & Zdunik 2008),
at depths from which the thermal diffusion time to the surface is likely hundreds of days
(Brown & Cumming 2009). Diffusion will also cause the effect of any individual reaction on
the surface temperature to be spread out in time. In addition, part of the heat will flow into
the core rather than to the surface; some fraction will be radiated away through neutrinos.
Making the same assumptions as before about the fluence of the flare we observed, we
estimate the total mass accreted during the flare to be ∼4× 1020 g; this gives a total heat
deposit of ∼7× 1038 erg in the crust if we again assume that each nucleon contributes '1.9
MeV. We can make a very crude order-of-magnitude estimate of the upper limit to the
luminosity increase due to the flare by assuming that all this heat is radiated at the surface
on the typical thermal diffusion timescale of the crust, ∼102 days (Brown & Cumming
2009). This gives a luminosity of ∼1032 erg s−1, which would imply a temperature increase
of .0.5 eV—virtually undetectable with current instruments. We note, however, that a
total amount of accreted mass that is one or two orders of magnitude higher—conceivable
for longer and more intense low-level activity—would place this upper limit high enough
for a detectable effect on the temperature.
Ushomirsky & Rutledge (2001) study the time-variable quiescent luminosity of a neutron
star undergoing very short (1 day) accretion outbursts with recurrence times of 1 or 30 yr,
and find that this luminosity depends sensitively on the microphysics of the crust and core.
They consider both standard and rapid core cooling, as well as both high and low thermal
conductivity for the crust. In their simulations, even a total accreted outburst mass three
orders of magnitude higher than what we estimate for the observed flare in XTE J1701−462
does not result in a luminosity increase—due to crustal heating—of more than a few times
1032 erg s−1; this holds regardless of what assumptions they make for the core cooling and
crust conductivity. This suggests that periods of low-level activity that are considerably
brighter and longer than what we have observed in XTE J1701−462 would not be able
to have an appreciable effect on the surface temperature. We stress, however, that there
is considerable uncertainty in the microphysics of the neutron star crust and core, and
we cannot exclude the possibility that more refined calculations—and calculations more
tailored to the observed behavior of XTE J1701−462—would lead to different conclusions.
The fourth Chandra observation indicates increased thermal flux without an associated
rise in nonthermal flux, and the preceding observation (XMM-3) strongly indicates ongoing
accretion. It is therefore natural to ask whether the possibly elevated surface temperature
observed in CXO-4 can be attributed to crustal heating from the presumed XMM-3 accretion
event. We conclude that this is unlikely given the results discussed above and how close in
time XMM-3 and CXO-4 were. These observations were only separated by '73 days and
any enhanced activity cannot have started more than ∼120 days before CXO-4, whereas
most of the crustal heating takes place at depths from which the thermal diffusion time to
the surface is thought to be hundreds of days, as mentioned above.
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4.4 Summary
We have presented a new Chandra observation, made in 2010 October, of the transient NS-
LMXB XTE J1701−462, which entered quiescence in 2007 August after an extraordinarily
luminous 19 month outburst. This observation extends our monitoring of the source in
quiescence from '800 days to '1160 days since the end of the outburst. We have also
presented the results of a Swift monitoring program of XTE J1701−462, which took place
during 2010 April–October and whose purpose was to investigate possible low-level activity
from the source.
The new Chandra observation indicates that the effective surface temperature of the
neutron star may have decreased since the preceding Chandra observation(s) in 2009, im-
plying that the neutron star crust may still be slowly cooling toward thermal equilibrium
with the neutron star core after having been heated during the 2006–2007 outburst. An
additional observation further into quiescence is needed to conclusively determine whether
cooling is still ongoing, and if so, to constrain its rate. Brown & Cumming (2009) calculate
that the form of the cooling curve should be a broken power law leveling off to a constant at
late times. With the present data, the shape of the overall cooling curve is consistent with
a broken power law. However, the observed break (at ∼25–80 days into quiescence) is much
earlier than the break predicted by theory (at a few hundred days postoutburst) and may
therefore have a different origin. We can also not exclude that the cooling has followed an
exponential decay to a constant level, although ongoing cooling would make this somewhat
unlikely. The rapid initial cooling during the first ∼200 days of quiescence strongly indi-
cates a highly conductive neutron star crust and possibly suggests low-impurity material
(Shternin et al. 2007; Brown & Cumming 2009). The high current surface temperature
(which corresponds to a bolometric thermal luminosity of ∼5× 1033 erg s−1), coupled with
the slow (or possibly nonexistent) current cooling, suggests that the equilibrium crust/core
temperature of XTE J1701−462 is high compared to other transient NS-LMXBs, unless the
microphysics of the crust is considerably different from that used in calculations to date
(Shternin et al. 2007; Brown & Cumming 2009).
We observed a large temporary increase in the luminosity of XTE J1701−462 with
XMM-Newton '230 days into quiescence. This prompted us to undertake a 7 month Swift
monitoring program of the source with short observations once every two weeks. During
this time, we observed a short-term (∼10–20 day) flare—presumably arising from low-level
accretion—which went up to a luminosity of at least ∼1×1035 erg s−1, i.e., ∼20 times higher
than the normal quiescent level. We also observed a smaller increase in luminosity at the
beginning of the program. Accretion during events like these will lead to some heating in
the crust. A simple analysis suggests that flares of the magnitude observed are not likely
to have significantly affected the equilibrium crust/core temperature of the neutron star
and should not be able to have a significant impact on the crust cooling curve. However,
it is possible that brighter and longer periods of low-level activity—as have been observed
in some faint Galactic neutron star transients—may have had an appreciable effect on the
equilibrium temperature of the neutron star. It is important that the source be monitored
further to better constrain its low-level activity in quiescence.
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Chapter 5
The Long-Term Variability of the
X-ray Sources in NGC 6946 and
NGC 4485/4490
This chapter is based on the following paper, which also contains the tables in Appendix A:
J. K. Fridriksson, J. Homan, W. H. G. Lewin, A. K. H. Kong, and D. Pooley
2008, The Astrophysical Journal Supplement Series, 177, 465.
Abstract
We analyze data from five Chandra observations of the spiral galaxy NGC 6946 and from
three Chandra observations of the irregular/spiral interacting galaxy pair NGC 4485/4490,
with an emphasis on investigating the long-term variability exhibited by the source popu-
lations. We detect 90 point sources coincident with NGC 6946 down to luminosities of a
few times 1036 erg s−1, and 38 sources coincident with NGC 4485/90 down to a luminosity
of ∼1× 1037 erg s−1. Twenty-five (15) sources in NGC 6946 (NGC 4485/90) exhibit long-
term (i.e., weeks to years) variability in luminosity; 11 (4) are transient candidates. The
single ultraluminous X-ray source (ULX) in NGC 6946 and all but one of the eight ULXs
in NGC 4485/90 exhibit long-term flux variability. Two of the ULXs in NGC 4485/90 have
not been identified before as ultraluminous sources. The widespread variability in both
systems is indicative of the populations being dominated by X-ray binaries, and this is
supported by the X-ray colors of the sources. The distribution of colors among the sources
indicates a large fraction of high-mass X-ray binaries in both systems. The shapes of the
X-ray luminosity functions of the galaxies do not change significantly between observations
and can be described as power laws with cumulative slopes ∼0.6–0.7 (NGC 6946) and ∼0.4
(NGC 4485/90).
5.1 Introduction
The systematic study of X-ray source populations in external galaxies first became possible
with the Einstein Observatory in 1978. Significant advances in the field were made with
subsequent satellites such as ROSAT, but a giant leap forward has been taken with Chandra.
With its subarcsecond spatial resolution and high sensitivity it is possible to resolve the vast
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majority of the luminous (&1037 erg s−1) X-ray sources in galaxies out to distances of 20–30
Mpc. In addition, the spectrometric capabilities of the Chandra ACIS CCD detector allow
spectral properties of sources to be extracted. For two recent reviews of the study of X-ray
sources in normal galaxies, emphasizing results from Chandra, see Fabbiano & White (2006)
and Fabbiano (2006).
We now know that X-ray source populations in galaxies are dominated at high lumi-
nosities (&1037 erg s−1, the range typically explored with Chandra observations) by X-ray
binaries (XRBs) consisting of an accreting neutron star or black hole and a stellar com-
panion. In addition, galaxies usually have a few young supernova remnants (SNRs) in this
luminosity range. Unsurprisingly, the X-ray populations in early-type galaxies (E and S0)
seem to consist mostly of low-mass X-ray binaries (LMXBs), whereas galaxies with younger
stellar populations (spiral and irregular galaxies) typically have a much higher fraction of
the shorter lived high-mass X-ray binaries (HMXBs). In galaxies with a high star formation
rate HMXBs are especially common.
An important class of sources in external galaxies are the so-called ultraluminous X-
ray sources (ULXs), usually defined as non-nuclear sources with implied isotropic X-ray
luminosities ≥1039 erg s−1. Detections of ULXs with luminosities as high as ∼1041 erg s−1
have been reported (see, e.g., Davis & Mushotzky 2004). The nature of ULXs is still
debated, and it has been argued that at least some of them might be a new class of objects,
so-called intermediate-mass black holes (IMBHs) with masses M ∼ 102–104 M (see, e.g.,
Miller & Colbert 2004).
We present in this paper the X-ray source population study of the spiral galaxy NGC
6946 and the interacting irregular/spiral system NGC 4485/4490. A special emphasis is
placed on studying the long-term (weeks to years) variability properties of the source pop-
ulations. These galaxies were chosen because they are nearby (D . 8 Mpc) and have
multiple (three or more) long (&20 ks) Chandra ACIS exposures spanning a baseline of a
few years. Both show an enhanced star formation rate. The spiral NGC 6946 also has the
fortunate characteristic of being observed nearly face-on, and the NGC 4485/90 system has
low Galactic extinction and a large number of ULXs. For more background information on
the galaxies, see Sections 5.3.1 and 5.3.2.
Not much work has been done on the long-term variability of X-ray sources in exter-
nal galaxies, since Chandra observations at multiple epochs are usually not available. We
know from observations in our own Galaxy that time variability of various kinds, including
transient outbursts, eclipses, dips, as well as less severe variations in flux, is very common
among XRBs. Temporal and spectral analysis carried out for the most luminous sources in
nearby galaxies shows behavior similar to that in Galactic XRBs, clearly pointing to XRB
populations (see Fabbiano 2006, and references therein). For example, Kong et al. (2002)
find that among 204 detected sources in M31, 50% are variable on timescales of months and
13 are transients. Sivakoff et al. (2005b) find short-timescale flares in 3 out of 157 sources
in the elliptical galaxy NGC 4697, and two of the flares have durations and luminosities
similar to Galactic superbursts (thermonuclear bursts with very long (several hours) dura-
tions and very large fluences; see Kuulkers 2004). Sivakoff et al. (2005a) also find long-term
variability in 26 out of 124 sources in NGC 4697, and 11 of those are transient candidates.
Zezas et al. (2006), analyzing seven Chandra observations of the Antennae galaxies, find
intensity and/or spectral variability among sources on timescales of years, months, days,
and hours. Overall, ∼50% of the sources detected in each observation show either spectral
or intensity variation but do not all follow a common trend, indicating that there are vari-
ous classes of sources. Of the 14 ULXs in the Antennae, 12 show long-term variability. In
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general, variability of some sort is very common among ULXs (see Fabbiano & White 2006;
Fabbiano 2006). Despite widespread variability in luminosity among individual sources,
X-ray luminosity functions (XLFs) seem to be remarkably stable from one observation to
another, as indicated by observations of NGC 5128 (Kraft et al. 2001), M33 (Grimm et al.
2005), and the Antennae (Zezas et al. 2007).
The organization of the paper is as follows. In Section 5.2 we describe the common
analysis steps performed for both galaxies, including source detection, photometry, the
construction of light curves and hardness ratios, and testing for flux and spectral variability.
In Section 5.3 we discuss general properties and the observations of the galaxies and present
the results of the source detection. In Section 5.4 we present and discuss our results on
various properties of the source populations in the galaxies. Finally, in Section 5.5 we
briefly summarize our results. Included are tables with the source catalog for each galaxy
and various observed and derived parameters for each source.
5.2 Data Analysis
The Chandra observations of both galaxies were analyzed with the CIAO software, version
3.4 (CALDB ver. 3.3.0), and with ACIS Extract (hereafter AE), version 3.131. AE is an
ACIS point source extraction package developed at Pennsylvania State University (Broos
et al. 2002), which assists in a large variety of complex data processing tasks. The procedures
used in AE are described in Townsley et al. (2003) and Getman et al. (2005). We note that
all errors mentioned in this paper are, unless explicitly stated otherwise, Poisson errors with
a confidence level corresponding to 1σ Gaussian. They were computed using the Gehrels
approximation of Poisson limits (Gehrels 1986).
5.2.1 Source Detection
The level 1 event files from the Chandra data archive were reprocessed, and new level 2 event
files created by following the standard ACIS data preparation procedure recommended
by the Chandra X-ray Center (CXC).1 The data were checked for periods of unusually
high background. No such periods were found in any observation of either galaxy. A
monochromatic exposure map evaluated at 1.5 keV was created for each observation, and the
event files, as well as the exposure maps, merged to create a co-added exposure covering all
the observations. A 0.3−7 keV band image encompassing the whole galaxy was subsequently
created from the merged event file, and wavdetect, the CIAO wavelet source detection
algorithm, run at nine scales (1,
√
2, 2, 2
√
2, 4, 4
√
2, 8, 8
√
2, and 16 pixels), using the
merged exposure map (the sigthresh parameter, which sets the threshold for identifying
a pixel as belonging to a source, was set at a value of 1 over the number of pixels in the
image2).
Further analysis was performed with AE. The input to the program was the master
source list from the wavdetect run and the cleaned event data for each observation. After
visual inspection of the data (both co-added and individual exposures) a few extra candidate
sources, not detected by wavdetect, were typically added to the list. Since we only perform
source detection on the co-added exposure, it is conceivable that wavdetect might for
example miss weak transient sources in high-background regions. In the end, only in one
1See http://cxc.harvard.edu/ciao/guides/acis_data.html.
2See http://cxc.harvard.edu/ciao/ahelp/wavdetect.html.
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case did such a candidate source end up surviving the significance cuts described below.
Source CXOU J123038.2+413831 in NGC 4485/90 is in close proximity to a much brighter
transient source, causing wavdetect to detect only the brighter source in the co-added
exposure. The existence of two individual sources is readily apparent when looking at
individual observations, in some of which the brighter source is in quiescence.
An important characteristic of AE is that it tailors the count extraction region individ-
ually to each source in each observation based on the shape of the point spread function
(PSF) at the source location on the detector. Counts were by default extracted from a
region with a PSF encircled energy fraction of 0.90, but in cases of crowded sources AE
automatically reduces the fraction to prevent overlapping extraction regions. The response
functions computed by AE are corrected to take into account the flux missed by the finite
extraction region in each case.
Possibly spurious detections from our candidate source list were rejected based on a
source significance statistic computed by AE (for definition see Broos et al. 2002), along
with visual inspection of the individual and merged observations, as well as the wavdetect
significance statistic.3 We set a conservative limit where detections with AE significance
.3–3.5 σ (which typically corresponds to wavdetect significance .5–6 σ for the co-added
exposure) were rejected.
The source positions were overlaid on an optical image of the galaxy along with the D25
elliptical isophote (obtained from de Vaucouleurs et al. 1991). In general, we considered
sources inside the D25 isophote to be coincident with the system and removed other sources
from the list. However, in a few cases sources just outside the isophote were included
based on visual inspection of the galaxy’s optical extent, which can be quite irregular. The
accuracy of the source positions was refined with the help of AE. Since the average off-
axis angle was .5′ for nearly all sources, we used positions based on the centroid of the
extraction regions as recommended in Broos et al. (2002).
5.2.2 Light Curves
AE is capable of performing extensive broadband photometry. For all sources an estimate
of both the photon flux and the energy flux in the 0.3–7 keV band was computed from
the AE results for each observation, as well as for the co-added exposure. For all but
the faintest sources the photon flux was computed by dividing the number of net (i.e.,
background-subtracted) counts by the exposure time and the mean effective area at the
source location for a given energy band (the MEAN ARF parameter in AE, which takes
into account flux missed by the finite extraction region). For computing the mean effective
area the simplifying assumption of a flat incident spectrum within the given energy band
was made. For an estimate of the energy flux the photon flux was multiplied by the mean
observed photon energy in the corresponding band, as computed by AE. This was done in
five adjacent energy bands spanning together the full 0.3–7 keV band (0.3–1, 1–1.5, 1.5–2.5,
2.5–4, and 4–7 keV), and the results from the individual bands then added together. This is
a compromise between calculating the fluxes directly for the full band (and thus assuming
a flat incident spectrum over that whole band, which gives rise to a systematic error) and
dividing the counts in each spectral channel by the corresponding value of the auxiliary
response function (ARF), this latter method being susceptible to large Poisson errors. For
the ULXs in the galaxies we performed spectral fitting (see below) and compared the flux
3See definition in The Detect Reference Manual, available online at http://cxc.harvard.edu/ciao/
download/doc/detect_manual/.
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results from our “band method” to the spectral fitting results. We found that the values
from the band method were typically 5%–10% higher than the ones from spectral fitting
and that the discrepancy was usually slightly greater for the photon flux than the energy
flux.
For observations of sources with very few counts it is perhaps more sensible to give
an upper limit to the flux instead of an actual flux estimate. Since we do not perform
source detection on individual observations, only on the co-added exposure, it is effectively
meaningless for us to talk about whether a source was detected or not in an observation.
We therefore adopt a fixed threshold of five net counts, below which we give upper limits
in our tables, with 3σ Gaussian confidence, instead of flux values. We calculate the limits
with the Sherpa package in CIAO. They are derived from the full-band counts, assuming
a power-law spectrum with a photon index of 1.7 (characteristic of best-fit spectra for
sources in our sample) and Galactic absorption, and using the response functions at the
source location. We note that for the purpose of computing the flux variability parameter
described in Section 5.2.4 below, we always use actual flux estimates, although for less than
5 net counts those estimates are calculated using Sherpa (as described above) rather than
our band method.
In the case of the ULXs the flux estimates were improved on by fitting eight simple
spectral models to each of the Chandra observations in XSPEC, and using in each case
the best-fitting model to derive the fluxes. The models considered were absorbed power
law, bremsstrahlung, blackbody, and multicolor disk blackbody models, as well as two-
component models with one of the previous components plus an additional power-law com-
ponent (both equally absorbed). The absorption parameter was allowed to vary freely with
a minimum value equal to the Galactic absorption column.
After converting the energy fluxes to luminosities based on our adopted distance to each
galaxy long-term light curves (spanning all observations) were created for each source. It
should be noted that all fluxes and luminosities quoted in this paper are absorbed values
(i.e., they are not corrected for absorption along the line of sight), and they are, unless
otherwise noted, given for the 0.3–7 keV range. The error bars shown in light curves and
other plots only take into account the Poisson errors in the counts.
5.2.3 Hardness Ratios
Hardness ratios were chosen as our primary means of investigating the spectral properties
of the source populations, since a large portion of the sources had too few counts to be
amenable to spectral fitting. Two kinds of hardness ratios were computed for each source
in each observation, as well as for the co-added exposure. Our soft color is defined as
HR1 =
M− S
T
, (5.1)
and the hard color as
HR2 =
H−M
T
, (5.2)
where S, M, H, and T are the net counts in the 0.3–1 keV (soft), 1–2 keV (medium), 2–7
keV (hard), and 0.3–7 keV (total) bands, respectively. The counts used to calculate the
hardness ratios were in each case divided by the mean value of the effective area over the
given energy band at the location of the source. This was done to account for differences in
effective areas between different energy bands, and differences due to variations in source
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locations on the detector. The errors in the hardness ratios were computed using standard
error propagation.
Although it is not possible to conclusively classify an individual source based on its
hardness ratios alone, it is possible to draw conclusions about bulk trends within a source
population, as shown by Prestwich et al. (2003). They propose a classification scheme based
on hardness ratios, in which they identify the regions in a color–color diagram where sources
of a given type are most likely to fall. We utilize this method to draw conclusions about
the source populations (see Section 5.4.3.3). It should be noted that our hardness ratio
definitions differ slightly from the ones used by Prestwich et al. (2003). They use an upper
limit of 8 keV to their hard and total bands, in contrast to our using 7 keV. However, for
the vast majority of sources only a very small fraction of the counts in the 0.3–8 keV band
is between 7 and 8 keV, so this should have a negligible effect. They also use a slightly
different method to account for variations in effective area. As Prestwich et al. (2003)
discuss in their paper, absorption will tend to blur the distinction in a color–color diagram
between the different source types. However, this effect should not be very severe for the
galaxies studied in this paper; although NGC 6946 suffers from substantial extinction, it is
observed face-on, and the absorption column in the direction of NGC 4485/90 is low (see
Section 5.3).
5.2.4 Variability
We compute a significance parameter for long-term flux variability for each source:
Sflux = maxi,j
|Fi − Fj |√
σ2Fi + σ
2
Fj
, (5.3)
where Fi denotes the photon flux of a source in the ith Chandra observation, and σFi is
the corresponding error. We define a source as variable if Sflux > 3. We also quantify the
variability by computing the ratio R = Fmax/Fmin. We consider a source to be a transient
candidate if its measured flux is consistent with zero (within ∼1σ error) in at least one
observation, and if the source is also clearly variable (Sflux > 3).
We test for short-term flux variability (within single observations) by performing a one-
sided Kolmogorov–Smirnov test for each source in each observation, comparing event times
to a uniform count-rate model. We define a source as showing evidence for variability if the
significance of the computed K–S statistic is less than 3× 10−3 (i.e., if the null hypothesis
that the count rate is uniform can be rejected at the 99.7% level or more, corresponding to
approximately 3σ Gaussian confidence).
To search for long-term spectral variability, we compute significance parameters for
the variability in the hardness ratios. They are defined analogously to the flux variability
parameter above. Again, we require 3σ confidence to classify a source as variable.
5.2.5 ROSAT and XMM-Newton Data
Apart from Chandra, there are three other X-ray telescopes that have had good enough
spatial resolution to possibly be of significant value to this study. The Einstein HRI, the
ROSAT HRI, and the XMM-Newton EPIC cameras all had or have an on-axis resolution
of .10′′. However, the Einstein and ROSAT HRIs were only sensitive in the 0.15–3.5 and
0.1–2.4 keV bands and had negligible energy resolution. None of the galaxies analyzed in
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this paper was observed with the Einstein HRI.
For the ULXs that were well resolved from neighboring bright sources the long-term light
curves were extended by adding data points from ROSAT and XMM-Newton observations.
It was usually necessary to use small extraction regions to minimize the contamination from
nearby sources and from the diffuse emission in which many sources are embedded.
5.2.5.1 ROSAT
ROSAT count rates were derived from the RDF (rationalized data format) files available
from the ROSAT Archive. The event data files were corrected for the HRI aspect error
(see, e.g., David et al. 1999) using the correction script developed at the Smithsonian As-
trophysical Observatory (SAO).4 Background-subtracted count rates were extracted using
the ASTERIX software package (ver. 2.3-b2). The xrtsort, xrtsub, and xrtcorr tasks
were used, which automatically make dead-time, vignetting, and quantum efficiency correc-
tions. In all cases counts were extracted from a circle of radius 8′′. For point sources with an
off-axis angle .5′′ the PSF encircled energy fraction for such a circle is '0.84 (David et al.
1999; Zimmermann et al. 1998). The count rates were therefore divided by this number to
correct for the counts missed by the finite extraction region.
To facilitate comparison with the Chandra results count rates from ROSAT were con-
verted to energy flux in the 0.3–7 keV band using PIMMS. To determine the spectral model
to use for the conversion the eight models described in Section 5.2.2 were fitted to the source
spectrum from the co-added Chandra exposure, and the best-fitting model used.
5.2.5.2 XMM-Newton
For XMM-Newton data a new analysis was performed for each of three EPIC detectors using
the SAS software, versions 7.0.0 and 7.1.0, and the latest available calibration files at the
time of the analysis. Starting with the original data files (ODFs) from the XMM-Newton
archive, MOS and PN data were reprocessed using the emproc and epproc tasks. After
excluding periods of high background, source spectra were extracted with the evselect
task. The eregionanalyse task was used to center the extraction radius on the centroid
of the counts distribution for each source. Counts were extracted from circles with radii in
the range 8′′ to 15′′ as deemed appropriate in each case. The event selection criteria used
for the spectral extraction were PATTERN = 0–12 and FLAG = #XMMEA EM for the
MOS instruments, and PATTERN = 0–4 and FLAG = 0 for the PN, as recommended in
the analysis threads from the XMM-Newton Science Operations Centre.5 Response files
were created using the rmfgen and arfgen tasks, incorporating a correction for the flux
missed by the finite extraction regions. The spectra were fitted with the eight spectral
models described in Section 5.2.2. The spectra for each of the three detectors were fitted
simultaneously, allowing only an overall normalization factor to vary between detectors
to account for differences in calibration. Using the best-fitting model for each source, an
energy flux in the 0.3–7 keV band was then computed. The individual fluxes for the three
instruments were combined into a single flux result by taking the mean weighted with the
inverse variance (i.e., squared error) of each individual flux.
4Available online at http://hea-www.harvard.edu/rosat/aspfix.html.
5See http://xmm.vilspa.esa.es/sas/7.1.0/documentation/threads/.
211
5.3 Observations and Source Detections
5.3.1 NGC 6946
NGC 6946 is one of the closest large spiral galaxies and is seen nearly face-on. It is classified
by de Vaucouleurs et al. (1991) as type SAB(rs)cd. It has been extensively studied in
almost all wavelength bands and has been shown to have strong nuclear starburst activity
(Elmegreen et al. 1998b). High star formation activity in its disk has also been observed
(Sauty et al. 1998), and in agreement with this NGC 6946 has been host to nine recorded
supernovae since 1917 (three since 2002), currently the highest known number of historical
supernovae in any galaxy. The global star formation rate in NGC 6946 for stars in the mass
range 2–60 M is estimated by Sauty et al. (1998) to be ∼4 M yr−1, and Crosthwaite &
Turner (2007) estimate the dynamical mass of the galaxy to be ∼2× 1011 M.
The distance to NGC 6949 is given by de Vaucouleurs (1979) as 5.1 Mpc and is listed
as 5.5 Mpc in Tully (1988), assuming a Hubble constant value of 75 km s−1 Mpc−1. More
recently, Eastman et al. (1996) derive a distance of 5.7 ± 0.7 Mpc based on a Type II
supernova, and Sharina et al. (1997) find a distance of 6.4± 0.4 Mpc based on photometric
observations of the brightest stars in the galaxy. Finally, Karachentsev et al. (2000) estimate
the distance to the NGC 6946 galaxy group (consisting of NGC 6946 and seven other small
galaxies) to be 5.9 ± 0.4 Mpc, based on observations of the brightest blue giants in the
galaxies. We choose to adopt a distance of 5.9 Mpc, as do Holt et al. (2003), Schlegel et al.
(2003), and Larsen et al. (2002). The Galactic absorption column in the direction of NGC
6946 is 2.0× 1021 cm−2 (Dickey & Lockman 1990; Stark et al. 1992; Kalberla et al. 2005).
NGC 6946 was first observed in X-rays with the Einstein satellite; three observations
with the Einstein IPC were made in 1979–1981. Analyzing these observations, Fabbiano
& Trinchieri (1987) resolve the X-ray emission from the galaxy into two peaks. NGC 6946
was observed with the ROSAT PSPC in 1992, twice with the ASCA satellite in 1993 and
1994, and three times with the ROSAT HRI in 1994–1996. Schlegel (1994a) analyzes the
ROSAT PSPC observation and resolves emission from the galaxy into nine point sources,
as well as finding evidence for diffuse emission. Analyzing the first of the three ROSAT
HRI observations and the second of the two ASCA observations Schlegel et al. (2000) detect
14 point sources and diffuse emission from the galaxy. Most recently, NGC 6946 has been
observed five times with Chandra between 2001 and 2004, and 11 times with XMM-Newton
in 2003–2006. The most detailed studies so far of the X-ray emission components of NGC
6946 are presented in a pair of papers based on the first of the five Chandra observations.
Holt et al. (2003) study the point source population and find 72 sources; the diffuse emission
is extensively studied in Schlegel et al. (2003).
The Chandra observations of NGC 6946 are summarized in Table 5.1. These are all
ACIS-S full-frame imaging observations taken in Timed Exposure mode. The frame time
was in all cases set at the standard value of 3.2 s, and events were telemetered in the Faint
format. The observations span a period of about 39 months and have a cumulative good
live exposure time of 172.5 ks. In each observation the majority of sources falls on the
back-illuminated S3 chip, and a smaller portion falls on the front-illuminated S2 and/or S4
chips. None of the observations covers the whole D25 isophote.
The data were analyzed as described in Section 5.2. Source detection was performed
on a 14.8′ × 14.1′ rectangle encompassing the system. A circular region of radius 6′′ at the
center of the galaxy (circle centered at R.A. = 308.71857◦, dec. = 60.153726◦) was excluded
from further analysis, since the sources there are too crowded and embedded in too much
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Table 5.1. Chandra Observations of NGC 6946
Start Date Instrument ObsID Exp.a (ks) Data Modeb
2001 Sep 7 ACIS-S 1043 58.29 F
2002 Nov 25 ACIS-S 4404 29.92 F
2004 Oct 22 ACIS-S 4631 29.70 F
2004 Nov 6 ACIS-S 4632 27.94 F
2004 Dec 3 ACIS-S 4633 26.62 F
a Good live exposure time.
b Telemetry formats: F = Faint.
localized diffuse emission for reliable background-subtracted count rates to be extracted.
This central region seems to contain at least four and possibly six point sources. Outside
this region a total of 90 reliable source detections down to luminosities of a few times
1036 erg s−1 (depending on the location) were found to be coincident with the galaxy (see
Fig. 5.1). The source catalog, including selected source parameters, is presented in Table A.1
in the appendix. We choose to give photon fluxes for each source in each observation, as
opposed to counts or count rates, since the latter two quantities are not directly comparable
between different sources and observations due to variations in exposure and effective area.
An adaptively smoothed image based on the co-added Chandra exposure is shown in
Fig. 5.2. The csmooth task in CIAO was used to create smoothed images for the 0.3–1, 1–2,
and 2–7 keV bands. The same smoothing scales were used for all three images. The scales
were calculated by adaptively smoothing a full-band image with a significance between 3.5σ
and 5σ above the local background. Each of the three images was also exposure corrected
using exposure maps smoothed with the same scales as the images. The images were then
combined to create a color-coded full-band image with red representing the soft band,
green the medium band, and blue the hard band. Finally, to enhance the point sources, the
combined image was smoothed with a Gaussian with a kernel radius of three pixels.
Of the 90 sources, 65 were previously detected by Holt et al. (2003) and 25 were not. Holt
et al. (2003) also report two sources within the central region excluded from our analysis,
as well as one that falls outside the extent of the galaxy as we define it. Moreover, three of
their 72 detected sources fall below our significance threshold for inclusion, and, finally, one
of their sources almost certainly suffers from a typographical error in its position (sources
35 and 36 in their Table 1 have the same position to within an ACIS pixel size).
We associate five of our 90 detected sources with foreground stars (see Table A.1). Com-
paring our source locations to the USNO-A2.0 Catalogue (Monet & et al. 1998), available
online through VizieR, we find that five sources are coincident with foreground stars in the
catalog to within 0.8′′. We estimate the likelihood of a chance coincidence to be low. For
a crude test we shifted the source positions northeast by 7′′. This resulted in no matches
with sources in the catalog to within 2.5′′.
Positions of sources were compared with two existing lists of SNRs in NGC 6946: a
list of 27 optically identified SNRs from Matonick & Fesen (1997) and a list of 35 radio-
selected SNR candidates from Lacey & Duric (2001). Interestingly, the two lists only have
two sources in common. We find one counterpart to an SNR in the former list and five
counterparts to SNR candidates in the latter list, as well as a counterpart to one of the two
common sources. Two of the nine historical supernovae in the galaxy took place within the
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Figure 5.1. DSS images of NGC 6946 (top) and NGC 4485/4490 (bottom) with positions
of detected X-ray sources overlaid. Foreground stars are represented with plus symbols, his-
torical supernovae with boxes, SNRs with diamonds, ULXs with crosses, and other sources
with circles. Blue indicates that long-term variability is detected, green that it is not, and
red denotes transient candidates. The white ellipses are the D25 elliptical isophotes and the
yellow circle encloses the central area in NGC 6946 that was excluded from analysis.
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Figure 5.2. Adaptively smoothed color-coded images based on the co-added Chandra
exposures of NGC 6946 (top) and NGC 4485/4490 (bottom). Red corresponds to X-rays
with energies 0.3–1 keV, green to 1–2 keV, and blue to 2–7 keV.
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Table 5.2. ROSAT HRI Observations of NGC 6946
Start Date SeqID Exp.a (ks)
1994 May 14 rh600501n00 59.89
1995 Aug 13 rh600718n00 21.51
1996 Aug 10 rh500476n00 8.36
a Good live exposure time.
Table 5.3. XMM-Newton EPIC Observations of NGC 6946
MOS1 MOS2 pn
Start Date ObsID Exp.a Modeb/ Exp. Mode/ Exp. Mode/
(ks) Filterc (ks) Filter (ks) Filter
2004 Jun 09 0200670101 3.95 FF-ME 4.05 FF-ME 2.50 FF-ME
2004 Jun 13 0200670301 11.47 FF-ME 11.68 FF-ME 8.93 FF-ME
2004 Jun 25 0200670401 7.69 FF-ME 8.49 FF-ME 4.81 FF-ME
2006 Jun 02 0401360201 4.40 FF-ME 4.31 FF-ME 3.81 FF-ME
2006 Jun 18 0401360301 5.28 FF-ME 5.60 FF-ME 3.58 FF-ME
Note. Six additional XMM-Newton EPIC observations of NGC 6946 have been made, but those
were not used due to high background rates leaving very little good exposure time.
a Good live exposure time.
b Instrument modes: FF = full frame.
c Filters: ME = medium filter.
timespan covered by the Chandra observations, and they are both detected. In addition to
these, two of the older historical supernovae are detected.
We estimate how many of our detected sources can be expected to be cosmic background
sources (CBSs; primarily active galactic nuclei and star-forming galaxies) by using the
results of Bauer et al. (2004) from the Chandra Deep Fields. They give formulae estimating
the number of CBSs per square degree of the sky above a given limiting flux in two energy
bands, 0.5–2 and 2–8 keV. Performing source detection on a merged 0.5–2 keV image from
all five observations, 75 of our 85 nonforeground sources were detected with a wavdetect
significance level above 5σ. In the 2–8 keV band, 53 of the 85 sources were detected, five
of which were not detected in the soft band. Since the total exposure varies widely over
the extent of the galaxy, so does the limiting count rate for detection. For our soft band
detections, we estimate that a typical limiting count rate is ∼2 × 10−4 counts s−1 in the
0.3–7 keV band, and ∼4× 10−4 counts s−1 for our hard band detections. We convert these
count rates to energy fluxes in the soft and hard bands, respectively, assuming a power law
with a spectral index of 1.4 (as done by Bauer et al. 2004). We take into account absorption
both in our own Galaxy and in NGC 6946. Using the results of Tacconi & Young (1986), we
estimate that a typical absorption column through NGC 6946 is ∼1 × 1021 cm−2. Adding
Galactic absorption, this yields a total absorption column for CBSs of ∼3 × 1021 cm−2.
Using our derived soft and hard band flux limits in the formulae of Bauer et al. (2004), we
get 22.4 sources in the soft band over the angular area of the D25 isophote of NGC 6946
(corresponding to 30% of our 75 soft band detections), and 23.6 sources in the hard band,
or 45% of our 53 detections. Overall, we estimate that ∼28 of our total 85 detections in the
216
Table 5.4. Chandra Observations of NGC 4485/4490
Start Date Instrument ObsID Exp.a (ks) Data Modeb
2000 Nov 3 ACIS-S 1579 19.52 F
2004 Jul 27 ACIS-S 4725 38.41 VF
2004 Nov 20 ACIS-S 4726 39.59 VF
a Good live exposure time.
b Telemetry formats: F = Faint, VF = Very Faint.
0.3–7 keV band can be expected to arise from CBSs.
The ROSAT HRI and XMM-Newton EPIC observations of NGC 6946 are summarized
in Tables 5.2 and 5.3. A total of 11 XMM-Newton EPIC observations have been made, all
of which suffer from periods of high background. Six of them are completely unusable and
were therefore not analyzed further, and they are not included in Table 5.3.
5.3.2 NGC 4485/4490
NGC 4485 and NGC 4490 are a closely interacting pair of galaxies, variously classified as
spiral or irregular systems (see Fig. 5.1). In de Vaucouleurs et al. (1991) NGC 4490 is
classified as type SB(s)d, and the smaller companion NGC 4485 as type IB(s)m. Both
galaxies show signs of tidal disruption. Tully (1988) gives separate distances of 7.8 Mpc
(NGC 4490) and 9.3 Mpc (NGC 4485) to the two galaxies, assuming a Hubble constant
value of 75 km s−1 Mpc−1. These distances are adopted by Roberts & Warwick (2000) and
Liu & Bregman (2005). Such disparate distances are, however, unphysical for such a closely
interacting system. Roberts et al. (2002), Elmegreen et al. (1998a), and Read et al. (1997)
therefore assume a distance of 7.8 Mpc to both galaxies. A consistent distance of 8 Mpc
to the pair is adopted by Clemens & Alexander (2002), Clemens et al. (1998, 1999, 2000),
Thronson et al. (1989), and Viallefond et al. (1980), based on the suspected membership
of the system in the CVn II cloud (de Vaucouleurs et al. 1976), and this is the value we
used. The Galactic absorption column in the direction of NGC 4485/4490 is 1.8×1020 cm−2
(Dickey & Lockman 1990; Stark et al. 1992; Kalberla et al. 2005).
NGC 4485/90 has been studied at radio, infrared, and optical wavelengths and shows
evidence for enhanced star formation (Viallefond et al. 1980; Klein 1983; Thronson et al.
1989). Clemens et al. (1999) estimate a star formation rate in NGC 4490 of ∼4.7 M yr−1
and a dynamical mass of ∼1.6×1010 M within 8 kpc (the companion NGC 4485 being less
massive by about a factor of 8). The system was first observed in X-rays with the ROSAT
PSPC in 1991. Analyzing those data, Read et al. (1997) detected four point-like sources,
three in NGC 4490 and one in NGC 4485. The galaxy pair was subsequently observed three
times with the ROSAT HRI in 1995 and 1996. Analyzing two of those observations, Roberts
& Warwick (2000) only found one additional point source, an apparently transient source
coincident with NGC 4490. Liu & Bregman (2005) analyzed all three ROSAT observations
as part of their study of ULXs using the ROSAT HRI archive. They found the same sources
as Roberts & Warwick (2000). Most recently, the system was observed three times with
Chandra between 2000 and 2004 and once with XMM-Newton in 2002. Analyzing the first
of the Chandra observations, Roberts et al. (2002) found 31 point sources, 29 of those being
coincident with NGC 4490, one coincident with NGC 4485, and one source located in a
bridge between the galaxies.
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Table 5.5. ROSAT HRI Observations of NGC 4485/4490
Start Date SeqID Exp.a (ks)
1996 Jun 18 rh600855n00 26.70
1996 Nov 26 rh600855a01 24.58
Note. One additional ROSAT HRI observation was made. We did
not make use of it due to its shortness.
a Good live exposure time.
Table 5.6. XMM-Newton EPIC Observation of NGC 4485/4490
MOS1 MOS2 pn
Start Date ObsID Exp.a Modeb/ Exp. Mode/ Exp. Mode/
(ks) Filterc (ks) Filter (ks) Filter
2002 May 27 0112280201 16.34 FF-ME 16.37 FF-ME 11.17 EFF-ME
a Good live exposure time.
b Instrument modes: FF = full frame, EFF = extended full frame.
c Filters: ME = medium filter.
The Chandra observations of the NGC 4485/90 system are summarized in Table 5.4.
These are all ACIS-S full-frame imaging observations taken in Timed Exposure mode. The
frame time was in all cases set at the standard value of 3.2 s, and events were telemetered
in either the Faint or Very Faint formats. The observations span a period of about 4 yr
and have a cumulative good live exposure time of 97.5 ks. In all three observations all the
sources coincident with NGC 4485/90 fall within the S3 chip.
The data were analyzed as described in Section 5.2. Source detection was performed
on a 8.8′ × 8.7′ rectangle encompassing the system. A total of 38 reliable source detections
down to a luminosity of ∼1×1037 erg s−1 were found to be coincident with the two galaxies.
Of these, 33 are coincident with NGC 4490, three coincident with NGC 4485, and two more
are located in the bridge between the galaxies (see Fig. 5.1). The source catalog is presented
in Table A.2. An adaptively smoothed color-coded image based on the co-added Chandra
exposure is shown in Fig. 5.2.
Of the 38 sources, 27 had previously been detected by Roberts et al. (2002) and 11 had
not been seen before. In addition, four of the sources reported in Roberts et al. (2002) fell
below our threshold of detection significance and are therefore not included in our tables.
Comparing our source locations to the USNO-A2.0 Catalogue (Monet & et al. 1998), we
find no close matches between the locations of foreground stars and our detected sources.
There have been two historical supernovae in NGC 4490: SN 1982F, which is not detected,
and recently SN 2008ax.
We estimate how many of our detections can be expected to arise from CBSs using the
same procedure as the one described for NGC 6946 in Section 5.3.1. We use the results
of Clemens et al. (1998) to estimate that a typical absorption column through the NGC
4485/90 system is ∼3.5× 1021 cm−2, giving a total absorption column of ∼3.7× 1021 cm−2
for CBSs behind NGC 4485/90. Applying the formulae of Bauer et al. (2004) then yields
an estimate of ∼5 for the expected number of CBSs among our 38 detected sources. For
comparison, we note that Roberts et al. (2002), using the results of Giacconi et al. (2001),
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attribute <4.5 of their detections to CBSs.
The ROSAT HRI and XMM-Newton EPIC observations of NGC 4485/90 are summa-
rized in Tables 5.5 and 5.6. The first of the ROSAT observations is too short to be of
significant use to this study, and it is not included in Table 5.5.
5.4 Properties of the Source Populations
5.4.1 Flux Variability
The variability properties of the sources in NGC 6946 are summarized in Table A.3. Based
on the source flux variability parameter Sflux defined in Section 5.2.4 we classify 25 of the
85 nonforeground sources, or 29%, as variable on timescales of weeks, months, or years. Of
these, 17 sources are seen to vary by more than a factor of 2, and we classify 11 sources
(or 13% of the 85) as transient candidates (two of those are recent supernovae). Evidence
for short-term (hours) variability, as defined in Section 5.2.4, is seen in four, or 5%, of
the 85 sources. Two of those also show long-term variability. Unsurprisingly, none of the
sources associated with SNRs from the lists of Matonick & Fesen (1997) and Lacey & Duric
(2001) shows variability of any kind above a level of 2σ, with the exception of the ULX (see
Section 5.4.2.2).
The variability properties of the sources in NGC 4485/90 are summarized in Table A.4.
We classify 15 of the 38 sources, or 39%, as showing variability on timescales of months or
years. Of these, 10 sources vary by more than a factor of 2, and four sources (or 11% of
the 38) are transient candidates. Evidence for short-term variability is seen in four of the
38 sources. All of those also show long-term variability.
Due to the limited number of counts within each observation for most of the sources
showing short-term variability, it is very difficult (with one marginal exception) to draw any
concrete conclusions about the nature of the variability (e.g., to distinguish between burst-
like behavior and more continuous decline or rise in count rate). The brightest of these
sources, CXOU J203500.1+600908 in NGC 6946, seems in the first Chandra observation to
show a burst-like increase in count rate on a timescale of ∼5–10 ks superposed on a steady
decline in count rate throughout the whole observation.
Where possible, the baseline of the long-term light curves of the ULXs was extended
by adding data points from ROSAT HRI and XMM-Newton observations as described in
Section 5.2.5. Long-term light curves of the 10 brightest sources in NGC 6946 are shown in
Figures 5.3 and 5.4, and of the 10 brightest sources in NGC 4485/90 in Figures 5.5 and 5.6.
We emphasize that the error bars in the light curves contain only the 1σ Poisson errors in
the counts. The ROSAT and XMM-Newton data are generally of much lower quality than
the Chandra data, and comparisons of luminosities between different instruments should be
regarded with some caution. Various factors (e.g., cross-calibration issues and uncertainties
in instrument responses and in assumed spectral shapes for energy conversions) are likely
to add to the errors. To give some idea of the magnitude of additional errors we note
that the Chandra team estimates6 that present 1σ calibration uncertainties for ACIS are
∼0.3% in the absolute energy scale, ∼5% in the absolute effective area, and a few percent
for the relative efficiency (i.e., for variations in quantum efficiency over the area of the
detector). When choosing a spectral model to use for calculating ULX fluxes (as described
in Section 5.2.2) the scatter in flux values between several well-fitting models was typically
6See http://cxc.harvard.edu/cal/.
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Figure 5.3. Long-term light curve of the ULX in NGC 6946 (CXOU J203500.7+601130).
Diamonds represent Chandra ACIS observations, crosses represent XMM-Newton EPIC
observations, and squares represent ROSAT HRI observations.
of the order of a few percent. However, sometimes none of the eight simple spectral models
considered provided a particularly good fit, in which case the errors added are likely greater.
As for cross-calibration uncertainties between Chandra and XMM-Newton, we expect that
the relative cross-calibration error between our Chandra and XMM-Newton fluxes should
likely be .10% (H. Marshall, private communication, 2008).
The observed fractions here of ∼30%–40% of sources showing flux variability is similar to
what has been found in previous studies of late-type galaxies. Kilgard et al. (2005) survey 11
nearby face-on spiral galaxies with two Chandra observations each and find that at least 27%
of the total number of sources exhibit variability on either long or short timescales. Grimm
et al. (2007) analyze three observations of M33 and find that 25% of the detected sources
exhibit long-term variability. They also classify 17% of their sources as candidate transients,
similar to what is seen in our galaxies. Overall, the abundant variability observed among
the sources in NGC 6946 and NGC 4485/90 clearly points to source populations dominated
by accreting XRBs.
It is interesting to compare the number of transient candidates seen in NGC 6946 and
NGC 4485/90 to the number in our own Galaxy. Inspection of the data archives of the Rossi
X-ray Timing Explorer All-Sky Monitor (RXTE ASM) reveals that on average ∼4 transients
(including recurrent ones) with luminosities above ∼1037 erg s−1 go off every year in the
Galaxy (R. Remillard, private communication, 2008). We see 11 transient candidates in
NGC 6946 and four in NGC 4485/90 (all with maximum luminosities above 1037 erg s−1).
Due to the close monitoring of our Galaxy by the ASM, we would expect it to reveal a
larger fraction of the actual number of transients among the X-ray sources than a handful
of Chandra observations do in NGC 6946 and NGC 4485/90. However, a substantial fraction
of the transient population of the Milky Way may be obscured by gas and dust. To put
these numbers in context, we compare the estimated masses and star formation rates of
these systems. A typical quoted value for the dynamical mass of the Milky Way within
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Figure 5.4. Long-term Chandra light curves of nine of the most luminous sources in NGC
6946. Filled downward triangles represent upper limits with 3σ Gaussian confidence.
∼20 kpc is a few times 1011 M (see, e.g., Nikiforov et al. 2000), and a recent estimate of
its star formation rate is ∼4 M yr−1 (Diehl et al. 2006). Corresponding numbers for NGC
6946 and NGC 4485/90 are given in Sections 5.3.1 and 5.3.2. In short, the three systems
are estimated to have similar star formation rates, and the Milky Way and NGC 6946 have
comparable estimates for their mass, whereas NGC 4485/90 seems to be about an order of
magnitude less massive.
5.4.2 Individual Sources
5.4.2.1 Historical Supernovae in NGC 6946
As mentioned in Section 5.3.1, NGC 6946 has been host to nine historical supernovae, the
most recent one being SN 2008S. The last three of the five Chandra observations were aimed
at Type IIP SN 2004et and observed it 30, 45, and 72 days after the explosion (see light
curve in Fig. 5.4). A multiwavelength study of this object in X-ray, optical, and radio is
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Figure 5.5. Long-term light curves of the four most luminous sources in NGC 4485/90.
Diamonds represent Chandra ACIS observations, crosses represent XMM-Newton EPIC
observations, and squares represent ROSAT HRI observations.
presented in Misra et al. (2007). Another Chandra study of SN 2004et is presented in Rho
et al. (2007).
The second Chandra observation of NGC 6946, on 2002 November 25, was aimed at Type
IIP SN 2002hh and observed it ∼28 days after the explosion, whose time is constrained to
have been between 2002 October 26.1 and 31.1 UT (Li 2002). The measured luminosity
at our adopted distance was ∼3× 1038 erg s−1, with hardness ratios of HR1 = 0.09± 0.03
and HR2 = 0.78 ± 0.12. No source was detected at the position of the supernova in the
first Chandra observation in 2001 September. In the last three Chandra observations, made
around two years after the explosion, the source is seen to be emitting at a luminosity of
∼3× 1037 erg s−1 (see light curve in Fig. 5.4). There is not a measurable difference in the
soft color compared to the 2002 observation. However, the hard color exhibits significant
softening between the 2002 and 2004 observations, being measured at HR2 = 0.39 ± 0.23,
0.13 ± 0.22, and −0.11 ± 0.22 in 2004. We note that SN 2004et exhibits similar spectral
behavior, the soft color remaining constant but the hard color decreasing (see entries in
Tables A.5 and A.6), although the hard color is never seen to be as high as in the first
observation of SN 2002hh. This is in agreement with the finding of Misra et al. (2007) for
SN 2004et that, while the 2–8 keV flux decays, the 0.5–2 keV flux remains roughly constant.
Type IIL SN 1980K fell outside the detector in the first Chandra observation but is seen
to be emitting steadily at ∼3× 1037 erg s−1 in the other four observations. We note that it
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Figure 5.6. Long-term Chandra light curves of six of the most luminous sources in NGC
4485/90. Filled downward triangles represent upper limits with 3σ Gaussian confidence.
was observed by the Einstein IPC 35 and 82 days after maximum light (which was ∼15 days
after the explosion). From those observations Canizares et al. (1982) report absorption
corrected luminosities of∼7×1038 erg s−1 and∼4×1038 erg s−1 in the 0.2–4 keV band (after
scaling their values to our adopted distance). SN 1980K was also observed by the ROSAT
PSPC in 1992 June. Schlegel (1994c) gives a luminosity estimate of ∼2 × 1037 erg s−1 in
the 0.5–2 keV range (scaled to our adopted distance). Type II SN 1968D is seen in all five
Chandra observations and has a luminosity of ∼2× 1037 erg s−1. The other four historical
supernovae (SN 1917A, SN 1939C, SN 1948B, and SN 1969P) are not detected.
5.4.2.2 ULX in NGC 6946
The only ultraluminous X-ray source in NGC 6946, often called MF16 (Matonick & Fe-
sen 1997), has been extensively studied. It was first detected with the Einstein IPC in
1979–1981 (Fabbiano & Trinchieri 1987) and was later observed with the ROSAT PSPC
in 1992. Analyzing the ROSAT observation, Schlegel (1994b) derived an X-ray luminosity
of 3.7×1039 erg s−1 in the 0.5–2 keV band (scaled to our adopted distance), and identified
the source as a supernova remnant based on an optical counterpart discovered by Blair &
Fesen (1994). The remnant appears to be quite evolved, perhaps ∼103–104 yr old (Blair &
Fesen 1994; Dunne et al. 2000; Blair et al. 2001). Hubble Space Telescope images presented
by Blair et al. (2001) reveal a three loop structure with an extent of 1.4′′ × 0.8′′ (corre-
sponding to 39× 23 pc at our adopted distance). Various models have been put forward to
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try to explain this unusually high luminosity from such an evolved SNR. Blair et al. (2001)
propose that ejecta from a young supernova might be interacting with the dense shell of
an older SNR; Dunne et al. (2000) suggest instead that a single supernova blast wave is
interacting with a dense circumstellar nebula from a high-mass progenitor and that a hard
spectral component in the ROSAT PSPC data comes from a pulsar wind nebula. Schlegel
et al. (2003), analyzing the first Chandra observation, argue from spectral considerations
that neither of these scenarios can explain the data. Roberts & Colbert (2003) analyze the
first two Chandra observations of the object and speculate that the luminosity of MF16
arises from a black-hole X-ray binary (BH-XRB) within the SNR. They argue this based
on (1) the point-like nature of the X-ray source, (2) the close resemblance of the source
spectrum to spectra from other ULXs thought to be BH-XRBs, (3) the short-timescale
(minutes) variability of the hard component (1.1–10 keV) of the flux, and (4) the long-
timescale drop of '13% in count rate between the first and second Chandra observations
(∼3% thereof stemming from a degradation in effective area). Our K–S test does not detect
short-timescale variations in the full 0.3–7 keV band for any of the Chandra observations.
We do, however, see definite long-term variability in the Chandra data (see light curve in
Fig. 5.3). There is a drop in luminosity of ∼5% between the first and second observations,
and then a much larger drop between the second and third observations; the luminosity in
the third observation is '79% of the original first observation value. Two weeks later, in
the fourth Chandra observation, the luminosity has again increased to '93% of its original
value. We also see clear evidence of variability in the XMM-Newton data, most notably a
'20% jump in luminosity in the 12 days between two observations in 2004 June. Finally,
we see variations in the soft color with a significance of 2.9σ (see Fig. 5.7). These spectral
variations do not seem to have a clear correlation with flux. There is spectral softening
associated with the drop in flux between the second and third Chandra observations, but
there is no detectable hardening when the flux subsequently increases again. Overall, this
observed variability considerably strengthens the case for an accreting object as the source
of at least part of the X-ray emission from MF16.
5.4.2.3 ULXs in NGC 4485/4490
The NGC 4485/90 system contains a high number of ULXs, a total of eight. In a comprehen-
sive survey of nearby galaxies observed with the ROSAT HRI, Liu et al. (2006, see also Liu &
Bregman 2005) find an average rate of ∼0.5 ULXs per galaxy. The rate is higher when only
considering late-type galaxies and still higher for starburst galaxies (∼1.0). Considerably
higher numbers, however, are not unusual for interacting galaxies (see, e.g., Brassington
et al. 2007); an extreme case is the Antennae, with 14 known ULXs (Zezas et al. 2006).
Seven of the ULXs in the NGC 4485/90 system are in NGC 4490 and one is in NGC
4485. We number them in order of right ascension (see Table A.2). Two of them, ULX-
5 and ULX-7, have not been identified as being ultraluminous before, their luminosities
having entered the ULX range only in the most recent Chandra observation.
The maximum luminosities of the ULXs range from '1.0 × 1039 erg s−1 to '4.1 ×
1039 erg s−1. These sources show a lot of variability. Long-term flux variability above the
3σ level is exhibited by all but one of them (see light curves in Figs. 5.5 and 5.6). ULX-7 is
a transient, ULX-5 varies by a factor of ∼11 and ULX-6 by a factor of ∼5. The others vary
by less than a factor of 2. ULX-5 shows short-term flux variability. Two sources, ULX-6
and ULX-8, have significant variations in their hard color. In both cases, there is a clear
transition from a harder higher luminosity state to a softer lower luminosity one and back
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(see Fig. 5.7).
Va´zquez et al. (2007) use the Infrared Spectrograph on the Spitzer Space Telescope to do
mid-infrared spectral diagnostics on six of the ULXs (all except ULX-5 and ULX-7). They
find that five of those show ionization features that they claim indicate accretion, whereas
the sixth source, ULX-1, seems to be more consistent with an SNR. As pointed out by
Roberts et al. (2002), ULX-1 is coincident with a radio source, FIRST J123029.4+413927,
which also points towards an SNR origin for ULX-1. However, we see a ∼30% drop in
luminosity in the four months between the second and third Chandra observations—behavior
that is more typical of an accreting XRB than an SNR. This is reminiscent of the ULX
in NGC 6946, which has also been associated with an SNR but whose X-ray variability
indicates an accreting XRB.
The abundance of variability among the ULXs in NGC 4485/90 is similar to what is
seen in the Antennae. Zezas et al. (2006) find that two of the ULXs in the Antennae show
variability on a timescale of a few days. Twelve out of 14 ULXs show long-term variability,
one being a transient, and four of the ULXs occasionally have luminosities below the ULX
limit. In NGC 4485/90 we find that four of the eight ULXs have a luminosity below
1039 erg s−1 in at least one of the three Chandra observations. It is therefore clear that a
single observation of a galaxy is by no means guaranteed to discover the galaxy’s full ULX
population. Surveys such as that of Liu et al. (2006), where many of the galaxies are only
observed once or twice, can only give a lower limit to the average number of sources in a
galaxy with the potential of being ultraluminous at one time or other.
5.4.3 Hardness Ratios
5.4.3.1 Variability
The hardness ratios of the sources in NGC 6946, both for each observation and for the
co-added exposure, are given in Tables A.5 and A.6. The hardness ratios for the NGC
4485/90 sources are similarly given in Table A.7. Significance parameters for variability in
the hardness ratios between observations are given in Tables A.3 (NGC 6946) and A.4 (NGC
4485/90). Variability above 3σ in either of the ratios is only detected in two of the sources
in NGC 6946 and three of the sources in NGC 4485/90. In addition, the ULX in NGC 6946
shows a 2.9σ variation in its hard color. We note that a much larger fraction of the sources
probably undergoes some spectral variation, but most of the sources have too few counts
for the hardness ratios to be very sensitive to spectral changes. Color-luminosity plots for
the sources exhibiting significant hardness ratio variability are shown in Fig. 5.7. Four of
these sources (one of those being SN 2002hh) seem to show a clear correlation between
higher luminosity and increased hardness, whereas the other two show more complicated
behavior. Previous studies of external galaxies have routinely found sources with spectral
variability, in some cases with spectral behavior reminiscent of Galactic XRBs; flux-color
transitions have also been observed in ULXs (Fabbiano 2006 and references therein). Zezas
et al. (2006) find signs of variability in hardness ratios of 21 of their ∼70 detected sources
in the Antennae; some of these are ULXs. As in our case, they find that the variability does
not follow the same pattern for all sources. They see sources that become harder with higher
luminosity, as we do, but also sources that soften with increased luminosity. In addition,
some of the sources show no regular pattern, or no significant variation in luminosity.
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Figure 5.7. Soft or hard color as a function of luminosity for sources that show significant
variation in their hardness ratios. Numbers next to data points indicate their order in time.
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5.4.3.2 Supersoft Sources
Two sources have especially soft spectra and are strong candidates for supersoft sources
(SSSs; see, e.g., Di Stefano & Kong 2003). CXOU J203426.2+600914 in NGC 6946 has all
of its 68 source counts below 1 keV, and CXOU J123034.5+413834 in NGC 4490 has 32 of
its total 35 source counts below 1 keV, 25 counts being below 0.65 keV. Both sources have
a luminosity of ∼9× 1036 erg s−1, and neither one shows evidence for variability.
5.4.3.3 Spectral Classification
Color-color diagrams for the sources in NGC 6946 and NGC 4485/90, based on the co-
added exposures, are shown in Figure 5.8. The fact that most of the sources do not show
significant variation in their hardness ratios between observations provides justification for
using hardness ratios calculated from the co-added exposure to describe the source popula-
tions’ spectral properties. The classification scheme of Prestwich et al. (2003) discussed in
Section 5.2.3, is overlaid. As mentioned before, although a source’s position in a color–color
diagram does not give conclusive information about the nature of the source, the overall
distribution of sources should give us some information about the population as a whole.
Also indicated in the color–color diagrams is the physically allowed region, covering all
combinations of HR1 and HR2 possible if the net counts in all the energy bands (S, M, H,
T; see Section 5.2.3) are non-negative. Due to background subtraction in cases of very few
source counts, some of the hardness ratios fall outside this region. They are, however, all
consistent with the physically allowed region within their 1σ errors.
Prestwich et al. (2003) note that, while thermal SNRs are in general expected to have
−0.9 < HR1 < −0.4, as indicated in the classification scheme, SNRs whose spectra are
dominated by nonthermal components will have somewhat harder spectra and are likely to
be located in the LMXB or even absorbed sources part of the color–color diagram. We see
in Figure 5.8 that the locations of the sources associated with SNRs in NGC 6946 are in
good agreement with this.
For NGC 4485/90, all but two of the 38 sources fall in the XRB regions of the color–
color diagram, with roughly equal portions falling in the LMXB and HMXB regions. In
NGC 6946 there seems to be a much larger SNR component to the population. In addition
to the four detected historical supernovae and the six sources associated with optically or
radio identified SNRs, ∼5 sources have colors consistent with thermal SNRs. The rest of
the sources in NGC 6946 (apart from the SSS candidate) have colors consistent with XRBs,
again with roughly equal portions in the LMXB and HMXB regions. We note that a large
portion of the sources has colors consistent with both regions. The large presence of HMXBs
in these systems, as indicated by the color–color diagrams, is not surprising given the high
level of star formation observed.
All the ULXs have colors consistent with XRBs. The ULX in NGC 6946 falls firmly in
the LMXB region, whereas six of the ULXs in NGC 4485/90 have colors more consistent
with HMXBs. Variable and transient sources are equally divided between the LMXB and
HMXB regions in NGC 4485/90. For NGC 6946, these sources seem to slightly favor the
LMXB region, but this is hardly a significant difference. The most variable sources (those
that vary by a factor of 10 or more) are also seen to be roughly equally divided between
the LMXB and HMXB regions in both galaxies.
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Figure 5.8. Color-color diagrams for the sources in NGC 6946 and NGC 4485/4490 based
on the co-added Chandra exposures. The classification scheme of Prestwich et al. (2003)
is overlaid. Historical supernovae are denoted by boxes, SNRs by diamonds, ULXs by
crosses, and other sources by circles. Blue indicates that long-term variability is detected,
green that it is not, and red denotes transient candidates. The triangle enclosed by the
dashed lines represents the physically allowed region where net counts in all energy bands
are non-negative. Due to background subtraction, faint sources can fall outside this region.
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5.4.4 Luminosity Functions
We construct X-ray luminosity functions (XLFs) for each observation, as well as the co-
added exposure, of both NGC 6946 and NGC 4485/90. We use luminosities from the full
0.3–7 keV band. In the case of NGC 6946, where parts of the galaxy fell outside the
Chandra detectors in each observation, only sources that fell within the detectors in all five
observations were considered. Hence, 24 of the 85 nonforeground sources were discarded.
This was done to make sure that when comparing the XLFs from different observations we
are comparing the same source population.
To avoid any effects of incompleteness at the low-luminosity end of the XLF, we set a
conservative completeness limit for both galaxies and consider only the portion of the XLF
above that limit. To facilitate comparisons between different observations we use the same
completeness limit for all observations of each galaxy. We fit a simple power law to the
unbinned distribution for each observation using the Cash statistic (Cash 1979). In order
to test the null hypothesis that the XLFs of different observations of the same galaxy are
derived from the same parent distribution, we compare the XLFs in pairs using a two-sided
Kolmogorov–Smirnov test.
The XLFs for NGC 6946 are shown in Figure 5.9. We adopt a completeness limit
of 2 × 1037 erg s−1. Judging from the figure, the XLF of the galaxy does not seem to
vary much between observations. This is borne out by the results of the pairwise K–S
tests between the five individual observations, which yield significance levels ranging from
0.52 to 0.99 and thus do not warrant rejection of the null hypothesis of a common parent
distribution. Interestingly, performing the K–S test between the co-added exposure and
each of the observations, we get lower significance levels, ranging from 0.13 to 0.77. The
best-fit cumulative slopes of the XLFs are shown in Table 5.7. They are in all cases ∼0.6–0.7
and are in good agreement with each other. We note that Holt et al. (2003) derive a slope
of 0.68± 0.03 for the first Chandra observation, in agreement with our value of 0.61± 0.13.
The XLFs for NGC 4485/90 are shown in Fig. 5.9. Here we adopt a completeness limit
of 4×1037 erg s−1. Again, there does not seem to be significant variation between individual
observations. This is supported by pairwise K–S tests between the three observations, which
yield significance levels from 0.58 to 0.97. Performing the K–S test between the co-added
exposure and individual observations yields higher significance levels here (between 0.93
and 0.98), in contrast to NGC 6946. The best-fit cumulative slopes of the XLFs shown
in Table 5.8 agree well with each other and are all ∼0.4–0.5. We note that Roberts et al.
(2002) derive a slope of 0.57±0.10 for the first Chandra observation, in agreement with our
value of 0.45± 0.10. There is an indication in Fig. 5.9 of a high-luminosity break or cutoff
in the XLFs, which steepen considerably for the ∼3 most luminous sources. We therefore
also tried fitting a broken power law to the XLFs. This typically led to a best-fit break
luminosity of ∼(2–3)×1039 erg s−1 and a slope for the low-luminosity portion that is ∼0.05
lower than for the simple unbroken power law (i.e., ∼0.4). The slope of the high-luminosity
portion was, however, in all cases very poorly constrained.
We use the results of Bauer et al. (2004) to assess whether CBSs are likely to have a
significant effect on the XLFs. In NGC 6946 we expect ∼8 CBSs among the ∼25 sources
typically above the completeness limit and within the region covered by all five Chandra
observations. In NGC 4485/90 we estimate that ∼3 of the ∼23 sources typically above the
completeness limit can be expected to be CBSs. Based on these numbers alone, one might
expect that CBSs could have a significant effect in the case of NGC 6946 but probably
only a small effect for NGC 4485/90. As it turns out, the cumulative number-flux slopes
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Figure 5.9. Cumulative X-ray luminosity functions for all the Chandra observations and
the co-added exposures of NGC 6946 and NGC 4485/4490. The vertical lines indicate the
adopted completeness limits.
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Table 5.7. Power-Law Indices of the XLFs of NGC 6946
Obs. αa
1043 0.61± 0.13
4404 0.63± 0.10
4631 0.67± 0.11
4632 0.72± 0.13
4633 0.67± 0.12
Co-added 0.73± 0.14
a Best-fit cumulative slope. Uncertainties given are estimated 90%
confidence intervals.
Table 5.8. Power-Law Indices of the XLFs of NGC 4485/4490
Obs. αa
1579 0.45± 0.10
4725 0.49± 0.09
4726 0.42± 0.08
Co-added 0.45± 0.08
a Best-fit cumulative slope. Uncertainties given are estimated 90% confi-
dence intervals.
for CBSs derived in Bauer et al. (2004) are quite similar to the ones for the XLFs: 0.55
for the 0.5–2 keV band and 0.56 for the 2–8 keV band. Contamination of our sample by
CBSs is therefore likely to have only a small effect in both cases. The true slopes for NGC
4485/90 are probably slightly flatter than those derived above and slightly steeper for NGC
6946. However, the change in XLF slopes due to CBSs is almost certainly well within the
uncertainties quoted in Tables 5.7 and 5.8.
Our results agree well with previous results for other galaxies. As mentioned in Sec-
tion 5.1, XLFs have been seen to be remarkably stable in spite of variability among indi-
vidual sources, and NGC 6946 and NGC 4485/90 do not seem to be exceptions. Single-
observation snapshots of their XLFs therefore seem to represent rather well their shape
averaged over longer times. Their cumulative XLF slopes fall firmly in the regime of star-
burst galaxies, whose slopes are typically between 0.4 and 0.8 (Fabbiano 2006)—another
clear indication of the young stellar populations in these two systems.
5.5 Summary and Conclusions
We have presented a study of the X-ray source populations in the spiral galaxy NGC 6946
and the irregular/spiral interacting galaxy pair NGC 4485/4490. We analyzed data from five
Chandra observations of NGC 6946 and from three Chandra observations of NGC 4485/90.
We detect 90 point sources coincident with NGC 6946 (excluding a small circumnuclear
region) down to luminosities of a few times 1036 erg s−1. We associate five of these with
foreground stars; seven sources are coincident with optically or radio identified SNRs, and
four are supernovae from the past 40 years. We detect 38 sources coincident with NGC
4485/90 down to a luminosity of ∼1× 1037 erg s−1.
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In NGC 6946, 25 of the 85 sources exhibit long-term (weeks to years) variability in
luminosity; 11 are transient candidates. We detect short-term (hours) flux variability in
four sources, and three sources show significant variability in their hardness ratios. We find
that the single ULX in NGC 6946, the SNR known as MF16, exhibits long-term variability
in flux and color that strongly supports speculations of its high luminosity arising from an
XRB within the remnant.
In NGC 4485/90, 15 of the 38 sources show flux variability on timescales of months to
years; four are transient candidates. Short-term variability is seen in four sources, and three
show variability in their hardness ratios. NGC 4485/90 contains eight ULXs. Two of these
have not been identified as ULXs before; this shows the value of long-term monitoring in
identifying ultraluminous sources. All but one of the ULXs exhibit long-term variability,
and one of them is a transient. One of the ULXs—which has been associated with an SNR
based on spectral characteristics and its spatial coincidence with a radio source—shows
clear long-term variability, pointing to an accreting XRB. We detect short-term variability
in one ULX, and two have significant variations in color. This abundant variability among
the ULXs clearly points to accretion as the source of luminosity.
Consistent with the widespread variability seen within the source populations, the X-ray
colors of the sources indicate that the populations are dominated by XRBs. The source
population of NGC 6946 also seems to contain a sizable SNR component, perhaps ∼15%–
20% of the detected sources. The distribution of colors among the sources in both NGC
6946 and NGC 4485/90 indicates roughly equal fractions of LMXBs and HMXBs. Such a
significant presence of HMXBs is consistent with the fact that both systems show high star
formation activity.
The shape of the XLFs of NGC 6946 and NGC 4485/90 does not change significantly
between observations and seems to be well represented by single-observation snapshots. The
XLF of NGC 6946 (above 2×1037 erg s−1) is well described by a power law with cumulative
slope ∼0.6–0.7. The XLF of NGC 4485/90 is well described by a power law with cumulative
slope ∼0.4 between 4× 1037 and 2× 1039 erg s−1; above ∼2× 1039 erg s−1, the luminosity
function drops off rather sharply. The flatness of the slopes (especially for NGC 4485/90)
is another testament to the systems’ high star formation rate and young stellar population.
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Appendix A
Tables
This appendix contains tables for Chapter 5. These tables were included in the paper on
which that chapter is based:
J. K. Fridriksson, J. Homan, W. H. G. Lewin, A. K. H. Kong, and D. Pooley
2008, The Astrophysical Journal Supplement Series, 177, 465.
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Table A.1. Basic Chandra Source Properties for NGC 6946
Position (J2000.0) Photon Fluxb (10−7 photons s−1 cm−2) Lum.d (1037 erg s−1)
No. Source Designation R.A. Dec. S/N Ratioa ObsID ObsID ObsID ObsID ObsID Comb.c Avg.e Max.f Commentsg
CXOU J (σ) 1043 4404 4631 4632 4633
1 203419.0+601007 308.57942 60.16884 7.2 23.1± 3.3 9.7± 4.1 . . . . . . <54.5 18.0± 2.4 2.2 2.5
2 203421.4+601017 308.58923 60.17162 7.6 19.6± 3.5 36.3± 6.6 . . . . . . <54.7 24.1± 3.0 5.5 8.1
3 203423.4+601039 308.59770 60.17773 4.8 <4.0 21.3± 4.7 . . . . . . 29± 12 8.9± 1.7 1.1 3.4 T, N
4 203424.7+601038 308.60311 60.17737 7.9 30.5± 4.3 13.6± 4.2 . . . . . . 41± 18 25.6± 3.1 6.6 8.4
5 203425.0+600906 308.60426 60.15171 13.3 80.1± 6.1 <8.5 . . . . . . 19.9± 5.7 47.7± 3.5 7.1 12 T
6 203426.1+600909 308.60889 60.15262 32.1 343± 12 155± 12 . . . . . . 127± 16 261.4± 8.0 32 44
7 203426.2+600914 308.60940 60.15414 7.1 25.9± 4.1 17.1± 5.4 . . . . . . 24+15−10 23.2± 3.1 0.9 1.0 SSS
8 203429.1+601051 308.62137 60.18085 6.5 11.5± 2.4 28.4± 5.5 . . . . . . <22.0 15.2± 2.2 2.2 4.8 T
9 203431.5+600638 308.63130 60.11069 3.1 7.5± 2.2 <8.6 . . . . . . . . . 5.3± 1.5 1.1 1.6
10 203431.5+601056 308.63156 60.18237 5.8 <4.7 <9.6 . . . . . . 63± 11 10.2± 1.6 1.2 6.1 T, N
11 203432.0+601207 308.63347 60.20214 4.1 5.1± 1.8 9.7± 3.5 . . . 19.6± 9.6 <17.1 7.6± 1.7 0.9 3.2 N
12 203432.4+600821 308.63541 60.13942 5.8 24.7± 3.7 <5.0 . . . . . . <5.1 12.0± 1.9 2.3 4.8 T
13 203434.4+601032 308.64362 60.17578 15.5 45.4± 4.7 47.0± 6.6 . . . 60± 11 84± 10 54.6± 3.4 4.7 7.0 S
14 203435.3+600742 308.64720 60.12853 4.6 8.0± 2.3 14.1± 4.4 . . . . . . <15.3 9.0± 1.8 0.4 0.7
15 203436.1+600839 308.65064 60.14428 7.8 18.6± 3.2 19.8± 5.0 . . . <35.6 27.3± 7.9 19.6± 2.4 1.1 1.2 LD
16 203436.4+600558 308.65168 60.09952 7.0 15.4± 2.9 26.8± 5.4 . . . . . . . . . 19.2± 2.6 4.2 5.7
17 203436.5+600930 308.65220 60.15844 46.4 362± 13 581± 23 . . . 392± 21 416± 23 425.8± 9.1 31 42
18 203437.2+600954 308.65533 60.16503 4.2 9.3± 2.6 7.2± 2.9 . . . <15.6 <12.1 6.9± 1.5 1.8 2.5
19 203437.2+601019 308.65535 60.17200 3.5 5.2± 1.7 4.0+2.6−1.7 . . . <16.0 <13.8 4.3± 1.1 0.5 0.6
20 203437.9+600434 308.65798 60.07618 10.7 50.6± 7.5 59.8± 9.1 56± 10 . . . . . . 55.7± 5.0 8.7 9.8
21 203439.8+600822 308.66593 60.13967 8.4 22.9± 3.4 8.8± 3.3 7.7+5.2−3.6 9.3± 4.1 15.7± 4.8 15.5± 1.8 3.3 4.7
22 203440.5+600946 308.66916 60.16302 4.2 3.9+2.1−1.5 <8.4 10.3
+6.9
−4.7 8.8± 4.1 9.1± 4.5 5.5± 1.2 1.0 1.9 N
23 203441.3+600846 308.67245 60.14620 5.1 5.1± 1.7 4.5+3.2−2.1 11.8± 4.2 6.3
+4.6
−3.1 7.4
+4.9
−3.4 6.5± 1.2 0.9 1.7 LD
24 203442.0+600529 308.67535 60.09158 5.1 6.3± 1.8 13.3± 5.3 <12.3 <16.1 9.1± 3.7 6.6± 1.2 0.7 1.5
25 203443.1+600652 308.67997 60.11457 4.1 7.3± 2.0 <10.0 <13.4 <12.5 <11.1 4.4± 1.0 0.9 1.6
26 203444.2+600719 308.68432 60.12203 12.6 <4.1 124± 11 22.5± 5.1 16.2± 4.2 16.6± 4.7 30.6± 2.3 6.6 29 SN 2002hh, T, N
27 203445.9+601049 308.69159 60.18035 5.8 13.0± 2.9 14.0± 5.0 8.7± 4.9 <14.1 8.5± 4.4 10.6± 1.7 0.6 0.8
28 203446.3+601328 308.69310 60.22451 10.9 27.2± 4.0 21.5± 5.0 31.8± 7.0 23.8± 6.2 36.9± 8.9 27.4± 2.4 5.3 6.8
29 203447.1+600850 308.69626 60.14740 4.0 12.1± 2.5 <5.4 <6.6 <7.1 <5.2 4.0± 0.9 0.5 1.8 T
30 203447.5+601003 308.69803 60.16751 8.6 15.1± 3.0 10.1± 2.9 20.6± 5.5 19.0± 5.3 20.0± 6.3 16.3± 1.8 1.1 1.5
31 203447.6+600932 308.69840 60.15905 13.0 6.3± 2.1 85.4± 8.7 6.3+5.0−3.4 10.1± 4.1 60.7± 7.9 30.5± 2.3 3.4 9.3
32 203448.4+600811 308.70193 60.13651 22.9 81.1± 5.9 71.3± 8.1 108± 10 39.8± 6.6 119± 12 83.2± 3.6 12 19
33 203448.6+600941 308.70264 60.16155 4.4 12.8± 2.9 7.4± 2.8 <10.4 <5.5 <10.3 4.9± 1.1 0.9 2.5 T
34 203448.8+600554 308.70341 60.09854 26.7 162.6± 9.3 163± 16 108± 12 133± 13 156± 14 148.2± 5.5 9.5 11 S
35 203449.0+601217 308.70445 60.20483 24.4 102.2± 6.9 114± 10 94± 10 73.6± 9.0 110± 11 99.9± 4.0 14 16
36 203449.4+601342 308.70621 60.22846 5.6 13.0± 3.0 7.6± 3.1 13+10−7.0 5.0± 3.1 6.5± 3.6 10.7± 1.8 1.9 2.6
37 203449.7+601011 308.70717 60.16990 7.1 9.1± 2.2 11.0± 3.6 11.4± 3.9 13.8± 4.4 9.5± 4.2 10.7± 1.4 1.8 2.8
38 203449.7+600806 308.70736 60.13504 4.6 6.7± 2.1 4.4+3.2−2.0 <9.9 9.1
+5.1
−3.5 <14.4 5.7± 1.1 0.4 0.7 LD
39 203449.7+601020 308.70745 60.17228 5.5 8.8± 2.2 3.9+2.2−1.5 9.2± 3.6 5.2± 3.0 <14.4 6.9± 1.2 1.1 2.2
40 203450.0+600924 308.70851 60.15685 7.9 12.6± 2.7 16.3± 4.2 15.1± 5.7 13.6± 5.2 19.9± 5.7 15.1± 1.8 2.9 3.6
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Table A.1. Continued
Position (J2000.0) Photon Fluxb (10−7 photons s−1 cm−2) Lum.d (1037 erg s−1)
No. Source Designation R.A. Dec. S/N Ratioa ObsID ObsID ObsID ObsID ObsID Comb.c Avg.e Max.f Commentsg
CXOU J (σ) 1043 4404 4631 4632 4633
41 203450.4+601016 308.71030 60.17112 5.1 7.9± 2.1 6.4± 2.6 9.2± 4.4 5.9± 3.3 <11.2 6.5± 1.2 1.1 2.2
42 203450.4+600724 308.71034 60.12337 13.5 <2.3 50.7± 6.9 51.4± 7.3 47.0± 7.0 52.3± 8.6 31.8± 2.3 4.9 8.7 T, N
43 203450.7+600747 308.71149 60.12997 5.0 5.8± 1.8 4.9+3.1−2.1 6.8± 2.9 4.3
+3.0
−2.0 <14.2 5.5± 1.0 0.4 0.6
44 203450.7+601207 308.71165 60.20214 4.9 6.2± 1.9 8.2± 3.2 9.9± 4.2 2.9± 1.8 <12.2 6.0± 1.2 1.0 2.4
45 203450.9+601020 308.71215 60.17243 10.3 27.5± 4.0 18.0± 4.9 24.7± 5.9 18.7± 5.0 24.1± 7.0 23.6± 2.2 1.3 1.6 LD
46 203451.5+601248 308.71462 60.21335 5.4 5.1± 1.9 8.9± 3.3 10.0± 4.4 14.6± 5.4 6.2± 3.9 8.2± 1.4 1.5 2.5
47 203451.5+600909 308.71470 60.15253 4.1 6.5± 2.4 4.7+3.2−2.2 <12.1 6.6± 3.5 7.6± 3.9 5.7± 1.3 0.4 0.7 MF, N
48 203453.3+601055 308.72237 60.18207 6.3 7.9± 2.2 11.3± 3.7 14.2± 4.9 6.2± 3.0 9.5± 4.2 9.5± 1.4 0.4 0.7
49 203453.4+600719 308.72259 60.12208 8.5 5.4± 2.0 56.1± 7.9 <10.6 8.9± 3.1 10.4± 3.8 14.9± 1.7 3.2 13
50 203453.7+600910 308.72416 60.15286 7.2 9.6± 2.4 13.0± 4.2 14.2± 4.7 15.1± 4.8 9.1± 3.5 11.7± 1.5 1.8 2.2 N
51 203455.6+600930 308.73203 60.15856 7.4 2.6± 1.1 8.2± 2.8 6.7± 2.4 17.3± 4.3 21.2± 5.0 9.4± 1.2 1.2 2.7
52 203456.5+600834 308.73547 60.14281 30.6 171.1± 9.1 116± 10 115± 10 163± 14 190± 14 153.1± 4.9 26 33
53 203456.5+600819 308.73562 60.13879 7.7 11.0± 2.5 16.3± 4.4 14.6± 4.1 8.2+4.4−3.1 16.5± 5.5 13.0± 1.6 0.8 1.5
54 203456.8+600532 308.73680 60.09235 10.1 22.7± 3.6 12.4± 4.2 17.3± 4.4 20.3± 4.8 30.0± 6.6 21.1± 2.0 3.0 4.3
55 203456.9+601209 308.73725 60.20274 4.4 5.2± 2.1 11.1± 4.3 8.5± 4.2 5.7+5.0−3.5 <15.6 6.7± 1.4 0.9 1.5 S, N
56 203456.9+600826 308.73727 60.14064 6.4 <6.7 3.7+2.8−1.8 23.4± 5.3 <13.6 18.0± 4.6 8.7± 1.3 1.2 3.8 N
57 203457.2+600733 308.73857 60.12598 3.3 3.7+2.0−1.4 10.1± 4.0 <10.0 <5.4 <7.9 3.4± 0.9 0.2 0.6 S, N
58 203457.7+600948 308.74058 60.16356 27.7 145.1± 7.7 83.8± 8.2 83.1± 8.7 80.4± 8.6 127± 11 111.2± 3.9 13 18
59 203458.4+600934 308.74341 60.15954 9.3 15.9± 2.9 19.5± 4.4 11.8± 3.6 18.2± 4.6 12.9± 3.9 15.7± 1.6 1.9 2.4 SN 1968D
60 203500.1+600908 308.75057 60.15223 63.5 824± 19 791± 27 529± 24 477± 22 454± 23 664± 10 47 57
61 203500.4+600859 308.75177 60.14976 6.0 3.7± 1.6 10.4± 4.2 14.6± 4.0 13.2± 4.2 <13.0 8.2± 1.3 1.4 2.6 N
62 203500.6+601250 308.75257 60.21402 10.8 19.1± 3.2 29.4± 5.8 46.9± 7.9 17.8± 4.9 10.9± 4.1 24.0± 2.2 3.3 7.8
63 203500.7+601130 308.75312 60.19183 145.3 3278± 36 2917± 49 2642± 49 3096± 53 3027± 54 3073± 21 310 330 ULX, LD, MF
64 203500.9+601010 308.75403 60.16972 33.0 165.0± 8.6 163± 12 214± 14 170± 13 161± 13 173.1± 5.2 26 32
65 203501.1+600923 308.75482 60.15642 3.6 2.7+1.8−1.3 6.1
+3.2
−2.2 <10.6 <9.3 5.5
+3.8
−2.5 3.3± 0.8 0.1 0.4 N
66 203501.9+601003 308.75818 60.16768 20.1 76.3± 6.2 60.7± 7.7 67.2± 8.1 52.6± 7.5 74.5± 9.0 68.0± 3.3 10 12
67 203504.6+601117 308.76934 60.18821 11.6 24.1± 3.3 29.9± 5.5 15.8± 4.6 24.6± 5.8 27.4± 5.7 24.3± 2.0 1.8 2.4
68 203504.6+600918 308.76952 60.15512 5.4 8.4± 2.4 9.3± 3.5 <13.8 5.1+3.3−2.2 5.8
+3.3
−2.3 7.2± 1.2 0.5 0.6
69 203505.3+600623 308.77223 60.10640 15.8 46.3± 4.9 38.8± 6.8 41.3± 6.3 46.4± 7.0 39.6± 6.4 43.4± 2.7 7.1 7.9
70 203505.5+600742 308.77306 60.12843 4.8 3.4± 1.6 <16.7 9.0± 3.6 7.4+4.2−2.8 7.3
+3.7
−2.6 5.8± 1.1 1.0 1.6 N
71 203506.5+601040 308.77742 60.17781 9.1 12.9± 2.8 13.3± 3.6 13.3± 4.2 15.6± 4.5 31.4± 6.3 16.3± 1.7 3.0 6.1
72 203508.1+601113 308.78403 60.18696 7.4 9.8± 2.6 20.3± 5.0 13.4± 4.7 10.3± 4.0 13.0± 4.4 12.7± 1.6 1.2 1.7 LD
73 203510.1+601000 308.79234 60.16692 5.0 7.9± 2.6 <12.6 5.2+3.2−2.2 6.9± 2.9 5.2
+3.5
−2.3 6.2± 1.1 1.0 1.3 N
74 203510.9+600856 308.79543 60.14912 5.2 6.8± 2.4 7.1+3.8−2.7 5.4
+2.9
−2.0 11.0± 4.5 5.6
+3.7
−2.4 7.1± 1.3 0.3 0.6 N
75 203512.5+600837 308.80213 60.14377 3.7 3.2± 2.0 <11.3 5.0+3.7−2.3 5.4
+3.5
−2.3 4.7
+3.4
−2.2 4.1± 1.0 0.7 1.1 N
76 203512.7+600731 308.80321 60.12551 22.5 84.2± 6.4 61.0± 8.7 73.1± 8.2 106± 11 110± 11 86.8± 3.8 12 17
77 203513.1+600907 308.80461 60.15207 4.4 4.1± 2.1 11.3± 3.7 <15.2 <12.8 4.9+3.2−2.1 5.6± 1.2 1.3 2.3 N
78 203513.6+600522 308.80690 60.08950 6.6 . . . 26.0± 6.4 10.6± 3.1 14.8± 4.2 4.5+2.8−1.8 13.2± 1.9 1.8 3.8 N
79 203516.2+601046 308.81773 60.17959 16.0 29.2± 4.5 159± 14 80.7± 9.2 <10.1 10.0± 3.8 51.0± 3.1 8.0 23 T
80 203517.3+600813 308.82214 60.13719 4.7 4.8± 2.1 16+11−7.0 6.6
+3.4
−2.4 6.6
+3.3
−2.3 3.3
+2.3
−1.5 5.8± 1.1 1.0 1.8 N
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Table A.1. Continued
Position (J2000.0) Photon Fluxb (10−7 photons s−1 cm−2) Lum.d (1037 erg s−1)
No. Source Designation R.A. Dec. S/N Ratioa ObsID ObsID ObsID ObsID ObsID Comb.c Avg.e Max.f Commentsg
CXOU J (σ) 1043 4404 4631 4632 4633
81 203518.7+601056 308.82830 60.18237 30.7 173.8± 8.7 109± 10 104.3± 9.4 136± 11 132± 11 138.1± 4.4 19 24
82 203520.0+600933 308.83336 60.15940 4.8 11.2± 3.0 <10.3 10.4± 4.0 <9.2 <13.2 6.9± 1.3 0.5 1.0
83 203521.1+600951 308.83813 60.16437 6.0 8.6± 2.8 8.6± 3.7 12.7± 4.1 12.7± 4.3 5.8+4.0−2.6 9.5± 1.5 0.8 1.1
84 203525.3+600717 308.85565 60.12156 21.7 . . . <11.5 183± 13 152± 13 150± 13 128.5± 5.8 19 30 SN 2004et, T, N
85 203525.5+600958 308.85651 60.16629 12.4 38.8± 5.0 39.6± 9.7 31.6± 5.8 22.0± 5.1 37.1± 7.0 34.1± 2.7 2.9 3.8
86 203527.8+600920 308.86604 60.15559 9.3 21.7± 3.7 22.0± 7.3 16.4± 4.2 18.4± 4.8 17.3± 4.8 19.4± 2.0 3.2 3.7
87 203528.6+600605 308.86937 60.10157 3.8 . . . 3.9+2.8−1.8 5.6
+3.2
−2.1 7.5± 3.0 <13.6 5.1± 1.2 0.7 1.1 N
88 203530.1+600623 308.87569 60.10648 11.7 . . . 51± 10 47.5± 7.2 43.3± 7.2 42.7± 7.4 45.6± 3.7 3.0 3.4 SN 1980K, N
89 203530.6+600737 308.87770 60.12714 6.4 . . . 18.6+11−7.6 18.0± 5.2 21.4± 6.1 23.6± 6.3 20.4± 3.0 1.0 1.1 S, N
90 203532.2+601018 308.88442 60.17180 8.9 25.8± 5.7 . . . 21.3± 4.5 27.8± 6.1 19.5± 4.9 23.9± 2.6 3.8 5.2 N
a Photometric signal-to-noise ratio based on all observations, as computed by ACIS Extract.
b Background-subtracted photon fluxes in the full 0.3–7 keV band. For sources with fewer than five net counts in an observation an upper limit with 3σ Gaussian confidence is given.
c Photon flux in the co-added exposure.
d X-ray luminosity in the 0.3–7 keV band.
e Luminosity calculated from a co-added exposure spanning all the observations.
f Luminosity calculated from the observation in which the source is brightest.
g (T) transient candidate; (N) source not detected by Holt et al. (2003); (SSS) supersoft source candidate; (S) source is most likely a foreground star; (LD) source coincides with a supernova remnant in
the list of Lacey & Duric (2001); (MF) source coincides with a supernova remnant in the list of Matonick & Fesen (1997).
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Table A.2. Basic Chandra Source Properties for NGC 4485/4490
Position (J2000.0) Photon Fluxb (10−7 photons s−1 cm−2) Lum.d (1037 erg s−1)
No. Source Designation R.A. Dec. S/N Ratioa ObsID ObsID ObsID Comb.c Avg.e Max.f Commentsg
CXOU J (σ) 1579 4725 4726
1 123025.2+413924 187.60506 41.65691 15.6 73± 10 70.5± 7.5 77.5± 7.5 73.9± 4.6 22 23
2 123026.7+413821 187.61165 41.63942 5.2 <9.4 15.0± 3.7 10.2± 2.8 9.8± 1.8 2.2 3.3 T, N
3 123027.1+413814 187.61330 41.63724 8.7 25.1± 6.5 27.0± 4.8 25.1± 4.5 25.7± 2.8 9.3 10
4 123027.6+413941 187.61528 41.66161 4.1 <17.9 2.8+1.9−1.3 12.4± 3.3 6.7± 1.5 1.5 2.8 N
5 123028.2+413958 187.61779 41.66622 4.2 18.4± 5.3 6.6± 2.9 <12.7 7.4± 1.6 1.3 3.2
6 123028.5+413926 187.61913 41.65731 5.6 19.7± 5.9 11.5± 3.3 10.5± 3.3 12.8± 2.1 5.3 8.0
7 123028.7+413757 187.61969 41.63254 9.5 12.1± 4.3 20.1± 4.4 58.9± 7.3 33.7± 3.4 9.8 17
8 123029.0+414046 187.62122 41.67961 6.9 19.4± 5.7 20.8± 4.3 13.1± 3.4 17.4± 2.4 3.7 4.8
9 123029.4+413927 187.62278 41.65771 31.6 316± 20 302± 14 209± 12 265.1± 8.2 100 117 ULX-1
10 123029.4+414058 187.62281 41.68293 3.3 <18.1 8.1± 3.3 5.2+3.0−2.0 5.8± 1.6 0.8 1.4 N
11 123030.3+413853 187.62630 41.64811 22.5 186± 16 230± 13 49.8± 6.7 154.7± 6.7 43 64
12 123030.3+414126 187.62662 41.69067 6.2 <8.9 14.7± 3.7 20.5± 3.9 13.7± 2.1 3.6 5.8 T, N
13 123030.4+414142 187.62698 41.69509 67.8 1557± 42 1071± 26 975± 25 1115± 16 280 410 ULX-2
14 123030.7+413911 187.62807 41.65326 55.8 776± 31 855± 25 785± 22 821± 15 288 295 ULX-3
15 123031.0+413837 187.62937 41.64376 5.6 15.6± 5.1 6.7± 2.3 15.0± 3.8 11.8± 2.0 4.5 6.8
16 123031.3+413901 187.63048 41.65053 6.4 14.8± 5.0 9.3± 3.6 22.7± 4.3 16.2± 2.4 4.0 5.3
17 123031.6+414140 187.63184 41.69471 28.2 <12.3 193± 12 400± 17 233.1± 8.1 48 83 T, N
18 123032.1+413918 187.63411 41.65508 56.8 602± 27 1078± 30 844± 22 870± 15 282 347 ULX-4
19 123032.8+413845 187.63667 41.64587 4.0 <22.8 4.3± 1.9 10.4± 3.2 6.7± 1.5 1.0 1.7 N
20 123032.9+414014 187.63719 41.67064 6.8 8.5+4.8−3.3 21.9± 4.4 17.0± 3.9 17.2± 2.4 6.3 7.6 N
21 123034.1+413859 187.64218 41.64984 5.2 <11.9 12.6± 3.3 12.3± 3.2 9.9± 1.8 3.4 4.7 N
22 123034.2+413805 187.64263 41.63484 6.5 26.9± 6.3 16.7± 3.9 9.7± 3.3 16.4± 2.3 6.4 8.5
23 123034.3+413850 187.64320 41.64724 19.1 155± 14 61.8± 6.7 119.4± 9.4 104.3± 5.3 25 39
24 123034.5+413834 187.64377 41.64290 4.3 7.5+5.2−3.4 12.5± 4.4 12.3± 4.2 11.3± 2.4 0.9 1.2 SSS, N
25 123035.1+413846 187.64648 41.64638 31.7 34.1± 6.9 241± 12 362± 15 240.8± 7.5 67 103 ULX-5
26 123035.8+413832 187.64926 41.64247 6.0 12.7± 4.5 19.0± 4.4 10.7± 3.1 14.2± 2.2 3.4 5.2
27 123036.2+413837 187.65101 41.64388 47.2 607± 27 176± 10 794± 21 516± 11 154 229 ULX-6
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Table A.2. Continued
Position (J2000.0) Photon Fluxb (10−7 photons s−1 cm−2) Lum.d (1037 erg s−1)
No. Source Designation R.A. Dec. S/N Ratioa ObsID ObsID ObsID Comb.c Avg.e Max.f Commentsg
CXOU J (σ) 1579 4725 4726
28 123037.7+413823 187.65748 41.63991 3.9 8.2+5.3−3.5 7.7± 2.9 4.9± 2.0 6.7± 1.6 2.2 3.4 N
29 123038.2+413831 187.65926 41.64198 5.0 12.3± 4.5 18.0± 5.1 6.2± 2.4 11.4± 2.1 1.6 2.4
30 123038.4+413831 187.66012 41.64218 27.4 <9.1 <7.9 444± 16 187.5± 6.7 59 139 ULX-7, T, N
31 123038.4+413743 187.66026 41.62863 12.2 63.6± 9.6 48.8± 6.3 47.4± 6.9 52.1± 4.1 9.1 11
32 123038.8+413810 187.66207 41.63614 17.1 54.2± 8.2 51.2± 6.0 123.8± 9.2 81.4± 4.6 28 45
33 123040.3+413813 187.66806 41.63714 22.1 127± 13 120.8± 9.1 149± 10 134.0± 5.9 40 48
34 123043.0+413756 187.67928 41.63248 5.7 14.4± 4.5 9.8± 3.3 11.6± 3.0 11.5± 1.9 1.4 1.8
35 123043.1+413818 187.67985 41.63854 63.7 1052± 35 770± 21 1036± 24 929± 14 279 332 ULX-8
36 123045.5+413640 187.68984 41.61114 9.3 24.0± 5.9 33.2± 5.0 23.1± 4.3 27.6± 2.8 7.1 9.8
37 123047.7+413807 187.69894 41.63547 5.0 13.2± 4.9 7.9± 2.6 7.9± 2.5 9.1± 1.7 2.3 3.5
38 123047.7+413727 187.69906 41.62433 7.6 46.9± 8.7 16.1± 3.9 11.9± 3.3 21.7± 2.7 5.0 9.0
a Photometric signal-to-noise ratio based on all observations, as computed by ACIS Extract.
b Background-subtracted photon fluxes in the full 0.3–7 keV band. For sources with fewer than five net counts in an observation an upper limit with 3σ
Gaussian confidence is given.
c Photon flux in the co-added exposure.
d X-ray luminosity in the 0.3–7 keV band.
e Luminosity calculated from a co-added exposure spanning all the observations.
f Luminosity calculated from the observation in which the source is brightest.
g (T) transient candidate; (N) source not detected by Roberts et al. (2002); (SSS) supersoft source candidate.
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Table A.3. Chandra Variability Properties for NGC 6946 Sources
K–S Test for Short-Term Flux Variabilitya Long-Term Variability
No. Source Designation ObsID ObsID ObsID ObsID ObsID Flux Hardness Ratios Commentsf
CXOU J 1043 4404 4631 4632 4633 Sflux
b Rc SHR1
d SHR2
e
1 203419.0+601007 0.12 0.94 . . . . . . 0.83 2.2 2.4 0.5 0.8
2 203421.4+601017 0.96 0.98 . . . . . . 0.39 2.0 3.9 0.6 0.2
3 203423.4+601039 . . . 0.66 . . . . . . 0.13 4.0 110 0.7 0.5 l
4 203424.7+601038 0.65 0.68 . . . . . . 0.29 2.5 3.0 0.9 1.4
5 203425.0+600906 0.30 . . . . . . . . . 0.15 11.9 73.0 0.8 0.5 l
6 203426.1+600909 0.48 0.69 . . . . . . 0.77 10.9 2.7 0.6 1.6 l
7 203426.2+600914 0.58 0.47 . . . . . . 0.49 1.2 1.5 0.4 0.3
8 203429.1+601051 0.33 0.85 . . . . . . . . . 3.2 >1.5 0.5 0.9 l
9 203431.5+600638 0.25 . . . . . . . . . . . . 1.9 7.1 0.4 0.3
10 203431.5+601056 . . . . . . . . . . . . 0.46 5.5 78.3 0.3 0.7 l
11 203432.0+601207 0.15 0.39 . . . 0.33 . . . 1.6 >1.4 1.6 1.7
12 203432.4+600821 0.79 . . . . . . . . . . . . 6.0 >5.0 0.0 0.0 l
13 203434.4+601032 0.03 0.65 . . . 0.82 0.13 3.3 1.8 1.5 0.9 l, star
14 203435.3+600742 0.22 0.44 . . . . . . 0.17 1.7 4.0 0.3 0.3
15 203436.1+600839 0.67 0.74 . . . 0.23 0.55 1.6 3.5 1.1 0.7
16 203436.4+600558 0.30 0.41 . . . . . . . . . 1.7 1.7 0.4 0.4
17 203436.5+600930 0.21 0.69 . . . 0.93 0.85 8.2 1.6 3.5 1.7 l, sp
18 203437.2+600954 0.02 0.92 . . . 0.16 0.90 1.8 6.8 1.1 1.0
19 203437.2+601019 0.97 0.45 . . . 0.75 0.57 0.7 2.3 1.1 1.0
20 203437.9+600434 0.42 0.46 0.18 . . . . . . 0.7 1.2 0.9 1.3
21 203439.8+600822 0.86 0.95 0.81 0.43 0.11 2.6 3.0 1.3 1.1
22 203440.5+600946 0.18 . . . 0.82 0.87 0.91 1.4 7.9 1.0 1.1
23 203441.3+600846 0.22 0.44 0.15 0.44 0.58 1.3 2.6 0.8 0.5
24 203442.0+600529 0.07 0.35 0.37 . . . 0.29 1.5 4.8 1.2 1.4
25 203443.1+600652 0.34 . . . 0.91 0.13 . . . 1.7 7.2 0.3 0.6
26 203444.2+600719 . . . 0.29 0.92 0.60 0.44 10.2 225 0.6 3.5 l, sp
27 203445.9+601049 0.01 0.39 0.88 0.16 0.97 2.1 5.0 0.5 0.8
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Table A.3. Continued
K–S Test for Short-Term Flux Variabilitya Long-Term Variability
No. Source Designation ObsID ObsID ObsID ObsID ObsID Flux Hardness Ratios Commentsf
CXOU J 1043 4404 4631 4632 4633 Sflux
b Rc SHR1
d SHR2
e
28 203446.3+601328 0.36 0.02 0.13 0.15 0.80 1.4 1.7 1.4 1.5
29 203447.1+600850 0.65 . . . . . . . . . . . . 4.0 >2.3 0.0 0.0 l
30 203447.5+601003 0.61 0.97 0.20 0.73 0.29 1.5 2.0 2.3 1.1
31 203447.6+600932 0.95 0.58 0.31 0.90 0.42 8.4 13.6 1.6 1.2 l
32 203448.4+600811 0.01 0.72 0.30 0.10 0.30 5.7 3.0 1.4 1.7 l
33 203448.6+600941 0.81 0.99 0.75 . . . 0.44 3.8 >2.3 0.4 0.7 l
34 203448.8+600554 0.18 2.4× 10−3 0.75 0.01 0.07 3.5 1.5 1.2 1.5 s, l, star
35 203449.0+601217 0.85 0.33 0.47 0.50 0.50 2.8 1.5 1.9 1.8
36 203449.4+601342 0.80 0.23 0.57 2.2× 10−3 0.32 1.7 2.6 1.4 0.9 s
37 203449.7+601011 0.46 0.54 0.66 0.37 0.12 0.9 1.5 1.0 1.2
38 203449.7+600806 0.26 0.30 . . . 0.83 0.28 1.5 5.2 0.7 0.6
39 203449.7+601020 0.95 0.92 0.64 0.09 0.07 1.5 2.8 0.9 1.6
40 203450.0+600924 0.43 0.34 0.34 0.87 0.33 1.0 1.6 1.3 1.1
41 203450.4+601016 0.95 0.96 0.10 2.4× 10−3 . . . 1.8 8.5 0.4 1.0 s
42 203450.4+600724 . . . 0.82 0.34 0.40 0.99 6.9 >22.7 1.1 1.6 l
43 203450.7+600747 0.69 0.04 0.22 0.23 0.15 0.6 1.8 0.4 0.6
44 203450.7+601207 0.70 0.21 4.6× 10−3 0.84 0.90 1.5 8.5 0.7 1.1
45 203450.9+601020 0.65 0.05 0.12 0.83 0.61 1.4 1.5 1.1 1.5
46 203451.5+601248 0.13 0.36 0.98 0.72 0.31 1.5 2.9 1.0 1.1
47 203451.5+600909 0.13 0.81 0.12 0.89 0.77 1.3 12.3 0.6 1.1
48 203453.3+601055 0.50 0.15 0.19 0.63 0.15 1.2 2.3 1.3 1.1
49 203453.4+600719 0.55 0.26 . . . 0.20 0.59 6.1 25.8 0.8 1.5 l
50 203453.7+600910 0.07 0.59 0.78 0.93 0.30 0.9 1.7 1.5 0.5
51 203455.6+600930 0.30 0.28 0.41 0.34 0.11 3.2 8.2 1.4 0.8 l
52 203456.5+600834 0.01 1.00 0.82 0.50 0.06 4.2 1.7 1.6 0.8 l
53 203456.5+600819 0.01 0.57 0.83 0.70 0.38 1.2 2.0 1.5 1.0
54 203456.8+600532 0.77 0.87 0.81 0.01 0.62 2.0 2.4 1.6 0.7
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Table A.3. Continued
K–S Test for Short-Term Flux Variabilitya Long-Term Variability
No. Source Designation ObsID ObsID ObsID ObsID ObsID Flux Hardness Ratios Commentsf
CXOU J 1043 4404 4631 4632 4633 Sflux
b Rc SHR1
d SHR2
e
55 203456.9+601209 0.37 0.25 0.60 0.23 0.16 1.2 3.1 1.1 0.7 star
56 203456.9+600826 0.08 0.08 0.69 0.46 0.02 3.6 12.8 0.4 1.0 l
57 203457.2+600733 0.70 0.06 . . . . . . . . . 2.1 >1.9 1.0 1.0 star
58 203457.7+600948 0.35 0.10 0.40 0.88 0.08 5.4 1.8 1.2 1.0 l
59 203458.4+600934 0.19 0.64 0.01 0.53 0.83 1.2 1.6 0.5 1.5
60 203500.1+600908 6.2× 10−15 0.24 0.50 0.76 0.80 12.2 1.8 1.2 0.9 s, l
61 203500.4+600859 0.18 0.77 0.34 0.37 0.48 2.2 4.6 0.8 1.1
62 203500.6+601250 0.08 0.58 0.80 0.77 0.95 3.7 4.3 1.3 0.8 l
63 203500.7+601130 0.48 0.67 0.25 0.31 0.61 8.9 1.2 2.9 1.8 l
64 203500.9+601010 0.86 0.40 0.11 0.54 0.64 2.9 1.3 0.7 2.1
65 203501.1+600923 0.96 0.34 . . . . . . 0.76 1.2 4.7 0.8 0.5
66 203501.9+601003 0.98 0.04 0.26 0.13 0.96 2.3 1.5 0.7 1.9
67 203504.6+601117 0.48 0.59 0.81 0.84 0.36 1.8 1.9 1.4 0.6
68 203504.6+600918 0.26 0.69 0.26 0.63 0.43 1.1 2.3 1.0 0.9
69 203505.3+600623 0.12 0.22 0.57 0.51 0.91 0.8 1.2 1.5 1.6
70 203505.5+600742 0.73 . . . 0.20 0.36 0.58 1.2 2.6 1.2 0.6
71 203506.5+601040 0.28 0.41 0.02 0.85 0.20 2.5 2.4 1.3 1.7
72 203508.1+601113 0.68 0.76 0.96 0.35 0.89 1.7 2.1 1.6 1.0
73 203510.1+601000 0.47 0.33 0.70 0.34 0.58 1.1 2.2 1.2 0.8
74 203510.9+600856 0.48 0.18 0.57 0.40 0.39 0.9 2.0 1.7 0.8
75 203512.5+600837 0.02 0.38 0.46 0.90 0.22 0.6 1.9 0.7 0.9
76 203512.7+600731 0.63 0.71 0.71 0.06 0.74 3.3 1.8 1.7 0.9 l
77 203513.1+600907 0.46 0.21 0.47 . . . 0.16 1.6 4.4 1.3 1.2
78 203513.6+600522 . . . 0.96 0.52 0.94 0.19 2.8 5.8 0.9 0.7
79 203516.2+601046 4.9× 10−16 0.80 0.19 . . . 0.06 10.9 118 1.5 2.3 s, l
80 203517.3+600813 0.40 0.09 0.37 0.72 0.30 1.1 4.8 1.1 0.9
81 203518.7+601056 0.51 0.98 0.47 0.95 0.53 5.2 1.7 1.3 1.6 l
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Table A.3. Continued
K–S Test for Short-Term Flux Variabilitya Long-Term Variability
No. Source Designation ObsID ObsID ObsID ObsID ObsID Flux Hardness Ratios Commentsf
CXOU J 1043 4404 4631 4632 4633 Sflux
b Rc SHR1
d SHR2
e
82 203520.0+600933 0.51 . . . 0.76 . . . 0.84 2.4 9.2 0.4 1.2
83 203521.1+600951 0.42 0.88 0.90 0.52 0.28 1.1 2.2 0.5 0.9
84 203525.3+600717 . . . . . . 0.41 0.12 0.76 12.9 112 0.6 2.2 l
85 203525.5+600958 0.92 0.98 0.07 0.30 0.96 2.2 1.8 1.0 1.2
86 203527.8+600920 0.34 0.66 0.63 0.63 1.00 0.9 1.3 0.7 1.0
87 203528.6+600605 . . . 0.08 0.63 0.14 . . . 0.9 2.4 0.9 1.0
88 203530.1+600623 . . . 0.85 0.22 0.65 0.39 0.6 1.2 0.6 1.0
89 203530.6+600737 . . . 0.07 0.82 0.02 0.67 0.6 1.3 0.8 0.6 star
90 203532.2+601018 0.10 . . . 0.31 0.24 0.01 0.9 1.4 1.8 1.7
a Significance level of a one-sided Kolmogorov–Smirnov test statistic with respect to a uniform count rate model.
b Sflux = maxi,j |Fi − Fj |/
√
σ2Fi + σ
2
Fj
c R = Fmax/Fmin. For sources with no detected flux in at least one of the observations a lower limit with 3σ Gaussian confidence is given.
d SHR1 = maxi,j |HR1i −HR1j |/
√
σ2HR1,i + σ
2
HR1,j
e SHR2 = maxi,j |HR2i −HR2j |/
√
σ2HR2,i + σ
2
HR2,j
f Short-term flux variability is denoted by “s,” long-term flux variability by “l,” and spectral variability by “sp.” Foreground stars are indicated by “star.”
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Table A.4. Chandra Variability Properties for NGC 4485/4490 Sources
K–S Test for Short-Term Flux Variabilitya Long-Term Variability
No. Source Designation ObsID ObsID ObsID Flux Hardness Ratios Commentsf
CXOU J 1579 4725 4726 Sflux
b Rc SHR1
d SHR2
e
1 123025.2+413924 0.35 0.50 0.61 0.6 1.1 1.1 1.8
2 123026.7+413821 . . . 0.25 1.00 3.1 >1.6 1.2 1.6 l
3 123027.1+413814 0.84 0.72 0.35 0.3 1.1 0.5 1.3
4 123027.6+413941 . . . 0.35 0.77 2.3 4.5 0.8 0.8
5 123028.2+413958 0.10 0.73 0.42 2.3 5.4 1.3 0.5
6 123028.5+413926 0.82 0.05 0.94 1.2 1.9 1.3 0.8
7 123028.7+413757 0.87 0.84 0.90 5.1 4.9 1.3 2.0 l
8 123029.0+414046 0.22 0.62 0.57 1.3 1.6 0.5 0.3
9 123029.4+413927 0.84 0.89 0.68 5.4 1.5 1.0 0.4 l
10 123029.4+414058 . . . 0.55 0.80 0.7 2.0 0.6 1.2
11 123030.3+413853 1.2× 10−4 4.0× 10−5 0.18 12.0 4.6 1.3 1.8 s, l
12 123030.3+414126 . . . 0.83 0.88 4.2 >2.3 1.3 1.2 l
13 123030.4+414142 0.60 0.50 0.94 12.1 1.6 2.1 2.6 l
14 123030.7+413911 0.46 0.84 0.40 2.1 1.1 0.6 0.4
15 123031.0+413837 0.31 0.11 0.06 1.6 2.3 0.5 1.4
16 123031.3+413901 0.60 0.92 0.93 2.1 2.4 0.8 0.8
17 123031.6+414140 . . . 0.30 0.14 22.8 721 0.2 1.8 l
18 123032.1+413918 0.66 0.76 0.50 11.9 1.8 1.2 1.9 l
19 123032.8+413845 0.15 0.60 0.24 1.4 2.4 0.9 0.7
20 123032.9+414014 0.30 0.51 0.74 2.0 2.6 0.8 0.6
21 123034.1+413859 . . . 0.24 0.84 2.5 30.4 0.8 0.2
22 123034.2+413805 0.62 0.13 0.72 2.2 2.8 0.8 1.0
23 123034.3+413850 0.82 0.49 2.6× 10−4 5.7 2.5 2.2 3.5 s, l, sp
24 123034.5+413834 0.03 0.79 0.77 0.7 1.7 0.5 0.7
25 123035.1+413846 0.34 3.9× 10−11 0.57 19.5 10.6 1.6 1.1 s, l
26 123035.8+413832 0.64 0.44 0.95 1.4 1.8 1.5 2.4
27 123036.2+413837 0.82 0.06 0.22 26.0 4.5 0.9 4.0 l, sp
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Table A.4. Continued
K–S Test for Short-Term Flux Variabilitya Long-Term Variability
No. Source Designation ObsID ObsID ObsID Flux Hardness Ratios Commentsf
CXOU J 1579 4725 4726 Sflux
b Rc SHR1
d SHR2
e
28 123037.7+413823 0.38 0.74 0.68 0.7 1.7 0.7 1.3
29 123038.2+413831 0.81 0.45 0.19 1.8 2.9 1.2 0.9
30 123038.4+413831 . . . . . . 0.87 27.2 >60.4 0.2 0.2 l
31 123038.4+413743 0.43 0.67 0.83 1.3 1.3 1.1 0.7
32 123038.8+413810 9.6× 10−4 0.03 9.4× 10−15 6.3 2.4 1.2 2.3 s, l
33 123040.3+413813 0.21 0.27 0.39 2.0 1.2 1.1 0.5
34 123043.0+413756 0.75 0.67 0.30 0.7 1.5 1.2 0.5
35 123043.1+413818 0.51 0.47 0.31 8.1 1.4 1.0 3.6 l, sp
36 123045.5+413640 0.52 0.13 0.34 1.4 1.4 1.1 1.4
37 123047.7+413807 0.21 0.36 0.21 0.8 1.7 1.0 0.7
38 123047.7+413727 0.88 0.27 0.85 3.4 3.9 0.9 0.7 l
a Significance level of a one-sided Kolmogorov–Smirnov test statistic with respect to a uniform count-rate model.
b Sflux = maxi,j |Fi − Fj |/
√
σ2Fi + σ
2
Fj
c R = Fmax/Fmin. For sources with no detected flux in at least one of the observations a lower limit with 3σ Gaussian confidence is given.
d SHR1 = maxi,j |HR1i −HR1j |/
√
σ2HR1,i + σ
2
HR1,j
e SHR2 = maxi,j |HR2i −HR2j |/
√
σ2HR2,i + σ
2
HR2,j
f Short-term flux variability is denoted by “s,” long-term flux variability by “l,” and spectral variability by “sp.”
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Table A.5. Chandra Spectral Properties for NGC 6946 Sources—Part I
Hardness Ratios
No. Source Designation ObsID 1043 ObsID 4404 ObsID 4631
CXOU J HR1a HR2b HR1 HR2 HR1 HR2
1 203419.0+601007 0.09± 0.10 −0.07± 0.10 −0.12± 0.37 0.10± 0.35 . . . . . .
2 203421.4+601017 0.04± 0.08 0.85± 0.25 −0.02± 0.09 0.92± 0.26 . . . . . .
3 203423.4+601039 . . . . . . 0.20± 0.16 −0.07± 0.17 . . . . . .
4 203424.7+601038 0.09± 0.05 0.84± 0.19 0.04± 0.09 1.25± 0.54 . . . . . .
5 203425.0+600906 0.03± 0.05 0.15± 0.06 0.2± 1.0 1.6± 3.0 . . . . . .
6 203426.1+600909 0.05± 0.02 0.06± 0.03 0.08± 0.05 −0.03± 0.05 . . . . . .
7 203426.2+600914 −1.10± 0.25 0.00± 0.03 −1.25± 0.55 −0.01± 0.09 . . . . . .
8 203429.1+601051 0.13± 0.15 0.01± 0.17 0.03± 0.13 0.22± 0.17 . . . . . .
9 203431.5+600638 0.04± 0.15 0.76± 0.39 0.6± 1.5 0.2± 1.6 . . . . . .
10 203431.5+601056 0.42± 0.84 0.7± 1.5 0.40± 0.78 0.7± 1.4 . . . . . .
11 203432.0+601207 0.41± 0.29 −0.33± 0.29 −0.22± 0.32 0.17± 0.31 . . . . . .
12 203432.4+600821 0.09± 0.08 0.39± 0.15 . . . . . . . . . . . .
13 203434.4+601032 −0.23± 0.09 −0.15± 0.06 −0.05± 0.11 −0.18± 0.09 . . . . . .
14 203435.3+600742 −0.80± 0.38 −0.11± 0.11 −0.72± 0.41 −0.17± 0.14 . . . . . .
15 203436.1+600839 −0.52± 0.18 −0.12± 0.08 −0.71± 0.33 −0.09± 0.12 . . . . . .
16 203436.4+600558 0.17± 0.08 0.67± 0.24 0.21± 0.09 0.54± 0.23 . . . . . .
17 203436.5+600930 −0.27± 0.03 −0.17± 0.02 −0.24± 0.04 −0.22± 0.02 . . . . . .
18 203437.2+600954 −0.02± 0.12 1.04± 0.44 0.28± 0.24 0.41± 0.44 . . . . . .
19 203437.2+601019 −0.03± 0.27 −0.14± 0.24 0.52± 0.43 −0.32± 0.46 . . . . . .
20 203437.9+600434 0.13± 0.11 −0.04± 0.11 0.04± 0.15 0.20± 0.13 0.24± 0.16 0.18± 0.16
21 203439.8+600822 0.12± 0.06 0.65± 0.18 0.07± 0.15 1.02± 0.58 0.35± 0.39 0.72± 0.72
22 203440.5+600946 0.11± 0.19 1.01± 0.70 0.09± 0.75 1.3± 2.2 −0.33± 0.60 0.60± 0.63
23 203441.3+600846 0.07± 0.25 −0.03± 0.26 −0.50± 0.69 −0.26± 0.37 −0.02± 0.35 −0.09± 0.27
24 203442.0+600529 −0.03± 0.22 0.10± 0.24 −0.33± 0.63 −0.43± 0.29 −0.6± 1.1 0.05± 0.67
25 203443.1+600652 0.21± 0.17 0.29± 0.28 0.23± 0.56 0.6± 1.1 0.32± 0.47 0.46± 0.74
26 203444.2+600719 0.14± 0.86 1.6± 2.9 0.09± 0.03 0.78± 0.12 0.05± 0.16 0.39± 0.23
27 203445.9+601049 −0.69± 0.27 −0.10± 0.10 −0.88± 0.51 −0.11± 0.15 −1.08± 0.92 0.27± 0.45
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Table A.5. Continued
Hardness Ratios
No. Source Designation ObsID 1043 ObsID 4404 ObsID 4631
CXOU J HR1a HR2b HR1 HR2 HR1 HR2
28 203446.3+601328 0.24± 0.09 0.25± 0.14 0.22± 0.13 0.34± 0.24 0.29± 0.14 0.38± 0.22
29 203447.1+600850 0.07± 0.13 0.20± 0.18 . . . . . . . . . . . .
30 203447.5+601003 −0.25± 0.18 −0.19± 0.12 0.32± 0.23 −0.39± 0.22 −0.46± 0.32 −0.25± 0.15
31 203447.6+600932 −0.38± 0.34 −0.26± 0.18 0.02± 0.08 −0.10± 0.07 −0.19± 0.62 0.45± 0.66
32 203448.4+600811 0.12± 0.05 0.05± 0.06 0.21± 0.07 0.02± 0.09 0.10± 0.06 0.10± 0.08
33 203448.6+600941 0.25± 0.13 0.35± 0.23 0.32± 0.24 0.31± 0.40 −0.4± 2.0 −0.8± 1.6
34 203448.8+600554 −0.59± 0.07 −0.12± 0.02 −0.50± 0.15 −0.20± 0.06 −0.72± 0.15 −0.14± 0.04
35 203449.0+601217 0.05± 0.04 0.11± 0.05 0.04± 0.06 0.03± 0.07 0.10± 0.08 −0.06± 0.08
36 203449.4+601342 −0.09± 0.17 0.36± 0.22 0.26± 0.30 0.05± 0.36 0.35± 0.65 −0.05± 0.59
37 203449.7+601011 0.18± 0.16 0.12± 0.21 0.38± 0.21 0.10± 0.30 0.07± 0.23 0.67± 0.41
38 203449.7+600806 −0.40± 0.31 −0.04± 0.20 −0.50± 0.68 −0.25± 0.36 −0.8± 1.6 −0.39± 0.80
39 203449.7+601020 0.16± 0.17 −0.02± 0.20 0.55± 0.40 −0.34± 0.41 0.40± 0.24 0.71± 0.49
40 203450.0+600924 0.40± 0.14 0.03± 0.18 0.40± 0.17 0.05± 0.23 0.13± 0.28 0.45± 0.40
41 203450.4+601016 0.07± 0.18 0.16± 0.23 0.07± 0.33 −0.06± 0.32 0.01± 0.37 0.57± 0.53
42 203450.4+600724 . . . . . . 0.09± 0.08 0.26± 0.13 0.11± 0.09 0.29± 0.13
43 203450.7+600747 −0.21± 0.29 −0.32± 0.18 −0.32± 0.55 −0.30± 0.33 −0.10± 0.42 −0.22± 0.31
44 203450.7+601207 0.27± 0.19 0.35± 0.31 0.05± 0.30 0.04± 0.33 0.25± 0.28 0.47± 0.46
45 203450.9+601020 −0.59± 0.16 −0.15± 0.06 −0.74± 0.35 −0.06± 0.13 −0.43± 0.27 −0.21± 0.14
46 203451.5+601248 0.50± 0.28 0.07± 0.34 0.12± 0.23 0.50± 0.41 0.24± 0.35 0.11± 0.39
47 203451.5+600909 −0.48± 0.39 −0.16± 0.21 −0.20± 0.57 −0.38± 0.39 . . . . . .
48 203453.3+601055 −0.35± 0.28 −0.32± 0.16 −0.43± 0.36 −0.14± 0.20 −0.75± 0.48 −0.28± 0.18
49 203453.4+600719 0.04± 0.20 0.79± 0.50 0.12± 0.06 0.71± 0.18 0.01± 0.92 −0.52± 0.78
50 203453.7+600910 0.04± 0.18 0.22± 0.22 0.02± 0.23 0.27± 0.30 0.03± 0.27 0.11± 0.27
51 203455.6+600930 0.61± 0.37 −0.28± 0.38 0.40± 0.23 0.01± 0.30 0.49± 0.28 −0.16± 0.31
52 203456.5+600834 0.12± 0.03 0.28± 0.05 0.17± 0.05 0.22± 0.08 0.22± 0.05 0.21± 0.08
53 203456.5+600819 −0.34± 0.23 −0.28± 0.12 −0.41± 0.29 −0.26± 0.14 −0.14± 0.27 −0.18± 0.19
54 203456.8+600532 −0.03± 0.12 0.24± 0.14 0.08± 0.32 0.28± 0.32 0.03± 0.19 0.07± 0.21
250
Table A.5. Continued
Hardness Ratios
No. Source Designation ObsID 1043 ObsID 4404 ObsID 4631
CXOU J HR1a HR2b HR1 HR2 HR1 HR2
55 203456.9+601209 −0.34± 0.37 0.09± 0.32 −0.83± 0.53 0.16± 0.27 −0.11± 0.40 0.45± 0.51
56 203456.9+600826 0.15± 0.48 0.48± 0.74 −0.11± 0.59 −0.39± 0.44 −0.03± 0.18 0.05± 0.18
57 203457.2+600733 −0.75± 0.60 −0.21± 0.24 −1.06± 0.62 0.12± 0.22 0.00± 0.88 −0.51± 0.75
58 203457.7+600948 0.15± 0.03 −0.02± 0.04 0.23± 0.07 −0.10± 0.07 0.17± 0.07 0.01± 0.08
59 203458.4+600934 0.08± 0.13 0.04± 0.14 0.08± 0.18 −0.28± 0.16 0.10± 0.25 −0.13± 0.24
60 203500.1+600908 −0.27± 0.02 −0.20± 0.01 −0.31± 0.03 −0.19± 0.02 −0.33± 0.05 −0.22± 0.02
61 203500.4+600859 0.17± 0.31 0.20± 0.39 −0.19± 0.30 0.74± 0.52 0.09± 0.20 0.11± 0.23
62 203500.6+601250 0.01± 0.12 0.11± 0.14 −0.13± 0.17 −0.03± 0.14 −0.09± 0.13 0.13± 0.13
63 203500.7+601130 −0.17± 0.01 −0.06± 0.01 −0.15± 0.01 −0.05± 0.01 −0.20± 0.02 −0.08± 0.01
64 203500.9+601010 0.07± 0.03 0.20± 0.04 0.09± 0.05 0.14± 0.06 0.06± 0.04 0.12± 0.05
65 203501.1+600923 −0.55± 0.63 −0.34± 0.34 −0.16± 0.41 −0.15± 0.31 0.02± 0.96 −0.57± 0.86
66 203501.9+601003 0.03± 0.05 0.21± 0.07 0.04± 0.09 0.16± 0.11 0.07± 0.08 0.26± 0.11
67 203504.6+601117 0.14± 0.11 −0.36± 0.09 −0.15± 0.17 −0.31± 0.11 −0.14± 0.28 −0.43± 0.19
68 203504.6+600918 −0.50± 0.31 −0.11± 0.17 −0.50± 0.44 −0.24± 0.20 −0.97± 0.96 −0.19± 0.33
69 203505.3+600623 0.11± 0.07 0.27± 0.10 0.21± 0.14 0.13± 0.15 0.21± 0.10 0.01± 0.12
70 203505.5+600742 −0.03± 0.35 0.31± 0.45 0.40± 0.63 0.00± 0.75 −0.29± 0.37 0.39± 0.39
71 203506.5+601040 0.34± 0.14 0.16± 0.19 0.34± 0.20 −0.06± 0.23 0.06± 0.24 0.18± 0.28
72 203508.1+601113 0.15± 0.20 −0.27± 0.19 −0.38± 0.27 −0.22± 0.14 −0.12± 0.32 −0.07± 0.26
73 203510.1+601000 −0.16± 0.27 0.06± 0.25 0.43± 0.47 0.11± 0.59 0.34± 0.34 0.44± 0.58
74 203510.9+600856 −0.62± 0.42 −0.29± 0.18 −0.56± 0.55 −0.26± 0.26 0.38± 0.40 −0.53± 0.37
75 203512.5+600837 −0.07± 0.49 0.36± 0.59 −0.32± 0.79 −0.37± 0.52 −0.40± 0.62 0.35± 0.57
76 203512.7+600731 0.10± 0.05 0.08± 0.06 0.02± 0.14 0.13± 0.12 0.10± 0.08 0.10± 0.09
77 203513.1+600907 0.63± 0.45 0.08± 0.44 0.01± 0.18 0.83± 0.45 0.28± 0.40 0.51± 0.71
78 203513.6+600522 . . . . . . 0.09± 0.23 0.17± 0.22 0.29± 0.21 −0.07± 0.24
79 203516.2+601046 −0.18± 0.11 0.52± 0.16 −0.12± 0.07 0.14± 0.07 0.02± 0.08 0.09± 0.09
80 203517.3+600813 0.18± 0.32 0.18± 0.41 −0.8± 1.0 0.31± 0.51 0.30± 0.27 0.29± 0.44
81 203518.7+601056 0.26± 0.03 0.08± 0.04 0.25± 0.07 −0.01± 0.07 0.28± 0.05 0.12± 0.08
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Table A.5. Continued
Hardness Ratios
No. Source Designation ObsID 1043 ObsID 4404 ObsID 4631
CXOU J HR1a HR2b HR1 HR2 HR1 HR2
82 203520.0+600933 −0.50± 0.28 0.13± 0.19 −0.3± 1.1 0.13± 0.90 −0.74± 0.53 −0.20± 0.19
83 203521.1+600951 −0.16± 0.28 −0.03± 0.23 −0.34± 0.54 −0.38± 0.29 −0.40± 0.36 −0.19± 0.20
84 203525.3+600717 . . . . . . −1.0± 2.9 −0.6± 1.2 0.07± 0.05 0.18± 0.06
85 203525.5+600958 −0.22± 0.11 −0.11± 0.08 −0.21± 0.30 −0.26± 0.17 −0.03± 0.16 −0.22± 0.12
86 203527.8+600920 0.05± 0.12 0.09± 0.14 0.02± 0.31 0.14± 0.29 0.19± 0.18 0.09± 0.22
87 203528.6+600605 . . . . . . 0.66± 0.66 −0.48± 0.55 0.31± 0.32 0.20± 0.34
88 203530.1+600623 . . . . . . −0.50± 0.32 −0.35± 0.13 −0.32± 0.10 −0.24± 0.07
89 203530.6+600737 . . . . . . −2.3± 1.7 −0.14± 0.23 −0.88± 0.43 −0.05± 0.14
90 203532.2+601018 0.11± 0.20 0.37± 0.22 . . . . . . 0.36± 0.15 −0.10± 0.17
a Soft color: HR1 = (M− S)/T.
b Hard color: HR2 = (H−M)/T.
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Table A.6. Chandra Spectral Properties for NGC 6946 Sources—Part II
Hardness Ratios
No. Source Designation ObsID 4632 ObsID 4633 Combinedc
CXOU J HR1a HR2b HR1 HR2 HR1 HR2
1 203419.0+601007 . . . . . . 0.6± 1.4 −0.63± 0.82 0.08± 0.10 −0.08± 0.10
2 203421.4+601017 . . . . . . 1.0± 1.8 0.92± 1.65 0.02± 0.05 0.88± 0.17
3 203423.4+601039 . . . . . . −0.27± 0.68 −0.26± 0.33 0.09± 0.15 −0.12± 0.14
4 203424.7+601038 . . . . . . 0.39± 0.38 0.32± 0.43 0.11± 0.04 0.87± 0.17
5 203425.0+600906 . . . . . . 0.20± 0.21 0.22± 0.26 0.03± 0.05 0.16± 0.06
6 203426.1+600909 . . . . . . 0.01± 0.10 −0.04± 0.09 0.05± 0.02 0.04± 0.02
7 203426.2+600914 . . . . . . −1.5± 1.1 −0.07± 0.20 −1.18± 0.22 −0.01± 0.02
8 203429.1+601051 . . . . . . . . . . . . 0.08± 0.10 0.13± 0.12
9 203431.5+600638 . . . . . . . . . . . . 0.08± 0.15 0.71± 0.37
10 203431.5+601056 . . . . . . 0.20± 0.13 −0.29± 0.12 0.23± 0.12 −0.21± 0.12
11 203432.0+601207 −0.64± 0.59 0.78± 0.59 . . . . . . −0.08± 0.19 0.06± 0.18
12 203432.4+600821 . . . . . . . . . . . . 0.09± 0.10 0.39± 0.16
13 203434.4+601032 −0.13± 0.19 −0.19± 0.13 −0.02± 0.10 −0.23± 0.08 −0.11± 0.05 −0.18± 0.04
14 203435.3+600742 . . . . . . −1.1± 1.4 −0.11± 0.57 −0.80± 0.27 −0.14± 0.08
15 203436.1+600839 0.3± 1.0 −0.70± 0.85 −0.95± 0.45 −0.20± 0.12 −0.63± 0.15 −0.15± 0.05
16 203436.4+600558 . . . . . . . . . . . . 0.19± 0.05 0.61± 0.16
17 203436.5+600930 −0.12± 0.05 −0.19± 0.03 −0.39± 0.06 −0.16± 0.03 −0.26± 0.02 −0.19± 0.01
18 203437.2+600954 −0.25± 0.87 0.8± 1.1 −0.1± 1.5 2.3± 5.0 0.04± 0.12 0.88± 0.30
19 203437.2+601019 −0.8± 1.2 0.9± 1.1 0.7± 1.4 −1.1± 1.8 0.06± 0.20 −0.12± 0.20
20 203437.9+600434 . . . . . . . . . . . . 0.12± 0.07 0.10± 0.07
21 203439.8+600822 0.20± 0.34 0.35± 0.44 0.39± 0.19 0.30± 0.30 0.18± 0.05 0.60± 0.13
22 203440.5+600946 0.15± 0.40 0.13± 0.41 −0.47± 0.52 0.60± 0.55 −0.08± 0.15 0.62± 0.25
23 203441.3+600846 −0.03± 0.59 −0.01± 0.50 −0.45± 0.64 −0.15± 0.38 −0.10± 0.16 −0.09± 0.13
24 203442.0+600529 0.8± 1.2 −0.9± 1.2 0.41± 0.30 0.07± 0.37 0.04± 0.15 −0.09± 0.14
25 203443.1+600652 0.07± 0.89 −0.11± 0.73 −0.5± 2.8 −1.1± 3.0 0.19± 0.14 0.26± 0.21
26 203444.2+600719 0.20± 0.19 0.13± 0.22 0.16± 0.22 −0.11± 0.22 0.11± 0.04 0.58± 0.09
27 203445.9+601049 −1.9± 2.3 0.09± 0.67 −0.54± 0.60 −0.11± 0.37 −0.84± 0.22 −0.05± 0.08
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Table A.6. Continued
Hardness Ratios
No. Source Designation ObsID 4632 ObsID 4633 Combinedc
CXOU J HR1a HR2b HR1 HR2 HR1 HR2
28 203446.3+601328 0.32± 0.23 0.17± 0.23 −0.11± 0.25 0.72± 0.29 0.22± 0.05 0.35± 0.09
29 203447.1+600850 . . . . . . . . . . . . 0.01± 0.17 0.16± 0.19
30 203447.5+601003 −0.28± 0.29 −0.21± 0.18 −0.82± 0.44 −0.10± 0.16 −0.28± 0.11 −0.22± 0.06
31 203447.6+600932 −0.31± 0.40 0.17± 0.33 0.19± 0.09 −0.04± 0.10 0.03± 0.06 −0.06± 0.05
32 203448.4+600811 0.08± 0.12 −0.03± 0.12 0.07± 0.06 0.22± 0.08 0.12± 0.03 0.09± 0.03
33 203448.6+600941 . . . . . . . . . . . . 0.36± 0.15 0.27± 0.20
34 203448.8+600554 −0.70± 0.14 −0.17± 0.04 −0.51± 0.11 −0.20± 0.04 −0.60± 0.05 −0.15± 0.02
35 203449.0+601217 0.17± 0.08 0.13± 0.10 0.20± 0.06 0.08± 0.08 0.09± 0.03 0.06± 0.03
36 203449.4+601342 0.94± 0.74 −0.17± 0.56 0.64± 0.55 0.60± 0.65 0.15± 0.12 0.24± 0.15
37 203449.7+601011 0.21± 0.19 0.58± 0.36 −0.02± 0.38 0.20± 0.39 0.18± 0.08 0.33± 0.13
38 203449.7+600806 −0.90± 0.71 −0.19± 0.23 −0.69± 0.86 0.09± 0.49 −0.58± 0.24 −0.11± 0.11
39 203449.7+601020 0.25± 0.52 −0.18± 0.47 −0.09± 0.78 0.65± 0.97 0.25± 0.12 0.14± 0.14
40 203450.0+600924 0.10± 0.28 0.53± 0.41 0.06± 0.22 0.36± 0.27 0.26± 0.08 0.22± 0.11
41 203450.4+601016 0.22± 0.49 −0.11± 0.44 . . . . . . 0.11± 0.13 0.22± 0.16
42 203450.4+600724 0.19± 0.10 0.02± 0.12 0.01± 0.13 −0.01± 0.12 0.11± 0.04 0.16± 0.06
43 203450.7+600747 −0.00± 0.57 −0.47± 0.44 −0.25± 0.69 −0.06± 0.53 −0.18± 0.17 −0.29± 0.11
44 203450.7+601207 0.53± 0.56 −0.35± 0.59 −1.5± 4.2 1.5± 4.2 0.21± 0.12 0.24± 0.18
45 203450.9+601020 −0.26± 0.28 −0.38± 0.16 −0.62± 0.37 −0.23± 0.14 −0.55± 0.11 −0.19± 0.04
46 203451.5+601248 0.18± 0.29 −0.05± 0.30 0.31± 0.53 −0.00± 0.55 0.28± 0.12 0.13± 0.15
47 203451.5+600909 −0.12± 0.51 −0.30± 0.38 −0.22± 0.47 0.30± 0.45 −0.33± 0.22 −0.09± 0.14
48 203453.3+601055 0.10± 0.46 −0.62± 0.41 −0.43± 0.52 −0.41± 0.28 −0.40± 0.16 −0.32± 0.08
49 203453.4+600719 0.27± 0.20 0.44± 0.38 0.18± 0.18 0.71± 0.47 0.14± 0.05 0.65± 0.13
50 203453.7+600910 0.02± 0.25 0.17± 0.27 0.58± 0.31 0.06± 0.35 0.11± 0.09 0.18± 0.11
51 203455.6+600930 0.38± 0.18 −0.16± 0.20 0.03± 0.18 0.04± 0.19 0.32± 0.09 −0.08± 0.10
52 203456.5+600834 0.13± 0.05 0.21± 0.08 0.17± 0.04 0.28± 0.07 0.15± 0.02 0.25± 0.03
53 203456.5+600819 −0.58± 0.56 −0.24± 0.25 −1.00± 0.52 −0.10± 0.13 −0.44± 0.13 −0.22± 0.06
54 203456.8+600532 0.17± 0.16 0.19± 0.22 −0.23± 0.19 0.27± 0.19 −0.02± 0.07 0.21± 0.08
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Table A.6. Continued
Hardness Ratios
No. Source Designation ObsID 4632 ObsID 4633 Combinedc
CXOU J HR1a HR2b HR1 HR2 HR1 HR2
55 203456.9+601209 0.07± 0.61 0.16± 0.65 −0.9± 1.1 0.9± 1.1 −0.42± 0.20 0.28± 0.18
56 203456.9+600826 0.17± 0.55 −0.15± 0.52 0.04± 0.20 0.06± 0.21 0.03± 0.11 0.04± 0.11
57 203457.2+600733 . . . . . . . . . . . . −0.77± 0.36 −0.14± 0.13
58 203457.7+600948 0.21± 0.07 −0.08± 0.08 0.13± 0.06 −0.02± 0.07 0.17± 0.02 −0.04± 0.03
59 203458.4+600934 0.03± 0.21 −0.12± 0.19 0.18± 0.25 −0.27± 0.22 0.09± 0.07 −0.12± 0.07
60 203500.1+600908 −0.31± 0.05 −0.19± 0.02 −0.34± 0.05 −0.19± 0.03 −0.31± 0.01 −0.20± 0.01
61 203500.4+600859 0.12± 0.23 0.13± 0.28 −0.12± 0.65 0.49± 0.82 0.06± 0.10 0.26± 0.14
62 203500.6+601250 0.21± 0.19 −0.03± 0.23 0.12± 0.27 0.19± 0.35 −0.01± 0.06 0.08± 0.07
63 203500.7+601130 −0.21± 0.02 −0.07± 0.01 −0.21± 0.02 −0.06± 0.01 −0.18± 0.01 −0.06± 0.00
64 203500.9+601010 0.04± 0.05 0.20± 0.07 0.06± 0.05 0.32± 0.08 0.07± 0.02 0.19± 0.03
65 203501.1+600923 0.9± 1.7 −0.9± 1.7 −0.35± 0.64 −0.36± 0.38 −0.23± 0.24 −0.34± 0.16
66 203501.9+601003 0.11± 0.10 −0.02± 0.11 0.02± 0.08 0.20± 0.10 0.05± 0.03 0.18± 0.04
67 203504.6+601117 −0.11± 0.22 −0.36± 0.16 0.07± 0.18 −0.40± 0.14 0.01± 0.07 −0.37± 0.05
68 203504.6+600918 −0.03± 0.51 −0.44± 0.40 0.06± 0.45 −0.45± 0.36 −0.41± 0.18 −0.24± 0.09
69 203505.3+600623 0.09± 0.10 0.19± 0.13 0.29± 0.10 0.04± 0.13 0.16± 0.04 0.15± 0.05
70 203505.5+600742 −0.01± 0.34 0.51± 0.52 0.23± 0.24 0.52± 0.50 0.00± 0.13 0.39± 0.19
71 203506.5+601040 0.19± 0.20 0.18± 0.26 0.09± 0.12 0.46± 0.21 0.21± 0.06 0.22± 0.09
72 203508.1+601113 0.04± 0.32 0.06± 0.32 −0.06± 0.32 −0.33± 0.24 −0.07± 0.11 −0.19± 0.08
73 203510.1+601000 0.07± 0.36 −0.09± 0.34 0.01± 0.43 0.39± 0.57 0.05± 0.14 0.14± 0.15
74 203510.9+600856 −0.66± 0.54 −0.21± 0.21 −0.35± 0.60 −0.33± 0.35 −0.41± 0.19 −0.31± 0.09
75 203512.5+600837 0.10± 0.42 0.09± 0.47 −0.02± 0.49 0.23± 0.56 −0.12± 0.20 0.17± 0.20
76 203512.7+600731 0.00± 0.07 0.17± 0.08 −0.06± 0.07 0.15± 0.08 0.04± 0.03 0.12± 0.03
77 203513.1+600907 0.32± 0.66 0.7± 1.2 0.44± 0.41 0.00± 0.49 0.31± 0.13 0.44± 0.22
78 203513.6+600522 0.01± 0.21 0.19± 0.25 0.39± 0.37 0.00± 0.46 0.16± 0.10 0.10± 0.12
79 203516.2+601046 −2.2± 3.8 −0.27± 0.90 0.18± 0.27 0.26± 0.37 −0.07± 0.04 0.20± 0.05
80 203517.3+600813 0.06± 0.30 0.36± 0.44 0.48± 0.47 −0.25± 0.50 0.14± 0.13 0.21± 0.18
81 203518.7+601056 0.33± 0.05 0.01± 0.07 0.30± 0.05 −0.04± 0.07 0.28± 0.02 0.04± 0.03
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Table A.6. Continued
Hardness Ratios
No. Source Designation ObsID 4632 ObsID 4633 Combinedc
CXOU J HR1a HR2b HR1 HR2 HR1 HR2
82 203520.0+600933 −1.7± 3.1 −0.23± 0.94 −0.36± 0.83 −0.35± 0.51 −0.60± 0.23 −0.01± 0.12
83 203521.1+600951 −0.33± 0.36 −0.20± 0.22 −0.36± 0.66 −0.35± 0.38 −0.29± 0.16 −0.18± 0.10
84 203525.3+600717 0.04± 0.06 0.10± 0.07 0.08± 0.06 −0.01± 0.06 0.04± 0.03 0.08± 0.03
85 203525.5+600958 −0.11± 0.22 −0.32± 0.15 −0.29± 0.20 −0.24± 0.11 −0.18± 0.07 −0.20± 0.05
86 203527.8+600920 0.08± 0.17 0.39± 0.27 0.15± 0.20 0.09± 0.24 0.09± 0.07 0.14± 0.09
87 203528.6+600605 0.03± 0.34 −0.07± 0.32 0.60± 0.77 −0.61± 0.76 0.30± 0.18 −0.15± 0.19
88 203530.1+600623 −0.43± 0.19 −0.19± 0.09 −0.43± 0.19 −0.26± 0.09 −0.40± 0.09 −0.25± 0.04
89 203530.6+600737 −0.85± 0.42 −0.15± 0.12 −0.99± 0.42 −0.10± 0.10 −1.06± 0.25 −0.11± 0.05
90 203532.2+601018 −0.04± 0.17 0.28± 0.20 0.13± 0.23 −0.12± 0.20 0.15± 0.08 0.13± 0.09
a Soft color: HR1 = (M− S)/T.
b Hard color: HR2 = (H−M)/T.
c Hardness ratios calculated from the co-added exposure.
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Table A.7. Chandra Spectral Properties for NGC 4485/4490 Sources
Hardness Ratios
No. Source Designation ObsID 1579 ObsID 4725 ObsID 4726 Combinedc
CXOU J HR1a HR2b HR1 HR2 HR1 HR2 HR1 HR2
1 123025.2+413924 0.13± 0.08 0.08± 0.11 0.01± 0.07 0.35± 0.10 0.12± 0.06 0.25± 0.09 0.08± 0.04 0.25± 0.06
2 123026.7+413821 . . . . . . −0.15± 0.22 −0.05± 0.17 0.22± 0.20 −0.04± 0.22 0.03± 0.13 −0.04± 0.13
3 123027.1+413814 0.15± 0.10 0.74± 0.34 0.09± 0.12 0.24± 0.16 0.08± 0.10 0.52± 0.20 0.10± 0.06 0.45± 0.11
4 123027.6+413941 −0.12± 0.69 0.24± 0.82 0.36± 0.49 −0.31± 0.46 −0.05± 0.21 0.09± 0.21 0.03± 0.17 0.02± 0.17
5 123028.2+413958 −0.06± 0.23 −0.24± 0.19 −0.51± 0.53 −0.10± 0.29 0.49± 0.55 0.10± 0.65 −0.14± 0.19 −0.15± 0.14
6 123028.5+413926 0.13± 0.16 0.55± 0.35 0.33± 0.17 0.32± 0.29 −0.02± 0.20 0.70± 0.40 0.16± 0.09 0.51± 0.18
7 123028.7+413757 −0.20± 0.30 −0.15± 0.23 −0.07± 0.15 0.41± 0.22 −0.31± 0.11 0.36± 0.11 −0.23± 0.08 0.33± 0.09
8 123029.0+414046 −0.11± 0.22 0.09± 0.24 −0.07± 0.17 0.03± 0.16 −0.24± 0.25 −0.01± 0.19 −0.13± 0.11 0.03± 0.10
9 123029.4+413927 0.24± 0.03 0.44± 0.07 0.20± 0.02 0.47± 0.05 0.20± 0.03 0.46± 0.06 0.21± 0.01 0.46± 0.03
10 123029.4+414058 −0.51± 0.90 −0.23± 0.55 −0.98± 0.65 −0.20± 0.19 −0.49± 0.52 0.40± 0.46 −0.72± 0.35 0.02± 0.17
11 123030.3+413853 0.12± 0.05 0.26± 0.08 0.07± 0.04 0.16± 0.05 −0.03± 0.10 0.03± 0.10 0.07± 0.03 0.17± 0.04
12 123030.3+414126 . . . . . . 0.10± 0.19 0.04± 0.20 0.25± 0.13 −0.02± 0.15 0.20± 0.10 0.01± 0.12
13 123030.4+414142 0.07± 0.02 0.13± 0.02 0.02± 0.02 0.06± 0.02 0.05± 0.02 0.11± 0.02 0.04± 0.01 0.10± 0.01
14 123030.7+413911 0.25± 0.02 0.31± 0.04 0.24± 0.01 0.29± 0.03 0.23± 0.01 0.29± 0.03 0.24± 0.01 0.29± 0.02
15 123031.0+413837 0.21± 0.19 0.31± 0.33 0.38± 0.27 −0.14± 0.28 0.24± 0.15 0.43± 0.27 0.26± 0.10 0.24± 0.15
16 123031.3+413901 0.17± 0.19 0.46± 0.37 −0.15± 0.35 0.07± 0.30 −0.01± 0.14 0.17± 0.16 0.01± 0.10 0.21± 0.12
17 123031.6+414140 −2.0± 9.5 −0.2± 3.4 −0.12± 0.05 −0.07± 0.04 −0.12± 0.03 0.02± 0.03 −0.10± 0.03 0.00± 0.02
18 123032.1+413918 0.16± 0.03 0.17± 0.04 0.19± 0.02 0.22± 0.02 0.18± 0.01 0.26± 0.02 0.18± 0.01 0.23± 0.02
19 123032.8+413845 −0.19± 0.68 −0.33± 0.52 0.28± 0.40 −0.34± 0.35 −0.14± 0.28 −0.06± 0.22 −0.02± 0.19 −0.18± 0.15
20 123032.9+414014 0.12± 0.31 0.28± 0.47 0.08± 0.12 0.52± 0.22 0.22± 0.14 0.32± 0.23 0.14± 0.08 0.42± 0.14
21 123034.1+413859 2± 14 −2± 12 0.31± 0.14 0.41± 0.27 0.15± 0.16 0.39± 0.26 0.24± 0.10 0.39± 0.18
22 123034.2+413805 0.14± 0.13 0.41± 0.25 0.06± 0.11 0.82± 0.32 0.23± 0.17 0.67± 0.42 0.12± 0.07 0.62± 0.17
23 123034.3+413850 0.12± 0.06 0.02± 0.07 0.06± 0.08 −0.17± 0.07 −0.06± 0.06 0.17± 0.06 0.03± 0.04 0.04± 0.04
24 123034.5+413834 −0.79± 0.71 −0.11± 0.28 −1.28± 0.62 0.11± 0.16 −1.28± 0.60 0.08± 0.15 −1.17± 0.35 0.06± 0.08
25 123035.1+413846 0.25± 0.13 0.05± 0.17 0.11± 0.03 0.07± 0.04 0.05± 0.03 0.13± 0.03 0.09± 0.02 0.10± 0.02
26 123035.8+413832 0.21± 0.25 −0.02± 0.29 −0.29± 0.21 0.40± 0.22 −0.09± 0.27 −0.31± 0.19 −0.11± 0.13 0.08± 0.12
27 123036.2+413837 0.19± 0.02 0.19± 0.04 0.22± 0.04 −0.04± 0.04 0.21± 0.02 0.14± 0.02 0.21± 0.01 0.13± 0.02
28 123037.7+413823 −0.23± 0.40 0.54± 0.59 0.09± 0.24 0.63± 0.46 0.13± 0.34 −0.12± 0.32 0.02± 0.16 0.34± 0.22
29 123038.2+413831 −0.14± 0.31 −0.32± 0.22 −0.41± 0.31 −0.06± 0.18 0.12± 0.32 −0.11± 0.31 −0.20± 0.17 −0.15± 0.12
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Table A.7. Continued
Hardness Ratios
No. Source Designation ObsID 1579 ObsID 4725 ObsID 4726 Combinedc
CXOU J HR1a HR2b HR1 HR2 HR1 HR2 HR1 HR2
30 123038.4+413831 . . . . . . . . . . . . 0.25± 0.02 0.24± 0.03 0.25± 0.02 0.25± 0.03
31 123038.4+413743 −0.28± 0.13 0.05± 0.10 −0.30± 0.12 0.00± 0.08 −0.10± 0.12 −0.05± 0.10 −0.24± 0.07 0.00± 0.05
32 123038.8+413810 0.32± 0.09 0.11± 0.13 0.21± 0.06 0.34± 0.12 0.21± 0.03 0.47± 0.08 0.23± 0.03 0.38± 0.06
33 123040.3+413813 0.11± 0.06 0.20± 0.09 0.15± 0.04 0.26± 0.07 0.18± 0.04 0.24± 0.06 0.15± 0.03 0.24± 0.04
34 123043.0+413756 0.00± 0.25 −0.37± 0.20 −0.58± 0.43 −0.24± 0.18 0.01± 0.23 −0.26± 0.18 −0.15± 0.15 −0.29± 0.10
35 123043.1+413818 0.20± 0.02 0.22± 0.03 0.22± 0.02 0.10± 0.02 0.21± 0.01 0.21± 0.02 0.21± 0.01 0.18± 0.01
36 123045.5+413640 −0.04± 0.20 −0.21± 0.16 0.19± 0.10 0.08± 0.12 0.13± 0.14 0.02± 0.15 0.12± 0.07 0.01± 0.08
37 123047.7+413807 −0.13± 0.27 0.32± 0.36 0.10± 0.27 0.02± 0.27 0.21± 0.21 0.20± 0.29 0.06± 0.13 0.17± 0.16
38 123047.7+413727 −0.18± 0.15 −0.03± 0.12 0.04± 0.19 0.07± 0.20 0.03± 0.21 0.17± 0.24 −0.10± 0.10 0.04± 0.09
a Soft color: HR1 = (M− S)/T.
b Hard color: HR2 = (H−M)/T.
c Hardness ratios calculated from the co-added exposure.
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