A new twin ÿxed point theorem is applied to obtain the existence of at least two positive solutions for the right focal boundary value problem on a measure chain T, y (t) + f(y( (t))) = 0; t ∈ [0; 1] ∩ T; y(0) = y ( (1)) = 0.
Introduction
Fixed point theorems and their applications to nonlinear problems have a long history, some of which is documented in Zeidler's book [30] . There seems to be increasing interest in multiple ÿxed point theorems and their applications to boundary value problems for ordinary di erential equations or ÿnite di erence equations. Such applications can be found in the papers in [8, 10, 12, 13, 15, 21, 22, 24, 29] , and the recent books by Agarwal [1] and Agarwal et al. [3] contain excellent summaries of the current results and applications. In addition, there has been some merging of these methods in seeking multiple positive solutions of boundary value problems for di erential equations on measure chains by Chyan et al. [14] , Erbe and Peterson [19] , and Henderson [20] .
One direction has involved ÿnding twin ÿxed points of an operator via dual applications of the Krasnosel'skii ÿxed point theorem [26] for a compression-expansion operator. One primary application in this way has been to show the existence of at least two positive solutions of nonlinear boundary value problems for an ordinary di erential equation, for a ÿnite di erence equation, or for a di erential equation on a measure chain; see [11, 16, 17, 27, 28] .
Recently, Avery and Henderson [9] used ÿxed point index theory in establishing a twin ÿxed point theorem for a completely continuous operator on a cone in a Banach space. In the same paper, they included an application of the new ÿxed point theorem for two-point conjugate boundary value problems for a second-order ordinary di erential equation. In the paper [7] , Avery et al. apply the twin ÿxed point theorem from [9] to obtain at least two positive solutions for right focal boundary value problems for a second order ordinary di erential equation as well as their discrete analogues.
In this paper, we shall obtain the existence of at least two positive solutions for the right focal boundary value problem on a measure chain T,
(1)
where f : R → [0; ∞) is continuous. Growth conditions will be imposed on f in later sections so that the twin ÿxed point theorem [9] is applicable.
In Section 2, we present some deÿnitions and notation which are common to the recent literature. We also provide some background results and state the twin ÿxed point theorem. Then, in Section 3, we impose growth conditions on f which allow us to apply the ÿxed point theorem in obtaining twin positive solutions of (1) and (2).
Background deÿnitions and a twin ÿxed point theorem
In this section, we present some background material with regard to measure chains. In addition to Hilger's [23] unifying work on measure chain calculus, the papers by Agarwal and Bohner [2] , Akin [4] , Atici and Guseinov [5] , Aulbach and Hilger [6] , and Kaymakcalan et al. [25] provide good references to this material. Yet, our sources for the background material are the two papers by Erbe and Peterson [18, 19] .
Throughout, let T be a nonempty closed subset of R; with 0; 1 ∈ T; and let T have the subspace topology inherited from the Euclidean topology on R.
Deÿnition 2.1. For t ¡ sup T and r ¿ inf T, deÿne the forward jump operator, ; and the backward jump operator, ; respectively, by
(r) = sup{ ∈ T | ¡ r} ∈ T for all t; r ∈ T. Higher-order jumps are deÿned inductively by j (t) = ( j−1 (t)) and j (r) = ( j−1 (r)); j ¿ 1. If (t) ¿ t; t is said to be right scattered, and if (r) ¡ r; r is said to be left scattered. If (t) = t; t is said to be right dense, and if (r) = r; r is said to be left dense.
Deÿnition 2.2. For x :
T → R and t ∈ T (if t = sup T; assume t is not left scattered), deÿne the delta derivative of x(t); x (t), to be the number (when it exists), with the property that, for any ¿ 0; there is a neighborhood, U; of t such that
Other closed, open, and half-open intervals in T are similarly deÿned.
In the rest of this section, we provide some background material from the theory of cones in Banach spaces, and we then state a twin ÿxed point theorem for a cone preserving operator. Deÿnition 2.4. Let (B; · ) be a real Banach space. A nonempty, closed, convex set P ⊂ B is said to be a cone provided the following are satisÿed:
(a) If y ∈ P and ¿ 0 , then y ∈ P, (b) If y ∈ P and −y ∈ P , then y = 0.
Every cone P ⊂ B induces a partial ordering, 6, on B deÿned by x 6 y if and only if y − x ∈ P: Deÿnition 2.5. Given a cone P in a real Banach space B, a functional : P → R is said to be increasing on P, provided (x) 6 (y); for all x; y ∈ P with x 6 y. Deÿnition 2.6. Given a nonnegative continuous functional on a cone P of a real Banach space B, (i.e., : P → [0; ∞) continuous), we deÿne, for each d ¿ 0; the set
Our main results concerning multiple positive solutions of (1) and (2) will arise as applications of the following ÿxed point theorem due to Avery and Henderson [9] . Theorem 2.1. Let P be a cone in a real Banach space B. Let and be increasing; nonnegative; continuous functionals on P; and let Â be a nonnegative continuous functional on P with Â(0) = 0 such that; for some c ¿ 0 and H ¿ 0; (x) 6 Â(x) 6 (x) and x 6 H (x) for all x ∈ P( ; c). Suppose there exist a completely continuous operator A : P( ; c) → P and 0 ¡ a ¡ b ¡ c such that Â( x) 6 Â(x) for 0 6 6 1 and x ∈ @P(Â; b) and (i) (Ax) ¿ c for all x ∈ @P( ; c); (ii) Â(Ax) ¡ b for all x ∈ @P(Â; b); (iii) P( ; a) = ∅ and (Ax) ¿ a for all x ∈ @P( ; a).
Then A has at least two ÿxed points; x 1 and x 2 belonging to P( ; c) such that a ¡ (x 1 ) with Â(x 1 ) ¡ b and b ¡ Â(x 2 ) with (x 2 ) ¡ c:
Twin positive solutions of (1) and (2)
In this section, we impose growth conditions on f and then apply Theorem 2.1 to establish the existence of twin positive solutions of (1) and (2). We note that from the nonnegativity of f, a solution y of (1) and (2) is both nonnegative and concave on [0; 2 (1)]. We will apply Theorem 2.1 to a completely continuous operator whose kernel, G(t; s); is Green's function for
satisfying (2) . In this instance, G(t; s) = t; 0 6 t 6 s 6 (1); (s); 0 6 (s) 6 t 6 2 (1):
Properties of G(t; s) which we will use are
where
In the following we assume Á = min{t ∈ T | 2 (1)=2 6 t ¡ 1} and an interior r ∈ T with ¡ Á ¡ r ¡ 1 exist. In particular, from (6) We observe that, for each y ∈ P;
In addition, for each y ∈ P; (y) = y(Á) ¿ ( 2 (1)=2)y( 2 (1)) = ( 2 (1)=2) y . Thus,
Finally, we also note that Â( y) = Â(y); 0 6 6 1 and y ∈ @P(Â; b):
For convenience we let
We now state growth conditions on f so that (1) and (2) has at least two positive solutions. It is well known that solutions of (1) and (2) are ÿxed points of A and conversely. We proceed to show that the conditions of Theorem 2.1 are satisÿed. First, let x ∈ P( ; c). By the nonnegativity of f and G, for t ∈ [0; 2 (1)]
In addition, (Ax) (t) = − f(x(t)) 6 0. This implies (Ax)(t) is concave on [0; 2 (1)], and also (Ax) (t) is nonincreasing. Since G(t; s) satisÿes boundary conditions (2), we have (Ax) ( (1)) = 0, and so (Ax) (t) ¿ 0 on [0; (1) ]. This implies (Ax)(t) is nondecreasing on [0;
2 (1)]. Again, since G(t; s) satisÿes (2), (Ax)(0) = 0, and so (Ax)(t) ¿ 0 on [0;
2 (1)]. Consequently, Ax ∈ P. We conclude A : P( ; c) → P.
We now turn to property (i) of Theorem 2.1. So choose x ∈ @P( ; c).
2 (1)]. If we recall that x 6 (2= 2 (1)) (x) = 2c= 2 (1), we have
As a consequence of (A),
Also, Ax ∈ P, and so
We conclude that (i) of Theorem 2.1 is satisÿed. We next address (ii) of Theorem 2.1. So, let us choose x ∈ @P(Â; b). Then Â(x) = max t∈[0; Á] x(t) = x(Á) = b. This implies 0 6 x(t) 6 b; t ∈ [0; Á], and since x ∈ P, we also have
Using (B),
Ax ∈ P, and so
In particular, (ii) of Theorem 2.1 holds.
For the ÿnal part, we turn to (iii) of Theorem 2.1. For this part, if we ÿrst deÿne y(t) = a=2, for all t ∈ [0; 2 (1)], then (y) = a=2 ¡ a, and P( ; a) = ∅. Now, let us choose x ∈ @P( ; a). Then (x) = max t∈[0; r] x(t) = x(r) = a. This implies 0 6 x(t) 6 a; t ∈ [0; r]:
Using assumption (C), f(x(s)) ¿ a L ; s∈ [0; r]:
As before Ax ∈ P, and so The proof is complete. where '(w) satisÿes ' = 0; '(2b) = (bL + aN )=2NL, and '(c) = (c + 1)=KM , then by Theorem 3.1, the boundary value problem (1), (2) has at least two positive solutions.
