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This thesis addresses a machine translation (MT) in two low-resource language 
pairs, namely, Kazakh to English (Kk-En) and Japanese to Indonesian (Ja-Id). The Kk-
En and Ja-Id is considered as a low-resource language due to its limited parallel corpora. 
Low resource language is a state where two language pairs have limited parallel corpora 
and linguistic tools such as tokenizer, morphological tools, lemmatizer, and pos-tagger. 
As most languages in Asia are still considered as a low-resource, it becomes an essential 
task in MT to improve its translation quality. 
In this study, we explore the pivot approach in the Statistical Machine 
Translation (SMT) model to improve the translation quality of Kk-En and Ja-Id. Pivot 
approach is a strategy that uses a third language as a bridge to overcome the parallel 
corpora limitation. We explore two types of pivot approaches, viz., single and multiple 
pivots. The single pivot uses one language as a pivot, whereas multiple pivots use more 
than one language. We employ three strategies in the single pivot, viz., cascade, 
triangulation, and interpolation. Whereas in multiple pivots, we employ an interpolation 
strategy based on ascending and descending BLEU scores. 
As a preliminary effort, we did two explorations, viz., single-pivot in Kk-En and 
Ja-Id, and multiple pivots in Ja-Id. We find that multiple pivots approach could 
outperform the direct and single pivot system. However, we find that our generated text 
followed the source language sentence pattern, i.e., Subject-Object-Verb (SOV), whereas 
the target language is Subject-Verb-Object (SVO). Thus, our generated text was not 
comprehensible and hard to understand. 
Subsequently, we propose two strategies, viz., extending source–pivot (src–pvt) 
phrase table, and phrase table combination based on symmetrization of word alignment. 
The extending src–pvt phrase table is a merging of two phrase tables of src–pvt, viz., 
src–pvt gdfand and src–pvt tgttosrc. These techniques arise based on our finding that 
the tgttosrc phrase table has a candidate phrase pair that could not be obtained by the 
gdfand. We employ this technique in multiple pivots of Ja–Id. We also implement the 
pre-ordering of the Japanese dataset to overcome the issue of different word orders 
between Japanese and Indonesian languages. As a result, our generated text could be 
more understandable compared to the non pre-ordered one. 
Our second proposed strategy is a phrase table combination based on 
symmetrization of word alignment. These techniques come based on the fact that the 
pivot approach comprises three direct translations, viz., src–trg, src–pvt, and pvt–trg, 
that obtain different BLEU scores when different symmetrizations are employed. 
Therefore, we did phrase table combinations based on the highest BLEU scores from the 
direct of system approach (DSA) for each phrase table of src–trg, src–pvt, and pvt–trg. 
We find that our strategy could be a competitive approach because it outperforms direct 
translation in Kk‒En with absolute improvements of 0.35 and 0.22 BLEU points for 3-
gram and 5-gram, respectively. Our proposed strategy also outperforms the direct 
translation of 3-gram in Ja‒Id with an absolute improvement of 0.11 BLEU point. 
In addition, we conducted NMT experiments to compare with SMT. We used two 
pre-trained models, viz., encoder-decoder and transformer. We present empirical results 
to show that SMT outperformed the NMT for Ja-Id as a low-resource language pair. SMT 
system obtained the highest BLEU score, that is, 11.96, even with a small dataset, that 
is, 8.5K ALT dataset, while the NMT system obtained a BLEU score of 7.8 with an 
additional dataset, that is, 100K of the TEDTalk. Our results indicate that the SMT 
obtained better results than NMT, even with a small dataset. 
