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Diese Arbeit beschreibt ein Webcrawler-Framework fu¨r die Professur Me-
dieninformatik der Technischen Universita¨t Chemnitz und dessen Kernim-
plementierung. Der Crawler traversiert den WWW-Graph. Jedes Dokument
durchla¨uft dabei verschiedene Module des Frameworks. Ein Schedulingmodul
entscheidet u¨ber die Reihenfolge der Traversierung. Schwerpunkt dieser Ent-
wicklung ist die Erweiterungsmo¨glichkeit fu¨r unterschiedliche Variationen des
Datensammlers. Es wird gezeigt, welche Informationen ein Dokument fu¨r we-
sentliche Entscheidungen begleiten mu¨ssen. Hierzu za¨hlen Wiedererkennung
von Dokumenten, Schedulingkriterien und URL-Indexpflege. Der Framework
ist konfigurierbar. Das heißt, im Kern bezieht sich die Funktion auf Crawling.
Zusa¨tzlich sind Schnittstellen fu¨r Filter- und Speicherkomponenten vorgese-
hen. Der Crawler verfu¨gt u¨ber eine Administrationsschnittstelle, mit Hilfe
derer er gesteuert werden kann. Weiterhin sind Status und Statistiken u¨ber
Ereignisse und Fortschritte vorgesehen. Außerdem werden Testkriterien auf-




Suchmaschinen bilden ein Bindeglied zwischen Information und Suchenden. Eine fu¨r
Suchmaschinen geeignet formulierte Suchanfrage unterscheidet sich von Fragestellungen
an einen Menschen. Wa¨hrend dieser in der Lage ist, Fragen mit einer Vielzahl von mo¨g-
lichen Antworten mittels Interaktion einzugrenzen, gibt eine Suchmaschine immer alle
Antworten aus. Lediglich mittels Reihenfolge wird eine Vorbewertung vorgenommen.
Nutzer von Suchmaschinen ko¨nnen nicht immer spezifizieren, was sie wissen wollen.
Dies erschwert eine Relevanzentscheidung der Suchmaschine bezu¨glich vorhandener Da-
ten. Weiterhin ist es schwierig, Informationen aus Daten zu gewinnen und diese geeignet
abrufbar zu machen. Das Fehlen der Kenntnisse u¨ber den Inhalt von Dokumenten ist eine
wesentliche Ursache fu¨r die Antwortschwierigkeiten einer Software. Das Fachgebiet Infor-
mation Retrieval sowohl der Informationswissenschaft als auch der Informatik bescha¨f-
tigt sich mit Lo¨sungsmo¨glichkeiten dieser Problematik. Um Algorithmen im Information
Retrieval zu testen, beno¨tigt man eine sehr große Datenbasis. Aufgrund der vielfa¨ltigen
Inhalte eignet sich hierfu¨r das Internet. Suchmaschinen durchsuchen das Internet mit Hil-
fe sogenannter Crawler, indexieren geeignet und speichern Daten zwischen. Suchanfragen
werden anhand solcher vorgehaltenen Daten beantwortet. Die Gu¨te einer Suchmaschine
kann anhand der Zufriedenheit der Benutzer mit dem Suchergebnis gemessen werden. Die
Professur fu¨r Medieninformatik arbeitet im Rahmen des Forschungsprojekts sachsMedia
- Cooperative Producing, Storage, Retrieval and Distribution of Audiovisual Media - an
verschiedenen Schwerpunkten. Hierfu¨r werden Retrievalalgorithmen entwickelt und ver-
bessert. Um Aussagen u¨ber die Benutzerzufriedenheit zu erhalten, mu¨ssen die verschie-
denen Algorithmen zuna¨chst in einer Versuchsumgebung unter praxisnahen Umsta¨nden
erprobt werden. Um dieses Ziel zu erreichen, bedarf es eines grundlegenden Konzepts
zur Informationsbeschaffung. Aufgabe eines Crawlers ist neben der Beschaffung auch
die Aktualisierung von Daten. Diese Basis bildet die Grundlage fu¨r Entwicklung und
Anwendung von Algorithmen der Informationsgewinnung.
1.2 Ziel der Arbeit
Ziel dieser Arbeit ist es, einen Framework zu entwickeln, welcher der Professur fu¨r Me-
dieninformatik als Grundlage fu¨r weitere Arbeiten auf diesem Gebiet dienen kann. Ver-
schiedene Crawlingtechnologien sollen zusammengetragen, Problembereiche erfasst wer-
den. Der Entwurf sieht ein Verlaufskonzept fu¨r Beschaffung, Verarbeitung und Zuteilung
von Nutz- und Kontrolldaten vor. U¨ber die Entwicklung eines solchen Frameworks fu¨r
Webcrawling hinaus wird die Implementierung einer grundlegenden Klassensammlung
fu¨r o.a. Vorhaben angestrebt. Der modulare Aufbau der Architektur und eine Doku-
mentation erleichtern nachtra¨gliche Anpassungen der verschiedenen Komponenten. Ein
Zusammentragen einzelner notwendiger Komponenten zur spa¨teren separaraten wissen-
schaftlichen Untersuchung ist hierbei Schwerpunkt.
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2 Grundlagen
Im folgenden Kapitel mo¨chte der Autor dem Leser eine gemeinsame Sicht auf das komple-
xe Thema ermo¨glichen. Hierfu¨r wird der Zusammenhang von World Wide Web (WWW)
und Internet aufgezeigt. Darauf aufbauend wird dem Leser verdeutlicht, welche Protokol-
le und Schnittstellen wesentlich fu¨r die Arbeit eines Web-Crawlers sind. Letztendlich soll
die Kommunikation von Webclient und Webserver beschrieben und ein naives Crawling-
Modell vorgestellt werden.
2.1 Internet und World Wide Web
Dorogovtsev und Mendes (MD03) beginnen im Einfu¨hrungskapitel zur Netzwerkkom-
munikation mit der Feststellung, dass das Internet nicht das WWW ist. Das Internet ist
ein Netz aus Hardware, wa¨hrend das Web darauf basierend virtuell existiert. Abbildung






Abbildung 1: WWW als Teilmenge vom Internet
Der Unterschied wird klar, wenn man beide Netze als Graph betrachtet. Ein Graph
besteht aus Knoten und Kanten. Er kann gerichtet oder ungerichtet sein. Beim Inter-
net repra¨sentieren Knoten Hardware. Hierzu geho¨ren ausschließlich Hosts, Server und
Router. Kanten repra¨sentieren die Verkabelung, welche genauer betrachtet auch durch
alternative Technologien (z.B. Funk) ersetzt sein kann. Der Punkt ist jedoch, dass es
sich um eine ungerichtete physische Verbindung handelt. Gibt es eine direkte Verbin-
dung von Rechner A zu Rechner B, gibt es auch eine von B zu A. Das Open Standards
Interconnection (OSI) Referenzmodell fu¨r Netzwerke (Int94) beschreibt ein Netz aufge-
teilt in logische Schichten. Limoncelli (LH05) ordnet das World Wide Web in OSI-Layer
5 bis 7, der Anwendungsschicht, ein. Das Internet als Transportmedium fu¨r verschiedene
Anwendungen ist in den unteren Schichten einzuordnen. Faloutsos et. al. (FFF99) zeigen
in Abbildung 2 ihre Vorstellung von der Struktur des Internets.
In der Betrachtung als Graph werden im WWW Knoten durch Dokumente und Kanten
durch Hyperlinks repra¨sentiert. Hyperlinks sind gerichtet. Die Dokumente sind durch das
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Internet erreichbar. Dies macht die Beziehung beider Graphen aus. Diese Unterscheidung
ist wichtig fu¨r die Abscha¨tzung des Wachstums beider Graphen. Der Wachstum der
Hosts im Netz ist nicht zwangsla¨ufig gleich der Anzahl von Domains und auch nicht
gleich der Anzahl der Dokumente. Fu¨r eine Aufwandsabscha¨tzung eines Webcrawlers
eignen sich diese Gro¨ßen daher nur bedingt. Dies wird außerdem deutlich, wenn man
bedenkt, dass das Internet ein zusammenha¨ngender Verbund von Knoten ist. Gerade
das macht das Internet aus. Ist ein Host mit dem Netz verbunden, ist es theoretisch
mo¨glich, zu jedem anderen Host im Netz einen Weg zu finden. Das World Wide Web ist
mit seinen notwendigen Referenzen hingegen nicht zusammenha¨ngend. Das heißt, dass
fehlende Referenzierungen auf und von Webseiten die Ursache fu¨r eine Trennung im
Graphen sind. Dies wiederum ist nicht nur wichtig fu¨r eine Abscha¨tzung der Gro¨ße des
WWW sondern auch fu¨r die Anzahl durch Webcrawling erreichbarer Teile. Nach Dobra
(DF) ist die relative Anzahl von Websiten gro¨ßer als die durch Crawling erreichbare.
2.2 Uniform Resource Identifier (URI)
Zur Identifikation einer Ressource im World Wide Web bedient man sich einem stan-
dardisiertem Format. Ein sogenannter URI ist eine Zeichenkette und kann neben der
Bezeichnung auch zur Lokalisierung verwendet werden. Dies fu¨hrt zu einer Begriffshier-
archie: Wa¨hrend URI ein allgemeiner Begriff ist, definiert der Uniform Resource Locator
(URL) zusa¨tzlich den Ort der Ressource und das Zugriffsprotokoll. Ein Uniform Re-
source Name (URN) definiert eine Ressource in einem Namensraum. Im allgemeinen
Sprachgebrauch werden URL und URI synonym verwendet. Fu¨r einen Webcrawler ist
die U¨bermittlung der Lage erheblich, da abha¨ngig vom Protokoll in geeignete Trans-
portmethoden (zB HTTP, FTP) unterschieden wird. Heterogene Crawler, also Crawler
mit Mehrfachtransportunterstu¨tzung, mu¨ssen Informationen u¨ber das Zugriffsprotokoll
haben, um das jeweils richtige Protokollmodul zur Transaktion wa¨hlen zu ko¨nnen. Reine
HTTP-Crawler sortieren bereits neue URL anhand des Protokolls aus. Da eine wesent-
liche Aufgabe eines Webcrawlers das Parsen nach und Verwalten von URI ist, will der
Abbildung 2: Struktur Internet nach Dorogovtsev (FFF99)
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Autor dem Leser an dieser Stelle die URI-Syntax vereinfacht beschreiben. Die komplette
Grammatik befindet sich in Anhang A und wurde dem Request for Comments (RFC)
fu¨r Uniform Resource Identifier (Net05) entnommen.
Die allgemeine URI-Syntax beinhaltet die Komponenten scheme, authority, path, que-
ry und fragment, wie im Folgenden anhand der Erweiterten Backus-Naur-Form (EBNF)
verdeutlicht. Verwendete Grundelemente werden im Einzelnen in Anhang A aufgefu¨hrt
und aus Gru¨nden der U¨bersichtlichkeit in diesem Abschnitt nicht na¨her aufgezeigt.
URI = scheme ”:” hier-part [ ”?” query ] [ ”#” fragment ]
Ein URI setzt sich grundsa¨tzlich zusammen aus einem scheme und einem hierarchi-
schem Teil hier-part, welchem optional weitere Elemente folgen.
scheme = ALPHA *( ALPHA | DIGIT | ”+” | ”-” | )
Die Zeichenkette scheme beginnt immer mit einem Buchstaben. Danach folgen Kom-
binationen von weiteren Buchstaben, Ziffern, Plus (”+”), Punkt (”.”) und Bindestrich
(”-”). Im scheme wird nicht in Groß- und Kleinschreibung unterschieden, jedoch die
Kleinschreibung bevorzugt. Manche scheme schra¨nken ihnen folgende Komponenten ein.




Im hier-part werden Informationen hierarchisch vorgehalten. Ist die authority Kom-
ponente vorhanden, muss hier-part mit zwei Slashes (”//”) beginnen. Die authority-
Komponente setzt sich zusammen aus optionaler userinfo-, host und optionaler port-
Angabe.
path-abempty beginnt mit ”/” oder ist leer.
path-abempty = *( ”/” segment )
path-absolute beginnt mit ”/” aber nicht mit ”//”.
path-absolute = ”/” [ segment-nz *( ”/” segment ) ]
path-rootless beginnt mit einem segment.
path-rootless = segment-nz *( ”/” segment )
path-empty entha¨lt keine Zeichen.
path-empty = 0<pchar>
authority muss Angaben u¨ber den Host der Ressource enthalten.
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authority = [ userinfo ”” ] host [ ”:” port ]
Der Teil userinfo kann einen Benutzernamen und scheme-spezifische Authorizieruns-
informationen beinhalten. Der host-Bereich besteht aus IP-literal, IPv4address oder reg-
name, einem Hostnamen, welche mittels geeigneter Verfahren wie Nameprep (Net03a)
oder Punycode (Net03b) in ASCII-Strings (ASCII Compatible Encoding) konvertierbar
sein mu¨ssen. Die Angabe eines Ports ist notwendig, wenn im scheme kein Default-Port
definiert wurde oder der Port von diesem abweicht. In der optionalen Angabe einer query
werden mit Fragezeichen (”?”) beginnend Werte des u¨blichen aber nicht definierten Mus-
ters <schlu¨ssel>=<wert> durch Kaufmanns-Und (”&”) getrennt aufgefu¨hrt. Verweise
innerhalb einer Ressource werden durch fragment angegeben. Ein HTTP-URL hat laut
Spezifikation (Net99) folgende Syntax:
http URL = ”http:” ”//” host [ ”:” port ] [ path-absolute [ ”?” query ]]
Diese Spezifikation bezieht sich dabei auf das inzwischen durch RFC 3986 (Net05)
abgelo¨ste RFC 2396, in welchem A¨nderungen an der URI-Grammatik vorgenommen
wurden. Weiterhin ist die Syntax des Common Internet Scheme in diesem Zusammen-
hang zu nennen. In RFC 1738 (Net94) wird festgelegt, dass die userinfo-Komponente
eines URIs ein Passwort transportieren kann. Dies hat Einfluss auf einen HTTP-URL
und ist noch weit verbreitet. RFC 3986 (Net05) jedoch hat 2005 die Verwendung als
deprecated (veraltet) bezeichnet. Es empfielt Entwicklern, diese Funktion zu ignorieren
und Klartextpasswo¨rter weder zu verwerten noch zu speichern.
Als Relative Referenz bezeichnet man Referenzen, welche auf scheme verzichten. In
seltenen Fa¨llen entha¨lt ein solche URI einen authority-Teil. Meist aber wird auf diesen
verzichtet. Beginnt eine Relative Referenz mit einem Slash (”/”), so knu¨pft sie an den
aktuellen host des Quelldokuments an. An den aktuellen Pfad des Quelldokuments soll
angeknu¨pft werden, wenn auf diesen Slash verzichtet wurde. Entha¨lt eine Zeichenkette
im Pfad, lediglich zwei Punkte (”..”), so wird in der Hierarchie des Dokumentenpfads der
Relativen Referenz ein Schritt in Wurzelrichtung ausgedru¨ckt. Bei URI-Vergleichen und
URI-Normalisieren wird dieses Steuerelement entsprechend ausgewertet und schließlich
entfernt. Eine na¨here Beschreibung dieser Anwendungen folgt in Abschnitt 3.4.1.
2.3 Hypertext Transfer Protokoll
HTTP ist heute noch Berners-Lees (BL91) Grundpfeiler des World Wide Web. Es reiht
sich ein in sogenannte Request/Response-Modelle. In diesen initiiert ein Client eine Ver-
bindung zu einem Server, sendet eine Aufforderung (Request) und erha¨lt eine Antwort
(Response), wie in Abbildung 3 veranschaulicht. Sa¨mtliche Kommunikation verla¨uft u¨ber
TCP-Verbindungen .
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Abbildung 3: Request/Response bei HTTP
HTTP-Methoden
Die fu¨r einen Web-Client relevanten Methoden sind in Tabelle 1 aufgefu¨hrt.
GET Anfrage nach einer Ressource
POST zusa¨tzlich werden im Header Information an den Server u¨bermittelt
HEAD Statusanfrage einer Ressource, keine Inhaltsu¨bermittlung
Tabelle 1: ga¨ngige HTTP-Methoden
Ein Web-Crawler u¨bermittelt keine Nutzdaten (etwa im Body) an einen Web-Server.
Dies schra¨nkt die notwendigen Methoden auf GET und HEAD ein. Der Unterschied bei-
der Methoden liegt in der Menge der u¨bertragenden Daten. Wa¨hrend mittels GET die
komplette Ressource angefordert wird, definiert HEAD lediglich die Anforderung zum
Status der Ressource. Dies ist fu¨r einen Web-Client insofern wichtig, wenn er lokale Ko-
pien von Ressourcen vorha¨lt. Bei einer erneuten Anforderung kann zuna¨chst beim Server
angefragt werden, ob sich die Ressource u¨berhaupt noch auf dem Server befindet und
ob sie sich vera¨ndert hat. Auf diesen Sachverhalt wird im Abschnitt 3.2.3 eingegangen.
Dort wird untersucht, welche Mittel einem Webcrawler zur Verfu¨gung stehen, um die
Aktualita¨t vorgehaltener Dokumente zu erzielen.
Request
In RFC des HTTP-Standards (Net99) ist der Aufbau von HTTP-Nachrichten genau
definiert.
Request = Request-Line
*( ( general-header |
request-header |




Die Anfrage (Request) des Clients besteht aus einer Request-Line, optionalen Headern
und optionalem Body. Diese setzt sich zusammen aus einer HTTP-Methode, einem Sepa-
rator, einer URI, einem weiteren Separator, der Angabe der gewu¨nschten HTTP-Version
und dem terminierenden Carriage Return Line Feed. Ein Web-Client kann einem Server
lediglich die favorisierte HTTP-Version mitteilen, er muß jedoch auch eine abweichende
niedrigere Version akzeptieren.
Request-Line = Method SP Request-URI SP HTTP-Version CRLF
Der wichtigste Unterschied der Versionen 1.0 und 1.1 liegt in der nun zwingend er-
forderlichen Angabe des Host-Headers bei Version 1.1, um Multi-homed Webserver, al-
so virtuelle Server mit einer gemeinsamen IP-Adresse, zu ermo¨glichen, der Akzeptanz
absoluter URI und des neuen Verfahrens fu¨r persistente Verbindungen. Persistente Ver-
bindungen gibt es bereits in Version 1.0, allerdings ergaben sich Schwierigkeiten in Ver-
bindung mit Proxyservern. Die keep-alive-Headerinformation wurde von diesen nicht
verstanden. Leitet ein solcher Proxy diesen Header an einen Webserver weiter, so schloss
dieser die Verbindung nicht. Der Proxyserver hatte nun eine persistente Verbindung zum
Webserver, keiner der beteiligten Dienste wird diese Verbindung wieder schließen. Die-
sem Problem wird seit Version 1.1 mit einer umgekehrten Logik entgegnet. Nun sind
sa¨mtliche Verbindungen per Default persistent, der Webclient gibt mit Connection: clo-
se an, dass die Verbindung nicht persistent sein soll. Das ermo¨glicht das Schließen einer
Verbindung von Webserver zum Webproxy ohne speziellen Eingriff des Proxies. Im aktu-
ellen HTTP-RFC2616 (Net99) wird auf das a¨ltere HTTP-RFC2068 (Net97) verwiesen,
in welchem die originale Form der persistenten Verbindung dokumentiert ist.
GET http://example.org/path/to/file/index.html HTTP/1.1
Response
Die Antwort des Webservers, Response, besteht aus einer Status-Line, optionalen all-
gemeinen Headern, Antwort-Headern, Entity-Headern, CRLF und im Erfolgsfall dem






Die Informationen einer Status-Line sind fu¨r jede der oben genannten Anfrage-Methoden
von Bedeutung. Sie entha¨lt die Angabe u¨ber die vom Server gewa¨hlte HTTP-Version,




Die HTTP-Spezifikation (Net99) unterscheidet in fu¨nf Kategorien.
1xx Information
2xx Erfolgsmeldung
3xx Umleitung zu anderer URI
4xx Fehler bei Client
5xx Fehler bei Server
Diese Gruppierung eignet sich zur Klassifizierung von Fehlertypen und die no¨tige Reak-
tion eines Agenten. So gewa¨hrleisten Erfolgsmeldungen den weiteren Verlauf beim Craw-
ling. Umleitungen und Fehler mu¨ssen beachtet werden. U¨bliche Aktionen sind in diesem
Zusammenhang neben dem Entfernen einer Ressource aus dem Index auch Neuzuordnun-
gen von Informationen im Index. Eine genauere Abhandlung u¨ber HTTP-Statuscodes
und deren Einfluß auf einen Webcrawler ist in Abschnitt 3.3 zu finden.
Weitere Informationen, wie beispielsweise Angaben zu den u¨brigen HTTP-Methoden,
ko¨nnen im RFC des HTTP-Standards (Net99) nachgelesen werden.
2.4 Grundlagen Crawling
Unter Crawling versteht man i.d.R. das Erforschen eines Netzwerkes durch geeignetes
Traversieren des repra¨sentierten Graphen meist un- oder lediglich teilweise bekannten
Inhalts. Dieses Erforschen kann zur gezielten Suche von Dokumenten aber auch zum
Anfertigen einer Kopie eines Teils verwendet werden. Es gibt noch zahlreiche andere
Einsatzgebiete des Werkzeugs Crawler, welche in diesem Zusammenhang jedoch nicht
Schwerpunkt der Betrachtung sind. Bekannte Vertreter der gezielten Suche bei Crawlern
sind ha¨ufig sogenannte Harvester, die Informationen eines bestimmten Musters suchen
und speichern. Ihre Aufgabe ist es lediglich, Daten zu sammeln. Mit dieser Hilfe haben
werbende Unternehmer eine technische Mo¨glichkeit, fu¨r ihr Produkt viele Adressaten zu
erhalten. Popula¨re Vertreter der Crawler zum Kopieren sind Spiegelungsprogramme zum
lokalen Speichern von Dokumenten des WWW. Die gro¨ßte Bedeutung haben Crawler
jedoch fu¨r heutige Suchmaschinen. Jene beno¨tigen Agenten fu¨r den Aufbau und die
Pflege ihrer Index-Datenbanken, um fu¨r das Beantworten von Suchanfragen mo¨glichst
aktuelle und umfassende Datenbasen bereitzuhalten. Dieser Index entha¨lt organisierte
Daten, zugefu¨hrt durch einen oder mehrere Crawler. Auf diesen Index wird letztendlich
die Suche angewendet.
Ein einfacher sequenzieller Crawler wird repra¨sentiert durch die Crawling-Schleife nach
Pant (PSM03) in Abbildung 4. Diese Schleife bildet die Grundlage fu¨r anspruchsvollere
Modelle dieser Arbeit.
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Abbildung 4: Crawling-Schleife einfacher sequentieller Crawler
2.4.1 Seed
Als erstes wird fu¨r den Ablauf dieser Schleife eine Datenbasis beno¨tigt, einen oder meh-
rere Einstiegspunkte zum World Wide Web. Eine solche Liste mit URL zum initialen
Fu¨llen der Frontier, welche die noch zu besuchenden Seiten vorha¨lt, bezeichnet man als
Seed. Um den Crawlingprozess nicht zu fru¨h zu terminieren, sollte diese Liste mo¨glichst
groß und je nach Verwendung des Crawlers mit geeigneten Einstiegsseiten gefu¨llt sein.
2.4.2 Frontier
Die Frontier ist, abha¨ngig vom genauen Crawlermodell, eine Datenstruktur, in welcher
die URL organisiert werden, welche fu¨r den na¨chsten Schritt in der Crawling-Schleife
von Bedeutung sind. Die hierin gespeicherten URL sollen geladen werden. Wurde die
Frontier initialisiert, kann die eigentliche Schleife durchlaufen werden. Grund fu¨r eine
Terminierung ist in diesem einfachen Modell lediglich eine leere Frontier.
2.4.3 Fetching
Wurde der Frontier ein URL entnommen, soll dieser geladen werden. Diese Aufgabe
u¨bernimmt das Fetchingmodul eines Crawlers. Abha¨ngig vom U¨bertragungsprotokoll
wird hier eine passende Abholkomponente mit dem Laden eines URIs beauftragt. An-
schließend werden die erhaltenen Daten an das Parsingmodul u¨bergeben.
2.4.4 Parsing
In diesem Modul werden die geladenen Daten verarbeitet. Abha¨ngig vom Content-Type
der Datei und vom Crawlingziel wird die Datei auf bestimmte Inhalte hin durchsucht.
In HTML-Dateien gefundene URL werden der Frontier zugefu¨gt. Sonderfa¨lle werden im
Abschnitt 3 na¨her erla¨utert. Vorweg soll als Hauptproblem die Existenz mo¨glicher Zy-
klen im Graph genannt sein. Es bedarf eines Verfahrens zur Detektion von Kreisen und
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einer Strategie zur Vermeidung selbiger. Nach dem Hinzufu¨gen neuer URL in die Fron-
tier wird nun wieder eine URL entnommen, geladen und geparst.
Abbildung 5: Crawling-Schleife multi-threaded Crawler
Um Performanzvorteile gegenu¨ber dem einfachen sequenziellen Crawler zu erzielen,
kann der Crawler mit mehreren Threads auf eine gemeinsame Frontier zugreifen. Hierfu¨r
mu¨ssen nur einige kleine A¨nderungen vorgenommen werden. Abbildung 5 zeigt ein multi-
threaded Crawler Modell in Anlehnung an Pant (PSM03). Jeder Thread blockiert die
Frontier fu¨r die anderen Threads fu¨r die Zeiten der URL-Entnahme und dem Hinzufu¨gen
von neuen URL. Dies gewa¨hrleistet, dass weder URL doppelt entnommen werden, noch
URL beim Einfu¨gen verloren gehen und bietet dennoch den Vorteil einer gemeinsamen
Datenstruktur fu¨r noch abzuarbeitende URL. Das Verwalten von mehreren Frontiers
wu¨rde einen beobachtenden und zuteilenden separaten Prozess notwendig machen, des-
sen Aufgabe die Synchronisation der Daten wa¨re.
Bei verteilten Crawlern u¨bernimmt diese Funktion eine geeignete Instanz, wie in Ab-
bildung 6 zu sehen. Die gemeinsame globale Frontier wird lediglich durch den Fetching-
Scheduler und den Storage-Scheduler manipuliert. Der Fetching-Scheduler blockiert die
Frontier zur URL-Entnahme und verteilt die aktuelle URL an die lokale Queue eines frei-
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Abbildung 6: Crawling-Schleife verteilter Crawler
en Crawling-Hosts, welcher die gewonnen Daten der jeweils geladenen Seite nach URL
durchsucht und diese der lokalen Frontier hinzufu¨gt. Der Storage Scheduler entnimmt se-
quenziell allen Crawling Hosts die URL der jeweils lokalen Frontiers, um sie der Frontier
zu u¨bergeben.
Dieser schleichende U¨bergang von Datenmodell zu Softwarearchitektur ist nur bedingt
mo¨glich. Die Entwicklung einer geeigneten Softwarearchitektur ergibt sich neben dieser
notwendigen Beachtung der Crawlingschleife aus verschiedenen anderen Zielen. Der Ab-
schnitt 3 beschreibt eine geeignete Architektur.
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3 Crawling
Nachdem bisher notwendige Grundlagen aufgezeigt wurden, soll dieser Abschnitt genauer
auf die Bereiche eines Crawlers eingehen. Hierfu¨r wird beschrieben, welche Konventionen
fu¨r die Transaktionen eines automatischen Webclients mit einem Webserver gelten. Es
wird erla¨utert, welche Ziele ein Crawler haben kann, welche Probleme sich ergeben, wie
ein HTTP-Crawler, sowie durch das Protokoll als auch durch andere Verfahren, Unter-
stu¨tzung findet. Außerdem wird gezeigt, wie einzelne Bereiche in einer Softwarearchi-
tektur gegliedert sein ko¨nnen. Abschließend wird eine Crawling-Architektur vorgestellt,
welche die diskutierten Aufgaben aufgreift und deshalb eine umfassende Grundlage fu¨r
einen Crawler-Framework bildet.
3.1 Crawler Politeness
Dokumente im Web sind in der Regel fu¨r den Zugriff durch Menschen mittels Browser ge-
dacht. Menschliches Zugriffsverhalten ist die Grundlage fu¨r die Ressourcenbelastbarkeit
der Infrastruktur samt Webserver. Webauftritte von Konzernen und o¨ffentlichen Einrich-
tungen haben ganz andere Technik als kleine private Webserver. Diese unterscheidet sich
in Belastbarkeit und damit in der Robustheit ihrer Funktion. Die U¨berbelastung einer
Ressource wird als Overloading bezeichnet. Diese wird vermieden, indem ein Webcrawler
eine Pause zwischen zwei Anfragen an den gleichen Server einha¨lt.
Ein anderes Ressourcenproblem tritt auf bei der Einhaltung eines Volumenkontin-
gents. Die Anbindung eines Rechenzentrums ist genau wie ein DialUp-Heimserver be-
schra¨nkt in der Bandbreite, allerdings in unterschiedlicher Ho¨he. Viele Nutzer haben
Volumentarife, damit sich Anbieter von Infrastruktur finanzieren ko¨nnen. Hierbei ist zu
verallgemeinern, dass hoher Traffic mit einem hohen Preis verbunden ist. Die richtige
Abscha¨tzung eines monatlichen Verbrauchvolumens erleichtert dem Anbieter die Res-
sourcenkalkulation. Deshalb werden bei U¨berschreiten einer Grenze Strafzahlungen er-
hoben. Unbedeutende schwach frequentierte Webseiten sind daher billiger online, werden
aber dafu¨r u¨berproportional teuer, wenn sie plo¨tzlich sta¨rker frequentiert sind. Aus oben
genannten Gru¨nden muß die Entscheidungshoheit, welche Ressourcen durch Webcraw-
ling zuga¨nglich sind, bei dem Betreiber der jeweiligen Webseite liegen. Dieser Umstand
muß Beru¨cksichtigung finden. Hierfu¨r gibt es zwei Technologien.
3.1.1 Robots Exclusion Standard
Die Steuerbefehle fu¨r einen Webcrawler befinden sich in einer Datei mit dem Namen
robots.txt an der Wurzel einer Webseite und werden wie folgt definiert. Mit mindestens
einer Leerzeile getrennt, ko¨nnen einer oder mehrere Eintra¨ge einen Abschnitt bilden. Zu
Beginn wird definiert, fu¨r welchen User-Agent die Regel gilt:
Listing 1: robots.txt
1 User−agent : ∗
2 Disa l low : /
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Das Zeichen ’*’ steht stellvertretend fu¨r alle Clients. Laut Zeile 2 ist Crawling ga¨nzlich
unerwu¨nscht. Dieses Mittel ermo¨glicht es, jedem Crawler das Laden aller Verzeichnisse
und Dateien explizit zu erlauben (Allow:), zu verbieten (Disallow:) oder verschiedene
Kriterien fu¨r unterschiedliche Kommunikationspartner festzulegen. Das heißt, einzelne
Crawler ko¨nnen anhand des HTTP-Identifizierungsmechanismusses, dem User-Agent-
Header, gezielt ausgewa¨hlt werden. Fu¨r diese Auswahl ko¨nnen anschließend Dateien
und Verzeichnisse explizit freigegeben oder gesperrt werden. Ist die Gu¨ltigkeitsdauer
nicht u¨ber cache-control-Header festgelegt, kann die robots.txt sieben Tage als Referenz
zwischengespeichert bleiben. Die Beachtung dieser Informationen obliegt dem Entwickler
des Webcrawlers. Genauere Angaben hierzu finden sich im Entwurf fu¨r Robotssteuerung
(Net01).
3.1.2 Robots Meta-Tag
Eine weitere Mo¨glichkeit bieten META-Tags im HTML-Standard. Hierdurch erhalten
Webautoren die Mo¨glichkeit, Crawler zu steuern, wenn diese den inoffiziellen Standard
unterstu¨tzen. Aufnahme in den Index sowie das Verwerten im Dokument publizierter
Hyperlinks kann so verhindert werden. Der Vorteil hierbei liegt in dem fu¨r Webauto-
ren zuga¨nglichen Raum. Gibt es unter einer Domain mehrere Webauftritte, beno¨tigt ein
Autor Zugriff zur Wurzel in der Webserverhierarchie. Dies ist nicht immer mo¨glich. Die
META-Tags ko¨nnen hierbei fu¨r Abhilfe sorgen. Genau wie beim Robots Exclusion Stan-
dard ist die Einhaltung auf Clientseite ausschließlich freiwillig.
<meta name=”robots” content=”noindex,nofollow”>
Die Syntax:
content = all | none | directives
all = ”ALL”
none = ”NONE”
directives = directive [”,” directives]
directive = index | follow
index = ”INDEX” | ”NOINDEX”
follow = ”FOLLOW” | ”NOFOLLOW”
Crawler sollten diese Steuerbefehle beachten. Sie ersparen dadurch nicht nur dem
Betreiber einer Webseite Aufwendungen sondern vermeiden die natu¨rliche Reaktion ei-
nes solchen bei U¨berbelastung seiner Server. Ein Administrator hat die Mo¨glichkeit,
IP-Bereiche vom Zugriff auszuschließen. Im Ergebnis wa¨re der erneute Zugriff auf ei-
ne Ressource bereits in der Transportschicht (siehe Abschnitt 2.1) verhindert. Somit
stu¨nde dem Webcrawler insgesamt weniger Material zur Verfu¨gung. Immer noch ver-
breitet ist die Auffassung, man ko¨nne online Informationen geheimhalten, wenn man
den Zugriff u¨ber o.g. Mechanismen einschra¨nke oder die Verlinkung untersage. Der Au-
tor mo¨chte an dieser Stelle klarstellen, dass diese Mechanismen dafu¨r ungeeignet sind,
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da sie lediglich freiwillig Beachtung finden. So kann jeder Nutzer eines Webbrowsers die
eingeschra¨nkten Dateien und Verzeichnisse aufspu¨ren, indem dieser die robots.txt liest.
Eintra¨ge in robots.txt sind gleichbedeutend einer Verlinkung. Wirksamere Alternativen
sind Authorisierungsverfahren. Das Laden einer verlinkten Ressource kann durch Au-
torisierungsmechanismen gesteuert werden. Unauthorisierte Anfragen werden mit dem
entsprechenden HTTP-Fehlercode 403 beantwortet.
3.2 Crawler Scheduling
Einer der komplizierteren Sachverhalte beim Crawling ist die Entscheidung, wann wel-
cher URL geladen werden soll. Als Scheduling bezeichnet man das Verteilen der Aufgaben
mit zeitlichem Bezug. Im Folgenden wird gezeigt, welche Probleme sich hierbei ergeben.
Ein praxistauglicher Lo¨sungsvorschlag wird anschließend vorgestellt.
3.2.1 Probleme des Crawler Scheduling
Nach Castillo (Cas04) ist es Ziel, die vorhandenen Ressourcen bestmo¨glich auszunut-
zen. Hier zeigt er zwei sich gegenseitig beeinflussende Crawlingziele: Zum einen sollen
mo¨glichst neue URL besucht, zum anderen die Daten aktuell gehalten werden. Eine
Zuteilung der URL an das triviale Fetchingmodul sollte daher geplant erfolgen. Noch es-
sentieller ist die Ausnutzung der vorhandenen Bandbreite beim Crawler. Einem Crawler
steht mehr Bandbreite zur Verfu¨gung als ein Webserver einem Client anbietet. Es liegt










Abbildung 7: Scheduling: vollsta¨ndige Parallelisierung nach Castillo (Cas04)
Dies ist allerdings nicht empfehlenswert, da ein Webserver dadurch zu aggressiv in
Anspruch genommen wu¨rde. Das in Abschnitt 3.1 vorgestellte Overloading u¨berfordert
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kleinere Webserver, die nicht fu¨r starke Frequentierung ausgelegt sind. Eine andere Mo¨g-
















Abbildung 8: Scheduling: vollsta¨ndige Serialisierung nach Castillo (Cas04)
Dies hat den Nachteil, dass Webserver ihre vorhandene Bandbreite unter allen Nut-
zern aufteilen mu¨ssen. Daher unterscheiden sich die Verbindungskapazita¨ten selbst wenn
beiden Hosts technisch die selbe Bandbreite zur Verfu¨gung steht. Außerdem muß jedes
Laden durch eine Pause unterbrochen werden, um Overloading zu vermeiden. Eine op-
timale Ausnutzung der Bandbreite ist serverseitig mit dieser Methode nicht erzielbar.
Die optimale Bandbreitenverteilung ist definiert durch die Zeit T∗, der Summe der






Auch das in Abbildung 9 gezeigte realistischere Beispielszenario erreicht nicht im-
mer ein Optimum von T ∗. Es gibt noch eine Randbedingung: Die Latenz einer HTTP-
Anfrage. Webserver antworten nicht garantiert sofort. Je nach Auslastung kann es zu
Verzo¨gerungen im Transport kommen. Außerdem summiert sich die Menge an Hea-
derinformationen, die eine Ressourcenanforderung umgeben. Dies hat zur Folge, dass
zwar Daten u¨bertragen werden, diese jedoch nicht in vollem Umfang Nutzdaten sind.














Abbildung 9: Scheduling: realistisches Beispielszenario nach Castillo (Cas04)
3.2.2 Kreise im Graphen
Ein Kreis sei definiert als Weg, bei dem der Startknoten gleich dem Endknoten ist,
wie Abbildung 10 zeigt. Gibt es eine Menge von Knoten ohne ausgehende Kanten zum
Restgraphen und entha¨lt diese Menge einen Kreis, dann bricht die Traversierung dieser




Abbildung 10: Kreis im WWW-Graph
Um Kreise zu erkennen, sollte ein Mechanismus vorhanden sein, der das Laden einer
Ressource nur dann zula¨sst, wenn diese neu ist. Dies kann durch Markierung der Knoten
erfolgen. Diese Markierung muß lokal erfolgen. Ein abgeleiteter Mechanismus ist no¨tig,
wenn der Crawler nicht ausschließlich neue Elemente forciert sondern, um bereits vorher
entdeckte Knoten erneut auf Existenz und Vera¨nderung zu pru¨fen, diese auch mehrmals
besucht. Dann muß der angesprochene Mechanismus zusa¨tzlich das Laden einer Ressour-
ce verhindern, wenn diese noch keine Schwelle mit zeitlichem Bezug u¨berschritten hat.
Hierfu¨r ko¨nnen Zeitstempel ausgewertet werden.
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Fu¨hrt der Webcrawler beispielsweise einen Index, also einen Speicher u¨ber sa¨mtlich be-
kannte Ressourcen und deren fu¨r den Prozess relevante Meta-Daten, steht im Grundsatz
ein Werkzeug zur Verfu¨gung, welches zyklisches Traversieren verhindert. URL werden
nicht doppelt indiziert. Verweise einer bereits untersuchten Ressource sind potentiell be-
reits bekannt. Wu¨rden diese erneut geladen, befa¨nde sich der Crawlingprozess in einer
Schleife.
3.2.3 Informationen aktualisieren, Recrawl-Stategien
Eines der Crawlingziele ist das Streben nach Aktualita¨t. Das bedeutet, dass ein Web-
crawler nicht nur neue URL laden soll, sondern eine bereits geladene Ressource auf Ak-
tualita¨t u¨berpru¨fen muß. Das Vera¨nderungsspektrum reicht von einer Layouta¨nderung
u¨ber Totalvera¨nderung bis hin zu lokaler Verlagerung oder Unerreichbarkeit. Wa¨hrend
einem Nutzer kleine Abweichungen zuzumuten sind, muß auf sogenannte tote Links, also
inzwischen ungu¨ltig gewordene Verweise, unbedingt verzichtet werden. Hierfu¨r gibt es
zwei unterschiedliche Ansa¨tze, die sich sehr gut erga¨nzen.
Entscheiden mittels Netzanfrage
Der HTTP-Standard entha¨lt ein Validisierungsmodell. Responseheader u¨bermitteln das
Datum der letzten A¨nderung der angeforderten Ressource sowie deren Pru¨fsumme in
Form eines sogenannten Entita¨ten-Tags (E-TAG). Beide Kriterien eignen sich fu¨r Web-
clients als Vorbedingung fu¨r die U¨bertragung eines Dokuments. Entha¨lt ein Requesthea-
der eine bedingte Anfrage, liefert der Webserver mit Status-Code 200 (Ok) aus, wenn
diese erfu¨llt ist. Anderenfalls bekommt der Client lediglich den Statuscode 412, welcher
signalisiert, eine Vorbedingung sei nicht erfu¨llt.
Last-Modified
Ein ha¨ufig verwendetes Vergleichskriterium ist der HTTP-Header Last-Modified. Dieser
ist in den meisten Fa¨llen ausreichend, da im Abstand von mindestens einer Sekunde
eine zwischengespeicherte Ressource hiermit auf Aktualita¨t u¨berpru¨ft werden kann. Mit
dem Requestheader if-modified-since gibt der Client gegenu¨ber dem Server an, er wolle
die Ressource nur laden, wenn sie seit u¨bermitteltem Zeitpunkt vera¨ndert wurde. Ist die
Datei unvera¨ndert, antwortet der Server mit Statuscode 304 und liefert das Dokument
nicht aus.
E-TAG
Reicht die sekundengenaue Unterscheidung am Datum der letzten A¨nderung nicht aus,
oder gestaltet sich diese auf andere Weise als ungeeignet, steht mit dem E-Tag ein weite-
res Kriterium zur Wahl. Die Pru¨fsumme eines Dokumentes wird vom Webserver bei jeder
Anfrage u¨bermittelt. Unterscheidet sich diese erhaltene Pru¨fsumme zu einem spa¨teren
Zeitpunkt von der aktuellen des Webservers, weiß der Client, dass sich die dazugeho¨rige
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Ressource in mindestens einem Bit vera¨ndert hat. In diesem Fall spricht der HTTP-
Standard in der Version 1.1 von einem Strong Validator. Das Erstellen dieser Pru¨fsumme
obliegt bei statischen Webseiten dem Webserver, bei dynamischen dem Managementsys-
tem und damit der erstellenden Instanz der dynamischen Seite. So ko¨nnte die Pru¨fsumme
einer Webseite allein u¨ber textuelle Inhalte, nicht aber u¨ber von getrennt gespeicherten
Layoutinformationen, gebildet werden. Prinzipiell gibt es keine genaue Vorgabe, wie die-
ser Eintrag errechnet werden soll. Mo¨gliche Eingabeparameter fu¨r eine solche Berechnung
bietet das Dateisystem. Dateigro¨ße, -name sowie Datum der letzten A¨nderung stehen in
ga¨ngigen Dateisystemen zur Verfu¨gung.
Diese Pru¨fsumme gilt als eindeutige Bezeichnung fu¨r eine Datei und wird im Respon-
seheader u¨bermittelt. In den nachfolgenden HTTP-Requestheadern If-Match, If-None-
Match und If-Range kann dieser Wert als Bedingung fu¨r eine Auslieferung verwendet
werden.
HTTP 1.1 unterscheidet zwei verschiedene Arten dieser Entita¨ten, strong und weak.
Hierbei ist besonders die weiche Entita¨t fu¨r Webcaches von Nutzen. Die Eigenschaft
weak kennzeichnet eine Pru¨fsumme, die sich bei geringen Manipulationen am Dokument
nicht a¨ndert. Entscheidet ein Webautor, dass sich zwar Layout, aber nicht Inhalt seiner
Webseite gea¨ndert hat, kann er die bisherige Pru¨fsumme beibehalten. Eine Auslieferung
eines Dokumentes, welches sich nur in unwesentlichen Punkten gea¨ndert hat, fu¨hrte sonst
zu Ressourcenverschwendung. Eine Entita¨t ist solange strong, wie sie nicht explizit als
weak ausgewiesen wurde.
entity-tag = [ weak ] opaque-tag
weak = ”W/”
opaque-tag = quoted string
Dies erfolgt mit dem Pra¨fix ”W/”. U¨bermittelt einer der beiden Kommunikationspart-
ner eine weiche Entita¨t zum Vergleich, kann sich unter Voraussetzung der Unterstu¨tzung
des Verfahrens das Dokument in unwesentlichem Umfang vom ausgehenden Dokument
unterscheiden.
HEAD
Eigentlich sollten alle Webserver den HTTP-Standard einhalten. Doch nicht immer ist
dies der Fall. Kleinere Implementationen ko¨nnten auf Features verzichtet haben. Da-
her muß sich ein Webcrawler nicht auf Informationen des Webservers verlassen du¨rfen.
Clients haben mit der HTTP-Methode HEAD die Mo¨glichkeit, lediglich Status-Code
und Response-Header zu einer Ressource zu erhalten, ohne einer Auslieferung des zu-
geho¨rigen Dokuments. Dies bela¨sst die Entscheidungshoheit beim Client. Vergleiche der
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Entita¨ten oder des Datums der letzten A¨nderung ko¨nnen dadurch auch vom Client selbst
durchgefu¨hrt werden. Je nach Entscheidung, kann dann eine GET-Anfrage folgen.
Vorentscheiden ohne Netzanfrage
Die Entscheidung, ob eine Ressource aktuell genug ist kann auch anders getroffen werden.
Ein sich ha¨ufig a¨nderndes Dokument wird sich wahrscheinlich auch in Zukunft ha¨ufiger
a¨ndern als ein anderes Dokument, welches sich u¨ber großen Zeitraum nur sehr selten oder
gar nicht vera¨ndert hat. Daher sollten Ressourcen mit einem geringen A¨nderungsinter-
vall ha¨ufiger, als solche mit großem A¨nderungsintervall, erneut geladen werden. Es ist
also in diesem Zusammenhang hilfreich, diesen Zeitabstand aufzugreifen und fu¨r spa¨tere
Entscheidungen vorzuhalten. Edwards (EMT01) untersucht Mo¨glichkeiten fu¨r perfor-
manteres Crawling in Zusammenhang mit IBM’s WebFountain Crawler. Deren Modell
bewertet bei jedem Crawl die Ressource anhand historischer und aktueller Daten. Die
Zuordnung an eine feste Anzahl verschiedener Stufen erleichtert diesen Prozess. Da die
Stufen selbst Einfluß auf die Kalkukation haben, mu¨ssen nicht sa¨mtliche Daten gespei-
chert werden.
3.2.4 Praxistaugliches Crawler Scheduling
Die Menge an parallelen Verbindungen zu verschiedenen Webservern kann abha¨ngig von
der eigenen Infrastruktur leicht u¨ber Einhundert betragen. Dies ermo¨glicht die Verwen-
dung von persistenten Verbindungen, welche in Abschnitt 2.3 bereits vorgestellt wurden.
Castillo (Cas04) beschreibt die Separierung der beiden Schedulingziele in Long Term-
und Short Term Scheduling. Wa¨hrend das Long Term Scheduling prinzipiell Ressourcen
zum Abholen auswa¨hlt und in einer Liste zusammengetra¨gt, soll das Short Term Schedu-
ling die Netzwerkverbindung o¨ffnen und die URL abholen. Diese Aufgabe hat das Ziel,
die Bandbreite mo¨glichst ausnutzen.
Eine Problemabstrahierung zeigt Abbildung 11.
Somit ko¨nnen zwei Ziele separat verfolgt werden: Das Maximieren der Qualita¨t des
eigenen Datenbestands durch ein gutes Verha¨ltnis zwischen Quantita¨t und Aktualita¨t ist
Kern des Long Term Schedulings. Die Effizienz der Netzwerkverbindung wird im Short
Term Scheduling maximiert.
3.3 Probleme der Datenu¨bertragung
Im Scheduler werden URL zum Laden ausgewa¨hlt. Bei diesem Laden von Ressourcen
kann es verschiedene Reaktionen geben. Unter anderem ko¨nnen Ressourcen nicht oder an
anderer Stelle gefunden werden. Die in Abschnitt 2.3 vorgestellten HTTP-Statuscodes
mu¨ssen von einem Webcrawler geeignet verarbeitet werden. Informative Meldungen u¨ber
Erfolg sind der Normalfall. Eine gesonderte Betrachtung erfordern Fehlercodes (4xx,5xx)
sowie Status einer Umleitung (3xx). Im Folgenden soll tabellarisch umrissen werden,






Abbildung 11: Longterm- und Shorttermscheduling nach Castillo (Cas04)
300 Multiple Choices mehrere Ressourcen zur Wahl
301 Moved Permanently Ressource an neuem Ort
302 Found Ressource tempora¨r an neuem
Ort
303 See Other Ressource woanders erreichbar
304 Not Modified Ressource unvera¨ndert
305 Use Proxy Zugriff ausschließlich u¨ber Proxy
307 Temporary Redirect zeitweilige Umleitung
400 Bad Request Syntax fehlerhaft
401 Unauthorized Passwort no¨tig
403 Forbidden Ressource vorhanden, Zugriff
verboten
404 Not Found Ressource nicht vorhanden
405 Method Not Allowed Methode nicht mo¨glich
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406 Not Acceptable Headerbedingung nicht akzep-
tiert
407 Proxy Authentication Re-
quired
verwendeter Proxy beno¨tigt Au-
thentifikation
408 Request Timeout zu lang Verbindung ohne Aktion
409 Conflict Konflikt mit Status einer Res-
source
410 Gone Ressource nicht mehr vorhanden
411 Lenght Required Request mit BODY ohne
Content-Length-Header
412 Precondition failed If-Match-Bedingung nicht erfu¨llt
413 Request Entity Too Large Entita¨t zu groß
414 Request-URI Too Long URI zu groß
415 Unsupported Media Type content-coding nicht unterstu¨tzt
417 Expectation failed Expect-Header gesendet, fehlge-
schlagen
500 Internal Server Error Server hat tempora¨res oder per-
manentes Problem
501 Not Implemented Anfrage wurde nicht verstanden
503 Service Unavailable Server u¨berlastet
505 HTTP-Version Not Sup-
ported
HTTP-Version nicht unterstu¨tzt
Nicht alle dieser Codes mu¨ssen zwingend als Antwort kommen. Einige sind speziel-
len Anfragen vorbehalten. Eine komplette Auflistung mit sa¨mtlichen Zusammenha¨ngen
bietet die HTTP-Spezifikation (Net99).
Im Folgenden soll kurz diskutiert werden, wie auf die Statuscodes reagiert werden
kann. Hierfu¨r wird angenommen, die Crawler Architektur habe einen URL-Index, al-
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so einen Speicher fu¨r die Organisation aller Ressourcen. Ziel ist es, diesen URL-Index
angemessen zu pflegen.
Multiple Choices. (300)
Es stehen mehrere Dokumente zur angegebenen URL zur Wahl. Das eigentlich angefor-
derte Dokument ist an dieser Stelle nicht zu finden. Webserver ko¨nnen dafu¨r a¨hnliche
Dokumente zur Auslieferung anbieten. Die Definition dieser A¨hnlichkeit orientiert sich
am Verfahren Content Negotiation, welches sich in Server-driven Negotiation und Agent-
driven Negotiation gliedert. Ein Benutzer kann nun jedes angebotene Dokument einzeln
anfordern und sichten. Ein Crawler holt eine Ressource typischerweise ohne Zusammen-
hang. Handelt es sich um einen Firstcrawl, also dem erstmaligen Laden der Ressource,
kann diese aus dem Index entfernt werden. Die angebotenen Alternativen jedoch werden
dem Index hinzugefu¨gt und entsprechend zum spa¨teren Laden markiert. Auch bei einem
Recrawl sollte so verfahren werden, wenn es die Architektur nicht anders vorsieht.
Moved Permanently. (301)
Die angeforderte Ressource befindet sich an einem neuem Ort. Der Webserver teilt dem
Client auf diese Weise mit, dass sich ein Dokument nun woanders befindet. Im Index
muß nun die alte Adresse durch die neue ausgetauscht werden.
Found, Moved Temporarily. (302)
Die angeforderte Ressource befindet sich tempora¨r an einem neuem Ort. Da die Um-
leitung nur voru¨bergehend ist, ist kein Eingriff in den Index notwendig. Das Dokument
kann sofort vom tempora¨ren Ort geladen werden.
See Other. (303)
Diese Ressource ist woanders erreichbar. Erha¨lt ein Client diesen Code, will ihm der
Webserver mitteilen, dass das Dokument woanders zu finden ist. Weiterhin ist der Zugriff
darauf mittels der HTTP-Methode GET gewu¨nscht. Urspru¨nglich gedacht ist dieser
Code fu¨r Umleitungen aus serverseitigen dynamischen Formularen, die dem Nutzer eine
neue Ausgabe unter anderer URL liefern. Es handelt sich also um einen Redirect. Sollte
dieser Status im Zusammenhang mit Webcrawling auftreten, kann wie bei Status 301
verfahren werden.
Not Modified. (304)
Ressource seit angegebener Zeit unvera¨ndert. Unter der Angabe einer Auslieferungs-
bedingung hat der Webserver ermittelt, dass das Dokument seitdem unvera¨ndert ist.
Der Webcrawler kann seine gespeicherten inhaltlichen Informationen ebenso unvera¨n-
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dert lassen. Lediglich der Index kann fu¨r den Scheduler nun einen Wert anpassen, der
den Recrawl-Intervall erho¨ht.
Use Proxy. (305)
Zugriff ausschließlich u¨ber Proxy mo¨glich. Eine entsprechende Architektur vorausgesetzt,
ko¨nnte man fu¨r spa¨tere Crawls den notwendigen Proxyeintrag ta¨tigen. Steht diese Mo¨g-
lichkeit nicht zur Verfu¨gung, ist die Ressource unerreichbar. In diesem Fall kann sie
aus dem Index entfernt werden. Fu¨r den Nutznießer des Webcrawls sollte die Ressource
ebenso erreichbar sein. Ob es eine Hu¨rde ist, fu¨r den Dokumentenzugriff einen Proxy zu
bemu¨hen, ist im Speziellen nicht unbedingt wichtig. Im Allgemeinen jedoch stellt die-
ser Umstand ein nicht zu akzeptierendes Hindernis dar. Daher ist der Webcrawler einer
Suchmaschine angehalten, URL dieser Art zu entfernen.
Temporary Redirect. (307)
Ist ein Dokument zwischenzeitlich an einer anderen Stelle abrufbar und mo¨chte der
Initiator dem Client die Entscheidung u¨berlassen, ob er auch an anderer Stelle auf das
Dokument zugreifen mo¨chte, erteilt er Status 307. Aufgrund des zeitlichen Bezugs bedarf
es keiner URL-Indexa¨nderung.
Bad Request. (400)
Syntax fehlerhaft. Dieser Fehler sollte vom Entwickler untersucht werden. Entweder der
Kommunikationspartner hat einen falschen Status u¨bermittelt, oder der Crawler hat
etwas falsch gemacht. Ein URL dieser Art kann sofort aus dem Index entfernt werden. Da
Fehler tempora¨r sein ko¨nnen, kann man auch eine weiche Strategie verfolgen: Eine weitere
Chance auf Bestand erha¨lt die Ressource durch ein Anza¨hlen der Fehlersituationen bis
zu einer Grenze. Erst bei U¨berschreitung dieser Schwelle wird der URL entfernt.
Unauthorized. (401)
Vorausgesetzte Zugriffsrechte werden nicht erfu¨llt. Dieser Locator ist im Allgemeinen
nicht nu¨tzlich und wird daher aus dem Index entfernt.
Forbidden. (403)
Die Ressource ist vorhanden, aber dem Webserver ist das Ausliefern des Dokument
untersagts, weil er konfiguriert wurde, sich so zu verhalten. Das kann eine Ausgrenzung
auf IP-Ebene sein, aber auch zum Beispiel eine Restriktion im Filesystem. Auch hier
ist fu¨r die Allgemeinheit keine Information zu finden. Dieser URL kann aus dem Index
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entfernt werden. Tolerantere Crawler ko¨nnen diesen Fehler bis zu einer Schwelle dulden,
um auszuschließen, dass der Zustand keinem Versehen zu Grunde liegt.
Not Found. (404)
Ressource nicht vorhanden. Entweder war unter dieser Verknu¨pfung nie ein Dokument
oder es wurde inzwischen entfernt. In letzter Konsquenz ist der verursachende Verweis
aus dem URL-Index zu entfernen.
Method Not Allowed. (405)
Methode nicht mo¨glich. Die verwendete HTTP-Methode wird vom Webserver zuru¨ckge-
wiesen. Nach Spezifikation befindet sich dann eine Liste mit Alternativen im Response-
Header. Da Webcrawler i.d.R. mittels HEAD und GET Daten anfragen, kann eine ver-
ursachende Verknu¨pfung aus dem Index entfernt werden.
Not Acceptable (406)
Die betreffende Ressource wird nicht ausgeliefert, weil im Requestheader Einschra¨nkun-
gen u¨bermittelt wurden. Die Accept-Header ko¨nnen Inhalt, Kodierung und Zeichensatz
einschra¨nken. Auf diese Art ko¨nnen sich rein HTML-Crawler Datenu¨bertragung sparen,
wenn sie beispielsweise unerwarteten Inhalt u¨bermittelt beka¨men.
Proxy Authentication Required. (407)
Der verwendete Proxy beno¨tigt Authentifikation. In Analogie zu Status 305 kann hier
nicht weiter verfahren werden. Eine Authentifikation ist automatisch nicht ohne Weiteres
nachtra¨glich zu beschaffen. Bestenfalls ist die Seite noch bekannt, von der verwiesen
wurde. Im Idealfall erfa¨hrt man dort mehr zu den Zugangsdaten eines Proxies. Das
Detektieren solcher Informationen ist nicht Aufgabe eines normalen Crawlers. Spa¨testens
bei Status 407 sollte der Eintrag aus dem Index entfernt werden.
Request Timeout. (408)
Verbindung zu lang ohne Aktion geo¨ffnet. Es liegen vermutlich Netzwerkprobleme vor.
Die Kommunikation zwischen Server und Client konnte nicht in vom Server erwarteter
Zeit abgeschlossen werden. Daher trennte der Server die Verbindung. Die Ressource kann
spa¨ter erneut einem Ladeversuch unterzogen werden. Tritt dieser Fehler u¨ber einen vor-
gegebenen Zeitraum permanent auf, ist eine Besserung der Situation nicht zu erwarten.
Dann kann die Verknu¨pfung aus dem Index gelo¨scht werden.
Conflict. (409)
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Konflikt mit Status einer Ressource. Nach dem Erreichen eines Schwellwertes fu¨r solche
Fehler sollte der URL aus dem Index entfernt werden.
Gone. (410)
Die Ressource ist nicht mehr vorhanden. U¨bermittelt der Webserver diesen Code, teilt
er dem Anfragenden mit, dass das Dokument nicht mehr verfu¨gbar ist. Es sollte nicht
wieder abgerufen werden. Ein Entfernen aus dem URL-Index ist die Konsequenz. Der
Unterschied zu Status 404 ist, dass dem Webserver bekannt ist, ob die angeforderte
Ressource vorher erreichbar war.
Lenght Required. (411)
Request mit BODY ohne Content-Length-Header. Crawler sendet keinen Body, daher
darf dieser Fehler gar nicht auftreten. Mo¨glicherweise ist der Webserver fehlerhaft kon-
figuriert oder implementiert. Nach dem Erreichen eines Schwellwertes fu¨r solche Fehler
sollte der URL aus dem Index entfernt werden.
Precondition failed. (412)
Eine If-Match-Bedingung aus dem Request-Header ist nicht erfu¨llt. Hier muß die da-
fu¨r vorgesehene Aktion durchgefu¨hrt werden. Ein Lo¨schen oder Ersetzen aus dem oder
im URL-Index ist deswegen nicht notwendig. Dieser Code ist allgemeiner als zum Bei-
spiel 304. Das Scheitern einer Bedingung unter vielen wird durch Status 412 signalisiert,
wa¨hrend Status 304 ganz klar u¨ber daru¨ber informiert, dass keine Vera¨nderung im ange-
gebenen Zeitraum statt fand. Beispiele fu¨r Bedingungen sind in Abschnitt 3.2.3 erla¨utert.
Request Entity Too Large. (413)
Die u¨bermittelte Entita¨t ist zu groß. Wenn der Crawler eine Retry-After-Zeit durch
den Response-Header erhalten hat, dann kann die Anfrage nach entsprechender Pause
wiederholt werden. Ist das Problem nicht tempora¨r, sollte der Eintrag aus dem Index
entfernt werden.
Request-URI Too Long. (414)
Die HTTP-Spezifikation sieht keine Begrenzung der URI-La¨nge vor. Kann ein Webserver
dennoch die u¨bermittelte URL aufgrund ihrer Gro¨ße nicht verarbeiten, sendet er diesen
Status. Nach dem Erreichen eines Schwellwertes fu¨r solche Fehler sollte der URL aus
dem Index entfernt werden.
Unsupported Media Type.(415)
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Das angegebene content-coding im Request wird nicht unterstu¨tzt. Der URL kann ent-
fernt werden, da der Server die Ressource nicht ausliefern kann.
Expectation failed. (417)
Dies ist die Antwort auf eine HTTP-Anfrage mit Expect-Header. Erwartungsverhalten
zu kommunizieren, ist bei sehr großen Anfragen mo¨glich. Erha¨lt ein Webcrawler diese
Antwort ist der URL zu entfernen, da das Verhalten nicht erfu¨llt werden kann.
Internal Server Error. (500)
Server hat ein tempora¨res oder permanentes Problem. Er kann die Anfrage aufgrund ei-
nes internen Fehlers nicht beantworten. Ermittelt der Crawler ein permanentes Problem,
etwa durch einen Za¨hler, wird der URL aus dem Index entfernt.
Not Implemented. (501)
Die Anfrage wurde nicht verstanden. Da die Anfrage eines Crawlers gu¨ltiges HTTP sein
sollte, ist von einem Webserverproblem auszugehen. Nach dem Erreichen eines Schwell-
wertes fu¨r solche Fehler sollte der URL aus dem Index entfernt werden.
Service Unavailable. (503)
Ist der Server u¨berlastet, kann er mit diesem Status antworten. Die Anfrage kann im
Moment nicht beantwortet werden. Nach dem Erreichen eines Schwellwertes fu¨r solche
Fehler sollte der URL aus dem Index entfernt werden.
HTTP-Version Not Supported. (505)
Die angegebene HTTP-Version wird nicht unterstu¨tzt. Handelt es sich bei dieser Anfrage
um das Protokoll in der Version 1.1, kann eine vom Server vorgeschlagene kompatible
Version verwendet werden. Bietet der Server keine vom Client unterstu¨tzt Version an,
muß der URL entfernt werden.
3.4 Probleme der Datenverarbeitung
Die ladende Komponente u¨bermittelt die neuen Daten nun der Datenverarbeitungsein-
heit. Welche Aufgaben hier wahrgenommen werden, soll im Folgenden aufgezeigt werden.
Natu¨rlich ist es auch hier Ziel, eine mo¨glichst effiziente Komponente zu haben. Daher
muß nach Castillo (Cas04) dem Datenfluss in Abbildung 11 in Abschnitt 3.2.4 eine wei-
tere Komponente hinzugefu¨gt werden, wie Abbildung 12 aufgefu¨hrt. Der so genannte
Gatherer u¨bernimmt diese Aufgabe. Dort werden Inhalte und Hyperlinks extrahiert. In
Abbildung 12 wurden außerdem treffendere Bezeichnungen eingefu¨hrt. Der Scheduler
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heißt nun Manager, um seine Funktion genauer zu charakterisieren. Er bestimmt Prio-
rita¨ten und delegiert anschließend eine Menge zu ladener URL zur Durchfu¨hrung. Der
Downloader wird nun als Harvester bezeichnet. Dies ist in sofern passender, da er nicht
nur URL la¨dt, sondern eine Liste derer organisiert und das vorgestellte Shorttermschedu-
ling zur Aufgabe hat. Wu¨rde die lokale Frontier auch noch gefu¨llt, spiegelte dieses Modul
die einfache Basisvariante der allgemeinen Crawlingschleife aus Abschnitt 2.4 wider.







Abbildung 12: Softwarearchitektur fu¨r einen Crawler nach Castillo (Cas04) mit Gather-
ermodul
Die extrahierten URL mu¨ssen nun einem Verfahren unterzogen werden, das sie ver-
gleichbar macht. Diese Aufgabe soll im Folgenden begru¨ndet und erla¨utert werden.
3.4.1 URL-Detektion und Kanonisierung
Bei auf Verknu¨pfung basierenden Verfahren ist es wichtig, die Verbindungen in einheitli-
cher Form zu verwenden. Aufgrund mo¨glicher Verwendung unterschiedlicher Zeichensa¨t-
ze, Groß- und Kleinschreibung sowie Angabe eines TCP-Ports in den im Abschnitt 2.2
na¨her beschriebenen URL, aber auch wegen uneindeutigen und vielfa¨ltigen URL-Ab-
schlussmo¨glichkeiten, sollten Referenzen vor der Weiterverarbeitung normiert werden.
Diesen Prozess, in welchem verschiedene aber a¨quivalente URL in eine einheitliche Form
u¨berfu¨hrt werden, nennt man Kanonisieren. Als Beispiel soll die Webseite eines Nutzers
des Rechenzentrums der Technischen Universita¨t Chemnitz dienen:
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Listing 2: verschiedene aber a¨quivalente URL
1 <a h r e f=” ‘ http ://WWW. Tu−Chemnitz .DE/˜ toze / index . html ” ’>
2 <a h r e f =”‘ http ://www. tu−chemnitz . de/˜ toze / index . html ” ’>
3 <a h r e f=” ‘ http ://www. tu−chemnitz . de/˜ toze / ” ’>
4 <a h r e f =”‘ http ://www. tu−chemnitz . de/˜ toze ” ’>
5 <a h r e f=” ‘ http ://www−user . tu−chemnitz . de/˜ toze / index . html ” ’>
6 <a h r e f =”‘ http ://www−user . tu−chemnitz . de/˜ toze /” ’>
7 <a h r e f=” ‘ http ://www−user . tu−chemnitz . de/˜ toze ” ’>
8 <a h r e f =”‘ http ://www. tu−chemnitz . de/\%7Etoze / index . html ” ’>
9 <a h r e f=” ‘ http ://www. tu−chemnitz . de/\%7Etoze / ” ’>
10 <a h r e f =”‘/\%7Etoze / index . html ” ’>
11 <a h r e f=” ‘ . . / ˜ toze / index . html ” ’>
12 <a h r e f =”‘ http ://www−user . tu−chemnitz . de :80/˜ toze ” ’>
13 <a h r e f=” ‘ http ://www. tu−chemnitz . de/˜ toze#oben ” ’>
Typischerweise sind Webserver so konfiguriert, dass das Wurzeldokument einer WWW-
Datenstruktur index.html, index.php oder index.htm heißt. Sa¨mtliche Anfragen darauf
werden in o.g. Reihenfolge zu beantworten versucht. Die erste dieser Dateien, die tatsa¨ch-
lich existiert, wird als Wurzeldokument ausgegeben. Ob ein Slash (/) die Zeichenkette
terminiert oder nicht, ist meist nicht weiter relevant. Die Webseite des Nutzers toze liegt
auf dem Webserver der Universita¨t. Fu¨r natu¨rliche Nutzer des Rechenzentrums gibt es
einen eigenen Webserver www-user. Intern werden Anfragen an den Haupt-Webserver
www zu Webseiten von natu¨rlichen Nutzern umgeleitet zum Server www-user. Ist der
Hypertext-Verweis lediglich relativ, ergibt er nur in Verbindung mit Informationen zum
aktuellen Pfad Sinn. Aus diesem Grund kommt eine Speicherung eines relativen Pfa-
des nicht in Frage. Er muß kanonisiert und dadurch in einen absoluten Pfad u¨berfu¨hrt
werden.
Durch Kanonisieren werden sogenannte Spidertraps in ihrer Fu¨lle an Mo¨glichkeiten
eingeschra¨nkt. Spidertraps sind Mechanismen, die Webcrawler in Ihrer Funktion behin-
dern, in dem sie versuchen, Webcrawler ohne Wert zu bescha¨ftigen. Am Beispiel eines







Abbildung 13 zeigt eine Webseite, deren Verknu¨pfungen allesamt auf sich selbst ver-
weisen. Bietet eine Webseite einem Crawler sehr viele dieser Verknu¨pfungen an, wird
dieser ohne Kanonisieren eine Zeit lang Ressourcen verschwenden. Die Alternative zum
Kanonisieren ist in diesem Zusammenhang eine Begrenzung der Pfadla¨nge eines Loca-
tors.
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Wie oben dargestellt, ko¨nnen n Verweise auf eine Ressource existieren. Durch das
Kanonisieren werden lediglich einheitliche Strings erzielt.
3.4.2 Dublettenerkennung
Da durch Kanonisieren allein keine vollsta¨ndige Dublettenerkennung mo¨glich ist, bedarf
es anderer Verfahren. Im Beispiel des Nutzers toze in Abschnitt 3.4.1 ist bereits ein
Fall vertreten, der nicht durch URL-Kanonisieren abgedeckt ist. Befinden sich identische
Webseiten auf unterschiedlichen Webservern, kann ein URL kein Vergleichskriterium
mehr sein. Nach Erlhofer (Erl07) ist es in der Praxis inzwischen u¨blich, Checksummen
u¨ber die jeweiligen Dokumente zu bilden und diese im URL-Index zu hinterlegen. Das
Einfu¨gen einer URL erfolgt somit ausschließlich, wenn das dazugeho¨rige Dokument eine
bisher noch nicht gespeicherte Pru¨fsumme aufweist. Ein Beispiel fu¨r eine Pru¨fsumme
ist das stets 128 Bit große Ergebnis des MD5-Verfahrens. Hier gibt es 2128 = 3, 4 ∗ 1038
verschiedene Summen. Eine Kollision bei der Zuordnung von Dokument und Pru¨fsumme
kann passieren, ist aber wenig wahrscheinlich. Um zu sehen, wie hoch die Wahrschein-
lichkeit fu¨r eine solche Kollision ist, betrachtet man zuna¨chst die Wahrscheinlichkeit, bei
einer zufa¨lligen Auswahl von zwei Summen aus 2128, beide male die gleiche Summe zu




Wenn drei Summen a, b, und c gewa¨hlt werden, ergeben sich folgende Paare: (a, b),
(a, c), (b, c). Die Wahrscheinlichkeit eines Konflikts fu¨r drei Paare W (3) betra¨gt:
W (3) = 3 · 1
2128
Fu¨r die Entnahme von 4 Summen, ergeben sich 6 Paare (a, b),(a, c),(a, d),(b, c),(b, d),
(c, d). Die Wahrscheinlichkeit einer Kollision bei 6 Paaren W (6) betra¨gt:
W (6) = 6 · 1
2128
Fu¨r die Entnahme von k Summen, lassen sich Paare ermitteln wie folgt. Jedes k kann
k − 1 Partner haben, es ergeben sich demnach k · (k − 1) Paare. Unter diesen Paaren
befinden sich doppelte Paare: (ki, kj),(kj, ki), daher gibt es lediglich
P =
k · (k − 1)
2
unterschiedliche Paare P . Die Wahrscheinlichkeit mindestens einer Kollision unter
diesen k Paaren, die Kollisionswahrscheinlichkeit W (P ), betra¨gt:
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W (P ) = P · 1
2128
Na¨herungsweise ergibt sich eine Kollisionswahrscheinlichkeit von:





Fu¨r k = 264 ergibt sich daher eine Anzahl von bis zu 264 Summen fu¨r eine Kollisions-
wahrscheinlichkeit von weniger als 50%.
Die Aufgabe der Dublettenerkennung kann ebenso separat betrachtet werden wie die
Kanonisierung. Hierfu¨r erweitert man ein letztes mal die bereits vorgestellte Architektur
um ein optimiertes Modul. In Anlehnung an grundlegende Termini einfacher sequen-
zieller Crawler aus Abschnitt 2.4 heißt das neue Modul Seeder. Es bestimmt fu¨r den
Manager neue URL und stellt sicher, dass nur URL in den Index aufgenommen werden,
welche keinen Ausschlusskriterien wie solchen des Robots Exclusion Standards oder eige-
nen URL-Filterregeln entsprechen. Das Ziel der effizienten URL-Manipulation wird nach
Castillo (Cas04) im Modul zwischen Gatherer und Manager verfolgt, wie Abbildung 14
zeigt.
3.5 Cloaking
Unter Cloaking versteht man die Manipulierung von Webrobots durch das Ausliefern
unterschiedlicher Dokumente vom Webserver in Abha¨ngigkeit des anfragenden Kommu-
nikationspartners. Wird die Anfrage einem Webrobot zugeordnet, erha¨lt dieser ein auf
Suchanfragen vermeintlich optimiertes Dokument. Anwender dieses Verfahrens erhoffen
sich dadurch eine bessere Bewertung bezu¨glich Relevanz ihrer Ressource im Vergleich
zu a¨hnlichen Dokumenten anderer Autoren. Typische Merkmale der einfachsten Me-
thode solcher Autoren sind nicht sichtbarer Text durch u¨bereinstimmende Text- und
Hintergrundfarben, sehr kleine Schriftarten oder durch Stylesheets im nicht sichtbaren
Bereich positionierter Text. Auch mittels Javascript la¨sst sich der Inhalt eines Doku-
ments nachtra¨glich a¨ndern. Das Umleiten zu einer anderen Seite mittels Javascript oder
refresh-Anweisung im META-Tag von HTML nach sehr kurzer Zeit ist eine weitere ein-
fache Methode, Nutzern anderen Inhalt als Robots zu pra¨sentieren. Hierfu¨r kann sogar
auf eine Unterscheidung der Anfragen verzichtet werden. Caches von Suchmaschinen
wu¨rden Nutzern die Differenz zu ihrer Ressource offenbaren, daher dienen die Farb-
und Positionstricks zur Verschleierung von Cloaking. Chellapilla und Chickering (CC06)
beschreiben einen Algorithmus zur Detektion von Cloaking. Er ist in Abbildung 15 dar-
gestellt. Das Verfahren bewertet Dokumente in Abha¨ngigkeit vom HTTP-User-Agents
und vom Ladezeitpunkt.
Eine Ressource wird unter Angabe des HTTP-Headers User-Agent des Crawlers und
ein weiteres mal unter Angabe des User-Agent eines verbreiteten Browsers geladen. Un-
terscheiden sich die beiden Dokumente, werden HTML-Tags entfernt, um anschließend
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Abbildung 14: Softwarearchitektur fu¨r einen Crawler nach Castillo (Cas04) mit Seeder-
modul
eine U¨bereinstimmung beider Texte zu u¨berpru¨fen. Unterscheiden sich beide Dokumente
auch dann noch, wird gepru¨ft, ob diese unterschiedliche Begriffe aufweisen.
Der Unterschied D ist nach Chellapilla (CC06) wie folgt definiert:
D =
|(T1 \ T2) ∪ (T2 \ T1)|
|(T1 ∪ T2)|
T1 und T2 sind Mengen der Begriffe zweier Textdokumente. D gibt an, in welcher
Anzahl von Elementen sich beide Mengen unterscheiden. Bei D = 0 enthalten beide
Mengen die gleichen Elemente.
Ist das nicht der Fall, wird erneut fu¨r jeden User-Agent geladen. Nun stehen Versionen
einer Ressource fu¨r zwei unterschiedliche User-Agent-Inhalte zu zwei verschiedenen Zeit-
punkten zur Verfu¨gung. Hierauf kann nun ein Bewertungsverfahren angewendet werden.




Der geringere beider Werte D fu¨r die Tests D(A1, B1) und D(A2, B2) definiert 4D.




































4D = min(D(A1, B1), D(A2, B2))
4S = max(D(A1, A2), D(B1, B2))
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Sind 4D = 0 und 4S = 0, enthalten beide Dokumente die gleichen Begriffe, es han-
delt sich dann nicht um Cloaking. Unterscheiden sich die Dokumente abha¨ngig vom
Zeitpunkt der Anfrage und nicht abha¨ngig vom User-Agent, wurde die Ressource dy-
namisch erzeugt. Sobald also 4S = 0 und 4D > 0 ist, gilt S = ∞. In solchen Fa¨llen
unterscheiden sich die Dokumente abha¨ngig vom User-Agent und nicht abha¨ngig vom
Ladezeitpunkt. Gilt 0 < S < ∞, differiert der Divisor von 0, die URL wurde potentiell
dynamisch erzeugt. Gilt 0 < S < ∞, wird eine Schwelle t fu¨r den Algorithmus einge-
fu¨hrt, welche den Unterschied dynamischer URLs zu cloaking-URLs bestimmt. Liegt S
u¨ber t, detektiert der Algorithmus von Chellapilla (CC06) Cloaking.
Die Architektur nach Castillo aus Abbildung 14 hat grundlegend bereits alle no¨tigen
Module fu¨r die Umsetzung des Verfahrens von Chellapilla. Die Integration Chellapillas
Verfahren in Castillos Architektur kann so erfolgen, dass ausschließlich das Modul Har-
vester angepasst wird. Hierfu¨r mu¨ßte es bis zu vier mal die gleiche Ressource laden, bis
es diese nach Vollendung des Algorithmus an das Modul Gatherer weitergibt. Einzig der
Zusatz u¨ber detektiertes Cloaking kann dann im Gatherer ausgewertet werden.
Eine andere Mo¨glichkeit ist es, dem URL-Index Informationen u¨ber das Fortschrei-
ten des Cloakingdetektierens anzufu¨gen. So ko¨nnte der Manager nach spa¨testens zwei
Durchla¨ufen eine dem Verfahren entsprechende verla¨ssliche Aussage geben. Hierfu¨r muß
der Harvester jede URL doppelt laden, die gewonnenen Informationstupel an den Ga-
therer u¨bermitteln, welcher auf Gleichheit in HTML, Text oder Begriffen u¨berpru¨ft und
das jeweilige Flag fu¨r die Ressource setzt. Im zweiten Durchlauf muß das Modul den
Scoringtest durchfu¨hren. Diese Variante scheint dem Prinzip der fu¨r spezielle Aufgaben
optimierten Module mehr zu entsprechen.
3.6 Crawling Architektur


















Abbildung 16: Crawlingarchitektur nach Raghavan (MRS06)
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Das Laden einer Ressource aus dem WWW ist mit der Notwendigkeit verbunden,
zu Domainnamen die jeweilige IP zu ermitteln. Bisher nicht angesprochen ist der Fla-
schenhals dieser Aufgabe. Allein die Anfrage an ein Domain-Name-System (DNS) kann
je nach Auslastung der auflo¨senden Komponente mehrere Sekunden Zeit beno¨tigen. Ist
die Namensauflo¨sung vom Betriebsystem blockierend implementiert, kann immer nur
eine Anfrage bearbeitet werden. Hierfu¨r gibt es zwei Lo¨sungsansa¨tze: Zum Einen kann
ein DNS-Cache lokal betrieben werden, der einmal aufgelo¨ste Namen fu¨r eine definierte
Zeit vorha¨lt. Zum Anderen kann die Auflo¨sung in sogenannten Batches erfolgen. Das
bedeutet, Anfragen werden nicht einzeln sondern in einer gro¨ßeren Liste gestellt.
Mit dem Erhalt des Dokumentes beginnt die Verarbeitung, welche in Abschnitt 3.4 be-
reits ausreichend erla¨utert ist. Nach der Entscheidung, ob der Inhalt des Dokuments be-
reits bekannt ist, wofu¨r Fingerabdru¨cke verglichen werden, werden die gefundenen URLs
gefiltert. Ein Pool von Filterausdru¨cken wird diesbezu¨glich verwendet. Wurde bereits ein
anderes Dokument der Domain verarbeitet, ko¨nnen Restriktionsinformationen des Ro-
bots Exclusion Standards (Abschnitt 3.1) bereits bekannt sein. Eine Datenstruktur mit
Informationen u¨ber diese Restriktionen wird nachhaltig vorgehalten fu¨r Vergleiche in
solchen Situationen. Sind die erhaltenen URLs dem System noch unbekannt, werden
diese nun der Frontier bzw. dem URL-Index zugefu¨hrt.
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4 Konzept Webcrawler Framework
Im Einzelnen wurde bisher aufgezeigt, was Webcrawling ist, welche Kriterien hierfu¨r zu
beachten sind und welche Schwierigkeiten es bei der Durchfu¨hrung geben kann. Nun soll
eine Umgebung konzipiert werden, die diese Aufgaben aufgreift und eine implementier-
bare Lo¨sung anbietet.
4.1 Entwicklungsziel
Entwicklungsziel ist ein Webcrawler, welcher die wichtigsten Komponenten bereits ent-
ha¨lt. Das Produkt soll ausgehend von einer initialen Liste mit URL selbsta¨ndig, geeignet
angeordnet und nach Maßsta¨ben allgemeiner Crawlingpoliteness-Kriterien die Ressour-
cen laden. Informationen zu den erhaltenen Dokumenten sollen zur Wiedererkennung
selbiger im System verbleiben. Fu¨r die Speicherung sowie dafu¨r definierte Entscheidungs-
kriterien soll eine Schnittstelle zur Verfu¨gung stehen. Verweisen die gewonnenen Doku-
mente auf weitere Ressourcen, so sollen diese Verweise extrahiert werden. Die weitere
Verarbeitung dieser URL umfasst Kanonisierung, Filterung und Speicherung in einem
URL-Index.
Kernaufgaben sollen in Module unterteilt sein und mu¨ssen weitestgehend dediziert
agieren. Das heißt, definierte Schnittstellen charakterisieren Ein- und Ausgabedaten der
jeweiligen Module. Sie werden von anderen Modulen als sogenannte Black-Box-Systeme
betrachtet. Dies ermo¨glicht die getrennte Weiterentwicklung und Optimierung der Mo-
dule sowie die Erweiterung der Funktionalita¨ten des Frameworks.
4.2 Softwarearchitektur
Den Datenfluß aus Abbildung 17 zu ermo¨glichen, wa¨re relativ unkompliziert. Das Ziel
jedoch, einen konfigurierbaren und modularen Framework zu entwickeln, verlangt es der
Architektur ab, den Datenfluß zu realisieren und daru¨ber hinaus verschiedene vonein-
ander weitgehend unabha¨ngige Komponenten zu entwerfen. Sie alle sollen miteinander
arbeiten, jedoch voneinander getrennt weiterentwickelt werden ko¨nnen. Die Separati-
on verschiedener Aufgaben in verschiedene Architekturbereiche bietet das Model-View-
Controller-Modell (LR06; MSH02). Die View umfasst sa¨mtliche anzeigenden, mit dem
Nutzer interagierenden Aufgaben. Im Modell befinden sich Datenstrukturen und Lo-
gik des eigentlichen Programms. Ein Controller vermittelt zwischen den Parteien. Diese
Form ist typisch fu¨r eine Objektorientierte Programmierung, welche fu¨r eine solche mo-
dulare Entwicklung bestens geeignet ist.
Nach Maßgabe von Castillo (Cas04), der eine Grundlage einer Softwarearchitektur
eines Crawlers beschreibt, wie in Abbildung 14 in Abschnitt 3.4 zu sehen, soll die neue
Architektur aus den gleichen logischen Komponenten bestehen. Die Kommunikation der
Module allerdings soll u¨ber eine Steuerinstanz abgewickelt werden. Diese soll den dedi-
zierten Modulen nur die Informationen zur Verfu¨gung stellen, welche sie allein fu¨r die
Erfu¨llung ihrer Aufgabe beno¨tigen, womit das in Abschnitt 4.1 vorausgesetzte modulare


































Abbildung 18: Framework: allgemeine Komponente
Abbildung 18 zeigt den prinzipiellen Aufbau eines solchen Moduls. Zu verarbeitende
Daten fließen in eine Komponente. Verarbeitete Daten ko¨nnen die Komponente wieder
verlassen. Außerdem erfolgt bezu¨glich der Konfiguration der Black Box eine Kommuni-
kation mit der steuernden Instanz, dem Controller des Frameworks. Die Konfiguration
bezieht sich auf gespeicherte und teils zur Laufzeit vera¨nderbarer Parameter, die das Ver-
halten des jeweiligen Moduls beeinflussen. Daru¨ber hinaus stellt der Controller allgemein
den Zugriff auf gemeinsame Speicherbereiche im erforderlichen Umfang zur Verfu¨gung.
Dieser Controller verbindet in seiner Kernfunktionalita¨t die einzelnen Module derart,
dass insgesamt ein Datenfluss wie in Abbildung 17 erzielt werden kann.
4.3 Crawlingkomponenten im Framework
Die bereits erwa¨hnten vier logischen Module werden im Framework die folgenden Funk-
tionen und Eigenschaften aufweisen:
4.3.1 Seeder
Der Seeder verarbeitet eine Menge mit URL derart, dass dem System bisher unbekannte
URL einer Eingabemenge entnommen und einer Ausgabemenge hinzugefu¨gt werden.
Diese Eingabemenge kann aus den initialen URL ohne Referer oder aus gewonnenen
Verweisen geladener Dokumente mit Refererangabe bestehen. Es bedarf einer Filterung
bereits bekannter URL, doppelter URL unter den Eingabedaten und URL, die gema¨ß
Blacklist nicht geladen werden sollen. Dies umfasst sowohl manuelle Regeln als auch
Kriterien, welche u¨ber Robot Exclusion Standard gewonnen wurden.
Die Eingabeliste wird nicht nur durch Filterung geschma¨lert. Daru¨ber hinaus muß sie
auch um diejenigen URL erweitert werden, die nach Maßsta¨ben der Crawlerpoliteness
die jeweiligen Robots Informationen (robots.txt) enthalten. Liegen dem System bisher







Abbildung 19: Seeder: logisches Modul
Seeder-Modul eine entsprechende URL und fu¨gt sie der Ergebnismenge zu. Die logische
Struktur des Moduls zeigt Abbildung 19. Das Ergebnis wird der URL-Sammlung des
Gesamtsystems zugefu¨hrt.
Um diese Aufgaben zu erfu¨llen, muß jede URL aus der Eingabemenge die Schritte aus
Abbildung 20 durchlaufen. Je nach der vorliegenden Entscheidung werden der Ausgabe
fu¨r eine URL in der Eingabe bis zu zwei URL hinzugefu¨gt. Die eine URL repra¨sentieren-
de Datenstruktur in der Eingabe ist die Zeichenkette. Nach Aufbereitung soll die URL
durch eine Datenstruktur repra¨sentiert werden, welche Protokoll, Hostnamen, Port sowie
Pfad gema¨ß RFC2616 (Abschnitt 2.3) beinhaltet. Eine Konfiguration im Sinne von ver-
a¨nderbaren Parametern ist nicht vorgesehen. Lediglich externe Informationen, die durch
den Crawlingprozess im Framework fu¨r alle Module gleichermaßen zur Verwendung be-
reit stehen, werden u¨ber eine Schnittstelle bereit gehalten. Diese Informationen umfassen
Angaben u¨ber den Bestand aller bekannter Ressourcen und Filterdaten.
4.3.2 Manager
Die Funktion des Managers, das Long Term Scheduling, u¨bernimmt die Black Box mit
einem Datenaustausch, der in Abbildung 22 illustriert ist.
Das Modul muß entscheiden, welche URL aus der gesamten vorhandenen Menge, dem
Index des Webcrawlers, zum Download ausgewa¨hlt werden.
Es findet eine Selektion statt. Der Download soll nicht unmittelbar erfolgen. Dafu¨r for-
dert dieses Modul ein Abbild des URL-Index im Umfang dessen Schlu¨ssel an. Technisch
ermo¨glicht dies eine Schnittstelle zu den global vorhanden Speichern. Neben Konfigurati-
onsparametern stellt diese auch Filter und Index zur Verfu¨gung. U¨ber die Schlu¨sselwerte
werden sa¨mtliche Informationen aus dem Index erreichbar. Sie sind Grundlage fu¨r die
weitere sequenzielle Verarbeitung.
Abbildung 21 zeigt den Kern der Verarbeitung. Nachdem alle URL-Hashwerte des


















Abbildung 20: Seeder: Ablauf
jeden Hashwert erha¨lt das Modul das entsprechende Element vom Index. Ist dieses Ele-
ment nicht bereits als in use markiert, wird gema¨ß dessen Meta-Informationen zur einer
URL der Grad ihrer Interessantheit bestimmt. Hierfu¨r kommt eine Rankingfunktion zum
Einsatz. Jedes Dokument muß anhand definierter Eigenschaften bewertet und anschlie-
ßend in eine priorisierte Speicherstruktur einsortiert werden. Die Bewertung setzt sich
zusammen aus drei Kriterien mit jeweiligen Gewichtungen.
Das erste Kriterium ist time, die Zeit der Ressource, die der Crawler bereits wartet,
ohne diese auf eine etwaige A¨nderung zu untersuchen. Die Zahlen repra¨sentieren jeweils
die Zeit in Millisekunden bis 1970. Das Verha¨ltnis zwischen des am la¨ngsten wartenden
Elements und des aktuell untersuchten wird ermittelt wie folgt. Wurde die URL bisher





















Abbildung 21: Manager: Ablauf
time =
(




Das zweite Kriterium ist change, also die Ha¨ufigkeit von A¨nderungen des beobachteten
Objekts. Hat sich das Element bisher nicht gea¨ndert, so ist change = 0. Ansonsten
definiert die mittlere A¨nderungszeit des Elements in Sekunden mtbc dividiert durch das









Das dritte und letzte Kriterium ist white. Der Wert dieses durch den Anwender vor-
gegebenen Filterkriteriums betra¨gt solange 0, bis ein Filterkriterium des Anwenders zu-
trifft. Dann wird sprunghaft der Wert 100 angenommen. Eine Whitelist ha¨lt diejenigen
Regeln zur Beschaffenheit einer URL vor, die dem lokalen Crawlingziel nu¨tzlich sind.
Jeweilige Gewichtungen gi (mit dem Wertebereich [0..1], g1+g2+g3 = 1) beeinflussen
die Entscheidung nach Maßgabe des Anwenders.




Abbildung 22: Manager: logisches Modul
Die aktuell interessantesten URL bilden die Ergebnismenge. Diese wird dem Short
Term Scheduling zugefu¨hrt.
4.3.3 Harvester
Aufgabe dieses Moduls ist das eigentliche Laden der jeweils ausgewa¨hlten Ressourcen
gema¨ß der Richtlinien der Crawler Politeness. Dafu¨r sollen die Eingabedaten, die URL
des Long Term Scheduling (LTS) , so effizient wie mo¨glich abgearbeitet werden. Diese
Schedulingaufgabe, das Short Term Scheduling (STS) , wird nebenla¨ufig gelo¨st. Das O¨ff-
nen vieler HTTP-Verbindungen erzielt eine gro¨ßtmo¨gliche Auslastung der vorhandenen
Bandbreite. Je nach Geschwindigkeit der Webserver sammelt der Crawler die Daten ein
und ha¨lt sie fu¨r die weitere Verwertung bereit. Um eine Pause zwischen dem Laden zwei
aufeinanderfolgender URL eines gemeinsamen Webservers zu gewa¨hrleisten, soll fu¨r jede
in der Schedule-Liste vorhandene IP-Adresse genau ein Thread arbeiten. Jeder Thread
erha¨lt die Aufgabe, eine Liste mit URL einer gemeinsamen IP-Adresse sequenziell zu la-
den. Zwischen dem Laden zweier URL aus der Schedule-Liste muß eine Pause eingehalten
werden. Dieser Mechanismus erfordert eine vorherige Umsortierung der LTS-Daten. Fu¨r
diese Aufgabe soll ein Submodul entwickelt werden, welches die URL-Elemente in Tu-
peln <IP,URL> aufnimmt und eine Liste mit URL zu einer angeforderten IP liefert. Fu¨r
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Abbildung 23: Harvester: Download-Algorithmus
Die Auswertung der HTTP-Response Codes findet in diesem Modul statt. Tempo-
ra¨ren Umleitungen wird zur Laufzeit gefolgt, permanente Umleitungen fu¨hren zu einer
sofortigen Anpassung im Index. Eine entsprechende Routine ha¨lt der URL-Index bereit.
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Inc STS redirection Counter
zu oft? response = NOT AVAILABLE
Inc LTS move Temp
zu oft?
url = header ("location")






Abbildung 24: Harvester: Tempora¨re Umleitung (processTempRedirection)
inc STS redirection Counter
change URL in Index
url = header ("location")
zu oft response = NOT_AVAILABLE
Ja
Nein
Abbildung 25: Harvester: Permanente Umleitung (processPermRedirection)
Abbildung 24 zeigt die Reaktion der Ladeeinheit auf eine erhaltene Meldung u¨ber eine
tempora¨re Umleitung der angeforderten Ressource. Fu¨r die Dauer des aktuellen Short
Term Scheduling wird ein Za¨hler inkrementiert, der verhindert, in einer Redirection-
Loop, einer Variante von Spider-Traps (Abschnitt 3.4), zu verharren. Wurden Umlei-
tungsschleifen u¨ber konfigurierbare Schwellen hinaus detektiert, so wird ebenso verfah-
ren, wie bei einer U¨berschreitung der konfigurierbaren Ha¨ufigkeit erfolgloser Ladeversu-
che. Dann entfernt der Harvester den Eintrag aus dem Index.
Den Ablauf bei einer permanenten Umleitung zeigt Abbildung 25. Dann wird der Index
angepasst, so dass die bisherige URL durch die neu erhaltene ersetzt wird. Liefert der
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Webserver ein Dokument mit einer Auswahl an a¨hnlichen Ressourcen mit dem Status 300
(Multiple Choices), so wird dies im Index-Element vermerkt. Das Laden dieser potentiell
neuen Links findet fru¨hestens im na¨chsten Zyklus statt, wa¨hrend die Extraktion direkt
im folgenden Modul, dem Gatherer, erfolgt. Deswegen ist dieser Vorgang nur genau
einmal no¨tig. Weist eine URL im Index einen vorher gespeicherten Status 300 auf und
liefert der Webserver aktuell den selben Status, kann davon ausgegangen werden, dass
die nun erhaltenen a¨hnlichen URL bereits vorher extrahiert wurden. Diese Ressource





Abbildung 26: Harvester: logisches Modul
Abbildung 26 visualisiert den Harvester als Black Box. Die Ergebnisdaten sind die
geladenen Dokumente mitsamt ihrer Headerinformationen. Diese mu¨ssen dem letzten
der vier logischen Module fu¨r einen Crawlingkreislauf zugefu¨hrt werden ko¨nnen, um ggf.
potentiell neue URL einzusammeln oder allgemein Informationen zu extrahieren.
4.3.4 Gatherer
Im vierten und letzten fu¨r den Crawlingzyklus notwendigen Modul sollen die gewonne-
nen Daten schließlich ausgewertet werden. Webserver u¨bermitteln den Medientyp einer
jeden U¨bertragung. Diese Typen sind in RFC 2046 (Net96) unter dem Bezeichner Mul-
tipurpose Internet Mail Extensions (MIME) standardisiert. Fu¨r das Modul Gatherer
ist insbesondere das Durchsuchen von Dokumenten mit MIME-Typ text/html von Be-
deutung. Darin ko¨nnen sich Hyperlinks befinden, die extrahiert und dem Seeder-Modul
zufu¨hrbar sein mu¨ssen.
Abbildung 27 zeigt die Besonderheit dieses Moduls. Es werden neben den extrahierten
URL auch Dokumente zur Verfu¨gung gestellt, die gespeichert werden sollen. Kriterien
hierfu¨r werden je nach MIME-Typ extern zugefu¨hrt. Da im Gatherer die geladenen Res-
sourcen verarbeitet werden, mu¨ssen auch hier Robot Exclusion Informationen gewonnen








Abbildung 27: Gatherer: logisches Modul
Der grobe Programmablauf erschließt sich aus Abbildung 28. Die geladenen Daten
durchlaufen diese Schritte einzeln und sequentiell. Zuna¨chst wird ein Fingerabdruck
(engl. fingerprint: FP ) berechnet. Der zugrundeliegende Algorithmus ist der Message-
Digest Algorithm 5 MD5 (Net92). Dieser Fingerabdruck wird mit allen vorhandenen
verglichen, um zu entscheiden, ob das System den Inhalt bereits kennt. Kennt der Craw-
ler diesen Fingerabdruck und die Verbindung mit der zugrunde liegenden URL, bedarf es
keiner weiteren Verarbeitung. Dies detektiert einen Recrawl ohne Vera¨nderung der Res-
source, ohne neue Informationen. Ist die Kombination <FP,URL> bislang unbekannt,
wird sie sofort gespeichert. Wurde die URL jemals geladen, wurde die Kombination in
einem fru¨heren Durchlauf bereits gespeichert. Deshalb muß diese veraltete nun wieder
entfernt werden. Die Schlußfolgerung aufgrund eines von Null verschiedenen Ladeza¨h-
lers ist, dass der Fingerabdruck, nicht jedoch aber die URL unbekannt ist. Es muß sich
in diesem Fall um eine vera¨nderte Ressource handeln, was ein Inkrementieren des La-
deza¨hlers erforderlich macht. Wurde die URL bisher noch nicht geladen, werden diese
Schritte u¨bersprungen. War der Fingerabdruck initial bereits als unbekannt eingestuft,
ist das vorhandene Dokument ga¨nzlich neu im System und muß MIME-spezifisch wei-
terverarbeitet werden. War er bekannt, ist keine weitere Bearbeitung notwendig, da das
Dokument bereits unter einer anderen bekannten URL erreichbar ist. Dieser neu ent-
deckte Spiegel kann keine unbekannten Daten enthalten.
Fu¨r die MIME-spezifische Verarbeitung sollen dedizierte Submodule erstellt werden.
Das Submodul fu¨r text/plain muß lediglich entscheiden, ob sich Informationen gema¨ß
Robot Exclusion Standard extrahieren lassen, diese ggf. extrahieren und im System u¨ber-
schreiben. Informationen ko¨nnen ausgelesen werden, wenn mindestens ein Block fu¨r alle
Agenten (user-agent) oder fu¨r den eigenen gilt. Dann mu¨ssen der Datei entnommene
Allowed- und Disallowed-Pfade in gleichnamigen Listen einer Speicherkomponente des
Frameworks hinterlegt werden. Die Entscheidung, ob die aktuelle Ressource u¨ber ih-
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Abbildung 29: Gatherer: MIME-Typ text/plain
festen Anzahl von Kriterien des Frameworks zu treffen. Abbildung 29 zeigt den Ver-
lauf. Die aktuelle Entscheidungsgrundlage ist lediglich die Dateigro¨ße. Die Konzeptuelle
Kapselung dieser Entscheidung erleichtert die spa¨tere Erweiterung der Kriterien.
Die Aktionen fu¨r den MIME-Typ text/html zeigt Abbildung 30. Hier sollen gema¨ß
Crawler Politeness Meta-Tags robots interpretiert werden. Ausgehend von einer Grund-
einstellung, allen Verweisen du¨rfe gefolgt und das Element indexiert werden, ko¨nnen
Angaben der Html-Seite diese Freiheiten einschra¨nken. Abbildung 31 zeigt den Verlauf.
Zuna¨chst wird gepru¨ft, ob Hyperlinks extrahiert werden ko¨nnen. Die Angabe nofollow
verhindert dies. Bei Erlaubnis werden daher sa¨mtliche Anchor-Tags (”<a>”) durchsucht,
die Daten des href -Attributs gesammelt und zwischengespeichert. Der Ablauf erschließt
sich aus Abbildung 32. Relative URL werden in absoulte URL u¨berfu¨hrt. Die so ge-
wonnenen Daten sollen dem Seeder-Modul u¨berlassen werden ko¨nnen. Befindet sich die
Anweisung noindex in der Content-Zelle des Meta-Tags robots, so wird das Element
aus dem Index entfernt. Insofern das verknu¨pfte Dokument im Framework gespeichert
wurde, wird es nun auch entfernt. Darf das Element im Index bleiben, wird nun dar-
u¨ber entschieden, ob das entsprechende Dokument gespeichert werden soll. Die Kriterien
hierfu¨r befinden sich in der Konfiguration.
4.4 Speicherkomponenten im Framework
Gegliedert und gekapselt in ihre jeweiligen Kernfunktionen sollen die Speicherkompo-



















Abbildung 30: Gatherer: MIME-Typ text/html
4.4.1 UrlIndex
In diesem Index sollen sa¨mtliche bekannten URL gespeichert werden. Zu jeder URL
mu¨ssen eine Vielzahl an Meta-Informationen organisiert werden, die den Crawlingpro-
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Abbildung 31: Gatherer: MIME-Typ text/html - extract Meta-Tag robots
link = attribute.content()
for each "A HREF"−Tag
in document :
documentElement
ret = list of <string,url>
ret.add(<link,referer>)
Abbildung 32: Gatherer: MIME-Typ text/html - extract Hyperlinks
zess unterstu¨tzen ko¨nnen. Diese Meta-Informationen sollen bislang folgende Angaben
umfassen:
• einen Zustandsspeicher (Boolean), welcher angibt, ob die Ressource derzeit in
Bearbeitung ist,
• die URL (Datenstruktur gema¨ß Grammatik aus Abschnitt 2.2) der Ressource,
• den Hash dieser URL als Integer
• den Zeitpunkt der Aufnahme der URL in den Index (Datum)
• den Zeitpunkt des letzten erfolgreichen Ladens der Ressource (Datum)
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• den Zeitpunkt des ersten erfolgreichen Ladens der Ressource (Datum)
• einen Za¨hler fu¨r die beobachtete A¨nderungsha¨ufigkeit des Dokuments (Integer)
• einen Za¨hler fu¨r die Ladeha¨ufigkeit (Integer)
• den aktuellen Fingerabdruck des Dokuments (String)
• einen Za¨hler (Integer) fu¨r die unmittelbare Fehlerha¨ufigkeit im Long Term
Scheduling (HTTP-Status 404)
• einen Za¨hler (Integer) fu¨r unmittelbare tempora¨re Umleitungen im Long Term
Scheduling
• einen Za¨hler (Integer) fu¨r unmittelbare Umleitungen im Short Term Scheduling
• einen Zustandsspeicher (Boolean) u¨ber HTTP-Status 300 (multiple Choices) fu¨r
Long Term Scheduling
Hierfu¨r soll eine eigene Datenstruktur zum Einsatz kommen, ein UrlIndexElement. Der
Funktionsumfang des Index, welcher diese Elemente organisiert, unterteilt sich in Kern-
funktionen eines Speichermoduls und Hilfsfunktionen fu¨r die Crawlingkomponenten. Im
Einzelnen ergeben sich folgende Funktionalita¨ten:
• das Hinzufu¨gen eines Elements in den Index,
• der Zugriff auf ein Element aus dem Index,
• das Entfernen eines Elements aus dem Index,
• das Ersetzen einer URL eines Elements,
• Auskunft u¨ber Vorhandensein eines bestimmten Elements,
• Auskunft u¨ber die gro¨ßte mittlere A¨nderungszeit eines Elements im Vergleich zu
allen u¨brigen,
• Auskunft u¨ber die gro¨ßte Zeitspanne, die ein Element, im Vergleich zu allen u¨bri-
gen, auf Laden der Ressource wartet
Die Organisation soll mittels Hashwerten u¨ber die URL erfolgen, um einen schnellen
Zugriff zu erzielen.
4.4.2 Fingerprints
Eine weitere Datenstruktur verwaltet die Fingerabdru¨cke der geladenen Ressourcen. Ziel
ist es, A¨nderungen der Dokumente mit diesem Speicher zu erkennen. Zusa¨tzlich sol-
len hier die Meta-Information der Dokumente so organisiert werden, dass sogenannte
Spiegel, also URL mit identischen Inhalten, zuordenbar sind. Eine wiederholte Verarbei-
tung gleicher Ressourcen soll somit unterbunden werden. Folgender Funktionsumfang
des Speichers ist angedacht:
• Hinzufu¨gen eines Tupels <Fingerprint, URL>,
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• Entfernen eines Tupels <Fingerprint, URL>,
• Anforderung einer Liste mit sa¨mtlichen URL, die zu einem Fingerprint gespeichert
sind,
• Auskunft u¨ber Existenz eines Fingerabdrucks im Speicher,
• Auskunft u¨ber Existenz eines Tupels <Fingerprint, URL> im Speicher
Um diese Funktionalita¨ten zu gewa¨hrleisten, soll eine Datenstruktur fu¨r die Tupel
verwendet werden, welche einem Fingerabdruck eine Liste von URL zuordnet. Diese
Datenstruktur soll das Hinzufu¨gen, Entfernen und Auskunft u¨ber Existenz einer URL
ermo¨glichen. Die Funktionen des Fingerprintspeichers sind folgende:
Hinzufu¨gen eines Tupels
Ist der Fingerabdruck bislang nicht vorhanden, wird ein neues Element zum Speichern
des Tupels generiert. Diesem wird die im Tupel angegebene URL angefu¨gt. Wenn der
Fingerabdruck bereits im Speicher ist, wird das vorhandene Element um die URL erwei-
tert.
Entfernen eines Tupels
Dem vorhandenen Fingerprintelement wird die im Tupel angebene URL entzogen. Exis-
tiert danach keine URL mehr im Element, wird es selbst entfernt.
Auskunft u¨ber Fingerabdruck
Die Fingerabdru¨cke sind in einer Liste organisiert. Entha¨lt diese Liste den gegensta¨nd-
lichen Fingerabdruck, dann liefert dieser Speicher ein positives Ergebnis.
Auskunft u¨ber Relation Fingerabdruck und URL
Die Liste mit Fingerprints entha¨lt Tupel <FP,URL-Liste>. Die Existenzauskunft eines
Tupels <FP,URL> liefert true, wenn die URL-Liste des entsprechenden FP-Elements
die URL entha¨lt.
4.4.3 Robots Exclusion
Existieren Regeln fu¨r Zugriffe auf Ressourcen durch Webrobots, so werden diese wie in
Abschnitt 3.1.1 publiziert. Solche Informationen werden hier gespeichert, um im Craw-
lingprozess einfließen zu ko¨nnen. Auch hier gibt es Allow- sowie Disallow-Blo¨cke mit
Pfaden, welche von markierten Clients nicht geladen werden sollen. Dieses Modul kann
entscheiden, ob eine URL vom Crawler geladen werden darf. Folgende Funktionen sind
dienlich:
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• Einfu¨gen, Entfernen sowie Ausliefern einer Liste von verbotenen Pfaden fu¨r eine
Domain gema¨ß robots.txt,
• Einfu¨gen, Entfernen sowie Ausliefern einer Liste von erlaubten Pfaden fu¨r eine
Domain gema¨ß robots.txt,
• Einfu¨gen, Entfernen, Ausliefern sowie Erweitern einzelner erlaubter Pfade fu¨r eine
Domain gema¨ßg Meta-Tag,
• Einfu¨gen, Entfernen, Ausliefern sowie Erweitern einzelner unerlaubter Pfade fu¨r
eine Domain gema¨ß Meta-Tag,
• Auskunft u¨ber Existenz von Robots Exclusion Informationen zu einer Domain,
• Ausliefern einer Gesamtliste von erlaubten Pfaden einer Domain,
• Ausliefern einer Gesamtliste von verbotenen Pfaden einer Domain,
• Auskunft, ob eine angegebene Url geladen werden darf oder nicht
Informationen aus robots.txt und Meta-Tag werden voneinander getrennt in gleichen
Datenstrukturen, den Robots Elementen, gespeichert. Die Ursache fu¨r diese Trennung ist
begru¨ndet mit den Unterschieden ihrer Aktualisierung. Informationen einer robots.txt
mu¨ssen komplett u¨berschrieben, sobald diese sich a¨ndert, da mit ihrer Aktualisierung die
alten Regeln obsolet sind. Informationen aus dem Meta-Tag hingegen mu¨ssen getrennt
behandelt werden. Die Ermittlung ihrer Gu¨ltigkeit ist nicht pauschal fu¨r eine Domain
mo¨glich. Aus diesem Grund werden im Framework auch keine dieser Informationen ge-
speichert. Damit dieser Speicher als Werkzeug nicht unvollsta¨ndig ist, stellt er prinzipiell
eine Nutzungsmo¨glichkeit bereit.
Diese angefu¨hrten Datenstrukturen speichern die Domain, eine Liste mit erlaubten
sowie eine Liste mit nicht erlaubten Pfaden, als Zeichenkette. Die Rekonstruktion einer
validen URL aus diesen Daten bleibt mo¨glich, weil die Zeichenkette der Domain außer-
dem Angaben u¨ber Protokoll und Port entha¨lt. Die gespeicherten Elemente befinden sich
sortiert nach dem Integer-Hashwert der jeweiligen Domain im Robot Exclusion Speicher.
4.4.4 URL-Filter
Manche URL sind so beschaffen, dass diese vom Anwender ohne weitere Pru¨fung vom
Crawlingprozess ausgeschlossen oder forciert werden sollen. Dafu¨r wird dieses Modul
Negativ- und Positivlisten mit Regeln in Zeichenketten aufbewahren und verwalten.
Trifft eine Regel der Positivliste auf eine untersuchte URL zu, u¨berdeckt dies die Regeln
der Negativliste. Die Syntax dieser Regeln ist definiert durch die bekannten Regula¨ren
Ausdru¨cke (IEE04). Folgende Funktionen dieses Speichers sind erforderlich:
• Setzen der Positivliste (Whitelist),
• Hinzufu¨gen einer Zeichenkette zur Whitelist,
• Entfernen einer Zeichenkette von der Whitelist,
• Auskunft u¨ber Vorhandensein einer bestimmten Regel in der Whitelist,
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• Auskunft u¨ber Zutreffen einer Regel der Whitelist auf eine angegebene URL,
• Leeren der Whitelist,
• Setzen der Negativliste (Blacklist),
• Hinzufu¨gen einer Zeichenkette zur Blacklist,
• Entfernen einer Zeichenkette von der Blacklist,
• Auskunft u¨ber Vorhandensein einer bestimmten Regel in der Blacklist,
• Auskunft u¨ber Zutreffen einer Regel der Blacklist auf eine angegebene URL,
• Leeren der Blacklist,
• Auskunft u¨ber Zustand der Listen, ob gefu¨llt oder nicht
Die Auskunft, ob eine URL durch eine Regel betroffen ist, wird algorithmisch trivial
in zwei Schleifen gelo¨st. Jede Regel der Positivliste wird auf die Zeichenkette der repra¨-
sentierten URL angewendet bis diese gefunden wird. Trifft keine Regel der Positivliste,
findet der Ablauf mit der Negativliste statt. Eine URL soll herausgefiltert werden, wenn
mindestens eine Regel der Blacklist und keine Regel der Whitelist zutrifft.
4.4.5 Konfiguration
Der Framework hat einige Parameter, die zur Laufzeit und daru¨ber hinaus vera¨nderbar
sein mu¨ssen. Pfade, Schwellwerte, Batch-Gro¨ßen und Gewichte mu¨ssen verwaltet wer-
den. Die Administration der Werte geschieht zum Einen initial bei einem ersten Start
durch fixe Gro¨ßen und zum Anderen interaktiv u¨ber die grafische Benutzeroberfla¨che.
Die Gliederung in nach Modulen getrennte Strukturen soll das Versta¨ndnis fu¨r Zuge-
ho¨rigkeit fo¨rdern. Die zu konfigurierenden Module Manager, Harvester und Gatherer
werden gekapselt organisiert.
Manager
Fu¨r den Manager notwendige Konfiurationsparameter sind:
• Zeit in Stunden, repra¨sentiert durch eine Ganzzahl, die der Crawler bei erneuter
Aufnahme einer Ressource ins Long Term Scheduling nicht unterschreiten darf,
• Gewichtung fu¨r Rankingparameter time,
• Gewichtung fu¨r Rankingparameter change,
• Gewichtung fu¨r Rankingparameter white,
• Schwellwert, wie oft die STS-Liste, also die n besten Quellen der LTS-Liste, vom
Manager abgeholt werden darf, bis sie von zu alten URL gesa¨ubert werden soll
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Anmerkung: Die Summe der drei Gewichte darf den Wert 1 nicht u¨berschreiten.
Harvester
Die Parameter des Harvesters sind die Folgenden:
• Zeichenkette des HTTP-USER-AGENT fu¨r HTTP-Verbindungen des Crawlers,
• Zeit (in ms), die der Harvester zwischen dem Laden zweier Ressourcen mit gleicher
IP-Adresse, warten soll,
• Maximale Anzahl der nebenla¨ufigen Downloadtasks,
• Maximale Anzahl URL der zu beziehenden STS-Liste
• Pfad im Dateisystem als Zeichenkette, in welchen der Harvester tempora¨r Dateien
schreiben darf,
• Grenzwert fu¨r die Gro¨ße der Liste mit geladenen Dokumenten. Kein weiteres La-
den, wenn diese Liste schneller wa¨chst als aus ihr gelesen werden kann,
• Schwellwert, wie oft der Harvester beim Download einer URL-Umleitung unmit-
telbar folgt,
• Schwellwert, wie oft der Harvester eine tempora¨re URL-Umleitung als solche be-
handelt bis sie als permanente interpretiert wird,
• Schwellwert fu¨r Toleranz bei Fehlerversuchen eines Ladens einer Ressource im Long
Term Scheduling, bei U¨berschreiten wird die betreffende URL aus dem URL-Index
entfernt
Gatherer
Dem Gatherer soll bislang der Parameter der Gro¨ße der zu verarbeitenden Dokumen-
tenliste genu¨gen. Seine Submodule fu¨r MIME-spezifische Verarbeitung werden hier zu-
sa¨tzlich voneinander getrennt konfiguriert. Fu¨r das Stadium dieser Entwicklung reicht
jeweils eine Dateigro¨ßenbeschra¨nkung, welche entscheidet, ob das betreffende Dokument
gespeichert werden soll.
4.4.6 Persistenter Speicher
Geladene Dokumente sowie zu speichernde Meta-Informationen, wie bisher im Haupt-
speicher vorgehaltene Crawling-Daten - Index, Konfiguration, Fingerabdru¨cke, Filter
und Robots Exclusion Daten, werden hier aufbewahrt bzw. organisiert. U¨bergebene Da-
ten sollen auf einem persistenten Datentra¨ger gespeichert werden. In diesem Konzept
dient das lokale Dateisystem als fester Speicherort. Analog zum Ablegen von Dateien
kann dieses Modul gespeicherte Daten auf Anfrage liefern. Der Identifikator fu¨r gelade-
ne Daten ist die Fingerabdruck. Dateien mit dem selben Fingerabdruck ko¨nnen nicht
mehrfach gespeichert werden. Damit dennoch eine Zuordnung mo¨glich ist, werden wie im
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Modul Fingerprint mehrere URL auf einen Fingerabdruck abgebildet. Der Identifikator
fu¨r ein instanziiertes Speichermodul ist die eine dessen zugrundeliegende Datenstruktur
repra¨sentierende Zeichenkette. Somit ko¨nnen beliebige Module des Frameworks persis-
tent, also u¨ber die Laufzeit hinaus, vorhanden sein. Dies ermo¨glicht ein kontrolliertes
Unterbrechen des Programmablaufs und somit ein Fortsetzen an definierter Position im
Crawlingfortschritt. Folgende Funktionen werden beno¨tigt:
• Speichern einer Datei,
• Lo¨schen einer gespeicherten Datei,
• Auskunft u¨ber Existenz einer Datei im Speicher,
• Speichern von Meta-Informationen in einer allgemeinen Datenstruktur anhand ei-
ner Zeichenkette als Identifkator,
• Auskunft u¨ber Existenz einer gespeicherten allgemeinen Datenstruktur,
• Speichern der eigenen vorgehaltenen Daten auf Aufforderung
Um die gespeicherten Dateien organisieren zu ko¨nnen, soll ein lokaler File Index An-
wendung finden. Diesem File Index werden Tupel der Art <Fingerprint, Url> zugefu¨hrt.
Der Funktionsumfang ist der Folgende:
• Hinzufu¨gen eines Tupels <FP,URL>,
• Entfernen eines Tupels <FP,URL>,
• Auskunft u¨ber Existenz eines Eintrags zu einem Fingerabdruck,
• Auskunft u¨ber Existenz einer Url zu einem Fingerabdruck
Um diese Tupel zu speichern, wird ein Tupel-Element in einer nach Fingerabdru¨cken
sortierten Struktur gespeichert. Dieses Element entha¨lt eine den Abdruck repra¨sentie-
rende Zeichenkette sowie eine Liste mit Urls. Beim Hinzufu¨gen eines Tupels in den File
Index muß daher gepru¨ft werden, ob der Fingerabdruck bereits bekannt ist. Dann wird
die Url dem Element zugefu¨gt, sonst wird eines erstellt. Analog, beim Entfernen einer
Kombination aus FP und URL, muß das Speicherelement gelo¨scht werden, wenn es keine
Url mehr entha¨lt. Abschnitt 4.4.2 beschreibt die Struktur des Fingerprint-Speichers, der
auch hier in seiner Form angewendet wird.
4.5 GUI
Die grafische Benutzeroberfla¨che (GUI) dient zur Steuerung und zur Beobachtung des
Crawlingprozess. Die Abarbeitung kann angehalten, Parameter vera¨ndert und URL hin-
zugefu¨gt werden. Außerdem soll das Programm so beendet werden ko¨nnen, dass eine
Wiederaufnahme des Crawlings zum Beende- und Zwischenspeicherzeitpunkt mo¨glich
ist. Hierfu¨r soll eine intuitive Menu¨leiste sowie die bekannte Tab-Technologie verwendet




Fu¨r die Prozessbeobachtung soll der Status der jeweiligen Crawling-Komponenten ange-
zeigt werden. Außerdem sollen Angaben u¨ber die Gro¨ße des URL-Index, der jeweiligen
verarbeiteten Listen sowie die Anzahl an URL mit Status Code 404 vorhanden sein. Die
Informationen u¨ber die Menge an bereits untersuchter Ressourcen sowie die Anzahl der
vorhandenen Daten aus robots.txt sollen ebenso erkennbar sein.
4.7 Controller
Die Verknu¨pfung der einzelnen aktiven Module aus Abschitt 4.3 ist Aufgabe des Control-
lers. Dieser nutzt außerdem weitere Komponenten, die zusammengefasst als Datenspei-
cher, teilweise als komplexe Datenspeicher, bezeichnet werden und bereits in Abschnitt
4.4 beschrieben wurden. Abbildung 33 zeigt eine U¨bersicht u¨ber die logischen Module
und welche Verbindungen es gibt.
Manager HarvesterSeeder Gatherer
StorageRobots ExclusionFingerprint Filer Url Index Config
Controller
GUI
Abbildung 33: Controller: Verbindungen im Framework
4.7.1 Kommunikation der Komponenten
Da sa¨mtliche Verbindungen einzelner Module u¨ber den Controller abgewickelt werden,
ist es nicht angedacht, dass Crawlingmodule direkt Daten austauschen. Trotzdem besteht
eine semantische Abha¨ngigkeit untereinander. So sind Eingabedaten eines Modules die
Ausgabedaten eines anderen. Beno¨tigt ein Crawlingmodul die Daten eines anderen, um
die eigene Aufgabe zu erfu¨llen, mu¨ssen diese Daten zugefu¨hrt werden. Dies ist mo¨glich,
wenn die Datenstruktur in einem externen Speichermodul bereit liegt und lediglich die
Referenzen den einzelnen Crawlingmodulen bekannt sind. Per Definition der Architektur
sind Datenstrukturen im Controller fu¨r diesen Zweck ausgeschlossen. Ein gemeinsamer
externer Speicher hat dagegen das Problem des wechselseitigen Zugriffs durch die Mo-
dule. Die dedizierte Entwicklung betra¨fe bei A¨nderungen am Speichermodul sowohl die
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Crawlingmodule der Eingabe als auch die der Ausgabe. Besser erscheint es dem Autor,
semantisch zusammen geho¨rige Aufgaben in den dafu¨r vorgesehenen Modulen zu lo¨sen.
Bela¨sst also jedes Crawlingmodul seine Ergebnisdaten in einem eigenen, lokalen Speicher,
kann der Controller bei Bedarf diese Daten dort Abholen. Dies tut er, wenn ein Modul
Eingabedaten verlangt. Daru¨ber hinaus gibt es Operationen auf gemeinsam zugeteil-
te Speichermodule. Fu¨r die Besonderheiten des asynchronen Zugriffs auf diese Speicher
enthalten die Module geeignete Mechanismen. Aus Sicht der jeweiligen Crawlingmodul-
Entwickler stehen die zugeteilten Daten exklusiv zur Verfu¨gung.










Abbildung 34: Controller: Kommunikation mit Seeder
Abbildung 34 zeigt den Ablauf der Kommunikation beider Bereiche. Der Controller
startet zuna¨chst den Seeder. Dieser holt stets am Anfang seiner Sequenz eine Liste
mit URL, die verarbeitet werden sollen. Der Controller holt diese Liste vom Gatherer,
insofern eine vorhanden ist. Ist dies nicht der Fall, gibt das Modul die Ressource CPU
wieder frei und wartet. Wenn eine Liste geliefert wurde, wird diese komplett abgearbeitet.
Sind die Eingabedaten fertig verarbeitet, stehen Ausgabedaten bereit. Mit einem Signal
ready informiert der Seeder den Controller u¨ber vorhandene Ergebnisdaten. Sobald der
Controller dieses Signal erha¨lt, versucht dieser, die Ergebnisliste mit den neuen URL
abzuholen, um sie anschließend selbst dem URL-Index zuzufu¨hren. Das Erstellen neuer
Elemente im Index ist dem Controller vorbehalten. Zur Datenverarbeitung des Seeders
beno¨tigt dieser zusa¨tzlich Zugriff auf die Speichermodule. Dieser Zugriff erfolgt u¨ber
eine Zuteilung der Referenzen durch den Controller. Diese Zuteilung von Referenzen










Abbildung 35: Controller: Kommunikation mit Manager
Abbildung 35 visualisiert die Kommunikation der Module Manager und Controller.
Wieder startet der Controller ein Crawlingmodul, den Manager. Dessen erste Aufgabe
ist es, die Menge sa¨mtlicher indexierter URL einzuholen. Konkret handelt es sich bei
dieser Menge lediglich um Hash-Werte, durch welche der Zugriff auf den URL-Index er-
mo¨glicht wird. Sobald genu¨gend Ergebnisdaten vorhanden sind, informiert der Manager
den Controller. Dieser kann nun die Liste der interessantesten URL dem Short Term
Scheduling zufu¨hren. Auch der Manager ist abha¨ngig von den Speicherstrukturen, wel-
che er ebenso durch Referenzen u¨ber den Controller kontaktiert. So ko¨nnen zum Beispiel
anhand der Hash-Werte Elemente aus dem Index gelesen und interpretiert werden. Sind
sa¨mtliche Eintra¨ge im Index genau einmal bewertet, wartet der Manager wiederum auf
ein Startsignal des Controllers.
4.7.4 Harvester-Controller-Kommunikation
Auch der Harvester wird durch den Controller gestartet, wie Abbildung 36 zeigt. Die
notwendige Liste der interessantesten URL wird vom Controller gefordert. Dieser erha¨lt
die Daten zwar technisch vom Manager, dies ist in der Kommunikation an dieser Stelle
allerdings weder ersichtlich noch relevant. Nach dem Erhalt der Daten kann die Abarbei-
tung im Harvester vollzogen werden. Nach dem Laden der Dokumente verbleiben diese in
einem eigenen Speicher. Ist eine konfigurierte Mindestmenge an geladenen Dokumenten
vorhanden, wird der Controller u¨ber dieses Ereignis informiert. Dieser startet darauf-
hin das betreffende Crawlingmodul, hier ist es der Gatherer, falls es inaktiv ist. Erha¨lt
der Harvester keine Menge mit zu verarbeitenden URL durch den Controller, wartet









Abbildung 36: Controller: Kommunikation mit Harvester









Abbildung 37: Controller: Kommunikation mit Gatherer
Der Start des Gatherers durch den Controller fu¨hrt zu einer Anforderung der Liste mit
abzuarbeitenden Dokumenten in Gegenrichtung. Falls diese Liste nicht geliefert werden
kann, also der Controller keine vom Harvester erhalten konnte, wartet der Gatherer
auf ein Startsignal und beginnt im entsprechenden Fall wieder von vorn. Sobald im
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Parsingprozess neue URL extrahiert wurden, informiert er selbsta¨ndig den Controller
daru¨ber. Dieser kann nun wiederum den Seeder durch eine Benachrichtigung anweisen,
fortzufahren.
4.8 Nebenla¨ufigkeit
Um eine optimale Ressourcennutzung zu erzielen, sollen die Crawlingmodule nebenla¨ufig
agieren: Unabha¨ngig von der Nutzung gemeinsamer Daten, die in diesem Verfahren be-
sondere Beachtung finden mu¨ssen, gibt es zwei Techniken zur Verteilung der Ressource
CPU. Eine nebenla¨ufige Abarbeitung zweier voneinander abha¨ngiger Aufgaben bedingt
einer Sychronisation. Wartet eine Aufgabe auf einen Anlass einer erneuten Bearbeitung,
muß sie periodisch auf Vorhandensein dieses Anlasses ”pollen”, also aktiv pru¨fen. In die-
ser Pollingzeit verschwendet ein Programm mo¨glicherweise wertvolle Rechenzeit, welche
anderen Aufgaben dadurch vorenthalten wird. Diese Technik heißt Aktives Warten und
soll in diesem Framework keine Anwendung finden. Besser ist es, mittels Benachrichti-
gungsmechanismen die Abarbeitung von Aufgaben anzustoßen. Hierfu¨r muß ein aktives
Modul eine Nachricht aufgeben, sobald es Daten fu¨r ein anderes Modul bereitha¨lt. Diese
ressourcenschonendere Methode wird als wait/notify-Methode bezeichnet und findet im
Framework Anwendung.
4.9 Persistente Crawling-Informationen
Die Aufgabe des Webcrawlings ist ein langwieriger Prozess. Um das Ergebnis einer sol-
chen Arbeit vor dem eigentlichen Abschluß zu sichern, soll der Framework ein Zwischen-
speichern der aktuellen Daten ermo¨glichen. Deshalb ist es interessant, welche Daten
des Hauptspeichers fu¨r eine Wiederaufnahme der Ta¨tigkeit nach einem kontrolliertem
Stopp persistent sein mu¨ssen. Es sind die Daten aus Konfiguration, URL-Index, Finger-
print, Robots Exclusion, Filter sowie die Metainformationen, die zur Organisation der
geladenen Dokumente vorhanden sind. Ein Systemstart muß einen konsistenten Zustand
forcieren. Die Markierung der Indexelemente u¨ber ihren Verwendungszustand macht eine
Aufhebung dieser Markierung zum Programmstart notwendig, da der Prozess des Craw-
lings nicht komplett gespeichert werden soll. Die Probleme, die bei HTTP-Verbindungen
aufgrund von gro¨ßeren Zeitunterschieden in der Transportschicht zu erwarten sind, u¨ber-
decken den Vorteil einer totalen Sicherung. Wenn A¨nderungen bereits in den einzelnen
Modulen geschrieben werden, aber die Demarkierung in der Regel erst am Ende des
Ablaufs erfolgt, ko¨nnen Daten verloren gehen. Da diese Daten bei einer erneuten Abar-
beitung von Anfang an wieder erha¨ltlich sind, ist der Verlust der selbigen akzeptabel.
Eine Alternative dazu ist das Abwarten eines ordnungsgema¨ßen Beenden aller im Lauf
gehaltenen Aufgaben. Wenn der Long Time Scheduler des Managers keine neuen URL
fu¨r das Short Term Scheduling des Harvesters bereit hielte, ka¨me der Vorgang regula¨r
zu einem Stillstand. Dann ist ein Zwischenspeichern ebenso sicher. Um Verzo¨gerungen
in der Interaktion mit dem Benutzer zu vermeiden, findet ein Zwischenspeichern sofort
statt. Das Programm soll somit zeitnah beendet werden ko¨nnen.
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5 Implementierung Webcrawler Framework
Um den Erwartungen der Aufgabenstellung bezu¨glich Weiterverwendbarkeit und sepa-
rater Weiterentwicklung gerecht zu werden, ist der Framework objektorientiert in Java
programmiert. Der Autor entscheidet sich fu¨r ein Abbilden der Funktionalita¨ten in eine
Klassensammlung in strukturierter Form, deren Besonderheiten im Folgenden aufgefu¨hrt
werden. Auf eine Vielzahl an Einzelheiten wurde bewusst verzichtet. Eine Dokumenta-
tion der Methoden kann der dieser Arbeit beigefu¨gten CD-ROM entnommen werden.
5.1 Technologien
Java
Im hiesigen Umfeld sind Java und C++ die verbreitetsten objektorientierten Program-
miersprachen. Die fu¨r die Entwicklungsaufgabe eines Frameworks entscheidenen Vorteile
von Java sind die umfangreichen Klassensammlungen und das insgesamt ausgezeichnete
Dokumentationsspektrum sowohl der Sprache selbst, als auch der zahlreichen externen
Bibliotheken. Javadoc ermo¨glicht eine exakte Dokumentation der Klassen und Metho-
den schon wa¨hrend der Programmierung in Kommentarbereichen. Anschließend ko¨nnen
daraus u¨bersichtliche und strukturierte und vor allem standardisierte Dokumentationen
mit hohem Wiedererkennungsfaktor generiert werden. Der Framework wird mit dem ak-
tuellen Java in der Version 6.0 entwickelt. Zusa¨tzliche Frameworks finden Verwendung.
Jericho HTML-Parser
Der HTML-Parser Jericho ist eine auf die Analyse von HTML-Dokumenten speziali-
sierte Open Source Java Bibliothek. Die Verwendung der beiden Lizenzen - Eclipse Pu-
blic License (EPL) und GNU Lesser General Public License (LGPL) - schließt auch
eine kommerzielle Nutzung nicht aus. Der technische Unterschied zu anderen verfu¨g-
baren Parsern liegt im Funktionsspektrum. Nach Angaben der Projektverantwortlichen
beeinflussen fehlerhafte HTML-Bereiche nicht die Interpretierbarkeit des restlichen Do-
kuments. Servertags, die fu¨r dynamische Webseiten Verwendung finden, werden explizit
erkannt. Somit ko¨nnen normale HTML-Elemente geparsed werden, auch wenn sie Server-
tags enthalten. Diese ausgewiesene Robustheit ist Ursache fu¨r einen Verzicht auf weitere
Evaluierung von HTML-Parsern. Der Funktionsumfang von Jericho deckt die Anforde-
rungen im Framework daher ab. Jericho wird in der Version 2.5 angewendet.
SWING - GUI Framework
Die von Sun Microsystems entwickelte Grafikbibliothek Swing ist seit Java 1.2 Bestand-
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teil der Java-Laufzeit-Umgebung. Swing geho¨rt zu den Java Foundation Classes (JFC) ,
die den aktuellen Standard in der Java-GUI-Entwicklung ausmachen.
Junit - Test Framework
JUnit ist ein Framework zum Testen von Java-Programmen. Das Konzept ist u¨bersicht-
lich: Fu¨r Klassen geschriebene Tests ko¨nnen entweder gelingen oder missglu¨cken. Dies
unterstu¨tzt den Entwickler bei der Arbeit - Fehler werden zeitnah und am Ursprungsort
erkannt, dies tra¨gt zur Qualita¨tssicherung bei. Im Crawlingframework wird Junit 4.3.1
verwendet.
log4j - Logging Framework
Mit einem Framework fu¨r Loggen von in Java-Objekten erzeugten Meldungen hat sich
log4j in einer Umgebung spezialisiert, die in Softwareentwicklungen sonst eher weniger
priorisiert ist. Die Markierung von zugeho¨rigem Paket, Klasse und Methode der jewei-
ligen Meldung ist ein einfaches aber auch anfa¨lliges Werkzeug fu¨r die Inspektion von
Programmabla¨ufen. Strukturierte Programmausgaben erfordern eine gewisse Pflege und
Disziplin wa¨hrend der Implementierung. Diesen Aufwand verringert der Logging Frame-
work. Urspru¨nglich von IBM entwickelt, stehen die Quellen nun unter der Apache-Lizenz,
die in ihrer Aussage an die verbreitetere GPLv3 anlehnt. Im Crawlingframework wird
log4j in der Version 1.2.15 benutzt.
5.2 Struktur
Um dem Ziel einer voneinander getrennten Weiterentwicklung na¨her zu kommen, sol-
len die Crawlingmodule als eigensta¨ndige Projekte organisiert sein. Dies ermo¨glicht eine
Aufgabenverteilung an unterschiedliche Entwickler, die nur im jeweils eigenen Bereich
Schreibzugriff im Dateiverwaltungssystem erhalten mu¨ssen. Sa¨mtliche modulspezifischen
Lo¨sungen ko¨nnen daher ausgetauscht werden, solange definierte Schnittstellen beachtet
werden. Die Projektstruktur orientiert sich stark am Konzept aus Kapitel 4. Die ein-
zelnen Crawlingmodule befinden sich in separaten Softwareprojekten, die Speicherkom-
ponenten sind in SoftStorage und HardStorage gegliedert. Die persistente Speicherung
(4.4.6) wurde in HardStorage ausgelagert, da das Speichern der geladenen Dateien in
unterschiedlichen Anwendungsfa¨llen mo¨glicherweise vollkommen anders implementiert
werden soll. Insbesondere aber sollen schließlich die Objekte aus dem SoftStorage per-
sistent werden. Fu¨r diese Aufgabe ist ein separates, darauf spezialisiertes Objekt gut
geeignet.
Das Framework selbst ist in zwei Softwareprojekte aufgeteilt. Eine Besonderheit der
Gesamtentwicklung macht diese Trennung notwendig. Definiert man Abha¨ngigkeiten von
Softwareprojekten gegenseitig, entsteht eine wechselseitige Abha¨ngigkeitsdefinition in
einem Kreis. Einen solchen Kreis zu verhindern, ist Sinn der Aufteilung. Abbildung 38
visualisiert das Problem, Abbildung 39 die Lo¨sung.
Wa¨hrend CrawlerFramework sa¨mtliche anderen Pakete, Other, kennen muß, muß
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Abbildung 38: Projekte: Problem wechselseitiger Abha¨ngigkeit
CrawlerFrameworkCommon
OtherCrawlerFramework
Abbildung 39: Projekte: Auflo¨sung wechselseitiger Abha¨ngigkeit
Other mindestens die Schnittstellen des Frameworks kennen. Dieser Kreis wird gebro-
chen, wenn die Klassen, welche durch die Projekte aus Other referenziert sind, separiert
stehen.
Die Paketstruktur aller Projekte zeigt Abbildung 40. Diese Hierarchie zeichnet die
zugrundeliegende Ordnung der Klassen aus.
5.3 Framework
Die Zuordnung der Crawlermodule in Pakete und Projekte stellt bislang keine ausrei-
chende Entwicklungsvorschrift dar. So ko¨nnen die einzelnen Projekte zwar durch un-
terschiedliche Entwickler voreinander geschu¨tzt vera¨ndert werden, aber ohne Absprache
ist eine Zusammenarbeit der Komponenten unter Umsta¨nden ausgeschlossen. Es bedarf
definierter fester Schnittstellen. Diese legen den Entwicklungsfreiraum fest. Wenn zum
Beispiel der Controller vom Gatherer gewisse Methoden erwartet, dann du¨rfen sie durch
dessen Anpassung nicht verloren gehen. Javas Interfaces stehen dem Problem entgegen.
Vom jeweiligen Entwickler nicht vera¨nderbare Interfaces definieren den Umfang der Me-
thoden mit Namen, Parametern und Beschaffenheit. Verwendet nun ein Crawlingmodul
das Interface eines Speichermoduls, ist garantiert, dass dessen Methoden die dokumen-
tierten Daten liefern. Die Implementierung des Interfaces ist hierfu¨r nicht entscheidend.
Die U¨bergabe der jeweiligen Interfaces unter den Crawlingkomponenten geschieht durch
Kommunikationsobjekte.
Diese Kommunikationsobjekte haben drei wesentliche Aufgaben. Ganz wesentlich ist
die Tatsache, dass die Crawlingobjekte mit dem Controller kommunizieren mu¨ssen, um
zu signalisieren, dass deren jeweilige Abarbeitung einen Fortschritt erreicht hat, der die
jeweilige Abarbeitung von wartenden Modulen anstoßen kann. Außerdem mu¨ssen sie ihre

















































Abbildung 41: Framework: Vorteil Kommunikationsobjekte
sen Bekanntheit voraus. Kennt nun jedoch ein Crawlingmodul den Controller, so schließt
sich wieder der Abha¨ngigkeitskreis, wie er in Abbildung 38 aufgezeigt wird. Immerhin
muß der Controller auch die Crawlingmodule kennen. Wu¨rde man statt eines gemeinsam
bekannten Objektes ein Interface fu¨r den Controller erstellen, wa¨re das Problem zwar
gelo¨st. Allerdings erho¨hte sich dadurch der Pflegeaufwand dieses Interfaces. Da ohne-
hin Kommunikationsobjekte fu¨r die Zuteilung der Ressource Central Processing Unit
(CPU) an Threads notwendig sind, entstehen Synergien. Die U¨bergabe von Objekten
erleichtert sich, wenn die Kommunikationsobjekte wiederum Objekte, von denen die je-
weiligen Module abha¨ngig sind, beinhalten. So ko¨nnen sie leicht weitergegeben werden.
U¨blicherweise definiert man diese U¨bergaben im Konstruktor einer Klasse, oder u¨ber Me-
thoden set und get. Am Ende einer Objektkette notwendige neue Strukturen aus einem
anderen Paket machen eine Anpassung sa¨mtlicher U¨bergaben in dieser Kette notwen-
dig. Abbildung 41 unterstu¨tzt die Erkla¨rung visuell. In einem Kommunikationsobjekt
transportierte Daten stehen auch am Ende der U¨bergabekette noch zur Verfu¨gung. Am
Beispiel des Managers erha¨lt dieser ein Kommunikationsobjekt mit wichtigen Objekten,
u¨bergibt das gesamte Objektpaket in einem Schritt an den von ihm selbst instanziierten
Ranked Index. Dieser Ranked Index hat nun unkompliziert Zugriff auf sa¨mtliche dem
Manager u¨bergebenen Strukturen. Somit abstrahiert sich die Klasse Manager zu einem
Gesamtmodul. Das Gesamtmodul erha¨lt mit einer einfachen U¨bergabe Zugriff auf alle
wichtige Objekte. Reicht nun der Ranked Index wiederrum dieses Paket an ein Objekt
noch unspezifierter Struktur weiter, erha¨lt auch dieses automatisch Zugriff auf all diese
Daten. Der Vorteil u¨ber eine u¨bersichtliche U¨bergabe hinaus erschließt sich, bei einer Er-
weiterung. Beno¨tigt ein sich in der Objektkette hinten befindendes Objekt andere Daten
aus dem Framework, muß lediglich das Kommunikationsobjekt an zentraler Stelle ange-
passt werden. Eine Manipulation sa¨mtlicher in dieser Kette vorhandener U¨bergabewege
ist nicht mehr erforderlich. Von einer Erweiterung im Framework kann also im einzelnen
Crawlingmodul mit seinen Objekten unkompliziert partizipiert werden.
Listing 3: UrlIndexManagerInterface.java
1 package de . tuchemnitz . cs . mi . c rawle r . crawlerframework . i n t e r f a c e s . s e r v i c e s . s o f t s t o r a g e ;
2
3 import [ . . ] ;
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4
5 public interface UrlIndexManagerInter face {
6
7 public List<Integer> ge tUr l IndexL i s t ( ) ;
8 public UrlConta inerElementInter face getUrlIndexContainerElement ( int key ) ;
9 public boolean conta insUr l (URL ur l ) ;
10 public boolean addElementToIndex ( Ur lConta inerElementInter face ur lContainerElement ) ;
11 public boolean removeElementFromIndex ( In t ege r urlContainerElementHash ) ;
12 public UrlConta inerElementInter face getElementFromIndex ( In t ege r urlContainerElementHash ) ;
13 public Date getMaximumTimeCrawledLast ( ) ;
14 public long getMaximumMeantimeBetweenChange ( ) ;
15 public int changeUrlInElement (URL url , int hash ) ;
16 }
Um die Verwendung von Interfaces kurz zu erla¨utern, sollen Ausschnitte zweier Quell-
texte in Listing 3 und Listing 4 dienen. Die Methoden des UrlIndexManagerInterface
mu¨ssen mindestens im UrlIndexManager umgesetzt sein.
Listing 4: UrlIndexManager.java
1 package de . tuchemnitz . cs . mi . c rawle r . s o f t s t o r a g e . urlindexmanagement ;
2
3 import [ . . ] ;
4
5 public class UrlIndexManager implements UrlIndexManagerInter face , S e r i a l i z a b l e {
6 public stat ic f ina l long se r ia lVers ionUID = 0 ;
7
8 private stat ic Map<Integer , Ur lConta inerElementInter face>
9 ur l Index = new HashMap<Integer , Ur lConta inerElementInter face >() ;
10 [ . . ]
11
12 public boolean conta insUr l (URL ur l ) {
13 i f ( u r l !=null ) {
14 int hash = ur l . t oS t r ing ( ) . hashCode ( ) ;
15 i f ( ur l Index . conta insValue ( hash ) ) {
16 return ur l Index . get ( hash ) . getUr l ( ) . equa l s ( u r l ) ;
17 }
18 else {
19 return fa l se ;
20 }
21 }
22 return fa l se ;
23 }
24
25 [ . . ]
26
27 }
In diesem Beispiel fehlen bis auf containsUrl(URL url) sa¨mtliche Methoden. Die Ent-
wicklungsumgebung, spa¨testens aber der Compilter, wu¨rde daru¨ber Auskunft geben.
Dem Entwickler ist die Art der Umsetzung nicht vorgegeben. Lediglich die Beschaffen-
heit der Eingabeparameter sowie die des Ru¨ckgabewertes ist festgelegt. Einen Ausschnitt
des Controllers zeigt Listing 5. Der Controller instanziiert das Kommunikationsobjekt
fu¨r den Harvester und u¨bergibt dabei eine Referenz auf sich selbst, eine auf den UrlIn-
dexManager und eine auf den ConfigurationManager. Anschließend instanziiert er den
Harvester. Er u¨bergibt dabei die Referenz auf das zugeho¨rige Kommunikationsobjekt.
Damit er u¨ber dieses Kommunikationsobjekt Methoden des Harvesters nutzen kann,
u¨bergibt er diesem auch dessen Referenz. Nun kann der Harvester u¨ber sein Kommu-
nikationsobjekt Methoden des Controllers nutzen, zum Beispiel die Anzeige u¨ber den
vollzogenen eigenen Abarbeitungsfortschritt.
Listing 5: Controller.java
1 import de . tuchemnitz . cs . mi . c rawle r . crawlerframework . communication . HarvesterCommunication ;
2 import de . tuchemnitz . cs . mi . c rawle r . crawlerframework . i n t e r f a c e s . s e r v i c e s . crawlerframework .
3 HarvesterCommunicat ionInter face ;
4 import de . tuchemnitz . cs . mi . c rawle r . crawlerframework . i n t e r f a c e s . s e r v i c e s . ha rve s t e r . Ha rv e s t e r I n t e r f a c e ;
5 import de . tuchemnitz . cs . mi . c rawle r . ha rve s t e r . Harvester ;
6 import de . tuchemnitz . cs . mi . c rawle r . s o f t s t o r a g e . configurationmanagement . ConfigurationManager ;
7 import de . tuchemnitz . cs . mi . c rawle r . s o f t s t o r a g e . urlindexmanagement . UrlIndexManager ;
8 [ . . ]
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9
10 public class Cont ro l l e r {
11
12 private UrlIndexManagerInter face urlIndexManager ;
13 private Conf igurat ionManager Inter face conf igurat ionManager ;
14 private HarvesterCommunicat ionInter face harvesterCommunicationObject ;
15 private Harve s t e r I n t e r f a c e ha rve s t e r ;
16
17 public Cont ro l l e r ( ) {
18 s t a r t So f t S t o r a g e ( ) ;
19 s t a r tHarve s t e r ( ) ;
20 }
21
22 [ . . ]
23
24 private void s t a r t So f t S t o r a g e ( ) {
25 urlIndexManager = new UrlIndexManager ( ) ;
26 conf igurat ionManager = new ConfigurationManager ( ) ;
27 }
28
29 private void s t a r tHarve s t e r ( ) {
30 harvesterCommunicationObject = new HarvesterCommunication ( this , urlIndexManager ,
31 conf igurat ionManager ) ;
32 ha rve s t e r = new Harvester ( harvesterCommunicationObject ) ;




Die vier Crawlingmodule Seeder, Manager, Harvester und Gatherer agieren nebenla¨ufig.
Jedes der Module hat genau einen Thread fu¨r die Abarbeitung der eigenen Aufgabe.
Am Ausschnitt der Klasse Seeder.java in Listing 6 wird das in Framework verwendete
Prinzip der Verwendung von Threads in Java veranschaulicht.
Listing 6: Seeder.java
1 package de . tuchemnitz . cs . mi . c rawle r . s e ede r ;
2
3 import [ . . ]
4
5 public class Seeder extends Thread implements Se ede r I n t e r f a c e {
6
7 [ . . ]
8 private boolean mustWait = fa l se ;
9
10
11 public Seeder ( SeederCommunicat ionInterface seederCommunicationObject ) {
12 [ . . ]




17 public void run ( ) {
18
19 while ( ! this . i s I n t e r r up t ed ( ) ) {
20
21 try {
22 i f ( ! mustWait ) {
23 [ . . ]
24 }
25
26 seederWait ( ) ;
27 }
28
29 catch ( Inter ruptedExcept ion e ) {
30 i n t e r rup t ( ) ;





36 public void i n t e r rup t ( ) {
37 i n t e r rup t ( ) ;
38 }
39
40 private void seederWait ( ) throws Inter ruptedExcept ion {
41
42 synchronized ( seederCommunicationObject ) {
43
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48 public void setMustWait (boolean mustWait ) {
49 this . mustWait = mustWait ;
50 }
51
52 [ . . ]
53
54 }
Eine Besonderheit im Java Multithreading Support sind Threadpools. Der Threadpool
ermo¨glicht das Zuordnen von Tasks aus einer Taskqueue an eigene Threads, die konfi-
gurierbar in Mindest- und Maximalanzahl eine steuerbare Dynamik erlauben. Mit der
Klasse ThreadPoolExecutor gibt es im JDK ab der Java 5.0 eine offizielle Threadpool-
Implementierung, deren Funktionsweise Abbildung 42 zeigt. Ein Ta¨tigkeitsobjekt muß
lediglich Runnable implementieren und kann dann dem ThreadPoolExecutor zur asyn-
chronen Abarbeitung u¨bergeben werden. Dieser kann mittels corepoolsize und max-
poolsize derart konfiguriert werden, dass je nach Aufgabenumfang bis zu der Anzahl
corepoolsize Poolthreads erstellt und gehalten werden. Erho¨ht sich die Anzahl der Tasks
u¨ber diese Schwelle hinaus, ko¨nnen bis zu maxpoolsize viele weitere Poolthreads dyna-
misch hinzu kommen. Sinkt das Aufgabenniveau wieder, werden die Poolthreads nicht
dauerthaft gehalten. Die Verwaltung eines Threadpoolexecutors vereinfacht sich durch
die Nutzung der Serviceklasse Executors. Diese ha¨lt u.a. die statische Factory-Methode
newFixedThreadPool bereit. Diese u¨bernimmt alle wesentlichen Verwaltungsaufgaben.
Lediglich die Anzahl der Poolthreads muß angegeben werden. Dieser Executor ha¨lt eine
unbegrenzt wachsende Queue vor. Der Harvester verwendet fu¨r das asynchrone Laden
von Urls genau diese Methode. Die Wiederverwendbarkeit der Poolthreads verringert
den Aufwand fu¨r Erzeugen, Starten und Beenden eines jeden Threads. Fu¨r eine ausge-
zeichnete Skalierbarkeit ist der Harvester bestens vorbereitet. Lediglich eine geeignetere
Methode von Executor ist hierfu¨r auszuwa¨hlen. Das vorhandene Aufgabenobjekt der
Klasse Download implementiert Runnable. Darin definierte Aktionen fu¨hrt der Execu-
tor nebenla¨ufig aus.
5.5 Serialisierung
Um instanziierte Objekte persistent, also laufzeitu¨berdauernd, zu machen, gibt es in Java
die Technologie Serialisierung. Objekte ko¨nnen dadurch mittels OutputStream auf einen
Datentra¨ger geschrieben werden. Hierfu¨r stellt Java das Interface Serializable bereit.
Sa¨mtliche Klassen, der zu serialisierenden Objekte, mu¨ssen Serializable implementieren.
Daraufhin ko¨nnen auch komplexe Objekte auf Festplatte geschrieben werden. Verwenden
komplexe Objekte Strukturen, die das Interface nicht implementieren, ko¨nnen sie von der
Persitenz ausgeklammert werden. Dies geschieht nicht automatisch. Im Framework sol-
len die Speicherkomponenten serialisiert werden. Alle von diesen Speicherkomponenten
ableitbare Objekte sind serialisierbar. Listing 7 zeigt die Methoden des StorageManager,
welcher erhaltene Objekte speichert, Auskunft u¨ber Existenz sowie gespeicherte Objekte



















Abbildung 42: Java Multithreading: Threadpool Executor
der der Methode die Ru¨ckgaben selbst casten. Dieser Aufwand ist zumutbar und stellt
kein Hindernis im Umgang dar.
Listing 7: Storage
1 public Object getObject ( St r ing name) {
2 ob j e c t r e t = null ;
3 s t r i n g f i l ename = myPath+”/”+name+myPers i stentObjectExtens ion ;
4 i f ( f i l e E x i s t s ( f i l ename ) ) {
5 try {
6 ObjectInputStream in = new ObjectInputStream ( new FileInputStream ( f i l ename ) ) ;
7 r e t = in . readObject ( ) ;
8 }
9 catch ( ClassNotFoundException e ) {
10 e . pr intStackTrace ( ) ;
11 }
12 catch ( FileNotFoundException e ) {
13 e . pr intStackTrace ( ) ;
14 }
15 catch ( IOException e ) {
16 e . pr intStackTrace ( ) ;
17 }
18 }
19 return r e t ;
20 }
21
22 public boolean i sObjec tSto red ( St r ing name) {
23 St r ing f i l ename = myPath+”/”+name+myPers i stentObjectExtens ion ;





29 public synchronized void s to reObjec t ( Object o , S t r ing name) {
30
31 i f ( ( o!=null ) && (name!=null ) ) {
32
33 i f ( f i l e E x i s t s (myPath+”/”+name+myPers i stentObjectExtens ion ) ) {
34 F i l e f i l e = new F i l e (myPath+”/”+name+myPers i stentObjectExtens ion ) ;




39 FileOutputStream fo = new FileOutputStream (myPath+”/”+name+myPers i stentObjectExtens ion ) ;
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40 ObjectOutputStream oo = new ObjectOutputStream ( fo ) ;
41 oo . wr i teObject ( o ) ;
42 oo . c l o s e ( ) ;
43 }
44 catch ( IOException e ) {





Der Jericho HTML-Parser findet Anwendung im Framework im Bereich Aufgaben des
Gatherers. Dokumente von Typ text/html sollen nach Hyperlinks sowie Robots Meta-
Tags durchsucht werden. Die Klasse MimeTextHtml im Gatherer-Package u¨bernimmt
diese Aufgaben. Wie Listing 8 zeigt, wird hierfu¨r zuna¨chst ein Source-Objekt angelegt,
welches in der Verwendung im Framework mittels FileReader mit einer HTML-Datei
gefu¨llt wird. Anschließend werden alle Elemente mit dem gewu¨nschten Tag in einer Lis-
te aufgesammelt. Ein Element ist eine weitere Datenstruktur des Parsers und definiert
sa¨mtlichen Text zwischen einem Start- und dem End-Tag. Diese Elemente werden darauf-




)) auf ein Attribut hin untersucht.
Dieses heißt fu¨r Hyperlinks HREF. Mit dem Erhalt des Hyperlinks bzw. des entsprechen-
den Robots-Tag Attributs endet die Verwendung des Parsers. Er ist mit diesen Aufgaben
dennoch von großem Nutzen.
Listing 8: Jericho HTML-Parser: Verwendung im Crawler-Framework
1 private stat ic List<Str ing> ext rac tL inks ( DocumentElementInterface documentElement ) {
2
3 List<Str ing> unseededList = new ArrayList<Str ing >() ;
4
5 try {
6 Fi leReader input = new Fi leReader ( documentElement . g e tF i l e ( ) ) ;
7 Source source = new Source ( input ) ;
8
9 List<Element> parseElementList = source . f indAl lE lements ( ”A” ) ;
10
11 for ( I t e r a t o r<Element> i = parseElementList . i t e r a t o r ( ) ; i . hasNext ( ) ; ) {
12 Element e = ( Element ) i . next ( ) ;
13 St r ing content = e . getAttr ibuteValue ( ”HREF” ) ;





19 catch ( FileNotFoundException e ) {
20 e . pr intStackTrace ( ) ;
21 }
22 catch ( IOException e ) {
23 e . pr intStackTrace ( ) ;
24 }
25
26 return unseededList ;
27 }
5.7 Junit - Java Test Framework
Das Test-Framework Junit unterscheidet zwischen gelungenen und misslungenen Tests.
Misslungene Tests ko¨nnen erwartungsgema¨ß als Failure oder unerwartet als Error auftre-
ten. Speziell fu¨r Failure gibt es eine eigene Ausnahmebehandlung. Im Framework wurden
nur grundlegende Klassen getestet. Am Beispiel der Berechnung der MD5-Summe aus
Listing 10 soll im Folgenden das Prinzip einer Testklasse FingerprintTest.java aus Listing
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9 erla¨utert werden. Zeile 11 zeigt, dass eine Testklasse von TestCase erbt. Damit erha¨lt
sie die entsprechenden Funktionalita¨ten. Die Methoden SetUp() und TearDown() wur-
den fu¨r diesen Test nicht u¨berschrieben. Wird fu¨r Tests eine Umgebung vorausgesetzt,
kann diese mittels einer eigens u¨berschrieben Setup-Methode hergestellt und durch eine
ebenso selbst u¨berschriebene TearDown-Methode in den urspru¨nglichen Zustand zuru¨ck
versetzt werden. Fu¨r den trivialen aber wichtigen Testfall der MD5-Pru¨fsumme wird der
Umfang des Test-Frameworks nicht in diesem Maße ausgescho¨pft. Der Testfall pru¨ft le-
diglich ein Ergebnis einer Klasse. U¨ber einen FileOutputStream wird der Integerwert 200
in Zeile 19 auf Festplatte geschrieben. Von dieser Datei wurde mit einem vertrauenswu¨r-
digem Konsolenwerkzeug die Pru¨fsumme 99e3a85d7220f86cac89b67c9839039f berechnet.
Die Testmethode in Zeile 31 liefert true, wenn die Implementierung der statischen Me-
thode Fingerprint die gleiche Pru¨fsumme ermitteln konnte. Optimiert der Entwickler
diese statische Methode, kann mit dem vorhandenen Test die Funktionsfa¨higkeit leicht
nachgepru¨ft werden. Wie der Methodenname assertEquals bereits suggeriert, werden die
Argumente auf Gleichheit u¨berpru¨ft.
Listing 9: FingerprintTest.java
1 package de . tuchemnitz . cs . mi . c rawle r . ga the re r ;
2
3 import java . i o . F i l e ;
4 import java . i o . FileNotFoundException ;
5 import java . i o . FileOutputStream ;
6 import java . i o . IOException ;
7
8 import j u n i t . framework . TestCase ;
9 import de . tuchemnitz . cs . mi . c rawle r . ga the re r . common . F inge rpr in t ;
10
11 public class Fingerpr intTest extends TestCase{
12
13 public void t e s tGetF inge rp r in t ( ) {
14
15 St r ing f i l ename =”/tmp/ te s tGetF inge rp r in t ” ;
16 St r ing md5sum = ”” ;
17 try {
18 FileOutputStream fo = new FileOutputStream ( f i l ename ) ;
19 fo . wr i t e ( 2 00 ) ;
20 fo . c l o s e ( ) ;
21 F i l e f = new F i l e ( f i l ename ) ;
22 md5sum = Finge rpr in t . g e tF inge rp r in t ( f ) ;
23 }
24
25 catch ( FileNotFoundException e ){
26 System . out . p r i n t l n ( e . getMessage ( ) ) ;
27 }
28 catch ( IOException e ) {
29 System . out . p r i n t l n ( e . getMessage ( ) ) ;
30 }




1 package de . tuchemnitz . cs . mi . c rawle r . ga the re r . common ;
2
3 import java . i o . F i l e ;
4 import java . i o . Fi le InputStream ;
5 import java . i o . FileNotFoundException ;
6 import java . i o . IOException ;
7 import java . s e c u r i t y . MessageDigest ;
8 import java . s e c u r i t y . NoSuchAlgorithmException ;
9
10 public class Finge rpr in t {
11
12 private stat ic MessageDigest md = null ;
13
14 public stat ic St r ing ge tF inge rp r in t ( F i l e f ) {
15
16 try {
17 Fi leInputStream in = new FileInputStream ( f . getAbsolutePath ( ) ) ;
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18 St r i ngBu f f e r hexStr ing = new St r i ngBu f f e r ( ) ;
19 byte [ ] b = new byte [ 3 2 7 6 8 ] ;
20 int num = 0 ;
21
22 i f ( f . l ength ( ) > 0) {
23 try {
24 md = MessageDigest . g e t In s tance ( ”MD5” ) ;
25 md. r e s e t ( ) ;
26
27 while ( (num = in . read (b ) ) != −1) {
28 md. update (b , 0 , num) ;
29 }
30 in . c l o s e ( ) ;
31
32 byte [ ] d i g e s t ;
33 d i g e s t = md. d i g e s t ( ) ;
34 for ( int i = 0 ; i < d i g e s t . l ength ; i++) {
35 hexStr ing . append ( hexDig i t ( d i g e s t [ i ] ) ) ;
36 }
37 }
38 catch ( NoSuchAlgorithmException e ) {
39 throw new I l l e g a l S t a t eEx c ep t i on ( e . getMessage ( ) ) ;
40 }
41 catch ( IOException e ) {
42 System . out . p r i n t l n ( e . getMessage ( ) ) ;
43 }
44 return hexStr ing . t oS t r ing ( ) ;
45 }
46 }
47 catch ( FileNotFoundException e ) {
48 System . out . p r i n t l n ( e . getMessage ( ) ) ;
49 }
50 return null ;
51 }




Um zu gewa¨hrleisten, dass die Software erwartungsgema¨ß funktioniert, ko¨nnen Testklas-
sen entwickelt werden, die jede einzelne Funktionalita¨t u¨berpru¨fen. Der Autor bemu¨ht
sich, hier einen sinnvollen Trade-Off zu erzielen. Wa¨hrend der Implementierung der Mo-
dule ergaben sich zahlreiche zu testende Fa¨lle. Eine umfassende Auswahl ist im Folgenden
erla¨utert. Die komplette Anzahl kann aus den mitgelieferten Projektdaten entnommen
werden.
6.1 Testroutinen JUnit
Wesentlich fu¨r das Gelingen der Aufgabe ist die Funktionssicherheit der Speicherklas-
sen. Das Einfu¨gen, Entnehmen und Aktualisieren von Daten ist fehlerfrei implementiert,
wenn diese Funktionen u¨berpru¨ft werden. Mit der Bottom-Up-Methode ko¨nnen immer
komplexere Klassen gepru¨ft werden, bis schließlich der gesamte Webcrawler getestet wur-
de. Auf diesen umfassenden Schritt verzichtet der Autor. Den Anspruch, einen Beweis
fu¨r Fehlerfreiheit des Gesamtframeworks zu bringen, hat dieses Kapitel nicht. Wegen der
umfassenden gegenseitigen Beziehungen und daraus resultierenden Abha¨ngigkeiten der
jeweiligen Module, wa¨re jeweils eine umfangreiche Testumgebung notwendig gewesen.
Daher wurden nur einzelne Funktionalita¨ten, nicht aber das jeweilige Gesamtmodul mit
JUnit u¨berpru¨ft. Um einige Standardaktionen nicht in den einzelnen Testklassen zu im-
plementieren, wurde eine eigene von TestCase erbende Klasse erstellt. Diese stellt sa¨mt-
liche von JUnit gelieferten Methoden bereit und ha¨lt daru¨ber hinaus auf den Framework
ausgerichtete Methoden vor. Ein Beispiel hierfu¨r ist die Methode createFilledUrlContai-
nerElement() aus Listing 11.
Listing 11: CrawlerTestCase: createFilledUrlContainerElement()




5 URL ur l = new URL( ”http ” , ”zemluze . net ” , 80 , ”/ ” ) ;
6 Ur lConta inerElementInter face myElement = new UrlContainerElement ( u r l ) ;
7 myElement . s e t I s InCrawle rCyc l e ( fa l se ) ;
8 return myElement ;
9
10 }
11 catch (MalformedURLException e ) {
12 LOG. debug ( ”URL war malformed , gebe f i e s NULL zuru¨ck ” ) ;
13 return null ;
14 }
15 }
Ein fertiges Element zur Speicherung im Index wird angelegt, wie es der Controller beim
Einfu¨gen einer neuen Url in den Url Index tut.
6.1.1 Test UrlIndexManager
Die Klasse UrlIndexManager ha¨ngt ab von der Klasse UrlContainerElement. Zuna¨chst
wird die Fehlerfreiheit dieser Containerklasse u¨berpru¨ft.
Listing 12: UrlContainerElementTest.java: testIncResourceChangedCounter()




4 St r ing scheme = ”http ” ;
5 St r ing host = ”www. tu−chemnitz . de ” ;
6 int port = 80 ;
7 St r ing path = ”/” ;
8
9 URL ur l = new URL( scheme , host , port , path ) ;
10 UrlContainerElement myElement = new UrlContainerElement ( u r l ) ;
11
12 myElement . incResourceChangedCounter ( ) ;
13 a s s e r tEqua l s (1 , myElement . getResourceChangedCounter ( ) ) ;
14 myElement . incResourceChangedCounter ( ) ;
15 a s s e r tEqua l s (2 , myElement . getResourceChangedCounter ( ) ) ;
16 }
17 catch (MalformedURLException e ) {
18 System . out . p r i n t l n ( e . t oS t r ing ( ) ) ;
19 }
20 }
Listing 12 ist der Test fu¨r den Za¨hler der Ressourcena¨nderungen. Er passiert den Test.
Listing 13: UrlContainerElementTest.java: testGetMeantimeBetweenChange()
1 public void testGetMeantimeBetweenChange (){
2 try {
3 St r ing scheme = ”http ” ;
4 St r ing host = ”www. tu−chemnitz . de ” ;
5 int port = 80 ;
6 St r ing path = ”/” ;
7
8 URL ur l = new URL( scheme , host , port , path ) ;
9 UrlContainerElement myElement = new UrlContainerElement ( u r l ) ;
10
11 as s e r tEqua l s (−1 , (myElement . getMeantimeBetweenChange ( ) ) ) ;
12 myElement . setTimeCrawledFirst (new Date (2007 , 11 , 17 , 13 , 24 , 00 ) ) ;
13 a s s e r tEqua l s (−1 , myElement . getMeantimeBetweenChange ( ) ) ;
14 myElement . setTimeCrawledLast (new Date (2007 , 11 , 17 , 13 , 24 , 10 ) ) ;
15 a s s e r tEqua l s (−1 , myElement . getMeantimeBetweenChange ( ) ) ;
16 myElement . incResourceChangedCounter ( ) ;
17 a s s e r tEqua l s (10 , myElement . getMeantimeBetweenChange ( ) ) ;
18 myElement . setTimeCrawledLast (new Date (2007 , 11 , 17 , 13 , 24 , 20 ) ) ;
19 a s s e r tEqua l s (20 , myElement . getMeantimeBetweenChange ( ) ) ;
20 myElement . setTimeCrawledLast (new Date (2007 , 11 , 17 , 13 , 25 , 00 ) ) ;
21 myElement . incResourceChangedCounter ( ) ;
22 a s s e r tEqua l s (30 , myElement . getMeantimeBetweenChange ( ) ) ;
23 }
24 catch (MalformedURLException e ) {
25 System . out . p r i n t l n ( e . t oS t r ing ( ) ) ;
26 }
27 }
Listing 13 ist der Test fu¨r die durchschnittliche A¨nderungszeit der Ressource. Der Test
ist erfolgreich.
Listing 14: UrlContainerElementTest.java: testGetEverVisited()
1 public void t e s tGetEverVi s i t ed (){
2 try {
3 St r ing scheme = ”http ” ;
4 St r ing host = ”www. tu−chemnitz . de ” ;
5 int port = 80 ;
6 St r ing path = ”/” ;
7
8 URL ur l = new URL( scheme , host , port , path ) ;
9 UrlContainerElement myElement = new UrlContainerElement ( u r l ) ;
10
11 as s e r tEqua l s ( false , myElement . ge tEverVi s i t ed ( ) ) ;
12 myElement . incResourceCrawledCounter ( ) ;
13 a s s e r tEqua l s ( true , myElement . ge tEverVi s i t ed ( ) ) ;
14 }
15 catch (MalformedURLException e ) {
16 System . out . p r i n t l n ( e . t oS t r ing ( ) ) ;
17 }
18 }
Listing 14 zeigt erfolgreich, dass der Speicher, ob eine Ressource jemals geladen wurde,
erwartungsgema¨ß funktioniert.
Listing 15: UrlContainerElementTest.java: testEquals()
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1 public void t e s tEqua l s ( ){
2 try {
3 St r ing scheme = ”http ” ;
4 St r ing host = ”www. tu−chemnitz . de ” ;
5 int port = 80 ;
6 St r ing path = ”/” ;
7
8 URL ur l = new URL( scheme , host , port , path ) ;
9 UrlContainerElement elementOne = new UrlContainerElement ( u r l ) ;
10 UrlContainerElement elementTwo = elementOne ;
11
12 asser tTrue ( elementOne . equa l s ( elementTwo ) ) ;
13
14 host = ”www. tu−dresden . de ” ;
15 u r l = new URL( scheme , host , port , path ) ;
16 UrlContainerElement elementThree = new UrlContainerElement ( u r l ) ;
17
18 a s s e r tFa l s e ( elementOne . equa l s ( elementThree ) ) ;
19
20 host = ”www. tu−dresden . de ” ;
21 u r l = new URL( scheme , host , port , path ) ;
22 UrlContainerElement elementFour = new UrlContainerElement ( u r l ) ;
23 a s s e r tFa l s e ( elementFour . equa l s ( elementThree ) ) ;
24 }
25 catch (MalformedURLException e ) {
26 System . out . p r i n t l n ( e . t oS t r ing ( ) ) ;
27 }
28 }
Der Test aus Listing 15 besta¨tigt die Funktionstu¨chtigkeit der equals()-Methode. Obwohl
die Urls die gleichen sind, unterscheiden sich die Zeiten im Container. Diese Methode
wird in der Klasse u¨berschrieben, sie vergleicht nicht nur die Objektreferenzen.
Nach gepru¨fter Fehlerfreiheit der Containerklasse, kann nun der UrlIndexManager
validiert werden. Um fu¨r jede Testmethode den gleichen Zustand des Objekts zu erzielen,
werden fu¨r diesen Test die TestCase-Methoden setUp() und tearDown() u¨berschrieben.
Dieser Manager wird jeweils instanziiert und nach dem einzelnen Test zuru¨ck gesetzt.
Listing 16: UrlIndexManagerTest.java: testAddElementToIndex()
1 public void testAddElementToIndex (){
2 Ur lConta inerElementInter face elem = createF i l l edUr lConta inerE lement ( ) ;
3
4 a s s e r tEqua l s ( true , ( urlIndexManager . addElementToIndex ( elem ) ) ) ;
5 a s s e r tEqua l s ( elem , urlIndexManager . getElementFromIndex ( elem . getUr l ( ) . t oS t r ing ( ) . hashCode ( ) ) ) ;
6 }
Ein erfolgreiches Einfu¨gen soll getestet werden, indem das eingefu¨gte und wieder ent-
nommene Element mittel equals() auf Gleichheit u¨berpru¨ft werden. Im Test war das der
Fall.
Listing 17: UrlIndexManagerTest.java: testRemoveElementFromIndex()
1 public void testRemoveElementFromIndex ( ) {
2
3 Ur lConta inerElementInter face elem = createF i l l edUr lConta inerE lement ( ) ;
4 int key = elem . getUr l ( ) . t oS t r ing ( ) . hashCode ( ) ;
5 urlIndexManager . addElementToIndex ( elem ) ;
6
7 a s s e r tEqua l s ( true , urlIndexManager . removeElementFromIndex ( key ) ) ;
8 a s s e r tEqua l s (null , urlIndexManager . getElementFromIndex ( key ) ) ;
9 }
Nach dem Einfu¨gen eines Containerelements in den Index wird gepru¨ft, ob es sich im
selben befindet. Nach dem Entfernen liefert diese Anfrage erwartungsgema¨ß null. Die
Methode ist erfolgreich validiert.
Listing 18: UrlIndexManagerTest.java: testChangeUrlInElement()
1 public void testChangeUrlInElement ( ) {
2 Ur lConta inerElementInter face elem = createF i l l edUr lConta inerE lement ( ) ;




6 URL oldUr l = elem . getUr l ( ) ;
7 URL newUrl = new URL( ”http ://www. tu−chemnitz . de :80/ ” ) ;
8 int hash1=elem . getIndexHash ( ) ;
9
10 as s e r tEqua l s ( hash1 , o ldUr l . t oS t r ing ( ) . hashCode ( ) ) ;
11
12 urlIndexManager . changeUrlInElement ( newUrl , hash1 ) ;
13
14 a s s e r tFa l s e ( urlIndexManager . conta insUr l ( o ldUr l ) ) ;
15 asser tTrue ( urlIndexManager . conta insUr l ( newUrl ) ) ;
16 }
17 catch (MalformedURLException e ) {




Nach einem Wechsel der Url eines Elements, erha¨lt es auch einen neuen Hashwert. Ist
das Element nicht mehr unter der urspru¨nglichen Url aber dafu¨r unter der neuen Url im
Index zu finden, hat die Methode den Test erfolgreich absolviert.
Listing 19: UrlIndexManagerTest.java: testGetUrlIndexList()
1 public void t e s tGetUr l IndexL i s t ( ) {
2 List<Integer> u r l L i s t ;
3 Ur lConta inerElementInter face elem = createF i l l edUr lConta inerE lement ( ) ;
4 urlIndexManager . addElementToIndex ( elem ) ;
5 u r l L i s t = urlIndexManager . ge tUr l IndexL i s t ( ) ;
6
7 asser tTrue ( u r l L i s t . s i z e ()==1);
8
9
10 for ( int i =1; i <10; i++) {
11 urlIndexManager . addElementToIndex ( createFi l l edUr lConta inerElementN ( i ) ) ;
12 u r l L i s t = urlIndexManager . ge tUr l IndexL i s t ( ) ;
13
14 asser tTrue ( u r l L i s t . s i z e ()==1+ i ) ;
15 }
16 }
Der Test u¨ber den Erhalt der kompletten Liste von Hashwerten des UrlIndexManagers
u¨berpru¨ft die Gro¨ße des Index in elf Stufen. Auch dieser Test liefert einen Erfolg.
6.1.2 Test UrlFilterManager
Im UrlFilterManager werden regula¨re Ausdru¨cke in Zeichenketten gespeichert. Daru¨ber
hinaus muß zu einer URL eine korrekte Aussage u¨ber die Filterfrage getroffen werden.
Die Klassenumgebung dieses Tests zeigt Listing 20.
Listing 20: UrlFilterManagerTest.java:
1 package de . tuchemnitz . cs . mi . c rawle r . s o f t s t o r a g e . ur l f i l t e rmanagement ;
2
3 import java . net . MalformedURLException ;
4 import java . net .URL;
5 import java . u t i l . ArrayList ;
6 import java . u t i l . L i s t ;
7 import org . j un i t . Test ;
8 import de . tuchemnitz . cs . mi . c rawle r . base . CrawlerTestCase ;
9 import de . tuchemnitz . cs . mi . c rawle r . crawlerframework . i n t e r f a c e s . s e r v i c e s .
10 s o f t s t o r a g e . Ur lFi l terManagementInter face ;
11
12 public class UrlFi l terManagerTest extends CrawlerTestCase{
13
14 private UrlFi l terManagementInter face ur lF i l t e rManager ;
15
16 @Override
17 public void setUp (){




22 public void tearDown ( ) {
23 ur lF i l t e rManager . f l u s hB l a c k l i s t ( ) ;




27 [ . . ]
28 }
Folgende Testfa¨lle wurden darin u¨berpru¨ft:
Listing 21: UrlFilterManagerTes1.java: testAddToBlacklist()
1 public f ina l void testAddToBlack l i s t ( ) {
2
3 St r ing s = ”werbung ” ;
4
5 a s s e r tEqua l s ( false , u r lF i l t e rManager . b l a c k l i s tCon t a i n s ( s ) ) ;
6 ur lF i l t e rManager . addToBlackl i s t ( s ) ;
7 a s s e r tEqua l s ( true , u r lF i l t e rManager . b l a c k l i s tCon t a i n s ( s ) ) ;
8
9 St r ing n = ur lF i l t e rManager . g e tB l a c k l i s t ( ) . get ( 0 ) ;
10 a s s e r tEqua l s ( true , s . equa l s (n ) ) ;
11
12 }
Um zu validieren, ob das Hinzufu¨gen zur Blacklist funktioniert, soll eine Zeichenkette
definiert werden. Bevor diese eingefu¨gt wird, muß das Objekt false auf Inhaltsanfrage
liefern, danach false. Außerdem muß sich der erste Eintrag der bis dahin noch leer ge-
wesenen Struktur auf Gleichheit mit dem Eingefu¨gten positiv u¨berpru¨fen lassen. Die
Methode funktioniert erwartungsgema¨ß.
Listing 22: UrlFilterManagerTest.java: testAddToWhitelist()
1 public f ina l void testAddToWhitel ist ( ) {
2
3 St r ing regexp = ”http ” ;
4
5 a s s e r tEqua l s ( false , u r lF i l t e rManager . wh i t e l i s tCon ta in s ( regexp ) ) ;
6 ur lF i l t e rManager . addToWhitel ist ( regexp ) ;
7 a s s e r tEqua l s ( true , u r lF i l t e rManager . wh i t e l i s tCon ta in s ( regexp ) ) ;
8
9 St r ing n = ur lF i l t e rManager . g e tWh i t e l i s t ( ) . get ( 0 ) . t oS t r ing ( ) ;
10 asser tTrue ( regexp . equa l s (n ) ) ;
11
12 }
Um zu validieren, ob das Hinzufu¨gen zur Whitelist funktioniert, soll eine Zeichenkette
definiert werden. Bevor diese eingefu¨gt wird, muß das Objekt false auf Inhaltsanfrage
liefern, danach false. Außerdem muß sich der erste Eintrag der bis dahin noch leer ge-
wesenen Struktur auf Gleichheit mit dem Eingefu¨gten positiv u¨berpru¨fen lassen. Die
Methode funktioniert erwartungsgema¨ß.
Listing 23: UrlFilterManagerTest.java: testBlacklistIsEmpty()
1 public f ina l void t e s tB lack l i s t I sEmpty ( ) {
2
3 St r ing s = ”http ” ;
4
5 a s s e r tEqua l s ( true , u r lF i l t e rManager . b lack l i s t I sEmpty ( ) ) ;
6 ur lF i l t e rManager . addToBlackl i s t ( s ) ;
7 a s s e r tEqua l s ( false , u r lF i l t e rManager . b lack l i s t I sEmpty ( ) ) ;
8
9 }
Wird die Blacklist als leer ausgewiesen, darf sie dies nach dem Einfu¨gen einer Zeichen-
kette nicht mehr tun. Die Methode funktioniert erwartungsgema¨ß.
Listing 24: UrlFilterManagerTest.java: testFlushBlacklist()
1 public f ina l void t e s tF l u s hB l a c k l i s t ( ) {
2
3 St r ing s = ”http ” ;
4
77
5 as s e r tEqua l s ( true , u r lF i l t e rManager . b lack l i s t I sEmpty ( ) ) ;
6
7 ur lF i l t e rManager . addToBlackl i s t ( s ) ;
8 a s s e r tEqua l s ( false , u r lF i l t e rManager . b lack l i s t I sEmpty ( ) ) ;
9
10 ur lF i l t e rManager . removeFromBlackl ist ( s ) ;
11 a s s e r tEqua l s ( true , u r lF i l t e rManager . b lack l i s t I sEmpty ( ) ) ;
12
13 }
Wird die Blacklist als nicht leer ausgewiesen, darf sie dies nach dem Lo¨schen aller Ele-
mente nicht mehr tun. Die Methode funktioniert erwartungsgema¨ß.
Listing 25: UrlFilterManagerTest.java: testFlushWhitelist()
1 public f ina l void t e s tF lu shWh i t e l i s t ( ) {
2
3 St r ing s = ”http ” ;
4
5 a s s e r tEqua l s ( true , u r lF i l t e rManager . whi te l i s t I sEmpty ( ) ) ;
6
7 ur lF i l t e rManager . addToWhitel ist ( s ) ;
8 a s s e r tEqua l s ( false , u r lF i l t e rManager . whi te l i s t I sEmpty ( ) ) ;
9
10 ur lF i l t e rManager . removeFromWhitelist ( s ) ;
11 a s s e r tEqua l s ( true , u r lF i l t e rManager . whi te l i s t I sEmpty ( ) ) ;
12
13 }
Wird die Whitelist als nicht leer ausgewiesen, darf sie dies nach dem Lo¨schen aller
Elemente nicht mehr tun. Die Methode funktioniert erwartungsgema¨ß.
Listing 26: UrlFilterManagerTest.java: testGetBlacklist()
1 public f ina l void t e s tGe tB l a c k l i s t ( ) {
2
3 St r ing s = ”http ” ;
4
5 a s s e r tEqua l s ( true , u r lF i l t e rManager . b lack l i s t I sEmpty ( ) ) ;
6
7 ur lF i l t e rManager . addToBlackl i s t ( s ) ;
8
9 s = ”pron ” ;
10 ur lF i l t e rManager . addToBlackl i s t ( s ) ;
11
12 as s e r tEqua l s ( true , u r lF i l t e rManager . g e tB l a c k l i s t ( ) . conta ins ( ”http ” ) ) ;
13 a s s e r tEqua l s ( true , u r lF i l t e rManager . g e tB l a c k l i s t ( ) . conta ins ( ”pron ” ) ) ;
14
15 }
Sa¨mtliche in die Blacklist eingefu¨gte Zeichenketten mu¨ssen sich in der vom UrlFilterMa-
nager gelieferten Blackliste befinden. Die Methode funktioniert erwartungsgema¨ß.
Listing 27: UrlFilterManagerTest.java:testGetWhitelist()
1 public f ina l void t e s tGetWhi t e l i s t ( ) {
2
3 St r ing s = ”http ” ;
4
5 a s s e r tEqua l s ( true , u r lF i l t e rManager . whi te l i s t I sEmpty ( ) ) ;
6
7 ur lF i l t e rManager . addToWhitel ist ( s ) ;
8 s = ”http ” ;
9 ur lF i l t e rManager . addToWhitel ist ( s ) ;
10
11 as s e r tEqua l s ( true , u r lF i l t e rManager . g e tWh i t e l i s t ( ) . conta ins ( ”http ” ) ) ;
12 a s s e r tEqua l s ( true , u r lF i l t e rManager . g e tWh i t e l i s t ( ) . conta ins ( ”http ” ) ) ;
13
14 }
Sa¨mtliche in die Whitelist eingefu¨gte Zeichenketten mu¨ssen sich in der vom UrlFilter-
Manager gelieferten Whiteliste befinden. Die Methode funktioniert erwartungsgema¨ß.
Listing 28: UrlFilterManagerTest.java: testRemoveFromBlacklist()
1 public f ina l void testRemoveFromBlackl ist ( ) {
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2
3 St r ing s = ”http ” ;
4
5 a s s e r tEqua l s ( true , u r lF i l t e rManager . b lack l i s t I sEmpty ( ) ) ;
6
7 ur lF i l t e rManager . addToBlackl i s t ( s ) ;
8 a s s e r tEqua l s ( true , u r lF i l t e rManager . g e tB l a c k l i s t ( ) . conta ins ( ”http ” ) ) ;
9
10 ur lF i l t e rManager . removeFromBlackl ist ( s ) ;
11 a s s e r tEqua l s ( false , u r lF i l t e rManager . g e tB l a c k l i s t ( ) . conta ins ( ”http ” ) ) ;
12
13 }
Die vorher eingefu¨gten Zeichenketten du¨rfen sich nach dem Entfernen nicht mehr in der
Blacklist befinden. Die Methode funktioniert erwartungsgema¨ß.
Listing 29: UrlFilterManagerTest.java: testRemoveFromWhitelist()
1 public f ina l void testRemoveFromWhitelist ( ) {
2
3 St r ing s = ”http ” ;
4
5 a s s e r tEqua l s ( true , u r lF i l t e rManager . whi te l i s t I sEmpty ( ) ) ;
6
7 ur lF i l t e rManager . addToWhitel ist ( s ) ;
8 a s s e r tEqua l s ( true , u r lF i l t e rManager . g e tWh i t e l i s t ( ) . conta ins ( ”http ” ) ) ;
9
10 ur lF i l t e rManager . removeFromWhitelist ( s ) ;
11 a s s e r tEqua l s ( false , u r lF i l t e rManager . g e tWh i t e l i s t ( ) . conta ins ( ”http ” ) ) ;
12
13 }
Die vorher eingefu¨gten Zeichenketten du¨rfen sich nach dem Entfernen nicht mehr in der
Whitelist befinden. Die Methode funktioniert erwartungsgema¨ß.
Listing 30: UrlFilterManagerTest.java: testSetBlacklist()
1 public f ina l void t e s t S e tB l a c k l i s t ( ) {
2
3 St r ing s = ”http ” ;
4
5 a s s e r tEqua l s ( true , u r lF i l t e rManager . b lack l i s t I sEmpty ( ) ) ;
6
7 ur lF i l t e rManager . addToBlackl i s t ( s ) ;
8 a s s e r tEqua l s ( true , u r lF i l t e rManager . g e tB l a c k l i s t ( ) . conta ins ( ”http ” ) ) ;
9
10 List<Str ing> l i s t = new ArrayList<Str ing >() ;
11 l i s t . add ( ”sex ” ) ;
12 l i s t . add ( ”drugs ” ) ;
13 l i s t . add ( ”rock ’n ’ r o l l ” ) ;
14 ur lF i l t e rManager . s e tB l a c k l i s t ( l i s t ) ;
15
16 as s e r tEqua l s ( false , u r lF i l t e rManager . g e tB l a c k l i s t ( ) . conta ins ( ”http ” ) ) ;




Das Setzen einer Blacklist wird u¨berpru¨ft, indem die gesetzte Liste sa¨mtliche Elemente
beinhalten muß, wie die erhaltene. Die Methode funktioniert erwartungsgema¨ß.
Listing 31: UrlFilterManagerTest.java: testSetWhitelist()
1 public f ina l void t e s t S e tWh i t e l i s t ( ) {
2
3 St r ing s = ”http ” ;
4
5 a s s e r tEqua l s ( true , u r lF i l t e rManager . whi te l i s t I sEmpty ( ) ) ;
6 ur lF i l t e rManager . addToWhitel ist ( s ) ;
7
8 a s s e r tEqua l s ( true , u r lF i l t e rManager . g e tWh i t e l i s t ( ) . conta ins ( ”http ” ) ) ;
9
10 List<Str ing> l i s t = new ArrayList<Str ing >() ;
11 l i s t . add ( ”sex ” ) ;
12 l i s t . add ( ”drugs ” ) ;
13 l i s t . add ( ”rock ’n ’ r o l l ” ) ;
14 ur lF i l t e rManager . s e tWh i t e l i s t ( l i s t ) ;
15
16 as s e r tEqua l s ( false , u r lF i l t e rManager . g e tWh i t e l i s t ( ) . conta ins ( ”http ” ) ) ;
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17 as s e r tEqua l s ( true , u r lF i l t e rManager . g e tWh i t e l i s t ( ) . c on ta in sA l l ( l i s t ) ) ;
18
19 }
Das Setzen einer Whitelist wird u¨berpru¨ft, indem die gesetzte Liste sa¨mtliche Elemente
beinhalten muß, wie die erhaltene. Die Methode funktioniert erwartungsgema¨ß.
Listing 32: UrlFilterManagerTest.java: testWhitelistIsEmpty()
1 public f ina l void te s tWhite l i s t I sEmpty ( ) {
2
3 St r ing s = ”http ” ;
4 a s s e r tEqua l s ( true , u r lF i l t e rManager . whi te l i s t I sEmpty ( ) ) ;
5 ur lF i l t e rManager . addToWhitel ist ( s ) ;
6 a s s e r tEqua l s ( false , u r lF i l t e rManager . whi te l i s t I sEmpty ( ) ) ;
7
8 }
Wird die Whitelist als leer ausgewiesen, darf sie dies nach dem Einfu¨gen einer Zeichen-
kette nicht mehr tun. Die Methode funktioniert erwartungsgema¨ß.
Listing 33: UrlFilterManagerTest.java: testisWhitelisted()
1 public f ina l void t e s t i sWh i t e l i s t e d ( ) {
2
3 try {
4 URL ur l = new URL( ”http :// zemluze . net / ” ) ;
5 St r ing s = ”zemluze ” ;
6 a s s e r tEqua l s ( true , u r lF i l t e rManager . whi te l i s t I sEmpty ( ) ) ;
7 a s s e r tEqua l s ( false , u r lF i l t e rManager . i sWh i t e l i s t e d ( u r l ) ) ;
8 ur lF i l t e rManager . addToWhitel ist ( s ) ;
9 a s s e r tEqua l s ( false , u r lF i l t e rManager . whi te l i s t I sEmpty ( ) ) ;
10 a s s e r tEqua l s ( true , u r lF i l t e rManager . i sWh i t e l i s t e d ( u r l ) ) ;
11 }
12
13 catch (MalformedURLException e ) {




Der Test, ob eine URL sich auf der Whitelist befindet, muß false liefern, solange bis eine
geeignete Regel zur Whitelist hinzugefu¨gt wurde. Der Test fu¨r die Blacklist ist analog.
Die Methoden funktionieren erwartungsgema¨ß.
6.1.3 Test RobotsExclusionManager
Die Klasse RobotsExclusionManager ha¨ngt ab von der Klasse RobotsExclusionContai-
nerElement. Zuna¨chst wird die Fehlerfreiheit dieser Containerklasse u¨berpru¨ft.
Listing 34: RobotsExclusionContainerElementTest.java
1 public class RobotsExclusionContainerElementTest extends TestCase {
2
3 private St r ing domain ;
4 private RobotsExclusionContainerElement element ;
5 private List<Str ing> d i s a l l owL i s t ;
6 private List<Str ing> a l l owL i s t ;
7
8 @Override
9 protected void setUp ( ) {
10 domain = ”zemluze . net ” ;
11
12 d i s a l l owL i s t = new ArrayList<Str ing >() ;
13 d i s a l l owL i s t . add ( ”/a ” ) ;
14
15 a l l owL i s t = new ArrayList<Str ing >() ;
16 d i s a l l owL i s t . add ( ”/a/b” ) ;
17
18 element = new RobotsExclusionContainerElement ( domain , d i s a l l owL i s t , a l l owL i s t ) ;
19 }
20
21 public f ina l void testGetDomain ( ) {
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22
23 as s e r tEqua l s ( true , e lement . getDomain ( ) . equa l s ( domain ) ) ;
24 }
25
26 public f ina l void t e s t S e tD i s a l l owL i s t ( ) {
27




32 public f ina l void t e s tS e tGe tL i s t s ( ) {
33
34 as s e r tEqua l s ( true , e lement . ge tAl lowLis t ( ) . equa l s ( a l l owL i s t ) ) ;
35 a s s e r tEqua l s ( true , e lement . g e tD i s a l l owL i s t ( ) . equa l s ( d i s a l l owL i s t ) ) ;
36 }
37
38 public f ina l void testAppendPathToDisal lowList ( ) {
39
40 d i s a l l owL i s t . add ( ”/ pr i va t e ” ) ;
41 element . appendPathToDisallowList ( ”/ p r i va t e ” ) ;
42 a s s e r tEqua l s ( true , e lement . g e tD i s a l l owL i s t ( ) . equa l s ( d i s a l l owL i s t ) ) ;
43
44 element . removePathFromDisallowList ( ”/ p r i va t e ” ) ;
45 a s s e r tEqua l s ( false , e lement . g e tD i s a l l owL i s t ( ) . equa l s ( d i s a l l owL i s t ) ) ;
46
47 d i s a l l owL i s t . remove ( ”/ pr i va t e ” ) ;
48 a s s e r tEqua l s ( true , e lement . g e tD i s a l l owL i s t ( ) . equa l s ( d i s a l l owL i s t ) ) ;
49 }
50 }
Dazu soll wieder setUp() u¨berschrieben werden. Fu¨r jede zu testende Methode wird
ein gleicher Ausgangszustand hergestellt. Anschließend wird jede Methode in einzelnen
Tests u¨berpru¨ft. Im Test verhalten sich alle Methoden wie erwartet.
Listing 35: RobotsExclusionManagerTest.java





6 URL ur l1 = new URL( ”http :// zemluze . net /a/b/c/e ” ) ;
7 List<Str ing> d i s a l l owL i s t = new ArrayList<Str ing >() ;
8 List<Str ing> a l l owL i s t = new ArrayList<Str ing >() ;
9
10 d i s a l l owL i s t . add ( ”/a ” ) ;
11 d i s a l l owL i s t . add ( ”/a/b” ) ;
12
13 a l l owL i s t . add ( ”/a/c ” ) ;
14 a l l owL i s t . add ( ”/a/b/d” ) ;
15
16 manager . setRobotsTxtLists ( u r l 1 . ge tProtoco l ()+ ” :// ”+ur l1 . getHost ()+ ” : ”+ur l1 . getPort ( ) ,
17 d i s a l l owL i s t , a l l owL i s t ) ;
18
19 as s e r tEqua l s ( true , manager . i sDisa l lowedByRobotsExc lus ionInformat ion ( ur l 1 ) ) ;
20
21 URL ur l2 = new URL( ”http :// zemluze . net /a/b/d/e ” ) ;
22
23 manager . setRobotsTxtLists ( u r l 2 . ge tProtoco l ()+ ” :// ”+ur l2 . getHost ()+ ” : ”+ur l2 . getPort ( ) ,
24 d i s a l l owL i s t , a l l owL i s t ) ;
25




30 catch ( IOException e ) {
31 e . pr intStackTrace ( ) ;
32 }
33 }
Das Verhalten des RobotsExlcusionManagers wird in nur einer Methode beobachtet, da
dieser Test in Abha¨ngigkeit zu anderen Methoden steht. Die wichtige Entscheidung u¨ber
Ladeerlaubnis gema¨ß angegebener Pfade ist zutreffend.
6.2 Test des Prototyps
Fu¨r diesen Test wurde eine Testumgebung eingerichtet, die fu¨r jeden Test einen virtuellen
Webserver entha¨lt. Jeder dieser Webserver ha¨lt Daten bereit, die den Crawler in seiner
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Ausfu¨hrung beeinflussen. Fu¨r jeden Test werden Auszu¨ge aus den Logfiles der Webserver
gezeigt, die das Verhalten in zeitlichen Bezug setzen.
6.2.1 Crawler Politeness
In diesem Test soll ermittelt werden, ob sich der Crawler erwartungsgema¨ß an die Wu¨n-
sche der Webmaster und Administratoren ha¨lt. Der Test erfolgt in zwei Stufen.
Test Robot Exclusion Standard
Der Crawler soll robots.txt einer jeden Domain laden und beachten. Fu¨r diesen Test wur-
de der virtuelle Webserver vhost1.intranet.wg so konfiguriert, dass sich folgende Dateien







Listing 36: Test Robot Exclusion Standard: robots.txt
1 User−agent : ∗
2 Allow : /
3 Allow : / d i s a l l ow / al low /
4 Disa l low : / d i s a l l ow
Die Parameter gathererDocumentListSize sowie topListSize mu¨ssen den Wert 1 haben,
da die initiale Liste lediglich einen URL beinhaltet. Im ersten Schritt soll http://vhost1.intranet.wg/
abgeholt werden. Da der Crawler nicht erst auf den Inhalt einer robots.txt wartet, bevor
er URL einer Domain la¨dt, ist das Aufteilen in zwei Schritte fu¨r diesen Test erforder-
lich. Zuna¨chst sollen die Informationen im Robot Exclusion Standard gesammelt werden.
Im zweiten Schritt dann soll mit http://vhost1.intranet.wg/index2.html ein Hyperlinks
beinhaltenes Dokument untersucht werden. Diese sind http://vhost1.intranet.wg/allow,
http://vhost1.intranet.wg/disallow und http://vhost1.intranet.wg/disallow/allow.
Ein Blick in das Logfile vom Webserver aus Listing 37 gibt Aufschluß u¨ber das Ver-
halten des Crawlers.
Listing 37: Test Robot Exclusion Standard: apache.log
1 22 : 17 : 37 ”GET / HTTP/1 .1” 200 6 ”−” ”myCrawler ”
2 22 : 17 : 38 ”GET / robots . txt HTTP/1 .1” 200 67 ”−” ”myCrawler ”
3 22 : 17 : 49 ”GET / index 2 . html HTTP/1 .1” 200 258 ”−” ”myCrawler ”
4 22 : 17 : 50 ”GET / d i s a l l ow / al low HTTP/1 .1” 301 428 ”−” ”myCrawler ”
5 22 : 17 : 50 ”GET / d i s a l l ow / al low / HTTP/1 .1” 200 820 ”−” ”myCrawler ”
6 22 : 17 : 51 ”GET / al low HTTP/1 .1” 301 419 ”−” ”myCrawler ”
7 22 : 17 : 51 ”GET / al low / HTTP/1 .1” 200 793 ”−” ”myCrawler ”
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Abbildung 43: Konfiguration Test robots.txt
Abbildung 44: Ergebnis Test robots.txt
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Beide erlaubten neuen URL werden geladen. Der Webserver leitet mit Status 301
permanent um, da es sich um Verzeichnisse handelt. Diesen Umleitungen wird sofort
gefolgt, wie es das Konzept auch vorsieht.
Letztlich mu¨ssen sich fu¨nf Elemente im URL-Index befinden: /, /robots.txt, /in-
dex2.html, /allow und /disallow/allow. Debug-Eintra¨ge im Logfile des Crawlers besta¨-
tigen diesen Inhalt.
Test Meta Tag robots
Der Crawler soll Meta-Tag robots einer jeden Ressource beachten. Fu¨r diesen Test wurde








Listing 38: Test Meta Tag robots: robots.txt
1 User−agent : ∗
2 Allow : /
Es soll http://vhost4.intranet.wg/ abgeholt werden. Da /index.html auf /follow.html
sowie /nofollow.html verweist, befinden sich im Anschluß diese URL zuna¨chst im Index.
Das Dokument /follow.html verweist auf /follow1.html, die Ressource /nofollow.html
verweist auf /nofollow1.html. Wa¨hrend /follow.html im Meta-Tag robots die Anwei-
sung index,follow entha¨lt, befindet sich in nofollow.html im entsprechenden Attribut
index,nofollow. Das Dokument follow1.html darf nicht indexiert werden, nofollow1.html
hingegen gibt explizit die Erlaubnis.
Ein Blick in das Logfile vom Webserver aus Listing 39 gibt Aufschluß u¨ber das Ver-
halten des Crawlers.
Listing 39: Test Meta Tag robots: apache.log
1 22 : 52 : 14 ”GET / HTTP/1 .1” 200 81 ”−” ”myCrawler ”
2 22 : 52 : 15 ”GET / robots . txt HTTP/1 .1” 200 23 ”−” ”myCrawler ”
3 22 : 52 : 15 ”GET / fo l l ow . html HTTP/1 .1” 200 85 ”−” ”myCrawler ”
4 22 : 52 : 16 ”GET / nofo l l ow . html HTTP/1 .1” 200 91 ”−” ”myCrawler ”
5 22 : 52 : 16 ”GET / robots . txt HTTP/1 .1” 200 23 ”−” ”myCrawler ”
6 22 : 52 : 17 ”GET / fo l l ow 1 . html HTTP/1 .1” 200 90 ”−” ”myCrawler ”
Sa¨mtliche erlaubten Ressourcen werden geladen, da die Angabe des Webmasters sta¨r-
ker bindet als die des Administrators, hat das Meta-Tag ein ho¨heres Gewicht als das der
Angaben aus robots.txt, auf welche nur die Person mit Zugriff auf die Domainwurzel
Einfluß hat. Ob sich /follow1.html noch im Index befindet, ergibt sich aus der Anzahl
der URL im Index aus Abbildung 45.
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Abbildung 45: Ergebnis Test Meta-Tag robots
Letztlich mu¨ssen sich vier Elemente im URL-Index befinden: /, /robots.txt, /fol-
low.html und /nofollow.html. Debug-Eintra¨ge im Logfile des Crawlers besta¨tigen die-
sen Inhalt. Warum aber wird /robots.txt zwei mal geladen? Der Grund hierfu¨r ist die
Nebenla¨ufigkeit des Programms. Zu dem Zeitpunkt, an welchem die Entscheidung getrof-
fen wird, ob gefundene Verweise neu sind - und in den URL-Index aufgenommen werden
sollen, liegen noch keine Informationen u¨ber die Domain im RobotsExclusionManager
bereit. Deswegen wird konzeptkonform ein entsprechender URL generiert. Die Infor-
mationen werden daher zweimal gewonnen, aber nur einmal gespeichert. Eine mo¨gliche
Korrekturlo¨sung ist das Anpassen des Seeder-Moduls. Entweder dort oder im UrlIndex-
Manager sollte eine entsprechende Pru¨fung stattfinden.
6.2.2 Crawler Health
In diesem Test soll ermittelt werden, ob sich der Crawler erwartungsgema¨ß an die Wu¨n-
sche des Crawleradministators ha¨lt. Der Test erfolgt in zwei Stufen.
Test Redirection Loops
Der Crawler soll Umleitungen nicht in einer Schleife folgen. Fu¨r diesen Test wurde der







Listing 40: Test Redirection Loops: robots.txt
1 User−agent : ∗
2 Allow : /
Mittels .htaccess wird der Webserver so konfiguriert, dass die Ressourcen /[links-
rechts].html einen Kreis durch Weiterleitung bilden. Hierfu¨r soll die Konfiguration so
angepasst werden, dass bereits eine zweite unmittelbare Weiterleitung zum Fehlerstatus
einer Ressource, und dieser zum Entfernen des Elements aus dem Index fu¨hrt.
Ein Blick in das Logfile vom Webserver aus Listing 41 gibt Aufschluß u¨ber das Ver-
halten des Crawlers.
Listing 41: Test Redirection Loops: apache.log
1 16 : 18 : 07 ”GET / robots . txt HTTP/1 .1” 200 23 ”−” ”myCrawler ”
2 16 : 18 : 08 ”GET / HTTP/1 .1” 200 1183 ”−” ”myCrawler ”
3 16 : 18 : 09 ”GET / l i n k s . html HTTP/1 .1” 302 400 ”−” ”myCrawler ”
4 16 : 18 : 09 ”GET / rech t s . html HTTP/1 .1” 302 399 ”−” ”myCrawler ”
Das Laden verla¨uft erwartungsgema¨ß. Außerdem befinden sich am Ende eines Zyklus
lediglich die Ressourcen /robots.txt sowie / im URL-Index. Die aufgrund von Umlei-
tungsschleifen zu lo¨schenden Elemente wurden entfernt.
Test Dateivolumen
Der Crawler soll Dateien nur bis 100kb Dateigro¨ße speichern. Fu¨r diesen Test wurde der






Listing 42: Test Dateivolumen: robots.txt
1 User−agent : ∗
2 Allow : /
Ein Blick in das Logfile vom Webserver aus Listing 43 gibt Aufschluß u¨ber das Ver-
halten des Crawlers.
Listing 43: Test Dateivolumen: apache.log
1 22 : 46 : 01 ”GET / HTTP/1 .1” 200 56 ”−” ”myCrawler ”
2 22 : 46 : 02 ”GET / robots . txt HTTP/1 .1” 200 23 ”−” ”myCrawler ”
3 22 : 46 : 03 ”GET / robots . txt HTTP/1 .1” 200 23 ”−” ”myCrawler ”
4 22 : 46 : 04 ”GET / b i g f i l e . txt HTTP/1 .1” 200 198510 ”−” ”myCrawler ”
5 22 : 46 : 04 ”GET / sm a l l f i l e . txt HTTP/1 .1” 200 99255 ”−” ”myCrawler ”
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Der Reihe nach werden alle Dateien geladen. Wieder (siehe Abschnitt 6.2.1) wurde
aufgrund der Nebenla¨ufigkeit die robots.txt zwei mal in den Kreislauf aufgenommen.
Im URL-Index sind zum Schluß sa¨mtliche Dokumente. Jedoch wurde bigfile.txt nicht
gespeichert, da die Dateigro¨ße die Grenze u¨berschritt.
Abbildung 46: Ergebnis Test Filesize
Insgesamt sind daher alle Tests zufriedenstellend verlaufen. Es bleiben allerdings kleine
A¨nderungsmo¨glichkeiten, die im Abschnitt 7 Beachtung finden.
6.3 Gesamtergebnis
Der erfolgreiche Test der Speichermodule garantiert deren einwandfreie Funktion. Darauf
aufbauend wurden in den verschieden Entwicklungsstufen kleinere Crawlingabla¨ufe am
Internet gestartet und u¨ber manuelle Logfileanalyse u¨berpru¨ft. Um dadurch erkanntes
Fehlverhalten auf ein einzelnes Modul zuru¨ckfu¨hren und damit eingrenzen zu ko¨nnen,
wurden jeweils auffa¨llige Methoden in eigene Klassen extrahiert und bei Bedarf mit
JUnit getestet. Sa¨mtliche Module weisen inzwischen erwartete Resultate auf.
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7 Ausblick
Das Entwicklungsergebnis stellt einen Rahmen fu¨r Webcrawling zur Verfu¨gung, der in
seinem Umfang schon zufriedenstellend tauglich ist. Um das Werkzeug allerdings in ei-
ner Produktivumgebung einzusetzen, sollten einige wesentliche Verbesserungen an Per-
formanz und Robustheit vorgenommen werden. Außerdem ko¨nnen bestehende Module
dediziert optimiert werden. Dies wird durch die modulare Projektarchitektur ermo¨glicht.
Die maximale Anzahl der Entwickler ist durch die Anzahl der Sub-Projekte vorgegeben.
Jedes einzelne dieser Projekte kann und sollte von einem Nachfolger untersucht und
optimiert werden.
7.1 Performanz
Der komplette Crawlerframework bietet Potential zur Steigerung der Performanz. Je
nach Crawlingziel, ko¨nnen allein schon A¨nderungen von Konfigurationsparametern zu
einer Verbesserung beitragen. Die folgenden Module sollen besonders beachtet werden.
7.1.1 Hardstorage
Das Modul lo¨st die Aufgabe, geladene Dateien zu speichern. Die Skalierbarkeit ist da-
bei fu¨r einen dauerhaften Einsatz nicht ausreichend untersucht wurden. Hier ist eine
konzeptionelle Anpassung an gro¨ßere Volumen eine interessante Herausforderung.
Je nach Anwendungswunsch ist das Speichern von geladenen Dateien in diesem Frame-
work auch nicht immer notwendig. Ein direktes Verbinden mit dem Lucene-Framework
zum Aufbau einer Indexstruktur fu¨r die Realisierung von Information Retrieval-Aufgaben
ist auch ohne Zwischenspeichern denkbar.
7.1.2 Harvester
Im vorliegenden Konzept la¨dt dieses Modul jede URL aus dem Long Term Scheduling
zur weiteren Verwendung herunter. Dabei wird nicht beachtet, welche Transfervolumen
einzelne Verweise zur Folge haben. Die HTTP-Methode HEAD bietet im Kern bereits
einen Mechanismus (siehe Abschnitt 2.3) zur Selektion von Ressourcen. Eine Erweite-
rung dieses Moduls um eine Selektion aufgrund verschiedener Kriterien ohne komplettes
Laden aller Dokumente, kann die Performanz insofern steigern, dass die Bandbreite nicht
fu¨r Ressourcen aufgewendet werden muß, die in Folgeschritten ohnehin ausgefiltert wu¨r-
den. Konkret bietet sich hierfu¨r auch die bedingte Anfrage an. Wobei in diesem Fall
zu beachten bleibt, dass aufgrund mangelnder Einflußmo¨glichkeiten keine Garantie auf
richtige Entscheidungen von Webservern existiert.
7.1.3 RobotsExclusionManager
Informationen aus robots.txt ko¨nnen nach langer Zeit der Stetigkeit einen wichtigen
neuen Eintrag enthalten. Da diese Ressourcen eine Gleichbehandlung erfahren, ist der
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Recrawl-Zyklus allein von den allgemeinen Parametern fu¨r jede URL abha¨ngig. A¨n-
derungen ko¨nnen daher mitunter nicht zeitnah registriert werden. Dadurch kann der
Crawler die zwar freiwillige, aber sinnvolle Beachtung der unerlaubten Pfade nicht im-
mer garantieren. Eine maximale Toleranz von sieben Tagen sollte der Crawler jedoch
im Produktivbetrieb einhalten. Die Zeit kann variieren, wenn der Webmaster entspre-
chende Wu¨nsche angibt. Eine Gu¨ltigkeitsangabe mit zeitlichem Bezug ist bislang nicht
vorgesehen. Wu¨rde aber jeders Container-Element um eine Zeitangabe erweitert, bo¨-
te dieser Speicher eine weitere Entscheidungsgrundlage fu¨r das Long Term Scheduling.
Diese Zeitangabe ko¨nnte aus den Meta-Tag revisit-after gewonnen werden.
7.1.4 GUI
Befindet sich der Host mit dem Crawlingprozess am Kapazita¨tsmaximum, reagiert die
GUI sehr verzo¨gert. Sie ko¨nnte in einem weiteren Thread gemeinsam mit den vier Craw-
lingkomponenten um die CPU konkurrieren, um die Performanz zu steigern.
7.2 Robustheit
Im Moment mu¨ssen die Gro¨ßen der einzelnen Listen fu¨r den Datentransport der Craw-
lingmodule manuell angepasst werden. Hier wa¨re eine Dynamik sinnvoll, die je nach
Anzahl vorhandener lokaler Modulergebnisse die Abarbeitung beschleunigt, aber auch
in ihrer Ausfu¨hrung erha¨lt. Der gesamte Crawlingprozess kann zum Stillstand kommen,
wenn sa¨mtliche URL im Harvester bereits geladen sind, die Dokumente im Gatherer
allerdings keine gu¨ltigen Hyperlinks beinhalteten. Dann mangelt es an einem Initiator,
der die inaktiven Module reaktiviert. Hierfu¨r ko¨nnte auch ein beobachtender Thread
zur Anwendung kommen, der zyklisch pru¨ft, ob Module Daten vorhalten, die wartende
Module verarbeiten ko¨nnten.
7.3 Qualita¨tsmanagement
Diese Software entha¨lt aufgrund ihrer Komplexita¨t und der kurzen Entwicklungszeit
mit hoher Wahrscheinlichkeit unentdeckte Fehler, wie jede Software in diesem Stadium.
Um solche Fehler zu identifizieren, bedarf es eines umfangreichen Testkonzepts. Da es
im zeitlichen Rahmen dieser Diplomarbeit nicht mo¨glich war, u¨ber die Konzeption und
Entwicklung dieses Frameworks hinaus, sa¨mtliche Fa¨lle zu eruieren, steht diese Aufgabe
noch zur Disposition. Um diesen Crawler la¨ngerfristig und gewinnbringend zu verwenden,
sollte es eine Grundlage fu¨r die Annahme der Freiheit von Fehlern geben. Nicht zu letzt
die Verantwortlichen fu¨r die Infrastruktur werden eine solche Grundlage einfordern, bevor
Sie ihre Zustimmung zum Betrieb des Crawlers geben ko¨nnen.
7.4 Features
Der Grundstamm an Funktionalita¨ten kann um einige Funktionen erweitert werden, um
ein umfangreicheres Spektrum an Mo¨glichkeiten zu erzielen.
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7.4.1 Cloaking
Das Konzept sieht bisher keine Cloakingerkennung vor. Eine Anpassung im Harvester
ko¨nnte den Algorithmus aus Abschnitt 3.5 implementieren.
7.4.2 MIME-Typen
Bislang untersucht das Modul Gatherer lediglich Inhalte vom MIME-Typ text/plain so-
wie text/html. Eine Erweiterung um grafische bzw. multimediale Gruppen ist notwendig,
wenn eine Indizierung dieser Inhalte stattfinden soll. Eine Anwendung einer Texterken-
nung in Bilddateien, die im Moment an der Professur im Rahmen einer Diplomarbeit
entwickelt wird, ko¨nnte hiermit verknu¨pft werden.
7.4.3 Ranking
Der implementierte Algorithmus im Manager-Modul ist mit drei gewichteten Parame-
tern nur beispielhaft pra¨sent. Eine anspruchsvolle und interessante Aufgabe ist es, hier
einen zweckma¨ßigeren Algorithmus zu entwickeln. Der modulare Aufbau der Software
ermo¨glicht eine separate Entwicklung.
7.4.4 GUI / Administration
Eine Erweiterung des Konfigurationstabs um den Parameter der maximalen Dateigro¨ße
fu¨r zu speichernde Dokumente ist angemessen. Außerdem fehlen bislang Administrati-
onsmo¨glichkeiten fu¨r Black- und Whitelist des UrlFilterManagers. Interessant ist weiter-
hin die Option auf Manipulation am URL-Index. Ein spezielles Steuer-Tab ist in diesem
Zusammenhang eine attraktive Erweiterung.
7.4.5 Monitoring
Dieses Modul fordert derzeit aktuelle Zahlen der jeweiligen Module an und visualisiert sie
textuell im GUI. Hier gibt es großes Entwicklungspotential. So ko¨nnten die Werte la¨ngere
Zeit vorgehalten und mit anderen Sitzungen verglichen werden. Der Zusammenhang von
Datum, Uhrzeit und den geladenen URL ga¨be Aufschluß u¨ber das Crawlingverhalten. Ein
Zusammenhang von Dateigro¨ße, (Top Level) Domain oder anderen Kriterien von URL
mit HTTP-Statuscodes ist auch denkbar. Hierfu¨r mu¨ßte das Modul sowohl grafisch als
auch funktioniell erweitert werden.
7.4.6 Hash-Funktion
Die im Framework verwendete Pru¨fsummenberechnung mittels MD5 birgt ab einer Men-
ge von 264 verschiedenen bereits verwendeten Werten das Risiko einer wahrscheinlichen
Kollision. Hierfu¨r ko¨nnten skalierendere Verfahren evaluiert werden.
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7.5 Logging
Mit der Verwendung des Frameworks log4j bieten sich umfangreiche Logging-Mo¨glichkeiten.
So ko¨nnen unterschiedliche Debug-Level definiert werden. Dies erho¨hte die U¨bersicht-
lichkeit der einzelnen Meldungen. Außerdem fehlt ein Mechanismus, der eine zentrale
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A Uniform Resource Identifiers (URI)
URI = scheme ":" hier-part [ "?" query ] [ "#" fragment ]





URI-reference = URI / relative-ref
absolute-URI = scheme ":" hier-part [ "?" query ]
relative-ref = relative-part [ "?" query ] [ "#" fragment ]





scheme = ALPHA *( ALPHA / DIGIT / "+" / "-" / "." )
authority = [ userinfo "@" ] host [ ":" port ]
userinfo = *( unreserved / pct-encoded / sub-delims / ":" )
host = IP-literal / IPv4address / reg-name
port = *DIGIT
IP-literal = "[" ( IPv6address / IPvFuture ) "]"
IPvFuture = "v" 1*HEXDIG "." 1*( unreserved / sub-delims / ":" )
IPv6address = 6( h16 ":" ) ls32
/ "::" 5( h16 ":" ) ls32
/ [ h16 ] "::" 4( h16 ":" ) ls32
/ [ *1( h16 ":" ) h16 ] "::" 3( h16 ":" ) ls32
/ [ *2( h16 ":" ) h16 ] "::" 2( h16 ":" ) ls32
/ [ *3( h16 ":" ) h16 ] "::" h16 ":" ls32
/ [ *4( h16 ":" ) h16 ] "::" ls32
/ [ *5( h16 ":" ) h16 ] "::" h16
/ [ *6( h16 ":" ) h16 ] "::"
h16 = 1*4HEXDIG
ls32 = ( h16 ":" h16 ) / IPv4address
IPv4address = dec-octet "." dec-octet "." dec-octet "."
dec-octet
dec-octet = DIGIT ; 0-9
/ %x31-39 DIGIT ; 10-99
/ "1" 2DIGIT ; 100-199
/ "2" %x30-34 DIGIT ; 200-249
/ "25" %x30-35 ; 250-255
reg-name = *( unreserved / pct-encoded / sub-delims )
path = path-abempty ; begins with "/" or is empty
I
/ path-absolute ; begins with "/" but not "//"
/ path-noscheme ; begins with a non-colon segment
/ path-rootless ; begins with a segment
/ path-empty ; zero characters
path-abempty = *( "/" segment )
path-absolute = "/" [ segment-nz *( "/" segment ) ]
path-noscheme = segment-nz-nc *( "/" segment )




segment-nz-nc = 1*( unreserved / pct-encoded / sub-delims /
"@" )
; non-zero-length segment without any colon ":"
pchar = unreserved / pct-encoded / sub-delims / ":" / "@"
query = *( pchar / "/" / "?" )
fragment = *( pchar / "/" / "?" )
pct-encoded = "%" HEXDIG
HEXDIG
unreserved = ALPHA / DIGIT / "-" / "." / "_" / "~"
reserved = gen-delims / sub-delims
gen-delims = ":" / "/" / "?" / "#" / "[" / "]" / "@"
sub-delims = "!" / "$" / "&" / "’" / "(" / ")"
/ "*" / "+" / "," / ";" / "="
II
B CD-ROM
Auf der CD-ROM befinden sich die Java-Quellen mit sa¨mtlichen Projektdaten. Außer-
dem sind sa¨mtliche im Literaturverzeichnis verlinkte Referenzen gespeichert.
III
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