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Abstract
The existence of extremal solutions of the following functional Cauchy problem [FCP]:
x′ = f (t, x, x(.)), x(0) = 0, (1)
is investigated here. The main results established for non-functional Cauchy problem [N-FCP] in R [Dariusz Walachowski, Witold
Rzymowski, One-dimensional differential equations under weak assumptions, J. Math. Anal. Appl. 198 (1996) 657–670] are gen-
eralized here in R, as well as in Rn.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
In a recent paper [1] W. Rzymowski and D. Walachowski achieved existence results for [N-FCP]
x′ = f (t, x), x(0) = 0, (2)
where f : [0,1] × R → R.
Theorem 1 (Non-functional case [1]). Let (a1)–(a3) below be fulfilled:
(a1) for each x ∈ R, f (., x) : [0,1] → R is measurable,
(a2) there exists a Lebesgue integrable function M : [0,1] → [0,∞] such that |f (t, x)| M(t), for all x ∈ R and
almost all t ∈ [0,1],
(a3) for almost all t ∈ [0,1] and all x ∈ R,
lim sup
y↑x
f (t, y) f (t, x) = lim inf
y↓x f (t, y).
Under the above assumptions [N-FCP] expressed by (2) has extremal Caratheodory’s solutions in the interval [0,1].
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x0(t) = sup
x∈
x(t),
where  = {x ∈ 0 | x(t) − x(s) 
∫ t
s
f (τ, x(τ )) dτ, 0  s  t  1} = {x ∈ 0 | x′(t)  f (t, x(t)) a.e. in [0,1]},
0 = {x | x : [0,1] → R, x(0) = 0, |x(t) − x(s)|
∫ t
s
M(τ) dτ, 0 s  t  1}.
In this paper we present an approach of establishing existence results for [FCP] (1). This approach consists in
applying the results obtained in [1] to a suitable [N-FCP].
Notations. M : [0,1] → [0,∞] is a Lebesgue integrable function, CM [0,1] = {x ∈ C([0,1]) | x(0) = 0,
|x(t) − x(s)| | ∫ t
s
M(τ) dτ |, s, t ∈ [0,1]}, f : [0,1]×R×CM([0,1])→ R.
2. Main result
Theorem 2. Suppose that (c1)–(c5) below are fulfilled:
(c1) for all x ∈ R, and all ϕ ∈ CM([0,1]), f (., x,ϕ) : [0,1] → R is Lebesgue measurable,
(c2) for almost all t ∈ [0,1], and all x ∈ R, f (t, x,ϕ) f (t, x,ψ) whenever ϕ,ψ ∈ CM([0,1]) with ϕ ψ ,
(c3) for almost all t ∈ [0,1], all x ∈ R, and all ϕ ∈ CM([0,1]), |f (t, x,ϕ)|M(t),
(c4) for almost all t ∈ [0,1], all x ∈ R,and all ϕ ∈ CM([0,1]),
lim sup
y↑x
f (t, y,ϕ) f (t, x,ϕ) = lim inf
y↓x f (t, y,ϕ),
(c5) for almost all t ∈ [0,1], and all ϕ ∈ CM([0,1]), f (t, x,ϕ) f (t, y,ϕ) whenever x, y ∈ R with x  y.
Then [FCP] expressed by (1) has extremal solutions defined almost everywhere in [0,1].
We base the proof on, among other tools, the following lemmas whose proofs for a function f (., x(.)), without a
functional argument, are given in steps 1 and 2 in the proof of Theorem 1 of [1], and hence is omitted. Throughout
the following μ denotes the Lebesgue measure on R.
Lemma 1. If (c1) and (c4) of Theorem 2 hold, then for fixed x ∈ C([0,1]), ε  0, and ϕ ∈ CM([0,1]), the mapping
[0,1] 	 t 
→ inf
r∈[0,ε]f
(
t, x(t) + r, ϕ)
is measurable. In particular, f (., x(.), ϕ) is measurable for each fixed x ∈ C([0,1]), and fixed ϕ ∈ CM([0,1]).
Lemma 2. If F ⊂ [0,1] is a Lebesgue measurable set, then the following equations hold for almost all t0 ∈ F ,
lim
t↓t0
μ[t0, t] ∩ F
t − t0 = 1, (3)
lim
t↓t0
1
μ[t0, t] ∩ F
∫
[t0,t]\F
M(τ)dτ = 0. (4)
Proof of Theorem 2. We shall prove the existence of a maximal solution, the proof of the existence of a minimal
solution is analogous and hence is omitted.
Let ϕ ∈ CM([0,1]) be fixed and let fϕ : [0,1] × R → R be the function defined by
fϕ(t, x) = f (t, x,ϕ).
Let us consider the following [N-FCP]:
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(
t, x(t)
)
a.e. in [0,1], x(0) = 0. (5)
Clearly fϕ(t, x) satisfies the hypotheses of Theorem 1. Applying Theorem 1, as regards function fϕ , we achieve the
existence of a maximal solution xϕ of the [N-FCP] (5) which is given by
xϕ(t) = sup
x∈ϕ
x(t)
where ϕ = {x ∈ CM([0,1]) | x′(t) fϕ(t, x(t)) a.e. in [0,1]}.
Let Υϕ = {ψ ∈ CM([0,1]) | ψ(0) = 0, ψ  xϕ, ψ ′(t) fϕ(t,ψ(t)) a.e. in [0,1]}. Define
ϕ0(t) = inf
ψ∈Υϕ
ψ(t).
Clearly, ψ(t) = ∫ t0 M(τ)dτ ∈ Υϕ and so Υϕ = ∅. We claim that
(i) ψ,χ ∈ Υϕ implies that min{ψ,χ} ∈ Υϕ .
(ii) There exists a non-increasing sequence ψn ∈ Υϕ such that ψn → ϕ0 ∈ Υϕ uniformly as n → ∞.
Once more the proof of the assertions (i) and (ii) is contained in essence in step 3 of Theorem 1 in [1].
Choose ϕ ∈ CM([0,1]) such that ϕ  ϕ0. It follows, by ϕ0 ∈ Υϕ and (c2), that ϕ0 ∈ Υϕ0 , i.e., ϕ′0(t) fϕ0(t, ϕ0(t))
a.e. in [0,1]. It is enough to show that ϕ′0(t) fϕ0(t, ϕ0(t)) a.e. in [0,1]. Indeed, if it were the case, we have
ϕ0(0) = 0, ϕ′0(t) = f
(
t, ϕ0(t), ϕ0(.)
)
a.e. in [0,1].
Moreover, if
x(0) = 0, x′(t) = f (t, x(t), x(.)) a.e. in [0,1],
for some x ∈ CM([0,1]), we have x ∈ x , x  xx , and hence x  ϕ0. This proves the maximality of the solution ϕ0.
After all these preliminaries we now come to the final step of the proof in which we shall prove that ϕ′0(t) 
fϕ0(t, ϕ0(t)) a.e. in [0,1]. Clearly ϕ0  xϕ0 . Let A = {t ∈ [0,1] | ϕ0(t) > xϕ0(t)} = ∅. Since ϕ0(t) and xϕ0 are contin-
uous, there exist α0 > 0 and a non-trivial interval [a, b] ⊂ A such that ϕ0(t) > xϕ0(t) + α0 in [a, b]. Let
E = {t ∈ [a, b] ∣∣ ϕ′0(t) > fϕ0(t, ϕ0(t)), (c1) and (c4) hold}.
It follows, by Lemma 1, that E is measurable. We claim that μ(E) = 0. Suppose the contrary. Since E = ⋃∞n=1 En,
where
En =
{
t ∈ [a, b]
∣∣∣ ϕ′0(t) > fϕ0(t, ϕ0(t))+ 4n
}
,
there exists n0 ∈ ℵ such that μ(En0) > 0. Let F = {t ∈ En0 | ϕ′0(t) exists}. It follows, by Lemma 2, that there exist
t0 ∈ F and δ > 0 such that (t0, t0 + δ) ⊂ [a, b] and
μ
([t0, t] ∩ F ) 12 (t − t0), (6)
2
μ([t0, t] ∩ F)
∫
[t0,t]\F
M(τ)dτ  1
n0
, (7)
2
t∫
t0
M(τ)dτ  α0, (8)
for all t ∈ (t0, t0 + δ). In order to achieve a contradiction let us define χ : [t0,1] → R, and ψ : [0,1] → R by the
formulas
χ(t) =
{
ϕ′0(t) − 3n0 , if t ∈ (t0, t0 + δ) ∩ F,
M(t), if t /∈ (t0, t0 + δ) ∩ F,
ψ(t) =
{
ϕ0(t), if t ∈ [0, t0],
ϕ0(t0) +
∫ t
χ(τ ) dτ, if t ∈ [t0,1].t0
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all t ∈ (t0, t0 + δ) ∩ F , we have
M(t)M(t) − 3
n0
 χ(t) = ϕ′0(t) −
3
n0
 fϕ0
(
t, ϕ0(t)
)+ 4
n
− 3
n0
 fϕ0
(
t, ϕ0(t)
)
−M(t),
and, for t ∈ (t0, t0 + δ) \ F , we have M(t) = χ(t)−M(t). Therefore for all s, t ∈ [0,1],
∣∣ψ(t) − ψ(s)∣∣=
∣∣∣∣∣
t∫
s
ψ ′(τ ) dτ
∣∣∣∣∣
∣∣∣∣∣
t∫
s
M(τ) dτ
∣∣∣∣∣,
which together with the equality ψ(0) = 0 implies that ψ ∈ CM(0,1). For t ∈ [t0, t0 + δ] it follows, by (8), that
ψ(t) − xϕ0(t) = ψ(t0) − xϕ0(t0) +
t∫
t0
[
ψ ′(τ ) − x′ϕ0(τ )
]
dτ  α0 − 2
t∫
t0
M(τ)dτ  0,
and, for t ∈ [t0 + δ,1], it follows, by the definition of χ , that
ψ(t) − xϕ0(t) = ψ(t0 + δ) − xϕ0(t0 + δ) +
t∫
t0+δ
[
ψ ′(τ ) − x′ϕ0(τ )
]
dτ 
t∫
t0+δ
[
M(τ) − x′ϕ0(τ )
]
dτ  0.
Therefore ψ(t) xϕ0(t) for all t ∈ [0,1].
On the other hand, for t ∈ [t0, t0 + δ], it follows, by (6), (7), and the definition of χ , that
ψ(t) = ϕ0(t0) +
t∫
t0
ψ ′(τ ) dτ = ϕ0(t0) +
∫
[t0,t]∩F
χ(τ) dτ +
∫
[t0,t]\F
χ(τ) dτ
= ϕ0(t0) +
∫
[t0,t]∩F
(
ϕ′0(τ ) −
3
n0
)
dτ +
∫
[t0,t]\F
M(τ)dτ
= ϕ0(t0) +
∫
[t0,t]∩F
ϕ′0(τ ) dτ −
3
n0
μ
([t0, t] ∩ F )+
∫
[t0,t]\F
M(τ)dτ
= ϕ0(t0) +
t∫
t0
ϕ′0(τ ) dτ −
∫
[t0,t]\F
ϕ′0(τ ) dτ −
3
n0
μ
([t0, t] ∩ F )+
∫
[t0,t]\F
M(τ)dτ
= ϕ0(t) −
∫
[t0,t]\F
ϕ′0(τ ) dτ −
3
n0
μ
([t0, t] ∩ F )+
∫
[t0,t]\F
M(τ)dτ
 ϕ0(t) + 2
∫
[t0,t]\F
M(τ)dτ − 3
n0
μ
([t0, t] ∩ F )
= ϕ0(t) − μ
([t0, t] ∩ F )
(
3
n0
− 2
μ([t0, t] ∩ F)
∫
[t0,t]\F
M(τ)dτ
)
 ϕ0(t) − 2
n0
μ
([t0, t] ∩ F ) ϕ0(t) − 1
n0
(t − t0) ϕ0(t).
We just have proved that ϕ0(t) > ψ(t) in (t0, t0 + δ), and so, by (c5),
ψ ′(t) = ϕ′0(t) −
3  fϕ0
(
t, ϕ0(t)
)+ 4 − 3 = fϕ0(t, ϕ0(t))+ 1  fϕ0(t,ψ(t)).n0 n0 n0 n0
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ψ ′(t) = ϕ′0(t)  fϕ0(t, ϕ0(t)) = fϕ0(t,ψ(t)) almost everywhere in [0, t0], that ψ ∈ Υϕ0 together with ϕ0(t) > ψ(t)
yield a contradiction. We thus have proved that the set E = {t ∈ [a, b] | ϕ′0(t) > fϕ0(t, ϕ0(t)), (c1) and (c4) hold} is
of measure zero and hence ϕ′0(t) fϕ0(t, ϕ0(t)) a.e. in [a, b].
Now let us observe first that [a, b] was an arbitrary interval with the property that ϕ0(t) > xϕ0(t)+α0 in [a, b] and
that A = {t ∈ [0,1] | ϕ0(t) > xϕ0(t)} is a countable union of such intervals, therefore ϕ′0(t) fϕ0(t, ϕ0(t)) a.e. in A.
If t /∈ A and t is not an isolated point of the set [0,1] \ A, then ϕ0(t) = xϕ0(t) and so ϕ′0(t) = x′ϕ0(t) 
fϕ0(t, xϕ0(t)) = fϕ0(t, ϕ0(t)). Since the set of all isolated points of [0,1] \ A is at most countable, we have
ϕ′0(t) fϕ0(t, ϕ0(t)) a.e. in [0,1]. This completes the proof. 
3. Functional Cauchy problem in Rn
Our main concern in this section is to establish existence result for the following [FCP]:
x¯′(t) = f¯ (t, x¯(t), x¯(.)), x¯(0) = 0, (9)
where x¯ and 0 are in Rn. Even though the expression
lim inf
y¯↓x¯ f¯ (t, x¯, ϕ¯),
where x¯ and y¯ are in Rn, does not have a good equivalence for vector-valued functions as it did for scalar functions, the
results established above are extended here. We note that all mathematical concepts, lim’s, sup’s, inf’s, inequalities,
etc., are interpreted componentwise.
Notations. Let M : [0,1] → [0,∞] denote a Lebesgue integrable function CM([0,1],Rn) = {x¯ → C([0,1],Rn) |
x¯(0) = 0, ‖x¯(t)− x¯(s)‖ | ∫ t
s
M(τ) dτ |, s, t ∈ [0,1]}. For x¯ and y¯ are in Rn we write x¯  y¯ if xi  yi , i = 1, . . . , n.
Theorem 3. Suppose that f¯ : [0,1] × Rn × CM([0,1],Rn) → Rn satisfies the following hypotheses:
(b1) for each ϕ¯ ∈ CM([0,1],Rn) and all x¯ ∈ C([0,1],Rn), f¯ (., x¯(.), ϕ¯) : [0,1] → Rn is Lebesgue measurable,
(b2) for each i = 1, . . . , n, all ϕ¯ ∈ CM([0,1],Rn), almost all t ∈ [0,1], fi(t, ., ϕ¯) is non-decreasing,
(b3) for almost all t ∈ [0,1], all x¯ ∈ Rn, if ϕ¯, ψ¯ ∈ CM([0,1],Rn) with ϕ¯  ψ¯ , then f¯ (t, x¯, ϕ¯) f¯ (t, x¯, ψ¯),
(b4) for all x¯ ∈ Rn, all ϕ¯ ∈ CM([0,1],Rn) and almost all t ∈ [0,1], ‖f¯ (t, x¯, ϕ¯)‖M(t),
(b5) for each i = 1, . . . , n, all ϕ¯ ∈ CM([0,1],Rn), all x¯ ∈ Rn, and almost all t ∈ [0,1],
lim sup
y↑xi
fi(t, x1, . . . , xi−1, y, xi+1, . . . , xn, ϕ¯) fi(t, x1, . . . , xi, . . . , xn, ϕ¯)
= lim inf
y↓xi
fi(t, x1, . . . , xi−1, y, xi+1, . . . , xn, ϕ¯).
Then [FCP] expressed by (9) has extremal solutions defined almost everywhere in [0,1].
Proof. We shall only prove the existence of a maximal solution, since the same pattern could be followed to prove
existence of a minimal solution. We shall repeat, with a little adaptation, the argument developed in the proof of
Theorem 2. Let ϕ¯ ∈ CM([0,1],Rn) be fixed, and let fϕ : [0,1] × Rn → Rn be the function defined by
f¯ϕ¯(t, x¯) = f¯ (t, x¯, ϕ¯).
Let us consider the following [N-FCP]:
x¯′(t) = fϕ¯
(
t, x¯(t)
)
a.e. in [0,1], x¯(0) = 0. (10)
Let ϕ¯ = {x¯ ∈ CM([0,1],Rn) | x¯′(t) fϕ¯(t, x¯(t)) a.e. in [0,1]}. Define
x¯ϕ¯(t) = sup
x¯∈
x¯(t).ϕ¯
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x′i (t) fϕ¯,i
(
t, xϕ¯,1(t), . . . , xϕ¯,i−1(t), xi(t), xϕ¯,i+1(t), . . . , xϕ¯,n(t)
)
a.e. in [0,1].
Now let, for each i = 1, . . . , n,
Ψϕ¯,i =
{
y ∈ CM
([0,1],R) ∣∣ y′(t) fϕ¯,i(t, xϕ¯,1(t), . . . , xϕ¯,i−1(t), y(t), xϕ¯,i+1(t), . . . , xϕ¯,n(t)) a.e. in [0,1]}.
Define
yϕ¯,i(t) = sup
y∈Ψϕ¯,i
y(t).
Clearly, xϕ¯,i (t)  yϕ¯,i (t). On the other hand, by the arguments used in the proof of Theorem 2 regarding fϕ¯,i as
a function of only yi while the remaining variables are considered to be constants, it is easily to check, for each
i = 1, . . . , n, that
y ′¯ϕ,i(t) = fϕ¯,i
(
t, xϕ¯,1(t), . . . , xϕ¯,i−1(t), yϕ¯,i (t), xϕ¯,i+1(t), . . . , xϕ¯,n(t)
)
a.e. in [0,1].
It follows, by xϕ¯,i(t) yϕ¯,i (t) and (b2), that for each i = 1, . . . , n
y ′¯ϕ,i(t) fϕ¯,i
(
t, yϕ¯,1(t), . . . , yϕ¯,i−1(t), yϕ¯,i (t), yϕ¯,i+1(t), . . . , yϕ¯,n(t)
)
a.e. in [0,1],
which implies that y¯ϕ¯ ∈ ϕ¯ , and hence yϕ¯,i (t)  xϕ¯,i(t), i = 1, . . . , n. Thus y¯ϕ¯(t) = x¯ϕ¯(t) is a maximal solution of
[N-FCP] (10).
Now let Υϕ¯ = {ψ¯ ∈ CM([0,1],Rn) | x¯ϕ¯  ψ¯, ψ¯ ′(t)  fϕ¯(t, x¯(t)) a.e. in [0,1]}. Clearly Υϕ¯ = ∅, since ψ¯(t) =
(
∫ t
0 M(τ)dτ, . . . ,
∫ t
0 M(τ)dτ) ∈ Υϕ¯ . Define
ϕ¯0(t) = inf
ψ¯∈Υϕ
ψ¯(t).
Clearly, ϕ¯0 ∈ CM([0,1],Rn). Applying step by step arguments similar to that mentioned in the final part of the proof
of Theorem 2 to the functions fϕ¯,i regarded as a function only of the variable in the ith place we shall likwisely get
x¯ϕ¯0 = ϕ¯0. This completes the proof. 
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