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INTRODUCTION
It has been widely recognized t h a t modelling errors can lead to s e n s i t i v i t y problems and even divergence of Kalman-Bucy f i l t e r .
In cases where t h e nominal plant parameters used i n t h e f i l t e r d e s i g n are d i f f e r e n t from t h e a c t u a l p l a n t parameters, t h e uncompensated mismatched steady state Kalman-Bucy f i l t e r exhibits b i a s e r r o r s .
Athans [ll d i s c u s s e d t h i s problem, and presented a brief survey of the various schemes t o reduce f i l t e r s e n s i t i v i t y . I n p a r t i c u l a r R e f -El1
introduced the continuous time compensated Kalman f i l t e r , a suboptimal state estimator which can be used to eliminate steady state b i a s e r r o r s when it i s used in conjunction with the mismatched steady state (asymptotic) time-invariant Kalman-Bucy f i l t e r . The approach used r e l i e s on the u t i l i z a t i o n of the residual (innovations) process of the mismatched f i l t e r t o e s t i m a t e , v i a a Kalman-Bucy f i l t e r , t h e state estimation errors and subsequent improvements of the state estimate. The compensated Kalman f i l t e r augments the mis-
rmtched s t e a d y s t a t e Kalman-Bucy f i l t e r by the introduction of ad-
This note follows the same philosophy and development a s 111, f o r the discrete time case.
Tn section 2 , we g i v e d e f i n i t i o n s and 
DEFINITIONS AND ASSUMPTIONS
Only modelling errors i n p l a n t parameters w i l l be considered throughout t h i s paper. W e b e l i e v e t h a t t h i s is o f t e n t h e case i n practice. When there are e r r o r s i n t h e s t a t i s t i c a l parameters of the underlying random ProcesseSt a d i f f e r e n t approach is required and the results are more complicated.
Actual Plant Description
We assume t h a t the a c t u a l p l a n t is an n-th order linear timei n v a r i a n t , s t o c h a s t i c dynamical system with state vector -x (t) & Rn, constant input vector -u E R m and noisy measurement v e c t o r z ( t ) E R ' described by -where A, 5, 5 are respectively nxn, .mf rxn constant matrices, %e plant noise i ( t ) and the measurement noise -0 ( t ) are white
Gaussian stationary processes with t h e f o l l o w i n g s t a t i s t i c s , which are assumed to be known to the designer.
-4-where 6
denotes the Kronecker d e l t a , and E, t h e p l a n t n o i s e i n t e n s i t y matrix, i s a constant nxn positive semi-definite symmetric matrix, while 0 , t h e measurement n o i s e i n t e n s i t y matrix i s a constant rxr p o s i t i v e d e f i n i t e symmetric matrix. Wreover, -c(t) and 6 ( s ) are assumed to be uncorrelated for a l l s , t, i,e. 
Model Description
The actual p l a n t dynamics are defined by the values of the three constant matrices A, B, C i n e q u a t i o n s (1) and (21, and " -t h e n o i s e s t a t i s t i c s d e f i n e d i n e q u a t i o n s W e s h a l l assume t h a t t h e a c t u a l v a l u e s o f A, B and C are n o t known exactly t o the t h e value of the constant i n p u t vector -u. Thus a s f a r a s t h e d e s i g n e r i s concerned, the model i s given by For later development, define the following .parameter error matrices :
since they represent one of the most practical u s e s of KalmanBucy f i l t e r s from the application viewpoint, and they can readily lead into steady state e r r o r and s t a b i l i t y a n a l y s i s .
The following assumptions are necessary for the derivation of t h e r e s u l t s . 
4.
Both A and A are s t r i c t l y s t a b l e matrices, i,e a l l of their eigenvalues l i e within the unit circle. This also implies that (A-I) and (s-I J exist.
-11
These assumptions are indeed necessary for the rigorous development of a unique, stable, steady state Kalman-Bucy f i l t e r .
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2.4
Definition of the Nominal Mismatched Steady-State K a h a n Bucy F i l t e r (NMSSKBF) L e t us suppose t h a t t h e designer constructs theNMssKBF on t h e b a s i s of the nominal parameter v a l u e s a v a i l a b l e t o him and the assmed known statistical parameters. Then the state estimate of ECtS-, E (t) E Rnc generated by such a f i l t e r , is given by the following
mismatched f i l t e r dynamics.
where G is a constant nxr f i l t e r gain m a t r i x given by severe inaccuracies arise due t o t h e f a c t t h a t t h e nominal p l a n t matrices A, & are used r a t h e r t h a n t h e actual ( b u t unknown)
matrices &, E, c. These e f f e c t s are p a r t i c u l a r l y bothersome because b i a s e r r o r s i n We estimates exist. It i s i n s t r u c t i v e t o i s o l a t e these errors, because the s t r u c t u r e of the equation suggests that compensation techniques can be used.
Estimation Errors and their Dynamics
Define the state e s t i m a t i o n e r r o r 2 ( t ) induced by the 
a t i s f i e s t h e s t o c h a s t i c difference equation
Rearranging; one obtains To compute these, one simply takes expected values i n equation (21).
We remark that the expectations are not conditional ones, since the f i l t e r s t r u c t u r e h a s been fixed. Thus --
This i s i n g e n e r a l non-vanishing, and cannot be evaluated since -A, E, 2, &AB, AC are not known exactly. I n p a r t i c u l a r , a s t gets large, the mean steady state estimation errors are approached,
" -
Both of these are non-zero. Therefore, i n the mismatched case, there e x i s t s a non-zero mean steady-state estimation error.
Again, due to incomplete information, one cannot compute t h i s mean steady-state estimate e r r o r so a s to add it to the NMSSKBF estimate &(t) t o a r r i v e -11-a t unbiased estimates.
Discussion
The above development indicates that the NMSSKBF should not be used without further modification. It necessitates the use of compensation by a suboptimal estimator, because the t r u l y o p t i m a l f i l t e r (that estimates the unknown elements of A, 2 and -C ) i s an i n f i n i t e dimensional one [3] . The degree of suboptimality has to be r e l a t e d
to the extra dynamics t h a t a r e required to improve the performance of the nominal mismatched Kalman-Bucy f i l t e r .
The next section presents a compensation technique, which is similar t o [ l l . The central idea is that it augments t h e NMSSKBF by a d d i t i o n a l f i l t e r dynamics and t r i e s t o e x t r a c t f u r t h e r informat i o n from the residual (innovation) processes. I t has the merits t h a t a l l gains can be pre-computed, and it avoids the complexity of -12-
4.
THE DET7ELOPMENT OF PLE DYNAMIC FILTER COMPENSATJR F i r s t r e c a l l t h e d y n a m i c e q u a t i o n s o f t h e s t a t e
Using equations (1 1 , (2) 
and (19) , equation (31) can be w r i t t e n as
Note that the residual process rJt) is l i n e a r i n t h e s t a t e e s t i m a t i o n e r r o r L ( t ) . It i s reasonable to attempt using equation ( 3 2 ) as a 'heasurement equation" to obtain an estimate of %( t) , t h e state estimation error. However, the existence of the unknown matrices, h, AB and AC i n e q u a t i o n s (30) and (32) prohibits us from s o l v i n g t h i s as a l i n e a r e s t i m a t i o n problem. Thus c e r t a i n approximati.0n.s have t o he made, I n what follows, it is shown how one can form such a l i n e a r estirnat i o n problem, by making approximations with. reasonable physical interp r e t a t i o n . 
Thus equations (30) and (32) reduce t o
Now it is apparent that equations (35) and (36) form a l i n e a r estimation problem, with correlated plant and measurement noise, provided that -w ( t ) and x(t) s a t i s f y l i n e a r e q u a t i o n s . So t h e n e x t s t e p is t o develop simple l i n e a r e q u a t i o n s f o r w(t) and x( t) . If one is p r imarily interested i n t h e development of a steady-state constant gain f i l t e r , one can proceed as follows. -"- Thus a Kdlman-Bucy f i l t e r can be designed to generate estimates of
, based on p a s t measurements of r (T) , to 5 ' I : 2 t.
(c
11
Recalling that (see equation ( Then M plays the role of t h e composite plant white noise @(t) ) -intensity matrix, and -N yields the c o r r e l a t i o n between the composite plant white noise %(t) and the measurement white noise -8 (t) .
Let S denote the steady state predicted error covariance matrix associated w i t h the estimation problem defined by equations (581 and -
(59). Then -S is a s p m e t z i c a t l e a s t s e m i -p o s i t i v e d e f i n i t e matrix.
In addition, it is the positive semi-definite matrix s o l u t i o n t o the algebraic Riccati equation Ltake e.g. t h e d u a l i n 151,
Onecan then compute t h e f i l t e r g a i n m a t r i c e s L L and L that appear
i n * Y 1 1 L = S H' (0 + H S H') -1 " -"-
Simplification
The r e a l i z a t i o n of Section 4.2 can he considerably simplified. To be specific, we can reduce the computations of the augmented matrices 
Discussion
The s t r u c t u r e of t h e discrete-time compensated K a l m a n f i l t e r , i l l u s t r a t e d i n F i g u r e 2 , has certain appealing physical aspects. The major s t r u c t u r a l d i f f e r e n c e between t h e uncompensated Kalman f i l t e r of Figure 1 and of t h e compensated one of Figure 2 , hinges upon the addition of distinct accumulator loops driven, through appropriate influence the predicted compensated estimate -3 ( t f l I t ) and hence the residual. Obviously t h e t r a n s i e n t performance of t h e e s t i m a t i o n e r r o r s of t h e compensated K a h n f i l t e r would hinge upon the numerical values of the three gain matrices L , L and L . These i n time would not only depend upon the nominal parameters, but upon t h e way t h e i n t e n s i t y matrices of the white noise sequences -y ( t ) -see eq. (39) -and -h: (t) -see eq.
gains, by t h e compensated residual vector -rCt+l). Note t h a t an accumulator i s t h e d i s c r e t e t i m e analog of an i n t e g r a t o r i
(45) -are selected. I t is the authors'opinion that the suggested guidelines for the covariance selection are reasonable, since for most p r a c t i c a l problems the designer has a reasonable idea of the worst possible modelling errors, exhibited in " h , AB, and -AC, from t h e nominal parameters. I t i s important t o stress t h a t t h e w h i t e n o i s e i n t e n s i t y matrices I ' and not only depend upon the modelling errors, b u t also upon the intensity matrix E of t h e o r i g i n a l p l a n t n o i s e -c ( + l l shown hy eqs. c49) and (51). Furth-ermore, -. y ( t l and -1 k l are correlated -according t o eqs. ( 5 2 ) t o 6 7 ) . . Thus, the guesswork on t h e p a r t of the designer Is minimized. 
b)
Lwn is a constant scalar gain; C) LV is a constant scalar gain.
Extension to Multi-Input Multi-Output Systems
The above procedures can be e a s i l y extended t o the multi-input multi-output systems. W e o u t l i n e the step by step procedure that should be followed. Example: Suppose AA h a s t h e s t r u c t u r e (where x denotes a nonzero -element)
Step 2: Examine t h e s t r u c t u r e o Then p=2, and the 4x2 P matrix is given by Then q=l and the Q matrix is given by
Step 
Discussion
The compensated K a h n f i l t e r -e q u a t i o n s p r e s e n t e d i n Section 5.3
are t h e recommended ones for practical design. The additional workload associated w i t h t h e computation of the g and 2 matrices is j u s t i f i e d i n terms of the simplification that results i n s p e c i f i c problems.
-36-From a technical viewpoint the e s s e n t i a l d i f f e r e n c e between t h e f i l t e r s of Section 4.3 and 5.3 i s t h a t i n t h e l a t t e r c a s e t h e compensated K a l m a n f i l t e r can be shown t o p o s s e s s a l l t h e r e q u i Of course, there is s t i l l an element of judicious judgement to be made; a t least i n this design the "guess~~rk" can be related to the degree of worst deviation of the nominal plant from the actual one.
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CONCLUSIONS
A method for compensating the mismatched constant gain discrete t
Kalman filter has been presented. The resultant compensated Kalman filt is time invariant, and the gains are all computed off-line, with so added complexity to the estimator. The compensation consists of the intro duction of feed-forward accumulating (integrating) channels between the residual process and the uncompensated mismatched filter.
The compensated Kalman filter has the property that bias errors i the state estimates are eliminated asymptotically. More complex algori have to be used if unbiased estimates are required for all t.
