Abstract-Based on the nonlinear gap metric robustness analysis, a study is undertaken for nonlinear systems with inputoutput linearizing controllers to derive and validate theoretical robustness and performance margins for these systems.
I. INTRODUCTION
Recently, metrics for nonlinear operators have been employed to study the robustness of nonlinear feedback systems. Gap metrics defined via bijective mappings between graphs were investigated in [1] , and an input−output framework was developed for robustness analysis of nonlinear systems which generalized the linear gap metric. However, few papers have constructed robust controllers based on the nonlinear gap metric. One exception is for example [2] , where the nonlinear gap metric provided robustness results for adaptive control systems. The results in [2] were further applied to nonlinear funnel controllers [3] for a class of linear systems. Another example is the use of nonlinear gap metric to conclude the stability of closed loop containing a feedback controller based on the measured output and numerical derivatives from the stability of the derivative feedback controlled closed loop [4] . The work done in this paper significantly extends results to encompass feedback linearization controllers establishing robustness margins for system uncertainties.
The feedback linearization approach, as comprehensively surveyed by [5] , efficiently cancels nonlinearities via feedback, assuming full state knowledge to linearize the inputoutput relationship. It has been successful in many practical applications including control of helicopters [6] , high performance aircraft [7] , biomedical devices [8] , stroke rehabilitation [9] , and extensively in control of robot manipulators [10] .
A drawback of feedback linearization is a strong reliance on exact system knowledge, which is generally not available. Although many approaches exist to add robustness to feedback linearization based controllers in the presence of parametric uncertainties [11] and [12] , little research addresses robustness to unstructured uncertainties. Exceptions comprise stability conditions in the case of an input uncertainty which does not change the relative degree of the system [13] , and the case of a multiplicative unstructured uncertainty at the plant input [14] .
This paper introduces the nonlinear gap metric and uses a 'network' result (Theorem (10)) [1] to undertake stability analysis for a nonlinear system with input and plant state A. Al-Gburi, M. French and C. T. Freeman are with the School of Electronics and Computer Science, University of Southampton, SO17 1BJ, UK,{akaj1g10/mcf/cf}@soton.ac.uk nonlinearity. A simple class of feedback linearizing controller is employed to illustrate the techniques, (with strong boundedness assumptions imposed on the nonlinearities to achieve global results). This forms a precursor to the semi-global case and removal of assumptions on the nonlinearities.
A. Background for Gap Metric
Consider an interconnection of three systems as shown in Fig. 1 . Let U, X , and Y be the input, state and output signal spaces, respectively, where we define the signal spaces to be extended spaces, L ∞,e and let W := U × X × Y.
The closed-loop operator H P1,P2,P3 is defined as the mapping from external to internal signals, given by
We denote by Π i (i = 1, 2, 3) the natural projection from W onto U, X and Y respectively. The graphs for P i in W are given by: Writing M i := G Pi , (i = 1, 2, 3) define the summation operator as:
Definition 1: The closed-loop [P 1 , P 2 , P 3 ] is gain stable if the operators Π (i) , i = 1, 2, 3, has a finite induced norm, i.e.
Consider perturbed systems P 1 , P 2 , P 3 , acting on appropriate spaces, with graphs M i := G P i . Accordingly, define
Define the gap metric between nominal plant P i and any perturbed plant P i as follows:
The robust stability theorem, [1] (Theorem 10) states: Theorem 2: Let H P1,P2,P3 be gain stable. If
is gain stable and
Proof: The proof can be found in [1] . This provides a condition on the gap δ(M i , M i ) for plants P i i = 1, 2, 3 for the closed loop to be a stable form.
The analysis which follows develops an appropriate framework in which this theorem may be applied to linearizing control of plants with general forms of uncertainty.
B. Plant and Controller
Consider an affine nonlinear system described as
where
f, g, and h are sufficiently smooth in R n . Derivativeẏ is:
is the Lie Derivative of h with respect to f or along f . The system is input-output linearizable if the state feedback control:
reduces the input-output map to y (ρ) = v which is a chain of ρ integrators. In this case the integer ρ is called the relative degree of the system:
(5) for all x ∈ R n . The case considered in this analysis is when the relative degree of P 1 equals the order of this system i.e. ρ = n. A change of variables x * = T (x) is needed to transform the state equation from x-coordinates to x * -coordinates. The map T used must be a diffeomorphism where Definition 4: A function T : R n → R n is called a diffeomorphism if it is smooth, and if its inverse T −1 exists and is smooth. The system considered satisfies the definition.
Definition 5: Suppose the nonlinear system (3)- (4) where f, g, and h are sufficiently smooth in R n , is full relative degree (i.e relative degree = state dimension). Then the map T : R n → R n given by
is a diffeomorphism and transforms the system into the normal form (x * = T (x)), where
Such a system is said to be feedback linearizable. For our robustness analysis the nonlinear functions f * (z) and g * (z) should satisfy the following assumptions: Assumption 6: Let f * : R n → R be a continuous nonlinear function, satisfying the following condition:
(10) Assumption 7: Let g * : R n → R be a continuous nonlinear function, satisfying the following condition:
The system (7)-(9) can be represented as in Fig. 2 wherẽ P is the linear potentially unstable part of the plant which can be written using coprime factorization asP = N M where N and M satisfy N X + M Y = 1 for some X and Y , where N, M, X and Y are stable.P can be given by: (c 1 , . . . , c n ) such that A c = A − Bc is Hurwitz. A feedback linearizing controller forP is given by:
where y 2 = (y 21 , . . . , y 2n ) and C linear is the linear component of the controller C, 
II. ROBUSTNESS ANALYSIS USING GAP METRIC
To apply the gap framework to the problem of feedback linearization, the following proposition is used:
Proposition 8: Consider nonlinear system (3)-(4) with T , f, g, and h given as in Definition 5. There exists a robustness stability margin if Assumptions 6, 7 are satisfied. The proof requires results that are developed in this section, and appears subsequently. The route taken is as follows: Although it is possible to apply Theorem 2 directly to the system shown in fig. 2 , the presence of nonlinear elements in multiple blocks leads to significant conservatism. Hence a new system representation is used in which the nonlinear part of the plant and the nonlinear part of the controller are both included in block P 3 , with x 0 = (x 01 , x 02 , . . . , x 0n ) an additional external input to the system z 1 = −x 0 + y 1 .
To represent this new system representation in the form of Fig. 1 
and Y = L n ∞,e will be considered, together with the following augmented signals; letv 2 = −v 2 and let u 1 = 0 0 z 1 0 and let u 2 = 0v 2 0 z 2 also let the external input u 0 be changed to
. Also, let x 0 = y 0 , y 0 = x 0 , y 3 = y 1 , x 1 = x 1 , x 2 = y 2 and finally y 1 = y 0 − y 3 = x 0 − y 1 . The augmented system is shown in Fig. 3 and has identical structure to that of Fig.  1 . To apply Theorem 2, the unperturbed subsystems P i arẽ Fig. 3 . Augmented nonlinear system taken to be the system components with the nonlinearities eliminated, and the perturbed subsystems P i are the full nonlinear subsystems. These subsystem components are:
where y 1 =ỹ 1 , and :
and the block P 3 is given as:
The linear unperturbed configuration comprises subsystems:
∞,e : y 1 → (x 1 , u 1 )
and
It can be seen that operators P 1 = P 1 and P 2 = P 2 , so that the bounds on the gap between P 1 and P 1 , P 2 and P 2 are
respectively. Theorem 2 provides a stability condition on the gap between unperturbed and perturbed plants as:
The unperturbed and perturbed plants P 3 and P 3 are shown in Fig. 4 . where 
To find Π (3) consider the relation
Through analysis it can be shown that
where Q = A c , with A, c matrices of dimension 4 × 6 and 1 × 6 respectively, their terms comprising closed loop functions of system [P ,C]. Hence from (12) the gap between perturbed and unperturbed plants must satisfy:
The components of Π P//C are the closed loop transfer functions of the linear system [P ,C], indicating that Π P//C is finite. To express δ(M 3 , M 3 ) in terms of the individual plant parameters, within P 3 and P 3 , graphs for these systems must be found using the following lemma.
Lemma 9: Let f * satisfy Assumption 6 and let g * satisfy Assumption 7, and consider the nonlinear part of the plant P 3 shown in Fig. 4b , where:
then:
Proof: We will first prove that:
Since f * is a bounded function via Assumption 6, f * (z 1 ) < ∞ and f * (z 2 ) < ∞. Since g * is a bounded function via Assumption 7, g * (z 1 ) < ∞ and 1/g * (z 2 ) < ∞ and since ṽ 2 < ∞, u 0 < ∞, then:
as required. Next we will prove that:
By (14):
Also since f * and g * are both bounded functions, and since v 1 < ∞, u 0 < ∞, then:
as required. Given the graph GP defined by:
The graphs for P 3 and P 3 can be written using coprime factorization functions as shown in the following proposition: Proposition 10: For the systems P 3 and P 3 shown in Fig.  4 , the graphs G P3 and G P 3 satisfy:
where M, N form a right coprime factorization ofP i.e. P = N M −1 . Proof: A graph for P 3 can be written as:
To show that G P 3 given in (17) is equivalent to that given in (18), let us denote the set given in (17) as A. First we prove that
where v ∈ U,z 1 ∈ U,z 2 ∈ U, u 0 ∈ U. Since u 0 ∈ U,z 1 ∈ U andz 1 ∈ U we have u 0 < ∞, z 1 < ∞ and z 2 < ∞, respectively. Since v 1 = M v, v ∈ U and M is a bounded operator it follows that v 1 < ∞. In the same way, since y 3 = N v, v ∈ U and N is a bounded operator it follows that y 3 < ∞. Since v 1 < ∞ and u 0 < ∞, and
, it follows from Lemma 9 (second statement), that ṽ 2 < ∞. Also given that y 3 = N v = N M −1 v 1 =P v 1 , it follows that y 3 =P (f * (z 1 ) + g * (z 1 )(u 0 − 1/g * (z 2 )(f * (z 2 ) +ṽ 2 ))). Thus we conclude that A ⊂ G P 3 . Next we prove that G P 3 ⊂ A. Let u 0ṽ2z1z2 y 3 ∈ G P 3 . Then we have u 0 , ṽ 2 , z 1 , z 2 , y 3 < ∞ and y 3 = P (f * (z 1 ) + g * (z 1 )(u 0 − 1/g * (z 2 )(f * (z 2 ) +ṽ 2 ))).
We need to show that v 1 y 3 = M N v,ṽ 2 = −g * (z 2 )(1/g * (z 1 )(v 1 − f * (z 1 )) − u 0 ) − f * (z 2 ) and v ∈ U,z 1 ∈ U,z 2 ∈ U, u 0 ∈ U. Here u 0 ∈ U,z 1 ∈ U,z 2 ∈ U follow from the definition of G P 3 and since y 3 < ∞ then P (f * (z 1 ) + g * (z 1 )(u 0 − 1/g * (z 2 )(f * (z 2 ) −ṽ 2 ))) < ∞, also given that u 0 , ṽ 2 < ∞ and defining v 1 = f * (z 1 ) + g * (z 1 )(u 0 − 1/g * (z 2 )(f * (z 2 ) +ṽ 2 )), by Lemma 9 first statement, it follows that v 1 < ∞, this leads to v 1P v 1 = v 1 y 3 ∈ GP . Now any element in GP can be written in the form M N v for some v ∈ U. So let:
This leads to G P 3 ⊂ A. Hence G P 3 = A.
Similarly a graph for P 3 can be written as:
G P3 := u 0ṽ2z1z2 y 3 : y 3 =P (u 0 −ṽ 2 ), u 0ṽ2z1z2 y 3 < ∞ .
(19) To show that G P3 given in (19) is equivalent to that given in (16), set g * (z 1 ) = 1 g * (z2) = 1 and f * (z 1 ) = f * (z 2 ) = 0. In this case G P3 follows as a special case, as required. In order to find a bound on the gap metric a surjective map Φ between G P3 and G P 3 is defined using the following proposition:
