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Out of equilibrium phases of matter exhibiting order in individual eigenstates, such as many-
body localised spin glasses and discrete time crystals, can be characterised by inherently dynamical
quantities such as spatiotemporal correlation functions. In this work, we introduce dynamical po-
tentials which act as generating functions for such correlations and capture eigenstate phases and
order. These potentials show formal similarities to their equilibrium counterparts, namely thermo-
dynamic potentials. We provide three representative examples: a disordered, many-body localised
XXZ chain showing many-body localisation, a disordered Ising chain exhibiting spin-glass order and
its periodically-driven cousin exhibiting time-crystalline order.
Introduction: Experiments in simulators of closed
quantum systems have recently observed quantum phases
of inherent dynamical and non-equilibrium nature includ-
ing many-body localised (MBL) [1–4] or discrete time
crystal (DTC) [5–7] phases. Such phases cannot be de-
scribed in terms of thermodynamic ensembles. Instead, it
has been proposed that they may be characterised at the
level of individual eigenstates at arbitrary energy den-
sities leading to the notion of eigenstate phases [8, 9].
As these phases are associated with unconventional spa-
tiotemporal correlations, they can naturally be probed
via non-equilibrium dynamics. In this work, we develop
a generally applicable framework for capturing such dy-
namical properties, as an alternative to the proposed
single-eigenstate thermodynamics. Specifically, we intro-
duce dynamical potentials capturing spatiotemporal cor-
relations, characteristic of eigenstate phases. These dy-
namical potentials act as generating functionals for such
correlations and are therefore analogous to effective po-
tentials in the context of statistical field theory [10]. We
apply our framework to three representative examples,
(i) a disordered XXZ chain, constituting the archetypal
MBL system [11–21], (ii) an MBL Ising-spin glass, show-
ing spatial eigenstate order [8, 22, 23], and (iii) a pi-spin
glass or DTC [24–27], exhibiting exotic spatiotemporal
order [28, 29].
The general setting we will be interested in is initialis-
ing the system in a state |ψ0〉 and studying the dynam-
ics of an observable Mˆ(x, t) under a (time-dependent)
Hamiltonian H(t) potentially entailing eigenstate phases.
These eigenstate phases can typically be detected by
studying the correlations of an appropriately chosen Mˆ.
For example, MBL can be detected by temporal persis-
tence of finite expectation values of local operators en-
coding the memory of initial conditions [1, 2]. Spin glass
phases, on the other hand, may not be detected by such
expectation values but rather via correlation functions
non-local in space and time [28].
We construct our dynamical potential as a func-
tion of |ψ0〉 and Mˆ by introducing a generally space-
and time-dependent source field s(x, t), conjugate to
Mˆ(x, t); successive derivatives of the constructed poten-
tial with respect to the field at s = 0 generate the
correlations of Mˆ(x, t). Dynamical phases such as the
MBL and Ising-spin glass can be captured via time-
integrated correlations, generated by a potential corre-
sponding to a temporally constant s. In this case, the
first derivative yields
∫ t
0
dt′
∑
x〈Mˆ(x, t′)〉0, the second∫ t
0
dt′
∫ t
0
dt′′
∑
x,y〈Mˆ(x, t′)Mˆ(y, t′′)〉0, and so on, where
we use the notation 〈·〉0 ≡ 〈ψ0| · |ψ0〉.
Since these potentials are generating functions for
many-body quantum correlations, they are associated
with probability distributions whose nth moments give
the associated nth order correlators. The wealth of in-
formation contained in these distributions allows us to
capture various eigenstate phases. For example, a non-
zero mean of the distribution reflects the temporal persis-
tence of a non-zero expectation value of Mˆ, which can be
used to probe non-ergodicity. Similarly, a broad distri-
bution hints towards the presence of stronger spatiotem-
poral correlation which betrays a spin-glass.
Dynamical potentials: Following ideas put forward in
the context of the s-ensemble [30–33] we construct the
generating functional as follows. For simplicity, we con-
sider Mˆ(x, t) ≡ Mˆ without any explicit space- and time-
dependence. We couple Mˆ to the system via an imagi-
nary source field is(t):
Hs(t) = H(t)− is(t)
2
Mˆ, (1)
Following a non-unitary time-evolution of the system
with the operator Ut[s] = T exp[−i
∫ t
0
dt′Hs(t′)] (where
T denotes time ordering) we define the functional
Zt[s] = 〈ψ0|U†t [s]Ut[s]|ψ0〉 ≡ e−Θt[s]. (2)
An application of the Dyson equation shows
that Zt[s] is the moment generating functional
(MGF) for Mˆ(t) = U†t [0]MˆUt[0]. In particular
the first derivative gives the expectation value
δZt[s]/δs(t)|s(t)=0 = 〈ψ0|Mˆ(t)|ψ0〉 while the sec-
ond gives the correlator δ2Zt[s]/δs(t1)δs(t2)|s(t)=0 =
〈Mˆ(t1)Mˆ(t2) + Mˆ(t2)Mˆ(t1)〉0/2. (For the derivation and
results for the nth derivative, refer to the Supplementary
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2material, Sec. I) The quantity Θt[s], defined in Eq. (2),
is then the associated cumulant generating functional
(CGF). Zt being the MGF, it can be recast as
Zt[s] =
∫
DM e−
∫ t
0
dt′s(t′)M(t′)Pt[M], (3)
where P is a joint probability distribution for the tem-
poral configuration M(t). Note that M is not an expec-
tation of Mˆ but rather a new classical field, defined so
that functional derivatives of Eq. (3) appropriately repro-
duce corresponding correlations. Therefore, via Eq. (3),
the quantum temporal correlations of Mˆ have been en-
coded in the purely classical joint probability distribution
P. While Zt[s] is easier to access numerically, inverting
Eq. (3) to obtain P is in general non-trivial.
However, for Θ and M extensive in system size L,
the Ga¨rtner-Ellis theorem dictates that P has a form
Pt[M] = e
−Lφt[M/L], thus allowing for a saddle-point
approximation in the integral in Eq. (3) [34]. Defining
intensive (in L) quantities θ = Θ/L and m = M/L, this
yields φt[m] as a Legendre transform of θt[s]
φt[m] = −max
s
{∫ t
0
dt′s(t′)m(t′)− θt[s]
}
. (4)
In two of the three examples we discuss later, it is suf-
ficient to consider the case of a constant field s(t) = s. In
this case, Zt(s) and Θt(s) act as the time-integrated MGF
and CGF for Mˆ. Explicitly, ∂sΘt|s=0 =
∫ t
0
dt′〈Mˆ(t′)〉0 ≡
A and ∂2sΘt(s)|s=0 =
∫ t
0
dt1
∫ t
0
dt2(〈Mˆ(t1)Mˆ(t2)〉0 −
〈Mˆ(t1)〉〈Mˆ(t2)〉0) ≡ X. Accordingly, Eq. (3) becomes
Zt(s) = e
−Lθt(s) =
∫
dµ eLsµPt(µ,L), (5)
with Pt(µ,L) = e
−Lφt(µ) and φt(µ) = −maxs[sµ−θt(s)],
analogously to Eq (4), where µ is an intensive in L
variable. Hence, φt(µ) and θt(s) are related to each
other formally in a fashion similar to that of thermo-
dynamic potentials. The moments of Pt(µ) correctly
reproduce the time-integrated temporal correlations as∫
dµµnPt(µ,L) = L
−n∂ns Zt(s)|s=0. In particular,
mean[Pt(µ,L)] = A/L; var[Pt(µ,L)] = X/L
2. (6)
The validity of a saddle point approximation in Eq. (5)
relies on the variance of Pt(µ,L) decreasing with increas-
ing L, which translates onto a condition on X that it must
scale at most as L2.
We now use the framework to study eigenstate phases
in three representative examples.
Disordered XXZ chain: We start with the archetypal
model for MBL, the random field spin-1/2 XXZ chain [14,
15, 18]:
HXXZ =
∑
l
[J(σxl σ
x
l+1+σ
y
l σ
y
l+1)+Jzσ
z
l σ
z
l+1+hlσ
z
l ], (7)
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FIG. 1. The potential θt(s) for the disordered XXZ chain:
(a)-(b) θ(s, t) for fixed t = t∗ = 100 for different values of
L, indicating that as L → ∞, θ approaches a fixed function.
The inset shows the first derivative ∂sθt(s)|s=0, A(t, L)/L di-
vided by t corresponding the time-averaged value of the Nee´l
order parameter, which shows a vanishingly small value in the
ergodic phase, whereas a persistent finite value in the MBL
phase. (c)-(d) The second derivative, X(L, t)/L divided by t,
suggesting a scaling X(t, L)/L ∼ t2L−1 and t2L0 in the er-
godic and MBL phases respectively. The red dashed line in
the inset of (c) corresponds to L−1. Other parameters are
J = 1 and Jz = 0.3, and the data is averaged over ≈500
disorder realisations.
where, σαl s denote the Pauli matrices for the spin-1/2 at
site l, and the random fields hl are drawn from a uniform
distribution [−W,W ]. For W > Wc with Wc/J ≈ 3.5
the system resides in an MBL phase while for W < Wc
it is ergodic [18] at energy densities corresponding to in-
finite temperature. The two phases have been charac-
terised, both theoretically [35] and experimentally [1],
by the dynamics of the staggered magnetisation starting
from an initial Nee´l state |ψ0〉 = | ↑↓↑↓ . . . 〉 motivating
our choice of Mˆ =
∑
l(−1)lσzl and |ψ0〉. In the ergodic
phase, 〈Mˆ(t)〉0 → 0 for t → ∞ whereas 〈Mˆ(t)〉0 6= 0 for
all t in the MBL phase.
Our results for θt(s) are shown in Fig. 1 comparing the
ergodic (left column) and MBL (right column) phases.
θt(s) for a fixed t plotted against s in Figs. 1(a)-(b)
collapses for different L in the MBL phase, whereas in
the ergodic phase a systematic system size dependence
is present in the ergodic phase. The properties of θt(s)
are explored in more detail by studying A and X defined
above. The time-averaged staggered magnetisation den-
sity given by A/tL tends to zero with increasing L in
the ergodic phase, consistent with the expectation that
local spatial information is washed out in the long-time
limit. In the MBL phase on the other hand, A/tL 6= 0
for long times with a very weak and unsystematic system
size dependence, which we attribute to finite size effects.
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FIG. 2. Probability distribution Pt(µ/t) for the disordered
XXZ chain: In the ergodic phase (a), the distribution is
peaked around zero whereas in the MBL phase (b), it is
around a finite value. Due to the presence of persistent tem-
poral correlations in the MBL phase, the distribution is visibly
wider compared to the ergodic phase where they are absent.
The insets show the distributions for L = 16 and different
values of t showing that Pt(µ/t) becomes time-independent
for large times. This is therefore the infinite-time result.
The behaviour of A/tL in the two phases is shown in the
insets of Figs. 1(a)-(b).
The difference between the MBL and ergodic phases
also manifests itself in the temporal quantum correla-
tions contained in X. Fig. 1(d) shows X/tL ∼ t in-
dicating strong long-range temporal correlations in the
MBL phase, and the absence of any scaling with L im-
plies the temporal correlations persist in the thermody-
namic limit. By contrast, the ergodic phase has tempo-
ral quantum correlations decreasing with system size like
X/tL ∼ tL−1 as shown in Fig. 1(c), thus vanishing in the
thermodynamic limit, consistent with the ergodic nature
of the system.
The scalings of X show that it scales at most lin-
early with L and satisfies the criteria (mentioned below
Eq. (6)) for the applicability of the the saddle-point ap-
proximation in Eq. (5). φt(µ) and consequently Pt(µ) can
thus be obtained from Legendre transforming θt(µ). In
Fig. 2 we show results for Pt(µ/t) [36] obtained this way
for the same data as in Fig. 1. For a fixed L, Pt(µ/t) for
different times collapse onto each other indicating that
they have converged to the infinite-time result. While
the distribution has a peak at zero in the ergodic phase,
in the MBL phase the peak is at a finite value of µ/t re-
flecting a vanishing and finite time-averaged expectation
value in the ergodic and MBL phases respectively. The
variances var[Pt(µ/t)] scale as ∼ L−2 and L−1 in the er-
godic and MBL phases respectively. Since the temporal
correlation X scales the same way as t2L2var[Pt(µ/t)],
the scalings of var[Pt(µ/t)] in the two phases in prin-
ciple implies the temporal persistence of correlations in
the thermodynamic limit in the MBL phases and their
absence in the ergodic phase.
Disordered Ising chain: Our second example is a
disordered Ising chain, exhibiting an MBL spin glass-
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FIG. 3. Results for the disordered Ising chain: the second
derivative of θ with respect to s at s = 0 is shown for the
(a) spin glass and (b) paramagnet phase which suggests the
scaling of the form X/L ∼ t2L0 and t2L−1/2 respectively. The
corresponding distributions Pt(µ/t) are shown in the insets.
The upper inset in (b) confirms the scaling form of X(t, L)
with L. Other parameters are J = 1, Jz = 0.3, ∆J = 5, and
W = 0.5
paramagnet transition, described by the Hamiltonian
HISG =
∑
l
[Jlσ
x
l σ
x
l+1 + Jzσ
z
l σ
z
l+1 + hlσ
z
l ], (8)
where Jl ∈ [−∆J,∆J ] and hl = h + ∆hl with
∆hl ∈ [−W,W ]. For sufficiently large ∆J and
weak h and W , the system is in an MBL spin-glass
phase displaying localisation-protected order, and in a
paramagnetic phase otherwise [8]. In particular, the
Edwards-Anderson order parameter density, OEA =∑
α
∑
l>m〈α|σxl σxm|α〉2/(2LL2) is finite in the spin-glass
phase and vanishes in the paramagnetic phase; here |α〉
denotes the eigenstates of HISG [8, 22, 23].
To apply the framework of dynamical potentials to this
example, we choose the operator Mˆ =
∑
l>m σ
x
l σ
x
m/
√
L.
The rationale behind the choice is twofold. Firstly,
the infinite-time averaged two-time correlator of
this operator, limt→∞ t−2
∫ t
0
dt1
∫ t
0
dt2〈Mˆ(t1)Mˆ(t2)〉0 =∑
α |〈ψ0|α〉|2M2αα, is the Edwards-Anderson order pa-
rameter, OEA, provided the initial state is an infinite
temperature state (see Supp. Mat. Sec. II). We there-
fore perform our numerical calculations using random
product states as initial states. Secondly, this choice
of operator leads to the dynamical potential Θt(s) be-
ing extensive in L, so that the saddle-point approxima-
tion in Eq. (5) is valid. Note that the first moment,
limt→∞ t−1
∫ t
0
dt〈Mˆ(t)〉0 =
∑
α |〈ψ0|α〉|2Mαα vanishes in
both phases. It is only the second moment that distin-
guishes between them, as it reproduces the EA order pa-
rameter as described above.
Fig. 3 shows our numerical results for X. In Fig. 3(a)
and (b) X/L ∼ t2L0 and ∼ t2L−1/2 respectively; since
limt→∞ X/t2L = OEA, we conclude that the system is in
the spin-glass phase for panel (a) and in the paramagnetic
phase for panel (b).
4The associated probability distributions Pt(µ) are
shown as insets in Fig. 3 where not only the width of the
distribution is parametrically suppressed in the param-
agnet, we also observe a fundamental difference in their
shapes depending on the phase in which the system re-
sides. The variances var[Pt(µ)] scales differently in the
two phases, ∼ t2L1 and ∼ t2L3/2 in the spin-glass and
paramagnet, respectively. More interestingly, unlike that
for spin-glass, Pt(µ) for the paramagnet appears to be-
come non-analytic at its peak. This follows from the fact
that in this phase and in the thermodynamic limit the
leading term in θt(s) is ∼ s4 (since X vanishes) so that
its Legendre transform φt(µ) ∼ |µ|3/4 around µ = 0.
Floquet discrete time crystal – pi-spin glass phase:
Our third example system hosts a phase with exotic spa-
tiotemporal order, namely the pi-spin glass or DTC phase
exclusive to Floquet systems [24–26]. This example in-
volves an explicitly time-dependentH and s, demonstrat-
ing the applicability of our framework for this type of a
system.
The Hamiltonian for this model is again the disor-
dered Ising Hamiltonian of Eq. (8) with parameters pe-
riodically modulated in time according to J(t) = J(1 +
sgn[sin(Ωt)])/2 and h(t) = h(1 − sgn[sin(Ωt)])/2, with
Ω = 2pi/T denoting the frequency. In this case it has
been shown that there exists an extended region of the
two-dimensional parameter space of h/Ω and J/Ω where
every Floquet eigenstate and its parity-reversed partner
are separated by quasienergy Ω/2 = pi/T with T the pe-
riod so the phase was termed the pi-spin glass, while si-
multaneously exhibiting spin-glass order [24]. This struc-
ture results in the expectation values of certain local ob-
servables, for instance, local longitudinal magnetisations,
exhibiting a periodicity with frequency Ω/2 or period 2T .
This motivates the terminology “discrete time crystal,”
as the observables break the discrete temporal transla-
tion symmetry of the underlying Hamiltonian by time T
to a lower symmetry, namely, translation by 2T .
Since temporal order is the hallmark of the DTC, we
build the dynamical potentials using a time-dependent
probe field s(t) = s cos(ωt) coupled to Mˆ =
∑
l σ
x
l :
Hs(ω, t) = HDTC(t)− i s
2
cos(ωt)Mˆ . (9)
For simplicity, let us consider the fully polarised ini-
tial state |ψ0〉 = ⊗l|+〉l with σxl |+〉l = |+〉l and Mˆ as
above. For a general initial product state, one instead
needs to consider the operator Mˆ =
∑
l σ
x
l 〈σxl 〉0 to take
into account the non-trivial Edwards-Anderson order pa-
rameter.
We calculate the frequency dependent response of the
system A(t, ω) = ∂sΘt(s)|s=0. For Ω/J = 2pi and h/J =
pi/2, the system is known to be deep inside the pi-spin
glass phase. The results are presented in Fig. 4(a), which
shows that the response grows linearly with t for ω =
Ω/2, and is vanishingly small otherwise. This is a direct
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FIG. 4. Results for the DTC: (a) For h = pi/2, i.e. in the
pi-spin glass phase, the system shows a persistent response
growing with time only when probed at ω = Ω/2 indicating
the time-crystalline order. This is also highlighted by the
red line. (b) The analogue of the order parameter for the
pi-spin glass phase, A˜(Ω/2, h) decays with h continuously to
zero indicating the phase transition out of the phase.
signature of 〈Mˆ(t)〉0 persistently oscillating at ω = Ω/2
and hence of the time-crystalline order. To study the
behaviour away from h/J = pi/2, we calculate A˜(ω, h) =
limt→∞A(t, ω, h)/t as a function of h and find that the
phase is stable over an extended range of h, see Fig. 4(b).
The appearance of time crystalline order in local ob-
servables relies on the existence of spatial spin glass or-
der protected by localisation, so as to stop the system
from heating up to infinite temperature [37–39]. The dy-
namical potentials offer the possibility of simultaneously
studying the spatial and temporal order. For simplicity
let us consider the initial state and Mˆ to be as above. The
second derivative of the dynamical potential becomes
X =
∫
dt1
∫
dt2
∑
i,j〈σxi (t1)σxj (t2)〉c cos(ωt1) cos(ωt2),
where 〈·〉c denotes a connected correlator. In the pi-spin
glass phase, (i) the spatial correlation function in the
integrand may be non-vanishing due to the spatial spin-
glass order, while (ii) the correlator is periodic in t1 − t2
with frequency Ω/2, probing the temporal order. Since
the integral picks out the ω-frequency component of the
correlator, it acts as a probe for combined spatiotemporal
order at the frequency ω. The spin-glass in the previous
example corresponds to the case of ω = 0 as the spin-
glass order is static and hence a time-independent s is
sufficient. Thus, the dynamical potentials can be used to
characterise spatiotemporal order in a unified fashion by
incorporating ω as a free parameter.
Outlook: In this work, we take the first step towards
a general framework, analogous to statistical mechanics,
for studying non-equilibrium closed quantum systems, fo-
cussing on eigenstate phases in such systems. We do so
by constructing dynamical potentials which encode spa-
tiotemporal correlations central to characterising eigen-
state phases such as MBL spin glasses and DTCs.
Of particular future interest is the application of the
framework to study eigenstate phase transitions which
might be reflected in the full distributions. Using the
formal similarity between dynamical and thermodynamic
5potentials to study universality of such transitions seems
very appealing as a future step.
Furthermore, in the examples we studied, the non-
equilibrium phases could be detected by the dynamics
of local observables or spatial few-point correlations. To
what extent the formalism can be generalised to study
non-local string order parameters relevant for out-of-
equilibrium topological phases [40–43] is an open ques-
tion, as is the applicability of the framework to spa-
tiotemporally non-local correlations quantifying the dy-
namics of information spreading such as out-of-time or-
dered correlations [44].
Finally, using the framework to study intermediate-
time features of the dynamics, such as prethermalisation
plateaux, [45–47] remains a subject of future research.
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7SUPPLEMENTARY MATERIAL
I. DERIVATION OF MOMENT GENERATING FUNCTION
In this section, we sketch the derivation of Zt[s] as the moment generating function for an observable. We consider
the general case of a time-dependent s(t) but also present the results for a constant s in parallel. As in Eq. (2) (main
text), Zt(s) is defined as
Zt[s] is defined as
Zt[s] = 〈ψ0|U†t [s]Ut[s]|ψ0〉, (A1)
where Ut[s] = exp(−itHs) = exp[−it(H − is(t)Mˆ/2)].
We go to the interaction picture with respect to H where, explicitly, Zt[s] = 〈ψI(t)|ψI(t)〉.
The wavefunction in the interaction picture can be written as |ψI(t)〉 = U (I)t [s]|ψ0〉, where U (I)t [s] is the time-
evolution operator in the interaction picture which can be expressed as a Dyson series
U
(I)
t [s] =
∞∑
n=0
(−i)n
n!
T
[
n∏
l=1
∫ t
0
dτl
−is(τl)
2
MˆI(τl)
]
, (A2)
and simiarly
U
†(I)
t [s] =
∞∑
n=0
(i)n
n!
T˜
[
n∏
l=1
∫ t
0
dτl
is(τl)
2
MˆI(τl)
]
, (A3)
where T denotes the time-ordering operator, and T˜ denotes the time-ordering in reverse. Since, Zt[s] =
〈ψ0|U†(I)t [s]U (I)t [s]|ψ0〉, for the nth order correlator, we would be interested in the O(n) term in Zt[s] or equivalently
in U
†(I)
t [s]U
(I)
t [s], which is given by
n∑
k=0
(−1)n
2nk!(n− k)! T˜
[
k∏
l=1
∫ t
0
dτl s(τl)MˆI(τl)
]
T
[
n−k∏
l=1
∫ t
0
dτl s(τl)MˆI(τl)
]
. (A4)
We are interested in the derivative δnZt[s]/(δs(t1) · · · δs(tn)) where there are n! different permutations for
{t1, t2, · · · , tn}. However, the time-ordering operators render k! and (n − k)! of these redundant in the first and
seond time-ordered brackets respectively in Eq. (A4). In other words, there are nCk ways of choosing k tis for the
first bracket and n− k for the second one. Henceforth, we index each of these choices by λ. Then
δnZt[s]
δs(t1) · · · δs(tn)
∣∣∣∣
s(t)=0
=
n∑
k=0
(−1)n
2nk!(n− k)!
nCk∑
λ=1
[
k!T˜
k∏
l=1
MˆI(tλl)
][
(n− k)!T
n∏
l=k+1
MˆI(tλl)
]
. (A5)
While Eq. (A5) constitutes the result for the general case, the closed form of the expression does not immediately
reflect that the it is proportional to the sum of all possible time-orderings. We exemplify this by taken the particular
cases of n = 1, 2, and 3.
• n = 1: this is the simplest case where from Eq. (A5) one can trivially find that
δZt[s]
δs(t1)
∣∣∣∣
s(t)=0
= −MˆI(t1), (A6)
and in the special case of a constant s, one gets the integrated response as
∂Zt(s)
∂s
∣∣∣∣
s=0
= −
∫ t
0
dt MˆI(t1). (A7)
8• n = 2: in this case, one finds
δ2Zt[s]
δs(t1)δs(t2)
∣∣∣∣
s(t)=0
=
1
4
[TMˆI(t1)MˆI(t2) + MˆI(t1)MˆI(t2) + MˆI(t2)MˆI(t1) + T˜MˆI(t1)MˆI(t2)], (A8)
where the term in blue corresponds to k = 0, the terms in green correspond to the two choices for k = 1, and
the term in red corresponds to k = 2. Massaging the expression allows us to reexpress it as
δ2Zt[s]
δs(t1)δs(t2)
∣∣∣∣
s(t)=0
=
1
2
[TMˆI(t1)MˆI(t2) + T˜MˆI(t1)MˆI(t2)]. (A9)
In the case of a constant s, the integrated result turns out to be
∂2Zt(s)
δs2
∣∣∣∣
s=0
=
1
2
∫ t
0
dt1
∫ t
0
dt2[TMˆI(t1)MˆI(t2) + T˜MˆI(t1)MˆI(t2)]
=
∫ t
0
dt1
∫ t
0
dt2 MˆI(t1)MˆI(t2) (A10)
• n = 3: in this case, Eq. (A5) yields
δ2Zt[s]
δs(t1)δs(t2)δs(t3)
∣∣∣∣
s(t)=0
= (A11)
−1
8
[TMˆI(t1)MˆI(t2)MˆI(t3) +
MˆI(t1)TMˆI(t2)MˆI(t3) + MˆI(t2)TMˆI(t1)MˆI(t3) + MˆI(t3)TMˆI(t1)MˆI(t2) +
(T˜MˆI(t1)MˆI(t2))MˆI(t3) + (T˜MˆI(t3)MˆI(t1))MˆI(t2) + (T˜MˆI(t2)MˆI(t3))MˆI(t1) +
T˜MˆI(t1)MˆI(t2)MˆI(t3)], (A12)
where the term in blue corresponds to k = 0, the terms in green correspond to k = 1 (3C1 = 3 of them), the
terms in purple correspond to k = 2 (3C2 = 3 of them), and the one in red to k = 3. Note that the result is
indeed a sum of all possible time-orderings. For the case of a constant s, integrating it over a cube t1 ∈ [0, t],
t2 ∈ [0, t], and t3 ∈ [0, t] results in
∂2Zt(s)
δs3
∣∣∣∣
s=0
= −
∫ t
0
dt1
∫ t
0
dt2
∫ t
0
dt3 MˆI(t1)MˆI(t2)MˆI(t3). (A13)
Note that, the subscript MˆI(t) actually corresponds to the Mˆ(t) in the Heisenberg picture with respect to the
hermitian Hamiltonian H. Hence, we have shown that Zt(s) is indeed the moment generating function for the
temporal correlations of Mˆ(t).
II. CHOICE OF Mˆ FOR ISING MBL SPIN-GLASS
In this section, we describe why the choice Mˆ =
∑
l>m σ
x
l σ
x
m/
√
L is appropriate for the Ising MBL spin-glass model
(Eq. (8), main text). The underlying rationale behind the choice is twofold.
Firstly, note that limt→∞ t−2∂2sZt(s)|s=0 =
∑
α |cα|2M2α where cα = 〈α|ψ0〉 and Mα = 〈α|Mˆ|α〉 with {|α〉} denoting
an eigenbasis of H.
For simplicity, let us assume that the initial state |ψ0〉 is an infinite-temperature state such that |cα|2 = 2−L for all
α. With this assumption limt→∞ t−2∂2sZt(s)|s=0 can be recast as
lim
t→∞ t
−2∂2sZt(s)|s=0 =
∑
α
〈(∑
l>m
σxl σ
x
m
〉
α
)2
/2LL (A14)
=
1
2LL
∑
α
∑
l>m
〈σxl σxm〉2α +
∑
α
∑
l>m,i>j
(l,m) 6=(i,j)
〈σxl σxm〉α〈σxi σxj 〉α
 (A15)
9Importantly, the second term in Eq. (A15) vanishes in both, the spin-glass and paramagnet phases. This can be argued
as follows. Deep in the spin-glass phase (∆J  h,W ), each of the correlations 〈σxl σxm〉α can randomly take positive
or negative values for arbitrary pairs of spins (l,m) and arbitrary eigenstates |ψ0〉, and hence the same for arbitrary
products 〈σxl σxm〉α〈σxi σxi 〉α. Hence, when summed over all such pairs and eigenstates, the contribution vanishses on an
average. In the paramagnet phase, the correlations vanish trivially as 〈σxl σxm〉α → 0 for each pair (l,m) and eigenstate
|α〉. Hence, we argued that for Mˆ = ∑l>m σxl σxm/√L, we expect to find
lim
t→∞ t
−2∂2sZt(s)|s=0 =
1
2LL
∑
α
∑
l>m
〈σxl σxm〉2α, (A16)
which indeed is the Edwards-Anderson order parameter, hence justifying the choice of Mˆ.
Secondly, we would like the dynamical potential Θ to be extensive in L, at least in the spin-glass phase which is the
analogue of an ordered phase here. It turns out that the aforementioned choice of Mˆ indeed leads to such a scenario
contrary to the seemingly more natural choice
∑
l>m σ
x
l σ
x
m/L; the reason being although the latter choice apriori
looks like an extensive observable, its eigenstate expectation values are typically not extensive in the excited states
which in fact is of interest for eigenstate ordered phases.
III. ADDITIONAL FIGURES
In this section, we show the probability distributions Pt(µ) for different values of t, and we don’t scale the variable µ
with t. Fig. A1 corresponds to the disordered XXZ chain, whereas Fig. A2 corresponds to the Ising spin-glass system.
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FIG. A1. The probability distribution for the unscaled µ is shown for the (a) ergodic and (b) MBL phases of the disordered
XXZ chain for different times and L = 16. Note that, since the mean of the distribution now corresponds to the time-integrated
expectation value of the antiferromagnetic order parameter, the peak of the distribution keeps moving to the right with time
for the MBL phase indicating a persistent and finite value. On the other hand, that the peak stays at zero for the ergodic
phase is indicative of the Nee´l order decaying very quickly to zero.
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FIG. A2. The probability distribution Pt(µ/t) is shown for different times for the (a) spin glass and (b) paramagnet phases of
the disordered Ising chain for different times and L = 14. The distributions Pt(µ/t) do indeed finally collapse onto each other
for larger times which is further corroborated by the linear behaviour of the variance of the distribution of Pt(µ) denoted by
σµ with t
