Abstract. We present two general theorems having interesting special cases. From one of them we give a new proof for theorems of Gordon using a bijection and from another we have a new combinatorial interpretation associated with a theorem of Göllnitz.
Introduction.
Many of the identities given by Slater [5] have been used in the proofs of several combinatorial results in partitions. In this paper, we use Slater [5, equations 34, 36, 48, 53, and 57], listed, in this order, below In our proofs we follow some ideas employed by Andrews [1] . 
The first general theorem
Proof. We define f (s,n) as the number of partitions of the type enumerated by C k (n) with the added restriction that the number of parts is exactly s. The following identity is true for f (s,n):
To prove this we split the partitions enumerated by f (s,n) into three classes: (a) those in which k + 1 is a part, (b) those in which k + 2 is a part and (c) those with all parts greater than k + 2.
If in those in class (a) we drop the part k+1 and subtract 2 from each of the remaining parts we are left with a partition of n − (k + 1) − 2(s − 1) = n − 2s − k + 1 in exactly s − 1 parts each greater than or equal to k + 1 and these are the ones enumerated by f (s − 1,n − 2s − k + 1). From those in class (b) we drop the part k + 2 and subtract 4 from each of the remaining parts obtaining partitions that are enumerated by f (s − 1,n − 4s − k + 2) and for the ones in class (c) we subtract 4 from each part obtaining the partitions enumerated by f (s,n− 4s).
Defining
and using (2.2) we obtain If we let D(n) denote the number of partitions of n into even parts ≡ ±4(mod 12) and distinct odd parts ≡ ±5(mod 12) and let E(n) denote the number of partitions of n into even parts ≡ ±4(mod 12) and distinct odd parts ≡ ±1(mod 12), then we have the following theorem.
where we have used identities (1.4) and (1.5) after replacing in (1.4) "q" by "−q" which completes the proof.
We list below the partitions of 21 enumerated by C(21) and D(21) and the ones of 20 enumerated by E(20).
It is interesting to observe that
where F e (n) (respectively, F 0 (n)) is the number of partitions of n into parts ≡ 0, ±2(mod 12) with no repeated multiples of 3 and with an even (respectively, odd) number of parts divisible by 3. In fact, by replacing "q" by "−q" in (1.3) we have
and observing that, by (2.10),
we have (2.11).
Next, we state and prove our second general result. + 1), a 2i−1 − a 2i = 1 or 2 (respectively, 0 or 1 and a 2i > a 2i+1 ) . Then
The second general theorem
Proof. We define, for λ = 1 or 2, g λ (2s, n) as the number of partitions of the type enumerated by A (n) with the added restriction that the number of parts is exactly 2s and such that a 2s−1 + a 2s ≥ + 2λ − 1. For n = s = 0, we define g λ (2s, n) = 1 and g λ (2s, n) = 0 if n < 0 or s < 0 or n = 0 and s > 0.
In what follows we prove two identities for g λ (2s, n).
To prove the first one we split the partitions enumerated by g 1 (2s, n) into two classes: (a) those partitions in which ( +1)/2 is a part; (b) those in which ( +1)/2 is not a part.
The ones in class (a) can have as the two smallest parts either "
In the first case, if we remove the two smallest parts and subtract 1 from each of the remaining parts we are left with a partition of n−( +2)− (2s −2) = n−2s − into exactly 2s −2 parts where a 2s−3 +a 2s−2 ≥ +3. These are the partitions enumerated by g 2 (2s − 2,n− 2s − ).
From those in class (a) having " ( + 2)/2 + ( + 1)/2 " as the two smallest parts we remove these two and subtract 1 from each of the remaining parts. We are, in this case, left with a partition of n − ( + 1) − (2s − 2) = n − 2s − + 1 into exactly 2s − 2 parts where a 2s−3 + a 2s−2 ≥ + 1 which are enumerated by g 1 (2s − 2,n− 2s − + 1).
It is important to observe that after doing these operations the restrictions on difference between parts is not changed. Now we consider the partitions in class (b). Considering that ( +1)/2 is not a part we can subtract 1 from each part obtaining partitions of n − 2s into 2s parts which are the ones enumerated by g 1 (2s, n − 2s).
The proof of (ii) follows from the fact that if we subtract 1 from each part of a partition such that a 2s−1 +a 2s ≥ +3 the resulting one is such that a 2s−1 +a 2s ≥ +1. Now we define
Using (i) we have
where on the first term of the sum, we used (ii). Now, comparing the coefficients of z 2n in (3.3) after making the substitution
we have
and, observing that γ 0 = 1, we may iterate this n − 1 times to get:
and the theorem follows since 
It is clear that by our Theorem 3.3 we have a new combinatorial interpretation for partitions enumerated by H 2 (n).
For = 2 we get the following result. Proof. By Theorem 3.1 and (1.1), we have (3.12) 4. A bijection. We now describe a transformation between the partitions defined by A 2 (n) and partitions of n into s parts.
The partitions of n with an even number of parts 2s where a 2j−1 − a 2j = 1 or 2, a 2s ≥ 1 can be transformed into partitions of n into s parts just by adding the parts a 2j−1 + a 2j , i.e., the partition
is transformed into with exactly the same restrictions, i.e., a 2j−1 − a 2j = 1 or 2 and a 2s ≥ 1.
To illustrate this we list the partitions of 16 as described in Theorem 3.4 and the ones obtained by the transformation given above. 
Special Issue on Decision Support for Intermodal Transport

Call for Papers
Intermodal transport refers to the movement of goods in a single loading unit which uses successive various modes of transport (road, rail, water) without handling the goods during mode transfers. Intermodal transport has become an important policy issue, mainly because it is considered to be one of the means to lower the congestion caused by single-mode road transport and to be more environmentally friendly than the single-mode road transport. Both considerations have been followed by an increase in attention toward intermodal freight transportation research.
Various intermodal freight transport decision problems are in demand of mathematical models of supporting them. As the intermodal transport system is more complex than a single-mode system, this fact offers interesting and challenging opportunities to modelers in applied mathematics. This special issue aims to fill in some gaps in the research agenda of decision-making in intermodal transport.
The mathematical models may be of the optimization type or of the evaluation type to gain an insight in intermodal operations. The mathematical models aim to support decisions on the strategic, tactical, and operational levels. The decision-makers belong to the various players in the intermodal transport world, namely, drayage operators, terminal operators, network operators, or intermodal operators.
Topics of relevance to this type of decision-making both in time horizon as in terms of operators are: First Round of Reviews September 1, 2009 
