Introduction
A commonly occurring life-test situation is: a time T is specified, n units are put on test without replacement and the successive ordered times-tofailure X < T, r < n, are observed. This life testing procedure is failue <_ • •< X r commonly referred to as Type 1 censoring, which will be assumed throughout this paper.
Here we suppose that each of the n units tested.has the same one-parameter exponential life-time distribution of which the mean is 0. Computing methods will be developed for the lower confidence bound on 6 based on the maximumlikelihood estimate (ILE).
The MLE, say 6, has been given by Halperin (1950) , Bartlett (1953a,b) , Deemer and Votaw (1955) and Bartholomew (1957) : r x i+ (n-r) T/r, r>l (i)l When r= 0, e is undefined.
Approximate confidence intervals have been studied by Bartlett (1953a,b) and Bartholomew (1963) , and the asymptotic properties of 0 have been investigated by Deemer and Votaw (1955) and Yang and Sirvanci (1977) .
In particular, o is consistent and asymptotically unbiased, i.e., limit Ec (0) =0, where E n c denotes the conditional expectation on r >0.
The exact distribution of 6 has had an interesting history: Halperin (1950) gave the distribution of 0, conditional on r, and described very briefly how the unconditional distribution could be obtained; Halperin (1960) gave the distribution of re; Bartholomew (1963) was the first to give the distribution of e(r> 1); Hoem (1969) essentially presented the distribution of 0 again, along with other results. Barlow, et al. (1968) developed a computer program for obtaining interval estimates of 6, and Spurrier and Wei (1980) presented a hypothesis test proced-I ure based on E, in which r = 0 is not conditioned out. In each of these two I, papers the exact distribution of 6 was used. Virtually all authors have commented on the coiputational complexity of the exact distribution. For example, it was seventeen years (1963 to 1980) from the availability of the exact distribution of 0 to the development of hypothesis tests for this most important life-testing situation.
The inclusion of r = 0 in the hypothesis test procedure of Spurrier and Wei (1980) is tantamount to taking 6=-(i.e., always accept H : E >o ) when r-0.
In that sense it should be noted that the two distribution functions are simply related: e(n8_ T) ((2tt)rrO) -e-1 -e -( n -l T)
As indicated by the numerator in (2) the inclusion of r=O in testing H 0 e<:O (9> ) precludes test sizes a < exp(-nE -T)((l-a) <exp (-nl T) the other hand, inclusion of r=0 means that the test is always applicable.
Since 0 is undefined when r=0, in this case nne can use the fact that the number of failures r is a binomial random variable with parameters n and p=I-exp(-T/0) to obtain a confidence bound. Hence, for confidence level 1-a,
is a (1-c)-level lower confidence bound for 6/T.
The case of a random sample of size n from an exponential distribution (right) truncated at T is different from that considered here. The former case has been considered in some detail by, among others, Bain, et al. (1977) and Deemer and Votaw (1955 
and r>1.
Inspecting (3), one notes that five quantities must be specified to obtain 0,: n,T,r,0 and 1-a and thus it appears that a computer program must be used for each different estimating situation. However, the following points are noted:
i) the random variable r is needed solely to compute 0.
ii) the variables T and 6, appear always as the ratio ( Thus, e/T can be an entry variable (with n and 1l-a) to obtain 0,/T. Multiplication by T then yields 6,.
Computational Aspects and an Approximation
A computer program along the lines given by Barlow, et al. (1968) It was found, however, that in another example given by Bartholomew (1963) for G/T= 3.35, n-40, a-0.025, the asymptotic lower bound is 1.9, while the computer program yields 0.63 for 8,/T, the "exact" lower confidence bound.
The vast discrepancy in these latter results appears to be due to a combination of factors. First the chi-square subroutine used in the computer program produces results that are accurate to about 10 for O/T less than 1. As e/T approaches n (where O/T<n), the accuracy in the output of the subroutine declines. Second, (n+l)(n+2)/2 terms involving these chi-square evaluations are summed. Thus, when n=40, there are 861 such terms to be summed. Another possible explanation, of course, is that a sample size of 40 is too small for 4symptotic results to apply.
To attempt to ascertain the level of accuracy of the estimate provided by the computer program, three avenues are explored. A more presice chi-square evaluation, from IBM, with 10 -9 accuracy was incorporated in the program. In addition, a method was found for calculating approximate confidence bounds which do not depend on asymptotic values. This allowed for comparisons to be -made for small values of n. Finally a simulation study was performed.
We noted above the asymptotic chi-square approximation used by Bartholomew.
This is simply a two-moment fit that uses the conditional (on r > 0) mean m and Table 2 Table 1 for a fixed combination of a and n, one can interpolate by converting to kn(O/T) and using linear interpolation to determine a corresponding £n(O6-/T). An example is given in Section 5. We are at present investigating methods combining simulation techniques and smoothing procedures, so that tabulations can be made over the range 1 <O /T < n for n>10. Results of these investigations will appear in a later paper.
Tabulation of the Confidence Bounds
Values of B,/T calculated by means of the computer program appear in Table I for n = 2(1)10, at= 0.1, 0.05 and 0.01. These have been checked for accuracy, as described in Section 3, and should be correct to within a unit in the second significant figure. Some values have four significant figures of accuracy.
The range of values of O/T exhibited in Table 1 reflects the rpnge of values that this estimator is able to take on. For example, if n = 9 and the number of failures r is equal to 1, then, from (1), one sees that e is equal to 8T, plus an increment that ranges from zero to slightly less than T. If r=2, then 6 must be less than 4.5T, but no less than 3.5T. If r>3, e may range from zero to 3T. In fact, for n=2, 0.0 < B/T < 2.0; for n =3( 1 )6, 0 < O/T < n/2 or n-i < B/T < n; and for n =7( 1 ) 1 0, 0 < B/T < n/3 or n/2-1 < e/T < n/2 or n-1 < 6/T < n.
An Example
Consider exponential failure times generated by a sample of size 5 of 
