This paper applies the notion of relative CR embeddings to study two related questions. First, it answers negatively the question posed by Penrose [8] whether every shear-free null rotating congruence is analytic. Second, it proves that given any shear-free null rotating congruence, there exists a null electromagnetic field which is null with respect to the given congruence, thus disproving a claim of Tafel [12] . In the course of answering these questions, we introduce some new techniques for studying null electromagnetic fields and shear-free congruences in general based on the notion of a relative CR embedding.
Introduction
A null geodetic congruence F in Minkowski space M is a foliation of an open set in Minkowski space by oriented null geodesics. Such a foliation generates a tangent vector field k a . (Throughout this paper, we employ abstract indices on all tensors, see [9] ). The congruence F is said to be shear-free if there exists a complex null vector field l a (called a connecting vector for the congruence) such that
The congruence is rotating if in addition l [alb [l,l] c] = 0.
(Shear and rotation will be defined in section 8 as certain Frobenius obstructions.)
An electromagnetic field is a 2-form F such that
where * is the duality operator. F is null if
where, say, F = F ab dx a ∧ dx b and F ab = −F ba . One can show that F is null if and only if the energy tensor
splits as an outer product
for some null vector k a . If F is a null electromagnetic field, then k a is the tangent vector for some shear-free congruence. And then F is said to be null with respect to k a . This paper answers two distinct but related questions. First, it establishes a foundation for the theory of shear-free congruences of geodesics in Minkowski space. We prove that a given shear-free congruence corresponds to a certain CR submanifold N of the indefinite hyperquadric of CP 3 (projective twistor space in this context). Penrose [8] has shown that the aforementioned result holds in the case of analytic congruences, where the shear-free congruence may be represented as a holomorphic surface in CP 3 ; the CR manifold N is then the intersection of this holomorphic surface with the hyperquadric. In this paper, we drop the assumption of analyticity and work in the smooth setting and show that one still obtains this CR manifold N (Theorem 6). Conversely, given a CR submanifold N of the hyperquadric (which obeys some genericity criteria) one obtains a shear-free congruence (Theorem 13). In the smooth category, one no longer necessarily obtains the whole holomorphic surface associated with N (Theorem 20); however, we prove here that there is a unique complex 2-surface Z with boundary of which N is the boundary. The key notion here is that of a relative embedding of CR manifolds, defined in section 3 below.
Second, the paper applies these results to a class of solutions of the electromagnetic field equations, addressing the following question: given a shear-free rotating congruence k a what is the space of solutions of the field equations which are null with respect to k a ? We prove that the space of solutions corresponds to the space of all holomorphic sections of the canonical bundle of the complex surface (with boundary) Z in a neighborhood of the boundary, or alternatively to (2, 0)-forms on the CR manifold N which are∂ b -closed (Lemma 25, Theorem 26). A special case of this result is the existence of local solutions to the electromagnetic field equations null with respect to k a . The significance of this result is that it disproves a conjecture of Tafel [12] (notably recapitulated in Penrose and Rindler [9] ) that there may exist congruences k a which admit no solutions. Furthermore, the techniques of the present paper supplement the classical techniques of Sommers [11] and Robinson [10] which rely upon heavily spinorial methods for the manipulation of null fields. In contrast, the new techniques introduced here allow for more intuitive and geometrical manipulation of null field tensors.
CR manifolds
Let M be a smooth real manifold of dimension 2n + k, where n and k are fixed integers. A CR structure on M of type (n, k) is an involutive distribution D of complex n-planes on M such that D ∩D = {0}. The pair (M, D) is called a CR manifold. The number n is called the CR dimension of M and k the CR codimension. A CR manifold for which k = 1 is said to be of hypersurface type. By abuse of language, we often omit the D, and call M itself a CR manifold. In this case, when we wish to refer explicitly to the CR structure, we define
Given a CR manifold (M, T 1,0 M ), it is often convenient to have a description of the CR structure exclusively in terms of complex 1-forms on M . Let Ω 0,1 M be the subsheaf of Ω 1 M ⊗ C which annihilates Γ(T 1,0 M ), and let J be the ideal in ΩM ⊗ C generated by Ω 0,1 M . One can check that J is a differential ideal:
(Actually, the condition that dJ ⊂ J is necessary and sufficient for T 1,0 M to be involutive.) Example 1. A complex manifold M inherits the structure of a CR manifold of CR codimension 0 by letting T 1,0 M be the holomorphic tangent bundle. Conversely, the Newlander-Nirenberg theorem [7] asserts that every codimension 0 CR manifold arises in this way. 
The tangential Cauchy-Riemann complex is defined as follows in Hill and Nacinovich [3] . Let
by definition. Note that
since d is a graded differential of degree +1. We writed =∂ b and call ∂ b the tangential Cauchy-Riemann operator. The tangential CauchyRiemann (or just CR) complex is then the complex
where by convention
Let Q be the bigraded module Q = p,q Q p,q . This is indeed a complex, for∂ b∂b is given as the composition dd = 0 modulo a suitable ideal. When a distinction is needed in the action of∂ b on the Q p,j , denote bȳ ∂ p,j b the (graded) part of the coboundary which maps Q p,j → Q p,j+1 . Let M be a CR manifold of hypersurface type. The Levi form is the hermitian form
Note that V behaves as a tensor under change in basis sections, and therefore represents a well-defined bundle map. If the Levi form is nondegenerate and has definite signature, then M is called strictly pseudoconvex. If M and N are two CR manifolds, then a morphism of CR structures is a smooth function f : M → N such that
A morphism is an embedding if it is a smooth embedding in the sense of differential topology.
One-sided embeddings of CR manifolds
The following definition is due to 
In the above definition, T 1,0 M will be called the holomorphic structure of M . Let Ω 0,1 M be the sheaf of annihilators of T 1,0 M . A mapping f : M → N between two complex manifolds with boundary is holomorphic if f * T 1,0 M ⊂ T 1,0 N . If M is a manifold with boundary, let ∂M be the boundary of M and
be the interior of M . Note well that the tangential part of T 1,0 M along ∂M determines a CR structure T 1,0 (∂M ), so that the boundary of a complex manifold with boundary is a CR manifold.
Definition 2.
A complex manifold with concrete boundary is a complex manifold with abstract boundary which is locally isomorphic to some domain with boundary in C n .
Hill [2] proves the inequivalence of these two definitions. For the rest of this paper, "manifold with boundary" shall mean "manifold with concrete boundary." Definition 3. A holomorphic vector bundle on a complex manifold M with boundary is a complex vector bundle E on M with holomorphic structure T 1,0 E such that 1. x⊕y → x+y, (λ, y) → λy are holomorphic maps from E ⊕E → E and C × E → E, respectively. If X is a complex manifold, and N is a (real) hypersurface in X with f : N → X the inclusion, then f is also a local one-sided embedding of N in the following sense. For each p ∈ N , there exists an open neighborhood U of p in X such that U − N has two components, call them U +o and U −o . Let U + and U − denote the closures of U +o and U −o in U . Then U + and U − are complex manifolds with boundary N ∩ U , and f ± : N ∩ U → U ± are CR embeddings. 
The projection mapping of the bundle
π : E → M is holomorphic.
An essential one-sided embedding
The aim of this section is to prove the following: Theorem 1. Let Q ′ be the hyperquadric |z| 2 + |v| 2 − |u| 2 − |w| 2 = 0 in CP 3 . There exists an essential one-sided relative embedding into Q ′ .
For convenience, let us work on the affine subset of CP 3 given by v = 0, and normalize coordinates so that v = 1. Let Q be the locus of points (u, w, z) such that
The CR submanifold N of Q shall be given as a graph
where g is a function defined on the whole complex plane. We impose the following conditions on g:
The domain of analyticity of g is the complex plane slit from 1 to ∞ along the positive real axis:
g(u)
is continuous at u = 1.
vanishes to infinite order at u = 1 in the sense that
for every positive integer k. Furthermore, the restriction of g to C − (1, ∞) is C ∞ at u = 1.
does not vanish away from 1.
An example of g(u) satisfying these requirements is the following:
along the branch of the logarithm for which −π ≤ arg(1 − u) < π. Then g(u) is analytic at every point of the slitted plane and continuous at u = 1. Furthermore, writing 1 − u = re iθ , it follows that
and moreover, since cos
whence |g(u)| ≤ 1/3. Let E be the closed region in C 2 defined by 2|u| 2 + |w| 2 ≤ 2. Let
and let T = {(u, w) ∈ E : t(u, w) = 0}. Let N ′ be the graph of z = wg(u) over T ; thus
There is a neighborhood of U of (u, w, z) = (1, 0, 0) such that N ′ ∩U is a smooth submanifold of Q containing the point (u, w, z) = (1, 0, 0).
Proof. The fact that N ′ ∩ U contains the point (1, 0, 0) is immediately verified from the definition. Since N ′ is a smooth graph over T , it suffices to show that T is a submanifold with boundary of E in a neighborhood the point (u, w) = (1, 0). On the boundary of E,
with equality if and only if |u| = 1 and w = 0, by the conditions on g and by the definition of the region E. At the point q = (1, 0) we have (by the conditions on g again):
Hence, for any vector v at q pointing towards the interior of E, we have
Note that t itself has a jump discontinuity for arg(1−u) = π, however the restriction of t to E is C ∞ . By the Whitney extension theorem, choose a C ∞ extension h of t| E to all of C n . It follows by the implicit function theorem that the zero locus of h in a sufficiently small neighborhood of q is a submanifold of that neighborhood. Now dh = dt on E, and so the condition i v dh(q) > 0 for interior-pointing vectors at q implies that the zero locus of h must touch the boundary at q (i.e., it does not intersect transversally). Since t ≤ 0 on the boundary, and t > 0 on points of the interior of E arbitrarily close to q, it follows that the zero locus of h touches the boundary of E from the interior, and so defines a submanifold of E. q.e.d.
Lemma 3. The triple (C 3 , Q, N ) is an essential one-sided relative embedding.
Proof. 1. T is strictly pseudoconvex.
The Levi form of T is represented by
As u → 1, g(u), g ′ (u) → 0, so this is a negative definite form in a sufficiently small neighborhood of (u, w) = (1, 0), and so T is strictly pseudoconvex.
The smooth embedding of T in Q given by
is a CR embedding.
The CR structure T 1,0 (T ) is generated by the vector field
Note in particular that L annihilates t. Now, since the function j is holomorphic, it suffices to check that j * L annihilates the defining relation for Q, namely we need j * Lρ = 0.
However, this is precisely the statement that L annihilates t, since t = ρ • j.
3.
The triple (C 3 , Q, N ) is a one-sided relative embedding.
Indeed, the embedding j of E into C 3 is holomorphic, and C ∞ up to the boundary. Also, N = j(E) ∩ Q ∩ U (for some open set U ). So j(E) is a one-sided holomorphic extension of N into the interior of Q.
The one-sided relative embedding is essential.
Assume that N had a two-sided holomorphic extension Z, say. Let Z be given as the locus m(u, w, z) = 0, where m is holomorphic and dm = 0 near the point p = (1, 0, 0).
We claim first that dm(p) is a nonzero multiple of dz. Write
Let i : N ⊂ C 3 and j : Z ⊂ C 3 be the inclusion maps. Then
We show that j * dz = 0 at p and that j * dw and j * du are linearly independent, and this will establish the claim. If it is shown that i * du and i * dw are linearly independent at p, then it will follow that j * du and j * dw are also linearly independent at p. Since j * du and j * dw are holomorphic, they will generate the holomorphic cotangent space of Z at p. In addition, if we prove that i * dz = 0 at p, then it will also follow that j * dz = 0, the reason being that a non-trivial relation of the form
would imply a nontrivial relation
which is impossible. Recall now how N was defined:
It follows from the fact that g vanishes to infinite order at u = 1 that at (1, 0, 0),
Now, N is a CR manifold of dimension 3, which means that Ω 1,0 N is 2-dimensional. Hence i * du and i * dw must be linearly independent at p. This proves our claim.
By the implicit function theorem, Z may be given locally as a graph z = q(u, w) with q holomorphic in a polydisc ∆ r ((1, 0)) for polyradius r = (r, r) sufficiently small. Consider the function wg(u) − q(u, w) in ∆ r ( (1, 0)). This function vanishes identically on the hypersurface T ∩ ∆ r ((1, 0)). But T was proven to be pseudoconvex. Therefore by the Lewy extension theorem, wg(u) − q(u, w) vanishes identically in E ∩ ∆ r ((1, 0)) (after possibly shrinking r if necessary). But, by the choice of g, for all integers k we have
It follows that q(u, w) and all of its derivatives must vanish at (1, 0), which implies that q(u, w) is identically zero in ∆ r ((0, 1)). Thus g vanishes identically in a neighborhood of u = 1, which is contrary to the choice of g.
q.e.d.
Remark. The example constructed in this section fails to be twosided embeddable at one point only. Ideally, one should be able to construct an example of a CR submanifold N of the hyperquadric which fails to be two-sided embeddable at all of its points, perhaps by using a method analogous to that of Lewy [5] . However, it is not known whether such a construction is possible.
5 The relative extension theorem Lemma 4 . Suppose that N is an abstract CR manifold of hypersurface type, and dimension 2k − 1. Suppose also that there exists a CR embedding Φ : N → C n . Then there exists locally a CR embedding Ψ : N → C k and a holomorphic submersion π : C n → C k such that the following diagram commutes:
Proof. We work locally at a point of Φ(N ), which we shall choose to be the origin of C n , by a suitable translation. It is possible to choose coordinates
(where z = x + iy) with G and g smooth functions defined on R × C k−1 which vanish at the origin, together with their first partials. (These latter two statements are furnished by taking a suitable affine change of the coordinates). Thus, we may define a hypersurface in C k , N 0 say, by
Now, N may be written as a graph over N 0 in the obvious way:
Define the mapping π by π(ζ, z, w) = (z, w). Then π| Φ(N ) is the inverse of Ψ. But π itself is holomorphic, so that Ψ and π| Φ(N ) are CR isomorphisms onto their respective images. q.e.d. Now suppose given a CR manifold Q embedded in C n whose Levi form has signature (k, l), with k ≥ 2, l ≥ 1, in a neighborhood of a point x 0 ∈ Q. Suppose also that we have a (2k − 1)-dimensional strictly pseudoconvex CR manifold N of hypersurface type which is CR embedded in Q, with x 0 lying in N . Then the following lemma holds': Proof. N is given as a CR submanifold of C n . As in the lemma, we may choose a mapping π and an embedding Ψ such that the diagram commutes N
In particular, there exist holomorphic coordinate functions (z 1 , ..., z n ) on C n and (w 1 , ..., w k ) on C k with
Also, for i = k + 1, ..., n, the functions z i can be pulled through the diagram to define functions on Ψ(N ). These functions will be CR on Ψ(N ), because the z i are holomorphic. But, Ψ(N ) is a strictly pseudoconvex CR submanifold of C k near Ψ(x 0 ). Hence, by the Lewy extension theorem, each z i , for i = k + 1, ..., n, extends to a holomorphic function on the side of the concavity of Ψ(N ), sayz i . Now z i =z i defines a holomorphic graph in C n over the concave side of Ψ(N ), which gives the one-sided extension. q.e.d.
It should be remarked that the given local extension is unique (or at least its germ at a point of N is unique), for if two extensions were given, then the difference of their graphing functions must be zero on Φ(N ), and thus identically zero everywhere by the Lewy extension theorem. Proof. N may be covered by a locally finite system {U α } of neighborhoods, such that each U α admits a one-sided extension (by the lemma). Because of the uniqueness of local one-sided extensions, these local onesided extensions must agree on the overlaps U α ∩ U β , and so patch together to give a global extension.
The same set of arguments, only using the two-sided Lewy extension theorem, prove 
Twistor space
The objective of this section is to give a definition of twistor space and projective twistor space and to emphasize the complex structure of each of them. First, we introduce some notational conventions.
For the rest of the paper, M will denote Minkowski space, and M C complexified Minkowski space. The conformal group for M consists of all Poincaré transformations plus an inversion in the null cone through the origin. One may define a conformal compactification of M, on which the conformal group acts transitively, by adding a null cone at infinity.
Further details are available in [4] and [13] . LetM be conformally compactified Minkowski space, and letM C be compactified complexified Minkowski space.
A spin structure forM is a pair of two-dimensional complex vector bundles S andS overM such that the following are obeyed:
1. There is a conjugation operation between
and such that v ′′ = v for all v ∈ S ∪S. The conjugation operation extends uniquely to all multilinear forms over S andS.
2. There is a canonical isomorphism
3. There is a symplectic form ǫ on S such that for v i ∈ S and w i ∈S we have
It is known [13] that a spin structure exists forM. It is convenient to introduce the dual bundles S * ,S * , and then to consider the algebra of all multilinear forms on lists of vectors in S, S * ,S,S * . Such multilinear forms are called spinors. As in the case of tensors, the valence of a spinor can be represented by the number and type of indices it carries. Spinor indices are upper-case Latin indices, either primed or unprimed. Primed indices correspond to primed bundlesS,S * and unprimed indices to unprimed bundles S, S * . Thus, for instance, the spinor
We employ the notation that the priming operation acts on indices, so that for instance
If v a ∈ (T M) ⊗ C, it is conventional to denote the image of v a in S ⊗S by v AA ′ . The symplectic structure ǫ carries two indices: ǫ AB , so that
Define the inverse of ǫ AB by
The pair ǫ AB , ǫ AB can be used to lower and raise the indices of any spinor of the appropriate type. Introduce a connection on S which is compatible with the LeviCivita connection for (M, g). Specifically, we demand that
We also demand that ∂ AA ′ agrees with the Levi-Civita connection on M, namely
These two requirements are sufficient to specify the connection. The bundles Ω 1 (M) and T * M are canonically isomorphic. Denote this isomorphism by θ :
Because of the isomorphism Hom(
, we identify θ with the tensor
By taking a tensor product over the complex numbers, θ a induces
Define a mapping d on the spinor bundle by
where each expression above is regarded as belonging to the appropriate tensor product of bundles. It is a standard fact that d extends to a unique derivation on the entire tensor algebra, and that this extended d agrees with the exterior derivative on functions and respects the action of the metric. Such a d is often called an exterior covariant derivative. Define a differential ideal in Ω(S * M C ) as follows. Consider the fibre productS * ×M CS * .
It should be emphasized that this is a bundle overS * in the second factor (regarded as a manifold) whose fibre isS * in the first factor. Because it will be necessary to draw a distinction between the two factors, we rewrite this productS *
so that the fibre is represented byS * 1 and the base space isS * 2 . The Levi-Civita connection induces a unique connection onS * , denoted by d. We may pull d back to the fibre product. We thus have a new d:
a graded derivation of the appropriate degrees. Let
be the diagonal map ∆(X) = (X, X). It is customary to give ∆ a bundle index corresponding toS * 1 , thus we write
in accordance with the usual conventions. The first generator of the differential ideal will be
To give the second generator, consider the bundle overS * :
Pull back θ AA ′ ∈ Ω(M) ⊗ S 1 ⊗S 1 to this bundle, to obtain a new form denoted Θ AA ′ . Contracting Θ AA ′ with Π A ′ gives
The pair
determines a differential ideal I in Ω(S * ). Indeed, contract dΠ A ′ with all α A ′ ∈S ×M CS * to obtain a family of sections of Ω(S * ). Likewise, do the same with Π A ′ Θ AA ′ . The collection of all such sections is easily seen to be respected by the action of d.
Lemma 8. The ideal I is invariant under a conformal change in the connection d.
Proof. By definition, d is the exterior spin connection associated to the Levi-Civita connection. Hence, d is torsion free:
and d kills the metric: dg ab = 0.
Suppose given another exterior spin connection D with
Dg ab = 2λg ab , for some 1-form λ = λ c θ c . Suppose in addition that D is Levi-Civita with respect to a conformal rescaling of the metric g ab , say
Indeed, Dg ab = 2λg ab = dg ab + Γ a c g cb + Γ b c g ca , which proves that the connection defined by Γ a b has the same metricity as D, and
so that Γ a b and D are both torsion-free. Now invoke uniqueness of the Levi-Civita connection to conclude that we have the correct Christoffel coefficients Γ a b . Now we determine the spinorial Christoffel coefficients Γ A B . We wish to find
By the usual Liebnitz rule,
so we need
There is an ambiguity in the solutions of this equation given by Γ A B → Γ A B + ikδ A B . So choose a normalization so that Γ A ′ A ′ is real. Then
Now raise the B, B ′ indices and trace, to get
Thus, in summary,
and so the differential ideal I is conformally invariant. q.e.d.
Corollary 9. I is invariant under the action of the conformal group.

Proposition 10. The space of leaves of I is a four-dimensional complex vector space, denoted by T, with the origin deleted.
Proof. Consider the subset T ′ ⊂ T of leaves which intersect ordinary (non-compactified) complex Minkowski space M C . Over M C , I is generated by dπ A ′ , and π A ′ dx AA ′ where x AA ′ are the usual coordinates for M C and π A ′ are fibre coordinates forS * . The vanishing of dπ A ′ along a leaf of the foliation implies that
along the leaf, where k A is an arbitrary spinor. There are thus two constants which coordinatize T ′ , π
given any pair (π A ′ , ω A ) with π A ′ = 0, we can reconstruct a leaf in T ′ . Thus T is defined to be the vector space of all pairs (π A ′ , ω A ), and T ′ is T minus the 2-plane π A ′ = 0. The incidence condition for a point x AA ′ in complex Minkowski space to lie on the twistor (π A ′ , ω A ) is that
On finite Minkowski space, this condition is only applicable if π B ′ = 0. Let us contract this relation with x AA ′ , and we get
Now divide through by x a x a /2 and set y AA ′ = 2x AA ′ /(x a x a ) to find
This condition holds good whenever ω A = 0. Since the mapping x AA ′ → y AA ′ is conformal, this proves that the leaves of I for which π A ′ = 0 are regular, and we are done, since I is conformally invariant. q.e.d.
Another construction of twistor theory which is useful to us is projective twistor space, PT, the projectivization of T. It can be obtained directly from the projectivized bundle PS * by foliating PS * with the differential ideal PI generated by:
In either projective or non-projective twistor space, the complex structure is generated by the ideal I. Let us record some facts about twistor space:
Compactified complexified Minkowski space is naturally identified with the space of all complex 2-planes in T.
An α-plane in complexified Minkowski space is a complex 2-plane such that the following conditions are satisfied: (1) the restriction of the metric to the 2-plane vanishes, (2) the line bundle of 2-forms is self-dual with respect to the orientation tensor. Then T corresponds to the set of all α-planes in compactified complexified Minkowski space.
More precisely, a point of T is a pair (π A ′ , ω A ), which thus determines a plane in Minkowski space
where λ A is a spinor which is free to vary. The tangents have the form λ A π A ′ which are null, so the 2-plane satisfies property (1) of the definition of an α-plane. To verify property (2), let us write the orientation tensor in the following form:
The canonical bundle is spanned locally by the form
provided that λ C and µ D are linearly independent at every point. Contract this with ǫ ab cd to find
whence the bundle of 2-forms is self-dual.
Conversely, we claim that every self-dual null 2-plane has this form. Indeed, let F ab be a skew-symmetric tensor which gives a basis for the bundle of 2-forms. By a dimension-counting argument, it is possible to write
where φ AB and ψ A ′ B ′ are symmetric. Note that ψ A ′ B ′ is the complex conjugate of F ab if and only if F ab is real. If we contract with ǫ cd ab , we find that the first term picks up a minus sign while the second term stays the same, i.e., *
Hence, for F ab to be self-dual, it follows that φ AB = 0. Moreover, for F ab to be null, we must have ψ A ′ B ′ ψ A ′ B ′ = 0, and so
for some spinor π A ′ and some complex function λ. (For proof see section 5.1.) We can choose λ in such a way as to ensure that π A ′ is constant. Then the 2-plane has the required form.
The null quadric of T, denoted by
pulls back along the quotient map of the foliation to give all null geodesics ofM.
The condition for a 2-plane in M C to meet M is that the point x 0 AA ′ may be chosen to be real. In this case, we have a real line emanating out from x 0 AA ′ determined by
where r is a real parameter. We then have
so that the form defining N vanishes. Conversely, if
for some real a. Define
and then
as required.
Compactified real Minkowski space is the collection of complex 2-planes in T which meet the null quadric of T. Equivalently, compactified real Minkowski space is the collection of all projective lines in PT which lie inside PN.
7 Congruences of null geodesics 
The rotation of k a is the obstruction to Frobenius integrability of the one-form o
A o A ′ dx AA ′ .
Lemma 11. k a is shear-free if and only if the following spinor vanishes
Proof. Modulo S, it is possible to write
Since ω B ∧ ω A is skew, it is equal to ωǫ BA for some non-vanishing twoform ω. Thus continuing the above calculation,
Since ω does not vanish, this vanishes if and only if σ B = 0. q.e.d. Proof. By the previous lemma, σ B = 0, and so
for some complex function κ, and so k a is geodetic. q.e.d.
8 Shear-free congruences and CR manifolds Proof. Let k a = o A o A ′ be the shear-free congruence. The space of folia of the congruence defines a smooth hypersurface N in PN. A CR structure on N is given by two sections of the bundle Ω 1 (M) ⊗ C which are linearly independent over the complex numbers at every point, one of which is totally real, and the other complex. These two forms must also obey the property that the space spanned by them is constant along the flows of k a (so that they pass down to the quotient). That is, their span must be Lie-dragged along k a . Let ι A be a supplemental spinor to o A . Let
First, we check that the bundle spanned of γ and λ passes down to the quotient. The equations for Lie propagation of the span of γ, λ are
First, we have
We expand this out, using the fact that d and i k are derivations, and we find that the only term which does not vanish for trivial reasons is
But the fact that o A is shear-free implies
for some spinor k B . Now, substituting this into the earlier expression for L k λ,
which is zero modulo (γ, λ), as required. Note that the ideal in Ω(M) ⊗ C generated by γ and λ is automatically a differential ideal because of the original definition of the shear (as an integrability obstruction). Therefore, we may set
for it is now clear that this is a well-defined sheaf on N (because γ and λ pass down to the quotient), and that it defines a CR structure on N , namely dJ ⊆ J where J is as in section 2. q.e.d.
Proposition 14. In the notation of the previous proof, the inclusion N ⊂ PN is a CR embedding.
Proof. The complex structure on PT is determined by the forms
pulled back along the leaves of the foliation generating PT. Restrict these forms to a point of N ⊂ PN, say the point (o A ′ , ω A ), where
will have two components in the spin basis o A , ι A which correspond to γ and λ, respectively. q.e.d.
The next proposition asserts that the rotation of the congruence o A ′ is basically the Levi form of the CR manifold N associated to the congruence. However, this statement is somewhat imprecise and requires clarification before the proposition can be stated. First, the rotation of the congruence was defined to be the obstruction to Frobenius integrability of the one-form o A o A ′ dx AA ′ . Dually, this is the same as the Frobenius obstruction to the distribution of complex three-planes generated by o A ∂ AA ′ and o A ′ ∂ AA ′ . Let G denote this distribution. Instead of working with the standard Frobenius obstruction, define the twisted Frobenius obstruction to be the following sesquilinear form
(Note that since G is a self-conjugate subspace of TM ⊗ C, the twisted Frobenius obstruction carries the same integrability information as the ordinary Frobenius obstruction.) Likewise, letting H = T 1,0 N ⊕ T 0,1 N , the Levi form V : H ⊕ H → T (N ) ⊗ C H was defined in section 2 by the similar formula:
Proposition 15. Let k a be a shear free congruence, and N the associated CR manifold. Let π : M → N be the quotient map associated to the foliation. In the notation of the previous paragraph, the following diagram commutes:
Proof. The proposition is evident from the fact that
q.e.d. Proof. The intersection of a line with N specifies a spinor at the point of intersection. The resulting spinor field o A ′ is smooth, because N is smooth. Since N is a CR manifold, the integrability condition on o A ′ dx AA ′ is satisfied, so that indeed the spinor field is shear-free (hence geodetic). Thus o A ′ generates a shear-free congruence k a . By construction, N is the CR manifold associated to k a .
Given a point p in N , there is an open neighborhood W of p and a coneÛ over N ∩ W such that the hypothesis of the theorem is satisfied. Therefore, the theorem holds locally for any CR manifold N . The requirement that every line meeting N does so in a unique point is tantamount to requiring that the congruence be single-valued. There are important examples of congruences which are not single-valued, such as the Kerr congruence which is a congruence with branch cuts. The techniques employed in this paper do apply to such congruences locally, on any single-valued branch.
9 Non-analytic congruences Penrose [8] suggested that a shear-free rotating congruence is necessarily real-analytic. In this section, we prove that some such congruences are non-analytic. We need the following fact (originally attributed to Kerr in [8] ) about the relationship between the CR submanifold and the structure of the congruence:
Lemma 19. The following statements are equivalent: 1. N is the intersection of Q with a complex-analytic submanifold of CP 3 .
The congruence is real-analytic.
Proof. A real-analytic congruence is by definition a projective spinor field o A which is a real-analytic function of the coordinates of Minkowski space. We may thus extend o A to a complex-analytic spinor field on complexified Minkowski space. Therefore, when we pull o A back along the leaves of the twistor foliation, we obtain a complex analytic submanifold of PT, as required. The converse follows by reversing the line of argument.
Applying the lemma, Theorem 1 assumes the following form:
Theorem 20. There exist nonanalytic congruences of null geodesics whose shear vanishes, and whose rotation is non-zero.
Null electromagnetic fields
The source-free (or homogeneous) electromagnetic field equations are the following
where * is the duality operation associated to the metric. If we let G = * F + iF , then the equations assume the simple form dG = 0, and since F is real, G determines F completely. In this language, solutions of the homogeneous electromagnetic field equations correspond to complex two-forms G which obey
and which are self-dual ( * G = iG). We concentrate on the case where the field tensor is null, i.e.,
Henceforth, all formulas involving the electromagnetic field shall use the form G instead of F .
Lemma 21. Let G be a complex two-form.
1. There exists symmetric spinors α AB , β A ′ B ′ such that
G is self-dual if and only if
Proof. 1. The space of two-forms is a six dimensional complex vector space. However, so is the space of all two-forms of the required type:
In particular, a solution of the electromagnetic field equation obeys 
for some complex number λ.
Proof. 1. Choose a spin basis α
be an element of the polynomial ring in x, y over the spinor algebra.
This defines a homogeneous quadratic polynomial in x, y, which therefore splits as a product of linear factors (over the complex field), say
and so
Proposition 23. If G is a null solution of the electromagnetic field equations, then
for some shear-free spinor field o A ′ and some complex function λ.
Proof. The electromagnetic field equation implies
Contracting both sides with o B ′ gives
which implies the shear-free condition after raising and lowering the appropriate indices. q.e.d. 
Local existence
The classical theorem on local existence of solutions of the null field equations for flat space-time is due to Robinson [10] We may drop the assumption of analyticity of the congruence, provided that we assume that the congruence is everywhere rotating. Let us first recall some notation. Let k a be a shear-free congruence. Associated to k a is the CR manifold N ⊆ PN. To verify that H is a (2, 0) form, let us recall that G may be written
The factor o A ′ dx AA ′ on passage to the quotient defines a basis of the bundle Ω 1,0 N , which shows that indeed H is a (2, 0) form on N . Conversely, suppose given a (2, 0) form H on N which is∂ b -closed. We claim that also dH = 0. For this, recall the definition of∂ b : Q 2,0 → Q 2,1 . We had b , whence we have dH = 0. So it follows that G = (φ * ) −1 H obeys the conditions of the theorem, and we are done.
Assume now that k a is rotating. Then N is strictly pseudoconvex, and so there is a one-sided holomorphic extension Z as in Theorem 6. Now consider the sheaf of∂-closed (2, 0)-forms on Z which are C ∞ up to the boundary N . Any section of this sheaf in a neighborhood of a point on N will induce a local solution of the electromagnetic field equations on N . Recall however that Z can be locally embedded into C 2 . Hence any local holomorphic section of the canonical line bundle of C 2 will induce a section of the aforementioned sheaf by restriction, and thus a local solution of the electromagnetic field equations which is null with respect to k a . To summarize, we have: Tafel [12] cited the non-exactness of the tangential CR complex as evidence that such local solutions may not exist. Our theorem, however, proves the local existence, and therefore answers negatively the conjecture of Tafel.
