A new type of impulsive observer for hyperchaotic system by Khaled, Yassine et al.
HAL Id: hal-00749718
https://hal.inria.fr/hal-00749718
Submitted on 8 Nov 2012
HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.
L’archive ouverte pluridisciplinaire HAL, est
destinée au dépôt et à la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche français ou étrangers, des laboratoires
publics ou privés.
A new type of impulsive observer for hyperchaotic
system
Yassine Khaled, Jean-Pierre Barbot, Djamila Benmerzouk, Krishna Busawon
To cite this version:
Yassine Khaled, Jean-Pierre Barbot, Djamila Benmerzouk, Krishna Busawon. A new type of impulsive
observer for hyperchaotic system. IFAC Conference on analysis and control of chaotic systems, Jun
2012, Cancún, México, Mexico. ￿hal-00749718￿
A new type of impulsive observer for
hyperchaotic system
Y. Khaled ∗ J-P. Barbot ∗∗ D. Benmerzouk ∗∗∗ K. Busawon ∗∗∗∗
∗ ECS-Lab ENSEA, Cergy-Pontoise, 95014, France.
Department of Mathematics, Tlemcen University, Algeria.
∗∗ ECS-Lab, ENSEA , Cergy-Pontoise, 95014, France.
EPI Non-A, INRIA
∗∗∗ Department of Mathematics, Tlemcen University, Algeria
∗∗∗∗ School of Computing, Engineering and Information Sciences,
Northumbria University, Newcastle upon Tyne NE1 8ST, U.K
Abstract: This paper proposes a new observer scheme for chaotic and hyperchaotic systems.
Firstly, a classical impulsive observer is investigated for Lorenz chaotic system. This approach
is based on sufficient conditions for stability of impulsive dynamical systems. After, an hybrid
observer is proposed for hypoerchaotic systems. Simulation results highlight the well founded
of such observer design and show that the discrete measurement may be eventually sparse.
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1. INTRODUCTION
A chaotic dynamical system is a system that is highly
sensitive to changes in initial conditions (two very close ini-
tial conditions lead to two trajectories that depart quickly
from each other) and that evolves in a bounded region in
which it has a strange attractor.
The Lyapunov exponent is used to measure the stabil-
ity degree of this system. A positive Lyapunov exponent
(respectively negative) in a direction indicating that a
difference between two neighboring trajectories increases
(respectively decreases) exponentially with time. When
the system has two positive Lyapunov exponents it is
called hyperechaotic.
Chaos synchronization (Pecora and Carroll [1990]) at-
tracted a great deal of attention due to its potential appli-
cations in many areas such as laser physics, secure com-
munication, chemical reactions, biological systems, etc.
Many efficient schemes and techniques have been pro-
posed to synchronize a chaotic systems, such as impulsive
control method (Yang and Chua [1997]), adaptive control
method (Liao and Tsai [2000]), nonlinear feedback method
Chen and Han [2003], sliding mode control (Perruquetti
and Barbot [2005]), backstepping design method (Yassen
[2006]), etc.
Among these different synchronization techniques, im-
pulsive synchronization showed great potential in chaos
communication applications since it uses small impulses
generated by samples of the output measurements. It offers
a direct method for modulating digital information onto a
chaotic carrier signal for the spread spectrum application,
also, since these impulses are at discrete times, the redun-
dancy of the synchronization information in the channel
will be reduced and therefore the security of the chaos com-
munication system will increase. Moreover, this method
is also suitable to deal with systems that cannot endure
continuous disturbance. Furthermore, experimental results
show that the accuracy of impulsively synchronization
depends on both the period and the width of the impulse.
Recently, the impulsive synchronization has been perva-
sively investigated in the literature. For instance in (Itoh
et al. [2001]), the authors present conditions under which
chaotic systems can be synchronized by impulses deter-
mined from samples of their state variables. The authors
in (Yang and Chua [1997]) and (Lu and Hill [2007]) pro-
pose some sufficient conditions for the impulsive synchro-
nization of chaotic by using the results of (Lakshmikan-
tham et al. [1989]) and linear matrix inequality proprieties
(Khadra et al. [2009]). However, these approaches require
some restrictive conditions. In addition, it is not easy to
find a comparison systems ensuring the stability of the
synchronization in some cases.
In this paper, motivated by the above comments, we fur-
ther investigate a new scheme of synchronization where a
single discrete output corresponding to a direction with
the positive Lyapunov exponent is received. To solve this
problem impulsive dynamical system with small impulses
times and sliding mode observer has been used. The latter
is used because of its finite time convergence and robust-
ness relative to disturbances. A generalized chaotic Lorenz
and hyperchaotic generalized Lorenz systems are taken as
an examples to show the results.
The paper is organized as follows. In Section II a few
recalls on impulsive and sliding mode observers are pre-
sented. In Section III, firstly, a new sufficient condition for
asymptotic synchronization of chaotic generalized Lorenz
system is derived using a discrete Lyapunov function at im-
pulses moments, after a new type of observer is synthesized
for generalized hypechaotic generalized Lorenz system. For
illustration of the effectiveness of our results, a numerical
simulations are given in Section IV .
2. RECALLS ON IMPULSIVE AND SECOND ORDER
SLIDING MODE OBSERVER
In this section, we recall some basic concepts on impulsive
and sliding mode observers which will be used in this
paper, for more detail see (Khadra et al. [2009]) and
(Barbot et al. [1996]).
2.1 Impulsive observer





where tk ∈ T = {ti : i ∈ N} ⊂ R with ti < ti+1
for all i ∈ N, x(t) ∈ Rn and y(tk) ∈ Rp are the state
vector and the discrete output measurement, respectively,
f ∈ Cj(R×Rn,Rn) 1 , j ≥ 2 and C ∈ Rp×n is a constant
matrix.










with R = In − WC, where In is the identity matrix
of dimension n, tk denotes the measurement instant, t
+
k
corresponds to the time just after the kth measurement
and t−k is the time just before.
The classical impulsive observer (2) is just a copy of system
(1) with a resetting algebraic equation.
Defining the observation error as e(t) = x(t) − x̂(t), the
impulsive dynamic of the observation error becomes:
{
ė(t) = f(x(t))− f(x(t)− e(t))
e(t+k ) = Re(tk)
(3)
The problem consists to exhibit some sufficient conditions
on the impulse gain R and the impulse distance (dwell
times) θk = tk+1 − tk such that the observation error is
asymptotically stable.
2.2 A finite time step-by-step sliding mode observer
A robust and finite time exact differentiator based on the
super twisting algorithm (a second order sliding mode
algorithm was introduced by (Levant [1998]) and since
successfully applied in many applications. This approach
was extended to the design of arbitrary order robust exact
differentiators with finite time convergence in (Levant
[2005]) using homogeneity properties. In (Barbot et al.
[1996]), a so-called step-by-step first order sliding mode
observer for the finite time estimation of the state variables
was developed. Hereafter, a similar observer based on the
super twisting algorithm is given.
Let consider the following system given in the triangular
input observer normal form:




















ẋn = g(x1, ..., xn−1, xn)
y = x1
(4)











where e1 = x1− x̂1 and λ1, α1 are positive parameters and
u1 is the differentiator output.
The step by step exact differentiator applied to (4) leads




























˙̂x1 = x̃2 + λ1|x1 − x̂1|
1
2 sign(x1 − x̂1)
˙̃x2 = α1sign(x1 − x̂1)
˙̂x2 = E1
[
x̃3 + λ2|x̃2 − x̂2|
1
2 sign(x̃2 − x̂2)
]
...
˙̃xn = En−2αn−1sign(x̃n−1 − x̂n−1)
˙̂xn = En−1
[
θ̃ + λn|x̃n − x̂n|
1
2 sign(x̃n − x̂n)
]
˙̃
θ = En−1αnsign(x̃n − x̂n)
(6)






x̃1, x̃2, ..., x̃n, θ̃
]T
is the
output of the observer. For i = 1, ..., n − 1, the scalar
functions Ei are defined as: Ei = 1 if |x̃j − x̂j | < ǫ, for
all j ≤ i else Ei = 0, ǫ is a small positive constant. The
observer gains λi and αi are positive scalars.
The convergence of the state observation error is obtained
in (n− 1) steps and in finite time. Moreover, this observer
is robust against noise and some disturbances.
Applying the exact differentiator (5) to system (4) when
n = 2, one has only one step to do and obtains:
{
˙̂x1 = x̂2 + λ1|x1 − x̂1|
1
2 sign(x1 − x̂1)
˙̂x2 = g(x1, x̃2) + α1sign(x1 − x̂1)
(7)
Theorem 1. (Davila et al. [2005]) Consider the system (4)
with n = 2, assumed to be defined by bounded state in
finite time, and the observer based on the differentiator
(7). For any initial conditions x(0), x̂(0), there exists
a choice of λ1 and α1 such that the observer state x̂
converges in finite time to x, i.e. (x̂1; x̂2) → (x1;x2).
Remark 1. These observers, because of their relative ro-
bustness proprite may, in addition, be applied to systems
subjected to discontinuites, disturbances or parameter un-
certainties.
3. TWO TYPES OF OBSERVER DESIGN
In this section, two hybrid observers are proposed that can
estimate the states of chaotic systems using only a single
discrete output. First, we consider chaotic systems with
only one positive Lyapunov exponent. Next, we extent our
study to the Hyperchaotic systems (more than one positive
Lyapunov exponent).
3.1 Observer design for Lorenz chaotic system:
Lorenz chaotic system was studied by many authors,
particulary for characterizing chaotic chemical reactions.






ẋ1 = a(x3 − x1)
ẋ2 = −bx2 + x1x3
ẋ3 = −cx1 + dx3 − x1x2
y(tk) = x3(tk)
(8)
where x1(t), x2(t) and x3(t) are the state variables, and
a = 35, b = 3, c = 7 and d = 12
Remark 2. Regardless to their initial conditions, chaotic
systems have bounded states so that one can find a positive
number M such that sup
t
|xi(t)| ≤ M , ∀i = 1, 2, 3, for any
initial conditions on the strong attractor.
The proposed impulsive observer corresponding to system








˙̂x1 = a(x̂3 − x̂1)
˙̂x2 = −bx̂2 + x̂1x̂3
˙̂x3 = −cx̂1 + dx̂3 − x̂1x̂2
x̂3(t
+
k ) = rx̂3(tk) + (1− r)x3(tk)
(9)
Where r is a fixed real number. Moreover, in order to
ensure the observer state, bondless saturations are added
on x̂1, x̂2 and x̂3.
Note that, the system (9) has a same continuous dynamics
than the system (8), except that at each sampling time the
observer state jumps proportionally to the error between
the estimate output ŷ(tk) and the measured state y(tk).
Theorem 2. If |r| < 1√
1+2dθk
, then, there exists θmax such
that, for any k verifying tk+1 − tk ≤ θmax, the states of
the observer (9) converge practically 2 to the states of the
system (8).
Remark 1. It is important to note that the output is
imposed in this example. Nevertheless, if the choice of the
output is free, the output can be determined according to
observability coefficients see Letellier et al. [2005].






ė1 = a(e3 − e1)
ė2 = −be2 + x1x3 − x̂1x̂3
ė3 = −ce1 + de3 − x1x2 + x̂1x̂2
e3(t
+
k ) = re3(tk)
(10)
first we decompose the system into two subsystems
z1 = (e1, e2)
T and z2 = e3.
Define the Lyapunov function as:
V (z) = V1(z1) + V2(z2)
with V1(z1(tk)) = z1(tk)
Tαz1(tk), V2(z2(tk)) = βz
2
2(tk)
and α = diag {α1, α2}, αi > 0 and β a real positive
number.
Define the Lyapunov difference at the impulse time tk as:
△V (z(tk)) = V (z(t+k+1))− V (z(t+k ))
=△V1(z1(tk)) +△V2(z2(tk))
2 Is means that the observation error e(t) converges to a ball B(0, ǫ)
Now, since e1(t
+
k ) = e1(tk) and e2(t
+
k ) = e2(tk), the first
difference is:







Moreover, from the Taylor development of ei(t) at
θk = tk+1 − tk (which is very small), one has:
ei(tk+1) = ei(t
+






for the sake of simplicity, setting ei(t
+
k ) = ei, and as θk
is small enough, then all terms of the form γ(t)o(θ2k) are








e2 + θk(−be2 + x1x3 − x̂1x̂3) + o(θ2k)
]2
− α1e21 − α2e22
= α1
[




e22 + 2e2θk(−be2 + x1x3 − x̂1x̂3) + o(θ2k)
]
− α1e21 − α2e22
Since x1x3 − x̂1x̂3 = x1e3 + x3e1 − e1e3, we obtain:
△V1(z1(tk)) = 2α1θke1(−ae1 + ae3) (11)
+ 2α2θke2(−be2 + x1e3 + x3e1 − e1e3)
+ o(θ2k)
similarly, for the second difference we obtain:
△V2(z2(tk)) = V2(z2(t+k+1))− V2(z2(t+k ))
= V2(rz2(tk+1))− V2(z2(t+k ))
= r2β [e3 + θk(−ce1 + de3 − x1x2 + x̂1x̂2)
+ o(θ2k)
]2 − βe23
△V2(z2(tk)) = β(r2 + 2dr2θk − 1)e23 (12)
+ 2r2βθke3(−ce1 − x1e2 − x2e1 + e1e2)
+ o(θ2k)
The convergence of the state observation error is obtained
in three steps.
First step:
According to the hypothesis of the theorem, we have
|r| < 1√
1+2dθk
, then β(r2 + 2dr2θk − 1)e23 < 0 and with
respect to the fact that sup
t
|xi| < M and sup
t
|x̂i| < M ,
then
△V2(z2(tk))≤ β(r2 + 2dr2θk − 1)e23
+ 2r2βθk|e3|(cM + 8M2)
+ o(θ2k)










∀|e3| > e′3 : △V2 < 0
and consequently for all ε > 0 there exists k′, such that
∀k > k′ : e3(tk) < e′3 + ε (13)
Second step:
Using (13) in (11), we obtain:
△V1(z1(tk))≤ 2α1θke1(−ae1 + a(e′3 + ε))
+ 2α2θke2(−be2 + x1(e′3 + ε)
+ x3e1 + e1(e
′












θk, then we get:
△V1(z1(tk))≤ θk(−2α1ae21 − 2α2be22 + 2α2x3e1e2) + o(θ2k)















Since α1 and α2 are chosen arbitrarily, for every fixed ǫ1
and ǫ2, for all |e1| > ǫ1 and |e2| > ǫ2, we have
△V1(z1(tk)) < 0 (14)
Third step:
Finally, using the fact that |e1| > ǫ1 and |e2| > ǫ2, the
inequality (12) becomes
△V2(z2(tk))≤ β(r2 + 2dr2θk − 1)e23 (15)
+ 2r2βθke3(cǫ1 +Mǫ1 +Mǫ2 + ǫ1ǫ2)(16)
+ o(θ2k)
which implies that for θk < θ
max, where θmax is the
smallest value of θk ensuring (13) and (14) and in any
case that the terms in o(θ2k) are negligible, and from (15)










that for all |e3| > ǫ3, we have:
△V2(z2(tk)) < 0 (17)
Those with respect to (14) and (17), the observation error
(10) is practically stable to a ball of radius ǫ = (ǫ1, ǫ2, ǫ3)
T .
2
In the case r = 0, we obtain e′3 = 0, then the practical
stability of (10) is obtained in one step because all the
term in e3 will be canceled, and so the stability analyzing
is reduced to the second step of the above proof.
Unlike the linear case, we can not involve an LMI (Linear
Matrix Inequality) in the proof because of the quadratic
term in (8), which generate a cubic term (e1, e2, e3) in△V .
Remark 3. The theorem 2 means that the number of out-
puts must be at least equal to the number of positive
Lyapunov exponents, for such kind of observer. This seems
to be in accordance with Pyragas conjecture (Pyragas
give is conjecture for continuous measurements (Pyragas
[1993])) but was contradicted in (Itoh et al. [2001]) and
(Boutat-Baddas et al. [2009]). However, applied to impul-
sive observer, it is fully expected that the conjecture is
true in this particular case.
It is important to note that the observability or detectabil-
ity conditions are not sufficient for this kind of observer
design, because the measurements are discrete. It is nec-
essary to add a condition for unstable states, here it is
assumed that they are measured. In the next section, we
relax this condition and it is also shown that the Pyragas
conjecture is also refuted for impulsive synchronization.
3.2 Observer for hyperchaotic Lorenz system
In the case of hyperchaotic system the number of positive
Lyapunov exponents is more than one, the generalized










ẋ1 = a(x3 − x1)
ẋ2 = −bx2 + x1x3
ẋ3 = −cx1 + dx3 − x1x2 + x4
ẋ4 = −kx1 + jx4
y(tk) = x3(tk)
(18)
with: a = 35, b = 3, c = 7, d = 12, k = 5 and j = 0.5.
First , it is important to note that if a classical impulsive
observer design is applied to this kind of systems, the ob-
server will diverge, because only one unstable direction is
measured x3(tk). However, the unmeasured dynamic x4(t)
corresponding to the second positive Lyapunov exponent
causes the divergence of the observer. For this reason, if an
impulsive observer is considered, it is judicious to add an
auxiliary observer in order to guarantee the convergence
of observer see (Fig. 1).
Similar, to the previously presented observer, an impulsive
observer coupled with a super twisting continuous observer
is proposed. This latter is used to reconstruct the other
unstable states from the impulsive output.
The complete proposed impulsive generalized observer cor-












˙̂x1 = a(x̂3 − x̂1)
˙̂x2 = −bx̂2 + x̂1x̂3
˙̂x3 = cx̂1 + dx̂3 − x̂1x̂2 + x̂4
˙̂x4 = −kx̂1 + jx̂4 + r1(z4 − x̂4)
x̂3(t
+




ż3 = zd3 + λ1|z3 − x̂3|
1
2 sign(z3 − x̂3)
żd3 = α1sign(z3 − x̂3)
(20)
with
z4 = zd3 − cx̂1 − dz3 + x̂1x̂2
where λ1 > 0, α1 > 0 and |r2| < 1.
The impulsive observer plays the predictor role for the
state x3. The continuity of the super twisting observer
avoid jumps at tk instants. Moreover, since it is robust
to noise and disturbance, the observer does not change
abruptly at the impulse time, which gives us a better
estimate of x̂3 with respect to the impulsive output.
3.3 Numerical simulation
In order to demonstrate and verify the performance of
the proposed method, some numerical simulations are
presented in this section.
Fig. 1. Impulsive generalized Observer
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Fig. 2. x(−) and x̂(−)
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Fig. 3. x(−) and x̂(−)
3.4 Chaotic Lorenz system
The chaotic generalized Lorenz system is given in (8) with
a modified parameters a = 350, b = 30, c = 70 and d =
120, in order to increase the fundamental frequency of sys-
tem (f = 154Hz). The solution of this system with initial
conditions x(0) = (5, 2, 1)T is obtained numerically. The
initial conditions for the observer (9) is x̂ = (−0.6,−2, 0)T
and impulse gain r = 0. Fig.2 show the performance of the
observer (9) with impulse distance θk ∈ [0.02 , 0.05] such
that it does not satisfy the Nyquist-Shannon theorem, i.e
the sampling frequency of output measures ( 1
θk
= 50Hz)
is less than the double of fundamental frequency of the
chaotic system (8)
Now, starting from the same initial conditions, we add
an output noise in order to show the robustness of the
















Fig. 4. Phase graph of HyperChaotic generalized Lorenz
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Fig. 5. x1(−), x2(−) and x̂1(−), x̂2(−)
worth filter of order three with bandwidth equal to 192Hz.
Fig. 3 show that the observer states follow the system
states.
3.5 Hyperchaotic generalized Lorenz system
The Hyperchaotic generalized Lorenz system is given in
(18) where a = 35, b = 3, c = 7, d = 12 and k = 5. Typ-
ical phase portrait of this system with initial conditions
x(0) = (0.005, 0.01, 0.05, 0.5)T is plot in Fig. 4.
The observer (19) is designed with the following pa-
rameters; impulses times θk ∈ [0.002 , 0.005], initial
conditions x̂(0) = (−2,−5, 0, 0.4) and gains observability
x̂ = (−2,−5, 0.4), λ1 = 70, α1 = 9500, m = 5 and r = 0.
Fig. 5 and 6 shows the performance of the observer. The
peaks in x̂4 are due to jumps of x̂3 into x3 as it is high-
lighted in Fig. 6. Similarly with the previous example, we
add output noise , Fig. 7 and 8 illustrate the performance
of proposed observer with a delay of 10−2 due to the filter
except that the observer takes a little time compared to
the first case louse converge.
4. CONCLUSION
In this paper, we have shown that it is possible to design
an observer for chaotic and hyperchaotic Lorenz system
using only a single discrete measurement. Two types of
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Fig. 6. x3(−), x4(−) and x̂3(−), x̂4(−)
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Fig. 7. x1(−) and x̂2(−)
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Fig. 8. x3(−) and x̂4(−)
observers have been designed, one (impulsive) for the gen-
eralized Lorenz chaotic system, and the other (impulsive
coupled with super twisting continuous observer) for the
generalized Lorenz hyperchaotic system. The design is
based on the study of the stability of impulsive dynamical
systems. The simulation results obtained confirmed the
good performance of the observer.
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