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a b s t r a c t
For a positive integer k, a graph G is k-ordered if for every ordered set of k vertices, there
is a cycle that encounters the vertices of the set in the given order. If the cycle is also a
Hamiltonian cycle, then G is said to be k-ordered Hamiltonian. We first show that if G is
a (k + 1)-connected, k-ordered graph of order n ≥ 4k + 3 and d(u) + d(v) ≥ n − 1
for every pair of vertices u and v of G with d(u, v) = 2, then G is k-ordered Hamiltonian
unlessG belongs to an exceptional class of graphs. The latter class is described in this paper.
By this result, we prove that G is k-ordered Hamiltonian if G has the order n ≥ 27k3 and
d(u)+ d(v) ≥ n+ (3k− 9)/2 for every pair of vertices u and v of Gwith d(u, v) = 2.
© 2009 Elsevier B.V. All rights reserved.
1. Introduction
For convenience of the reader some necessary terminology and notation not mentioned in this section can be found in
Section 2.
A graph G is k-ordered if for every ordered set of k vertices, there is a cycle that encounters the vertices of the set in the
given order. If the cycle is also a Hamiltonian cycle, then G is said to be k-ordered Hamiltonian. Clearly, any 2-connected
graph is 2-ordered, since any pair of vertices is on a cycle and any orientation can contain the vertices in order. For the
same reason, any 3-connected graph is 3-ordered, and any Hamiltonian graph is 3-ordered Hamiltonian since the proper
orientation of the cycle can give the required order to any collection of 3 vertices on the cycle. Thus, k-ordered is really only
interesting for k ≥ 4. This concept was introduced by Chartrand. More details can be found in [3]. In 1997, the following
result was proved.
Theorem 1.1 (Ng and Schultz [8]). Let G be a graph of order n and let k be an integer with 3 ≤ k ≤ n. If d(u)+d(v) ≥ n+2k−6
for every pair u and v of nonadjacent vertices of G, then G is k-ordered Hamiltonian.
Corollary 1.2 (Ng and Schultz [8]). Let G be a graph of order n and let k be an integer with 3 ≤ k ≤ n. If d(u) ≥ n/2+ k− 3
for every vertex u of G, then G is k-ordered Hamiltonian.
Both bounds given above for a graph to be k-ordered Hamiltonian were improved for small kwith respect to n.
Theorem 1.3 (Faudree et al. [4]). Let k ≥ 3 be an integer and let G be a graph of order n ≥ 53k2. If d(u)+d(v) ≥ n+(3k−9)/2
for every pair u and v of nonadjacent vertices of G, then G is k-ordered Hamiltonian.
Theorem 1.4 (Kierstead et al. [6]). Let k ≥ 2 be an integer and let G be a graph of order n ≥ 11k− 3. If d(u) ≥ d n2e+ b k2c− 1
for every vertex u of G, then G is k-ordered Hamiltonian.
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Fig. 1. A graph G inA2m+1 .
The condition in Theorem 1.3 implies NG(u) ∩ NG(v) 6= ∅ if uv 6∈ E(G), i. e., the distance between any two nonadjacent
vertices is exactly two.
In this article, we first give a sufficient condition for a k-ordered graph to be k-ordered Hamiltonian. To present the result,
we consider a special classA2m+1 of graphs. A graphG is inA2m+1 if and only if the following holds:G contains 2m+1 vertices
and can be partitioned into four subgraphs K cr , Zm, J and a single vertex u, where Zm is an arbitrary graph with m vertices,
K cr is a set of r independent vertices (also as the complement of the complete graph Kr ) with r ≥ m − k, and J is a graph
withm− r vertices such that if |V ( J)| > bk/2c, say |V ( J)| = bk/2c + t , then J has at least 2t pairs of nonadjacent vertices
if k is even, and at least 2t − 1 pairs of nonadjacent vertices if k is odd. Furthermore, the edge set consists of E( J), E(Zm),
{ xy | x ∈ V (Zm) and y ∈ K cr ∪ {u}} and some edges between J and Zm (see Fig. 1).
Consider an ordered sequence S = {x1, x2, . . . , xk} of G, where S contains all vertices of J and some vertices of Zm if
|V ( J)| < k, and S is arranged such that xi, xi+1 are nonadjacent if xi, xi+1 ∈ V ( J). In this paper, we always set xk+1 = x1.
We see that G has a Hamiltonian cycle that encounters the vertices of S in order if and only if the graph G′ obtained from
G by deleting all edges of the subgraph J has the same property. It is easy to check that G′ is non-Hamiltonian, and hence,
not k-ordered Hamiltonian. So G is also not k-ordered Hamiltonian. However, it is possible that G satisfies the condition
d(u)+ d(v) ≥ (2m+ 1)− 1 for each pair of vertices u, v with d(u, v) = 2. In Section 3, we will prove the following.
Theorem 1.5. Let k ≥ 4 be an integer and let G be a (k+ 1)-connected, k-ordered graph of order n ≥ 4k+ 3. If for every pair
of vertices u and v in V (G) with d(u, v) = 2,
d(u)+ d(v) ≥ n− 1,
then G is k-ordered Hamiltonian unless n is odd and G ∈ An.
In [5], Faudree et al. proved that G is k-ordered Hamiltonian if G is a k-ordered, (k+ 1)-connected graph of order n ≥ 3
such that d(u) + d(v) ≥ n for every pair u, v of nonadjacent vertices of G. Then, for small k with respect to n, Theorem 1.5
implies the result. Furthermore, by Theorem 1.5, we will prove the following main result.
Theorem 1.6. Let k ≥ 4 be an integer and let G be a graph of order n ≥ 27k3. If for every pair of vertices u and vwith d(u, v) = 2,
d(u)+ d(v) ≥ n+ 3k− 9
2
,
then G is k-ordered Hamiltonian.
We can see that the degree sum condition in Theorem 1.6 is sharp by considering the following example which was
mentioned in [8]. The graph G on n vertices is composed of the three parts: Kk−1, Kk − Ck, and Kn−2k+1 containing all the
edges between Kk−1 and Kk − Ck and all edges between Kk−1 and Kn−2k+1. Between Kn−2k+1 and Kk − Ck, G contains only the
edges incident to the even indexed vertices of Ck. This graph is not k-ordered because there is no cycle containing the vertices
of Ck in order. For x ∈ V (Kn−2k+1) and y ∈ V (Kk−Ck), y an odd indexed vertex on Ck, d(x, y) = 2 and d(x)+d(y) = n+ 3k−102
for k even.
The next example shows that there are graphs, whose k-ordered Hamiltonicity can be verified by Theorem 1.6, but not
by Theorem 1.3.
Example 1.7. Let k ≥ 4 be an integer and let G be a graph of order n containing four complete graphs K1, K2, K3 and K4 with
|V (K1)| = n − 3d 3k−52 e and |V (K2)| = |V (K3)| = |V (K4)| = d 3k−52 e. Each vertex of Ki is adjacent to each vertex of Ki+1 for
i = 1, 2, 3. For u ∈ V (K1) and v ∈ V (K4), d(u)+d(v) = n−2 < n+ 3k−92 . So G does not satisfy the condition of Theorem 1.3.
However, it is not difficult to check that G satisfies the condition of Theorem 1.6. Hence G is k-ordered Hamiltonian.
2. Terminology and notation
Let G be a simple graph. The vertex set and the edge set of G are denoted by V (G) and E(G), respectively. A subgraph
induced by a subset X ⊆ V (G) is denoted by G[X]. In addition, G− X = G[V (G)− X].
For a vertex u ∈ V (G) and a subgraph H of G, the set NH(u) = { v ∈ V (H) | uv ∈ E(G)} is called the neighborhood of
u in H , and N(u) = NG(u), N[u] = N(u) ∪ {u}. The degree of u in H is |NH(u)|, denoted by dH(u), and d(u) = dG(u). The
minimum degree of vertices in Gwill be denoted by δ(G). For another subgraph H ′ of G, NH(H ′) =⋃u∈V (H ′) NH(u)− V (H ′).
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The graph G is connected, if it contains a path between any two vertices. G is said to be k-connected, if |V (G)| ≥ k + 1
and G−K is connected for each K ⊂ V (G)with |K | ≤ k−1. If G is k-connected, but not (k+1)-connected, then the number
κ(G) = k is defined as the connectivity of G. Moreover, a subset K ⊆ V (G) with |K | = κ(G) and κ(G − K) = 0 is called a
minimal cut set of G.
If G is connected, then for two vertices u, v ∈ V (G), the distance d(u, v) between u and v is the length of a shortest path
between u and v in G.
Let C be a cycle in a graph with an understood orientation, and x be a vertex of C . Let x+ and x− denote the successor
and predecessor of x on C , respectively. Also, if x and y are vertices of C , then x
−→
C y denotes the path from x to y along C in
the designated direction. The notation x
←−
C y denotes the path from x to y in the opposite direction. We also use [x, y], (x, y],
[x, y) and (x, y) to denote the intervals x−→C y, x−→C y− x, x−→C y− y and x−→C y− {x, y} or, when appropriate, the vertex sets of
these paths. Similar notation is used in the case of paths.
For any 1 ≤ k ≤ n/2, a graph G of order n is k-linked if given any collection of k pairs of vertices L = {{xi, yi} | 1 ≤ i ≤ k},
there are k vertex disjoint paths (except possibly for end-vertices) Pi such that Pi is a path from xi to yi.
We conclude this section with some results from [1,2,7,9].
Theorem 2.1 (Znám [1]). If a graph of order n does not contain a Kt,t , then it contains at most 12 ((t − 1)
1
t n2−
1
t + t−12 n) edges.
Theorem 2.2 (Whitney [2]). If G is a k-connected graph and v, v1, v2, . . . , vk are k + 1 distinct vertices of G, then there exist
internally disjoint (v, vi)-paths (1 ≤ i ≤ k).
Lemma 2.3 (Li et al. [7]). Let P = v1v2 . . . vs (s ≥ 2) and Q = w1w2 . . . wt (t ≥ 1) be two disjoint paths in a graph G. If
dP(w1)+ dP(wt) ≥ |V (P)| + 2, then Q can be inserted into P (i. e. v1 . . . vkQvk+1 . . . vs is a path in G for some 1 ≤ k < s).
Theorem 2.4 (Thomas and Wolland [9]). If G is 10k-connected, then G is k-linked.
3. Proof of the main results
Proof of Theorem 1.5. Let S = {x1, x2, . . . , xk} be an ordered sequence of k vertices of G. Since G is k-ordered, there is
a cycle C that encounters these vertices in order. Choose such a cycle C such that |V (C)| is as large as possible. Assume
V (C) 6= V (G), let L = G − V (C) and H be a component of L. Since G is (k + 1)-connected, |NC (H)| ≥ k + 1 and hence
|NC (H)∩ xi−→C xi+1| ≥ 2 for some i, 1 ≤ i ≤ k. Wemay assume |NC (H)∩ xk−→C x1| ≥ 2. Choose a pair of distinct vertices y1, y2
inNC (H)∩xk−→C x1 so that xk, y1, y2 and x1 appear in order along C , and so that y1−→C y2 is as short as possible. Possibly xk = y1
or y2 = x1. Let zi ∈ NH(yi) for i = 1, 2. Note that possibly z1 = z2. Since H is connected, there exists a path P from z1 to z2 in
H . Then C1 = y2−→C y1z1−→P z2y2 is a cycle which encounters x1, x2, . . . , xk in order. If y2 = y+1 , then |V (C1)| > |V (C)|, which
contradicts the maximality of |V (C)|. Therefore, y2 6= y+1 . Let C ′ = y+1
−→
C y−2 and C ′′ = y2
−→
C y1. Note that possibly y+1 = y−2 .
By the choice of y1 and y2, NC (H) ∩ V (C ′) = ∅. In particular, y+1 z1, z2y−2 6∈ E(G), and hence d(y+1 , z1) = d(z2, y−2 ) = 2. By
the maximality of |V (C)|, we have NL(z1) ∩ NL(y+1 ) = ∅, i.e., dL(z1)+ dL(y+1 ) ≤ |V (L)| − 1 = n− |V (C)| − 1. Therefore,
n− 1 ≤ d(z1)+ d(y+1 )
= dL(z1)+ dL(y+1 )+ dC ′(y+1 )+ dC ′′(z1)+ dC ′′(y+1 )
≤ n− |V (C)| − 1+ |V (C ′)| − 1+ dC ′′(z1)+ dC ′′(y+1 ), (1)
which implies that
dC ′′(z1)+ dC ′′(y+1 ) ≥ |V (C ′′)| + 1.
By Lemma 2.3, it follows that
dC ′′(z1) ≤ |V (C
′′)| + 1
2
(2)
for otherwise z1 can be inserted into C ′′. Then we have dC ′′(y+1 ) ≥ |V (C
′′)|+1
2 . Similarly, dC ′′(z2) ≤ |V (C
′′)|+1
2 , dC ′′(y
−
2 ) ≥
|V (C ′′)|+1
2 .
Notice from (1) and (2) that, if dC ′(y+1 ) < |V (C ′)| − 1 or dL(z1) + dL(y+1 ) < n − |V (C)| − 1 or dC ′′(z1) < |V (C
′′)|+1
2 , then
dC ′′(y+1 ) >
|V (C ′′)|+1
2 , and hence dC ′′(y
+
1 ) + dC ′′(y−2 ) > |V (C ′′)| + 1. By Lemma 2.3, C ′ can be inserted into C ′′. We obtain a
longer cycle than C , which does not change the order of x1, x2, . . . , xk, a contradiction. So we have
dC ′(y+1 ) = |V (C ′)| − 1, dL(z1)+ dL(y+1 ) = n− |V (C)| − 1,
dC ′′(z1) = |V (C
′′)| + 1
2
, dC ′′(y+1 ) =
|V (C ′′)| + 1
2
.
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Similarly,
dC ′(y−2 ) = |V (C ′)| − 1, dL(z2)+ dL(y−2 ) = n− |V (C)| − 1,
dC ′′(z2) = |V (C
′′)| + 1
2
, dC ′′(y−2 ) =
|V (C ′′)| + 1
2
.
Clearly, |V (C ′′)| is an odd integer. Furthermore, if we suppose C ′′ = w1w2 . . . wl with w1 = y2, wl = y1 and l = |V (C ′′)|,
then N(y+1 ) = N(y−2 ) = {w1, w3, . . . , wl} = N(z1) = N(z2).
We consider the following two cases.
Case 1: y+1 6= y−2 .
Recall that y1 and y2 are chosen so that y1
−→
C y2 is as short as possible. Then we have |[y2, x1]| ≤ 2, |[xk, y1]| ≤ 2 and
|(xi, xi+1)| ≤ 1 for 1 ≤ i ≤ k− 1. So, |V (C ′′)| ≤ 2k+ 1.
We confirm that L is connected. Suppose to the contrary that H ′ is another component apart from H in V (D) − V (C).
From the equality dL(z1) + dL(y+1 ) = n − |V (C)| − 1 (dL(z2) + dL(y−2 ) = n − |V (C)| − 1, respectively), we see that
NL(z1) ∪ NL(y+1 ) = V (L) − {z1} and NL(z1) ∩ NL(y+1 ) = ∅ (NL(z2) ∪ NL(y−2 ) = V (L) − {z2} and NL(z2) ∩ NL(y−2 ) = ∅,
respectively). Let u ∈ V (H ′). Since z1, z2 are nonadjacent to u, then y+1 , y−2 are adjacent to u, which contradicts the choice of
y1 and y2. Therefore, V (D)− V (C) contains only one component.
We also confirm that either L is complete or L is Hamiltonian connected. Suppose that L is neither complete nor
Hamiltonian connected. Then there exist u, v ∈ V (L) such that uv 6∈ E(G) and dL(u)+dL(v) ≤ |V (L)|. Since y+1 is nonadjacent
to any vertex of L, NL(z1) = V (L) − {z1}, and hence d(u, v) = 2. According to the adjacency between z1 and C ′′, we have
NC ′′(u) ⊆ NC ′′(z1) and NC ′′(v) ⊆ NC ′′(z1). Specially, u is nonadjacent to y1, otherwise we consider u instead of z1 in (1), and
then dC ′′(y+1 ) >
|V (C ′′)|+1
2 , a contradiction. So dC ′′(u) < dC ′′(z1). Similarly, dC ′′(v) < dC ′′(z1). Therefore,
d(u)+ d(v) < |V (L)| + 2dC ′′(z1) = |V (L)| + 2 · |V (C
′′)| + 1
2
≤ n− 1,
a contradiction.
Now, we continue our proof in this case. Recall that |[y2, x1]| ≤ 2 i.e., x1 = y+2 or y2. If x1 = y+2 , then x1 is nonadjacent
to any vertex of L, specially, x1 is nonadjacent to z1, and hence d(x1, z1) = 2. Since |V (C ′)| ≥ |V (L)| and |V (C ′′)| ≤ 2k + 1,
we have |V (C ′)| ≥ n−|V (C ′′)|2 ≥ 4k+3−(2k+1)2 = k+ 1 and |V (C
′′)|−1
2 ≤ k. Then x1 is adjacent to some vertex of C ′, otherwise
d(x1)+ d(z1) ≤ |V (C ′′)| − 1+ |V (C
′′)| + 1
2
+ n− |V (C)| − 1
= n− 1+ |V (C
′′)| − 1
2
− |V (C ′)|
< n− 1, (3)
which is a contradiction. Let w ∈ V (C ′) with wx1 ∈ E(G). Specially, w 6= y−2 . Then x1w
←−
C y+1 w+
−→
C y−2 x
+
1
−→
C y1z1y2x1 is a
longer cycle than C , which contains x1, x2, . . . , xk in order, a contradiction.
If x1 = y2, then y+2 = x2, otherwisewe consider y2 and (y+2 )+ instead of y1 and y2, respectively. Similarly, x2 is adjacent to
some vertex of C ′, otherwise it induces the same contradiction as (3) by replacing x1 with x2. So there is w′(6= y−2 ) ∈ V (C ′)
with w′x2 ∈ E(G). Then x1x2w′←−C y+1 w′+
−→
C y−2 x
+
2
−→
C y1z1x1 is a longer cycle than C , which contains x1, x2, . . . , xk in order, a
contradiction.
Case 2: y+1 = y−2 .
We see that z1 = z2. Analogously, d(z1, y+1 ) = 2 and
n− 1 ≤ d(z1)+ d(y+1 ) ≤
|V (C)|
2
+ |V (C)|
2
+ |V (L)| − 1 = n− 1.
So dC (z1) = dC (y+1 ) = |V (C)|2 and dL(z1) = |V (L)| − 1, and hence L contains only one component H . We also see that
V (G) − V (C) = V (H) = {z1}, otherwise for any u ∈ V (H) − {z1}, NC (u) ⊆ NC (z1) and u is nonadjacent to any vertex of
[xk, x1], and hence G− NC (u) ∪ {z1} is not connected, a contradiction with the connectivity of G. So n = |V (C ′′)| + 2 is odd.
Let
Z n−1
2
= G[N(z1)], K cr = G− (N(z1) ∪ S), J = G[(V (G)− N(z1)) ∩ S], u = z1.
For each y ∈ V (K cr ), y has the same property as z1. So N(y) = N(z1), and hence K cr is the complement of a complete graph.
Additionally, if xi, xi+1 ∈ V ( J), then xixi+1 6∈ E(G), otherwise xixi+1←−C x+i z1x+i+1
−→
C xi is a longer cycle than C , which contains
x1, x2, . . . , xk in order, a contradiction. So G ∈ An. 
Corollary 3.1. Let k ≥ 4 be an integer. If G is a k-ordered, (k+1)-connected graph of order n ≥ 4k+3 such that d(u)+d(v) ≥ n
for every pair of vertices u and v with d(u, v) = 2, then G is k-ordered Hamiltonian.
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To prove Theorem 1.6, we firstly prove some lemmas.
Lemma 3.2. Let G be a connected graph of order n and k be an integer with 3 ≤ k ≤ n. If d(u) + d(v) ≥ n + 3k−92 for every
pair of vertices u and v with d(u, v) = 2, then G is d 3k−52 e-connected.
Proof. Weprove this lemma indirectly. Let S be aminimal cut setwith |S| ≤ d 3k−52 e−1 and letH andH ′ be two components
of G− S with |V (H)| = l and |V (H ′)| = l′. Since G is connected, there is at least one edge between S and every component
of G− S.
If NS(H) ∩ NS(H ′) 6= ∅, let u ∈ V (H), v ∈ V (H ′) and s ∈ V (S) such that us, vs are edges of G. So d(u, v) = 2. However,
d(u)+ d(v) ≤ l− 1+ l′ − 1+ 2|S| ≤ n+ |S| − 2 < n+ 3k− 9
2
,
which contradicts the assumption of the lemma.
So assume that NS(H) ∩ NS(H ′) = ∅. Let NS(H) = S1 ⊂ S. Since G is connected, there exists s ∈ S1, v ∈ S − S1 such that
sv ∈ E(G). Let u ∈ V (H)with us ∈ E(G). Then d(u, v) = 2. However,
d(u)+ d(v) ≤ l− 1+ |S1| + n− l− 1 ≤ n+ |S1| − 2 < n+ 3k− 92 ,
a contradiction, and the lemma follows. 
Corollary 3.3. Let G be a connected graph of order n and k be an integer with 4 ≤ k ≤ n. If d(u)+ d(v) ≥ n+ 3k−92 for every
pair of vertices u and v with d(u, v) = 2, then G is (k+ 1)-connected for k ≥ 6 and G is k-connected for k = 4, 5.
Lemma 3.4. Let G be a 4-ordered, 4-connected graph of order n ≥ 11. If d(u)+ d(v) ≥ n for every pair of vertices u and v with
d(u, v) = 2, then G is 4-ordered Hamiltonian.
Proof. Let S = {x1, x2, x3, x4} be an ordered subset of the vertices of G. Let C be a cycle of maximum order containing all
vertices of S in appropriate order. The four vertices of S split the cycle C into four intervals: [x1, x2], [x2, x3], [x3, x4], [x4, x1].
Let L = G − V (C). Notice that no vertex of L has more than |V (C)|2 adjacent vertices to C . This implies that any nonadjacent
pair of vertices in L have degree sum at least |V (L)| in L. Thus L is Hamiltonian if it has at least three vertices. Assume there
are vertices x, y ∈ V (L)with distinct neighbors in one of the intervals of C determined by S, say [xi, xi+1]. Note that we allow
x = y. Let z1 and z2 be the immediate successor and predecessor on C to the neighbors of x and y, respectively, according to
the orientation of C .
Observe that we can choose x and y and their neighbors in C such that none of the vertices on the intervals [z1, z2] have
neighbors in L. We can also assume that z1 6= z2, because z1 = z2 implies x = y or C is not maximal order. But neither z1 nor
x can be adjacent to more than half the vertices of C which forces
d(z1)+ d(x) ≤ 2 · |V (C)|2 + |V (L)| − 1 = n− 1,
a contradiction.
Let s = |[z1, z2]| and t = |V (L)|. Because x and y have no neighbors in [z1, z2],
d(x)+ d(y) ≤ 2
(
(t − 1)+ n− s− t + 1
2
)
.
Similarly, if z1 is adjacent to a vertex, sayw, on C −[z1, z2], then z2 cannot be adjacent to the successor,w+, on C or else the
segment [z1, z2] could be inserted betweenw andw+, while replacing [z1, z2]with a path from x to y. Hence,
d(z1)+ d(z2) ≤ 2(s− 1)+ n− s− t + 1.
Since d(x, z1) = d(y, z2) = 2, the initial degree condition forces d(x)+ d(y)+ d(z1)+ d(z2) ≥ 2n. But, by the previous two
inequalities we obtain
d(x)+ d(y)+ d(z1)+ d(z2) ≤ 2n− 2,
which is a contradiction. Thus on any interval [xi, xi+1] of C , there exists at most one vertex with neighbors in L. The
connectivity, then, requires each segment [xi, xi+1) to have exactly one vertex with a neighbor in L. Let yi be the vertex of
the interval [xi, xi+1)with viyi ∈ E(G) for some vi ∈ V (L), i = 1, 2, 3, 4. It is not necessary that all vi’s are different. Letwi be
the successor of yi on C . We have d(vi, wi) = 2. Let P be a (v1, v2)-path in L. We see thatw1w2 6∈ E(G), otherwise the cycle
x1
−→
C y1v1
−→
P v2y2
←−
C w1w2
−→
C x1 is longer than C and contains S in order, a contradiction. Similarly, we have w1w4 6∈ E(G).
Then d(w1) = dC (w1) ≤ |V (C)| − 3, and hence
4 ≥ dC (v1) ≥ d(v1)− (|V (L)| − 1) ≥ n− d(w1)− (|V (L)| − 1) ≥ 4. (4)
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So dC (v1) = 4 and dC (w1) = |V (C)| − 3, which means NC (v1) = {y1, y2, y3, y4} and NC (w1) = V (C) − {w1, w2, w4}.
Similarly, NC (wi) = V (C)− {wi, wi−1, wi+1}, i = 2, 3, 4 (setw5 = w1). We claim thatw2 = x3, otherwise the cycle
x1
−→
C y1v1y2
←−
C w1w+2
−→
C y4w2w4
−→
C x1
is longer than C and contains S in order, a contradiction. Analogously, w3 = x4, w4 = x1, w1 = x2. We also claim that
x3 = y−3 , because x3 6= y−3 implies that
x1
−→
C y1v1y2
←−
C w1(= x2)y−3
←−
C x3(= w2)y3−→C x1
is longer than C and contains S in order, a contradiction. Similarly, x1 = y−1 , x2 = y−2 , x4 = y−4 . We see that |V (C)| = 8. Thus
d(w1, w2) = 2 and d(w1)+ d(w2) ≤ 2(|V (C)| − 3) = 10, a contradiction. The lemma follows. 
Lemma 3.5. Let G be a 5-ordered, 5-connected graph of order n ≥ 37. If d(u)+ d(v) ≥ n for every pair of vertices u and v with
d(u, v) = 2, then G is 5-ordered Hamiltonian.
Proof. Let S = {x1, x2, . . . , x5} be an ordered subset of the vertices of G and C be a cycle of maximum order containing all
vertices of S in appropriate order. Let L = G−V (C). Also L is Hamiltonian if it has at least three vertices, there exists at most
one vertex with neighbors in L on any interval [xi, xi+1] of C and the connectivity requires each segment [xi, xi+1) to have
exactly one vertex with a neighbor in L. We still use the notation yi, vi andwi as the proof of Lemma 3.4 and add y5, v5, w5.
Just as the inequality (4), we have 4 ≤ dC (vi) ≤ 5. We firstly consider the case when dC (vi) = 5 for all 1 ≤ i ≤ 5. Since
d(vi, wi) = 2 andwi is nonadjacent towi−1 and wi+1 (setw6 = w1), then |V (C)| − 3 ≥ dC (wi) = d(wi) ≥ |V (C)| − 4. If yi
is xi or xi+1, say yi = xi, then [xi−1, xi+1] contains only one vertex xi with neighbors in L, which contradicts the connectivity
of G. So yi 6= xi and yi 6= xi+1, and then |V (C)| ≥ 10.
We claim that |(yi, xi+1)| ≤ 1 for all 1 ≤ i ≤ 5. Suppose to the contrary, say |(y2, x3)| ≥ 2. Then w+2 6= x3. Because
dC (w1) ≥ |V (C)| − 4 and w1 is nonadjacent to w2 and w4, w1 is adjacent one of the vertices w+2 and (w+2 )+. Then
C1 = x1−→C y1v1y2←−C w1w+2 (or (w+2 )+)
−→
C x1 is a cycle containing S in order. In both cases, we have dC1(w2) >
|V (C1)|
2 (using
the fact |V (C)| ≥ 10). Thenw2 can be inserted into the cycle C1. Ifw2 is adjacent tow+2 , then we obtain a longer cycle than C
containing S in order. Ifw2 is adjacent to (w+2 )+, then we obtain a cycle with the same length as C but there are two vertices
y1, y2 with neighbors in L in the segment [x1, x2]. We can consider C1 instead of C to force a contradiction.
We also confirm that |(xi, yi)| ≤ 1 for all 1 ≤ i ≤ 5. Suppose |(x1, y1)| ≥ 2. Then (y−1 )− ∈ (x1, y1). From d(v1, y−2 ) = 2,
we have dC (y−2 ) = d(y−2 ) ≥ n− 5 ≥ |V (C)| − 4. Note that y−2 is nonadjacent to y−1 , otherwise x1
−→
C y−1 y
−
2
←−
C y1v1y2
−→
C x1 is a
longer cycle than C containing S in order. Also, y−2 is nonadjacent to y
−
3 . Then y
−
2 is adjacent to one of the vertices (y
−
1 )
− and
((y−1 )−)−. Then C2 = x1
−→
C (y−1 )−(or ((y
−
1 )
−)−)y−2
←−
C y1v1y2
−→
C x1 is a cycle containing S in order and y−1 can be inserted into
C2. Then we obtain either a longer cycle than C containing S in order or a cycle with the same length as C but containing two
vertices y1, y2 with neighbors in L in the segment [x2, x3], a contradiction.
Then we have |V (C)| ≤ 20. Notice that G′ = G[V (C)− {y1, . . . , y5}] is complete, otherwise there exist a pair of vertices
u, v ∈ V (C)− {y1, . . . , y5}with d(u, v) = 2,
d(u)+ d(v) = dC (u)+ dC (v) ≤ 2(|V (C)| − 2) ≤ 36,
a contradiction. It is not possible sincew1 is nonadjacent tow2.
For the case when d(vi) = 4 for some 1 ≤ i ≤ 5, say vi is nonadjacent to y1, there exists vj (j 6= i) such that vj is adjacent
to y1. The proof is same as above except that we replace v1 with the path between vi and vj in C1 and C2. 
Proof of Theorem 1.6. Let S = {x1, x2, . . . , xk} be an ordered set of vertices of G. Note that by Corollaries 3.1 and 3.3 and
Lemmas 3.4 and 3.5, it is enough to show that G is k-ordered. The proof will be split into cases according to the connectivity
of the graph.
Case 1: κ(G) ≥ 9k.
We claim that there exists a shortest (x1, x2)-path P1 in G− {x3, . . . , xk}, whose length is no more than 5. If not, we can
label a path of minimum length as u1u2 . . . ul with x1 = u1 and x2 = ul, where l ≥ 7. Note that u1 and u5, u3 and u7 are
nonadjacent and have disjoint neighborhoods in G, and d(u1, u3) = d(u5, u7) = 2. We have
2(n− 2) ≥ d(u1)+ d(u5)+ d(u3)+ d(u7) ≥ 2
(
n+ 3k− 9
2
)
= 2n+ 3k− 9,
which implies that 3k ≤ 5, a contradiction.
In the following, find a cycle in G by finding a shortest (x2, x3)-path P2 in G−{x4, . . . , xk}− P1, then the shortest (x3, x4)-
path P3 inG−{x5, . . . , xk}−P1−P2, and continue this process to generate k−1 internally disjoint paths Pi for i = 1, . . . , k−1.
We will prove that the length of shortest path from xi to xi+1 is no more than 9. Suppose that there is a path of minimum
length v1v2 . . . vl with xi = v1 and xi+1 = vl, where l ≥ 11. Then v1, v6 and v11 are all mutually nonadjacent and have
mutually disjoint neighborhoods in G− S − {V (P1) ∪ . . . ∪ V (Pi−1)}.
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If d(v1, v6) = d(v6, v11) = d(v1, v11) = 2, then
n+ 3(9i+ (k− i)) ≥ 1
2
(d(v1)+ d(v6)+ d(v6)+ d(v11)+ d(v11)+ d(v1)) ≥ 32
(
n+ 3k− 9
2
)
is a contradiction for n ≥ 60k.
If there is only one of {d(v1, v6), d(v6, v11), d(v1, v11)}more than two, say d(v1, v11) > 2, then d(v1)+d(v11) ≤ n−2, and
hence d(v1) ≤ (n−2)/2 or d(v11) ≤ (n−2)/2. Anyway d(v6) ≥ n+ 3k−92 − n−22 = n2+ 3k−72 . Since d(v1, v3) = d(v9, v11) = 2,
n+ 3(9i+ (k− i)) ≥ d(v6)+ d(vi)+ d(vj) ≥
(
n
2
+ 3k− 7
2
)
+
(
n+ 3k− 9
2
)
,
where i = 1 or 3 and j = 9 or 11. This is a contradiction for n ≥ 60k.
If there are exactly two of {d(v1, v6), d(v6, v11), d(v1, v11)} more than two, say d(v1, v6) > 2 and d(v6, v11) > 2, then
d(v1) + d(v6) ≤ n − 2, d(v6) + d(v11) ≤ n − 2 and d(v1) + d(v11) ≥ n + 3k−92 , which implies that d(v6) ≤ n−22 , and
hence d(v4) ≥ n2 + 3k−72 , d(v8) ≥ n2 + 3k−72 . If d(v1) ≥ 12 (n+ 3k−92 ), then we consider the vertices v1, v4 and v8 to obtain a
contradiction. Otherwise we consider the vertices v4, v8 and v11.
We remain to consider the case when d(v1, v6) > 2, d(v1, v11) > 2 and d(v6, v11) > 2. Then d(v1) + d(v6) ≤ n − 2,
d(v1)+ d(v11) ≤ n− 2 and d(v6)+ d(v11) ≤ n− 2. If there is a vertex among v1, v6 and v11 such that its degree is not less
than n−22 , without loss of generality, let d(v6) ≥ n−22 . Then, d(v1) < n−22 and d(v11) < n−22 , and hence d(v3) ≥ n2 + 3k−72
and d(v9) ≥ n2 + 3k−72 . We obtain the contradiction by considering the vertices v3, v6 and v9. So assume that d(v1) < n−22 ,
d(v6) < n−22 and d(v11) <
n−2
2 . Then d(v3) >
n
2 + 3k−72 , d(v8) > n2 + 3k−72 and d(v9) > n2 + 3k−72 . If d(v6) < n4 , then
d(v4) > 34n+ 3k−92 and d(v8) > 34n+ 3k−92 . Thus
n+ 2(9i+ (k− i)) ≥ d(v4)+ d(v8) > 2
(
3
4
n+ 3k− 9
2
)
= 3
2
n+ 3k− 9,
a contradiction. So d(v6) ≥ n4 . However,
n+ 3(9i+ (k− i)) ≥ d(v3)+ d(v6)+ d(v9) ≥ 2
(
n
2
+ 3k− 7
2
)
+ n
4
= 5
4
n+ (3k− 7),
a contradiction. By the connectivity of G, (xk, x1)-path must exist.
Case 2: 3k−12 ≤ κ(G) ≤ 9k.
Subcase 2.1: δ < 70k.
Without loss of generality, we can assume that G is edge-maximal with respect to the property of not being k-ordered
(i.e., the addition of any edge makes G k-ordered). Let d(v) = δ and
L =
{
u ∈ V (G)| d(u) < n
2
}
,
H = V (G)− L,
Fi = {u ∈ V (G)| d(u, v) = i} for i ≥ 2.
We have the following claims about the structure of G:
Claim a. G[F2] is complete and each x ∈ H − F2 is adjacent to each vertex of F2.
Proof. Note that for x ∈ F2, d(x) > n − 70k. Let x and y be nonadjacent vertices in F2. Then the insertion of the edge xy
makes G k-ordered. Let C be the smallest cycle in G + {xy} that contains S in order. We claim that |V (C)| ≤ n/3. Assume
otherwise, and let |V (C)| = αn where α > 1/3. Choose an interval, say [xi, xi+1], which contains vertices as many as
possible. Then |[xi, xi+1]| ≥ αn/k vertices. Note that there are at least two vertices of H among four continuous vertices on
[xi, xi+1]. Thus, we can find a subset of vertices, sayM , such that |M| ≥ |[xi, xi+1]|/4− 1 ≥ (αn/4k)− 1,M is independent,
and all vertices of M have degree greater than n/2. Since nonadjacent vertices with a distance three or more apart on an
interval can have no common neighbors off the cycle, the setM must send at least (n/2)|M| − (n− αn)− 2|M| = m edges
to vertices of C − [xi, xi+1]. Thus, there exists an interval different from [xi, xi+1], say [xj, xj+1], such that there are at least
m/(k − 1) edges between the two intervals. Consider the subgraph G′ of G induced by the vertices of [xj, xj+1] and M . Let
n′ = |V (G′)| and m′ = |E(G′)|. On the one hand n′ = |M| + |[xj, xj+1]| < 14 · n3 + 12 · n3 = n4 , and on the other hand
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Fig. 2. A smaller cycle than C .
n′ ≤ |M| + |[xi, xi+1]| ≤ |M| + 4(|M| + 1) < 6|M|. We have
m′ ≥ m
k− 1 =
( n2 − 2)|M| − (1− α)n
k− 1 ≥
( n2 − 2)|M| − (1−α)α 4k(|M| + 1)
k− 1
>
n
2 − 2− 9k
k− 1 · |M|
(n≥27k3)≥ 1
2
(
2
1
3 ·
(n
4
) 2
3 + 1
)
· 6|M|
≥ 1
2
(
2
1
3 (n′)
5
3 + n′
)
.
By Theorem 2.1, there exists a K3,3 in G′. BecauseM is independent and C is minimal, such K3,3 is betweenM and [xj, xj+1].
However, it can be used to produce a smaller cycle, a contradiction (see Fig. 2). Thus, the cycle C contains atmost n/3 vertices.
Let |V (C)| = c. Because c ≤ n/3 and x, y have no common neighbors off the cycle, we have
2(n− 70k) ≤ d(x)+ d(y) ≤ n− c + 2(c − 1) < n+ c, (5)
which implies that n < 210k, a contradiction. So G[F2] is complete. Note that the same argument applies if we choose
x ∈ H − F2 and y ∈ F2. The difference is the inequality (5) above becomes
n
2
+ n− 70k ≤ d(x)+ d(y) < n+ c,
which implies that n < 420k ≤ 27k3, a contradiction. 
Claim b. Fi = ∅ for i ≥ 5 and F4 ∩ H = ∅.
Proof. For a vertex x ∈ F2, since d(x) ≥ n + 3k−92 − δ and the neighbors of x are in N(v) ∪ F2 ∪ F3, then V (G) −
⋃
i≥4 Fi
contains at least n+ 3k−92 − δ+ 2 vertices, and hence
⋃
i≥4 Fi has at most δ− 3k−92 − 2 vertices. Thus, d(y) < d(v) for every
vertex y ∈ Fi (i ≥ 5) if such Fi exists, a contradiction. By Claim a, it is clear that F4 ∩ H = ∅. 
In the following, we will complete the proof of this case. Let L1 = N[v] ∩ L and L2, . . . , Lr be the vertex sets of the
components of G[(F3 ∪ F4) ∩ L]. Note that G[Li]must be complete for i = 1, 2, . . . , r . Partition S into SH , SL1 , . . ., SLr , where
SH = S ∩H and SLi = S ∩ Li. Also note that every vertex in SH is either a vertex in the complete subgraph G[F2] or is adjacent
to every vertex of F2. Assume |SLi | = li for i = 1, 2, . . . , r . So |SH | = k − l1 − · · · − lr . Let l = max1≤i≤r{li}. If l ≤ k/2, then
κ(G − SH) ≥ d 3k−12 e − (k − l1 − · · · − lr) = d k−12 e + l1 + · · · + lr ≥ 2l. For each SLj , we construct a graph G∗j as follows:
Create a vertex x∗ji such that N(x
∗
ji
) = N(xji) for every xji ∈ SLj . Let S∗Lj = SLj ∪ {x∗ji : i = 1, 2, . . . , lj}. Add a vertex uj such
that N(uj) = S∗Lj . Then G∗j − SH is still 2l-connected. LetMj be a set of 2lj distinct vertices of F2 − SH ⊂ V (G∗j ). Theorem 2.2
implies that there exist 2lj internally vertex disjoint paths, each starting at the vertex uj and ending at distinct vertices ofMj.
This implies that, if we return to the graph G, for every vertex xji in SLj , we can find a pair of internally vertex disjoint paths,
starting at xji and ending at distinct vertices ofMj, say an (xji , vji,1)-path and an (xji , vji,2)-path, where vji,k ∈ Mj (i = 1, . . . , lj
and k = 1, 2) and vji,k 6= vji′ ,k′ . By the connectivity of G, we see that F2 contains at least d 3k−12 e vertices. Here we assume
that F2 contains enough vertices (at least 2k vertices) to force all vji,k’s mutually different. Indeed, if there exists a vertex
x ∈ N[v]with d(x) ≥ δ+2k, then F2 has at least 2k vertices since |N[v]| = δ+1. So d(x) < δ+2k for all x ∈ N[v]. We have
d(y) ≥ n− δ− 2k for y ∈ F3. Analogously to the proof of Claim a, G[F2 ∪ F3] is complete. Then we consider F2 ∪ F3 instead of
F2. Without loss of generality, each (xji , vji,k)-path is as short as possible. We see that each (xji , vji,2)-path, after going out of
Lj, either reaches directlyMj, or reachesMj through a vertex of N[v] ∩ H or F3 ∩ H . Since the neighborhoods of the subsets
Li, Lj(i 6= j) in F2 ∪ (N[v] ∩ H) ∪ (F3 ∩ H) are disjoint, we can choose the paths from xji to vji,k are internally vertex disjoint
and all end-vertices are mutually different for all i = 1, . . . , lj, j = 1, . . . , r and k = 1, 2. Now all vertices of S are either in
the complete subgraph G[F2] of G, or have two disjoint paths to F2 (Note that each vertex of F3 ∩ SH or N[v] ∩ SH has two
distinct edges to F2 and we may choose the end-vertices are disjoint from the vertices of allMj’s). Thus, we can construct a
cycle containing S in order using these paths toMj and edges in F2.
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If there exists li such that li = b k2c + t for t > 0, then lj < k2 for j 6= i and κ(G− SH) ≥ 3k−12 − (d k2e − t) ≥ 2li − t − 12 .
Since SLi has over half the vertices of S, there are at least t consecutive pairs (xi, xi+1). Paths between these are made with
edges in G[Li], leaving no more than k − t end-vertices of paths. Construct the vertex disjoint paths in G − SH just as was
done in the case l ≤ k/2.
Subcase 2.2: δ ≥ 70k.
Let K be a minimal cut set and A, B be the components of G − K . Without loss of generality, let |V (A)| ≥ |V (B)|(≥
70k − 9k = 61k). Using the fact that K is a minimal cut set, there is a matching of K to A, and respectively K to B, which
together produce κ(G) pairwise disjoint P3’s. Of all such matchings, pick ones with the fewest intersections with the set S.
Since each point of K has large degree to at least one of A or B, we can avoid P3’s with both end-vertices in S. Thus we can
assume that if a P3 has two vertices in S, one of these is the middle vertex of the P3, and we call such a P3 a double. If a P3
has one vertex in S, we call it a single. If a P3 is disjoint from S, we call it free.
We claim that the subgraph A of G is 2k-linked. By Theorem 2.4, it is sufficient to prove that A is 20k-connected. For any
x, y in Awith d(x, y) = 2, we have
dA(x)+ dA(y) ≥ d(x)+ d(y)− 2|K | ≥ n+ 3k− 92 − 2|K |
≥ n− |K | − |V (B)| + 3k− 9
2
+ |V (B)| − |K |
≥ |V (A)| + 3k− 9
2
+ 61k− 9k > |V (A)| + 52k.
Just as the proof of Lemma 3.2, A is 52k-connected. Similarly, B is 2k-linked.
Now construct the k-ordered cycle. Assign every vertex in S to side A or side B as follows: If a vertex is in A(B) assign it
side A(B). If a vertex is in K and on a double, assign it the side to which it has large degree. The last instance is when the
vertex, say xi, is in K and on a single. For every such xi there is an (xi, xi+1)-path by A or B that does not require using a free
P3. Assign xi to the opposite side this path takes. We construct the cycle containing x1, x2, . . . , xk in order by constructing
a set of disjoint (xi, xi+1)-paths. Note that in constructing each (xi, xi+1)-path, a free P3 is only necessary if (1) xi is not on a
single and (2) xi and xi+1 are assigned different sides. So we need at most k/2 free P3’s. Let d be the number of doubles and
s be the number of singles. The number of free P3’s is at least κ(G)− (d+ s) ≥ 3k−12 − (k− d) = k−12 + d since k ≥ 2d+ s.
So the free P3’s is enough to connect the vertices assigned different sides and not on a single. Since A, B are 2k-linked, it is
straightforward to form a cycle containing S in the appropriate order.
Case 3: 3k−52 ≤ κ(G) ≤ 3k−22 .
Pick a minimal cut set K . Let A and B be the components of G − K . Let A1 (B1) be the subset of V (A) (V (B)) such that
NK (x) 6= ∅ for all x ∈ A1(B1). Note that each set of A1, B1 and K contains at least d 3k−52 e ≥ k vertices. We confirm that a
vertex x in A1 (or respectively in B1) is adjacent to every other vertex of A(B) and K except possibly one. To show this consider
x ∈ A1. By the minimality of K , there is y ∈ B1 with d(x, y) = 2. Then,
n+ 3k− 9
2
≤ d(x)+ d(y) ≤ (n− κ(G)− 2)+ 2κ(G)− 2,
which forces κ(G) ≥ (3k− 1)/2. Also, if there is x, say x ∈ A1, such that x is nonadjacent to one of vertices of A or K , then y
is adjacent to every other vertex of B and K for all y ∈ B1. By the structure of G and the degree condition, it is not difficult to
see that G is k-ordered. 
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