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Introduction
Necessary and sufficient conditions for the weighted L* convergence of interpolating Lagrange polynomials based on the zeros of generalized Jacobi polynomials were given in [7, Theorem 6, p. 6951. In the same paper a new interpolatory procedure was introduced, the so-called "quasi-Lagrange interpolation", which is a polynomial Lr,') .
interpolating the function at the zeros of orthogonal polynomials and, in addition, at f 1, where all the derivatives of Lys") up to the order r -1 and s -1 vanish. Necessary and sufficient conditions for the weighted mean convergence of such polynomials were given and it was proved that such a procedure may converge, when the usual interpolation diverges. In this paper we give a slightly more general definition of quasi-Lagrange interpolation, and we prove necessary and sufficient conditions for the convergence in L* spaces with general weights.
Unfortunately, quasi-Lagrange interpolation generally preserves only the constant functions. Therefore it is seldom used in approximation theory and in numerical applications.
Here we consider a polynomial L,,,,, interpolating the function at the zeros of orthogonal polynomials and in r + s additional points in [ -1, l] near _+ 1. Theorem 3.1 gives necessary and sufficient conditions for the convergence in weighted Lp spaces. In Theorem 3.2 we state sufficient conditions for the weighted Lp convergence of the derivatives of such sequences of polynomials. A consequence of these theorems are Corollaries 3.3 and 3.4, which are interesting in numerical quadrature and in numerical solution of differential and integrodifferential equations.
Preliminaries and notations
In what follows C denotes positive constants which can assume different values in different formulas. If A and B are two quantities depending on some parameters, we write A -B iff 1 A/B 1 *I G C with C independent on the parameters. We will consider functions f with domain [ -1, 11. The classes Cc4'([ -1, l]), LP([ -1, 11) and (L log+L)p([ -1, 11) are defined as usual, and, for sake of simplicity, we use the notation ]I . 11 p also if 0 <p < 1.
Special weights
The function v(@) is called a Jacobi weight if v(~,~) (x) = (1 -x)"(l + x)~ where cy, p > -1. When we use v(~*~) as a weight function in Lp spaces without introducing orthogonal polynomials associated with it, then we allow the parameters (Y and j3 to take arbitrary real values. The function w is called a generalized Jacobi weight (w E GJ) if
W(x)=+(X)(l-X)afi ]t,-x]Yk(l+x)P, k=l
where v is a fixed nonnegative integer, (Y > -1, p > -1, yk > -1, k = 1, 2,. . . , v, and -1 < t, < . . . < t, < 1. Here the function $I is nonnegative and $I" E L". If, in addition, $I is continuous and its modulus of continuity w satisfies /,'w( & u)u-' du < co, then we call w a generalized smooth Jacobi weight (w E GSJ).
Lagrange interpolation
Let w E GSJ, and let { p,( w)}~+ be the corresponding system of orthonormal polynomials, that is, p,,, is a polynomial of degree m with positive leading coefficient and /'_ i p,( x)p,( x) w( x) dx = S,,,,. If {x/X=1 (Xk =x,,,(w)) are the zeros of p,,,(w) labelled in increasing order, and g is a bounded function, then L,( w, g) denotes the Lagrange polynomial interpolating g at those points. If, together with { xk }T=i, we consider the r + s additional points { rj = vj,, }5= 1 and { zi = z~,~ }f=i as well, such that If the function f is not differentiable, then we assume that all the points in (2.1) are different. If f E c(q), q 2 1, then the multiplicity of each y, and zi is at most q. In such a case, L ,,,,,( w, f) is an Hermite interpolating polynomial. Writing 
Quasi-Lagrange interpolation
Let cr and c2 be two fixed points in [ -1, 11 , and let f be a bounded function. The quasi-Lagrange interpolating polynomial Lg. "'(w, f) corresponding to f is the unique poly- In addition, we will also consider the interpolation This theorem is a slight generalization of [7, Theorem 6, p.6951. It shows that the sequences {L,,,,,(w)}, {Lo'"'} and {&")(w)} are three essentially equivalent interpolator-y procedures. However, the first one has the advantage that it preserves polynomials of degree at most m + r + s -1. In addition, we have the following theorem. (3.9)
Obviously, (3.6) does not follow from (3.9). Applying Theorem 3.2 we get the following corollary. Let u and w-be defined by (3.7) and (3.8) . The last corollary has interesting applications. In the theory of numerical quadratures, in integral equations and in differential equations one frequently needs to evaluate integrals of the form /yi f (9)( t) u( t) dt, where q >, 0 and u E GJ. An often used numerical procedure consists of replacing the function f by a Lagrange interpolating polynomial based on the zeros of Jacobi polynomials; this is called a "product rule". Corollary 3.4 guarantees the existence of convergent " product rules". In order to evaluate such integrals, sometimes it is necessary to use values of the functions and its derivatives at additional points as well. Corollary 3.4 shows that such a choice is feasible by choosing the parameters of the corresponding Jacobi weight appropriately. Corollary 3.4 is a generalization of some results of Sloan and Smith (cf. [9, 10] ).
Assume u E LP([ -1, 11) and (3.9) holds. Let 0 < 1~ q and p E (0, 00). Then there exist two integers r and s, defined by

Proofs of the theorems
We need some preliminary results. The following lemma is due to Gopengauz and Teliakovskii (cf. PI). Recall that z, is chosen in such a way that x, + C/m2 < z1 G 1. We have for all p E (0, oo) where 0 < p < CO. Therefore, by (2.2) we have II LA w, qJu (-1/X-169 u lip (4.10)
To estimate I,, 1, and IS, we observe that u E GJ and therefore it has a representation (3.8) . Similarly, 13< Cmpqw f ( (qd-) .
Combining (4.10)-(4.13) we obtain 11 L,,,,,(w, rJd-"2*-"%(( p 6 Cm-vW( fcq);i), and now the theorem follows from (4.9). q
