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Abstract
We review the recent studies of tachyon condensation in string field theory.
After introducing the open string field theory both for bosonic string and for su-
perstring, we use them to examine the conjecture that the unstable configurations
of the D-brane will decay into the ‘closed string vacuum’ through the tachyon con-
densation. And we describe the attemps to construct a lower dimensional bosonic
D-brane as an unstable lump solution of the string field equation. We obtain exact
results from another formulation, background independent open string field theory.
We also discuss some other topics which are related to tachyon condensation in
string theory, such as the construction of a D-brane as a noncommutative soliton
and some field theory models. This paper is based on my master’s thesis submit-
ted to Department of Physics, Faculty of Science, University of Tokyo on January
2001.
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Chapter 1
Introduction and Conventions
1.1 Introduction
The spectrum of bosonic open strings living on a bosonic D-brane contains a tachyonic
mode1, which indicates that the bosonic D-brane is unstable. It has been conjectured
that the potential for the tachyon field has a non-trivial minimum where the sum of the
D-brane tension and the negative energy density from the tachyon potential vanishes
so that the minimum represents the usual vacuum of closed string theory without any
D-brane or open string [2]. Moreover, it has also been conjectured that, instead of
spatially homogeneous tachyon condensation, solitonic lump configurations where the
tachyon field asymptotically approaches the vacuum value represent lower dimensional
D-branes [2, 3].
Though there are no tachyonic modes on a BPS D-brane of Type II superstring theory,
by considering the unstable systems, such as a non-BPS D-brane or a coincident D-brane
anti-D-brane pair, tachyonic modes appear. In these systems, similar conjectures have
been made: At the minimum of the tachyon potential the energy density of the system
vanishes and the D-brane disappears. And the tachyonic kink solution which interpolates
between two inequivalent (but degenerate) minima represents a lower dimensional D-
brane [4, 5, 6, 7].
In the framework of the conventional string theory which is first-quantized and is
formulated only on-shell, various arguments supporting the above conjectures have al-
ready been given. But they can only provide indirect evidences because the concept itself
of the potential for the zero-momentum (i.e. spacetime independent) tachyon is highly
off-shell. So we need an off-shell formulation of string theory to obtain direct evidence
for the conjectures. As such, open string field theory has recently been studied in this
1For earlier works on tachyon condensation, see [1].
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context. In this paper, we review the various results which have been obtained about
the tachyon physics as well as the formulations of open string field theories.
This paper is organized as follows. In the remainder of this chapter, we collect the
formulae we may use in later chapters without explanation. We follow the convention
that h¯ = c = 1, but explicitly keep the Regge slope parameter α′ almost everywhere
(except for part of chapter 3). In chapter 2, we introduce the Witten’s formulation of
open string field theory. After writing down the form of the cubic action, we define the
3-string interaction vertex in terms of the two dimensional conformal field theory (CFT)
correlators and show examples of calculations. Using the level truncation method, we
will find the ‘nonperturbative vacuum’ which minimizes the potential for the tachyonic
string field and obtain the numerical evidence for the D-brane annihilation conjecture.
Further, we explore the nature of the new vacuum, including the open string spectrum of
the fluctuations around it. In chapter 3, we calculate the tachyon potential in the level
truncation scheme in superstring theory. For that purpose, we introduce three candi-
dates for superstring field theory: Witten’s cubic (Chern-Simons–like) open superstring
field theory, modified (0-picture) cubic superstring field theory, and Berkovits’ Wess-
Zumino-Witten–like superstring field theory. In chapter 4, we construct a tachyonic
lump solution on a D-brane and compare its tension with the tension of the expected
lower dimensional D-brane in bosonic string field theory (except for section 4.5). The
modified level expansion scheme gives us very accurate results that are regarded as ev-
idence for the conjecture that the lump solution is identified with a D-brane of lower
dimension. In chapter 5, we obtain exact tachyon potential and lump-like tachyon con-
densate whose tension exactly agrees with the expected one from another formalism of
string field theory, called background independent open string field theory or boundary
string field theory, both in bosonic string theory and in superstring theory. In chapter
6, we take up some topics which are useful in understanding the tachyon condensation
in string field theory. In section 6.1 we see how the noncommutativity enables us to
construct exact soliton (lump) solutions in the effective tachyon(-gauge) field theory.
In section 6.2 we consider tachyonic scalar field theory models whose lump (or kink)
solutions have several interesting features.
1.2 Conventions and Useful Formulae
We enumerate here the notations and conventions used throughout the paper. We follow
mostly the conventions of the text by Polchinski [8].
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• Spacetime metric (flat)
ηµν = diag(−+ . . .+). (1.1)
• Free bosonic string world-sheet action (matter)
S = 1
4πα′
∫
d2σ
√
ggαβ∂αX
µ∂βXµ
=
1
2πα′
∫
d2z∂Xµ∂¯Xµ. (1.2)
• (ghost)
Sg = 1
2π
∫
d2z (b∂¯c + b˜∂c˜). (1.3)
where z = e−iw for closed string, z = −e−iw for open string; and w = σ1 + iσ2.
• N = (1, 1) superstring world-sheet action (matter)
S = 1
2πα′
∫
d2z
(
∂Xµ∂¯Xµ +
α′
2
(
ψµ∂¯ψµ + ψ˜
µ∂ψ˜µ
))
. (1.4)
• (ghost)
Sg = 1
2π
∫
d2z
(
b∂¯c + β∂¯γ + b˜∂c˜ + β˜∂γ˜
)
. (1.5)
• Operator product expansion (OPE) for closed string (sphere) or disk interior
Xµ(z1, z¯1)X
ν(z2, z¯2) ∼ −α
′
2
ηµν ln |z12|2, (1.6)
∂Xµ(z1)∂X
ν(z2) ∼ −α
′
2
ηµν
(z1 − z2)2 , (1.7)
ψµ(z)ψν(0) ∼ η
µν
z
, (1.8)
b(z1)c(z2) ∼ 1
z1 − z2 , (1.9)
β(z1)γ(z2) ∼ − 1
z1 − z2 . (1.10)
• On the disk boundary, XX OPE is modified as
Xµ(x1)X
ν(x2) ∼ −α′ηµν ln(x1 − x2)2. (1.11)
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• Energy-momentum tensor (matter)
T (z) = − 1
α′
: ∂Xµ∂Xµ :, (1.12)
T (z)T (0) ∼ c
2z4
+
2
z2
T (0) +
1
z
∂T (0), (1.13)(
∂z′
∂z
)2
T ′(z′) = T (z)− c
12
{z′, z}; (1.14)
{z′, z} = 2∂
3
zz
′∂zz′ − 3∂2zz′∂2zz′
2∂zz′∂zz′
(Schwarzian). (1.15)
• (ghost)
Tg(z) =: (∂b)c : −2∂ : bc := − : (∂b)c : −2 : b∂c : . (1.16)
• Supercurrent, energy-momentum tensor in superstring case (matter)
Gm(z) = i
√
2
α′
ψµ∂Xµ(z) weight h =
3
2
, (1.17)
Tm(z) = − 1
α′
∂Xµ∂Xµ − 1
2
ψµ∂ψµ h = 2. (1.18)
• (ghost)
Gg(z) = −1
2
(∂β)c +
3
2
∂(βc)− 2bγ, (1.19)
T g(z) = (∂b)c − 2∂(bc) + (∂β)γ − 3
2
∂(βγ), (1.20)
• Ghost number current
j = − : bc :, (1.21)
∂z′
∂z
j′(z′) = j(z) +
3
2
∂2zz
′
∂zz′
, (1.22)
• Assignment of ghost number (#gh is an operator that counts the ghost number of
its argument, defined in the text.)
#gh(b) = −1 , #gh(c) = 1,
#gh(β) = −1 , #gh(γ) = 1.
• Virasoro algebra
[Lm, Ln] = (m− n)Lm+n + c
12
(m3 −m)δm+n,0. (1.23)
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[Lm,On] = [(h− 1)m− n]Om+n (1.24)
O : a holomorphic tensor of weight(h, 0).
{Gr, Gs} = 2Lr+s + c
12
(4r2 − 1)δr+s,0, (1.25)
[Lm, Gr] =
m− 2r
2
Gm+r. (1.26)
• Mode expansion
∂Xµ = −i
√
α′
2
∞∑
m=−∞
αµm
zm+1
, (1.27)
Xµ(z, z¯) = xµ − iα
′
2
pµ ln |z|2 + i
√
α′
2
∞∑
m=−∞
m6=0
1
m
(
αµm
zm
+
α˜µm
z¯m
)
;
with pµ =
√
2
α′
αµ0 =
√
2
α′
α˜µ0 for closed string, (1.28)
Xµ(z, z¯) = xµ − iα′pµ ln |z|2 + i
√
α′
2
∞∑
m=−∞
m6=0
αµm
m
(
z−m + z¯−m
)
;
with pµ =
1√
2α′
αµ0 for open string. (1.29)
• Virasoro generators (bosonic string)
Lm0 =
α′p2
4
+
∞∑
n=1
αµ−nαµn for closed string, (1.30)
Lm0 = α
′p2 +
∞∑
n=1
αµ−nαµn for open string, (1.31)
Lmm =
1
2
∞∑
n=−∞
◦◦α
µ
m−nαµn
◦◦, (1.32)
Lg0 =
∞∑
n=−∞
n ◦◦c−nbn◦◦ − 1, (1.33)
Lgm =
∞∑
n=−∞
(2m− n)◦◦bncm−n◦◦ form 6= 0, (1.34)
where ◦◦ · · · ◦◦ represents the oscillator normal ordering.
• Virasoro generators (superstring)
Lmm =
1
2
∑
n∈Z
◦◦α
µ
m−nαµn
◦◦ +
1
4
∑
r∈Z+ν
(2r −m)◦◦ψµm−rψµr◦◦ + amδm,0,
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with am =
{
D/16 R
0 NS
, (1.35)
(D is the spacetime dimensionality.)
Gmr =
∑
n∈Z
αµnψµ,r−n, (1.36)
Lgm =
∑
n∈Z
(m+ n)◦◦bm−ncn◦◦ +
∑
r∈Z+ν
m+ 2r
2
◦◦βm−rγr◦◦ + agδm,0,
with ag =
{ −5/8 R
−1/2 NS , (1.37)
Ggr = −
∑
n∈Z
[
2r + n
2
βr−ncn + 2bnγr−n
]
. (1.38)
• Bosonization
β(z) ∼= e−φ∂ξ, γ(z) ∼= ηeφ, δ(γ) ∼= e−φ, δ(β) ∼= eφ. (1.39)
T φ = −1
2
∂φ∂φ − ∂2φ , T ηξ = −η∂ξ. (1.40)
ξ(z)η(w) ∼ 1
z − w , ∂φ(z)∂φ(w) ∼ −
1
(z − w)2 . (1.41)
• Commutation relations
[αµm, α
ν
n] = mδm+n,0η
µν , [xµ, pν ] = iηµν , (1.42)
{ψµr , ψνs} = ηµνδr+s,0, (1.43)
{bm, cn} = δm+n,0 , [γr, βs] = δr+s,0. (1.44)
• State-Operator correspondences
αµ−m|k〉 ∼= i
√
2
α′
∮
dz
2πi
z−m∂Xµ(z) · eik·X(0)
=
√
2
α′
i
(m− 1)! : ∂
mXµeik·X(0) :, (1.45)
b−m ∼= 1
(m− 2)!∂
m−2b(0), (1.46)
c−m ∼= 1
(m+ 1)!
∂m+1c(0). (1.47)
• BRST charge (bosonic string)
jB = : cT
m : +
1
2
: cT g : +
3
2
∂2c (1.48)
= : cTm : + : bc∂c : +
3
2
∂2c, (1.49)
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where the third term was added to make jB a true (1, 0) tensor. As it is a total
divergence, it does not contribute to the BRST charge.
{QB, bm} = Lmm + Lgm = Ltotm , (1.50)
Qholom.B =
∞∑
n=−∞
cnL
m
−n (1.51)
+
∞∑
m,n=−∞
m− n
2
◦
◦cmcnb−m−n
◦
◦ − c0.
• BRST charge (superstring)
jB = cT
m + γGm +
1
2
(cT g + γGg) (1.52)
= cTm + γGm + bc∂c +
3
4
(∂c)βγ +
1
4
c(∂β)γ − 3
4
cβ∂γ − bγ2.
{QB, bn} = Ltotn , [QB, βr] = Gtotr . (1.53)
Qholom.B =
∑
m
c−mL
m
m +
∑
r
γ−rG
m
r −
∑
m,n
n−m
2
◦
◦b−m−ncmcn
◦
◦ (1.54)
+
∑
m,r
[
2r −m
2
◦◦β−m−rcmγr◦◦ − ◦◦b−mγm−rγr◦◦
]
+ agc0.
• Picture-changing operator
X (z) = {QB, ξ(z)} = G(z)δ(β(z))− ∂b(z)δ′(β(z)), (1.55)
Y (z) = c∂ξe−2φ(z). (1.56)
• Path integrals on the disk boundary〈
n∏
i=1
eikiX(yi)
p∏
j=1
∂Xµj (y′j)
〉
matter
= (2π)dδd
(
n∑
i=1
ki
)
n∏
i,j=1
i<j
|yi − yj|2α′ki·kj
×
〈 p∏
j=1
[vµj (y′j) + q
µj (y′j)]
〉
norm.
(1.57)
vµ(y) = −2iα′
n∑
i=1
kµi
y − yi , 〈q
µ(y)qν(y′)〉norm. = −2α′ η
µν
(y − y′)2 ,
〈c(z1)c(z2)c(z3)〉 = |z12z23z13| ↔ 〈0|c−1c0c1|0〉 = 1. (1.58)
• D-brane tension
τp =
1
(2π)pα′
p+1
2 gc
, (1.59)
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τp
τp−1
=
1
2π
√
α′
, (1.60)
gc =
τF1
τD1
= eΦ, (1.61)
τNS5 =
1
(2π)5α′3g2c
, (1.62)
• Yang-Mills coupling on a Dp-brane
g2Dp =
1
(2πα′)2τp
= (2π)p−2gcα′
p−3
2 . (1.63)
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Chapter 2
String Field Theory
In bosonic open string theory, it is known that the physical spectrum contains a tachyonic
mode. In terms of D-brane, the existence of the tachyonic mode signals that the bosonic
D-branes are unstable, and it was conjectured that at the minimum of the tachyon
potential the D-brane decays into the ‘closed string vacuum’ without any D-brane. In
this chapter we introduce bosonic open string field theory as an off-shell formalism of
string theory, and then calculate the tachyon potential to examine the brane annihilation
conjecture.
2.1 String Field
To begin with, let us recall the Hilbert space H of the first-quantized string theory (for
more detail see [8]). In the Fock space representation, any state in H is constructed by
acting with the negatively moded oscillators αµ−n, b−m, c−ℓ on the oscillator vacuum |Ω〉
which is defined by the properties
αµn|Ω〉 = 0 n > 0
bn|Ω〉 = 0 n ≥ 0
cn|Ω〉 = 0 n > 0
pµ|Ω〉 ∝ αµ0 |Ω〉 = 0.
(2.1)
The relation between |Ω〉 and the ‘SL(2,R) invariant vacuum’ |0〉 is given by |Ω〉 = c1|0〉.
Under the state-operator isomorphism, these vacua are mapped as
|0〉 ∼ 1 (unit operator) , |Ω〉 ∼ c(0).
A basis for H is provided by the collection of states of the form
αµ1−n1 · · ·αµi−nib−m1 · · · b−mjc−ℓ1 · · · c−ℓk |Ω〉,
13
where n > 0, m > 0, ℓ ≥ 0, and i, j, k are arbitrary positive integers. Then any state
|Φ〉 ∈ H can be expanded as
|Φ〉 =
(
φ(x) + Aµ(x)α
µ
−1 +Bµν(x)α
µ
−1α
ν
−1 + · · ·
)
c1|0〉 ≡ Φ(z = 0)|0〉, (2.2)
where the coefficients in front of basis states have the dependence on the center-of-mass
coordinate x of the string. As we think of the coefficient functions as (infinitely many)
spacetime particle fields, we call |Φ〉 a ‘string field ’. The vertex operator Φ(z) defined
above is also called a string field. Of course, if we equip the open string with the Chan-
Paton degrees of freedom, Φ and coefficient functions become matrix-valued.
Next we construct the physical Hilbert space Hphys by imposing the physical condi-
tions on the full space H. In the old covariant quantization (OCQ) approach, we ignore
the ghost sector and impose on the states |ψ〉 ∈ H the following conditions
(Lm0 − 1)|ψ〉 = 0,
Lmn |ψ〉 = 0 for n > 0, (2.3)
where Lm0 , L
m
n are the matter Virasoro generators (1.31), (1.32). −1 in the first line can
be considered as the ghost (c1) contribution. A state satisfying conditions (2.3) is called
physical. Let H¯ denote the Hilbert space restricted to the ‘physical’ states in the above
sense. If a state |χ〉 has the form
|χ〉 =
∞∑
n=1
Lm−n|χn〉, (2.4)
its inner product with any physical state |ψ〉 vanishes because
〈ψ|χ〉 =
∞∑
n=1
〈ψ|Lm−n|χ〉 =
∞∑
n=1
(Lmn |ψ〉)†|χ〉 = 0. (2.5)
A state of the form (2.4) is called spurious, and if a spurious state is also physical, we
refer to it as a null state. Eq. (2.5) means that we should identify
|ψ〉 ∼= |ψ〉+ |χ〉
for a physical state |ψ〉 and any null state |χ〉. So the real physical Hilbert space is the
set of equivalence classes,
Hphys = H¯/Hnull.
Now we introduce the BRST quantization approach, which is equivalent to the OCQ
method. The BRST charge QB (1.51) is nilpotent in the critical dimension d (d = 26 in
14
bosonic string theory): This property gives rise to important consequences. The physical
condition in this approach is expressed as
QB|ψ〉 = 0. (2.6)
In cohomology theory, such a state is called closed. A null state in OCQ corresponds to
an exact state of the form
QB|χ〉. (2.7)
And we require the physical states to satisfy one more condition that they should have
ghost number +1: In OCQ, ghost part of the physical state is always c(z) in the vertex
operator representation, which has ghost number +1. Thus, in order for the BRST
physical Hilbert space to agree with the one in the OCQ approach, we need to properly
restrict the ghost sector in the above mentioned way. Hereafter we denote by H1··· the
restriction of H··· to the ghost number +1 states. Then the real physical Hilbert space
is given by
Hphys = H1closed/H1exact,
namely, the cohomology of QB with ghost number 1.
Let’s rewrite the physical conditions in the string field language. For that purpose,
we consider the following spacetime action S0 in the full space H1:
S0 = 〈Φ|QB|Φ〉. (2.8)
Since the string field |Φ〉 obeys the reality condition1 essentially written as [9]
Φ[Xµ(π − σ)] = Φ∗[Xµ(σ)],
the equation of motion (derived by requiring that S0 be stationary with respect to the
variation of Φ) is
QB|Φ〉 = 0,
which is the same as the physical condition (2.6). Furthermore, the action (2.8) is
invariant under the gauge transformation
δ|Φ〉 = QB|χ〉 (2.9)
due to the nilpotence of QB. It is nothing but the exact state of (2.7). Note that ghost
number matching of both sides of (2.9) demands that the gauge parameter |χ〉 should
1 We will mention the reality condition at the end of section 2.4.
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have the ghost number 0. We then conclude that an on-shell state, that is, a solution to
the equation of motion derived from the action (2.8), corresponds to a physical state in
the first-quantized string theory. So by extending the spacetime action to include higher
order terms in Φ, we can hope to obtain the interacting string field theory. We describe
in the next section the Witten’s work which contains the cubic interaction term.
2.2 Cubic String Field Theory Action
Witten has proposed one way to formulate the field theory of open string [9]. Its starting
point is quite axiomatic: An associative noncommutative algebra B with a Z2 grading,
and some operations on B. The elements of B will be regarded as the string fields later.
The multiplication law ∗ satisfies the property that the Z2 degree of the product a ∗ b
of two elements a, b ∈ B is (−1)a · (−1)b, where (−1)a is the Z2 degree of a. And there
exists an odd ‘derivation’ Q acting in B as
Q(a ∗ b) = Q(a) ∗ b+ (−1)aa ∗Q(b).
Q is also required to be nilpotent: Q2 = 0. These properties remind us of the BRST
operator QB.
The final ingredient is the ‘integration’, which maps a ∈ B to a complex number ∫ a ∈
C. This operation is linear,
∫
(a+ b) =
∫
a+
∫
b, and satisfies
∫
(a∗ b) = (−1)ab
∫
(b∗a)
where (−1)ab is defined to be −1 only if both a and b are odd elements of B. Also,∫
Q(a) = 0 for any a.
Looking at the above axioms, one may notice that each element or operation has
its counterpart in the theory of differential forms on a manifold. The correspondence is
shown in Table 2.1. The formal correspondence ceases to be valid in that ψ∧ω = ±ω∧ψ
algebra B space of differential forms
element string field differential k-form
degree (−1)a (−1)k
multiplication ∗-product ∧ (wedge product)
derivation Q exterior derivative d
integration
∫ ∫
on a k-dimensional manifold
Table 2.1: Comparison between the abstract algebra B and the space of differential
forms.
holds in the case of differential forms even without integration, whereas a ∗ b and b ∗ a
have no simple relation in B.
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Let’s take a close look at the multiplication ∗. As discussed in detail in [9], in order
for the multiplication to be associative, i.e. (a ∗ b) ∗ c = a ∗ (b ∗ c), we must interpret
∗-operation as gluing two half-strings together. In more detail, take two strings S, T ,
whose excitations are described by the string fields a and b, respectively. Each string is
labeled by a coordinate σ (0 ≤ σ ≤ π) with the midpoint σ = π/2. Then the gluing
procedure is as follows: The right hand piece (π/2 ≤ σ ≤ π) of the string S and the left
hand piece (0 ≤ σ ≤ π/2) of the string T are glued together, and what is left behind is
the string-like object, consisting of the left half of S and the right half of T . This is the
product S ∗ T in the gluing prescription, and the resulting string state on S ∗ T is the
string field a ∗ b, as is illustrated in Figure 2.1(a). From Figure 2.1(b), the ∗-operation
is manifestly associative, at least na¨ıvely.
T
S
S*T
S
T
U
S*T*U
0
pi pi/2
pi/2
pi
0
(a) (b)
0 pi
pi/2
 S
(c)
S T
(d)
Figure 2.1: (a) Gluing of two strings S, T . (b) Gluing of three strings S, T, U makes
the associativity clear. (c) Integration operation. (d) Multiplication followed by an
integration,
∫
(a ∗ b).
Next we give the integration operation a precise definition. The axioms involve the
statement about integration that
∫
(a ∗ b) = ± ∫ (b ∗ a) (± is correctly (−1)ab; we do not
care that point below). Since a ∗ b and b ∗ a are in general thought of as representing
completely different elements, their agreement under the integration suggests that the
integration procedure still glues the remaining sides of S and T . If we restate it for a
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single string S, the left hand piece is sewn to the right hand piece under the integration,
as in Figure 2.1(c).
Using the above definition of ∗ and ∫ , we can write the n-string interaction vertex
as
∫
Φ1 ∗ · · · ∗ Φn, where Φi denotes a string field on the i-th string Hilbert space. It is
indicated in Figure 2.2 for the case of n = 5. Such an interaction, where each string is
divided at the midpoint into the left- and right-piece and then glued together, is termed
‘Witten vertex’.
Φ
Φ
Φ
Φ
Φ 1
2
3
4
5
Figure 2.2: 5-string vertex.
At last, we have reached a stage to give the string field theory action. Using the
above definitions of ∗ and ∫ , the quadratic action S0 is also written as
S0 = 〈Φ|QB|Φ〉 =
∫
Φ ∗QBΦ. (2.10)
Of course, BRST charge QB is qualified as a derivation operator Q in the axioms. And
we consider the above mentioned n-string vertex
Sn =
∫
Φ ∗ · · · ∗ Φ︸ ︷︷ ︸
n
. (2.11)
Now let us equip the algebra B with a Z grading by the ghost number. If we define #gh
as an operator that counts the ghost number of its argument, then
#gh(Φ) = 1 , #gh(QB) = 1 , #gh(∗) = 0 . (2.12)
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These assignments are different from those in [9]. The reason is traced to the fact that
in [9] the ghost number refers to a state (−1
2
for a physical state), whereas we are
counting the ghost number of vertex operators here. The discrepancy comes from the
fact that the ghost number current j = −bc is not a tensor field on the world-sheet, but
the difference doesn’t matter. We note that the integrands of S0 and Sn have the ghost
number 3 and n respectively. In the CFT prescription mentioned later, the actions S0
and Sn are calculated as 2- or n-point correlation functions on the disk. According to
the Riemann-Roch theorem, the correlation functions vanish unless the equation
(the number of c ghosts inserted in the correlator)− (that of b ghosts) = 3χ
holds for a Riemann surface with Euler characteristics χ. Since the left hand side is
simply the total ghost number, only S0 and S3 can be nonzero in the case of the disk
(χ = 1). Thus we have determined the possible candidates for the spacetime action,
but we can still fix the relative normalization between S0 and S3 by requiring the gauge
invariance.
We will impose on the action the gauge invariance under the following infinitesimal
gauge transformation
δΦ = QBΛ + go(Φ ∗ Λ− Λ ∗ Φ), (2.13)
where Λ is a gauge parameter with #gh(Λ) = 0, and go is the open string coupling
constant. The form of gauge transformation is chosen to generalize that of the non-
abelian gauge theory: If the string fields contained n× n Chan-Paton matrices and the
∗-product were the ordinary product of matrices, variation (2.13) would reduce to the
non-abelian gauge transformation for the component Aµ in (2.2). Note that the gauge
parameters form a subalgebra of B as the ghost number of the product of two gauge
parameters under the ∗-multiplication remains zero : #gh(Λ ∗ Λ′) = #gh(Λ) + #gh(∗) +
#gh(Λ
′) = 0. It is desirable because in the ordinary gauge theory we think of the gauge
parameters as simple ‘functions’ (i.e. 0-forms) which are closed under the ∧-product,
so this serves as a nontrivial check of the assignments (2.12). Now we show that the
integral of the Chern-Simons three-form (with an extra parameter a)
S =
∫ (
Φ ∗QBΦ+ 2a
3
goΦ ∗ Φ ∗ Φ
)
(2.14)
is invariant under the infinitesimal gauge transformation (2.13) if and only if a = 1. The
variation of the first term becomes
δS1 =
∫
(δΦ ∗QBΦ+ Φ ∗QBδΦ)
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=
∫
(δΦ ∗QBΦ−QB(Φ ∗ δΦ) +QBΦ ∗ δΦ)
= 2
∫
δΦ ∗QBΦ.
In the second line we used the fact that QB is an odd derivation. In the third line,∫
QB(. . .) = 0 and
∫
QBΦ ∗ δΦ =
∫
δΦ ∗ QBΦ hold for the ghost number 2 element
QBΦ. The second term of (2.14) gives rise to
δS2 =
2a
3
go
∫
(δΦ ∗ Φ ∗ Φ+ Φ ∗ (δΦ ∗ Φ) + (Φ ∗ Φ) ∗ δΦ)
= 2ago
∫
δΦ ∗ Φ ∗ Φ
because the parenthesized terms have ghost number 2. Substituting (2.13), the total
variation is
δS =
∫ (
2QBΛ ∗QBΦ + 2goΦ ∗ (Λ ∗QBΦ)− 2goΛ ∗ Φ ∗QBΦ
+2agoQBΛ ∗ Φ ∗ Φ+ 2ag2oΦ ∗ (Λ ∗ Φ ∗ Φ)− 2ag2oΛ ∗ Φ ∗ Φ ∗ Φ
)
.
The first term vanishes because
∫
QB(Λ ∗ QBΦ) = 0 and Q2B = 0. The 5-th and 6-th
terms cancel each other. The remaining three terms can be arranged as
δS = 2go
∫
(Λ ∗QBΦ ∗ Φ− Λ ∗ Φ ∗QBΦ+ (1 + (a− 1))QBΛ ∗ Φ ∗ Φ)
= 2go
∫
QB(Λ ∗ Φ ∗ Φ) + 2go(a− 1)
∫
QBΛ ∗ Φ ∗ Φ.
The first term vanishes. To guarantee the last term to vanish for arbitrary Λ, we must
choose a = 1. Therefore we have proved that the gauge invariant action must be of the
form (2.14) with a = 1. Note that a small number of axioms we saw at the beginning of
this section warrant the gauge invariance of the action (2.14) under (2.13). In particular,
the properties of the operator Q and the associativity of the ∗-product play crucial roles
in proving it. Though the form (2.14) of the action is sufficient, for future use we rewrite
it slightly. First we rescale the string field as Φ → (α′/go)Φ and change the overall
normalization (the latter can be absorbed into the definition of go) such that
S = − 1
g2o
(
1
2α′
∫
Φ ∗QBΦ+ 1
3
∫
Φ ∗ Φ ∗ Φ
)
. (2.15)
Note that go is a dimensionful parameter in general. We will see it later more explicitly.
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2.3 Evaluation of the Action
Since the action (2.15) is derived quite formally, it is not suitable for concrete calculations.
In particular, ∗ and ∫ have been defined only geometrically as the gluing procedure.
Though the quadratic part is equivalently represented as a Fock space inner product
〈Φ|QB|Φ〉, we have no such simple translation as to the cubic term ∫ Φ ∗ Φ ∗ Φ. So in
this section we will argue the methods of calculation.
The first approach is the operator formulation opened up in [10, 11, 12]. In this
method the 3-string interaction is represented using the 3-point vertex 〈V3| as∫
Φ ∗ Φ ∗ Φ = 〈V3|Φ〉1 ⊗ |Φ〉2 ⊗ |Φ〉3, (2.16)
where the subscript 1,2,3 label three strings which interact. 〈V3| is explicitly written in
terms of the oscillators as
〈V3| = 〈0|1c(1)−1c(1)0 ⊗ 〈0|2c(2)−1c(2)0 ⊗ 〈0|3c(3)−1c(3)0
∫
dp1dp2dp3(2π)
dδd(p1 + p2 + p3)
× exp
1
2
3∑
r,s=1
∞∑
n,m=0
α(r)µn N
rs
nmα
(s)ν
m ηµν +
3∑
r,s=1
∑
n≥2
m≥−1
c(r)n X
rs
nmb
(s)
m
 . (2.17)
where r, s stand for strings, and n,m are mode numbers. The Neumann coefficients
N rsnm, X
rs
nm represent the effect of conformal transformations hr of the upper half-disks of
three open strings. For example, N rsnm is given by
N rsnm =
1
nm
∮
dz
2πi
z−nh′r(z)
∮
dw
2πi
w−mh′s(w)
1
(hr(z)− hs(w))2 .
Once all the Neumann coefficients are given, the 3-point interaction (2.16) involves purely
algebraic manipulations only, so this method is well automated. However, it seems
not suited for by-hand calculations: we must expand the exponential and pick out all
terms which do not commute with the oscillators in |Φ〉r, and exploit the commutation
relations. For this reason, we avoid using the operator method in this paper, and instead
mainly rely on another, CFT, method. For more details about the operator formulation,
see [10, 11, 12, 13, 22].
The second approach involves conformal mappings and calculation of the correlation
functions on the disk [13, 14, 15]. Let us first consider the case of 3-string vertex. The
idea is to map the three upper half-disks, each of which represents the propagation
of one of three open strings, to one disk on a conformal plane realizing the Witten
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1 2 3
1 2 31st string
(σ=pi/2)
(σ=0) (σ=pi)
2nd 3rd
Figure 2.3: Three strings which will interact.
vertex. We will describe it in more detail below. In Figure 2.3 three open string world-
sheets are indicated as upper half-disks. Along the time-evolution, at t = −∞, which
corresponds to zi = 0 (Pi), each string appeared (in the CFT language, corresponding
vertex operator was inserted) and then propagated radially, and now (t = 0) it has
reached the interaction point |zi| = 1. We want to map three half disks parametrized by
their own local coordinates zi’s to the interior of a unit disk with global coordinate ζ .
To do so, we first carry out the transformation satisfying following properties:
• It maps the common interaction point Q (zj = i, j = 1, 2, 3) to the center ζ = 0 of
the unit disk.
• The open string boundaries, which are represented as line segments on the real
axes in Figure 2.3, are mapped to the boundary of the unit disk.
For definiteness, consider the second string. Then the transformation
z2 7→ w = h(z2) = 1 + iz2
1− iz2 (2.18)
turns out to satisfy these two properties. But since the angle 6 BQC is 180◦, three half
disks cannot be put side by side to form a unit disk if they are left as they are. Hence
we perform the second transformation
w 7→ ζ = η(w) = w2/3, (2.19)
which maps the right half-disk to a wedge with an angle of 120◦. A series of trans-
formations is illustrated in Figure 2.4. Once the mapping of the second world-sheet is
constructed, that of the first and third is easily found. All we have to do is to rotate the
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Figure 2.4: From an upper half disk to one third of a unit disk.
120◦ wedge by an angle ∓120◦ respectively, being careful to sew the right hand piece of
the first string with the left hand piece of the second string, and the same is repeated
cyclically2 in accordance with the gluing procedure described in section 2.2. This will be
achieved by
g1(z1) = e
− 2πi
3
(
1 + iz1
1− iz1
) 2
3
,
η ◦ h(z2) = g2(z2) =
(
1 + iz2
1− iz2
) 2
3
, (2.20)
g3(z3) = e
2πi
3
(
1 + iz3
1− iz3
) 2
3
.
The above mappings are shown in Figure 2.5. Using these mappings, we can give the
3-string vertex
∫
Φ∗Φ∗Φ the CFT representation as a 3-point correlation function. That
is ∫
Φ ∗ Φ ∗ Φ = 〈g1 ◦ Φ(0)g2 ◦ Φ(0)g3 ◦ Φ(0)〉, (2.21)
where 〈. . .〉 is the correlator on the global disk constructed above, evaluated in the
combined matter and ghost CFT. Its normalization will be determined later. gi ◦ Φ(0)
means the conformal transform of Φ(0) by gi. If Φ is a primary field of conformal weight
h, then gi ◦ Φ(0) is given by
gi ◦ Φ(0) = (g′i(0))hΦ(gi(0)). (2.22)
2‘Left’ and ‘right’ are reversed between in [15] and in ours. In our paper, we follow the convention
that coordinate z and (σ1, σ2) are related by z = − exp(−iσ1+σ2). So for fixed σ2 (time), z goes around
clockwise as σ1 increases.
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Figure 2.5: 3-string vertex.
At this point, one may think that more general conformal transformations can be chosen
if we wish only to reproduce the Witten vertex. For instance, the angles of wedges
are not necessarily 120◦. But when we demand the cyclicity of the 3-point vertex,∫
Φ1 ∗Φ2 ∗Φ3 = ∫ Φ2 ∗Φ3 ∗Φ1, three transformations g1, g2, g3 are constrained to satisfy
g3 = g , g2 = T ◦ g , g1 = T 2 ◦ g,
where T ∈ SL(2,C) obeys T 3 = 1. This condition singles out the transformation (2.20)
almost uniquely. But notice that we have so far considered only the unit disk repre-
sentation of a Riemann surface with a boundary. The open string world-sheet is also
represented as an upper half plane, which is mapped bijectively to the unit disk by
an SL(2,C) transformation. In fact, the SL(2,C) invariance of the CFT correlators
guarantees that these two representations give the same results.
Now let’s construct the transformation that maps the unit disk to the upper half
plane. Such a role is well played by
z = h−1(ζ) = −iζ − 1
ζ + 1
, (2.23)
where h is an SL(2,C) transformation that has already appeared in (2.18), and h−1 is
its inverse function. It is shown in Figure 2.6. Our final expression for the 3-point vertex
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Figure 2.6: From a unit disk to an upper half plane.
is ∫
Φ ∗ Φ ∗ Φ = 〈f1 ◦ Φ(0)f2 ◦ Φ(0)f3 ◦ Φ(0)〉, (2.24)
fi(zi) = h
−1 ◦ gi(zi),
and gi’s are given in (2.20).
Now that we have obtained the 3-point vertex, we consider generalizing it to arbitrary
n-point vertices. This can be done quite straightforwardly. Define
gk(zk) = e
2πi
n
(k−1)
(
1 + izk
1− izk
) 2
n
, 1 ≤ k ≤ n (2.25)
fk(zk) = h
−1 ◦ gk(zk).
Each gk maps an upper half disk to a (360/n)
◦ wedge, and n such wedges gather to make
a unit disk. Then n-point vertex is evaluated as∫
Φ ∗ · · · ∗ Φ = 〈f1 ◦ Φ(0) · · ·fn ◦ Φ(0)〉.
Finally, we construct the CFT expression for quadratic term
∫
Φ ∗ QBΦ. For that
purpose, it suffices to consider the n = 2 case in (2.25). We explicitly write down the
functions f1, f2 as
f1(z1) = h
−1
(
1 + iz1
1− iz1
)
= z1 = id(z1), (2.26)
f2(z2) = h
−1
(
−1 + iz2
1− iz2
)
= − 1
z2
≡ I(z2). (2.27)
25
A B A B B A
z z z1 2
id.
I
Figure 2.7: 2-string vertex.
These mappings are shown in Figure 2.7. The 2-point vertex is then written as∫
Φ ∗QBΦ = 〈I ◦ Φ(0)QBΦ(0)〉. (2.28)
By now, we have finished rewriting the string field theory action in terms of CFT
correlators as
S = − 1
g2o
(
1
2α′
〈I ◦ Φ(0)QBΦ(0)〉+ 1
3
〈f1 ◦ Φ(0)f2 ◦ Φ(0)f3 ◦ Φ(0)〉
)
. (2.29)
The CFT correlators are normalized such that
〈eikX〉matter = (2π)dδd(k) ,
〈
1
2
∂2c∂c c
〉
ghost
= 1,
when we are considering open strings on D(d− 1)-branes. Other choice of normalization
convention is also possible, but once we have fixed it we must not change it. Though
the definition of go has some ambiguity in this stage, we will relate it to the mass of the
D-brane on which the open string endpoints live.
Now we have learned how to evaluate any interaction vertex using CFT correlator.
Since we also know another method of dealing with the interaction vertex, namely opera-
tor formulation (also called Neumann function method), one would naturally ask whether
these two prescriptions are equivalent. Though we do not present the details here, it is
argued in [13] that the answer is certainly Yes.
26
2.4 Sample calculations
In the preceding section, we gave a scheme of computation using CFT correlators. In
this section, we will show how to apply it to concrete calculations.
In the beginning, recall that the string field theory action (2.15) possesses the gauge
invariance (2.13). We will carry out gauge-fixing by choosing so-called Feynman-Siegel
gauge
b0|Φ〉 = 0 (2.30)
in the Fock space representation. Here we discuss the validity of this gauge choice
according to [21].
We first show that
• the Feynman-Siegel gauge can always be chosen, at least at the linearized level.
Now the proof. Let’s consider a state |Ψ〉 with Ltot0 = Lmatter0 + Lghost0 eigenvalue h, not
obeying (2.30). Define |Λ〉 = b0|Ψ〉 and gauge-transform |Ψ〉 to a new state |Ψ˜〉 as
|Ψ˜〉 = |Ψ〉 − 1
h
QB|Λ〉. (2.31)
Since
b0|Ψ˜〉 = b0|Ψ〉 − 1
h
b0QBb0|Ψ〉
= b0|Ψ〉 − 1
h
b0{QB, b0}|Ψ〉
= b0|Ψ〉 − 1
h
b0L
tot
0 |Ψ〉
= b0|Ψ〉 − b0|Ψ〉 = 0,
the new state |Ψ˜〉 satisfies the gauge condition (2.30). The linearized gauge transforma-
tion (2.31) is always possible if h 6= 0. So the proposition was shown to be true for a
state with h 6= 0. Then we also want to show that in the case of h 6= 0
• there are no residual gauge transformations preserving the gauge (2.30).
Suppose that both b0|Ψ〉 = 0 and b0(|Ψ〉 + QB|ξ〉) = 0 can hold, that is, |η〉 ≡ QB|ξ〉 is
a residual gauge degree of freedom. Then
h|η〉 = Ltot0 |η〉 = {QB, b0}QB|ξ〉 = QBb0(QB|ξ〉) + b0(QB)2|ξ〉 = 0.
Since h 6= 0, |η〉 must vanish, which completes the proof. Thus, we have seen that
the Feynman-Siegel gauge is a good choice at the linearized level, in other words, near
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Φ = 0. But this does not ensure that the same conclusions hold even nonperturbatively.
Though the arguments about the validity of the Feynman-Siegel gauge have been given
in [17, 20], we postpone them until section 4.6 because the arguments there are based
on the specific solutions to the equations of motion which will be found in later sections
or chapters. Here we simply assume the validity of this gauge condition.
We then explain the notion of level truncation. As in eq.(2.2), we expand the ghost
number 1 string field using the Fock space basis as
|Φ〉 =
∫
ddk
(
φ+ Aµα
µ
−1 + iαb−1c0 +
i√
2
Bµα
µ
−2 +
1√
2
Bµνα
µ
−1α
ν
−1
+ β0b−2c0 + β1b−1c−1 + iκµα
µ
−1b−1c0 + · · ·
)
c1|k〉. (2.32)
Since Ltot0 is given by
Ltot0 = α
′p2 +
∞∑
n=1
αµ−nαµn +
∞∑
n=−∞
n ◦◦c−nbn◦◦ − 1, (2.33)
where ◦◦ · · · ◦◦ denotes the usual oscillator–normal ordering, each term in |Φ〉 is an Ltot0
eigenstate. In general, level of a (Ltot0 eigen-)state is defined to be the sum of the level
numbers n of the creation operators acting on c1|k〉, i.e. sum of the second and third
term of (2.33). This definition is adjusted so that the zero momentum tachyon c1|0〉
should be at level 0. And the level of a component field (φ,Aµ, · · ·) is defined to be the
level of the state associated with it. In some cases, this definition is modified to include
the contribution from the momentum-dependent term, as will be explained in chapter 4.
Now that we have defined the level number for the expansion of the string field, level of
each term in the action is also defined to be the sum of the levels of the fields involved.
For example, if states |Φ1〉, |Φ2〉, |Φ3〉 have level n1, n2, n3 respectively, we assign level
n1 + n2 + n3 to the interaction term 〈Φ1,Φ2,Φ3〉.
Then truncation to level N means that we keep only those terms with level equal to
or less than N . When we say ‘level (M,N) truncation’, it means that the string field
includes the terms with level ≤ M while the action includes ones with level ≤ N .
The level truncation is a means of approximation which is needed simply because
we cannot deal with an infinite number of terms. But it is not clear whether this is
a good approximation scheme. Concerning this point, some arguments supporting the
validity of the approximation are given: In [25], it is said that the level n terms in the
action contain the factor of (4/3
√
3)n ≃ (0.77)n, so that they decrease exponentially
as n increases. In [22], effective field theories of tachyon and of gauge field are studied
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numerically. Up to level 20, successive approximations seem to be well convergent,
obeying neither exponential nor power-law fall off. From the point of view of the world-
sheet renormalization group, higher level states correspond to the irrelevant operators in
the infrared regime, so for the static problems such as tachyon condensation it is natural
that the higher level terms are quite suppressed. However, since there is no very small
parameter which validates the perturbation expansion (4/3
√
3 seems not small enough
to account for the rapid convergence exhibited later), it is very interesting if we can fully
understand the convergence property in the purely theoretical, not numerical, way.
In terms of component fields, gauge transformation (2.13) involves transformations
of an infinite number of particle fields, and the action (2.15) is invariant under this full
gauge transformation. Hence the procedures of level truncation, where the fields of levels
higher than some chosen value are always set to zero, break the gauge invariance. As
a result, the potential does not have flat directions corresponding to degrees of freedom
of gauge transformation, even if we do not explicitly gauge-fix. But since the lifting of
the potential is not under control, we use the level truncation after gauge-fixing in the
Feynman-Siegel gauge.
Here we show the calculations in detail. We will work in the Feynman-Siegel gauge.
In this gauge, we simply drop the terms containing c0 because the SL(2,R) invariant
vacuum satisfies b0|0〉 = 0. If we truncate the string field up to level 2, it becomes
|Φ〉 =
∫
ddk
(
φ(k) + Aµ(k)α
µ
−1 +
i√
2
Bµ(k)α
µ
−2 +
1√
2
Bµν(k)α
µ
−1α
ν
−1 + β1(k)b−1c−1
)
c1|k〉
=
∫
ddk
(
φ(k)c(0) +
i√
2α′
Aµ(k)c∂X
µ(0)− 1
2
√
α′
Bµ(k)c∂
2Xµ(0) (2.34)
− 1
2
√
2α′
Bµν(k)c∂X
µ∂Xν(0)− 1
2
β1(k)∂
2c(0)
)
|k〉,
where |k〉 = eik·X(0)|0〉. In the second line, we reexpressed the string field in terms of
the vertex operators. The CFT method becomes very complicated because the level 2
vertex operators associated with the fields Bµ, Bµν , β1 are not primary fields. Here we
only calculate the action (2.15) to level (1,3) to avoid such complications. Conformal
transforms of the vertex operators by I(z) = −1/z are given by
I ◦ (ceikX(ǫ)) =
(
1
ǫ2
)−1+α′k2
ceikX
(
−1
ǫ
)
,
I ◦ (c∂XµeikX(ǫ)) =
(
1
ǫ2
)α′k2
c∂XµeikX
(
−1
ǫ
)
, (2.35)
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with ǫ eventually taken to zero. Then the quadratic term becomes
〈I ◦ Φ(0)QBΦ(0)〉 =
∫
ddk ddq
〈[(
1
ǫ2
)−1+α′k2
φ(k)ceikX
(
−1
ǫ
)
+
i√
2α′
(
1
ǫ2
)α′k2
Aµ(k)c∂X
µeikX
(
−1
ǫ
)] ∮
dz
2πi
(cTm(z) + bc∂c(z))
×
[
φ(q)ceiqX(ǫ) +
i√
2α′
Aν(q)c∂X
νeiqX(ǫ)
]〉
ǫ→0
=
∫
ddk ddq
〈
c
(
−1
ǫ
)
∂c c(ǫ)
〉
ghost
×
((
1
ǫ2
)−1+α′k2
(α′q2 − 1)φ(k)φ(q)〈eikX(−1/ǫ)eiqX(ǫ)〉matter
− 1
2α′
α′q2
(
1
ǫ2
)α′k2
Aµ(k)Aν(q)〈∂XµeikX(−1/ǫ)∂XνeiqX(ǫ)〉matter
)
ǫ→0
= (2π)dα′
∫
ddk
{(
k2 − 1
α′
)
φ(−k)φ(k) + k2Aµ(−k)Aµ(k)
}
,
where we used
〈
eikX(−1/ǫ)eiqX(ǫ)
〉
matter
= (2π)dδd(k + q)
∣∣∣∣− 1ǫ − ǫ
∣∣∣∣2α′k·q,〈
1
2
∂2c∂cc
〉
ghost
= 1,
∂Xµ(−1/ǫ)∂Xν(ǫ) ∼ −2α′ηµν 1
(−ǫ− (1/ǫ))2 on the boundary.
Notice that the ǫ-dependence has totally cancelled each other, so ǫ → 0 limit can be
taken trivially. Fourier-transforming to the position space as
φ(k) =
∫ ddx
(2π)d
φ(x)e−ikx , Aµ(k) =
∫ ddx
(2π)d
Aµ(x)e
−ikx ,
the quadratic part of the action becomes
Squad = − 1
2α′g2o
〈I ◦ Φ(0)QBΦ(0)〉
=
1
g2o
∫
ddx
(
−1
2
∂µφ∂
µφ+
1
2α′
φ2 − 1
2
∂µAν∂
µAν
)
. (2.36)
This action describes a real3 scalar field φ with mass2 = −1/α′ and a massless gauge field
Aµ. The reason why the gauge field does not have the standard kinetic term −14FµνF µν
3Reality of the component fields are mentioned at the last of this section.
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is that we have calculated it in the Feynman-Siegel gauge. To see this, take level 1 fields
without gauge fixing
|L1〉 =
∫
ddk (Aµ(k)α
µ
−1c1 − iα(k)c0) |k〉, (2.37)
and substitute it into the quadratic part of the action. The result is given by
− 1
2α′g2o
〈L1|QB|L1〉 = 1
g2o
∫
ddx
−1
2
∂µAν∂
µAν − 1
α′
α2 −
√
2
α′
α∂µA
µ

=
1
g2o
∫
ddx
−1
2
(∂µAν∂
µAν − ∂µAν∂νAµ)− 1
2
∂µAµ +
√
2
α′
α
2
 , (2.38)
where we completed the square in the second line. The first term is nothing but
−1
4
FµνF
µν with Fµν = ∂µAν − ∂νAµ. Defining B ≡ ∂µAµ +
√
2
α′
α, B is the Nakanishi-
Lautrup auxiliary field. If we integrate out the auxiliary B field, we are left with only
gauge invariant term −1
4
FµνF
µν . In the Feynman-Siegel gauge, which corresponds to
α = 0, the second term in (2.38) gives gauge-fixing term (−1/2)(∂µAµ)2, and the gauge-
fixed action becomes of the form (2.36).
We proceed to the cubic term. From (2.20) and (2.24), we get
w1 ≡ f1(0) = −
√
3,
w2 ≡ f2(0) = 0,
w3 ≡ f3(0) =
√
3,
w′1 ≡ f ′1(0) =
8
3
e−
2πi
3
1
(g1(0) + 1)2
(
1 + iz
1− iz
)− 1
3 1
(1− iz)2
∣∣∣∣
z=0
=
8
3
,
w′2 ≡ f ′2(0) =
2
3
,
w′3 ≡ f ′3(0) =
8
3
. (2.39)
Conformal transformations are
fi ◦ Φ(0) =
∫
ddk
{
φ(k)fi ◦ (ceikX)(0) + i√
2α′
Aµ(k)fi ◦ (c∂XµeikX)(0)
}
=
∫
ddk
{
(f ′i(0))
α′k2−1φ(k)ceikX(fi(0))
+
i√
2α′
(f ′i(0))
α′k2Aµ(k)c∂X
µeikX(fi(0))
}
.
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Then 3-point function is
〈f1 ◦ Φ(0)f2 ◦ Φ(0)f3 ◦ Φ(0)〉
=
∫
ddk ddp ddq w′α
′k2
1 w
′α′p2
2 w
′α′q2
3
×
{
1
w′1w′2w′3
φ(k)φ(p)φ(q)〈ceikX(w1)ceipX(w2)ceiqX(w3)〉
− 1
2α′w′1
φ(k)Aν(p)Aρ(q)〈ceikX(w1)c∂XνeipX(w2)c∂XρeiqX(w3)〉
− 1
2α′w′2
φ(p)Aµ(k)Aρ(q)〈c∂XµeikX(w1)ceipX(w2)c∂XρeiqX(w3)〉
− 1
2α′w′3
φ(q)Aµ(k)Aν(p)〈c∂XµeikX(w1)c∂XνeipX(w2)ceiqX(w3)〉
}
(2.40)
= (2π)d
∫
ddk ddp ddq δd(k + p+ q)|w12|2α′kp+1|w23|2α′pq+1|w13|2α′kq+1w′α′k21 w′α
′p2
2 w
′α′q2
3
×
{
1
w′1w′2w′3
φ(k)φ(p)φ(q) +
1
w′1w223
φ(k)Aµ(p)A
µ(q)
+
1
w′2w213
φ(p)Aµ(k)A
µ(q) +
1
w′3w212
φ(q)Aµ(k)A
µ(p)
+
2α′
w′1
φ(k)Aν(p)
(
− k
ν
w12
+
qν
w23
)
Aρ(q)
(
− k
ρ
w13
− p
ρ
w23
)
+
2α′
w′2
φ(p)Aµ(k)
(
pµ
w12
+
qµ
w13
)
Aρ(q)
(
− k
ρ
w13
− p
ρ
w23
)
+
2α′
w′3
φ(q)Aµ(k)
(
pµ
w12
+
qµ
w13
)
Aν(p)
(
− k
ν
w12
+
qν
w23
)}
, (2.41)
where we dropped φφA and AAA terms because of a twist symmetry [21, 24]. A ‘twist
operation’ Ω is a combination of the world-sheet parity reversal and an SL(2,R) trans-
formation. Under the action of Ω, odd level fields such as Aµ change sign, while even
level fields remain unchanged. In other words, the Ω-eigenvalue of a state |A〉 = Ac1|0〉
is equal to (−1)NA, where NA is level of |A〉. The 3-point interaction terms have the
following properties
(a) 〈A,B,C〉 = 〈B,C,A〉 = 〈C,A,B〉, (cyclicity)
(b) 〈A,B,C〉 = (−1)NA+NB+NC〈C,B,A〉. (twist) (2.42)
The string field Φ is divided into two parts as Φ = Φe + Φo according to twist even or
odd. Since we find, by using (2.42),
〈Φe,Φe,Φo〉 (b)= (−1)〈Φo,Φe,Φe〉 (a)= −〈Φe,Φe,Φo〉 = 0,
〈Φo,Φo,Φo〉 (b)= (−1)3〈Φo,Φo,Φo〉 = 0,
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odd level fields appear in the action neither linearly nor trilinearly. That is, the action
involves interactions of even levels only. We conclude that φφA and AAA are absent in
the action. Of course, it can be verified explicitly by computations. Picking out the φ3
term, and using (2.39), it takes the form
6
√
3
33
27
(2π)d
∫
ddk ddp ddq δd(k + p+ q)φ(k)φ(p)φ(q)F (k, p, q)
with
F (k, p, q) = exp
[
α′kp ln 3 + α′pq ln 3 + α′kq(ln 3 + 2 ln 2)
+α′k2(3 ln 2− ln 3) + α′p2(ln 2− ln 3) + α′q2(3 ln 2− ln 3)
]
.
Since F is multiplied by δd(k+ p+ q), we can set q = −p− k. Using this relation, F can
be simplified as
F (k, p, q) = exp
(
α′(k2 + p2 + kp) ln
24
33
)
= exp
(
α′ ln
(
4
3
√
3
)
(k2 + p2 + q2)
)
.
Finally, the φ3 term in the action is given by
Sφφφ = − 1
3g2o
6
√
3
33
27
(2π)d
∫
ddk ddp ddq δd(k + p + q) exp
(
α′k2 ln
4
3
√
3
)
φ(k)
× exp
(
α′p2 ln
4
3
√
3
)
φ(p) exp
(
α′q2 ln
4
3
√
3
)
φ(q)
= − 1
g2o
1
3
(
3
√
3
4
)3 ∫
ddx φ˜(x)3, (2.43)
where we carried out the Fourier transformation and defined
φ˜(x) = exp
(
−α′ ln 4
3
√
3
∂µ∂
µ
)
φ(x). (2.44)
And the tilded fields for other fields are also defined in the same way as in (2.44). φAA
terms in (2.41) can similarly be calculated and given by
SφAA = − 1
g2o
3
√
3
4
∫
ddx φ˜A˜µA˜
µ (2.45)
− 1
g2o
3
√
3
8
α′
∫
ddx (∂µ∂νφ˜A˜
µA˜ν + φ˜∂µA˜
ν∂νA˜
µ − 2∂µφ˜∂νA˜µA˜ν).
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We have now determined the level (1,3) truncated (in fact, it is equal to the level (1,2)
truncated action because of the absence of A3 term) gauge-fixed action to be4
S(1,2) =
1
g2o
∫
ddx
(
−1
2
∂µφ∂
µφ+
1
2α′
φ2 − 1
3
(
3
√
3
4
)3
φ˜3
− 1
2
∂µAν∂
µAν − 3
√
3
4
φ˜A˜µA˜
µ
−3
√
3
8
α′(∂µ∂ν φ˜A˜µA˜ν + φ˜∂µA˜ν∂νA˜µ − 2∂µφ˜∂νA˜µA˜ν)
)
. (2.46)
This action has an outstanding feature that the particle fields in the cubic terms always
appear as the tilded fields. This momentum dependence has interesting physical effects
on the spectrum, as will be discussed later.
To be compared with the quadratic action (2.36), let’s rederive the quadratic action
making use of the operator method. This time we involve the fields of level 2 as well.
Substituting the expansion (2.34) into 〈Φ|QB|Φ〉, we get
Squad = − 1
2α′g2o
〈Φ|QB|Φ〉
= − 1
2α′g2o
∫
ddk ddq
(
φ(q)φ(k)〈q|c−1QBc1|k〉+ Aµ(q)Aν(k)〈q|c−1αµ1QBαν−1c1|k〉
+
−i√
2
i√
2
Bµ(q)Bν(k)〈q|c−1αµ2QBαν−2c1|k〉
+
1
2
Bµν(q)Bλρ(k)〈q|c−1αµ1αν1QBαλ−1αρ−1c1|k〉
+β1(q)β1(k)〈q|c1QBc−1|k〉
)
= −(2π)
d
2α′g2o
∫
ddk
(
(α′k2 − 1)φ(−k)φ(k) + α′k2Aµ(−k)Aµ(k)
+
1
2
(α′k2 + 1)2Bµ(−k)Bµ(k) + 1
2
(α′k2 + 1)Bµν(−k)Bλρ(k)(ηµληνρ + ηνληµρ)
−(α′k2 + 1)β1(−k)β1(k)
)
=
1
g2o
∫
ddx
(
−1
2
∂µφ∂
µφ+
1
2α′
φ2 − 1
2
∂µAν∂
µAν − 1
2
∂µBν∂
µBν − 1
2α′
BµB
µ
−1
2
∂λBµν∂
λBµν − 1
2α′
BµνB
µν +
1
2
∂µβ1∂
µβ1 +
1
2α′
β21
)
, (2.47)
4 To be honest, I failed to derive the coefficients of the last three terms in (2.45) using purely CFT
method. Instead, I calculated them with the help of the conservation laws for the current (i/α′)∂Xµ,
which will be explained in section 2.8. The results (2.46) precisely agree with those in [25].
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where we used (1.51) for QB, and 〈q|k〉 = (2π)dδd(q+ k). The first three terms precisely
agree with the result (2.36) from the CFT method. And mass terms are correctly repro-
duced also for the level 2 fields. (The β1 kinetic term, though, has the opposite sign to
the other ‘physical’ fields.)
We will give some comments. Firstly, in calculating the Hilbert space inner product
we needed so-called ‘BPZ conjugation’ to obtain a bra state 〈Φ| = bpz(|Φ〉). For a
primary field φ(z) =
∑∞
n=−∞ φn/z
n+h of weight h, the BPZ conjugation is defined via
the inversion I as
bpz(φn|0〉) = 〈0|bpz(φn);
bpz(φn) = I[φn] ≡
∮
dz
2πi
zn+h−1I ◦ φ(z)
=
∮
dz
2πi
zn+h−1
(
1
z2
)h
φ
(
−1
z
)
=
∮
dz
2πi
zn−h−1
∞∑
m=−∞
φm(−1)m+hzm+h
= (−1)−n+hφ−n. (2.48)
For example, for a primary field ∂Xµ of weight 1, we have
bpz(αµ−n) = (−1)n+1αµn.
Secondly, we consider the reality condition of the string field. When the string
field Φ is regarded as a functional of the string embeddings Xµ(σ1, σ2) and ghosts
b(σ1, σ2), c(σ1, σ2), its reality condition is written as [9]
Φ[Xµ(σ1), b(σ1), c(σ1)] = Φ
∗[Xµ(π − σ1), b(π − σ1), c(π − σ1)]. (2.49)
It corresponds to the hermiticity of the ‘matrix’ Φ. In terms of the state |Φ〉, the
Hermitian conjugation operation (denoted by hc) alone takes the ket to the bra, so hc is
combined with BPZ conjugation to define the star conjugation [24]
∗ = bpz−1 ◦ hc = hc−1 ◦ bpz. (2.50)
Then the reality condition reads
|Φ∗〉 ≡ bpz−1 ◦ hc(|Φ〉) = |Φ〉. (2.51)
This condition guarantees the reality of the component fields φ,Aµ, Bµ, . . . in the expan-
sion (2.34). For instance, as regards the tachyon state,
bpz−1 ◦ hc(φ(k)c1|k〉) = bpz−1(〈0|e−ikXφ∗(k)c−1) = φ∗(k)c1| − k〉
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should be equal to φ(q)c1|q〉 under momentum integration, which gives φ∗(k) = φ(−k).
In the position space, it becomes the reality condition φ∗(x) = φ(x), as expected. The
second example is the term i√
2
Bµα
µ
−2c1|0〉 with the momentum dependence ignored.
Since
bpz−1 ◦hc
(
i√
2
Bµα
µ
−2c1|0〉
)
= bpz−1
(−i√
2
〈0|B∗µαµ2 c−1
)
= − i√
2
B∗µ(−αµ−2)c1|0〉, (2.52)
the factor i is needed for Bµ to be real.
Thirdly, the β1 kinetic term in (2.47) has the opposite sign to the other ‘physical’
fields. Since the phase of β1 in the expansion (2.34) has been determined (up to ±) in
such a way that β1 should be real, we cannot selfishly redefine β
′
1 = iβ1. Therefore the
wrong sign is not a superficial one. These ‘auxiliary’ fields have the effect of cancelling
the unphysical components of vector (tensor) fields.
We showed here the level (1,2) truncated string field theory action (2.46) together
with the actual calculations. Further, the level (2,6) Lagrangian is presented in [25]. To
compare it with ours, we should set g = 2 in the results of [25].
2.5 Universality of the Tachyon Potential
Now that we have finished setting up bosonic string field theory, next we turn to the
subject of tachyon condensation. To begin with, we show that the tachyon potential
has the universal form [14] which is independent of the details of the theory describing
the D-brane. We also relate the open string coupling go to the D-brane tension so that
the expression of the action has the form appropriate for examining the conjecture on
annihilation of the unstable D-brane. Then, we calculate the tachyon potential and its
minimum, and discuss the meaning of them.
We consider oriented bosonic open string theory on a single Dp-brane extended in the
(1, . . . , p)-directions. Some of the directions tangential to the D-brane may be wrapped
on non-trivial cycles. If there are noncompact tangential directions, we compactify them
on a torus of large radii to make the total mass of the D-brane finite. Let Vp denote the
spatial volume of the D-brane. In general, such a wrapped D-brane is described by a
non-trivial boundary conformal field theory. What we want to prove is that the tachyon
potential defined below is independent of this boundary CFT.
Since we will be looking for a Lorentz invariant vacuum as a solution to the equations
of motion derived from the string field theory action, only Lorentz scalar fields acquire
nonvanishing vacuum expectation values. Once the tachyon field φ develops a nonzero
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vacuum expectation value, equations of motion require that (infinitely many) scalar
fields of higher levels also have nonvanishing vacuum expectation values due to the cubic
interaction terms. But since not all the scalar fields must be given nonzero values, we
want to drop as many fields that need not acquire nonvanishing expectation values as
possible from beginning. The idea is as follows: If some component field ψ always enters
the action quadratically or in higher order (in other words, the action contains no linear
term in ψ), each term in the equation of motion obtained by differentiating the action
with respect to ψ involves at least one factor of ψ. This equation of motion is trivially
satisfied by setting ψ = 0. In finding a solution to the equations of motion, we are allowed
to set to zero all such fields as ψ throughout the calculation. We will often give arguments
like this in the remainder of this paper. Now let us identify the set of such fields. A string
field is an element of the Hilbert space H1 of ghost number 1. We decompose it into
two parts as H1 = H11 ⊕H12 in the following manner: Let H11 consist of states obtained
by acting with the ghost oscillators bn, cn and the matter Virasoro generators L
m
n on the
SL(2,R) invariant vacuum |0〉. Note that H11 contains zero momentum tachyon state
c1|0〉. H12 includes all other states in H1, that is, states with nonzero momentum k along
the Dp-brane and states obtained by the action of bn, cn, L
m
n on the non-trivial primary
states of weight > 0. Let us prove that a component of the string field Φ along H12 never
appears in the action linearly. For the nonzero momentum sector, it is obvious that the
momentum conservation law requires the couplings 〈0|QB|k〉 and 〈V3|0〉 ⊗ |0〉 ⊗ |k〉 to
vanish for k 6= 0. Hence we focus on the zero momentum sector. Taking the states
|ψ〉 ∈ H12 and |φ1〉, |φ2〉 ∈ H11, we consider S2 = 〈φ1|QB|ψ〉 and S3 = 〈V3|φ1〉⊗|φ2〉⊗|ψ〉.
For these to have nonvanishing values, the ghost parts must be of the form 〈c−1c0c1〉.
Assuming that this condition is satisfied, we consider only the matter parts. Since QB is
constructed out of bn, cn, L
m
n (as is seen from (1.51)), the matter part of S2 can generally
be written as
S2 = 〈0|Lmn1 · · ·Lmni|π〉
= 〈0|π〉+∑〈0|Lmm1 · · ·Lmmj |π〉,
where |π〉 ∈ H12 is a primary state and m’s are taken to be all positive or all negative by
using the Virasoro algebra. In either way, such terms vanish when Lmm = (L
m
−m)
† acts on
〈0| or |π〉 because they are primary states. And the only remaining term 〈0|π〉, if any,
also vanishes because |π〉 has nonzero conformal weight. So we have found S2 = 0. In a
similar notation, S3 can be written as
S3 = 〈V3|Lm−n1 · · ·Lm−ni|0〉3 ⊗ Lm−m1 · · ·Lm−mj |0〉2 ⊗ Lm−ℓ1 · · ·Lm−ℓk |π〉1.
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Using the Virasoro conservation laws explained in section 2.8, we can move the Virasoro
generators Lm−n, L
m
−m to the 1st string Hilbert space as
S3 =
∑〈V3|0〉3 ⊗ |0〉2 ⊗
a︷ ︸︸ ︷
Lmk1 · · ·Lmka |π〉1.
If k’s are positive, Lmk annihilates the primary state |π〉1. If a = 0 or k’s are negative, the
state Lmk1 · · ·Lmka |π〉1 has a strictly positive weight so that the 3-point coupling vanishes.
From these results, we have also established S3 = 0. Therefore, we can consistently
truncate the string field Φ to lie inH11 by setting the component fields alongH12 to zero all
together. We may further truncate the string field by appealing to the special symmetries
of the 3-string vertex or equivalently the gluing prescription, as shown in [18, 19]. But
we do not try it here.
For clarity, we introduce new symbols: We denote by T the string field Φ truncated
to H11, and by S˜(T ) the cubic string field theory action S(Φ) truncated to H11. Since
the fields in H11 have zero momenta and hence are independent of the coordinates on
the D-brane world-volume, the integration over x gives the (p + 1)-dimensional volume
factor Vp+1. So the action is written as
S˜(T ) = Vp+1L˜(T ) = −Vp+1U(T ), (2.53)
where we defined the tachyon potential U(T ) as the negative of the Lagrangian. By
definition of H11, the truncated action S˜ is entirely given by the correlation functions
involving only the ghost fields b, c and matter energy momentum tensor Tm. In the
oscillator representation, we only need the commutation relations among bn, cn and the
matter Virasoro algebra. Though the latter depends on the central charge c, it is now
set to 26 in the critical string theory. Then the action, accordingly the tachyon potential
as well, is universal in the sense that it has no room for containing information on the
boundary CFT which describes the D-brane. More precisely, what is universal is part
of the action except for the open string coupling g−2o . Next we establish the relation of
go to the Dp-brane tension τp measured at the perturbative open string vacuum where
〈T 〉 = 0. Though its derivation is outlined in [14] for the bosonic string case, we will
nevertheless give it in the next section with detailed string field theory calculations.5
5I would like to thank T. Takayanagi for detailed discussions about this point.
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2.6 Mass of the D-brane
We consider a bosonic Dp-brane which extends in the (1, · · · , p)-directions. Let us see
the quadratic part of the string field theory action which involves the following mode6
|Φ〉 =
∫
dp+1k φi(k)δp(~k)c1α
i
−1e
ik·X(0)|0〉, (2.54)
where label i denotes the directions transverse to the D-brane that are noncompact and
flat (we assume that at least one such direction exists). And the δ-function sets to
zero the space components of the momentum on the brane. We evaluate it with CFT
prescription
Squad = − 1
2g2oα
′ 〈Φ|QB|Φ〉 = −
1
2g2oα
′ 〈I ◦ Φ(0)
∮
dz
2πi
jB(z)Φ(0)〉
=
1
4g2oα
′2
∫
dp+1k dp+1q φi(k)φj(q)
(
1
ǫ2
)α′k2
δp(~k)δp(~q)
〈
eikXc∂X i
(
−1
ǫ
)
×
∮ dz
2πi
(cTm + bc∂c)(z)c∂XjeiqX(ǫ)
〉
ǫ→0
= (2π)p+1
1
2g2o
∫
dk0dq0φ
i(k0)φ
j(q0)δ
ijq20δ(k0 + q0)δ
p(~0)
(
1
ǫ
)−α′k20−α′k0q0
=
πVp
g2o
∫
dk0(k0)
2φi(k0)φ
i(−k0),
where we used the normalization convention
〈∂2c∂cc(z)〉ghost = 〈0|2c−1c0c1|0〉 = 2,
〈eikX(z1)eiqX(z2)〉 = (2π)p+1δp+1(k + q)|z1 − z2|2α′k·q,
Vp =
∫
dpx = (2π)pδp(0),
and minus sign in front of k0q0 in the third line originated from η00 = −1. Fourier
transforming as φi(k0) =
∫
dt
2π
χi(t)e−ik0t, the action can be written as
Squad =
Vp
2g2o
∫
dt∂tχ
i∂tχ
i. (2.55)
Here, χi is interpreted as the ‘location’ of the D-brane in the transverse space, although
its normalization is not correctly chosen. So we next fix it.
6Since we are compactifying all directions tangential to the D-brane, the momentum k must correctly
be discretized. By ‘integration’, we mean summation over all possible values of k, giving rise to no
misunderstanding.
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Let’s take a pair of identical D-branes whose locations are 0i and bi, respectively, in
the transverse space. An open string state which stretches between them acquires the
additional contribution |~b|2/(2πα′)2 to the mass squared due to the string tension. If the
D-brane at bi moves by a small amount Y i, the mass squared of the open string state
changes into
|~b+ ~Y |2
(2πα′)2
=
|~b|2
(2πα′)2
+
~b · ~Y
2π2α′2
+O(Y 2).
So the mass squared of the state shifts by
~b · ~Y
2π2α′2
, (2.56)
due to the translation of the brane induced by the marginal mode χi.
Now we describe the above situation in the string field theory language. As to the
stretched string, any state will do, but for simplicity we take it to be tachyonic ground
state
|T 〉 =
(∫
dk0u(k0)Uk0(z = 0)⊗
(
0 1
0 0
)
+
∫
dq0v(q0)Vq0(z = 0)⊗
(
0 0
1 0
))
|0〉,
where
Uk0(z) = ce
i b
i
2πα′X
i
eik0X
0
,
Vk0(z) = ce
−i bi
2πα′X
i
eik0X
0
,
and the 2 × 2 matrices tensored to the vertex operators are Chan-Paton factors repre-
senting two Dp-branes. Though they involve slight abuse of notation because X i stands
for T -dualized coordinate X iL −X iR while X0 = X0L +X0R, no ambiguity will occur. The
Ltot0 eigenvalue of |T 〉 is −α′(k0)2+
~b2
(2π)2α′
− 1, as required. Further, we add to |T 〉 the
following term as a background,
|tr〉 = χiP i(z = 0)⊗
(
1 0
0 0
)
|0〉; P i(z) = i 1√
2α′
c∂X i(z),
which has the effect of moving one of the two branes. Now we are ready to do actual
calculations. We plug |Φ〉 = |tr〉+ |T 〉 into the string field theory action
S = − 1
g2o
(
1
2α′
〈Φ|QB|Φ〉+ 1
3
〈Φ|Φ|Φ〉
)
, (2.57)
and look at the quadratic terms in u, v.
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The relevant terms in the quadratic part are
〈Φ|QB|Φ〉 → Tr
〈(
0
∫
dk0u(k0)Uk0(−1/ǫ)∫
dk0v(k0)Vk0(−1/ǫ) 0
)
×
(
1
ǫ2
)−α′(k0)2+ b2
4π2α′−1
∂c(0)
(
0
∫
dq0u(q0)Uq0(0)∫
dq0v(q0)Vq0(0) 0
)
×
(
−α′(q0)2 + b
2
4π2α′
− 1
)〉
ǫ→0
= 4πVp
∫
dk0u(k0)v(−k0)
(
−α′k20 +
b2
4π2α′
− 1
)
.
Hence u, v kinetic term in the position space becomes
Suv =
Vp
g2o
∫
dt∂tu∂tv. (2.58)
In the cubic part we draw only χuv term. From among 33 = 27 terms, 6 terms
have the combination χuv, but three of them vanish due to the Chan-Paton factors: e.g.(
0 1
0 0
)(
1 0
0 0
)
= 0. The remaining three terms give the same contribution thanks
to the cyclicity of 3-point vertex. Therefore we have only to calculate one correlator:
〈Φ|Φ|Φ〉 → 3 · i
√
1
2α′
χi
∫
dk0dq0u(k0)v(q0)
〈
f1 ◦ (c∂X i)(0)f2 ◦
(
cei
bi
2πα′X
i+ik0X0
)
(0)
× f3 ◦
(
ce−i
bi
2πα′X
i+iq0X0
)
(0)
〉
=
3
π
√
1
2α′
Vp~χ ·~b
∫
on-shell
dt uv(t) + (off-shell).
Hence Sχuv = −Vp
g2o
(
1
π
√
2α′
~χ ·~b
)∫
on-shell
dt uv. Comparing it with the kinetic term
Suv (2.58), we find that u, v fields have gotten additional mass squared
∆m2uv =
1
π
√
2α′
~χ ·~b. (2.59)
Since the change of the location of one of the D-branes by an amount χi caused the
shift (2.59) of the mass squared of the open string state stretched between the D-branes,
the quantity (2.59) must be equal to the previous result (2.56). This consideration
determines the normalization of χi as
χi =
1√
2πα′3/2
Y i.
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Substituting it into (2.55) leads to
Squad =
Vp
4π2g2oα
′3
∫
dt ∂tY
i∂tY
i. (2.60)
This is interpreted as the kinetic energy arising from the collective motion of the D-
brane in the nonrelativistic mechanics. Hence the prefactor is identified with half of the
D-brane mass. So we have obtained the Dp-brane tension as
τp =
1
2π2g2oα
′3 . (2.61)
This formula may seem to include the wrong dependence on α′, but remember that
go is a dimensionful parameter as we have already mentioned. In order for the action
in (2.60) to be dimensionless, go must have dimension of mass
−p+5
2 . We then define the
dimensionless open string coupling g¯o by
g2o = g¯o
2α′
p−5
2 ,
and if we rewrite the tension in terms of g¯o, then the correct formula
τp =
1
2π2g¯o2α′
p+1
2
(2.62)
is recovered. Incidentally, dimensionlessness of the action in (2.36) requires that the
component fields φ,Aµ have dimension of mass
2. It is not surprising that the gauge field
has such dimension because the expansion (2.34) of the string field was not appropriately
normalized.
2.7 Tachyon Potential in the Level Truncation Scheme
Using the relation (2.61), the action can be rewritten as
S˜ = − 1
g2o
(
1
2α′
〈I ◦ T (0)QBT (0)〉+ 1
3
〈f1 ◦ T (0)f2 ◦ T (0)f3 ◦ T (0)〉
)
= −Vp+12π2α′3τp
(
1
2α′
〈I ◦ T (0)QBT (0)〉norm. + 1
3
〈f1 ◦ T (0)f2 ◦ T (0)f3 ◦ T (0)〉norm.
)
.
Generically, the correlation function includes the momentum conservation delta function
(2π)p+1δp+1(
∑
k), but since T ∈ H11 has no momentum dependence, this factor simply
gives the volume Vp+1 of the Dp-brane. Accordingly, the correlation functions in the
second line are normalized such that 〈1〉matter = 1. In the rest of this chapter, we will
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use the symbol 〈· · ·〉 without ‘norm.’ to represent the correlation function normalized in
the above mentioned way. From the tachyon potential U(T ) = −S˜/Vp+1, we define the
following ‘universal function’
f(T ) =
U(T )
τp
= 2π2α′3
(
1
2α′
〈I ◦ T (0)QBT (0)〉+ 1
3
〈f1 ◦ T (0)f2 ◦ T (0)f3 ◦ T (0)〉
)
.
(2.63)
Total energy density coming from the tachyon potential and the D-brane tension is given
by
U(T ) + τp = τp(1 + f(T )).
According to the conjecture of [2], at the minimum T = T0 of the tachyon potential
the negative energy contribution from the tachyon potential exactly cancels the D-brane
tension, leading to the ‘closed string vacuum’ without any D-brane. In terms of f(T ),
such a phenomenon occurs if
f(T = T0) = −1 (2.64)
is true. We will investigate it by calculating f(T ) in the level truncation scheme, solving
equations of motion to find T0, and evaluating the minimum f(T0). Since the universality
(independence from the boundary CFT) of the function f(T ) has already been estab-
lished, we conclude that eq.(2.64) persists for all D-branes compactified in arbitrary ways
if we verify the relation (2.64) for the simplest (toroidally compactified) case.
Now, we proceed to the actual calculations. Level (0,0) truncation, namely only the
zero momentum tachyon state being kept, has, in fact, already been worked out. By
picking the second and third terms out of the action (2.46), f(φ) is given by
f(φ) = 2π2α′3
− 1
2α′
φ2 +
1
3
(
3
√
3
4
)3
φ3
 , (2.65)
where we set φ˜ = φ because φ is a constant. Its minimum is easily found. By solving
∂f(φ)/∂φ|φ0 = 0, we find
φ0 =
(
4
3
√
3
)3
1
α′
and f(φ0) ≃ −0.684. (2.66)
Although we have considered only the tachyon state in the vast Hilbert space H11, the
minimum value (2.66) accounts for as much as 68% of the conjectured value (2.64)! We
then compute corrections to it by including the fields of higher level. Before that, we
can still restrict the fields by appealing to the ‘twist symmetry’. As mentioned earlier,
the twist invariance requires the odd level fields to enter the action in pairs. Then we
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can set to zero all odd level fields without contradicting the equations of motion. Hence
the terms we should take into account next are the level 2 fields
|L2〉 = −β1c−1|0〉+ v√
13
Lm−2c1|0〉. (2.67)
Though the state b−2c0c1|0〉 is also at level 2, it is excluded by the Feynman-Siegel gauge
condition (2.30). The vertex operator representation of the string field up to level 2 is
then given by
T (z) = φc(z)− 1
2
β1∂
2c(z) +
v√
13
Tm(z)c(z). (2.68)
Here we make a comment on the level truncation. In the level (M,N) truncation, in order
for the quadratic terms (kinetic term + mass term) for the level M fields to be included
in the action, N must be equal to or larger than 2M . On the other hand, as we are using
the cubic string field theory action, N cannot become larger than 3M . So the possible
truncation levels are (M, 2M) ∼ (M, 3M). In the case of (2.68) which includes fields up
to level 2, we can obtain the potentials f (4)(T ), f (6)(T ) as functions of the fields φ, β1, v
by substituting (2.68) into (2.63), where the superscripts (4),(6) indicates the truncation
level. Though we do not repeat them here, the expressions for the potential both at
level (2,4) and at (2,6) are shown in [21]. The fact that ∂2c is not a conformal primary
field complicates the actual calculation. In the next section we will explicitly reproduce
the level (2,6) potential using another method. By extremizing f(T ) with respect to
these field variables, we find the value of the potential at T = T0. We show the results
in Table 2.2. In this table, the results obtained by truncating at other levels are also
level f(T0)
(0,0) −0.684
(2,4) −0.949
(2,6) −0.959
(4,8) −0.986
(4,12) −0.988
(6,12) −0.99514
(6,18) −0.99518
(8,16) −0.99777
(8,20) −0.99793
(10,20) −0.99912
Table 2.2: The minimum values of the potential at various truncation levels.
quoted. The explicit form of level (4,8) potential is given in [21], and the minimum values
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of the potential at various truncation levels up to (10,20) are found in [23]. And these
values are illustrated in Figure 2.8. These results suggest that the value of the potential
0 2 4 6 8 10
-1
-0.99
-0.98
-0.97
-0.96
-0.95
-0.94
Figure 2.8: The minimum values of the potential.
f(T ) at the extremum T = T0 converges rapidly to the conjectured one f(T0) = −1
as we increase the truncation level. It may be somewhat surprising that the level (2,4)
approximation, in which only three fields are included, gives about 95% of the expected
value. At T = 0, open string degrees of freedom are living on the original Dp-brane; at
the new vacuum T = T0, we believe that the Dp-brane completely disappears together
with open strings. Since such a brane annihilation process can be thought of as highly
non-perturbative, we could have expected that the higher level fields have great influence
on determination of T0. But the approximated results tells us that this expectation is
false. In fact, a few low lying modes dominate the solution T0. And it may be said
that the string field theory appropriately describes non-perturbative features of string
dynamics.
In the above sentences we used the word ‘extremum’ rather than ‘minimum’. This is
because the stationary point is actually not a minimum but a saddle point: String field
T (z) in (2.68) contains the component field β1. As remarked before, β1 kinetic term has
the wrong sign, which causes an unstable direction in the tachyon potential. Thus the
physical stability is not violated, as β1 is one of auxiliary fields.
Comparison of the results displayed in Table 2.2 reveals the fact that the precision of
the values of the tachyon potential at the stationary point is not greatly improved even
if we add higher level terms to the action while the level of the expansion of the string
field is kept fixed (i.e. (M,N)→ (M,N +n)). This can clearly be seen from Figure 2.8.
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Consequently, we consider that the most efficient approximations are obtained in the
level (M, 2M) truncation schemes.
By the way, in [21] the authors are saying that they used both the CFT correlator
method and Neumann function method to compute the three string vertices in the level
(4,8) approximation, and that the two methods gave the same results. This encourages
us to be sure of equivalence of these two approaches.
Though we are mainly focusing on the level truncation scheme in this chapter, here
we briefly refer to an approach to analytical construction of the nonperturbative vac-
uum [16]. The string field configuration |T0〉 representing the nonperturbative vacuum
was constructed as
|T0〉 = F (α)F˜ (b, c)|S〉, (2.69)
where |S〉 was given a closed form expression as a squeezed (or coherent) state, and the
form of a series FF˜ of creation operators was determined recursively. The nonperturba-
tive vacuum found in this way indeed seems to coincide with the one found in the level
truncation scheme.
In connection with the analytical expressions for the tachyon condensate, we also
note down the special (anomalous) symmetries that the 3-string vertex 〈V3| has. It was
pointed out in [17] that 〈V3| is invariant under a discrete Z4 transformation
b−n −→ −nc−n , c−n −→ 1
n
b−n, (2.70)
which can explicitly be seen from the expressions for the Neumann coefficients. After
that, it was shown [18] that this Z4 symmetry is actually a discrete subgroup of the
continuous U(1) symmetry
b−n(θ) = b−n cos θ − nc−n sin θ ≡ eθS1b−ne−θS1 ,
c−n(θ) = c−n cos θ +
1
n
b−n sin θ ≡ eθS1c−ne−θS1 , (2.71)
where S1 is the generator of this U(1) symmetry and is defined to be
S1 =
∞∑
n=1
(
1
n
b−nbn − nc−ncn
)
. (2.72)
Further, if we combine S1 with the ghost number generator
G =
∞∑
n=1
(c−nbn − b−ncn) (2.73)
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and another generator defined as a commutator of these two generators
S2 ≡ 1
2
[S1,G] =
∞∑
n=1
(
1
n
b−nbn + nc−ncn
)
, (2.74)
then the set {S1,S2,G} turns out to satisfy the algebra of SU(1, 1),
[S1,G] = 2S2 , [S2,G] = 2S1 and [S1,S2] = −2G.
The 3-string vertex 〈v3| is fully invariant under this SU(1, 1) transformation, where 〈v3|
differs from 〈V3| in that the contributions from the ghost zero modes c0, b0 have been
removed. Since we can show that SU(1, 1) non-singlet states need not acquire expectation
values, the string field can further be truncated to SU(1, 1) singlets in searching for the
closed string vacuum. Besides, it was pointed out in [19] that the 3-string vertex 〈V3|
still obeys some more identities and that the field expectation values obtained so far in
the level truncation scheme actually satisfies the identities approximately.
Though the above symmetries are applicable only to the specific vertex 〈V3|, by
exploiting these symmetries we can considerably reduce the number of independent co-
efficient fields appearing in the expansion of the string field. And if we could find an
infinite number of such constraints (symmetries) which relate the expectation values of
various fields so that only a finite number of fields could vary independently, then we
would obtain an exact solution for the nonperturbative vacuum.
2.8 Conservation Laws
In [15], an efficient computational scheme for evaluating the string field theory vertex was
developed. We show here the procedures involved in this method and also its application
to the calculation of level (2,6) tachyon potential. In this method we use Virasoro-Ward
identities to convert negatively moded (creation) Virasoro generators into linear combi-
nations of positively moded (annihilation) Virasoro generators, and use the commutation
relations to move the annihilation operators to the right. By repeating these procedures
any correlation function eventually reaches the 3-point function 〈c, c, c〉 of the primary
field c(z), which is easily computed.
We adopt the doubling trick, where holomorphic and antiholomorphic fields in the
upper half plane are combined into one holomorphic field defined in the whole complex
plane. One of the important ingredients here is the conformal transformation (1.14) of
the energy-momentum tensor with central charge c,(
∂z′
∂z
)2
T ′(z′) = T (z)− c
12
{z′, z}; (2.75)
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{z′, z} = 2∂
3
zz
′∂zz′ − 3∂2zz′∂2zz′
2∂zz′∂zz′
.
And we define a holomorphic vector field v(z), that is, v(z) transforms as a primary field
of weight −1 under a conformal transformation z → z′. v(z) is further required to be
holomorphic in the whole z-plane except at three points where the vertex operators are
inserted. In particular, v(z) must be nonsingular at infinity. Under the transformation
z′ = −1/z, v(z) transforms as v′(z′) = z−2v(z). Regularity of v′(z′) at z′ = 0 is equivalent
to nonsingularity of z−2v(z) at z = ∞, which demands that v(z) should be at most
quadratic in z.
Keeping the properties of T (z), v(z) in mind, consider the following correlator〈∮
C
v(z)T (z)dz f1 ◦ Φ(0)f2 ◦ Φ(0)f3 ◦ Φ(0)
〉
, (2.76)
where C is a contour which encircles the insertion points f1(0), f2(0), f3(0). Since there is
no singularity outside the contour, one can smoothly deform the contour to shrink around
the point at infinity. In this process we need to perform a conformal transformation
z′ = −1/z. But fortunately, the Schwarzian in (2.75) happens to vanish for such a
transformation. More generally, the same thing occurs for any SL(2,C) transformation
z′ =
az + b
cz + d
. This means that if we restrict the transformations to SL(2,C) ones, we
can tentatively regard T (z) as a true tensor field. Then the integrand transforms as a
weight 0 primary,
v(z)T (z)dz = v′(z′)T ′(z′)dz′ ; if z ≡ z′ mod SL(2,C). (2.77)
By deforming the contour, (2.76) vanishes identically thanks to (2.77) and regularity at
infinity. This can be rewritten using the 3-point vertex 〈V3| in (2.17) as
〈V3|
∮
C
v(z)T (z)dz|Φ〉1 ⊗ |Φ〉2 ⊗ |Φ〉3 = 0. (2.78)
In fact, it must be true that
〈V3|
∮
C
v(z)T (z)dz = 0, (2.79)
because vanishing of the left hand side of (2.78) does not depend on any properties of Φ
at all. Next we deform the contour C to three small circles Ci each of which encircles the
insertion point fi(0). At the same time, we perform the conformal transformation from
global coordinate z to local coordinate zi associated with three string world-sheets. Since
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the form of the transformation (2.25) with n = 3 is far from SL(2,C) transformation,
we cannot drop the Schwarzian term. So the equation (2.79) becomes
〈V3|
3∑
i=1
∮
Ci
dziv
(i)(zi)
(
T (zi)− c
12
{fi(zi), zi}
)
= 0, (2.80)
where we used (2.75). Three Schwarzians labeled by i = 1, 2, 3 give the same form
because f1(z), f2(z), f3(z) are related among each other through an SL(2,R) transfor-
mation S(z) =
z −√3
1 +
√
3z
and its inverse. They have the following expansion around the
insertion points zi = 0
{fi(zi), zi} = −10
9
+
20
9
z2i −
10
3
z4i +
40
9
z6i + · · · , i = 1, 2, 3. (2.81)
If we take the vector field to be v(z) =
z2 − 3
z
so that v(z) has zeros of order one at the
insertion points ±√3 of the 1st and 3rd string field vertex operators and a pole of order
one at the insertion point 0 of the 2nd vertex operator, then v(i)(zi)’s are given by
v(i)(zi) =
(
∂z
∂zi
)−1
v(z) with z = fi(zi) ; (2.82)
v(1)(z1) =
(
8
3
− 32
√
3
9
z1 +
248
27
z21 −
1664
√
3
243
z31
)−1
×
(
−16
√
3
3
z1 +
160
9
z21 −
1264
√
3
81
z31
)
×
(
−
√
3 +
8
3
z1 − 16
√
3
9
z21 +
248
81
z31
)−1
+O(z41)
= 2z1 +
20
3
√
3
z21 +
28
9
z31 +O(z41),
v(2)(z2) = − 27
4z2
− 4z2 + 19
36
z32 +O(z52),
v(3)(z3) = 2z3 − 20
3
√
3
z23 +
28
9
z33 +O(z43).
Substituting these expressions into (2.80) and using L(i)n =
∮
Ci
dzi
2πi
zn+1i T (zi), we obtain
the following conservation law
〈V3|L(2)−2 = 〈V3|
(
8
27
L0 +
80
81
√
3
L1 +
112
243
L2 + · · ·
)(1)
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+ 〈V3|
(
− 5
54
c− 16
27
L0 +
19
243
L2 + · · ·
)(2)
(2.83)
+ 〈V3|
(
8
27
L0 − 80
81
√
3
L1 +
112
243
L2 + · · ·
)(3)
.
In calculating level (2,6) potential, the second term in (2.67) gives rise to, for example,
the following coupling
〈V3|c(1)1 |0〉1 ⊗ Lm(2)−2 c(2)1 |0〉2 ⊗ c(3)1 |0〉3. (2.84)
Since L
m(2)
−2 directly touches 〈V3|, we can use (2.83) to exclude Lm(2)−2 though infinitely
many zero or positive modes enter. In this case, however, there is no other negatively
moded operator in (2.84), so only zero modes can contribute the nonvanishing values.
Then (2.84) becomes
〈V3|
(
8
27
(L
m(1)
0 + L
m(3)
0 )−
5
54
cm − 16
27
L
m(2)
0
)
c
(1)
1 c
(2)
1 c
(3)
1 |0〉3 ⊗ |0〉2 ⊗ |0〉1
= − 5
54
· 26K = −65
27
K, (2.85)
where we set
K ≡ 〈V3|c(1)1 c(2)1 c(3)1 |0〉3 ⊗ |0〉2 ⊗ |0〉1 =
(
3
√
3
4
)3
as calculated in (2.43), and used the fact that central charge of the matter Virasoro
algebra in critical bosonic string theory is cm = 26. Due to the cyclic symmetry, we can
do calculations in the same way when L−2 appears in the 1st or 3rd Hilbert space. And
by replacing v(z) = (z2 − 3)/z with (z2 − 3)z−k+1, we obtain similar conservation laws
for L
m(2)
−k . If we have the full collection of such conservation laws at hand, any excitation
in the matter part could be removed to arrive at K. But we must work out also the
ghost conservation laws so as to pull down the ghost excitations7.
In finding the Virasoro conservation law (2.83), the properties we used are
1. conformal transformation (2.75) of the energy-momentum tensor, and
2. the fact that the energy-momentum tensor has conformal weight 2.
7As explained in [15], in the pure ghost CFT the Fock space consisting of states of ghost number 1
obtained by acting with b, c oscillators on the tachyon state c1|0〉 agrees with the Verma module built
on the primary c1|0〉, that is, the space of states obtained as Virasoro descendants of c1|0〉. Though
we can dispense with the ghost conservation laws for this reason, we intentionally derive and use them
because at the ghost number 0 sector there are states which cannot be written as Virasoro descendants
of |0〉, and simply because we want to use the expressions like c−1|0〉 rather than Lg−2c1|0〉.
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Since other information such as OPEs with various fields is irrelevant, the conservation
laws for b ghost, whose weight is 2 as well, should be obtained by setting the central
charge c to zero and L(i)n → b(i)n in the Virasoro conservation laws. So much for b ghost.
c ghost is a primary field of weight −1. In this case, the previous ‘vector field v(z)’
has to be replaced with a holomorphic field φ(z) of weight 2. As before, the regularity
of φ(z) at infinity requires φ(z) ∼ O(z−4) for z → ∞. By inserting
∮
C
φ(z)c(z)dz into
the 3-point vertex just as in (2.76), we find
〈V3|
∮
C
φ(z)c(z)dz = 0. (2.86)
Since both φ(z) and c(z) are primary fields, we can carry out the conformal transforma-
tions to local coordinates without any additive term such as Schwarzian,
〈V3|
3∑
i=1
∮
Ci
φ(i)(zi)c(zi)dzi = 0. (2.87)
By the choice φ(z) = z−3(z2 − 3)−1, it turns out that the excitation c(2)−1|0〉2 in the 2nd
Hilbert space can be converted to c
(2)
1 |0〉2, resulting in K. To see this, expand φ(i)(zi)
around zi = 0 as
φ(1)(z1) =
4
27
1
z1
+O(1),
φ(2)(z2) = − 1
2z32
+
11
54
1
z2
+O(1), (2.88)
φ(3)(z3) =
4
27
1
z3
+O(1).
By expanding c(z) =
∑∞
n=−∞ cn/z
n−1 and picking up simple poles, we get
〈V3|
(
8
27
c
(1)
1 − c(2)−1 +
11
27
c
(2)
1 +
8
27
c
(3)
1 + · · ·
)
= 0. (2.89)
We are now ready to compute the level (2,6) truncated tachyon potential. First, we
treat the quadratic term. Level 2 truncated string field in the Feynman-Siegel gauge is
|T 〉 =
(
φc1 − β1c−1 + v√
13
Lm−2c1
)
|0〉. (2.90)
Corresponding bra state is found by BPZ conjugation:
〈T | = bpz(|T 〉) = 〈0|
(
φc−1 − β1c1 + v√
13
Lm2 c−1
)
. (2.91)
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And relevant part of the BRST operator is
QB = c0(L
m
0 − 1) + c0c−1b1 + (c0b−1 + 2c−1b0)c1. (2.92)
Quadratic terms become
〈T |QB|T 〉 = (−φ2 − β21)〈0|c−1c0c1|0〉+
v2
13
〈0|c−1c0c1[Lm2 , Lm−2]|0〉
= −φ2 − β21 + v2, (2.93)
where we used
{bn, cm} = δn+m,0,
[Lm0 , L
m
−2] = 2L
m
−2, (2.94)
[Lm2 , L
m
−2] = 4L
m
0 +
cm
2
= 4Lm0 + 13.
Then we turn to the cubic term. In the notation of operator formalism, cubic vertex
is written as
V3 ≡ 〈V3|T 〉1 ⊗ |T 〉2 ⊗ |T 〉3.
By substituting (2.90) and using the cyclicity, we find
V3 = 〈V3|
(
φ3c
(1)
1 c
(2)
1 c
(3)
1 − 3β1φ2c(1)1 c(2)−1c(3)1 +
3√
13
vφ2L
m(2)
−2 c
(1)
1 c
(2)
1 c
(3)
1
+3β21φc
(1)
1 c
(2)
−1c
(3)
−1 +
3
13
v2φL
m(2)
−2 L
m(3)
−2 c
(1)
1 c
(2)
1 c
(3)
1 −
3√
13
φβ1vL
m(3)
−2 c
(1)
1 c
(2)
−1c
(3)
1
− 3√
13
φβ1vL
m(1)
−2 c
(1)
1 c
(2)
−1c
(3)
1 − β31c(1)−1c(2)−1c(3)−1 +
v3
13
√
13
L
m(1)
−2 L
m(2)
−2 L
m(3)
−2 c
(1)
1 c
(2)
1 c
(3)
1
+
3√
13
β21vL
m(2)
−2 c
(1)
−1c
(2)
1 c
(3)
−1 −
3
13
β1v
2L
m(1)
−2 L
m(3)
−2 c
(1)
1 c
(2)
−1c
(3)
1
)
|0〉3 ⊗ |0〉2 ⊗ |0〉1
≡
11∑
I=1
VI3 . (2.95)
To give an example, we show the detailed calculation of the fifth term.
V53 =
3
13
v2φ〈V3|Lm(2)−2 Lm(3)−2 c(1)1 c(2)1 c(3)1 |0〉3 ⊗ |0〉2 ⊗ |0〉1
=
3
13
v2φ〈V3|
(
8
27
L
m(3)
0 +
112
243
L
m(3)
2 −
5
54
cm
)
L
m(3)
−2 c
(1)
1 c
(2)
1 c
(3)
1 |0〉3 ⊗ |0〉2 ⊗ |0〉1
=
3
13
v2φ〈V3|
(
8
27
· 2Lm(3)−2 +
112
243
(
4L
m(3)
0 +
cm
2
)
− 65
27
L
m(3)
−2
)
c
(1)
1 c
(2)
1 c
(3)
1 |0〉3 ⊗ |0〉2 ⊗ |0〉1
=
3
13
v2φ〈V3|
(
−49
27
(
− 5
54
26
)
+
112
243
× 13
)
c
(1)
1 c
(2)
1 c
(3)
1 |0〉3 ⊗ |0〉2 ⊗ |0〉1
=
3
13
7553
729
Kv2φ = 581
243
Kv2φ. (2.96)
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In the second line, we used the conservation law (2.83) for L
m(2)
−2 ; in the third line, the
commutation relations (2.94) were used; in the fourth line, we again used the conservation
law for L
m(3)
−2 . Other ten terms can be evaluated in similar fashions, the result being
V3 =
(
φ3 − 11
9
φ2β1 − 65
9
v√
13
φ2 +
19
81
β21φ
+
581
243
v2φ+
1430
243
v√
13
β1φ− 1
81
β31 −
1235
2187
v√
13
β21
−6391
6561
β1v
2 − 62853
19683
v3√
13
)
K.
We can now write down the final expression8 for the level (2,6) truncated tachyon po-
tential
f(T ) = 2π2α′3
(
1
2α′
〈T |QB|T 〉+ 1
3
V3
)
(2.97)
= 2π2α′3
(
− 1
2α′
φ2 +
33
√
3
26
φ3 − 1
2α′
β21 +
1
2α′
v2 − 11 · 3
√
3
26
φ2β1
− 5 · 3
√
39
26
φ2v +
19
√
3
3 · 26 φβ
2
1 +
581
√
3
32 · 26 φv
2 +
5 · 11√39
32 · 25 φβ1v
− 1
26
√
3
β31 −
5 · 19√39
26 · 34 vβ
2
1 −
6391
√
3
26 · 35 v
2β1 − 20951
√
39
26 · 35 · 13v
3
)
.
The simultaneous equations of motion derived from the potential f(T ) are solved by
T0 = (φ ≃ 0.544/α′, β1 ≃ −0.190/α′, v ≃ 0.202/α′),
and f(T0) ≃ −0.959, as advertised earlier.
We wrote down only the conservation laws (2.83),(2.89) which are needed to reproduce
the level (2,6) potential (2.97). In [15], Virasoro and ghost conservation laws including
operators of still higher modes as well as the current conservation laws are shown. These
conservation laws, together with the commutation relations, enables us to avoid finding
the complicated finite conformal transformations of non-primary fields or resorting to
the explicit form (2.17) of the vertex 〈V3|.
2.9 Physics of the New Vacuum
We begin by tidying up the terminology. The usual open string vacuum with one or
some Dp-branes, where all fields except for those describing the collective motion of the
8This result precisely agrees with those given in [21] and [15] if the fields in refs. are appropriately
rescaled.
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D-branes have vanishing expectation values, is called ‘perturbative vacuum’. In contrast,
the new vacuum found in the previous sections, where various fields develop nonzero
expectation values, is termed ‘nonperturbative vacuum’ for reasons discussed below, or
‘closed string vacuum’ because we believe that in this new vacuum the negative energy
contribution from the tachyon potential associated with the rolling down of the tachyon
field exactly cancels the positive energy density (tension) of the D-brane, resulting in
a true vacuum without any D-brane or open string. Here a problem can arise: On a
single bosonic D-brane, the tachyon field is in the adjoint representation and hence is
neutral under the U(1) gauge group. Since the gauge field would remain massless even if
the tachyon and other neutral scalar fields acquire nonzero vacuum expectation valules,
we na¨ıvely expect that the gauge field would continue to exist in the spectrum even
after the tachyon condenses. However, this situation can never be realized as long as
the D-brane annihilation accompanies the tachyon condensation because the open string
degrees of freedom, which include U(1) gauge field, are fully removed together with the
D-brane. If so, through what kind of mechanism does the U(1) gauge field disappear?
This is so-called ‘U(1) problem’ and discussed under the name of ‘Fate of U(1) gauge
field’ [6, 27, 34, 14, 28, 29, 86, 32]. Before meddling in this problem, let us investigate
the properties of the ‘closed string vacuum’ more closely.
2.9.1 Effective tachyon potential
First, we examine the structure of the effective tachyon potential. At level (0,0), the
tachyon potential f(φ) has already been given in (2.65),
f(φ) = 2π2α′3
(
− 1
2α′
φ2 + 2κφ3
)
, (2.98)
where κ ≡ 1
3!
(
3
√
3
4
)3
≃ 0.3659. It has a minimum at
φ0 =
(
4
3
√
3
)3
1
α′
≃ 0.456
α′
.
If we rescale the string field Φ back to goΦ, in which case a factor of go appears in the
coefficient of every cubic interaction term like (2.14), then the minimum occurs at φ0 ≃
0.456/α′go. This expression suggests the nonperturbative nature of the ‘closed string
vacuum’. Next, at level (2,4), the multiscalar potential can be obtained by dropping
9A factor 2 is inserted in front of κ in (2.98) to reconcile the definition of κ here with that of [25]
and [23].
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the last four terms in (2.97). Since the potential is quadratic both in β1 and in v, we
can eliminate these two fields by integrating them out exactly. The resulting effective
tachyon potential is, in the α′ = 1 unit, given by
feff(φ) =
6π2φ2
256
(
288 + 581
√
3φ
)2 (
432 + 786
√
3φ+ 97φ2
)2
×
(
−660451885056− 4510794645504
√
3φ
− 32068942626816φ2− 25455338339328
√
3φ3 + 27487773823968φ4
+ 54206857131636
√
3φ5 + 24845285906980φ6+ 764722504035
√
3φ7
)
.
Its minimum occurs at φ0 ≃ 0.541/α′, which has increased by about 20% compared to
the (0,0) case. The effective potential obtained at level (0,0) and (2,4) is indicated in
Figure 2.9. The depth of the potential is shown in Table 2.2 and it is approaching the
-0.2 0 0.2 0.4 0.6 0.8 1
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2
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V
Figure 2.9: Effective tachyon potential at level (0,0) (dashed line) and at level (2,4) (solid
line).
conjectured value feff(φ0) = −1. The vacuum expectation values of β1 and v could also
be obtained by substituting the value of φ0 to the equations of motion derived from
the level 4 truncated multiscalar potential and solving for β1 and v, though we do not
try it. Beyond level (2,4), fields other than the tachyon are no longer quadratic, so we
cannot analytically proceed. Instead, we take the following numerical approach. In the
case of level (2,6), the fields involved are φ, β1, v, and the potential (2.97) includes cubic
interactions among them. Firstly, derive the equation of motion with respect to β1. It
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becomes a quadratic equation for β1, concretely given by
β21 +
(
26√
3α′
− 38
3
φ+
190
√
13
34
v
)
β1
+
(
33φ2 − 110
√
13
9
φv +
6391
35
v2
)
= 0. (2.99)
Solving (2.99) for β1 and substituting it into the equation of motion with respect to v,
we get an equation containing v and φ. This equation can numerically be solved for
v if φ is given a numerical value φ∗. We denote it by v∗. Then β1∗ is also given by
solving the quadratic equation (2.99) for φ = φ∗, v = v∗. By plugging these values into
the multiscalar potential f(T ) = f(φ, β1, v), we obtain one particular value feff(φ∗) ≡
f(φ∗, β1∗, v∗) of the effective tachyon potential at φ = φ∗. When we have repeated
these procedures for various values of φ∗, we can grasp the entire picture of the effective
tachyon potential feff(φ)
10. The whole process given above is extended to the higher level
case. Suppose that the (M,N) truncated multiscalar potential includes n kinds of scalar
fields. Then we can write down (n − 1) simultaneous quadratic equations of motion by
differentiating the multiscalar potential with respect to each of (n− 1) fields other than
the tachyon. For a given value of φ = φ∗, (n− 1) simultaneous equations of motion can
be solved to give ψi = ψi∗ (2 ≤ i ≤ n, with ψi representing the scalar fields involved in
the truncated system). The value of the effective potential at φ = φ∗ is defined to be
feff(φ∗) = f(φ∗, ψi∗).
But we must be careful in solving equations of motion. Since they are quadratic equa-
tions, each equation gives two solutions due to the branch of the square root. Generically,
there are 2n−1 possible solutions in case of n scalar fields, but we cannot regard all of
them as appropriate ones. The most reliable choice is that φ∗ = 0 gives ψi∗ = 0 for all i,
i.e. we should choose the branch which contains the perturbative vacuum in its profile.
But it is interesting to see the branch structure in detail at level (2,6). As (2,6) potential
includes β1, v in addition to φ, four branches can arise. However, the fourth branch
behaves too strangely to be trustworthy, so we exclude it. The remaining three branches
are drawn roughly in Figure 2.1011. The branch named ‘branch 1’ corresponds to the
one indicated in Figure 2.9 and actually contains both the perturbative vacuum and the
nonperturbative vacuum. The reason why these branches terminate at some points is
clear if we recall the origin of the branch structure: It originates from the square root
10The resulting (2,6) effective potential has changed from the (2,4) potential only just a little.
11Since this is really a rough sketch, see [25, 23] for precise shapes.
56
0-0.1
0
(2,6)
(6,18)
branch 1
branch 2
branch 3
10
α φ’
Figure 2.10: Structure of the effective tachyon potential.
branches of the quadratic equations. The number of real solutions to a quadratic equa-
tion ax2 + bx + c = 0 depends on the sign of its discriminant b2 − 4ac. In the region
where the effective potential seems to be a two-valued function of φ, discriminant is pos-
itive and two real solutions exist. At the point where two branches meet, discriminant
vanishes and two solutions coincide. Even if we try to extend the branch beyond that
point, no real solutions exist and we fail to do so. The existence of a critical point even
on the branch 1 indicates that the power series expansion
feff(φ) = 2π
2α′3
∞∑
n=2
cnκ
n−2φn = 2π2α′3
(
− 1
2α′
φ2 + 2κφ3 + · · ·
)
(2.100)
of the effective potential around the perturbative vacuum φ = 0 has a finite radius of
convergence. At level (2,6) the critical point is reported to appear at φ ≃ −0.17/α′ [25]12.
In [23], the authors pursued the movement of the critical point when higher level fields are
taken into account, up to level (10,20). They found that the radius of convergence (the
absolute value of φ at the critical point) is monotonically decreasing as the truncation
level is increased, and is likely to converge to a finite value
rc = −φcrit ≃ 0.125
α′
(2.101)
12Notice that we set g = 2 in [25] for comparison with our results.
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in the limiting theory (i.e. full string field theory with no level truncation approxima-
tion). Accordingly, the perturbative expansion (2.100) of the effective potential is valid
only within the radius of convergence (2.101). We then conclude that the closed string
vacuum is quite nonperturbative because the expectation value of the tachyon at that
vacuum is φ0 ≃ 0.54/α′13 at level (2,6), which is well outside the radius of convergence.
Hence the closed string vacuum is also called ‘nonperturbative vacuum’, although it is
located at the opposite side of the singularity (φcrit < 0) as to the origin.
Beyond level (2,6), though many branches begin to appear, we focus only on three
of them which correspond to the ones we encountered at level (2,6). In Figure 2.10, the
branches found at level (6,18) truncation is illustrated as well. The branch 1 has scarecely
changed its shape, which encourages us to expect that the branch 1 has converged to the
true profile quite rapidly. In contrast, the branch 2 and 3 shifted substantially, though
the qualitative behavior remains the same. In [23] the branch structures at level (2,6),
(4,12), (6,18) are shown, which suggest that the branch 2,3 are not sufficiently described
by low-lying fields only. In any case, we are not very interested in the details of the
branch 2,3 in searching for vacua because we know that the physically interpretable two
vacua (perturbative vacuum with a D-brane and closed string vacuum) are located on
the branch 1.
Returning to the problem of the critical point on the branch 1, it is significant to
understand the physical meaning of the critical point and the physics beyond that point.
The singularity at φcrit may be related to the problem of the instability toward φ→ −∞
(it is clear from the level 0 truncated potential (2.98)). If the range of definition of the
effective tachyon potential were indeed restricted to some finite region, the nonpertur-
bative vacuum could become the global minimum without any instability.
2.9.2 Small fluctuations around the nonperturbative vacuum
After we saw the static structure of the effective tachyon potential, we now examine
the fluctuations around the nonperturbative vacuum. Then we determine the physical
excitations there.
If the conjecture that the D-brane disappears after tachyon condensation is true, there
should be no physical excitations of open string degrees of freedom at the nonperturbative
vacuum. In fact, such a vacuum was constructed in [26], though it does not directly
correspond to the ‘closed string vacuum’ considered here. In the purely cubic formulation
of Witten’s bosonic string field theory, the way of constructing a class of exact solutions
13According to [23], the vacuum expectation value φ0 ≃ 0.55/α′ persists at least up to level (10,20).
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to equation of motion was invented in [26]. By taking one particular solution14 Φ0 = QLI
and expanding the string field Φ about this solution as Φ = Φ0+A, we get the linearized
equation of motion QA = 0. If Q is appropriately chosen, QA = 0 implies A = 0. That
is to say, there are no physical excitations (defined to be the ones satisfying QA = 0)
at all around the solution Φ0 = QLI. Though this solution is different from the closed
string vacuum, we could anyway obtain an example of a vacuum around which there are
no physical excitations.
Then let’s investigate the fluctuations about the closed string vacuum, which is of
most interest to us. First we deal with level (1,2) truncated action (2.46) at zero mo-
mentum,
S(1,2) = −Vd
g2o
U(φ,Aµ);
U(φ,Aµ) = − 1
2α′
φ2 + 2κφ3 +
3
√
3
4
φAµA
µ, (2.102)
where κ is defined to be
1
3!
(
3
√
3
4
)3
as earlier. In this level of approximation, φ has
vacuum expectation value φ0 = 1/6κα
′ ≃ 0.456/α′ at the nonperturbative vacuum. By
shifting φ = φ0 + φ
′, the potential U becomes
U(φ′, Aµ) = − 2
11
310α′3
+
1
2α′
φ′2 + 2κφ′3 +
16
27α′
AµA
µ +
3
√
3
4
φ′AµAµ. (2.103)
The first term is a constant which determines the depth of the potential. The second,
third and fifth terms inherit those in (2.102), but notice that the sign of φ′2 term has
been reversed: The tachyon field on the original D-brane (perturbative vacuum) is no
longer tachyonic around the nonperturbative vacuum. This partly shows the stability of
the nonperturbative vacuum. And the fourth term looks like a mass term for the vector
field Aµ: During the process of tachyon condensation, mass of the (originally massless)
vector field has spontaneously been generated! The value of mass2 is
m2
2
=
16
27α′
≃ 0.59
α′
.
Analyses focusing on the mass of the vector field are done using level truncation method
in [38]. In addition to the even level scalars considered so far, we should incorporate odd
level vectors since they can mix with Aµ (level 1). For the multiple vectors, we can take
14We do not explain the meaning of the symbols; see [26] for detail. But we note that Q is an operator
which has some common properties with the BRST charge.
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two ways of analyzing mass of Aµ. One is to examine the smallest eigenvalue of mass
matrix of the form
∑
m,nMmnη
(m)
µ η
(n)µ, where η(m)µ is the m-th vector field, in particular
η(1)µ = Aµ. The other is to derive the effective action for the tachyon φ and the ‘massless’
vector Aµ of the form
Sφ,A = −Vp
g2o
(
U(φ) +G(φ)AµA
µ +O(A4)
)
. (2.104)
Then G(φ0) (φ0 satisfies U
′(φ0) = 0) is regarded as half of the mass squared of the
vector field Aµ. The results of both approaches are given in [38] up to level (9,10,20)
truncation, which means that we keep vectors up to and including level 9, scalars level
10 and interaction terms in the action up to and including level 20. These results suggest
that the smallest eigenvalue of mass matrix seems to converge to a value in the vicinity
of 0.59, while the value of G(φ0) appears to approach a value near 0.62. Both results
are consistently saying that the originally massless vector field Aµ has acquired nonzero
mass after tachyon has condensed, whose value is approximately m2/2 ≃ 0.6.
Though the above results seem to mean that the vector mass is spontaneously gener-
ated during the condensation process, in the ordinary gauge theory the gauge invariance
prohibits the mass terms of gauge fields from showing up. Does the spontaneous mass
generation mean the breakdown of the gauge field theory description of the system as
the tachyon condenses? To find a clue to the solution of this problem, consider the string
field theory action expanded around the perturbative vacuum,
S = −Vp
g2o
(
−1
2
φ2 + 2κφ3 +
3
√
3
4
φAµA
µ + . . .
)
. (2.105)
This action is not invariant under the standard gauge transformation{
δφ = 0,
δAµ = ∂µΛ,
(2.106)
even if the scalar φ has a vanishing expectation value. Instead, it is invariant under the
‘BRST’ transformation {
δφ = 3
√
3
2
Aµ∂µΛ + . . . ,
δAµ = ∂µΛ + . . . ,
(2.107)
at least for the first few terms including only φ and Aµ. Even though we integrate
out all massive fields to get the effective action S(φ,Aµ) for φ and Aµ, it would be
invariant not under (2.106), but under (2.107) with some modifications in higher order
terms. That is, the ‘component’ fields φ and Aµ of the string field do not have ‘gauge’
symmetry of the form (2.106). This is in fact quite natural because the string field
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theory action is constructed in such a way that it should be invariant under the gauge
transformation (2.13)
δΦ = QBΛ + (Φ ∗ Λ− Λ ∗ Φ).
In the component form, it certainly gives nonlinear transformation law to each component
field, never of the form (2.106). To relate the component fields φ,Aµ to the ‘conventional’
fields which have a symmetry (2.106) and live on the D-brane world-volume, some kind
of field redefinition is needed [39]. Hence the mass generation of the ‘component gauge
field’ does not necessarily mean that of the ‘conventionally defined’ gauge field. Actually,
if we carry out the following field redefinition
φ = φ+
3
√
3
4
AµA
µ
+ · · · , (2.108)
Aµ = Aµ + · · · ,
then the resulting action does not contain the cubic coupling term of the form φAA.
As a result, the mass term for the gauge field Aµ would not be generated even after
φ develops a nonzero expectation value. If this is the case, it seems to contradict the
previous result which insists that all vectors become massive, but notice that the field
redefinition (2.108) is defined only perturbatively. Considering that the closed string
vacuum is highly nonperturbative, this redefinition may become invalid outside the radius
of convergence and the vector field might really acquire nonzero mass. In such a case,
the D-brane system could no longer be described by any low energy effective gauge
field theory after tachyon condenses, although we are usually assuming that a certain
gauge theory can give a sufficiently good picture of the D-brane. We cannot answer
which is correct to our present knowledge, because we need to understand directly the
nonperturbative behavior of the fields for that purpose. Like this, zero momentum
analyses present difficult problems, but we cannot finish the story without examining
the kinetic term. If the kinetic term of a massive field vanishes at the nonperturbative
vacuum, its mass effectively grows to infinity and the field decouples from the spectrum
there. This decoupling mechanism nicely fits the conjecture of annihilation of the D-
brane. In fact, in [14] the standard (i.e. two derivatives) kinetic term of the gauge
field is shown to be absent at the nonperturbative vacuum, as long as the conjecture
f(T0) = −1 is true. Its outline is as follows. Under this assumption, one can show
that the value of the potential at T = T0 is independent of the classical background of
the massless fields on the original D-brane (T = 0), if it is a classical solution to the
equations of motion at T = 0. Applying it to the gauge field Aµ, since a constant Fµν
is a solution of the equation of motion, the action (∝ f(T )) should have no dependence
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on constant Fµν at T = T0. This means that the action does not contain the standard
kinetic term −1
4
FµνF
µν at the nonperturbative vacuum. Though this argument leaves
the possibility that the action does depend on the terms which include derivatives of Fµν ,
it is conjectured that the effective action is altogether independent of the gauge field at
the nonperturbative vacuum. Moreover, the authors of [40] obtained numerical supports
for the expectation that the BRST invariant (physical) linear combination of the scalar
fields φ, β1, v up to level 2 loses its kinetic term at the nonperturbative vacuum in the level
truncation scheme, where the ‘kinetic term’ means the one which is quadratic in fields
and contains at least one derivative, and they carried out the analysis using the derivative
expansion up to four derivatives. In the following, however, instead of expanding the
exponential of derivatives, we shall deal with the action keeping the derivative terms
fully [25].
Here we will focus on the quadratic forms in the action whose zeroes represent the
mass2 of the states. If we had a closed form expression Φ0 for the nonperturbative
vacuum, we could examine the small fluctuations around it by shifting the string field
as Φ = Φ0 + Φ˜. But since we have found no such exact solutions up to now, we are
compelled to analyze them in the level truncation approximation scheme. The quadratic
part of the level (1,2) truncated action can be obtained from (2.46) and becomes
Squad(1,2) =
1
g2o
∫
ddx
(
−1
2
∂µφ
′∂µφ′ +
1
2α′
φ′2 − 1
α′
φ˜′2
− 1
2
∂µAν∂
µAν − 2
4
33α′
A˜µA˜
µ − 2
3
33
∂µA˜ν∂
νA˜µ
)
. (2.109)
From now on, we drop the prime on φ′, understanding that ‘φ’ represents a fluctua-
tion about the nonperturbative vacuum. The zeroes of the quadratic form for φ in the
momentum space are determined by
− 1
2
pµp
µ +
1
2α′
− 1
α′
exp
(
2α′ ln
4
3
√
3
pµp
µ
)
= 0. (2.110)
Setting pµp
µ = −m2, it turns out that the left hand side of (2.110) is negative-definite for
all real values of m2. Therefore we found that the propagator of the field φ does not have
any physical pole at the nonperturbative vacuum! It is rather surprising because if it were
not for the exponential factor in (2.110), the equation would have a solution m2 = +1/α′,
which is already mentioned around the eq.(2.103). In a similar way, quadratic forms for
Aµ are
− 1
2
p2 − 2
4
33α′
exp
(
2α′ ln
4
3
√
3
p2
)
= 0 (transverse ATµ ), (2.111)
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−1
2
p2 −
(
24
33α′
+
23p2
33
)
exp
(
2α′ ln
4
3
√
3
p2
)
= 0 (longitudinal AL),
where
ATµ = Aµ −
∂µ∂
νAν
∂2
, ALµ =
∂µ∂
νAν
∂2
, AL =
∂µAµ√
| − ∂2|
so that Aµ = A
T
µ + A
L
µ , ∂µA
Tµ = 0 , ∂µA
Lµ = ∂µA
µ. For ATµ , since there is no real pole
again, the transverse vector field is not physical. On the other hand, the scalar field AL
has a pole at m2 = −p2 = 1/α′. Though we have found a pole for AL propagator, it
does not immediately mean the appearance of a physical state because it may be null.
In any case, these results revealed that the states associated with φ and ATµ have been
removed from the physical spectrum at the nonperturbative vacuum. Thus, the number
of physical states at the nonperturbative vacuum is clearly smaller than that at the
perturbative vacuum, though it does not prove the conjecture that there are no physical
excitations at all at the nonperturbative vacuum.
At level (2,4), the fields Bµν , Bµ, β1 are newly added. By decomposing the tensor and
vectors into transverse and longitudinal components as in (2.111), we obtain
2-tensor bTTµν
vector ATµ ;B
T
µ , b
TL
µ
scalar AL;φ,BL, B, bLL, β1,
(2.112)
where bµν and B are traceless and trace part of Bµν respectively. At this level, the
quadratic form for bTTµν never vanishes, so that the transverse tensor has no physical
excitation. The pole for AL slightly changes the position from m2 = 1/α′ found at level
(1,2) to m2 ≃ 1.37/α′. Since the vectors BTµ and bTLµ mix with each other in the action,
their quadratic form becomes a 2× 2 matrix. Its inverse exhibits a pole at m2 ≃ 2.1/α′.
In a similar way, the scalars φ,BL, B, bLL, β1 mix and their quadratic form matrix has
three zeroes at
m2 ≃ 1.3/α′ , 2.1/α′ , 15.8/α′,
where the last value may be too large to be trusted. For the explicit expressions of the
quadratic forms stated above, see [25]. Lastly, ATµ quadratic form is given by
−1
2
p2 − 3
7/2
26
exp
(
2α′ ln
4
3
√
3
p2
){
24
32
φ0 − 2
4 · 11
35
(β1)0 − 2
4
35
√
13
(72 − 24α′p2)(B)0
}
,
which has a zero at m2 = −p2 = 16.8/α′. The pole for ATµ has appeared at level (2,4),
though it was not present at level (1,2). But it is not clear whether or not it gives rise
to a physical state. Concerning this vector pole, the analysis was extended to level (4,8)
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in [39], in which the mixing among ATµ and vector fields V
iT
µ at level 3 was taken into
account. At level (3,6), it was shown that there exists at least one zero by using the
continuity of the effective quadratic form for ATµ obtained by eliminating V
i
µ’s. However,
since this argument is not valid at level (4,8), it is not yet solved whether the pole persists
after including higher level terms.
So far, we have considered the spectrum of the low-lying fields at the nonperturbative
vacuum. Although we could not show that there are no physical excitations at all at
the nonperturbative vacuum, we saw that the number of physical states considerably
decreased as compared with that at the perturbative vacuum. And we have found that
the exponential factor exp
(
α′ ln
4
3
√
3
p2
)
, which originates ultimately from the structure
of the cubic string vertex, does have the significant effect on the determination of the
spectrum at the nonperturbative vacuum in the cubic string field theory. Let us see
physical aspects of this factor.
Around the perturbative vacuum, all fields in the cubic interaction terms are accom-
panied by exp
(
−α′ ln 4
3
√
3
∂2
)
. This implies that we can define the effective open string
coupling as
geffo (p) = exp
(
3α′ ln
4
3
√
3
p2
)
go (2.113)
in momentum space. As a result, the effective coupling runs even at the tree-level. Since
ln(4/3
√
3) ≃ −0.26 < 0, the effective coupling exponentially falls off as p2 → +∞.
Consequently, the cubic string field theory is asymptotically free at the tree-level. In
fact, any string theory should have such tree-level asymptotic freedom15 for the following
reason: The factor exp
(
−α′ ln 4
3
√
3
∂2
)
, which contains an infinite number of derivatives,
smears the interactions at short distance and hence is indicative of the extended nature of
the string. Such an effect should correspond to the ultraviolet cut-off of the string theory.
Thus, the large space-like momentum p2 → +∞ provides good short distance behavior
to the theory. On the other hand, large time-like momentum invalidates the perturbation
theory. In level (M,N) truncation, we keep only fields of level ≤ M . Since the level M
on-shell field has mass m2 = −p2 = (M − 1)/α′ at the perturbative vacuum, the states
with mass beyond this truncation scale cannot be reliably treated in the perturbation
theory. In the previous analyses, we found several poles around m2 ∼ 15/α′ at level
(2,4), but these are questionable in the above sense.
Finally, we discuss the stability of the nonperturbative vacuum. As remarked before,
15In favor of this argument, it seems that the similar exponential factor also appears in the calculations
of boundary string field theory [41].
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the existence of ‘auxiliary’ fields, whose kinetic terms have the wrong sign, gives rise
to unstable directions in the potential, even if they all have positive mass squared.
Actually, the stationary point corresponding to the nonperturbative vacuum is a saddle
point. Nonetheless, we think of it as perturbatively stable if there exist no tachyonic
modes around that point. Considering that the presence of the open string tachyon at the
perturbative vacuum signals the instability of the bosonic D-branes, this criterion will be
valid. Since every pole we have found in the above analysis is located at p2 = −m2 < 0,
the nonperturbative vacuum is considered to be stable at this level of approximation.
Though we found the nonperturbative vacuum to be perturbatively stable, it may be
unstable against the quantum mechanical tunnelling effect. This problem is very difficult
to answer, so we can give no clear conclusions. Generically, it is hard for a system with
many degrees of freedom to tunnel. In the string field theory, degrees of freedom involved
in the system are an infinite number of particle fields, each of which has infinite degrees
of freedom. Since the system has an enormous amount of degrees of freedom, we think
that the tunnelling seldom occurs.
2.9.3 Cubic string field theory around the closed string vacuum
Thus far, we have attempted to show that there are no physical excitations of open string
modes at the closed string vacuum in the following way: Expanding the string field Φ
around the closed string vacuum solution Φ0 as Φ = Φ0+Φ˜, we examine the spectrum of
the fluctuation field Φ˜. Instead of doing so, it was proposed that starting by guessing the
string field theory action around the closed string vacuum, which manifestly implement
the absence of open string excitations and is gauge invariant, we try to construct the
original D-brane as well as lump solutions representing lower dimensional D-branes [42].
We begin by the following cubic string field theory action on a Dp-brane
S(Φ) = −Vp+1τp − 1
g2o
[
1
2α′
∫
Φ ∗QBΦ+ 1
3
∫
Φ ∗ Φ ∗ Φ
]
, (2.114)
where we think of the string field configuration Φ = 0 as representing the original Dp-
brane. The D-brane mass term −Vp+1τp have been added so that the closed string
vacuum Φ = Φ0 have vanishing energy density if f(Φ0) = −1 (2.64) is true. As we have
seen before, this action has gauge invariance under
δΦ = QBΛ + Φ ∗ Λ− Λ ∗ Φ
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because of the axioms
nilpotence Q2B = 0,
odd derivation QB(A ∗B) = (QBA) ∗B + (−1)AA ∗ (QBB),
partial integrability
∫
QB(. . .) = 0,∫
A ∗B = (−1)AB ∫ B ∗ A,
(2.115)
and the associativity of the ∗-product. Shifting the string field by the closed string
vacuum solution Φ0 as Φ = Φ0 + Φ˜, the action is rewritten as
S(Φ0 + Φ˜) = −Vp+1τp − 1
g2o
[
1
2α′
∫
Φ0 ∗QBΦ0 + 1
3
∫
Φ0 ∗ Φ0 ∗ Φ0
+
∫
Φ˜ ∗
(
1
α′
QBΦ0 + Φ0 ∗ Φ0
)
(2.116)
+
1
2
∫
Φ˜ ∗
(
1
α′
QBΦ˜ + Φ˜ ∗ Φ0 + Φ0 ∗ Φ˜
)
+
1
3
∫
Φ˜ ∗ Φ˜ ∗ Φ˜
]
.
Since Φ0 is a solution to the string field equation of motion from (2.114)
1
α′
QBΦ+ Φ ∗ Φ = 0,
the second line vanishes. And the first line also vanishes due to the brane annihilation
conjecture S(Φ0) = 0. Hence by defining the new ‘BRST-like’ operator Q to be
1
α′
QΦ˜ =
1
α′
QBΦ˜ + Φ0 ∗ Φ˜ + Φ˜ ∗ Φ0 (2.117)
the action is written as
S(Φ0 + Φ˜) ≡ S0(Φ˜) = − 1
g2o
[
1
2α′
∫
Φ˜ ∗QΦ˜ + 1
3
∫
Φ˜ ∗ Φ˜ ∗ Φ˜
]
. (2.118)
Moreover, if we perform a field redefinition
Φ˜ = eKΨ
with K satisfying the properties
#gh(K) = 0 (Grassmann even),
K(A ∗B) = (KA) ∗B + A ∗ (KB), (〈V3|(K(1) +K(2) +K(3)) = 0),∫
KA ∗B = −
∫
A ∗KB,
then we have
S0(e
KΨ) ≡ S1(Ψ) = − 1
g2o
[
1
2α′
∫
Ψ ∗ QΨ+ 1
3
∫
Ψ ∗Ψ ∗Ψ
]
, (2.119)
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where Q = e−KQeK . Since the new operator Q satisfies the axioms (2.115) with QB
replaced by Q, the action S1(Ψ) is invariant under the gauge transformation
δΨ = QΛ + Ψ ∗ Λ− Λ ∗Ψ.
Noting that the configuration Ψ = 0 corresponds to the closed string vacuum, the ‘BRST’
operator Q governs the open string dynamics there. To agree with the expectation that
there are no open string excitations around the closed string vacuum,
Q must have vanishing cohomology.
In addition, since the closed string vacuum created after tachyon condensation should
contain no information about the original D-brane before condensation, Q must be uni-
versal in the sense that Q is independent of the details of the boundary CFT describing
the original D-brane. This condition is satisfied if Q is constructed purely from ghost
operators. As examples of Q which satisfy the above conditions, we consider the opera-
tors
Cn = cn + (−1)nc−n , n = 0, 1, 2, · · · . (2.120)
In fact, each of these operators has zero cohomology: Take a state |ψ〉 which is annihilated
by Cn, i.e. Cn|ψ〉 = 0. Since Bn = 12(b−n + (−1)nbn) obeys {Cn,Bn} = 1, |ψ〉 is always
expressed as
|ψ〉 = {Cn,Bn}|ψ〉 = Cn(Bn|ψ〉),
which is Cn-exact. More generally, we find
Q =
∞∑
n=0
anCn (2.121)
with an’s constant to satisfy the required properties
(1) the algebraic structure (2.115) (QB replaced by Q)
which guarantees the gauge invariance,
(2) vanishing cohomology,
(3) universality (not including any matter sector).
(2.122)
If we had a closed form expression for Φ0, we would be able to construct the operator Q
and see whether Q satisfies the properties (2.122). However, since we have not yet suc-
ceeded in obtaining such a solution Φ0, we assume that the kinetic operator Q obtained
as a result of shifting and redefining the string field as in (2.119) from the standard BRST
operator QB satisfies the requirements (2.122). In particular, it is important in what
follows to note that Q does not involve any matter operator. We will then justify the
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above postulate by showing the existence of suitable lump solutions representing lower
dimensional D-branes.
We now fix the gauge by some condition which also does not contain any matter
operator. Then, since both the interaction vertex and the propagator factorize into the
matter sector and the ghost sector, so do general N -point amplitudes. The generating
functional of the connected n-tachyon Green’s functions takes the form
W [J ] =
∞∑
n=2
1
n!
∫
dp+1k1 · · ·dp+1kn J(k1) · · ·J(kn) G(n)(k1, · · · , kn)δ
(
n∑
i=1
ki
)
, (2.123)
where J(k) is the current coupled to the tachyon field φ(−k). G(n)(k1, · · · , kn)δ(∑ ki)
is the n-tachyon connected off-shell amplitude and is given by summing over the string
Feynman diagrams. If we were considering the cubic string field theory with the conven-
tional BRST operator QB, we would have the propagator
(c0L
m
0 )
−1 = b0
∫ ∞
0
dt e−tL
m
0 ,
which is interpreted as the integration over the propagation length t of the intermediate
strip constructing the connected world-sheet. In the present case of Q consisting purely
of ghost operators, however, such strips shrink to zero length so that we are left with the
world-sheet conformally equivalent to a unit disk divided into n wedges of angle 2π/n,
each of which corresponds to the open string world-sheet with a tachyon vertex operator
inserted, with some ghost insertions. This situation is illustrated in Figure 2.11. As
3
2
1
n
ghost insertions
Figure 2.11: n-point amplitude with purely ghost propagator.
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the propagator collapses, the diagram necessarily looks like tree-level. Aside from the
ghost insertions, this gluing prescription of n half-disks formally coincides with that of
the n-string vertex
∫
Φ ∗ · · · ∗ Φ defined in (2.25). So we have
G(n)(k1, · · · , kn)δ
(
n∑
i=1
ki
)
= Cn〈g(n)1 ◦ Tk1(0) · · · g(n)n ◦ Tkn(0)〉matter, (2.124)
where Tk(z) = e
ikX(z) is the matter part of the tachyon vertex operator and Cn is the
contribution from the ghost sector which is regarded as a constant. Evaluating the
matter sector correlator, we can completely determine the momentum dependence of the
n-point amplitude as
G(n)(k1, · · · , kn) = Cn exp
(ln 4
n
) n∑
i=1
α′k2i +
n∑
i.j=1
i6=j
α′ki · kj ln
(
2 sin
π
n
|i− j|
) n ≥ 3,
and G(2) is momentum independent. To obtain explicit values for Cn’s, we must specify
the precise form of the propagator, or equivalently, of Q. We do not try it here.
We then get the tachyon effective action by Legendre-transforming W [J ]. First, we
define the classical field ϕ to be
ϕ(q) ≡ φc[q, J ] = δW [J ]
δJ(−q) , (2.125)
namely, ϕ is the expectation value of the tachyon field φ in the presence of the background
source J(k). The effective action Γ[ϕ] is defined as a functional of the classical field ϕ
via the Legendre transformation by
Γ[ϕ] ≡
∫
dp+1k J(k)ϕ(−k)−W [J ]. (2.126)
As is well known from the particle field theory, the effective action Γ[ϕ] is obtained
by summing over the one-particle irreducible diagrams and coincides with the classical
action S[ϕ] at the tree-level (in this case, ‘tree-level’ corresponds to dropping more than
three-point contact-type interaction vertices as in Figure 2.11). By definition of Γ[ϕ],
differentiating with respect to ϕ(k) gives
J(−k) = δΓ[ϕ]
δϕ(k)
. (2.127)
What we really want to know is the expectation value of the tachyon field φ in the absence
of the external source: J = 0. Then, the effective action is stationary, δΓ/δϕ|J=0 = 0.
And the expectation value is given by
ϕ(q) = φc[q, J = 0] =
δW
δJ(−q)
∣∣∣∣
J=0
, (2.128)
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which is the usual 1-point function of φ.
Now let us seek a translationally invariant (constant) solution which is to represent the
original Dp-brane. For this purpose, we take the external current to be a delta function
in the momentum space, J(k) = uδ(k). The solution ϕ(q) is obtained from (2.128) and
(2.123) as
ϕ(q) = φc[q, uδ(k)→ 0]
=
∞∑
n=2
1
(n− 1)!
∫
dp+1k1 · · · dp+1kn−1uδ(k1) · · ·uδ(kn−1)
×G(n)(k1, · · · , kn−1,−q)δp+1
(
−q +
n−1∑
i=1
ki
) ∣∣∣∣
u=0
=
∞∑
n=1
un
n!
Cn+1
∣∣∣∣
u=0
δp+1(−q) ≡ F (u)
∣∣∣
u=0
δp+1(q), (2.129)
where we used G(n)(0, · · · , 0) = Cn. Since F (u) starts, however, with a linear power in u,
it na¨ıvely seems that F (u = 0) and hence the constant solution ϕ|J=0 vanish. To find a
clue to solve this problem, let us consider the level (0,0) truncated effective action with
Q = c0 at the tree-level. For Ψ = ϕc1|0〉 with ϕ constant, the action becomes
Γ(ϕ) = − 1
g2o
(
1
2α′
ϕ2 + 2κϕ3
)
.
Substituting it into (2.127), we find
−g2oJ =
1
α′
ϕ+ 6κϕ2.
From this equation, we get the 1-point expectation value ϕ of the tachyon field φ under
the influence of the external field J as
ϕ = − 1
12κα′
(
1±
√
1− (24κα′2g2o)J
)
. (2.130)
Clearly, ϕ has a square root branch point in the complex J plane at J = 1/24κα′2g2o ≡ J0
as illustrated in Figure 2.12. Suppose that we initially choose the − sign in front of the
square root so that ϕ|J=0 = 0. But by letting J move around the branch point J0 as
J(θ) = J0(1− eiθ) from θ = 0 to θ = 2π, ϕ becomes
ϕ(θ) = − 1
12κα′
(1− eiθ/2) −→ ϕ(2π) = − 1
6κα′
,
and, of course, J(θ = 2π) = 0. Further, the ‘solution’ ϕ = −1/6κα′ actually extremizes
the action Γ(ϕ) as promised. This result encourages us to assume that the function
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JJϕ=0
ϕ=− 1
6κα
0
Figure 2.12: A branch cut on the complex J plane.
F (u) defined in (2.129) also has a branch point u0 and that F (u) takes a nonzero value
ϕ0 after u goes around the branch point and comes back to the origin. We write this
situation as
lim
u→0′
F (u) = ϕ0,
where 0′ denotes the origin on the suitable branch, and then ϕ(q) = ϕ0δ(q). Since we
are considering that we have reached the action (2.119) at the closed string vacuum by
starting from the action (2.114) on a Dp-brane, shifting the string field by a constant Φ0
representing the closed string vacuum, and performing a field redefinition, there must
exist a solution which represents the original Dp-brane configuration. Here we identify
the translationally invariant solution ϕ(q) = ϕ0δ(q) as the original D-brane, though we
cannot determine the precise value of ϕ0 due to lack of knowledge of the ghost correlators
Cn.
Next we turn to the lump solutions, but we only quote the main results here, leaving
the details to the reference [42]. We consider a tachyon profile of the form
φc[q, J(k) = uψ(k)] = F (u)χ(q) +H(u, q), (2.131)
where the Taylor series expansion of H(u, q) in u converges more rapidly than that of
F (u)χ(q). When we take the limit u→ 0′ described in the last paragraph, F (u) goes to
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ϕ0 as above. In this limit, H(u, q) will become some function of q,
lim
u→0′
H(u, q) = h(q),
possibly h(q) = 0 if H(u, q) is not singular at u = u0. Then we obtain a classical
spacetime dependent solution
ϕ(q) = lim
u→0′
φc[q, uψ(k)] = ϕ0χ(q) + h(q), (2.132)
if we can find two functions ψ(q) and χ(q), and the original Dp-brane solution ϕ0δ(q).
In searching for a codimension n lump solution on the original Dp-brane, we try the
following ansatz
ψ(q) = K exp
(
−αq
2
⊥
2
)
δp+1−n(q
//
), χ(q) = γK exp
(
−βq
2
⊥
2
)
δp+1−n(q
//
), (2.133)
where we have divided (p+1)-dimensional momentum vector q into q⊥ and q// , the former
being the momentum in the n-dimensional transverse space and the latter parallel to the
(p+ 1− n)-dimensional lump. The better convergence property of H(u, q) stated below
eq.(2.131) puts severe restrictions on the functions ψ, χ. After some manipulations, we
finally get
lnK = −1
2
nA(α), (2.134)
ln γ =
1
2
n
(
− ln 2π
α + β
+B(α) + 2A(α)
)
,
where A and B are functions of α which can be determined. Also β is determined as a
function of α. Although the solutions seem to form a family parametrized by α, the full
solution ϕ(q) = ϕ0χ(q)+h(q) is independent of α. The value of the effective action Γ[ϕ]
on the solution ϕ(q) = ϕ0χ(q) + h(q) is given by
Γ[ϕ0χ(q) + h(q)] = − lim
u→0′
W [J(q) = uψ(q)] (2.135)
= − Vp+1−n
(2π
√
α′)p+1−n
(
enB(α)/2G0 + P0
)
≡ −Vp+1−nTp−n
with unknown constants G0, P0. Assuming that P0 vanishes, the ratio of the lump
tensions of different dimensions is found to be
Tp−n−1
Tp−n = 2π
√
α′ eB(α)/2,
which is the expected relation if B(α) ≡ 0. In fact, B was numerically shown to vanish
with very high accuracy, though the analytic proof has not yet been given.
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To sum up, we can construct lump solutions of the gaussian form of every codimension
if we make assumptions:
• the kinetic operator Q obtained by shifting the string field has vanishing cohomol-
ogy and is constructed purely out of ghosts,
• the existence of the translationally invariant solution ϕ(q) = ϕ0δ(q) which is suit-
able for the original Dp-brane.
And more, the ratio of the lump tensions exactly agrees with that of the D-brane tensions
if we further assume
• the vanishing of the constant P0 and of the function B(α) (numerically verified)
in the notation of [42]. To completely understand the tachyon condensation and the
properties of the D-brane solutions within this formulation of string field theory, however,
many things are left to be accomplished. Though we have seen that the ratio of the lump
tensions agrees with the expected result, we have obtained no definite conclusions about
the overall normalization of the brane tension. It was also pointed out in [42] that the
level truncation scheme in string field theories with non-standard BRST operators Q
does not seem to be successful at least in the standard Feynman-Siegel gauge. Hence it
might be inevitable to determine the whole set of ghost correlators Cn, which in turn
requires specifying the form of the kinetic operator Q. If it is possible, we could prove
some of the assumptions raised in the course of the above analyses.
2.9.4 Fate of the U(1) gauge field
In this subsection, we discuss the fate of open string modes at the closed string vacuum
from the viewpoint of the low-energy world-volume field theory16.
In Type II superstring theory, it was shown in [34] and in the context of background
independent open string field theory (see chapter 5) that the bosonic part of the world-
volume action for a non-BPS Dp-brane, if the induced metric gµν , the U(1) gauge field
strength Fµν and the tachyon field T are constant, takes the form
17
S = −τp
∫
dp+1x
√
− det(gµν + Fµν)U(T ), (2.136)
16We will give a related argument in the context of background independent open string field theory
in section 5.4.
17The authors of [35, 36, 37] proposed the possible forms of the action which extend the one (2.136)
to include the derivatives of the tachyon field.
73
where the tachyon potential U(T ) is assumed to vanish at the minimum T = T0. Note
that the Dp-brane tension τp is proportional to the inverse of the closed string coupling
gs so that it can be written as τp = C/gs. Since the action itself vanishes identically
at the closed string vacuum T = T0, Sen has argued that the U(1) gauge field, which
remains massless even after the neutral tachyon condenses, acts as a Lagrange multiplier
which plays the role of removing the states charged under this U(1). Thus the U(1)
gauge field on the unstable D-brane disappears together with the charged open string
states through the tree-level effect in string theory.
According to the authors of [29], however, the above argument is incomplete to solve
the problem fully. The effective gauge coupling on the Dp-brane world-volume is defined
by
1
geff
=
U(T )
gs
=
τp
C
U(T ), (2.137)
so that the vanishing of the potential U(T ) at T = T0 implies that the strong gauge
coupling geff →∞ invalidates the original gauge theory description of the D-brane world-
volume theory near the closed string vacuum. In fact, it was argued in [28, 29] that
the unbroken U(1) gauge group might be confined via the nonperturbative dual Higgs
mechanism. We shall describe the basic ideas and their conclusions below.
We will first consider a single D3-brane–anti-D3-brane pair in Type IIB theory, and
later make a comment on generalizations of it. There exist two U(1) gauge fields Aµ and
A′µ living on the D3 and D3 world-volume respectively, while a complex tachyonic scalar
field T arises on strings stretched between the D3-brane and the D3-brane. Since the
tachyon on the oriented 3-3 string transforms in the bifundamental representation under
the gauge group U(1)× U(1)′, it couples to the gauge fields as
|∂µT − i(Aµ −A′µ)T |2. (2.138)
From this expression, one can see that a nonvanishing vacuum expectation value T =
T0 = |T0|eiθ of the tachyon field breaks the relative U(1) gauge group generated by
A−µ = Aµ−A′µ, being accompanied by the usual Higgs mechanism. Since the expectation
value |T0| is of order of the string scale at the closed string vacuum, one gauge field A−µ
with mass of O(α′−1/2) decouples from the low-energy spectrum. On the other hand,
the other linear combination A+µ = Aµ + A
′
µ, which generates an overall U(1), remains
massless even after tachyon condensation and hence seems to stay in the low-energy
spectrum. What we want to show is that the latter also disappears when the brane
annihilation process takes place.
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The key point of realizing it is, as remarked earlier, the strong coupling behavior of
the remaining gauge field. As the tachyon rolls down toward the minimum, the value
of the potential U(T ) diminishes. When the effective gauge coupling geff has exceeded 1
according to (2.137), the original description in terms of A+µ breaks down and we must
move to the magnetic description by performing the electric-magnetic S-duality in the
D3-D3 world-volume. In the special case of D3-brane, the dual gauge potential A˜+ is
again the 1-form field with coupling ∼ g−1eff . Now let us consider a D-string stretched
between the D3 and the D3. Since we are interested in the weak string coupling (gs ≪ 1)
behavior of the theory, we cannot reliably determine the spectrum of the D-string. Here
we assume that the ground state of the D-string stretched between the brane-antibrane
pair is represented by a complex tachyonic scalar T˜ as it is for gs ≫ 1 (the Type IIB
S-duality). It is important to be aware that T˜ is charged with respect to the dual gauge
field A˜+µ (or equivalently, magnetically charged under the original gauge field A
+
µ ). To
see this, we begin by considering the coupling of the original gauge fields Aµ, A
′
µ to the
NS-NS 2-form field B whose source is the F-string. Expanding the Born-Infeld action
for the D3-brane, we find∫
D3
d4x
√
− det(gµν + Fµν +Bµν) −→
∫
d4x FµνB
µν ∝
∫
D3
4∗F ∧B, (2.139)
where F = dA and
4∗ is the Hodge dual operator in the (Minkowskian) 4-dimensional
world-volume. Adding the contribution from the anti-D3-brane, the coupling becomes∫
R4
4∗F− ∧ B =
∫
D3
4∗F ∧ B −
∫
D3
4∗F ′ ∧ B. (2.140)
The reason why the field strength appearing in (2.140) is not F+ but F− is simply a
matter of convention we have determined in (2.138). On the other hand, the nonvanishing
field strength F on the D3-brane induces the D-string charge through the following
Chern-Simons coupling∫
D3
eF ∧ C −→
∫
D3
F ∧ C2 ∝
∫
D3
d4x ǫµνρσFµνCρσ, (2.141)
where C2 is the R-R 2-form field whose source is the D-string. When we add the
contribution from the D3-brane, we should notice that the orientation of the anti-D3-
brane is reversed to that of the D3-brane. Since (2.139) and (2.141) have opposite parities
under the orientation reversal operation due to the factor ǫµνρσ, the total Chern-Simons
coupling is found to be∫
D3
F ∧ C2 −
∫
D3
F ′ ∧ C2 =
∫
R4
F+ ∧ C2 = −
∫
R4
4∗
(
4∗F+
)
∧ C2 , (2.142)
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where ‘R4’ has the same orientation as that of the D3-brane and hence opposite to that
of the D3-brane. The expression (2.140) tells us that the tachyon T on the stretched
open F-string is electrically charged with respect to the relative gauge field A−µ , whereas
the coupling (2.142) indicates that the tachyon T˜ which arises on the stretched open
D-string carries electric charge with respect to the dualized overall gauge field A˜+µ which
is defined by dA˜+ =
4∗F+. In other words, T˜ carries magnetic charge under A+µ .
Let us return to the condensation process. By now the expectation value of the
‘electric’ tachyon T has grown enough to make the effective coupling geff larger than
1, so that we may change the picture to the S-dualized magnetic discription. At this
moment, the ‘magnetic’ tachyon T˜ from the open D-string remains zero expectation
value 〈T˜ 〉 = 0. But once the magnetic tachyon starts to condense toward some nonzero
value T˜0 which together with T = T0 minimizes the ‘full’ tachyon potential U(T, T˜ ), the
magnetic overall U(1) is broken and the dual gauge field A˜+µ which minimally couples to
T˜ acquires a mass. Though we cannot estimate the magnitude of T˜0, by assuming T˜0 to
be of order of string scale the dual gauge field A˜+µ completely disappears from the low-
lying spectrum as well. In terms of the original gauge field A+µ , the overall U(1) gauge
group was confined by the dual Higgs mechanism. Consequently, we are left with no
world-volume gauge fields at all (at least from the low-energy field theoretic standpoint)
after the tachyons have condensed to the minimum (T0, T˜0) where U(T0, T˜0) = 0.
Although we have considered only the D3-D3 system thus far, we can extend it to
the case of a Dp-Dp pair with p ≥ 4 by the following replacements:
dual gauge field (1-form) A˜+µ −→ dual (p− 2)-form potential A˜+
open D-string −→ open D(p− 2)-brane
particle-like magnetic tachyon T˜ −→ (p− 3)-dimensional tachyonic object ‘T˜ ’.
Though the generalization of the Higgs mechanism to antisymmetric tensor fields of
higher rank is possible, we do not precisely know how to deal with the magnetically
charged extended tachyonic (i.e. negative ‘tension squared’) objects which will appear
as boundaries of suspended D(p − 2)-branes. But for the special case of p = 4, both
the F-string and the D2-brane stretched between the D4-brane and the anti-D4-brane
are described as the same objects from M-theoretical point of view. That is to say,
the F-string is an M2-brane wrapped on the circle in the eleventh direction while the
D2-brane is a transverse M2-brane, both of which are suspended between an M5-brane
and an anti-M5-brane. A single phenomenon in the eleven dimensional picture, namely
the Higgsing of the 2-form gauge fields living on the M5-brane and M5-brane induced
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by the condensation of the tachyonic ‘string’ (boundary of an M2-brane), looks like
the perturbative Higgs mechanism (F1) and the nonperturbative dual Higgs mechanism
(D2) from the Type IIA viewpoint. Even if the above argument justifies the p = 4
case, it cannot be generalized to other cases unfortunately. Anyway, we hope that the
confinement mechanism works well for arbitrary p, involving p ≤ 2 (see [29] for details).
Further, the confinement mechanism can surely be generalized to the system of N
Dp-Dp pairs, as suggested in [29]. And the generalization to the non-BPS Dp-brane case
can be achieved by modding out the Dp-Dp system by (−1)FL, where FL denotes the
left-moving part of the spacetime fermion number.
As a piece of evidence that the confinement takes place in reality, let us see briefly
that the confined electric flux tube can be identified with the macroscopic fundamental
string. To begin with, we consider a D0-D0 pair. Just like the relative U(1) gauge field
A− in the Dp-Dp case, the transverse scalars representing the relative motion of the
D-particle and the anti-D-particle become massive after the tachyon condensation, so
we concentrate on the other massless scalars φi (1 ≤ i ≤ 9) which represent the center
of mass motion. Note that there are no ‘dual’ objects on the 0-brane world-line. The
Lagrangian for the scalars is given by
L = −τ0U(T )
√√√√1− 9∑
i=1
(∂0φi)2. (2.143)
The canonical momentum conjugate to φi is
pi =
∂L
∂φ˙i
= τ0U(T )
φ˙i√
1−∑(φ˙j)2 , (2.144)
and the Hamiltonian is found to be
H = piφ˙
i − L =
√∑
(pi)2 + τ 20U(T )
2. (2.145)
It looks like the energy of a relativistic particle of mass τ0U(T ). From now on, we
focus on a single direction, say x1, and compactify it on a circle of radius R. Then the
momentum (2.144) is discretized as
p1 =
n
R
.
Because of the assumption U(T0) = 0, the Hamiltonian after tachyon condensation takes
the form
H0 =
|n|
R
. (2.146)
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Since the D0-D0 pair disappears after the condensation, it is natural to consider that
the momentum p1 is carried by a massless mode on the closed string. It is surprising
that the Hamiltonian remains nontrivial even if the Lagrangian itself vanishes at T = T0.
Here we consider taking the T -duality in the x1-direction. Before tachyon condensation,
the system becomes the D-string–anti-D-string pair, and since the transverse scalar φ1
is altered into a gauge field component A1 by the T -duality, the canonical momentum
p1 ∼ ∂0φ1 is now regarded as an electric flux F01 along the D-string world-volume. And
the value of the flux is quantized as
F01 =
nR
α′
,
where α′/R is the radius of the compactified x1-direction in the T -dualized geometry.
After tachyon condensation, the D-string and the anti-D-string disappear in pairs, while
the momentum n/R carried by the closed string is transferred to the fundamental closed
string wrapped n times on the circle in the x1-direction. To sum up, the electric flux on
the D1-D1 world-volume has, through the tachyon condensation, changed itself into the
macroscopic fundamental closed string with the corresponding winding number. More-
over, its energy can be written in the form
H0 = |F01| = |n|
2πα′
· 2πR. (2.147)
From this expression, we can see that the tension of the confined flux string precisely
agrees with that of the n fundamental strings.
We have seen that the fundamental closed string can be constructed as the confined
electric flux tube in a rather simplified setting. Concerning the problem of producing
the fundamental closed strings at the closed string vacuum in open string theory, more
elaborate arguments are given in [29, 30, 31, 32, 33].
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Chapter 3
Superstring Field Theory
After the bosonic open string field theory was constructed, many attempts to apply these
techniques to open superstring theory have been made. In this chapter, we will discuss
cubic superstring field theory by Witten (and its variant) and Wess-Zumino-Witten–
like superstring field theory by Berkovits, and see their applications to the problem of
tachyon condensation.
3.1 Superconformal Ghosts and Picture
In the superstring case, there exist new world-sheet fields ψµ, β, γ due to world-sheet
supersymmetry1, in addition to Xµ, b, c which already exist on the bosonic string world-
sheet. Though we explicitly write only the holomorphic (left-moving) side of various
world-sheet fields almost everywhere, there is also the corresponding antiholomorphic side
which will be denoted with tilde like ψ˜µ, b˜ (except for ∂¯Xµ(z¯)). The energy-momentum
tensor T (z) is modified in the superstring case as
Tm(z) = − 1
α′
∂Xµ∂Xµ − 1
2
ψµ∂ψµ,
T g(z) = (∂b)c− 2∂(bc) + (∂β)γ − 3
2
∂(βγ).
The supercurrent G(z), the superpartner of the energy-momentum tensor, is defined by
Gm(z) = i
√
2
α′
ψµ∂Xµ(z),
Gg(z) = −1
2
(∂β)c +
3
2
∂(βc)− 2bγ.
1We restrict our arguments to Type II superstring theory, so the two-dimensional field theory on the
closed string world-sheet has an N = (1, 1) superconformal symmetry.
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See section 1.2 or [8] for their mode expansions and commutation relations among them.
According to [43], we ‘bosonize’ the superconformal ghosts β, γ as
β(z) = e−φ(z)∂ξ(z),
γ(z) = η(z)eφ(z). (3.1)
The newly defined fields ξ, η are fermionic and enφ is also defined to be fermionic if n is
odd. So the products appearing in (3.1) are bosonic, just as β, γ are. And their orderings
are determined such that the βγ OPE
β(z)γ(w) ∼ − 1
z − w
is preserved by the bosonization. In fact, using the following OPE
ξ(z)η(w) ∼ 1
z − w , φ(z)φ(w) ∼ − log(z − w),
one can verify
β(z)γ(w) = e−φ(z)∂ξ(z)η(w)eφ(w) ∼ ∂z 1
z − w exp (+ log(z − w)) : e
−φ(z)eφ(w) :
∼ − 1
z − w.
As is clear from the definition (3.1), the βγ system can be bosonized without using
zero mode of ξ, which we denote by ξ0 =
∮
dz
2πi
z−1ξ(z). We define a “small” Hilbert
space to be the one which does not contain the ξ zero mode. In contrast, a Hilbert
space containing also ξ0 is called a “large” Hilbert space. In [43], it was shown that it is
possible to do all calculations in a “small” Hilbert space in the first-quantized superstring
theory. In the string field theory context too, the ∗ operation (gluing) can consistently
be defined within the “small” Hilbert space [9]. Here, we collect the properties of the
fields considered above in Table 3.1.
holomorphic field ∂Xµ ψµ b c β γ eℓφ ξ η T G
conformal weight h 1 1/2 2 −1 3/2 −1/2 −1
2
ℓ2 − ℓ 0 1 2 3/2
ghost number #gh 0 0 −1 +1 −1 +1 0 −1 +1 0 0
picture number #pic 0 0 0 0 0 0 ℓ +1 −1 0 0
world-sheet statistics B F F F B B F (ℓ:odd)
B(ℓ:even)
F F B F
Table 3.1: Some properties of the fields on an N = 1 superstring world-sheet.
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Next we explain the concept of ‘picture’ [43]. The φ current is defined to be
jφ = −∂φ(z) (3.2)
so that eℓφ has φ-charge ℓ. A vertex operator of φ-charge ℓ is said to be in the ℓ-
picture. The pictures of ξ, η are conventionally defined to take β, γ ghosts in the 0-picture.
Every state has some (actually, an infinitely many countable number of) equivalent
representations in terms of vertex operators with different picture numbers. For example,
the massless open string vector state in the Neveu-Schwarz sector
Aµ(k)ψ
µ
−1/2|0; k〉NS (3.3)
is equivalently represented by the following vertex operators
V(−1)(z) = Aµ(k)ψµ(z)eikX(z)c(z)e−φ(z), (3.4)
V(0)(z) = Aµ(k)√
2α′
(i∂tX
µ + 2α′kνψνψµ)eikXc(z), (3.5)
where the superscript (ℓ) on V denotes the picture number. The fact that the vertex
operators of the superstring have a variety of forms is accounted for by the following
argument: In bosonic string theory, consider an n-point amplitude on a disk,
An = 1
g2o
∫ DXDg
Vdiff×Weyl
exp(−Sm)
n∏
i=1
∫
∂Σ
dσi
√
g(σi)Vi(σi). (3.6)
We can use the degrees of freedom of diffeomorphism×Weyl transformations on the
world-sheet to fix the world-sheet metric g(σ) to some specific fiducial metric gˆ(σ),
eliminating the Dg integral. But there still remain some symmetries that are not fixed
by the choice of metric, which we call the conformal Killing group. The conformal Killing
group of the disk is known to PSL(2,R) = SL(2,R)/Z2. To remove these degrees of
freedom completely, we fix three vertex operators to the specific positions σˆi on the disk
boundary ∂Σ. If we carry out the above procedures using the Faddeev-Popov method,
we reach
An = 1
g2o
∫
DXDbDc exp(−Sm − Sg) (3.7)
×
(
3∏
i=1
√
gˆ(σˆi)c(σˆi)Vi(σˆi)
)(
n∏
i=4
∫
∂Σ
dσi
√
gˆ(σi)Vi(σi)
)
. (3.8)
On the way, fermionic b, c ghosts were introduced in terms of which the Faddeev-Popov
determinant was rewritten. Note that each fixed vertex operator (i = 1, 2, 3) is accom-
panied by the c-ghost, whereas the unfixed vertex operators (i = 4, . . . , n) are integrated
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without c-ghosts. In the case of superstring, its world-sheet coordinates include the an-
ticommuting variables θi, θ¯i in the superspace representation. Two of them are fixed in
a similar way, resulting in the superconformal ghosts β, γ. In the bosonic case, c was in-
serted to fill in three c zero modes c1, c0, c−1, making the fermionic integral nonvanishing
(
∫
dc c = 1,
∫
dc 1 = 0). On the other hand, in the superstring case γ ghost is bosonic,
hence the two insertions must be of the form δ(γ). Fortunately, δ(γ) is easily bosonized,
δ(γ) = e−φ. (3.9)
Since the original (before introducing the Faddeev-Popov ghosts) vertex operators are
constructed purely from matters (Xµ, ψµ), the two θ-fixed vertex operators are in the
−1-picture due to (3.9), and the remaining (n− 2) vertex operators are in the 0-picture:
This is the origin of the vertex operators of different picture numbers. As a result,
the insertions have total φ-charge −2, which is actually needed to obtain a nonzero
amplitude. Let us see this explicitly. The φ-current is defined in (3.2) to be jφ = −∂φ.
Consider the following amplitude〈∮
C
dz
2πi
jφ(z)(some insertions)
〉
S2
= (total φ-charge)
〈
(some insertions)
〉
S2
, (3.10)
where the contour C encircles all of the inserted vertex operators counterclockwise.
Suppose that we are treating the holomorphic side of the closed string or adopting the
doubling trick in the open string theory to be able to consider the sphere amplitude.
Then we can move the contour C to shrink around the point at infinity. But we must
perform a conformal transformation z → u = 1/z at that time. From the OPE
T φ(z)jφ(0) =
(
−1
2
∂φ∂φ − ∂2φ
)
z
(−∂φ)0
∼ 2
z3
+
1
z2
jφ(0) +
1
z
∂jφ(0),
we find that the current jφ is not a primary field. Accordingly, it transforms under the
conformal transformation z → u as
(∂uz)j
φ(z) = jφ(u)− ∂
2
uz
∂uz
. (3.11)
Substituting u = 1/z, the inhomogeneous term becomes −∂
2
uz
∂uz
=
2
u
. Integrating both
side of (3.11) with respect to u along the contour D which encircles u = 0 clockwise,∮
D
dz
du
du
2πi
jφ(z(u)) =
∮
D
du
2πi
jφ(u) + 2
∮
D
du
2πi
1
u
= 0− 2. (3.12)
82
The last equation holds because there are no operators inside the contour D and jφ is
holomorphic (the 1st term), and D is clockwise (the 2nd term). In the most left hand
side we can convert the variable of integration from u to z. But then the contour must be
seen from the point of view of z, which encircles z = ∞ counterclockwise. It is nothing
but the contour C appearing in (3.10). Composing (3.10) and (3.12), we conclude that
(total φ-charge of the inserted vertex operators) = −2
must be true if we are to have nonvanishing amplitudes on the sphere.
Since we have the following state-operator correspondences
tachyon |Ω〉NS ∼= ce−φ,
massless NS ψµ−1/2|Ω〉NS ∼= ψµce−φ,
massless R |~s〉R ∼= ce−φ/2Θ~s,
(3.13)
we define the ‘natural’ picture as
Neveu-Schwarz sector −1
Ramond sector −1/2.
In (3.13), Θ~s is the spin field exp
[
i
4∑
a=0
saH
a
]
, where sa = ±12 and Ha are the bosonized
form of ψµ’s
1√
2
(±ψ0 + ψ1) = e±iH0 , 1√
2
(ψ2a ± iψ2a+1) = e±iHa (a = 1, 2, 3, 4). (3.14)
We will focus on the Neveu-Schwarz sector for a while. If we think of −1-picture vertex
operators as natural and fundamental representation, the vertex operators in the 0-
picture can be obtained by acting on the −1-picture vertex operators with the following
‘picture-changing operator’2
X (z) ≡ {QB, ξ(z)} =
∮
dζ
2πi
jB(ζ)ξ(z)
= c∂ξ + eφGm + e2φb∂η + ∂(e2φbη), (3.15)
where jB(z) is the BRST current
jB(z) = cT
m + γGm +
1
2
(cT g + γGg)
= c(Tm + T ηξ + T φ) + ηeφGm + bc∂c − η∂ηe2φb, (3.16)
T ηξ = (∂ξ)η , T φ = −1
2
∂φ∂φ − ∂2φ.
2We use the unconventional symbol X for the picture-changing operator to distinguish it from the
embeddings Xµ of the world-sheet. Usually picture-changing operator is also denoted by X .
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Though the picture-changing operator may look like a BRST-exact object at first sight,
it is not a trivial element because the field ξ(z) does not exist in the “small” Hilbert
space. But X itself does exist in the “small” Hilbert space. This fact can easily be seen
from the expression (3.16) of the BRST current which shows that X depends on ξ only
through its derivative. The properties of X are
conformal weight 0, ghost number 0, picture number + 1.
General n-point tree-level amplitudes are obtained as follows. Take all vertex operators
in the natural −1-picture, and insert (n − 2) picture-changing operators as well on the
sphere3 so that the whole operator has −2-picture. We can show that the resulting
amplitude is independent of the positions at which the picture-changing operators are
inserted if all of the external states are on-shell, i.e. represented by BRST invariant
vertex operators. For that purpose, consider
A ≡
〈
X (z2)
n∏
i=1
Vi
〉
−
〈
X (z1)
n∏
i=1
Vi
〉
=
〈{
QB,
∫ z2
z1
dz ∂ξ(z)
}∏
i
Vi
〉
. (3.17)
Though X = {QB, ξ} is not a BRST commutator, the difference X (z1) − X (z2) can be
written as a commutator even in the “small” Hilbert space. In this case, we can express
QB as an integral of jB and freely deform the integration contour. By the usual contour
argument,
A =
〈 z2∫
z1
dz
∮
C
dζ
2πi
jB(ζ)∂ξ(z)
∏
i
Vi
〉
= +
〈 z2∫
z1
dz ∂ξ(z)
∮
−C
dζ
2πi
jB(ζ)
∏
i
Vi
〉
=
〈 z2∫
z1
dz ∂ξ(z)
n∑
i=1
V1 · · · {QB,Vi} · · · Vn
〉
= 0,
where we used the BRST invariance of the vertex operators in the last equality, and the
original contour C encircles the position z of ∂ξ. In the third line, C was decomposed
into small circles encircling each vertex operator. A = 0 shows that the amplitude does
not depend on the position where the picture-changing operator is inserted. The same is
true when more than one picture-changing operators are inserted because X = {QB, ξ}
is a manifestly BRST invariant object just like the on-shell vertex operators. Note that
the conclusion holds only if all of the external states are on-shell. Once we abandon
3As mentioned before, we use the doubling trick in the open string context.
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this assumption to go to the off-shell calculations in string field theory context, we must
put picture-changing operators on the common interaction point, namely the center of
the disk representing the interaction. When we take the limit where a picture-changing
operator coincides with a vertex operator, the picture-changing operation takes place
and the vertex operator changes its picture from −1 to 0. Since there is no obstacles to
prevent more picture-changing operators from acting on the 0-picture vertex operators,
we can construct still higher picture vertex operators at our own will. If the picture-
raising operation is extended this way, we want to have the ‘picture-lowering’ operation
as well. It can be achieved by acting the following ‘inverse picture-changing operator’
Y = c ∂ξ e−2φ (3.18)
on the vertex operators. It is the inverse operator of X in the sense that
lim
z→wX (z)Y (w) = limz→w Y (z)X (w) = 1. (3.19)
By making use of X and Y , we will arrive at vertex operators of arbitrary integer
picture number. So far, we have concentrated on the Neveu-Schwarz sector, but we can
similarly define the picture-changing operations for the Ramond sector vertex operators.
They differ from the Neveu-Schwarz vertex operators in that the picture numbers of the
Ramond sector vertex operators are half-integer valued.
3.2 Witten’s Cubic Superstring Field Theory
and its Problems
The cubic open superstring field theory action proposed by Witten in [9, 44] is a straight-
forward extension of the cubic bosonic open string field theory action introduced in the
last chapter. However, it is rather complicated due to the existence of the Ramond sector
states and the concept of picture.
We first consider the Neveu-Schwarz sector and take the string field A to have the
ghost number +1 and the picture number −1 (natural picture). If we assume the same
action as that of the bosonic cubic open string field theory
S? =
∫ (
A ∗QBA+ 2
3
A ∗ A ∗ A
)
(3.20)
with exactly the same definitions of
∫
and ∗, the second term turns out to vanish because
it has the wrong value −3 of φ-charge. It can easily be remedied by inserting the
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picture-changing operator X only in the second term. For further extension, however, we
purposely modify both the ∗ and ∫ operations. Let’s define the following new operations,
A ⋆ B = X (A ∗B),∮
A =
∫
Y A, (3.21)
where X and Y are inserted at the string midpoint σ = π/2. If we use these symbols,
the action for the Neveu-Schwarz sector can be written as
SNS =
∮ (
A ⋆ QBA +
2go
3
A ⋆ A ⋆ A
)
. (3.22)
Moreover, in order for the gauge parameter to form a closed subalgebra under the ‘star-
product’, we must use the ⋆ operation defined above. A gauge transformation of a string
field A is
δA = QBΛ+ . . . ,
where Λ is a gauge parameter and . . . represents the nonlinear terms. Since the string
field A has (#gh = +1,#pic = −1) and QB has (#gh = +1,#pic = 0), the gauge
parameter Λ has (#gh = 0,#pic = −1). If we want the product of two gauge parameters
Λ1,Λ2 to have the same ghost and picture number as that of each of the original gauge
parameters, we must assign (#gh = 0,#pic = +1) to the ‘star’-product. That is just the
property of ⋆ = X · ∗. In accordance with this, the ‘integration’ operation should also
be modified to
∮
=
∫
Y .
In any case, a gauge invariant cubic superstring field theory action for the Neveu-
Schwarz sector was constructed, at least formally. Next we take the Ramond sector into
account. As the product of two Ramond sector gauge parameters is thought to be in the
Neveu-Schwarz sector, we must consider the combined Ramond-Neveu-Schwarz string
field. We denote by M = (A,ψ) a combined state, where A is a Neveu-Schwarz state
and ψ is a Ramond state. From the state-operator correspondence (3.13), we assign(
#gh = +1,#pic = −1
2
)
to the Ramond sector state. We define the product of two string fields M1,M2 of the
combined system by
M1⋆ˆM2 = (A1, ψ1)⋆ˆ(A2, ψ2) =
(
A1 ⋆ A2 + ψ1 ∗ ψ2 , A1 ⋆ ψ2 + ψ1 ⋆ A2
)
, (3.23)
where ∗ is the usual ∗-product, ⋆ is the modified product defined in (3.21) and we
denoted the new product by ⋆ˆ4. We can easily see that the product M1⋆ˆM2 has the
4 Under the ⋆ˆ-product, the set of gauge parameters for the combined system certainly forms a closed
subalgebra.
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ghost number +2 and picture number (−1,−1/2) for (Neveu-Schwarz, Ramond) state.
And a new integration operation for the combined system is defined simply by∫∫
(A,ψ) =
∮
A, (3.24)
that is, we take out only the Neveu-Schwarz state5 and integrate it using
∮
defined
in (3.21). Note that all of the axioms we saw in section 2.2 are obeyed by the products
⋆, ⋆ˆ and integrations
∮
,
∫∫
. By putting these objects and operations together, we can
write down a gauge invariant action for the combined Ramond-Neveu-Schwarz system,
SRNS =
∫∫ (
M⋆ˆQBM +
2go
3
M⋆ˆM⋆ˆM
)
. (3.25)
This is invariant under the following gauge transformation
δM = QBΛ + go(M⋆ˆΛ− Λ⋆ˆM),
though the proof is quite formal and actually has some problems, as shown later. We
can rewrite the action (3.25) in terms of ∗-product and ∫ , the result being
SRNS =
∫ (
A ∗QBA + Y ψ ∗QBψ + 2go
3
XA ∗ A ∗ A+ 2goA ∗ ψ ∗ ψ
)
. (3.26)
If we set to zero the Ramond sector string field ψ, it correctly reproduces the action (3.22)
of only the Neveu-Schwarz sector. The quadratic part of the action (3.26) can be altered
into the standard structure if we impose the Feynman-Siegel gauge condition b0A =
b0ψ = 0. For the Neveu-Schwarz part, we can set A = b0A
′ in the Feynman-Siegel gauge,
so
SquadNS =
∫
A ∗QBA = 〈A′|b0QBb0|A′〉 = 〈A′|{b0, QB}b0|A′〉 = 〈A′|Ltot0 b0|A′〉.
If we extract the ghost zero modes from A′ as |A′〉 = |A˜〉 ⊗ c0| ↓〉, then
SquadNS = 〈↓ |c0b0c0| ↓〉〈A˜|L˜tot0 |A˜〉, (3.27)
where tilded objects do not include ghost zero modes c0, b0 at all. Since the factor
〈↓ |c0b0c0| ↓〉 simply gives 1, this is the standard form of the gauge fixed action. For
the Ramond part, we must appropriately handle the zero modes of β, γ as well. At
the linearized level, it can be shown that we can carry out the gauge transformation
δψ = QBχ such that the transformed ψ satisfies the gauge conditions
b0ψ = β0ψ = 0.
5The integral of a Ramond sector string field must be zero because of Lorentz invariance.
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It was shown in [44] that under these gauge conditions the quadratic action for the
Ramond sector becomes
SquadR = 〈ψ˜|G˜tot0 |ψ˜〉, (3.28)
where ψ˜, G˜tot0 do not include b, c, β, γ zero modes. Since its derivation is rather compli-
cated, we leave it to ref. [44], but we point out an essential part. While the ‘Klein-Gordon
operator’ Ltot0 appeared through L
tot
0 = {QB, b0} in the Neveu-Schwarz sector, the ‘Dirac
operator’ Gtot0 arises as G
tot
0 = [QB, β0] in the Ramond sector, which is suitable for the
spacetime fermions.
So far, we have seen the Witten’s construction of superstring field theory. The action
(3.25) or (3.26) has the formal gauge invariance and is a natural extension of the bosonic
string field theory cubic action. It also reproduces the correct propagators for the Neveu-
Schwarz and Ramond sector fields. Important roles in constructing the theory are played
by the picture-changing operators X and Y among other things. These are necessary
for the construction of the nonvanishing Chern-Simons-like cubic action in superstring
theory. However, it was pointed out in [45] that just these picture-changing operators
bring about various problems. Let’s see them in some detail.
The 4-point amplitudes for massless states are studied in [45]. Since there are no
quartic interaction terms in the Witten’s action, a 4-point amplitude consists of two
field theory diagrams labelled as s- and t-channel. We consider here the four-boson (i.e.
Neveu-Schwarz sector) amplitude. As A ∗ A ∗ ψ interaction is absent, the intermediate
states are also in the Neveu-Schwarz sector. The diagrams we consider are shown in
Figure 3.1. Note that the picture-changing operator X is inserted at each interaction
point. Through a suitable conformal transformation these two diagrams together give a
conventional 4-point disk amplitude indicated in Figure 3.2. The positions of three vertex
operators corresponding to the external states C,A,D are fixed to 0, 1,∞ respectively by
using degrees of freedom of the conformal Killing group PSL(2,R). The integration over
the ‘propagation length’ ℓ in Figure 3.1 is taken the place of by the x-integration
∫ 1
0 dx
in Figure 3.2. At ℓ = 0, however, two inserted picture-changing operators collide. Let us
see the operator product of two X ’s. If we move to the “large” Hilbert space, this can
be written as
X (z)X (0) =
∮
C
dζ
2πi
jB(ζ)ξ(z)X (0), (3.29)
where C encircles only z. But since X is BRST-invariant, the contour can be deformed
into the one which encircles both z and 0. Then we can take ξX OPE in advance, which
gives
ξ(z)X (0) ∼ − 1
z2
be2φ(0) +O(z−1).
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Figure 3.1: The two diagrams representing the 4-boson scattering.
A
BC
D
1
0 x
8
Figure 3.2: 4-point disk amplitude.
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To find the OPE (3.29), we need to take operator product of jB(ζ) with be
2φ(0), and to
pick up a simple pole ζ−1 by the contour integration. Though the resulting operator may
take a complicated form, it certainly is a nonsingular operator. Therefore we find the
most singular term in X (z)X (0) behaves as z−2 × (regular operator). Since X (z)X (w)
diverges as (z − w)−2 in the limit z → w, this collision poses a problem. The explicit
expression of the divergent amplitude will be as follows. ℓ = 0 corresponds to x = 1
2
, so
that the four-point amplitude regularized by an infinitesimal quantity ǫ becomes [45]
As +At =
1∫
0
dx
〈
VD−1(∞)VA−1(1)VB0 (x)VC0 (0)
〉
−
(
π
2ǫ
+O(ǫ)
)
FDABC
(
1
2
)
(3.30)
with
FDABC(y) =
〈
VD−1(∞)VA−1(1)VB−1(y)VC−1(0)
〉
matter
,
where the subscripts represent the picture number. The first term in (3.30) coincides
with the result of the first-quantized string theory. The second term, arising from the
contact interaction at ℓ = 0, diverges in the limit ǫ→ 0. Furthermore, the infinitesimal
gauge invariance is violated for the same reason: Under the gauge transformation
δA = QBλ+ goX (A ∗ λ− λ ∗ A)
of the Neveu-Schwarz string field A, the variation of the second term in (3.22) includes
the collision of two X ’s. Because of this divergence, the gauge invariance at order g2o
is problematic. We can avoid this problem at order g2o by introducing a four-boson
counterterm into the action. After regularizing as
δA = QBλ+ goe
−ǫL0X (A ∗ λ− λ ∗ A) + (appropriate O(g2o) term),
the gauge variation of the following counterterm6
S4 = g
2
o
∫
(A ∗ A) ∗
{
ξ
(
π
2
)
− ξ˜
(
π
2
)}
e−ǫL0X
(
π
2
)
(A ∗ A) (3.31)
cancels the variation of the cubic term at order g2o , if A is BRST invariant. Fortunately,
this counterterm also exactly cancels both the divergent and finite part of the contact
term in (3.30). Though this method may seem to solve the problems at order g2o , more
counterterms are needed to restore gauge invariance to higher orders in go. And since
the contact interaction and its divergence already exist at the tree-level, the counterterm
6Notice that the inclusion of ξ, ξ˜(right-mover) suggests that we should work in the “large” Hilbert
space, though we will not pursue it here.
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must be infinite even in the classical action, making the action ill-defined unless it is
regularized in some way.
Aside from the problems mentioned above, this formalism seems not to be suitable
for the study of tachyon condensation. We now describe the attempts to find the ‘closed
string vacuum’ in the cubic superstring field theory .
First of all, we must seek the ‘tachyonic’ state. Since we are discussing superstring
theory, usually the tachyon state is projected out by the GSO projection operator 1+e
πiF
2
,
where F measures the world-sheet fermion number7 of a state. This is true for Type II
closed superstrings and open superstrings on BPS D-branes. But if we consider non-BPS
D-branes or D-brane anti D-brane system [5], GSO(−) sectors, in which the open string
tachyon lives, appear in the theory. In fact, such tachyonic modes bring about instability
of configurations with no spacetime supersymmetry. Here we consider a single non-BPS
D-brane, on which both GSO(+) and GSO(−) sectors are present. In this sense, we
may say that the open superstring system on a non-BPS D-brane resembles the bosonic
open string system on a bosonic D-brane. Since we are looking for Lorentz invariant
vacua, we set to zero all Ramond states (spacetime spinors). Note that eπiF must be
multiplicatively conserved at every string vertex. This means that the GSO(−) Neveu-
Schwarz string field A− must appear in pairs in the cubic interaction term. Let’s consider
level 0 truncation, namely, keep only the tachyon state. Since the tachyon state lives in
the GSO(−) sector, the string field becomes8
A+ = 0 , A−(z) = t · ce−φ(z), (3.32)
where t represents the tachyon field. Though we used the symbol φ for the tachyon field
in chapter 2, φ is already reserved for bosonization of the superconformal ghosts, so we
cannot help using another symbol t. Because of the conservation of eπiF , the cubic action
for the Neveu-Schwarz sector can include only terms of the form
(a)A+ ∗QBA+ (b)A− ∗QBA− (c)A+ ∗ A+ ∗ A+ (d)A+ ∗ A− ∗ A−. (3.33)
In particular, A3− is absent. In the above list, all but (b) vanish due to A+ = 0. Then
it is clear that the level 0 truncated tachyon potential is purely quadratic and has no
minimum. It is disappointing because in bosonic string field theory we saw that even
at level 0 approximation the minimum value of the tachyon potential produced about
7The word ‘world-sheet fermion number’ is imprecise because we assign epiiF = +1 to anticommuting
ghosts b, c and epiiF = −1 to commuting ghosts β, γ. It is more appropriate to call F the world-sheet
spinor number since b, c have integer spins (weights) while β, γ have half-integer spins.
8 Additional structures will be given later, which do not matter here.
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68% of the expected answer. One may have a faint hope that the higher level fields
could change the shape of the effective potential drastically into the ‘double well’ form
which has two minima at t = ±t0. Such a calculation was carried out in [46], where the
multiscalar potential was calculated up to level (2,4) and the effective tachyon potential
up to level (1,2). We simply quote the results without details about actual calculations.
At level (1
2
, 1) and (1,2), the fields other than the tachyon t can be integrated out exactly
to give the effective tachyon potentials
U( 1
2
,1)(t) = −
t2
2
− 81
32
t4, (3.34)
U(1,2)(t) = −t
2
2
− 81
32
t4
1− 16t2 . (3.35)
Since the sign of the t4 term is minus, the effective potential became even steeper when
we took higher level fields into account and have no minimum as ever. To make matters
worse, even singularities have arisen in the level (1,2) potential. Seeing the changes of
the effective potential, we expect that the inclusion of higher modes would never give
rise to any minimum of the effective potential, which breaks the hope given a little while
ago. Here we state an empirical law that the contributions from the higher level modes
do not change the qualitative behavior of the effective potential obtained at the lowest
level, and at most make the bottom of the potential deeper. The results that support
this statement were obtained in the bosonic D-brane case and just above, and will be
obtained later in this chapter. This observation is already pointed out in [62].
Anyway, the Witten’s original proposal for superstring field theory seems to be re-
jected by the calculation of the tachyon potential as well as the problems of the contact
term divergences.
3.3 Modified Cubic Superstring Field Theory
To overcome the contact term divergences, a slightly different formalism was proposed [47,
48, 49] within the framework of cubic superstring field theory. Main ideas are that we
put the string fields in the 0-picture and use the ‘double-step’ picture-changing operator.
Again we will concentrate on the Neveu-Schwarz sector. Then the action takes the form
SNS = − 1
g2o
(
1
2α′
∫
Y−2A ∗QBA+ 1
3
∫
Y−2A ∗ A ∗ A
)
, (3.36)
where
∫
and ∗ are the most basic ones without any insertion of the picture-changing
operators. Y−2 is a double-step inverse picture-changing operator which satisfies
lim
z→w Y−2(z)X (w) = limz→wX (z)Y−2(w) = Y (w), (3.37)
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and inserted at the string midpoint. And A is the Neveu-Schwarz string field in the
0-picture. In this formalism we regard these 0-picture states as most fundamental, so
that the −1-picture string field A in the last section can be obtained by acting Y on A,
A(−1) = Y · A(0), (3.38)
where we tentatively put the superscripts representing the picture number for clarity. If
Y and X were always invertible, namely they had no non-trivial kernel, then A(0) would
be written as A(0) = X · A(−1) and the action would become
SNS = − 1
g2o
(
1
2α′
∫
A ∗QBA+ 1
3
∫
XA ∗ A ∗ A
)
because of the relation (3.37). It has precisely gone back to the Witten’s action (3.22) of
the Neveu-Schwarz string field. But the assumption of invertibility is not quite correct,
as we will see explicitly later. Therefore the 0-picture formalism can give different results
from those of Witten’s. In fact, it is a field in ker Y that lets the tachyon potential have
a non-trivial mininum. The original authors insisted that with this formalism we are free
from the contact term problems [47, 48]. We leave the details about it to references, but
can illustrate it as follows. Even though the 4-boson amplitude still contains two picture-
changing operators at two 3-string vertices, the Neveu-Schwarz propagator involves one
factor of Y −1−2 (though quite inexact) which cancels one of two Y−2’s, resulting in no
collision. Further, gauge variations have no colliding Y−2’s. Next we will construct Y−2
explicitly.
Y−2 is required to satisfy that
(i) BRST invariance [QB, Y−2] = 0,
(ii) Lorentz invariance, in particular Y−2 does not depend on momentum,
(iii) Y−2 has conformal weight 0,
in addition to the crucial requirement (3.37). Two possible candidates are
· chiral one [48, 49]
Y−2(z) = −4e−2φ(z) − 16
5α′
e−3φc∂ξψµ∂X
µ(z), (3.39)
· nonchiral one [47]
Y−2(z, z¯) = Y (z)Y˜ (z¯). (3.40)
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The latter includes both holomorphic and antiholomorphic fields in the upper half plane,
and Y (z) is the usual inverse picture-changing operator (3.18). When we use the doubling
trick, the nonchiral one becomes
Y−2(z, z¯) = Y (z)Y (z¯), (3.41)
that is, the same operators Y are inserted at the two points conjugate to each other
with respect to the disk boundary (the real axis, in this case). In this sense, Y−2 is not
truly local, but bilocal. We think of different choices of Y−2 as defining different theories.
The above two versions of Y−2, though both theories give the same N -point tree-level
amplitudes on-shell, can lead to entirely different theories off-shell. In fact, it was shown
in [50] that these two theories have different off-shell supersymmetry transformations in
the free (quadratic) level, though they are equivalent on-shell. Moreover, it was found
that two quadratic actions written in terms of the component fields take completely
different forms, so are equations of motion. Thus it is still unknown whether these
two theories arising from two possible choices of Y−2 are equivalent or not. Anyway,
calculation of the tachyon potential in the level truncation scheme was carried out using
the bilocal operator (3.41) in [52]. Now we will refer to it.
The action (3.36) can be represented in terms of the CFT correlators as in chapter 2,
SNS = − 1
g2o
(
1
2α′
〈Y−2(i, ı¯)I ◦ A(0)QBA(0)〉
+
1
3
〈Y−2(i, ı¯)f1 ◦ A(0)f2 ◦ A(0)f3 ◦ A(0)〉
)
≡ − 1
g2o
(
1
2α′
〈〈Y−2|A, QBA〉+ 1
3
〈〈Y−2|A,A,A〉
)
, (3.42)
where the insertion point i = h−1(0) of Y−29 is the common interaction point among
two or three strings, labelled by Q in Figure 2.5. The definitions of I and fi are exactly
the same as those in (2.27), (2.24), (2.20). The correlators are evaluated in the “small”
Hilbert space. On a non-BPS D-brane, we must generalize the action (3.42) to include
GSO(−) sector as explained before. By the conservation of eπiF the possible terms are
the same as in (3.33). If we demand that A+QBA+ and A+A+A+ terms precisely take
the form (3.42) and that the total action be invariant under the gauge transformation
δA+ = QBΛ+ + 1
α′
[A+,Λ+]− 1
α′
{A−,Λ−},
δA− = QBΛ− + 1
α′
[A−,Λ+] + 1
α′
{A+,Λ−}, (3.43)
9We implicitly used the fact that Y−2 is a primary field of conformal weight 0, so that f ◦ Y−2(z) =
Y−2(f(z)).
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then the action is determined to be
Snon-BPSNS = −
1
g2o
(
1
2α′
〈〈Y−2|A+, QBA+〉+ 1
3
〈〈Y−2|A+,A+,A+〉
− 1
2α′
〈〈Y−2|A−, QBA−〉+ 〈〈Y−2|A+,A−,A−〉
)
, (3.44)
where we used the cyclicity properties
〈〈Y−2|A+, QBA+〉 = 〈〈Y−2|QBA+,A+〉,
〈〈Y−2|A−, QBA−〉 = −〈〈Y−2|QBA−,A−〉,
〈〈Y−2|A+,A−,A−〉 = −〈〈Y−2|A−,A+,A−〉 = 〈〈Y−2|A−,A−,A+〉,
〈〈Y−2|A1, . . . ,An〉 = e2πihn〈〈Y−2|An,A1, . . . ,An−1〉, (3.45)
where hn is conformal weight of the vertex operator An. For more details, see [52]. Now
we expand the string field in a basis of the Hilbert space. The Hilbert space we should
consider here is the ‘universal subspace’ H1,01 , where the superscripts 1,0 indicate that
it contains states of ghost number 1 and picture number 0, and the subscript 1 means
that the states are constructed by acting Lmn , G
m
n , bn, cn, βn, γn on the oscillator vacuum
|Ω〉 = c1|0〉, |0〉 being the SL(2,R) invariant vacuum. That is, non-trivial primary
states and states with nonzero momenta are truncated out. The proof that this gives a
consistent truncation of the theory is the same as in the bosonic case in section 2.5. We
will find in this 0-picture formalism there are much more auxiliary fields as compared
with the Witten’s −1-picture formalism. And again we impose on the string field the
Feynman-Siegel gauge condition
b0A± = 0,
so that we can exclude the states including c0, if they have nonzero L
tot
0 eigenvalues.
Recall that for a state of Ltot0 = 0 we cannot perform a suitable gauge transformation
leading to the Feynman-Siegel gauge. We can easily find the state of lowest Ltot0 eigen-
value satisfying the above conditions. It is c1|0〉 ∼= c(0), which takes the same form as
the zero momentum tachyon in the bosonic string theory. Hence Ltot0 (c1|0〉) = −1(c1|0〉).
Surprisingly, this state is obviously annihilated by the action of Y = c∂ξe−2φ. That is
to say, such a state does not exist in a theory based on the −1-picture states. Let’s seek
the next-to-lowest lying state. It is γ1/2|0〉 ∼= γ(0) = ηeφ, whose Ltot0 eigenvalue is −1/2.
And since
lim
z→0
Y (z)γ(0) = lim
z→0
c∂ξe−2φ(z)ηeφ(0) = −ce−φ(0), (3.46)
this state just corresponds to the zero momentum tachyon in the −1-picture theory.
Therefore, we had found the ‘second’ tachyonic state c(z) in the 0-picture theory which
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is more tachyonic than the usual tachyon ηeφ ∼ ce−φ. Here we define the level of the
component field to be h + 1, where h is the conformal weight of the associated vertex
operator, so that the second tachyon should be at level 0. As the level 0 tachyon state
c(z) lies in the GSO(+) sector, one may think that this formalism does not reproduce the
spectrum found on a BPS D-brane in the first-quantized superstring theory. But when
one calculates the quadratic part 〈〈Y−2|A+, QBA+〉 of the action for level 0 truncated
GSO(+) sector string field A+(z) = ∫ dp+1k u(k)c(z)eikX(z), he finds the kinetic term
of u field to be absent. As we have already seen in the bosonic string field theory,
the standard kinetic terms of the form (∂µψ)
2 have arisen through the contribution
from QB → c0Lm0 = c0(α′p2 + m2). In this case, however, Y−2 supplies two factors of
c’s, and two more c’s come from two A+’s. So the contribution from j1B = cTm term
vanishes because bc ghost number does not satisfy the condition for the correlator to
have a nonzero value. Instead, the term including j6B = ∂η ηe
2φb remains nonzero, which
gives only the mass term. We then conclude that the u field does not represent any
physical degrees of freedom. Hence the existence of u-tachyon in GSO(+) sector does
not contradict the first-quantized theory. In [50], the quadratic part of the action for
low-lying component fields was calculated also for the different choice (3.39) of Y−2.
According to that, there is nonvanishing kinetic term for u, which is produced roughly
through uu〈e−2φc(α′k2 − 1)c∂c〉. But since this term has the wrong sign as opposed to
the ‘physical’ fields, it does not contribute to the physical spectrum too.
Incidentally, this auxiliary tachyon can be used to construct a non-trivial vacuum
even on a BPS D-brane [51], though it is not related to the tachyon condensation un-
der consideration. Since this superstring field theory contains a tachyonic field u in the
GSO(+) sector, there can be solutions to the equations of motion where some (scalar)
fields develop nonvanishing vacuum expectation values on a BPS D-brane. Such a so-
lution was actually found in [51], in which the gauge vector field in the Neveu-Schwarz
sector becomes massive through the Higgs mechanism as in section 2.9 while the gaug-
ino in the Ramond sector remains massless, leading to the spontaneous breakdown of
supersymmetry in this new vacuum.
Now we examine the level (1
2
, 1) truncated tachyon potential. The string field is
A+(z) = uc(z) , A−(z) = teφη(z),
and we use the full cubic action (3.44). As Y−2 insertions together with handling of
ξ, η, φ rather complicate the actual calculations, we do not explicitly show the detailed
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processes but simply write down the results. With some proper normalization, one gets
Snon-BPSNS =
Vp+1
g2o
(
1
α′
u2 − 9
16
ut2 +
1
4α′
t2
)
.
A u3 term is absent for the same reason as the absence of u-kinetic term. And using the
same method as that in section 2.6 the tension of the non-BPS Dp-brane is determined10
in [52] to be
τ˜p =
2
√
2
g¯2oπ
2α′
p+1
2
, (3.47)
where g¯o is the dimensionless open string coupling and related to go as g
2
o = α
′ p−5
2 g¯2o .
Putting these results together, we finally obtain the level (1
2
, 1) truncated multiscalar
tachyon potential
U(t, u) = −S
non-BPS
NS
Vp+1
= τ˜p
π2α′3
2
√
2
(
− 1
α′
u2 +
9
16
ut2 − 1
4α′
t2
)
. (3.48)
Since there is no u3 term, we can exactly integrate out the level 0 auxiliary tachyon u to
obtain the effective t-tachyon potential
U
(1)
eff (t) = τ˜p
π2α′3
2
√
2
(
34α′
210
t4 − 1
4α′
t2
)
. (3.49)
Note that the coefficient in front of t4 is now positive, which means the effective potential
has two non-trivial extrema other than t = 0. As we are considering only two fields u and
t, we find the auxiliary tachyonic field u, which does not exist in the original −1-picture
theory, has the effect of letting the tachyon potential be of the double-well form. The
minima of the potential occur at t = ±t0; t0 = 8
√
2/9α′, and the depth of the potential
is
U
(1)
eff (t0) = −
π2α′3
2
√
2
24
34α′3
τ˜p ≃ −0.689τ˜p. (3.50)
Now that we found the level (1
2
, 1) truncated tachyon potential reproduces about 69% of
the conjectured value, we want to extend it to higher level. According to the empirical
law, we expect that the shape of the effective potential should keep the form of a double-
well, and the value of the potential at the bottom should approach −τ˜p. It is actually
achieved in [52]. Since the level 1 and level 3/2 fields are odd under a Z2 twist symmetry,
the next truncation level we should consider is (2,4). At level 2, the Neveu-Schwarz string
field has six states in the 0-picture, there being twice as many fields as those at the same
10I will make comments concerning this point at the end of this section.
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L0 eigenvalue in the −1-picture formalism. After integrating out u and the level 2 fields,
the resulting (2,4) effective tachyon potential is reported to be
U
(4)
eff = τ˜p
π2α′3
2
√
2
(
86929α′
210 · 34 · 17t
4 − 1
4α′
t2
)
, (3.51)
whose minima occur at t0 = 72
√
34/
√
86929α′, and
U
(4)
eff (t0) = −
π2α′3
2
√
2
24 · 34 · 17
86929α′3
τ˜p ≃ −0.884τ˜p.
These results agree with our expectations. The shapes of the potentials (3.49), (3.51)
are shown in Figure 3.3.
-2 -1 0 1 2
-1
-0.75
-0.5
-0.25
0
0.25
0.5
0.75
t
U
Figure 3.3: Effective tachyon potentials at level (1
2
, 1) (dashed line) and at level (2,4)
(solid line).
So far we have seen how the modified cubic superstring field theory conquers the
problems by which the Witten’s original cubic superstring field theory was confronted,
for example, the contact term divergences and the absence of the minimum of the tachyon
potential. However, there remain some difficulties in this formalism too. For instance,
states that are in reality unphysical also solve the equation of motion Y−2(QBA+A∗A) =
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0. if they are in the kernel of the double-step inverse picture-changing operator Y−2. And
the physical meaning of the different choices of Y−2 is not clear. At least, the two theories
truncated to the low level fields have completely different properties off-shell, for example,
equations of motion and supersymmetry transformations. It remains open whether these
two theories are equivalent after including higher level contributions fully. For these and
other reasons, it seems that not everyone believes this 0-picture formalism really solves
all problems about the construction of superstring field theory.
Before closing this section, I’d like to make an objection against one of the results.
In [52], the authors insist that they get the tension τp of the BPS Dp-brane by the
method explained in section 2.6, and then obtain the tension τ˜p of the non-BPS Dp-
brane via the well-known formula τ˜p =
√
2τp. But I think it is the tension τ˜p of the
non-BPS D-brane that we obtain by seeing the coefficient of the kinetic term (∂tY )
2 for
the correctly normalized translation mode in the string field theory action, because in
this method we ought to get the tension of the ‘D-brane’ represented by the external
Chan-Paton factor
(
1 0
0 0
)
irrespective of the property of the brane. The information
whether the brane is BPS or non-BPS should be reflected in the way the string fields are
GSO-projected. In fact, this superstring field theory cannot describe both BPS and non-
BPS Dp-branes. For definiteness, let’s consider the situation where we are interested in
the tachyon condensation on a non-BPS D3-brane. Since it lives in Type IIA superstring
theory, no BPS D3-brane exists. And further, we cannot simply T -dualize to alter IIA
theory into IIB theory because the relation between the open string coupling go and the
closed string coupling gc may depend on the details of the boundary CFT describing
the D-brane, for the relation τ˜p =
√
2τp holds when written in terms of closed string
coupling constant gc. In such circumstances, it is impossible to obtain the tension τ3
of the BPS D3-brane from the superstring field theory on a non-BPS D3-brane. If
we assume our opinion mentioned above is true, τ˜p does not include the factor of
√
2
in (3.47). Were it not for the factor, the negative energy contribution at the bottom of
the tachyon potential would exceed 100% of the conjectured value at level (2,4). Since
the minimum value of the potential monotonically decreases as we include higher level
modes11, the expected exact cancellation between the non-BPS D-brane tension and the
tachyon potential can never be realized. For this reason, I think the results displayed
above needs to be reexamined.
11Since the level truncation processes set to zero the fields ψi of higher levels, we are looking for a
minimum in the restricted subspace represented by the set {ψi = 0} in the level truncation scheme.
Therefore the string field configuration which minimizes the potential at some level does not minimize
the potential found when higher modes are included in general.
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3.4 Berkovits’ Open Superstring Field Theory
As another approach to superstring field theory, here we introduce the formalism which
has been developed by N. Berkovits. To understand the profound structure of the theory
we should read through a series of papers [54, 55, 57, 58, 60]. We do not have enough
space to review the whole structure of the theory, so we will content ourselves with
describing only part of it necessary for the study of tachyon condensation.
To begin with, we embed N = 112 critical (cm = 15) Ramond-Neveu-Schwarz super-
string into a critical (cm = 6) N = 2 superstring [55]. In general, an N = 2 superstring
contains a set of generators (T,G+, G−, J) which satisfies the following N = 2 supercon-
formal algebra
T (z)T (0) ∼ c
2z4
+
2
z2
T (0) +
1
z
∂T (0),
T (z)G±(0) ∼ 3
2z2
G±(0) +
1
z
∂G±(0),
T (z)J(0) ∼ 1
z2
J(0) +
1
z
∂J(0),
G+(z)G+(0) ∼ G−(z)G−(0) ∼ 0,
G+(z)G−(0) ∼ 2c
3z3
+
2
z2
J(0) +
1
z
(2T (0) + ∂J(0)) ,
J(z)G±(0) ∼ ±1
z
G±(0),
J(z)J(0) ∼ c
3z2
. (3.52)
We further extend it to have a ‘small’ N = 4 superconformal symmetry by introducing
additional generators. We list world-sheet superconformal algebras in Table 3.2. From
this table, we find that two additional supercurrents G˜± and two additional spin 1
currents J++, J−− are required. By writing J = ∂H , we can define two currents as
J++ = eH , J−− = e−H , (3.53)
where H(z) obeys the following OPE
H(z)H(0) ∼ c
3
log z.
Three spin 1 currents (J++ = eH , J = ∂H, J−− = e−H) form an SU(2) algebra. Using
J++ and J−−, G˜± are defined by
G˜−(z) ≡
∮ dζ
2πi
J−−(ζ)G+(z) ≡ [J−−0 , G+(z)],
12As remarked earlier, we write only the holomorphic side, though we also have the equivalent anti-
holomorphic side.
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world-sheet SUSY supercurrent spin 1 current spin 1
2
cg symmetry
N = 0 (bosonic) — — — −26 —
N = 1 G — — −15 —
N = 2 G± J — −6 U(1)
N = 4 small G±, G˜± J, J++, J−− — 12 SU(2)
N = 4 big G±, G˜± seven J ’s four 0 SU(2)× SU(2)× U(1)
Table 3.2: Classification of the world-sheet superconformal algebras. cg is the ghost
central charge, and ‘symmetry’ is the one generated by the spin 1 currents. Spin is equal
to conformal weight because of holomorphicity.
G˜+(z) ≡
∮ dζ
2πi
J++(ζ)G−(z) ≡ [J++0 , G−(z)]. (3.54)
By definition, (G+, G˜−) and (G˜+, G−) transform as doublets under the SU(2). The
N = 2 algebra together with the SU(2) algebra defined above generates the N = 4
superconformal algebra, which contains four fermionic supercurrents G±, G˜± [57]. Since
the operator products of U(1) generator J with the other SU(2) generators J++, J−−
become
J(z)J±±(0) ∼ ±c/3
z
J±±(0),
if we take a critical (c ≡ cm = 6) N = 2 superstring then the superscripts ± on the
generators correctly represent the charges under the U(1) generated by J = ∂H .
Now that we see the critical N = 2 superconformal algebra can be extended to
the N = 4 superconformal algebra, we wish to explicitly construct the generators of
N = 4 algebra in terms of the fields appearing in the N = 1 Ramond-Neveu-Schwarz
superstring. This can be done by embedding the critical N = 1 Ramond-Neveu-Schwarz
superstring into an N = 2 superconformal algebra [55]. In the combined matter-ghost
Ramond-Neveu-Schwarz superstring, we allow the ghosts to have arbitrary conformal
weights parametrized by one parameter λ as
hb = λ , hc = 1− λ , hβ = λ− 1
2
, hγ =
3
2
− λ. (3.55)
These are so chosen as to preserve hb+hc = hβ+hγ = 1 and to be able to combine b and
β into a two-dimensional superfield B = β + θb, where θ is the fermionic coordinate of
the superspace. In this case, the ghost part of the energy-momentum tensor is written
as
T g(λ) = (∂b)c− λ∂(bc) + (∂β)γ − 2λ− 1
2
∂(βγ). (3.56)
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The central charge of (3.56) can be determined by seeing the most singular term of T gT g
OPE, the result being
cg = 9− 12λ. (3.57)
Of course, the ‘standard’ ghosts are recovered by choosing λ = 2. Looking at the form
of T g(λ), one finds
T g(2) = T g(3/2) +
1
2
∂(−bc − ξη) + 1
2
∂(ξη − βγ). (3.58)
If we define
J = −bc− ξη , T = Tm + T g(3/2) , J2 = ξη − βγ , (3.59)
then one can easily verify
J(z)J(0) ∼ 6
3z2
,
T (z)T (0) ∼ 6
2z4
+
2
z2
T (0) +
1
z
∂T (0), (3.60)
because the matter central charge cm of the critical N = 1 Ramond-Neveu-Schwarz
superstring is 15 and cg (3.57) is equal to −9 when λ = 3/2. By constructing two spin
3/2 supercurrents as [54]
G− = b , G+ = jB + ∂(cξη) + ∂2c, (3.61)
we find (T,G+, G−, J) to satisfy the N = 2 superconformal algebra with c = 6. Since
weights of the ghosts are shifted by 1/2, G± in (3.61) actually have spin (weight) 3/2.
From Table 3.2, the central charge cm of the matter system of the N = 2 critical super-
string must be equal to 6, so we have gotten the matter system for the N = 2 critical
superstring from the combinedmatter-ghost system of the criticalN = 1 Ramond-Neveu-
Schwarz superstring [55]. A straightforward method for calculating scattering amplitudes
for the critical N = 2 superstring is introducing N = 2 ghosts (b, c, β±, γ±, η, ξ), con-
structingN = 2 BRST charge, computing correlation functions of BRST-invariant vertex
operators, and integrating them over the moduli of N = 2 super-Riemann surfaces. But
it was shown in [57] that there is a simpler method for that purpose. It involves extend-
ing the N = 2 superconformal algebra obtained in (3.59), (3.61) to an N = 4 algebra by
the prescription mentioned before and then twisting the resulting N = 4 algebra by the
U(1) current J . That is to say, we define a new energy-momentum tensor by
T twist(z) ≡ T (z) + 1
2
∂J(z), (3.62)
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where T and J are defined in (3.59). In this ‘new theory’, an operator O of ‘original’
weight h and U(1) charge q will have the new weight h′ 6= h. This can be seen by the
following OPE,
T twist(z)O(0) = T (z)O(0) + 1
2
∂J(z)O(0)
∼ h
z2
O(0) + 1
z
∂O(0) + 1
2
∂
(
q
z
O(0)
)
=
h− 1
2
q
z2
O(0) + 1
z
∂O(0),
where we assumed O to be a primary field for simplicity. From this, we can read off the
new weight
h′ = h− 1
2
q. (3.63)
So the various charged fields under the U(1) change their weights according to (3.63)
in the twisted theory. We now summarize in Table 3.3 the weights (spins) of the fields
appearing in the N = 4 superconformal algebra. By definition (3.62) of the twisted
T G+ G− G˜+ G˜− J++ J J−−
before twist 2 3/2 3/2 3/2 3/2 1 1 1
after twist 2 1 2 1 2 0 1 2
Table 3.3: Spins of the fields before and after twisting.
energy-momentum tensor, the OPE among two T twist’s obeys the usual Virasoro algebra
with zero central charge. So one can hope that in the twisted theory we need not
introduce N = 2 ghosts and complications arising from them. Though the story is not
such simple, it was shown in [57] that N = 2 physical vertex operators and scattering
amplitudes can be computed without introducing N = 2 ghosts after twisting. We will
not pursue this point any more. Here, we write down the full set ofN = 4 superconformal
generators (after twisting) in terms of Ramond-Neveu-Schwarz variables,
T twist = Tm + T g(λ = 2) +
1
2
∂(βγ − ξη),
G+ = jB + ∂(cξη) + ∂
2c,
G− = b,
J++ = −cη,
J = −bc− ξη,
J−− = −bξ, (3.64)
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G˜+(z) =
∮
dζ
2πi
J++(ζ)G−(z) = η(z),
G˜−(z) =
∮ dζ
2πi
J−−(ζ)G+(z) = Res
ζ→z
jB(z)J
−−(ζ)
= [QB, bξ(z)] = (T
m + T g(λ = 2))ξ(z)− bX (z),
where jB is the standard N = 1 BRST current of Ramond-Neveu-Schwarz superstring.
Since the U(1) current J = −bc− ξη is essentially the ghost number current, conformal
weights of the ghosts b, c, β, γ have been brought back to the ‘standard’ weights repre-
sented by λ = 2 after twisting. And notice that the ξ zero mode explicitly appears in
several generators forming N = 4 superconformal algebra. This means we cannot help
doing calculations in the “large” Hilbert space.
Next let’s consider the N = 2 vertex operators and correlation functions among them.
As we are in the “large” Hilbert space, an N = 2 vertex operator Φ is constructed by
using the corresponding N = 1 Ramond-Neveu-Schwarz vertex operator A as
Φ(z) = : ξA(z) :, (3.65)
where A has ghost number +1 and is in the natural −1-picture. From now on we will
abbreviate the normal ordering symbol : . . . : as usual. Since both the ghost number
and the picture number of Φ are zero, Φ is bosonic (Grassmann even). In particular,
Φ is neutral under the U(1) generated by the current J = −bc − ξη which belongs to
the N = 2 algebra. Simple N -point functions 〈Φ(z1) · · ·Φ(zN )〉 on the sphere13 among
them, however, turn out to vanish, because the U(1) current J carries nonzero anomaly.
By exactly the same argument as below eq. (3.10), one can find any correlator vanishes
unless total U(1) charge of the inserted vertex operators is equal to +2. Or this fact
can easily be verified as follows. It is well known that the field c of conformal weight −1
has three zero modes c1, c0, c−1, so three insertions of c is necessary for the path integral
to have a nonvanishing value. Similarly, the field ξ of conformal weight 0 has one zero
mode ξ0, which requires one insertion of ξ in the integrand of path integral. To sum up,
we must include factors of cccξ, the sum of whose U(1) charges is +3 − 1 = +2, which
agrees with the previously mentioned result. Thus, the simplest nonvanishing amplitude
can be written as
〈Φ(z1)G+0 Φ(z2)G˜+0 Φ(z3)〉, (3.66)
where G+0 Φ(z) is defined by
∮
z
dζ
2πi
G+(ζ)Φ(z), and similarly for G˜+0 Φ(z). Note that both
G+, G˜+ are primary fields of conformal weight 1 after twisting. Three vertex operator
13Doubling trick.
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insertions at z1, z2, z3 are needed to fix the conformal Killing group PSL(2,R). Recall
that both G+0 and G˜
+
0 have one unit of U(1) charge. Since we first want to consider the
on-shell amplitudes, we should determine the physical condition for the N = 2 vertex
operator Φ. It turns out that the suitable physical condition is written as
G+0 G˜
+
0 Φ(z) = 0, (3.67)
because through the following computations
G+0 G˜
+
0 Φ(z) =
∮
dx
2πi
jB(x)
∮
dy
2πi
η(y)ξ(z)A(z)
= {QB, A(z)}
(3.67) is equivalent to the usual on-shell condition QB|A〉 = 0. Note that since A lives in
the “small” Hilbert space, η-A contraction never gives a simple pole 1/(y−z). Moreover,
it is important to be aware that
{G+0 , G˜+0 } = 0 , (G+0 )2 = (G˜+0 )2 = 0. (3.68)
One can see that the 3-point amplitude (3.66) is invariant under the ‘gauge’ transforma-
tion
δΦ = G+0 Λ1 + G˜
+
0 Λ2 (3.69)
if all vertex operators are on-shell. It is easily verified by using (3.67), (3.68) and con-
tour deformations. And the gauge transformation (3.69) also preserves the ‘equation of
motion’ (3.67) thanks to (3.68). So we should physically identify two vertex operators
which are related through the gauge transformation (3.69), namely Φ1 ∼= Φ2 if there exist
Λ1,Λ2 such that Φ1 = Φ2 + G
+
0 Λ1 + G˜
+
0 Λ2. In fact, the ‘pure gauge’ state of the form
Φ = G+0 Λ1 + G˜
+
0 Λ2 corresponds to the following N = 1 vertex operator
A = η0Φ = G˜
+
0 (G
+
0 Λ1 + G˜
+
0 Λ2) = G
+
0 (−G˜+0 Λ1) = QB(−η0Λ1),
which is nothing but a BRST-exact14 state in the N = 1 sense. In the end, we can
construct the physical Hilbert space in terms of N = 2 vertex operators {Φ} in a similar
way as in N = 1 case: A physical “large” Hilbert space consists of states that are
annihilated by G+0 G˜
+
0 = QBη0 modulo the gauge transformation (3.69).
As a next step, we want to generalize the above on-shell formalism to an off-shell free
string field theory. The constraints on the form of the action are that it should reproduce
14Though Λ1 itself does not exist in the “small” Hilbert space, η0Λ1 does.
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the equation of motion (3.67) and it should incorporate the gauge invariance (3.69). An
obvious guess is
Squad =
∫
Φ ∗G+0 G˜+0 Φ, (3.70)
where
∫
and ∗ are the same gluing operations as in the cubic bosonic string field theory.
Φ is now promoted to an off-shell string field, though the substance is almost the same.
But there is a subtle point in the reality condition of the string field. Under the Hermitian
conjugation, J flips its sign as (bc)† = cb = −(bc) and so on. Hence the reality condition
hc(Φ[X(σ)]) = Φ[X(π − σ)]
must be accompanied by the SU(2) rotation
J → −J , J++ → J−− , J−− → J++ .
At last, we have come to the position to extend the free action (3.70) to include
interactions. For the action to produce the correct 3-point on-shell amplitude, it is
shown that the cubic action must be of the form
Scubic =
∫ (
(G+0 Φ) ∗ (G˜+0 Φ) + Φ ∗ {(G+0 Φ), (G˜+0 Φ)}
)
(3.71)
up to numerical coefficients. But it is impossible to extend the gauge transforma-
tion (3.69) to a non-linear form under which Scubic is invariant. This fact forces us
to add quartic or even higher order terms to the cubic action Scubic. As a clue to seek
the correct form of the action, let’s look at the Wess-Zumino-Witten model
SWZW = Tr
∫
d2z
[
(g−1∂g)(g−1∂¯g)−
∫ 1
0
dt(gˆ−1∂tgˆ)[(gˆ−1∂gˆ), (gˆ−1∂¯gˆ)]
]
, (3.72)
where g takes value in some group G and gˆ is a G-valued function extended to depend
also on t ∈ [0, 1], whose boundary values are constrained such that gˆ(t = 0) = I , gˆ(t =
1) = g. By setting g = eϕ and expanding in ϕ, we get from SWZW the correct cubic
action of the form (3.71) with the anticommutator replaced by a commutator. Expecting
more successes, we mimic it and assume the following string field theory action
S =
1
2
∫ [(
e−ΦG+0 e
Φ
) (
e−ΦG˜+0 e
Φ
)
−
∫ 1
0
dt
(
e−tΦ∂tetΦ
) {(
e−tΦG+0 e
tΦ
)
,
(
e−tΦG˜+0 e
tΦ
)}]
. (3.73)
Here, the products and integral among the string fields are defined by the Witten’s gluing
prescription of the strings. This action has many advantages for our purpose. Firstly,
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• the equation of motion derived from the action (3.73) is
G˜+0
(
e−ΦG+0 e
Φ
)
= 0, (3.74)
whose linearized version correctly reproduces G˜+0 G
+
0 Φ = 0. In terms of the Ramond-
Neveu-Schwarz variables, (3.74) is written as
η0
(
e−ΦQBeΦ
)
= 0. (3.75)
Secondly,
• the action (3.73) has the nonlinear gauge invariance under
δeΦ = (G+0 Λ1)e
Φ + eΦ(G˜+0 Λ2) = (QBΛ1)e
Φ + eΦ(η0Λ2), (3.76)
where Λ1,Λ2 are gauge parameters of ghost number −1. The proof of this gauge invari-
ance can be found in [62]. Of course, the linearized gauge transformation of (3.76) takes
the form δΦ = G+0 Λ1 + G˜
+
0 Λ2, as desired. Thirdly,
• this action accurately reproduces the on-shell amplitudes found in the first-quantized
superstring theory.
As remarked above, the action (3.73) gives the correct answer for the 3-point on-shell
scattering amplitude. Moreover, the on-shell 4-point tree-level amplitude was computed
in [59]. There are three types of diagrams which contribute to the 4-point tree amplitude.
We call them s-channel (As), t-channel (At) and quartic (Aq) amplitudes respectively.
The sum As + At of the two diagrams which include two cubic vertices is shown to
contain a surface term (contact term) of the same kind as the one found in (3.30), but it
is finite in this case because there are no dangerous operators such as colliding picture-
changing operators. And still, it was found that the quartic contribution Aq exactly
cancels the finite contact term. When we take the four external states to be on-shell, i.e.
G+0 G˜
+
0 Φ = 0, the tree-level 4-point amplitude As +At +Aq computed from the second-
quantized superstring field theory action (3.73) precisely agrees with the first-quantized
result, without any finite or divergent contact term. Generally speaking,
• the superstring field theory action (3.73) does not suffer from the contact term
divergence problems.
I’d like to close this section with some comments which are not directly related to
our route to the problem of tachyon condensation. There are two other examples of a
critical N = 2 superstring, though we do not depict them in detail. One of them is the
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self-dual string describing self-dual Yang-Mills theory in D = (2, 2) [53]. And the other
is the ‘hybrid’ description of the modified Green-Schwarz superstring in four-dimensional
superspace combined with the c = 9,N = 2 superconformal field theory which describes
a six-dimensional compactification manifold [56]. In the latter example, by expressing
the action in terms of Green-Schwarz-like variables,
• it can be made manifestly SO(3, 1) super-Poincare´ invariant.
3.5 Open Superstring Field Theory
on Various D-Branes
In the last section, the basic formalism of Berkovits’ open superstring field theory was
reviewed. We write here the superstring field theory action again, with a slightly different
notation:
SD =
1
2g2o
〈(
e−ΦQBeΦ
) (
e−Φη0eΦ
)
−
∫ 1
0
dt
(
e−tΦ∂tetΦ
) {(
e−tΦQBetΦ
)
,
(
e−tΦη0etΦ
)}〉
. (3.77)
The meaning of 〈〈. . .〉〉 will be explained below. Though we did not specify what proper-
ties the Grassmann even string field Φ has, it does correspond to a state in the GSO(+)
Neveu-Schwarz sector. It is not yet known how to incorporate the Ramond sector states.
But in order to look for a Lorentz invariant vacuum produced by the tachyon conden-
sation, we can ignore the Ramond sector states because they represent the spacetime
spinors. In spite of this fact, we strongly hope that we will succeed in including the
Ramond sector into this formalism because in that case we can examine whether the
spacetime supersymmetry is restored when we construct BPS D-branes via tachyon con-
densation as kinks on a non-BPS D-brane or as vortices on a D-brane anti D-brane pair.
Aside from the problems on the Ramond sector, we must also consider the GSO(−)
Neveu-Schwarz sector for the tachyon condensation, since the only tachyonic state lives
there. On a non-BPS D-brane, it is convenient to introduce internal Chan-Paton factors.
With the help of them, the algebraic structures obeyed by the GSO(+) string fields are
preserved even after introducing the GSO(−) string fields. Moreover, the multiplica-
tive conservation of eπiF is guaranteed by simply taking the trace. On a D-brane anti
D-brane pair, in addition to the internal ones external Chan-Paton factors representing
two branes must be tensored too. These affairs will be discussed in this section.
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3.5.1 On a BPS D-brane
We begin by explaining the meaning of 〈〈. . .〉〉 in (3.77) in the case of a BPS D-brane,
namely, Φ is in the GSO(+) sector. By expanding the exponentials in a formal power
series, the action is decomposed into the sum of the various n-point (possibly infinite)
vertices 〈〈A1 . . . An〉〉 with some vertex operators Ai. But we must take great care not to
change the order of operators. Recall that in section 2.3 we have defined an arbitrary
n-point vertex
∫
Φ ∗ · · · ∗Φ as the n-point CFT correlator 〈f1 ◦ Φ(0) . . . fn ◦Φ(0)〉. Now
we adopt the same definition for 〈〈. . .〉〉, that is,
〈〈A1 . . . An〉〉 = 〈f (n)1 ◦ A1(0) . . . f (n)n ◦ An(0)〉 (3.78)
where
f
(n)
k (z) = h
−1 ◦ g(n)k (z),
h−1(z) = −iz − 1
z + 1
,
g
(n)
k (z) = e
2πi
n
(k−1)
(
1 + iz
1− iz
) 2
n
, (3.79)
1 ≤ k ≤ n.
Of course, we can use g
(n)
k (unit disk representation) instead of f
(n)
k (upper half plane
representation) in (3.78). One thing we must keep in mind is that the correlator is
evaluated in the “large” Hilbert space. So the correlator is normalized such that〈
ξ(z)
1
2
c∂c∂2c(w)e−2φ(y)
〉
= 〈0|ξ0c1c0c−1e−2φ(0)|0〉 = 1. (3.80)
In the most left hand side the correlator is independent of z, w, y because they supply only
zero modes. When we consider the GSO(−) sector too, vertex operators can have half-
integer-valued conformal weights. In this case, some ambiguity arises in the definition of
the conformal transformation
f ◦ ϕ(0) = (f ′(0))hϕ(f(0))
for a primary field. Here we unambiguously define the phase of it. For f
(n)
k (z), since one
finds
f
(n)′
k (0) =
2
n
sec2
π(k − 1)
n
,
we can simply define
f
(n)
k ◦ ϕ(0) =
∣∣∣∣ ( 2n
)h
sec2h
π(k − 1)
n
∣∣∣∣ ϕ(f (n)k (0)). (3.81)
109
For g
(n)
k (z), g
(n)′
k (0) contains a factor of i, which we define to be i = e
πi/2. Then
g
(n)′
k (0) =
4i
n
e
2πi
n
(k−1) =
4
n
e2πi(
k−1
n
+ 1
4
).
Finally we set
g
(n)
k ◦ ϕ(0) =
∣∣∣∣ ( 4n
)h ∣∣∣∣ e2πih(k−1n + 14 )ϕ(g(n)k (0)). (3.82)
Now we enumerate the algebraic properties the correlator 〈〈. . .〉〉 satisfies. Let Ai’s
denote arbitrary vertex operators, whereas Φ,Φi represent the string fields in GSO(+)
Neveu-Schwarz sector, i.e. Grassmann even vertex operators of ghost number 0.
• Cyclicity properties
〈〈A1 . . . An−1Φ〉〉 = 〈〈ΦA1 . . . An−1〉〉, (3.83)
〈〈A1 . . . An−1(QBΦ)〉〉 = −〈〈(QBΦ)A1 . . . An−1〉〉, (3.84)
〈〈A1 . . . An−1(η0Φ)〉〉 = −〈〈(η0Φ)A1 . . . An−1〉〉. (3.85)
Since the similar relations hold for the string fields in the GSO(−) sector, we postpone
proving them until we introduce the GSO(−) sector.
• Anticommutativity
{QB, η0} = 0 , Q2B = η20 = 0. (3.86)
• Leibniz rules
QB(Φ1Φ2) = (QBΦ1)Φ2 + Φ1(QBΦ2),
η0(Φ1Φ2) = (η0Φ1)Φ2 + Φ1(η0Φ2). (3.87)
• Partial integrability
〈〈QB(. . .)〉〉 = 〈〈η0(. . .)〉〉 = 0. (3.88)
We have already seen (3.86) in the form of (3.68). Because the GSO(+) string field Φ1 is
Grassmann even, there are no minus signs in (3.87). (3.88) follow from the fact that both
QB and η0 are the integrals of the primary fields jB and η, respectively, of conformal
weight 1, and that the integration contours can be deformed to shrink around infinity.
These are the basic structures of the theory defined by the action (3.77). In general-
izing it to the theory on a non-BPS D-brane, we must also include the GSO(−) sector
without spoiling these basic structures. We will discuss below how to do that in an
appropriate way.
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3.5.2 On a non-BPS D-brane
GSO(−) states are represented by the Grassmann odd vertex operators and have half-
integer weights if the states have zero momenta. This fact can be seen from the following
examples,
state sector vertex operator Grassmannality weight
tachyon NS− ξce−φ odd −1/2
gauge field NS+ ξψµce−φ even 0
where the vertex operators in the “large” Hilbert space are obtained by combining (3.13)
with (3.65). Clearly the Leibniz rules (3.87) do not hold true for Grassmann odd op-
erators. To remedy this point, we introduce internal Chan-Paton matrices and trace
over them. Concretely, we multiply vertex operators in the GSO(+) sector by the 2× 2
identity matrix I and ones in the GSO(−) sector by the Pauli matrix σ1, so that the
complete string field becomes
Φ̂ = Φ+ ⊗ I + Φ− ⊗ σ1, (3.89)
where the subscripts ± denote not the Grassmannality but the eπiF eigenvalue. In this
case, however, these two happen to coincide. In order to recover (3.87), QB and η0 should
be tensored by a matrix which anticommutes with σ1. For that purpose, it turns out
that σ3 plays a desired role. So we define
Q̂B = QB ⊗ σ3 , η̂0 = η0 ⊗ σ3. (3.90)
In the rest of this chapter, we always regard the hat on an operator as meaning that
the operator contains a 2 × 2 internal Chan-Paton matrix. When the vertex operators
have internal Chan-Paton factors in them, we modify the definition of the the correlator
〈〈. . .〉〉 as
〈〈Â1 . . . Ân〉〉 = Tr〈f (n)1 ◦ Â1(0) . . . f (n)n ◦ Ân(0)〉, (3.91)
where the trace is taken over the internal Chan-Paton matrices. With these definitions,
basic properties satisfied by the GSO(+) string field hold even for the combined system
including both GSO(+) and GSO(−) sectors. That is,
• cyclicity properties
〈〈Â1 . . . Ân−1Φ̂〉〉 = 〈〈Φ̂Â1 . . . Ân−1〉〉, (3.92)
〈〈Â1 . . . Ân−1(Q̂BΦ̂)〉〉 = −〈〈(Q̂BΦ̂)Â1 . . . Ân−1〉〉, (3.93)
〈〈Â1 . . . Ân−1(η̂0Φ̂)〉〉 = −〈〈(η̂0Φ̂)Â1 . . . Ân−1〉〉, (3.94)
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• anticommutativity
{Q̂B, η̂0} = 0 , (Q̂B)2 = (η̂0)2 = 0, (3.95)
• Leibniz rules
Q̂B(Φ̂1Φ̂2) = (Q̂BΦ̂1)Φ̂2 + Φ̂1(Q̂BΦ̂2),
η̂0(Φ̂1Φ̂2) = (η̂0Φ̂1)Φ̂2 + Φ̂1(η̂0Φ̂2), (3.96)
• partial integrability
〈〈Q̂B(. . .)〉〉 = 〈〈η̂0(. . .)〉〉 = 0. (3.97)
Now we begin with proving (3.83) and (3.92). Since the Chan-Paton matrices obey the
cyclicity symmetry without any sign factor under the trace, we will put the Chan-Paton
matrices aside and focus on the unhatted vertex operators. Consider an SL(2,R)15
transformation T (z) = e2πi/nz in the unit disk (as opposed to the upper half plane)
representation of the disk. By SL(2,R) invariance of the CFT correlator on the disk,
the left hand side of (3.83) can be written as
〈(g1◦A1) · · · (gn−1◦An−1)(gn◦Φ)〉 = 〈(T ◦g1◦A1) · · · (T ◦gn−1◦An−1)(T ◦gn◦Φ)〉, (3.98)
where we abbreviate the superscript (n) on g
(n)
k and the argument (0) of (gk ◦ Ak)(0).
From the definition (3.79) of gk, we find T ◦ gk = gk+1. Though T ◦ gn(z) = T n ◦ g1(z)
and T n(z) = e2πiz, it acts non-trivially on the fields of non-integer weights. In fact, for
a primary field ϕ(z) of conformal weight h,
T n ◦ ϕ(z) =
(
d
dz
(e2πiz)
)h
ϕ(T n(z)) = e2πihϕ(z) (3.99)
shows that T n gives a non-trivial factor e2πih. Keeping this in mind, we move the last
factor (T ◦ gn ◦ Φ) to the extreme left. If it is Grassmann even, i.e. Φ is in the GSO(+)
sector, we can do so trivially. But if Φ is Grassmann odd, the sign factor can arise. Since
the product of n operators in the correlator (3.98) must be Grassmann even, the product
of other (n − 1) operators must also be Grassmann odd when Φ is odd. Therefore in
moving (T ◦ gn ◦ Φ) to the left an extra minus sign actually arises. But remember the
15 This is because T maps the interior of the unit disk to itself in a one-to-one manner and maps any
point on the disk boundary to some point on the boundary of the transformed disk. This rotation of
the disk is the simplest transformation in the whole set of the conformal Killing group PSL(2,R) of
the disk.
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factor e2πih arising from T n, which is +1 for GSO(+) states and −1 for GSO(−) states.
So these two sign factors precisely cancel each other, which enables us to write (3.98) as
〈(g1 ◦ Φ))(g2 ◦ A1) · · · (gn ◦ An−1)〉 = 〈〈ΦA1 . . . An−1〉〉, (3.100)
which completes the proof of (3.83), (3.92). When we replace Φ by QBΦ or η0Φ, the
contribution T n → e2πih remains true since QB or η0 does not affect the conformal weight
(they are integrals of currents of weight 1). QB or η0 does, however, change the statistics,
so that the factor (−1) always appears rather than cancels. Thus we have found (3.84),
(3.85), (3.93), (3.94) to be the case. In the above lines, we implicitly assumed that the
operators have zero momenta so that α′p2 in (1.31) does not contribute to the conformal
weight. Even in the case of general weight h ∈ R, the cyclicity relations (3.83)∼(3.85),
(3.92)∼(3.94) still hold if we put a cyclicity axiom that we pick up a phase factor e−2πih
when moving (T ◦g1◦Φ) to the extreme left [62]. The proof of (3.95) and (3.97) is exactly
the same as that of (3.86), (3.88). To prove (3.96), it is sufficient to be aware that QB
anticommutes with Grassmann odd Φ1,− and σ3 also anticommutes with σ1, cancelling
−1 among each other.
The action (3.77) almost needs not to be modified, as long as we use (3.91) as the
definition of 〈〈. . .〉〉. But since the trace over the internal Chan-Paton matrices supplies
an extra factor of 2, we must divide the action by an overall factor 2 to compensate for
it. Thus the open superstring field theory action on a non-BPS D-brane is given by
SD˜ =
1
4g2o
〈(
e−Φ̂Q̂BeΦ̂
)(
e−Φ̂η̂0eΦ̂
)
−
∫ 1
0
dt
(
e−tΦ̂∂tetΦ̂
){(
e−tΦ̂Q̂BetΦ̂
)
,
(
e−tΦ̂η̂0etΦ̂
)}〉
. (3.101)
We want the action to have gauge invariance under
δeΦ̂ =
(
Q̂BΛ̂1
)
eΦ̂ + eΦ̂
(
η̂0Λ̂2
)
(3.102)
as in (3.76). What Chan-Paton structure should we assign to Λ̂i? Since Λi were Grass-
mann odd (ghost number −1) in the GSO(+) sector, Λ̂i should anticommute with Q̂B
and η̂0. Moreover, (Q̂BΛ̂1) and (η̂0Λ̂2) must have the same Chan-Paton structure as that
(3.89) of the string field. One can see that
Λ̂i = Λi,+ ⊗ σ3 + Λi,− ⊗ iσ2 (3.103)
has the desired properties. As for the second requirement,
Q̂BΛ̂1 = QBΛ1,+ ⊗ σ3σ3 +QBΛ1,− ⊗ iσ3σ2
= (QBΛ1,+)⊗ I + (QBΛ1,−)⊗ σ1,
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and similarly for η̂0Λ̂2. Also we find the first requirement to be satisfied by (3.103)
because
jBΛi,+ = −Λi,+jB and σ2σ3 = −σ3σ2.
Note that the GSO(+) gauge parameter Λi,+ is Grassmann odd, while the GSO(−) Λi,−
is Grassmann even. In this case, Grassmannality fails to coincide with eπiF eigenvalue.
For explicit calculations, it is useful to expand the action (3.101) in a formal power
series in Φ̂. It can be arranged in the form
SD˜ =
1
2g2o
∞∑
M,N=0
(−1)N
(M +N + 2)!
(
M +N
N
)〈(
Q̂BΦ̂
)
Φ̂M
(
η̂0Φ̂
)
Φ̂N
〉
(3.104)
thanks to the cyclicity.
3.5.3 On a D-brane–anti-D-brane pair
In order to deal with the D-brane anti D-brane system, we further introduce the external
Chan-Paton factors which resembles the conventional ones. Though each of the two
branes is the BPS object, the GSO(−) sector appears from the strings stretched between
the brane and the antibrane. Hence we still continue to use the internal Chan-Paton
factors introduced in the non-BPS D-brane case to preserve the algebraic structures.
Consider the strings on the brane-antibrane pair as in Figure 3.4. Though we depict two
branes in Figure 3.4 as if they are separated from each other, one should think of these
two branes as being coincident. Four kinds of strings labeled by A,B,C,D are represented
by the following external Chan-Paton matrices
A :
(
1 0
0 0
)
, B :
(
0 0
0 1
)
, C :
(
0 1
0 0
)
, D :
(
0 0
1 0
)
.
States arising from strings represented by the diagonal Chan-Paton factors A and B, or
alternatively by I and σ3, live in the GSO(+) sector. In contrast, states from off-diagonal
strings C and D, or σ1 and σ2, live in the GSO(−) sector. Therefore we can write the
complete string field as
Φ̂ = (Φ1+ ⊗ I + Φ2+ ⊗ σ3)⊗ I + (Φ3− ⊗ σ1 + Φ4− ⊗ σ2)⊗ σ1. (3.105)
Notice that here we adopt the notation
(vertex operator)⊗ (external Chan-Paton matrix)⊗ (internal Chan-Paton matrix),
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D
D-brane(1) anti D-brane(2)
Figure 3.4: Strings on a brane-antibrane pair.
which is different from the one (v.o.)⊗ (int.)⊗ (ext.) used in [62]. And similarly define
Q̂B = QB ⊗ I ⊗ σ3 , η̂0 = η0 ⊗ I ⊗ σ3, (3.106)
Λ̂i = (Λ
1
i,+ ⊗ I + Λ2i,+ ⊗ σ3)⊗ σ3
+ (Λ3i,− ⊗ σ1 + Λ4i,− ⊗ σ2)⊗ iσ2, (3.107)
〈〈Â1 . . . Ân〉〉 = Trext ⊗ Trint〈f (n)1 ◦ Â1(0) . . . f (n)n ◦ Ân(0)〉. (3.108)
These definitions guarantee that the basic properties (3.92)∼(3.97) hold true also in this
case. Cyclicity is clear because external Chan-Paton factors satisfy this property under
Trext and the other parts are the same as in the non-BPS D-brane case. (3.95), (3.97)
are as true as ever. Leibniz rules hold because the external Chan-Paton factors attached
to QB, η0 are the identity element I, which causes no sign factor. The action takes the
same form as in (3.101). To determine the normalization factor, we require the action
to reproduce the action (3.77) on a BPS D-brane when the string field takes the form
Φ̂ = Φ+ ⊗
(
1 0
0 0
)
⊗ I, i.e. string is constrained on one D-brane. In this case, the
double trace gives a factor
Trext
(
1 0
0 0
)n
× TrintIm = 2
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for any n,m ≥ 1. So we find that the following action on a brane-antibrane pair
SDD¯ =
1
4g2o
〈(
e−Φ̂Q̂BeΦ̂
)(
e−Φ̂η̂0eΦ̂
)
−
∫ 1
0
dt
(
e−tΦ̂∂tetΦ̂
){(
e−tΦ̂Q̂BetΦ̂
)
,
(
e−tΦ̂η̂0etΦ̂
)}〉
, (3.109)
where 〈〈. . .〉〉 includes the double trace (3.108), contains the action (3.77) on a BPS
D-brane as a special case with the correct normalization.
3.6 Some Preliminaries to the Tachyon Potential
Here we state the conjecture about the tachyon condensation, though we already used it
in section 3.3. On a non-BPS D-brane, there is a tachyonic mode in the GSO(−) sector.
Since the tachyon field is real-valued, the situation is much similar to the bosonic D-brane
case. That is, the tachyon potential has (at least) a minimum, where the tension of the
non-BPS D-brane is exactly canceled by the negative energy density from the tachyon
potential. And the minimum represents the ‘closed string vacuum’ without any D-brane.
For a brane-antibrane pair, the tachyonic mode arises on strings stretched between the
D-brane and the anti D-brane. Since such strings are represented by two Chan-Paton
sectors C,D in Figure 3.4 in the oriented Type II theory, the tachyon field necessarily
takes value in the complex number. Then the infinitely degenerate continuous minima of
the tachyon potential form a vacuum manifold which has the topology of a circle. When
the tachyon condenses homogeneously in the whole spacetime, the D-brane and the anti
D-brane completely annihilate in pairs, resulting in the usual ‘closed string vacuum’. In
this case, the negative energy contribution from the minimum of the tachyon potential
exactly cancels the sum of the tensions of the D-brane and the anti D-brane. If the
condensation happens in a topologically non-trivial way, namely π1(S
1) 6= 0 ∈ Z, there
remain some lower dimensional (anti) D-branes and the topological charge becomes the
Ramond-Ramond charge of the resulting D-branes. We will, however, not consider the
latter case in this chapter.
To investigate the above conjectures, we must express the open string coupling go in
terms of the tension of the brane under consideration. This can be done by the method
mentioned in section 2.6. We outline it here, giving some comments in connection with
the remarks at the end of section 3.3.
For the brane-antibrane system, we do not have to consider the strings stretched
between the D-brane and the anti D-brane because both of these BPS D-branes have the
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same tension. So it is sufficient to measure the tension of one of them. As in section 2.6,
we consider the following string field which represents the massless translation mode of
a single BPS D-brane,
Φ(z) =
∫
dp+1k φi(k)δp(~k)ξce−φψieikX(z), (3.110)
where i denotes the noncompact flat directions transverse to the Dp-brane. Substituting
it into the action (3.77) for a BPS D-brane, the quadratic part of it becomes
Squad =
Vp
2g2o
∫
dt(∂tχ
i)2, (3.111)
where χi(t) =
∫
dk0φ
i(k0)e
ik0t, which is interpreted as the location of the D-brane up
to a normalization factor, is the Fourier transform of φi(k0). To determine the correct
normalization of χi in terms of the ‘physical length’ Y i, we compare the mass2 of the
string state stretched between two identical BPS Dp-branes separated by ~b found in the
string field theory with that of the first-quantized string theory. The vertex operators
representing the ground state on the stretched string are, in the oriented theory, given
by
Uk0(z) = ξce
−φǫiψ
iei
bi
2π
Xieik0X
0
(z)⊗
(
0 1
0 0
)
(3.112)
Vk0(z) = ξce
−φǫiψiei
bi
2π
Xieik0X
0
(z)⊗
(
0 0
1 0
)
Plugging the string field
Φ(z) =
∫
dk0
(
u(k0)Uk0(z) + v(k0)Vk0(z)
)
+ P (z), (3.113)
where the background
P (z) = χiξce−φψi(z)⊗
(
1 0
0 0
)
represents the translation of one of the two branes by an amount of χi, into the ac-
tion (3.77), the mass term for the u, v fields is generated through the cubic coupling
term and the value of the mass is found to be [62]
m2 = − 1√
2π
~b · ~χ.
Comparing it to16
|~b+ ~Y |2
(2π)2
−
~b2
(2π)2
≃ 1
2π2
~b · ~Y ,
16Note that we are setting α′ = 1.
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we obtain the correct normalization of the translation mode ~χ as
~χ = − 1√
2π
~Y .
Then we can read off the tension of the BPS Dp-brane from the quadratic action (3.111)
with ~χ rewritten in terms of ~Y as
τp =
1
2π2g2o
. (3.114)
For the non-BPS D-brane system, the situation is very similar. In fact, we find from
the following argument that no more calculations are needed. We take the string field
representing the translation of a single non-BPS Dp-brane to be
Ψ̂(z) =
∫
dp+1k φi(k)δp(~k)ξce−φψieikX(z)⊗ I, (3.115)
which differs from (3.110) only in that Ψ̂ contains the internal Chan-Paton matrix I.
When we substitute Ψ̂ into the action (3.101) for a non-BPS D-brane, we obtain the same
quadratic action as (3.111) because the trace over the internal Chan-Paton matrices
precisely cancels the additional overall normalization factor 1
2
in (3.101). Since there
exist GSO(+) sector states on non-BPS D-branes, if we take the GSO(+) lowest states
as representing the stretched string states, the string field we should consider becomes
Ψ̂ = Φ⊗ I,
where Φ is given in (3.113). Again the internal Chan-Paton matrices, together with the
trace over them, lead to no difference from the results obtained in the BPS D-brane case.
Therefore, we have found that the non-BPS Dp-brane tension should also be given by
τp =
1
2π2g2o
. (3.116)
The fact that the Dp-brane tension is given by the same formula both for a BPS (3.114)
and for a non-BPS (3.116) D-brane does not mean that they have physically the same
tension because the definition of go should be different. In particular, we must not
multiply the formula (3.116) for a non-BPS Dp-brane tension by the famous factor
√
2.
Now that we have obtained the relation between the open string coupling and the D-
brane tension, next we argue that the tachyon potential is given by the same calculations
for both the non-BPS D-brane and the brane-antibrane system. Though the tachyon
potential has the form of ‘mexican hat’ or ‘wine bottle’ in the case of a brane-antibrane
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pair so that it has infinitely degenerate minima, we can identify all those points when
looking for a spacetime independent vacuum state. In such a case, we can take the
complex tachyon field to lie on the (positive) real axis, and in particular it is sufficient
to consider the external Chan-Paton sector σ1 in (3.105). This prescription can be
extended to all the massive states in the GSO(−) sector, so that we can completely drop
the external Chan-Paton sector σ2. And since the D-brane and the anti D-brane must
be coincident to vanish in pairs, we will also ignore the external Chan-Paton sector σ3.
Then the string field becomes
Φ̂ = Φ+ ⊗ I ⊗ I + Φ− ⊗ σ1 ⊗ σ1. (3.117)
Since under the trace over the internal Chan-Paton factors GSO(−) states always appear
in even numbers, the external Chan-Paton factors with the trace over them always give
an overall factor TrextI = 2. Thus if we take the trace over the external Chan-Paton
factors in advance, the action (3.109) for the brane-antibrane pair is, in appearance,
reduced to twice the action (3.101) for a non-BPS D-brane. This multiplication factor 2
means that the depth of the tachyon potential has doubled, which enables the negative
energy density from the tachyon potential to exactly cancel the sum of the tensions of the
brane-antibrane pair. Recall here that the tension of the BPS (anti) D-brane and that
of the non-BPS D-brane are commonly represented by 1/2π2g2o though the definitions of
go in these two theories are different. In sum, if we can show that the negative energy
contribution from the tachyon potential at the bottom of the well exactly cancels the
tension of the D-brane for a non-BPS D-brane case, it automatically follows that also for
a brane-antibrane pair the sum of the tensions of the brane and the antibrane is exactly
canceled by the tachyon potential. This is why hereafter we will concentrate on the open
superstring field theory on a non-BPS D-brane represented by the action (3.101).
Let us prepare the level expansion of the (tachyonic) string field Φ̂ on a non-BPS D-
brane. The truncated Hilbert space, denoted byH1, we should consider for the analysis of
tachyon potential is the ‘universal’ subspace of the “large” Hilbert space HL. H1 consists
of states which can be obtained by acting on the oscillator vacuum |Ω〉 = ξce−φ(0)|0〉 with
matter super-Virasoro generators Gmr , L
m
n and ghost oscillators bn, cn, βr, γr, and have the
same ghost and picture numbers as that of |Ω〉. In terms of the corresponding N = 2
vertex operators in the “large” Hilbert space, all of them must have #gh(Φ) = #pic(Φ) =
0. Just as in the bosonic string case, H1 does not contain states with nonzero momentum
or non-trivial primary states. It can be shown in the same way as in section 2.5 that
restricting the string field to this subspace H1 gives a consistent truncation of the theory
in searching the tachyon potential for solutions to equations of motion. Since the Ltot0
119
eigenvalue (weight) of the zero momentum tachyon state |Ω〉 is −1/2, we define the level
of a component field of the string field to be (h+ 1
2
), where h is conformal weight of the
vertex operator associated with the component field. Then the tachyon state |Ω〉 is at
level 0.
Here we consider the gauge fixing. Linearized gauge transformation takes the follow-
ing form
δΦ̂ = Q̂BΛ̂1 + η̂0Λ̂2. (3.118)
Using the first term, we can reach the gauge b0Φ̂ =
∮
dz
2πi
zb(z)Φ̂(0) = 0 for states of
nonzero Ltot0 eigenvalue. One can prove it in the same way as in section 2.4. By the
second term in (3.118), we can further impose on Φ̂ the following gauge condition
ξ0Φ̂(0) ≡
∮ dz
2πi
1
z
ξ(z)Φ̂(0) = : ξΦ̂(0) : = 0. (3.119)
We can easily prove it. If ξ̂0Φ̂ = Ω̂ 6= 0, we perform the linearized gauge transformation
Φ̂′ = Φ̂ − η̂0Ω̂. Here, for Ω̂ to be qualified as a gauge parameter, ξ̂0 must be defined to
be ξ̂0 = ξ0 ⊗ σ3. Then it follows
ξ̂0Φ̂
′ = ξ̂0Φ̂− ξ̂0η̂0(ξ̂0Φ̂) = ξ̂0Φ̂− {ξ̂0, η̂0}(ξ̂0Φ̂) = 0.
Note that we can reach the gauge (3.119) without any limitation. We simply assume
that the ‘modified Feynman-Siegel gauge’ b0Φ̂ = ξ0Φ̂ = 0 is good even nonperturbatively.
Now we list the low-lying states in Table 3.4. The tachyonic ground state is |Ω〉 =
ξ0c1e
−φ(0)|0〉, and the positive level states are obtained by acting on |Ω〉 with negatively
moded oscillators, making sure that the states should have the correct ghost number.
At first sight, the level 1/2 state c0β−1/2|Ω〉 seems to contradict the Feynman-Siegel
gauge condition, but note that this state has Ltot0 = 0 so that it cannot be gauged
away. These states are mapped to the vertex operators in a definite way, and the vertex
operator representations are also shown in Table 3.4. As an example, let us see the state
c−1β−1/2|Ω〉. In terms of the vertex operators, it corresponds to
(c−1β−1/2)(ξ0c1e−φ(0)|0〉) ∼=
∮
dz1
2πi
1
z31
c(z1)
∮
dz2
2πi
β(z2) · ξce−φ(0)
=
∮ dz1
2πi
1
z31
(
1
2!
z21∂
2c(0)
)
ξc(0)
∮ dz2
2πi
(−∂ξ(z2))e−φ(z2)e−φ(0)
= −1
2
∂2cξc(0)
∮ dz2
2πi
∂ξ(z2)e
− ln z2 : e−φ(z2)e−φ(0) :
= −1
2
c∂2c ξ∂ξe−2φ(0).
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Ltot0 level e
πiF (GSO) twist state vertex operator
−1/2 0 − + |Ω〉 = ξ0c1e−φ(0)|0〉 T̂ = ξce−φ ⊗ σ1
0 1/2 + − c0β−1/2|Ω〉 c∂c ξ∂ξe−2φ ⊗ I
1/2 1 − − β−1/2γ−1/2|Ω〉 ξc∂φe−φ ⊗ σ1
c−1β−1/2|Ω〉 Â = c∂2cξ∂ξe−2φ ⊗ I
1 3/2 + + b−1γ−1/2|Ω〉 Ê = ξη ⊗ I
Gm−3/2|Ω〉 F̂ = ξGmce−φ ⊗ I
b−1c−1|Ω〉 ξ∂2ce−φ ⊗ σ1
β−1/2γ−3/2|Ω〉 ξ∂ξηce−φ ⊗ σ1
3/2 2 − + β−3/2γ−1/2|Ω〉 ξc(∂φ)2e−φ ⊗ σ1
(β−1/2)2(γ−1/2)2|Ω〉 ξc∂2φe−φ ⊗ σ1
Lm−2|Ω〉 ξTmce−φ ⊗ σ1
Table 3.4: Zero momentum low-lying Lorentz scalar states in the “large” Hilbert space.
In section 3.4 we constructed N = 2 vertex operators in “large” Hilbert space from
N = 1 vertex operators in the natural −1-picture as Φ =: ξA :. In fact, this construction
guarantees the second gauge condition (3.119). Since ξ is a primary field of conformal
weight 0, this ξ-multiplication operation, or equivalently acting on a state with ξ0, does
not affect the weight or level.
We can still consistently truncate the string field by appealing to a Z2 twist symmetry
under which the action is invariant while the component fields have the following twist
charge
(−1)h+1 if h ∈ Z,
(−1)h+ 12 if h ∈ Z+ 1
2
, (3.120)
where h is the conformal weight of the vertex operator with which the component field
is associated. In other words, h = (level)− 1
2
. Though we can prove the twist invariance
in a similar (but more complicated) way to the proof of cyclicity (3.92), we leave it
to the reference [62]. Since the twist-odd fields must always enter the action in pairs,
these fields can be truncated out without contradicting equations of motion. Explicitly
speaking, we keep only the fields of level 0, 3
2
, 2, 7
2
, 4, 11
2
, . . . which are twist-even.
3.7 Computation of the Tachyon Potential
Now we turn to the action in the level (M,N) truncation scheme. Though the ac-
tion (3.101), or equivalently (3.104), is non-polynomial, i.e. it contains arbitrarily higher
121
order terms in Φ̂, only a finite number of terms can contribute nonvanishing values to
the action at a given finite level. Since any component field other than the tachyon has
strictly positive level, it is sufficient to show that each term in the action contains only
a finite number of tachyon fields. For a CFT correlator in the “large” Hilbert space to
have a non-vanishing value, the insertion must have
bc-ghost number : +3 , ξη-ghost number : −1 , φ-charge : −2
as in (3.80). Because the tachyon vertex operator T = ξce−φ has −1 unit of φ-charge, if
an infinite number of T ’s are inserted, then infinitely many vertex operators of a positive
φ-charge must also be inserted inside the correlator for φ-charge to add up to −2, but
such a term does not exist at any finite level.
Now we shall see the form of the action at each truncation level. At level (0,0),
Φ̂ = tT̂ always supplies −1 unit of φ-charge. While η̂0 has no φ-charge, Q̂B is divided
according to φ-charge into three parts
QB = Q0 +Q1 +Q2, (3.121)
where subscripts denote their φ-charge, as is clear from (3.16). But when acting on
Φ̂ = tT̂ , it becomes
Q̂BΦ̂(0) =
∮ dz
2πi
jB(z) · tξce−φ(0)⊗ σ3σ1 = −it
(
1
2
ξc∂ce−φ + ηeφ
)
(0)⊗ σ2, (3.122)
which includes only terms of φ-charge −1 or +1. Incidentally,
η̂0Φ̂(0) =
∮
dz
2πi
η(z)tξce−φ(0)⊗ σ3σ1 = itce−φ(0)⊗ σ2. (3.123)
To sum up, the term of the form
(
Q̂BΦ̂
) (
η̂0Φ̂
)
Φ̂N has φ-charge −N − 1 ± 1. For this
to become equal to −2, N must be 0 or 2, which means the level (0,0) truncated action
takes the form S(0,0) = at
2 + bt4, as we will see explicitly. Then we move to level (3
2
, 3)
or (2,4) truncation.17 Since the positive level fields enter the action always linearly or
quadratically at this level of approximation, we see how many tachyon vertex operators
must be inserted inside the correlator for φ-charge to be −2. We find from Table 3.4 that
Â has φ-charge −2, Ê has 0, and all the others have −1. Hence the term of the form
〈〈Q2η0E2TN〉〉 can contain the largest number of Φ because T has a negative φ-charge.
Since the φ-charge of the above term is 2 −N , N must be 4. Then we conclude that it
17Because of the twist symmetry, the first non-trivial correction to the (0,0) potential comes from
level 3
2
fields.
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suffices to consider the terms in the action (3.104) up to sixth order in the string field Φ̂
at level (3
2
, 3) or (2,4). Using the cyclicity and the twist symmetry [62]
〈〈Φ̂1 . . .
(
Q̂BΦ̂k
)
. . .
(
η̂0Φ̂l
)
. . . Φ̂n〉〉
= (−1)n+1
(
n∏
i=1
Ωi
)
〈〈Φ̂n . . .
(
η̂0Φ̂l
)
. . .
(
Q̂BΦ̂k
)
. . . Φ̂1〉〉 (3.124)
for the twist even fields (Ωi = +1), the action up to Φ̂
6 is written as
S
(6)
D˜
=
1
2g2o
〈
1
2
(Q̂BΦ̂)(η̂0Φ̂) +
1
3
(Q̂BΦ̂)Φ̂(η̂0Φ̂) +
1
12
(Q̂BΦ̂)
(
Φ̂2(η̂0Φ̂)− Φ̂(η̂0Φ̂)Φ̂
)
+
1
60
(Q̂BΦ̂)
(
Φ̂3(η̂0Φ̂)− 3Φ̂2(η̂0Φ̂)Φ̂
)
+
1
360
(Q̂BΦ̂)
(
Φ̂4(η̂0Φ̂)− 4Φ̂3(η̂0Φ̂)Φ̂ + 3Φ̂2(η̂0Φ̂)Φ̂2
)〉
(3.125)
≡ −Vp+1τpf6(Φ̂) = − Vp+1
2π2g2o
f6(Φ̂),
where we used (3.114).
At last, we shall show the detailed calculations of the tachyon potential. First, let us
compute the pure tachyon contribution (i.e. level (0,0)) to the tachyon potential [61]. In
the quadratic term, however, we also include the momentum dependence for future use.
For the following string field
Φ̂(z) =
∫
dp+1k t(k)ξce−φeikX(z)⊗ σ1, (3.126)
it follows that
Q̂BΦ̂(z) = i
∫
dp+1k t(k)
[(
α′k2 − 1
2
)
ξc∂ce−φ − ηeφ
]
eikX(z)⊗ σ2,
η̂0Φ̂(z) = i
∫
dp+1k t(k)ce−φeikX(z)⊗ σ2. (3.127)
The quadratic part of the action (3.125) becomes
Squad
D˜
=
1
4g2oα
′ 〈〈(Q̂BΦ̂)(η̂0Φ̂)〉〉
= − 1
4g2oα
′
∫
dp+1kdp+1q t(k)t(q)
(
α′k2 − 1
2
)
×Trint〈I ◦ (ξc∂ce−φeikX)(0)(ce−φeiqX)(0)⊗ I〉
= −(2π)
p+1
2g2oα
′
∫
dp+1k t(k)t(−k)
(
α′k2 − 1
2
)〈
ξ
(
−1
ǫ
)
1
2
c∂c∂2c
(
−1
ǫ
)
e−2φ(ǫ)
〉
=
1
g2o
∫
dp+1x
(
−1
2
∂µt∂
µt+
1
4α′
t2
)
, (3.128)
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where we tentatively restored α′ so that we can clearly see the tachyon mass −1/2α′,
but at any other place we set α′ = 1. And we find that the standard normalization of
the kinetic term can be obtained with the normalization convention (3.80).
The quartic term of the action for zero momentum tachyon is
Squartic
D˜
=
1
24g2o
(
〈〈(Q̂BΦ̂)Φ̂Φ̂(η̂0Φ̂)〉〉 − 〈〈(Q̂BΦ̂)Φ̂(η̂0Φ̂)Φ̂〉〉
)
= − 1
12g2o
{
〈(f (4)1 ◦ (Q2Φ))(f (4)2 ◦ Φ)(f (4)3 ◦ Φ)(f (4)4 ◦ (η0Φ))〉
+ 〈(f (4)1 ◦ (Q2Φ))(f (4)2 ◦ Φ)(f (4)3 ◦ (η0Φ))(f (4)4 ◦ Φ)〉
}
= −Vp+1
2g2o
t4. (3.129)
Calculations of the correlators above are straightforward, though they are tedious. Com-
bining (3.128) and (3.129), the tachyon potential at level (0,0) approximation is found
to be
f (0,0)(t) = −S(0,0)
D˜
/(
Vp+1
2π2g2o
)
= π2
(
−t
2
2
+ t4
)
, (3.130)
which has two minima at t = ±t0 = ±1
2
and the minimum value is
f (0,0)(±t0) = −π
2
16
≃ −0.617. (3.131)
For the conjecture on the non-BPS D-brane annihilation to be true, the ‘universal func-
tion’ f(Φ) must satisfy f(Φ0) = −1 as in the bosonic case, where Φ0 represents the
exact configuration of the string field at the minimum. Although we have taken only
the tachyon field into account, the minimum value (3.131) reproduces as much as 62%
of the conjectured value. In particular, as opposed to the result from Witten’s cubic
superstring field theory, the tachyon potential found here takes the double-well form and
has two minima even at level (0,0) approximation.
Though we do not show details here, the computations of the tachyon potential have
been extended to higher levels. We will quote the results at level (3
2
, 3) [62] and at
level (2,4) [63, 64]. Since at this level of approximation, as remarked earlier, the strictly
positive level fields are included only quadratically, these fields can exactly be integrated
out to give the effective tachyon potential. At level (3
2
, 3), the effective potential is given
by [62]
f
( 3
2
,3)
eff (t) = −4.93t2
1 + 4.63t2 + 3.21t4 − 9.48t6 − 11.67t8
(1 + 1.16t2)(1 + 2.48t2)2
, (3.132)
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whose minimum appears at t = ±t0 ≃ ±0.589 and
f
( 3
2
,3)
eff (±t0) ≃ −0.854.
At level (2,4), though the two results slightly differ from each other, the minimum value
is reported to be
f
(2,4)
eff (±t0) ≃
{ −0.891 in [63]
−0.905 in [64]
}
∼ −0.9.
We do not write down the expression of the effective potential given in [64] because it is
quite lengthy. The form of the effective potential is illustrated in Figure 3.5.
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Figure 3.5: The effective tachyon potential at level (0,0) (dashed line) and (3
2
, 3) (solid
line).
The results from successive level truncation approximations show that the minimum
value of the tachyon potential is approaching the conjectured value −1 as we include
fields of higher levels, though it converges less rapidly than in the case of bosonic string
theory. Not only the minimum value but also the shape of the effective tachyon potential
possesses the desired properties. For example, it has no singularities, as is seen from the
expression (3.132). And at least up to level (2,4), the potential is bounded below, which
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is expected in the superstring theory. From the fact that the tachyon potential on a
non-BPS D-brane has a Z2 symmetry f(t) = f(−t), we can obtain the form of the
tachyon potential on a brane-antibrane pair by rotating the double-well in Figure 3.5
around the f -axis. The resulting potential has infinitely degenerate minima represented
by |t| = t0, which have the topology of a circle as a whole. As we have discussed
before, it is already guaranteed that at a minimum of this potential the brane and the
antibrane are annihilated in pairs, resulting in the ‘closed string vacuum’ without any
D-brane if we assume that f(Φ0) = −1 is true on a non-BPS D-brane and that the
condensation takes place in a spatially homogeneous way. To realize more complicated
situations in this formalism of superstring field theory, deeper understandings about the
convergence property of the level truncation scheme and the symmetries of interaction
vertices, including accidental ones, seem to be necessary. And it would be interesting to
examine the fluctuations of the open string degrees of freedom around the ‘closed string
vacuum’ and to show that there are no physical excitations there.
Open superstring field theory was also applied to the D0/D4 system with a Neveu-
Schwarz B-field [65], in which case the unstable system decays to a BPS state rather than
the vacuum. Turning on a B-field in the spatial directions of the D4-brane, a tachyonic
mode arises in the spectrum of the 0-4 string [96]. This is an indication that the system
of a single D0-brane and a D4-brane in the presence of the B-field is unstable toward
the formation of the D0-D4 bound state. Therefore the depth of the tachyon potential
should represent the mass defect in forming the bound state. This tachyon potential was
calculated [65] in the level (0,0) approximation and the minimum value of the potential
was compared with the expected result, though the agreement was not very precise. Note
that in the large B-field limit with Pf(2πα′B) > 0 the original D0/D4 system effectively
looks like the system of a D0-D0 pair so that the tachyon potential in this case reduces
to the one (3.130) we have derived.
It is important to see whether the Wess-Zumino-Witten–like superstring field theory
formulated by Berkovits can successfully be applied to other systems as well which is not
directly described by the first-quantized superstring theory (such as the above example).
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Chapter 4
D-brane as a Tachyonic Lump
in String Field Theory
In bosonic string field theory, which contains Dp-branes of all dimensions up to p = 25,
it was conjectured in [2] that a D(p − 1)-brane can be obtained as a tachyonic lump
solution on a Dp-brane. In this chapter we will examine it by using level truncation
method of open string field theory. We expect that we can learn much more about the
structure of the open string field theory by investigating such dynamical phenomena
than by calculating the static tachyon potential because the characteristic factor of e∂
2
can have non-trivial effects.
4.1 Unstable Lumps in the Tachyonic Scalar Field
Theory
Since we have no method to deal with the full string field up to now, we resort to the
level expansion analyses as in the previous chapters. The bosonic string field theory
action on a D(p+ 1)-brane truncated to level (0,0) has already been given in (2.46) by
S(0,0) = 2π
2α′3τp+1
∫
dp+2x
(
−1
2
∂Mφ∂
Mφ+
1
2α′
φ2 − 2κφ˜3
)
, (4.1)
where M = (0, 1, . . . , p+ 1), κ =
1
3!
(
3
√
3
4
)3
and
φ˜(x) = exp
(
−α′ ln 4
3
√
3
∂2
)
φ(x).
Although we know the higher derivative terms in φ˜ play important roles in determining
the spectrum at the nonperturbative vacuum, as the first approximation we simply set
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φ˜ = φ, thinking of the higher derivative terms as small corrections to it. This assumption
is true if φ(x) does not intensively fluctuate. In the next section we will discuss the
analysis in which we keep the derivative terms fully.
We begin with a codimension 1 lump on a D(p+ 1)-brane. We will use the following
notation, x0 = t, xp+1 = x, ~y = (x1, . . . , xp) and µ = (0, 1, . . . , p). Using these symbols,
we rewrite the action (4.1) with tildes removed as
S = 2π2α′3τp+1
∫
dp+1y dx
−1
2
∂µφ∂
µφ− 1
2
(
∂φ
∂x
)2
− V (φ)
 , (4.2)
where V (φ) is the tachyon potential,
V (φ) = − 1
2α′
φ2 + 2κφ3 +
1
216κ2α′3
. (4.3)
The last constant term was added by hand in order for the value of the potential to
vanish at the bottom φ = φ0 = 1/6κα
′. In such a case, a configuration of φ(xM) which
sufficiently rapidly asymptotes to φ0 can support a lower dimensional brane of the finite
energy density. The shape of V (φ) is illustrated in Figure 4.1. Here we look for a solution
κα φ
 κα
2
’
’
3
V
216
1
-
1
12
1
6
Figure 4.1: Cubic potential.
φ(x) which depends only on x = xp+1. In this case, the equation of motion obtained by
varying the action (4.2) with respect to φ is
d2φ(x)
dx2
= V ′(φ) −→ d
dx
1
2
(
dφ
dx
)2 = d
dx
V (φ). (4.4)
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If we read φ and x as the position of a particle and the time variable respectively, the
above equation can be regarded as the equation of motion for the particle in a potential
−V . The particle, which leaves φ = φ0 = 1/6κα′ toward left at a ‘time’ x = −∞ with
no initial velocity, reaches φ = −1/12κα′ at x = 0 for convenience and comes back to
φ = φ0 at x = ∞ because there is no friction force and V (φ0) = V (−1/12κα′) = 0. In
exactly the same way, a lump solution which satisfies the boundary conditions
lim
x→±∞φ(x) = φ0 , φ(x = 0) = −
1
12κα′
(4.5)
can be constructed by integrating (4.4) as
x =
∫ φ(x)
φ(0)
dφ′√
2V (φ′)
=
∫ 6κα′φ
−1/2
√
3α′dϕ√
2ϕ3 − 3ϕ2 + 1 ,
which can be solved for φ,
φ(x) =
1
6κα′
(
1− 3
2
sech2
(
x
2
√
α′
))
. (4.6)
Expanding φ(xM) around the lump solution φ(x) as φ(xM) = φ(x)+ϕ(x, yµ), the action
becomes
S = 2π2α′3τp+1
∫
dp+1y dx
[{
−1
2
(
dφ
dx
)2
− V (φ)
}
− 1
2
∂µϕ∂
µϕ
− 1
2
ϕ
(
−∂
2ϕ
∂x2
+ V ′′(φ)ϕ
)
− 2κϕ3
]
. (4.7)
The first two terms in {. . .} represent the energy density of the lump. Using (4.4) and
(4.6), we can carry out the x-integration to find
S0 = −2π2α′3τp+1
∫
dp+1y dx
(
dφ
dx
)2
(4.8)
= −
(
213π
5 · 38
)
2π
√
α′τp+1
∫
dp+1y ≡ −Tp
∫
dp+1y.
Tp defined above is the tension of the lump. In string theory, the following relation holds
between the Dp-brane tension τp and the D(p+ 1)-brane tension τp+1,
τp = 2π
√
α′τp+1.
According to (4.8), the tension Tp of the lump satisfies
Tp ≃ 0.784 · 2π
√
α′τp+1. (4.9)
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Since 0.784 is rather close to 1, this result seems to support the conjecture that the
tachyonic lump on a D(p + 1)-brane represents a Dp-brane. But remember that in
the level (0,0) truncated action (4.2) D(p + 1)-brane tension is not τp+1, but τ
(0,0)
p+1 =
π2
108κ2
τp+1 =
212π2
310
τp+1 ≃ 0.684τp+1. Indeed, we saw in chapter 2 that the depth of the
tachyon potential at level (0,0) is about 68% of the D-brane tension. If we compare Tp
with this value, the relation becomes
Tp = 18
5π
2π
√
α′τ (0,0)p+1 ≃ 1.146 · 2π
√
α′τ (0,0)p+1 . (4.10)
In any case, the lump solution (4.6) reproduces a relatively close value to the expected
Dp-brane tension, though we are ignoring higher derivative terms or higher level fields.
To obtain more precise description, let us consider such corrections.
At first, we see the derivative corrections. Substituting
φ˜(xM) = exp
(
−α′ ln 4
3
√
3
∂M∂
M
)
φ(xM) ≃ φ(xM)− α′ ln 4
3
√
3
∂M∂
Mφ(xN)
into the action (4.1) and keeping only two derivatives, we find
S(0,0) = 2π
2α′3τp+1
∫
dp+2x
(
−1
2
f(φ)∂Mφ∂
Mφ+
1
2α′
φ2 − 2κφ3 − 1
216κ2α′3
)
, (4.11)
where
f(φ) = 1 + 24α′κ ln
(
4
3
√
3
)
φ. (4.12)
Note that f(φ) vanishes at φ ≃ 0.436/α′ < φ0 ≃ 0.456/α′. This fact is consistent with
the conjecture that the standard kinetic terms of all fields vanish at the nonperturbative
vacuum φ = φ0. By varying (4.11) with respect to φ, we get the equation
1
2
f(φ)
(
dφ
dx
)2
− V (φ) = 0.
Its solution can formally be written as
x =
∫ φ(x)
φ(0)
√
f(φ′)dφ′√
2V (φ′)
, (4.13)
but since f(φ′) ceases to be positive at φ′ ≃ 0.436/α′ as remarked above, the solution
cannot be extended beyond some critical value xc which corresponds to φ(xc) = 0.436/α
′.
In [66], the lump solution φ(x) was obtained by solving (4.13) numerically, and then the
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tension of the lump was calculated by substituting the solution φ(x) into the action (4.11)
and carrying out the x-integral from −xc to xc. The result is
Tp ≃ 0.702 · 2π
√
α′τp+1. (4.14)
Though the leading derivative correction has decreased the tension from the value (4.9)
obtained in the zeroth approximation, the difference between these values is small. This
suggests that ignoring the higher derivative terms in φ˜ was a good approximation in
constructing a lump of codimension 1.
Secondly, we consider the corrections from level 2 fields β1, Bµ and Bµν . Here again
we set β˜1 = β1, B˜µ = Bµ, B˜µν = Bµν , and further drop the cubic derivative interaction
terms. The relevant terms can be found in the appendix B of [25]. In the notation
of it, we need L(0) + L(2) + L(4)0 with Aµ = 0. The basic strategy is as follows: Write
down the action, derive the equations of motion by varying the action with respect to
level 2 fields, solve them in the presence of the tachyon lump background found in level
(0,0) approximation, substitute the solutions into the action and evaluate it to find the
corrections to the lump tension. Since we have to fall back on the numerical analysis, we
quote the results shown in [66] with no detailed explanation. Adding level-2 corrections
to the derivative-corrected result (4.14), we eventually get the following value for the
lump tension
Tp ≃ 0.82 · 2π
√
α′τp+1.
As compared to the zeroth approximation (4.9), we have found a small correction in
the right direction. From these results, it may seem that a tachyonic lump solution of
codimension 1 on a D(p + 1)-brane gives a rather good approximation of a Dp-brane.
Now, how about lumps of codimension more than one? We discuss them in the next
paragraph.
In general, the equation of motion derived from the action (4.1) takes the following
form
∂M∂
Mφ− V ′(φ) = 0,
where V (φ) is defined in (4.3). Here we look for static configurations with (q + 1)-
dimensional translation symmetry, which we want to identify with Dq-brane. In addition,
we impose on them the spherical symmetry in the (p+1−q)-dimensional transverse space.
Then the above equation of motion becomes
∂2φ
∂r2
+
p− q
r
∂φ
∂r
− V ′(φ) = 0, (4.15)
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where r(≥ 0) is the radial coordinate in the transverse space. If we require a lump
solution to have finite energy and to be smooth at r = 0, the solution must obey the
following boundary conditions
lim
r→∞φ(r) = φ0 ,
∂φ
∂r
∣∣∣∣
r=0
= 0. (4.16)
By the mechanical analogy of motion of a particle, the ‘motion’ φ(r) can be depicted
as follows: A particle which departs from φ(0) at time r = 0 with zero initial velocity
(the second boundary condition) rolls down the potential −V (φ) and reaches φ = φ0 at
r =∞ (the first boundary condition) with zero final velocity. This situation is illustrated
in Figure 4.2. But notice the existence of the second term in (4.15), which is nonzero
φ φφ
(φ)
-V
r=
r=
r
0
8
( )
0
(0)
Figure 4.2: Mechanical analogy of configuration φ(r).
when the value p+1−q of codimension is more than 1. Since this term acts as a friction
force when the particle moves, the particle cannot arrive at φ = φ0 unless it is initially
given more potential energy which compensates for the energy loss. In [66], for each
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value of p + 1 − q an appropriate initial ‘position’ φ(0) was found in such a way that
the energy loss due to the friction is exactly equal to the difference |V (φ(0))− V (φ0)| of
the potential energy. Then, φ(r) correctly asymptotes to φ0 at r = ∞. The results are
shown in Table 4.1. From these results, we can read the feature that the tension of the
codimension p+ 1− q 1 2 3 4 5 6 ≥ 7
α′φ(0) −0.23 −0.64 −1.5 −3.5 −11.5 −107 no solution
Tq/(2π
√
α′)p+1−qτp+1 0.78 0.81 0.72 0.59 0.30 0.003 no solution
Table 4.1: Initial value φ(0) and tension Tq of the (q + 1)-dimensional lump for each
value of codimension.
(q+1)-dimensional lump approximately reproduces the Dq-brane tension for sufficiently
small values of codimension. But for p + 1 − q = 5 and 6 the tensions are too small,
and once the value of codimension reaches or goes beyond 7 we cannot even find any
lump solution. This occurs because the particle cannot climb to the top of the hill
due to the strong friction force even if we initially put the particle to an infinitely high
place. In the language of string field theory, the approximation where we ignored the
higher derivative terms in φ˜ was not good. Since the magnitude of the ‘initial’ value φ(0)
increases together with the increase of the value of codimension p+1−q, φ(0) necessarily
intensively fluctuates around r = 0, which invalidates the approximation φ˜ ≃ φ. In fact,
we will see in the next section that the lump of any codimension can be constructed if
we completely take the higher derivatives into account.
So far we have focused our attention on the tension of the lump. Here, we turn to the
fluctuation spectrum on the lump. As we saw that the approximation φ˜ ≃ φ is good only
for small values of codimension, we consider the codimension 1 lump only. We begin by
the action (4.7) with the lump tension term dropped,
S = 2π2α′3τp+1
∫
dp+1ydx
[
−1
2
∂µϕ∂
µϕ− 1
2
ϕ
(
−∂
2ϕ
∂x2
+ V ′′(φ)ϕ
)
− 2κϕ3
]
. (4.17)
If we use (4.3) and (4.6), we can write V ′′(φ) explicitly as
V ′′(φ) = − 1
α′
+ 12κφ =
1
α′
(
1− 3 sech2
(
x
2
√
α′
))
. (4.18)
Expanding the fluctuation field ϕ(x, y) in an orthonormal complete basis {ξn(x)} as
ϕ(x, y) =
∑
n
φn(y)ξn(x), (4.19)
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and using (4.18), the second term in the action (4.17) has the following structure,
− 1
2
∑
nm
φn(y)φm(y)ξn(x)
[
− d
2
dx2
ξm(x) +
1
α′
(
1− 3 sech2
(
x
2
√
α′
))
ξm(x)
]
. (4.20)
Hence, if ξm(x) solves the following eigenvalue equation
− d
2
dx2
ξm(x) +
1
α′
(
1− 3 sech2 x
2
√
α′
)
ξm(x) = M
2
mξm(x), (4.21)
the fields φn(y) living on the lump have definite mass squared M
2
n. The eigenvalue
equation (4.21) is interpreted as the Schro¨dinger equation for wavefunctions ξm(x) of a
particle in the potential V ′′(φ) generated by the tachyon lump background φ(x). This
equation is exactly solvable. As a matter of fact, this equation belongs to a family of
exactly solvable reflectionless potentials labeled by a parameter ℓ. To see this, define a
new variable u = x/2
√
α′ and rewrite (4.21) as
− d
2
du2
ξm(u) + (9− 12 sech2 u)ξm(u) = (4α′M2m + 5)ξm(u). (4.22)
This equation is the ℓ = 3 case of the general equations
− d
2
du2
ξm(u) + (ℓ
2 − ℓ(ℓ+ 1) sech2 u)ξm(u) = Em(ℓ)ξm(u). (4.23)
It is known that the eigenvalue equation (4.23) is exactly solvable and that its eigen-
functions can be written in terms of Legendre polynomials (ℓ ∈ Z) or hypergeometric
functions (ℓ 6∈ Z). For details, see [117] and the references therein. Resticting our atten-
tion to the ℓ = 3 case (4.22), its solutions as well as the way to solve it are found in [117].
As the latter is a technical issue, we simply write down the solutions here. There are
three bound states1
ξ−(x) =
√
15
32
√
α′
sech3
(
x
2
√
α′
)
with M2 = − 5
4α′
, (4.24)
ξ0(x) =
√
15
8
√
α′
tanh
(
x
2
√
α′
)
sech2
(
x
2
√
α′
)
with M2 = 0, (4.25)
ξ+(x) =
√
3
32
√
α′
(
5 sech3
(
x
2
√
α′
)
− 4 sech
(
x
2
√
α′
))
(4.26)
with M2 =
3
4α′
,
1 Here we use the notation which is different from that of [117]: ξ−(here) = ξ0(there) , ξ0(here) =
η0(there) and ξ+(here) = ξ1(there).
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where the subscripts are intended to represent the signs of their mass squared. Thus we
have a tachyon, a massless scalar and a massive scalar state on the lump. The mass-
lessness of the field associated with ξ0(x) can be seen from the form of the wavefunction
ξ0(x) ∼ ∂xφ(x), which is the derivative of the lump profile. These eigenfunctions are
normalized such that ∫ ∞
−∞
dx ξn(x)ξm(x) = δnm. (4.27)
In addition, there is the continuum state labeled by momentum k. We do not write down
the explicit form of it here because it does not participate in the essential part of our
discussion. We note, however, that its mass squared is given by M(k)2 =
1
α′
+
k2
4
. To
sum up, the fluctuation field ϕ(x, y) is expanded as
ϕ(x, y) = φ−(y)ξ−(x) + φ0(y)ξ0(x) + φ+(y)ξ+(x) + (continuum). (4.28)
Substituting it into the action (4.17), we find the terms quadratic in the lump field φn(y)
to be
Squad = 2π
2α′3τp+1
∫
dp+1y
[
−1
2
(∂µφ−)2 +
5
8α′
φ2− −
1
2
(∂µφ0)
2
− 1
2
(∂µφ+)
2 − 3
8α′
φ2+ + (continuum)
]
, (4.29)
due to the orthonormality condition (4.27). That is to say, a tachyonic scalar field φ(xM)
on a D(p+1)-brane induces a tachyon φ−, a massless scalar φ0, a massive scalar φ+ and
continuum fields on the lump world-volume.
Leaving investigations about tachyon condensation on the lump in this field theory
model to later chapter, here we consider whether the (p + 1)-dimensional lump has
appropriate features to be identified with the Dp-brane. We have seen above that on
the lump world-volume a tachyonic scalar φ− and a massless scalar φ0 arise from the
original tachyonic scalar field φ(xM). Then, how does the massless gauge field Aµ on a
D(p + 1)-brane look like on the lump world-volume? For this purpose, we consider the
level (1,2) truncated action (2.46) with φ replaced by φ and the tildes removed. The
relevant parts are
S(1,2) = 2π
2α′3τp+1
∫
dp+2x
(
−1
2
∂MAN∂
MAN − 3
√
3
4
φAMA
M (4.30)
− 3
√
3
8
α′
(
∂M∂NφA
MAN + φ∂MA
N∂NA
M − 2∂Mφ∂NAMAN
))
.
Though Ap+1 is thought to represent the translation mode of the lump in the x
p+1-
direction in the conventional D-brane picture, we have already interpreted the massless
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scalar φ0 as representing such a mode. Hence we take the ‘axial gauge’ Ap+1 = 0 here.
And we also impose on AM the Lorentz-like gauge condition ∂MA
M = 0. From these
conditions and the fact that φ depends only on x = xp+1, the last three terms in (4.30)
entirely vanish. Here we decompose Aµ(x, y) into the product of x-dependent part and
y-dependent part as in (4.19), but since we only want to see whether there is a massless
gauge field on the lump world-volume, we simply consider a single mode
Aµ(x, y) = η(x)Aµ(y) (4.31)
without a summation over the complete set. η(x) is normalized such that
∫ ∞
−∞
dx η(x)2 =
1. Plugging (4.31) into (4.30), we find
S(1,2) = 2π
2α′3τp+1
∫
dp+1y
[
−1
2
∂µAν∂µAν
− 1
2
AµAµ
∫
dx η(x)
(
− d
2
dx2
η(x) +
3
√
3
2
φ(x)η(x)
)]
. (4.32)
Therefore we need to consider the following eigenvalue equation
− d
2
dx2
η(x) +
16
27α′
(
2− 3 sech2 x
2
√
α′
)
η(x) =M2η(x), (4.33)
and to see whether the above equation has a zero eigenvalue. Arranging this equation
in the following way,
− d
2
du2
η +
(
4.897− 64
9
sech2 u
)
η = (4α′M2 + 0.156)η, (4.34)
we find it belongs to the class (4.23) as a special case ℓ ≃ 2.213. Though we do not write
the exact solution in terms of a hypergeometric function for this value of ℓ, we can read
the mass of the vector field without knowing the detailed expression of the eigenfunction.
Since the left hand side of (4.34) vanishes for the ground state wavefunction η0(u) as
in (4.22), we obtain M20 ≃ −0.039/α′. This seems to be consistent with the value
m2 ≃ −0.06/α′ obtained through a numerical calculation in [66]. So we have found
an approximately massless vector field on the lump. By the way, we have seen that
the (approximately) massless gauge field Aµ on the lump world-volume arises in such a
way that the ‘bulk’ gauge field Aµ on the D(p+ 1)-brane is trapped by the Schro¨dinger
potential generated by the tachyonic lump background φ(x) to form a bound state. The
authors of [66] pointed out that the above mechanism is reminiscent of the Randall-
Sundrum mechanism for gravity.
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We conclude this section with a summary. By neglecting higher derivative terms in
φ˜, we obtained the exact codimension one lump solution φ(x) in the level (0,0) approx-
imation. The tension Tp of the lump reproduced the value near the Dp-brane tension
τp. Derivative corrections and higher level corrections were not so large, which suggested
that the zeroth approximation taken above was pretty good. But it was hard to con-
struct a lump with the large value of codimension in this level of approximation. The
analysis of small fluctuations on the codimension 1 lump showed that the spectrum of the
light fields was nearly the same as the one expected for a bosonic Dp-brane: a tachyon
(m2 = −5/4α′), a massless scalar representing a translational mode of the lump, an
approximately massless gauge field. We hope that the lump solution correctly describes
a bosonic Dp-brane in the full string field theory.
4.2 Lumps in Pure Tachyonic String Field Theory
In this section we explain the analysis made in [67] in which we keep the higher derivative
terms exactly while the string field is truncated to level 0. This is called ‘pure tachyonic
string field theory’ [70]. Since the analysis relies on a purely numerical approach, we can
describe only the outline of the strategy and the results. Then we discuss the physical
meanings of the results.
In [67], the authors explain why the approach of keeping higher derivative terms
fully and truncating the string field to lower level fields is regarded as a good approx-
imation. Its outline is as follows: Consider a scattering amplitude for four tachyons
with nonzero momenta. One finds that a factor of (3
√
3/4)−2 plays a significant role in
reconciling the result calculated in the level truncation approximation with the exact re-
sult. An important fact is that the factor (3
√
3/4)−2 does originate from the exponential
exp(−α′ ln(4/3√3)∂µ∂µ) of derivative. Even if we discard all the fields other than the
lowest one, the difference between the approximated result and the exact one is about
only 20% as long as we keep the derivatives exactly. So they concluded that it was
advantageous to keep the higher derivatives exactly and to truncate the string field to
lower levels.
Now we explain the actual calculations. Performing a field redefinition
ϕ = φ˜ = exp
(
−α′ ln 4
3
√
3
∂µ∂
µ
)
φ, (4.35)
the action can be rewritten as
S(0,0) = 2π
2α′3τ25
∫
d26x
(
1
2α′
ϕ(α′∂2 + 1) exp
(
2α′ ln
4
3
√
3
∂2
)
ϕ
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−2κϕ3 − 1
216κ2α′3
)
. (4.36)
Though we will consider (p+1)-dimensional lumps on a D25-brane, we can easily gener-
alize it to a D-brane of arbitrary dimensionality. The equation of motion in momentum
space is given by
(
1
α′
− ~p 2
)
exp
(
−2 ln 4
3
√
3
α′~p 2
)
ϕ(~p) = 6κ
∫
d25−pk ϕ(~k)ϕ(~p− ~k), (4.37)
where ~p,~k are momentum vectors in the (25 − p)-dimensional transverse space. We
impose on ϕ a spherical symmetry in the transverse space. From here on, we employ
numerical methods. Firstly, we make an initial guess ϕ0(~p). Then we can calculate the
right hand side of equation (4.37),
G0(~p) ≡
∫
d25−pk ϕ0(~k)ϕ0(~p− ~k) =
∫
d25−px
(2π)25−p
ϕ20(~x)e
−i~p·~x. (4.38)
We wrote the final expression because it is technically difficult to compute the convolution
directly in the momentum space. By Fourier-transforming ϕ0(~k) to x-space, squaring
it and inverse Fourier-transforming back to p-space, G0(~p) is more easily computed.
Secondly, G0(~p) can then be used to compute the tachyon field ϕ1(~p) by
ϕ1(~p) =
6κG0(~p)
( 1
α′ − ~p 2)
exp
(
2 ln
4
3
√
3
α′~p 2
)
. (4.39)
Thirdly, we convolve ϕ1(~p) to obtain G1(~p) =
∫
d25−pk ϕ1(~k)ϕ1(~p − ~k). All we have
to do is to repeat these processes recursively. If we denote the i-th convolved function
by Gi(~p), we should evaluate the error Ei =
∫
d25−pp|Gi(~p) − Gi−1(~p)|, and we stop
the calculation when Ei becomes sufficiently small. In this way, we get an approximate
configuration ϕ(~p) = ϕi(~p) of the tachyon field representing a (p+ 1)-dimensional lump.
The tension of the lump is calculated by substituting ϕ = ϕi into the action (4.36)
and comparing it with −Tp
∫
dp+1x. We quote the results from [67] and show them in
Table 4.2. As opposed to the previous results shown in Table 4.1, there seem to exist
lumps of codimension equal to or more than 7. But the ratio of the tension of the lump
to the Dp-brane tension takes a larger value for larger p. In addition, the ratio for the
codimension one lump, which we think is most reliable, is only 71%. These facts suggest
that the contributions from higher level fields must be included before we conclude that
the tachyonic lumps can be identified with D-branes.
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codimension 1 2 3 4 5 6 7
α′φ(0) −0.63 −0.86 −1.19 −1.63 −2.26 −3.15 −4.46
Tp/τp 0.706 0.725 0.857 0.917 1.064 1.253 1.640
Table 4.2: Initial value φ(0) and the ratio of the tension Tp of the lump to the Dp-brane
tension τp = (2π
√
α′)25−pτ25.
4.3 Modified Level Truncation Scheme
4.3.1 String field and truncation
In previous sections we saw two extreme treatments of higher derivatives in constructing
tachyonic lumps. One was to ignore the derivatives and to set φ˜ = φ, and then we added
derivative terms as corrections. The other was to keep higher derivatives exactly while
we approximated the string field by truncating higher level terms. In this section we
will introduce a compromise between these two. If we use this new method, we will find
that the discrepancy between the tension of the lump and that of the lower-dimensional
D-brane is only about 1%! Before that, we look at the space-dependent string field
configurations.
For simplicity, we begin by considering lumps of codimension one.2 We denote by x
the coordinate of the direction in which we will construct lump-like configurations, and by
X the corresponding scalar field on the string world-sheet. The remaining 25-dimensional
manifold M is described by a conformal field theory of central charge 25. When we
consider a Dp-brane as the original (i.e. before tachyon condensation) configuration,
its world-volume is labeled by coordinates x and x0, x1, . . . , xp−1 along M. To keep the
total mass of the Dp-brane finite, we compactify all spatial directions tangent to the D-
brane. While (p−1) directions represented by (x1, . . . , xp−1) are wrapped on an arbitrary
(p− 1)-cycle of M, x is compactified on a circle of radius R, namely x ∼ x + 2πR. As
in section 2.6, we assume that there is at least one non-compact flat direction in M so
that the tension of the Dp-brane can be written in terms of the open string coupling
constant. In this case, we get again
τp =
1
2π2g2oα
′3 (4.40)
because the situation is exactly the same. The dynamics of open strings on this Dp-brane
2After we explain the procedures in this case, we will generalize them to lumps of codimension more
than one.
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is described by the following boundary conformal field theory (matter part)
CFT(X)⊕ CFT(M).
Letting LXn , L
M
n , L
g
n denote the Virasoro generators of CFT(X),CFT(M), and the ghost
system respectively, the total Virasoro generators of the system is
Ltotn = L
X
n + L
M
n + L
g
n. (4.41)
For the CFT(M) part, we can consistently truncate the Hilbert space of ghost number
1 to the ‘universal subspace’ HM,11 by the same argument as in the spacetime indepen-
dent tachyon condensation. Here HM,11 includes neither state with nonzero momentum
(p0, p1, . . . , pp−1) nor non-trivial primary of CFT(M). For the CFT(X), however, we
encounter some complications. Since the lump we are seeking is not invariant under the
translation in the x-direction, we must include nonzero momentum modes in the string
field expansion. In a situation where the string fields contain states |k〉 = eikX(0)|0〉 with
nonzero momentum along x, the ‘1-point’ function of the CFT(X) primary ϕ does not
necessarily vanish,
〈V3|(ϕ(0)|k1〉1)⊗ |k2〉2 ⊗ |k3〉3 ∼ 〈ϕ(z1)eik1X(z1)eik2X(z2)eik3X(z3)〉 6= 0.
This is why we have to include primary states of CFT(X) too. Fortunately, we find that
for nonzero k apparently non-trivial primary states can actually be written as Virasoro
descendants of the trivial primary. To show this, we consider a basis of states with x-
momentum k = n/R, where n is some integer. It is obtained by acting on einX(0)/R|0〉
with the oscillators αX−m. We denote the whole space spanned by such a basis by Wn.
And we build the Verma module Vn on the primary einX(0)/R|0〉, that is, the set obtained
by acting on the primary with the Virasoro generators LX−m of CFT(X). If we can show
Wn = Vn, any state inWn can be written as a Virasoro descendant of the unique primary,
so there are no non-trivial primary states. Wn agrees with Vn if there are no null states
in the spectrum. When the following equation
n
R
=
p− q
2
(4.42)
holds for some integers p, q, null states can appear [68]. Therefore, for nonzero n, we
can avoid introducing non-trivial primary states by choosing the radius R of the circle
such that the equation (4.42) can never be satisfied for integers n, p, q. But for n = 0,
we cannot help including new non-trivial primary states such as αX−1|0〉. We divide these
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zero momentum primary states into two sets P+,P− according to the behavior under
the reflection X → −X . That is,
P+ = {|ϕie〉 = ϕie(0)|0〉X} , P− = {|ϕio〉 = ϕio(0)|0〉X}, (4.43)
where ϕie(z) → ϕie(z) , ϕio(z) → −ϕio(z) under X → −X , and the subscript X of |0〉X
is added to emphasize that this ‘vacuum’ state does not contain any contribution from
CFT(M) or ghost sector. For example, the state αX−1|0〉X exists in P− while αX−2αX−2|0〉X
belongs to P+. And the trivial primary |0〉X itself is contained in P+. Further, we
take linear combinations of einX(0)/R|0〉 so that they are combined into eigenstates of the
reflection. It can easily be done by
cos
(
n
R
X(0)
)
|0〉 = 1
2
(
einX(0)/R + e−inX(0)/R
)
|0〉 ≡ 1
2
(|n/R〉+ | − n/R〉),
sin
(
n
R
X(0)
)
|0〉 = 1
2i
(
einX(0)/R − e−inX(0)/R
)
|0〉 (4.44)
=
1
2i
(|n/R〉 − | − n/R〉).
To sum up, the Hilbert space we should consider is constructed by acting on the primary
states (4.43) or (4.44) with the matter Virasoro generators LX−m, L
M
−m and the ghost
oscillators b−m, c−m. It includes neither the states with nonzeroM-momentum nor non-
trivial primaries of CFT(M). At present, as far as CFT(X) is concerned, all possible
states are included in this Hilbert space. For n = 0 (zero momentum) we keep all the
primary states (4.43). For n 6= 0, it was shown that the Verma module Vn spans the
whole space Wn if we choose a suitable value of R.
Here, we make an exact consistent truncation of this Hilbert space. In order to find
a one-lump solution along the circle labeled by x, we impose a symmetry under x→ −x
on the solution. Then, since the component fields associated with the states which are
odd under the reflection must enter the action in pairs to respect the symmetry, such
fields can consistently be set to zero. As the Virasoro generators are invariant under the
reflection, we can eventually remove the odd primary states |ϕio〉 and sin(nX(0)/R)|0〉.
Moreover, we can restrict the component fields to the ones which are even under the
twist symmetry. Twist eigenvalue is given by (−1)N+1, where N is the eigenvalue of the
oscillator number operator N̂ (its definition will explicitly be given below). For example,
c1L
X
−1 cos(nX(0)/R)|0〉 can be removed.
After all, we need to consider the following Hilbert space, denoted by Ĥ, in discussing
a codimension one lump. On the ‘primary’ states
P ′+ = {c1ϕie(0)|0〉} (zero momentum) and{
c1 cos
(
n
R
X(0)
)
|0〉
}∞
n=1
, (4.45)
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act with the oscillators
CFT(X) LX−1, L
X
−2, L
X
−3, . . . ,
CFT(M) LM−2, LM−3, . . . , (4.46)
ghost (c0), c−1, c−2, . . . ; b−1, b−2, . . . ,
where |0〉 is the SL(2,R) invariant vacuum of the matter-ghost CFT. The reason why
we did not include LM−1 is that it always annihilates the primary states with zero M-
momentum. If we employ the Feynman-Siegel gauge b0|Φ〉 = 0, we still remove the states
which include c0 if L
tot
0 6= 0.
Let us take a glance at the zero momentum primaries. Due to the twist symme-
try, we only need to consider the level 0,2,4,. . . states. At level 2, possible states are
αX−2|0〉, αX−1αX−1|0〉. As the former belongs to P−, we can exclude it. The latter can be
written as LX−2|0〉, which is a Virasoro descendant of the trivial primary |0〉. Therefore
there are no non-trivial even primaries at level 2. At level 4, there are five possible
states αX−4|0〉, αX−3αX−1|0〉, αX−2αX−2|0〉, αX−2αX−1αX−1|0〉, (αX−1)4|0〉. Since the 1st and 4th
are odd primaries, there remain three even primary states. On the other hand, the avail-
able Virasoro descendants are LX−4|0〉, LX−2LX−2|0〉 because LX−1 annihilates |0〉 through
LX−1|0〉 ∼ αX−1p|0〉 = 0. As we have only two Virasoro descendants, one state must be
added as a non-trivial primary to form a complete set at level 4. Although we have
seen that the first non-trivial even primary appears at level 4 in an ad hoc way, more
systematic approach can be found in [68].
Thus far, we have not used any approximation scheme. Here we introduce the mod-
ified version of level truncation. Before we incorporate the nonzero momentum modes,
just as in the previous chapters, the level of a state was defined to be the sum of the level
numbers of the creation operators acting on the oscillator vacuum |Ω〉 = c1|0〉. Namely,
if we define the number operator
N̂ =
∞∑
n=1
αµ−nαµn +
∞∑
n=−∞
n ◦◦c−nbn◦◦ − 1 (4.47)
and N̂ |Φi〉 = Ni|Φi〉, the level of the state |Φi〉 was Ni − (−1). But note that Ltot0
can be written as Ltot0 = α
′p2 + N̂ . From this expression, once we include the nonzero
momentum modes in the string field expansion it is natural to generalize the definition
of the level of the state |Φi〉 as
(Ltot0 eigenvalue of |Φi〉)− (−1) = α′p2 +Ni − (−1). (4.48)
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Of course, −1 is the Ltot0 eigenvalue of the zero momentum tachyon c1|0〉. The level of a
component field, denoted by m, is defined to be equal to the level of the state with which
the component field is associated, and the level of a term in the action, n, is defined to
be the sum of the levels of the fields included in the term, as before. Then we can define
the level (M,N) approximation for the action to be the one in which we keep only those
fields of level m ≤M and those terms of level n ≤ N in the action. This approximation
scheme based on the new definition (4.48) of the level is called modified level truncation.
Now let us see low-lying states in the modified sense. The ‘tachyon’ state gives rise
to an infinite tachyon tower
|Tn〉 = c1 cos
(
n
R
X(0)
)
|0〉 , level = α
′n2
R2
. (4.49)
The two states c−1|0〉, Lm−2c1|0〉 which used to be at level 2 are now
|Un〉 = c−1 cos
(
n
R
X(0)
)
|0〉,
|Vn〉 = LX−2c1 cos
(
n
R
X(0)
)
|0〉, (4.50)
|Wn〉 = LM−2c1 cos
(
n
R
X(0)
)
|0〉,
all of which are at level= 2 + α′n2/R2. Recalling that LX−1 does not annihilate the state
of n 6= 0, we find additional states
|Zn〉 = LX−1LX−1c1 cos
(
n
R
X(0)
)
|0〉, level = 2 + α
′n2
R2
. (4.51)
Making use of these states, the string field is expanded as
|Φ〉 =
∞∑
n=0
tn|Tn〉+
∞∑
n=0
un|Un〉+
∞∑
n=0
vn|Vn〉 (4.52)
+
∞∑
n=0
wn|Wn〉+
∞∑
n=1
zn|Zn〉+ · · · .
When we fix the expansion level (M,N), the largest value of n (discrete momentum) we
should keep depends on the radius R of the circle.
4.3.2 Action and the lump tension
Next, we turn to the action on a Dp-brane. Since the string field does not have M-
momentum, the action always contains an overall volume factor Vp =
∫
M dt d
p−1x. Using
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the relation (4.40), the action can be written as
S(Φ) = −Vp2π2α′3τp
(
1
2α′
〈I ◦ Φ(0)QBΦ(0)〉+ 1
3
〈f1 ◦ Φ(0)f2 ◦ Φ(0)f3 ◦ Φ(0)〉
)
≡ −Vpτp · 2πRf(Φ), (4.53)
where 〈. . .〉 is normalized such that
〈einX/R〉matter = 2πRδn,0 ,
〈
1
2
∂2c∂c c
〉
ghost
= 1. (4.54)
Since the X-momentum is discretized, it is normalized using Kronecker delta. As in
section 4.1, we add a constant term to the action so that the energy density vanishes at
the bottom of the potential. This can be executed by adding (minus) the mass of the
Dp-brane, −2πRVpτp. Then the action becomes
S ′(Φ) = −2πRVpτp(f(Φ) + 1). (4.55)
We denote by Φ0 the string field configuration representing the spacetime independent
closed string vacuum we dealt with in chapter 2. Since the function f(Φ) is normalized
in (4.53) such that f(Φ0) = −1 if the brane annihilation conjecture is true, S ′(Φ0)
actually vanishes. But considering the fact that we have to rely on the level truncation
approximation to draw the results from string field theory to date, we should replace the
expected exact Dp-brane mass +2πRVpτp by −2πRVpτpf(M,N)(Φ0), where the subscript
(M,N) represents the level of approximation used to compute the action. Then the
mass-shifted action in (M,N) truncation is given by
S ′(M,N)(Φ) = 2πRVpτp(f(M,N)(Φ0)− f(M,N)(Φ)). (4.56)
If we find a lump solution Φ = Φℓ which extremizes the action, by substituting Φℓ into
the above action one can write the tension Tp−1 of the codimension 1 lump as
S ′(M,N)(Φℓ) = 2πRVpτp(f(M,N)(Φ0)− f(M,N)(Φℓ)) ≡ −VpTp−1. (4.57)
The conjecture about the tachyonic lump is that the tension Tp−1 of the lump actually
coincides with the tension τp−1 = 2π
√
α′τp of the D(p − 1)-brane. So we need to work
out the ratio
r(2) ≡ Tp−1
2π
√
α′τp
=
R√
α′
(f(M,N)(Φℓ)− f(M,N)(Φ0)) (4.58)
for various values of R and see whether the ratio r(2) takes a value near 1 irrespective of
the values of R. For comparison, we can consider another ratio
r(1) =
R√
α′
(f(M,N)(Φℓ) + 1), (4.59)
which is obtained by replacing f(M,N)(Φ0) in (4.58) with the expected value f(Φ0) = −1
while f(M,N)(Φℓ) remains the approximate value.
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4.3.3 Lump solutions
Here we explain the procedures for finding a lump solution as well as its tension for a
fixed value of radius R and fixed truncation level. We choose
R =
√
3α′ and level (3,6).
At this level, the expansion (4.52) of the string field becomes
|Φ(3)〉 =
3∑
n=0
tn|Tn〉+
1∑
n=0
un|Un〉+
1∑
n=0
vn|Vn〉
+
1∑
n=0
wn|Wn〉+ z1|Z1〉. (4.60)
Substituting the above expansion into the action (4.53) and calculating the CFT correla-
tors, we can write down the action in terms of the component fields appearing in (4.60).
Though we can directly compute the conformal transformations of the vertex operators
and the correlators among them, by using the conservation laws explained in section 2.8
we can reduce them to the simplest form
〈V3|c(1)1 c(2)1 c(3)1 |n3/
√
3〉3 ⊗ |n2/
√
3〉2 ⊗ |n1/
√
3〉1 =
(
3
√
3
4
)3−(n21+n22+n23)α′/R2
. (4.61)
On the way to the final expression for a lump, no new techniques are required. Since
the full expression is quite lengthy and is not illuminating, we will not write it down.
The explicit expression of the potential V(Φ) = f(Φ)/2π2α′3 at level (3,6) can be found
in [68]. At any rate, assume that we now have the level (3,6) truncated action at
hand. By solving numerically the equations of motion obtained by varying the action
with respect to the 11 component fields appearing in (4.60), we want to find a lump
solution Φℓ. But, in general, the action or the potential f(3,6)(Φ) has many extrema,
so the minimizing algorithm may converge to an unwanted solution. Besides, it may
converge to the global minimum, the closed string vacuum. Nevertheless, we can avoid
these undesirable solutions by starting the numerical algorithm with a suitable initial
values because we already have the rough estimation for the shape of the lump we are
looking for. In this way, we obtain a set of the expectation values of the component
fields representing the lump. Putting these values into (4.57), we finally find the tension
of the lump. If we repeat the above procedures for different values of R and different
truncation levels, we can use them to see whether the conjecture is true.
From here on, we will quote the results from [68] each time they are needed in order
to discuss the properties of the lump. First of all, let us see how fast the tension of
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the lump converges to the conjectured value (D(p− 1)-brane tension) as the truncation
level increases. See Table 4.3. We find that the value of r(1), or equivalently f(M,N)(Φℓ),
level (1
3
, 2
3
) (4
3
, 8
3
) (2,4) (7
3
, 14
3
) (3,6)
r(1) 1.32 1.25 1.11 1.07 1.06
r(2) 0.774 0.707 1.024 0.984 0.994
Table 4.3: The ratio of the lump tension to the D(p− 1)-brane tension for R = √3.
monotonically decreases as more fields are included. We saw the similar tendency in the
case of the minimum value f(M,N)(Φ0) of the tachyon potential, and it is in fact natural
because we are increasing the number of the adjustable parameters when seeking a
minimum. Anyway, the value of r(1) seems to converge to some value in the vicinity of
1, as expected. Whereas the value of r(1) differs from 1 by 6% at level (3,6), the value of
r(2) is converging to the expected value even more rapidly: about 0.6%! The value of r(2)
oscillates because not only f(M,N)(Φℓ) but also f(M,N)(Φ0) varies with the truncation level
and r(2) (4.58) is determined by the difference between them, but r(2) certainly provides
a more accurate answer than r(1). From the above results, we have gotten the numerical
evidence that the modified level truncation scheme has a good convergence property.
Second, we consider several values of the radius and construct a lump solution for
each value. In [68], the following values are chosen,
R =
√
35
2
,
√
12,
√
15
2
,
√
3,
√
11
10
.
For these values, the relation (4.42) never holds so that non-trivial primary states need
not to be added in the nonzero momentum sectors. The tension of the lump for each
value of R is given in Table 4.4. The value of r(1) seems to be converging to 1 as the
radius R
√
35
2
√
12
√
15
2
√
3
√
11
10
level (72
35
, 144
35
) (25
12
, 25
6
) (32
15
, 64
15
) (3,6) (40
11
, 80
11
)
r(1) 1.239 1.191 1.146 1.064 1.022
r(2) 1.024 1.013 1.005 0.994 0.979
σ/
√
α′ 1.545 1.541 1.560 1.523 1.418
Table 4.4: The lump tension and thickness at various radii.
truncation level is increased (in this setting the truncation level is higher for a smaller
value of R). Though the value of r(1) is too large for large radii at this level, r(2) provides
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a pretty good value over the whole range of radius. Typically, it differs from 1 only
by 1 ∼ 3%. The fact that the tension of the lump is independent of the radius of the
compactification circle supports the identification between the lump solution and the
D(p − 1)-brane because the compactification in the directions perpendicular to the D-
brane does not affect the tension of the D-brane and the lump should have the same
property if it is to be identified with the D-brane. Since we have got expectation values
of the ‘tachyon’ fields tn for each radius, we can plot the tachyonic lump profile
t(x) =
∑
n=0
tn cos
nx
R
(4.62)
as a function of x. The expectation values of tn are shown in Table 4.5, and the tachyon
profiles are plotted in Figure 4.3 only for R =
√
3 and R =
√
12 = 2
√
3 because all five
profiles are as similar as we cannot distinguish one another. We can then measure the
R
√
35/2
√
12
√
15/2
√
3
√
11/10
t0 0.424556 0.401189 0.363333 0.269224 0.0804185
t1 −0.218344 −0.255373 −0.308419 −0.394969 −0.317070
t2 −0.176679 −0.190921 −0.194630 −0.125011 −0.00983574
t3 −0.132269 −0.122721 −0.0849552 −0.0142169 —
t4 −0.0830114 −0.0575418 −0.0248729 — —
t5 −0.0409281 −0.0210929 — — —
t6 −0.0178687 — — — —
Table 4.5: The values of the tachyon fields representing a lump solution.
size (thickness) of the lump by fitting the lump profile with a Gaussian curve of the form
G(x) = a+ b e−
x2
2σ2
for each value of radius. The results for the value of σ are shown in Table 4.4. Surpris-
ingly, the value of σ seems to be independent of the chosen radius R. That is to say,
if the lump can be identified with the D(p − 1)-brane, string field theory predicts that
the D-brane has a thickness of order of the string scale
√
α′ irrespective of the radius
of compactification, at least at this level of approximation. It is not clear up to now
whether this situation persists even after we include higher level modes or the D-brane
is still described as an object of no thickness in full string field theory. Or, it may be
possible that a non-trivial field redefinition relates a delta function profile (no thickness)
to a Gaussian-like profile of a finite size.
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Figure 4.3: Tachyon profile t(x) for R =
√
3 (dashed line) and R =
√
12 (solid line).
4.3.4 Pure tachyonic string field theory revisited
In section 4.2, we described the numerical analysis using ‘pure tachyonic string field
theory’ with the action
S0 = 2π
2α′3τp
∫
dp+1x
(
−1
2
∂µφ∂
µφ+
1
2α′
φ2 − 2κφ˜3
)
. (4.63)
If we compactify the direction xp in which we eventually form a lump-like configuration
on a circle of radius R, this system can be reconsidered from the point of view of the
modified level truncation. When we are interested in a codimension one lump so that
the field φ depend only on xp, the compactified version of the action (4.63) is obtained
by substituting the following string field
|T 〉 =
∞∑
n=0
tnc1 cos
(
n
R
Xp(0)
)
|0〉
into the cubic string field theory action (4.53). In this case, the calculations involved are
not difficult and can be done exactly. The result is obtained in [68] as
S0 = −2πRVp 2π2α′3τp
(
− 1
2α′
t20 −
1
4
∞∑
n=1
(
1
α′
− n
2
R2
)
t2n
+
1
3
K3t30 +
1
2
∞∑
n=1
t0t
2
nK
3− 2n2α′
R2 +
1
4
∞∑
n=1
t2nt2nK
3− 6n2α′
R2
+
1
2
∞∑
n=1
∞∑
m>n
tntmtm+nK
3− 2α′
R2
(n2+m2+nm)
)
, (4.64)
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where K =
3
√
3
4
. Truncating the string field and the action to some finite level, and
solving the equations of motion obtained by differentiating the action with respect to
the component fields tn, we would obtain a lump solution for some finite radius R at
some finite truncation level. If we could take the limit level →∞ followed by the radius
R → ∞, the result for the codimension one lump displayed in section 4.2 would be
reproduced.
To be compared with it, let us consider the following φ3 scalar field theory
S ′0 = 2π
2α′3τp
∫
dp+1x
(
−1
2
∂µφ∂
µφ+
1
2α′
φ2 − 2κφ3
)
. (4.65)
It differs from (4.63) in that φ˜3 is replaced with φ3. We assume again that φ depends
only on xp and that xp-direction is compactified on a circle of radius R. By expanding
φ(xp) in cosine-Fourier series as
φ(xp) =
∞∑
n=0
tn cos
(
nxp
R
)
,
the action (4.65) is rewritten in terms of {tn}, as in (4.64). But in this case the coefficient
K3−
α′
R2
(l2+m2+n2) of the cubic term tltmtn is replaced by K
3. This difference has a great
influence on the convergence property of the theories (4.63), (4.65). Since K > 1,
contributions from tn for large n are exponentially suppressed due to the factorK
−α′n2/R2
in the pure tachyonic string field theory (4.63) or (4.64). On the other hand, there are
no such suppression factors in the φ3 theory (4.65). From this fact, it is clear that the
calculations in the pure tachyonic string field theory converge much more rapidly than
in φ3 theory and that the pure tachyonic string field theory is more suitable for the (pure
tachyonic) level truncation scheme [70].
4.4 Higher Codimension Lumps
It was discovered in [69, 70] that lump solutions of codimension d ≥ 2 can be realized
in the modified level truncation scheme of bosonic open string field theory. Since the
procedures here are almost the same as in the case of codimension one lump, we only
point out the differences between them. First of all, a circle of radius R labeled by x = xp
is replaced by a d-dimensional torus T d whose coordinates are (xp−d+1, xp−d+2, · · · , xp).
We take the compactification length for each of d directions to be the same value 2πR,
namely xi ∼ xi+2πR for p−d+1 ≤ i ≤ p. Then the spacetime is divided into T d×M,
where M is a (26 − d)-dimensional Minkowskian manifold. The original Dp-brane is
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fully wrapped on T d, and a lump solution localized on T d is conjectured to represent
a D(p − d)-brane. Secondly, some of the oscillators and states have to be modified
on T d. The Virasoro generator LXn of CFT(X) ≡ CFT(T d) should be understood as
LXn =
∑p
i=p−d+1L
Xi
n . Basis states (4.49)∼(4.51) must be altered into
|T~n〉 = c1 cos
~n · ~X(0)
R
 |0〉 with level = α′~n2
R2
and so on, where ~n = (np−d+1, · · · , np). When d ≥ 2, there exist (d − 1) new zero
momentum primaries [69]
|Si〉 = (αp−1αp−1 − αi−1αi−1 − αp0αp−2 + αi0αi−2)|0〉, p− d+ 1 ≤ i ≤ p− 1 (4.66)
at level 2. Thirdly, the action is written as
S(Φ) ≡ −Vp−d+1τp(2πR)df(Φ)
with the normalization
〈ei~n· ~X/R〉matter = (2πR)dδ~n,~0.
Then the tension of the codimension d lump is given by
Tp−d = −
S ′(M,N)(Φℓ)
Vp−d+1
= (2πR)dτp(f(M,N)(Φℓ)− f(M,N)(Φ0))
cf. (4.57). The ratio of the lump tension to the D(p−d)-brane tension, whose conjectured
value is 1, becomes
r(2) =
Tp−d
(2π
√
α′)dτp
=
(
R√
α′
)d
(f(M,N)(Φℓ)− f(M,N)(Φ0)). (4.67)
Now we quote the results for 2 ≤ d ≤ 6 from [69]. There, the radius R is set to √3α′
and the solutions are restricted to the ones which have discretized rotational symmetry,
namely the permutations among X i and the reflections X i → −X i. The values of the
ratio (4.67) at various truncation levels are listed in Table 4.6. For d = 2, no new field
appears at level 1 because ~n2/3 cannot become 1 for integer ~n = (n1, n2). So the entry
remains a blank. One may find that the value of r(2) suddenly increases at level (2,4).
This is because the non-tachyon fields u0, v0, w0 appear at this level so that they bring
about qualitative changes in the action. To see how such non-tachyon fields affect the
value of r(2) in more detail, we need to extend the results to still higher levels. For
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d (1
3
, 2
3
) (2
3
, 4
3
) (1,2) (4
3
, 8
3
) (5
3
, 10
3
) (2,4)
1 0.774 0.707 1.024
2 1.34 0.899 0.838 0.777 1.1303
3 2.32 1.42 1.07 1.03 0.931 1.3277
4 4.02 2.37 1.57 1.27 1.17 1.6384
5 6.96 4.01 2.47 1.78 1.50 2.0901
6 12.06 6.82 4.04 2.69 2.06 2.6641
Table 4.6: The ratio r(2) for the lump of codimension d.
sufficiently small values of d, the modified level truncation scheme seems to have a good
convergence property. For large values of d, however, the truncation to low-lying fields
does not give accurate answers. In particular, the tension of the lump is overestimated
for larger value of d. This trend is reminiscent of the results we saw in section 4.2.
In [70], codimension two lumps are studied in a similar way. There it was shown that
the size of the codimension two lump is independent of the radius R, the same thing
being true of the codimension one lump. In addition, codimension 2 lump solutions were
found also in the pure tachyonic string field theory and φ3 theory. They approximately
had the same shape as the lump found in the string field theory at level (2,4). The
better convergence property of the pure tachyonic string field theory discussed earlier
was actually verified in this case.
4.5 Tachyonic Lumps and Kinks in Superstring The-
ory
In this section, we will briefly consider spacetime dependent configurations of the tachyon
field on a non-BPS D-brane of Type II superstring theory. We should notice that in
the supersymmetric case the tachyonic lump of codimension more than one cannot be
produced in the standard field theory setting because of the Derrick’s theorem: solitons
in scalar field theory are energetically unstable against shrinking to zero size if their
codimension is more than one. One of the assumptions in proving this theorem is that
the scalar potential should be bounded from below. We cannot apply this theorem to
the lump solutions in bosonic string field theory because the tachyon potential is not
bounded below. This is why we have actually found the lump solutions of codimension
more than one in previous sections in spite of the no-go theorem. But in superstring
theory we have the tachyon potential of a double-well form, which is bounded below.
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Among the configurations of codimension 1, we can construct a kink solution because
the tachyon potential has doubly degenerate minima. In fact, it is conjectured that the
tachyonic kink on a non-BPS Dp-brane represents a BPS D(p−1)-brane [4, 7]. And since
a lump solution can be considered as a kink–anti-kink pair, we will focus our attention
on the kink configuration and give a rough estimation of the tension of the kink.
Let us consider the effective field theory for the tachyon. As the first approximation,
we only take into account the potential term V (t) and the standard kinetic term ∂µt∂
µt.
The kinetic term has been computed in (3.128). In this case, the action is written as
S = 2π2τ˜p
∫
dp+1x
(
−1
2
∂µt∂
µt− V (t)
)
, (4.68)
V (t) =
1
2π2
(f(t)− f(t0)),
where f(t) is given by (3.130) at level (0,0) or by (3.132) at level (3
2
, 3). And τ˜p denotes
the tension of a non-BPS Dp-brane. The tachyon field t depends only on x = xp. The
equation of motion derived from the action (4.68) is
d2t(x)
dx2
= V ′(t(x)). (4.69)
We impose on the solution t = t(x) the following boundary conditions
lim
x→±∞ t(x) = ±t0 , t(0) = 0.
The equation of motion (4.69) can be integrated to give
x =
∫ t(x)
0
dt′√
2V (t′)
= π
∫ t(x)
0
dt′√
f(t′)− f(t0)
. (4.70)
Substituting the solution t(x) into the action (4.68), its value can be evaluated as
S(t) = 2π2τ˜pVp
∫ ∞
−∞
dx(−2V (t)) = −2τ˜pVp
∫ ∞
−∞
dx(f(t(x))− f(t0))
= −2πτ˜pVp
∫ t0
−t0
dt′
√
f(t′)− f(t0) ≡ −VpTp−1, (4.71)
where we have denoted the tension of the kink by Tp−1. Since τ˜p is the tension of a
non-BPS Dp-brane, the tension τp−1 of a BPS D(p− 1)-brane is given by3
τp−1 = 2π
τ˜p√
2
.
3Here we set α′ = 1.
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Then we should consider the ratio
r =
Tp−1
τp−1
=
√
2
∫ t0
−t0
dt′
√
f(t′)− f(t0), (4.72)
whose conjectured value is 1. This ratio can be calculated at each truncation level. At
level (0,0),
r(0,0) =
√
2
∫ 1/2
−1/2
dt
π
4
√
(1− 4t2)2 =
√
2
6
π ≃ 0.74,
while at level (3
2
, 3) numerical method gives
r( 3
2
,3) ≃ 1.03.
Although these values are surprisingly close to 1, there are many derivative corrections
arising from higher order terms we have ignored. And we do not know whether such
corrections are sufficiently small. Hence we should regard these agreements as accidental.
Applying the modified level truncation scheme to this system after compactifying the xp-
direction, we could investigate the kink solution on a non-BPS Dp-brane more accurately.
4.6 Validity of the Feynman-Siegel gauge
In this section we shall examine whether the Feynman-Siegel gauge is a good gauge choice
at the nonperturbative level or not. We adopt the following criterion: If a nonpertubative
solution, such as the closed string vacuum, found in the Feynman-Siegel gauge solves the
full set of equations of motion derived from the gauge invariant (i.e. before gauge-fixing)
action, then we can say that the gauge choice was good. For that purpose, we expand
the string field as
|Φ〉 =∑
a
φa|Φa〉+
∑
n
φn|Φn〉, (4.73)
where |Φa〉’s satisfy the Feynman-Siegel gauge condition b0|Φa〉 = 0 while |Φn〉’s not.
That is, every |Φn〉 contains a c0 mode. Let S(φa, φn) denote the full gauge invariant
action obtained by substituting the expansion (4.73) into the string field theory action.
Since the closed string vacuum solution and the lump solution we have found in the
Feynman-Siegel gauge (φn ≡ 0) using a level truncation approximation were obtained by
solving the equations of motion
δS(φb, 0)
δφa
= 0, (4.74)
the remaining set of equations of motion we should consider is
δS(φa, φm)
δφn
∣∣∣∣∣
φm=0
≡ Ln +Qn = 0, (4.75)
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where we denoted by Ln and Qn the contributions from linear and quadratic terms
respectively to the left hand side of the equation (4.75). Since each of Ln and Qn is not
small, cancellation between these two terms must occur for the equation (4.75) to be true.
We can measure the degree of the cancellation by forming the ratio rn = (Ln +Qn)/Ln.
This ratio was numerically calculated in [17] for the closed string vacuum solution (in [17],
the equation (4.75) was interpreted as the BRST invariance of the solution), and in [20]
for the codimension 1 lump solution. For the former, the value of the ratio was found
to be about 1% using the expectation values of the fields obtained in the level (10,20)
approximation. For the latter, the values are typically 10-20% at level (2,6). Though this
is not so small, the cancellation is indeed realized so that we can expect the result will
be improved if we include higher level fields. These results suggest that the Feynman-
Siegel gauge is a valid gauge choice in searching for the closed string vacuum and the
codimension 1 lump solution.
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Chapter 5
Background Independent Open
String Field Theory
Around the year ’92–’93, a different formulation of open string field theory, called back-
ground independent open string field theory, was proposed [71, 72, 73, 74, 75]. It was
recently shown [76, 77, 78] that this theory is well suited for the study of tachyon conden-
sation in that only the tachyon field (not the whole string field) acquires the nonvanishing
vacuum expectation value, so we can proceed without any approximation scheme such
as the level truncation method. This fact means that we can obtain some exact results
about the tachyon physics: the tachyon potential and the description of the D-branes as
tachyonic solitons. In this chapter we first explain the formulation of the theory briefly
and then see the applications to the tachyon condensation in both cases of bosonic string
and superstring.
5.1 Background Independent Open String Field The-
ory
In this theory, the configuration space of the open string field is regarded as the ‘space of
all two-dimensional world-sheet field theories’ on the disk [71]. The world-sheet action
is given by
S = S0 +
∫ 2π
0
dθ
2π
V(θ), (5.1)
where S0 stands for the open-closed string conformal background (1.2). V(θ) contains
interaction terms on the disk boundary1 (parametrized by θ) and is not conformal. We
will consider the bosonic string for a while.
1In this sense, this theory is also called ‘boundary string field theory’.
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V is a local operator constructed from X, b, c, and we can expand it as
V = T (X) + Aµ(X)∂θXµ +Bµν(X)∂θXµ∂θXν + · · · . (5.2)
If V involves terms with equal to or more than two θ-derivatives, which correspond
to the massive states in the first-quantized open string Hilbert space, then the theory
may be ill-defined as a two-dimensional field theory because such terms represent non-
renormalizable interactions on the world-sheet. Consequently, we must introduce an
ultraviolet cut-off parameter in general [75], but in the special case of tachyon conden-
sation we have only to deal with the relevant perturbation T (X), so we can avoid the
problem of ultraviolet divergences here.
Interaction V, which consists of local operators with ghost number 0, is considered
to be defined from a certain more ‘fundamental’ operator O as [71]
V = b−1O,
where O has ghost number +1. This can be seen from the fact that the vertex operator
associated with the massless gauge boson is of the form c∂Xµeik·X, with ghost number 1.
If V purely consists of matters (X) without any ghosts, the above equation is equivalent
to
O = cV.
From here on we will consider this case.
Letting Vi denote the basis elements for operators of ghost number 0, the boundary
interaction V is written as
V =∑
i
tiVi, (5.3)
where coefficients ti are couplings on the world-sheet theory, which are regarded as fields
from the spacetime point of view. Gathering the pieces above, the spacetime action S is
defined through the Batalin-Vilkovisky formalism by
dS =
K
2
∫ 2π
0
dθ
2π
∫ 2π
0
dθ′
2π
〈dO(θ){QB,O(θ′)}〉V (5.4)
namely,
∂S
∂ti
=
K
2
∫
dθ
2π
∫
dθ′
2π
〈Oi(θ){QB,O(θ′)}〉V , (5.5)
where QB is the BRST charge, and K is a normalization factor that is kept undetermined
here. 〈· · ·〉V is unnormalized correlation function in the two-dimensional world-sheet field
theory evaluated with the full (perturbed) world-sheet action (5.1).
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5.2 World-sheet Renormalization Group
Although the theory is conformal in the interior of the disk, the boundary interaction
can have arbitrary relevant (tachyonic) or irrelevant (massive) operators. Due to this
non-conformal character, the coupling constants ti flow under the change of the scale.
When we write down the spacetime action of the background independent open string
field theory, it is useful to make use of the β-functions for various couplings. Here, we
describe only those things that have to do with the study of tachyon condensation. For
detailed discussion about world-sheet renormalization group, see [80, 81].
First, for a primary field Vi of conformal weight hi we have
{QB, cVi} = (1− hi)c∂cVi. (5.6)
And we define the ‘metric’ of the space of couplings ti as
Gij(t) = 2K
∫
dθdθ′
(2π)2
sin2
θ − θ′
2
〈Vi(θ)Vj(θ′)〉V , (5.7)
where sin2 factor comes from the ghost 3-point correlator. Then the spacetime ac-
tion (5.5) is reexpressed as
∂S
∂ti
= −∑
j
(1− hj)tjGij(t). (5.8)
The metric Gij has the property that it is positive definite and invertible in a unitary
theory. Let’s consider the renormalization group (RG) flow in the space of coupling
constants,
x
dti
dx
= −βi(t),
where x is a distance scale. If we expand the β-function in the couplings, β is, in general,
of the form
βi(t) = (hi − 1)ti +O(t2). (5.9)
But one can perform reparametrization in the space of couplings in such a way that,
at least locally, β-functions are exactly linear in t. This has an analogy in the general
relativity context: In any curved spacetime, one can perform an appropriate coordinate
transformation to reach the locally flat space. With such a choice of couplings, the
action (5.8) can be written as
∂S
∂ti
= βjGij(t) (5.10)
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(summation over j is implicit). The coordinate system determined in this way is well-
suited for the study of tachyon condensation. We see below how the linearity of β
simplifies the analyses.
In almost all of the remainder of this chapter, we focus on the boundary perturbation
of the special form
T (X) = a+
26∑
i=1
uiX
2
i , (5.11)
where a and ui are couplings, and for simplicity we take the target space to be Euclidean
flat 26-dimensional spacetime, but there is no essential difference from Minkowski space-
time. Since Xi(θ) itself is not a conformal primary field, we cannot use the formula (5.6)
for a primary field Vi as it stands. Using
Tm = − 1
4α′
∑
j
∂Xj∂Xj and Xi(z)Xj(w) ∼ −2α′ηij log(z − w),
one finds
{QB, cT (X)} = a{QB, c}+
26∑
i=1
ui{QB, cX2i }
=
(
a + 2α′
26∑
i=1
ui
)
c∂c + c∂c
26∑
i=1
uiX
2
i .
From this expression, we can read off the β-functions2 as
βa = −a− 2α′
26∑
i=1
ui , β
ui = −ui , βj = 0 for any other coupling (5.12)
in the above choice of couplings. From these β-functions, we find that nonzero a and ui
flow to infinity in the infrared limit. That is, a = ∞ and ui = ∞ is the infrared fixed
point. And of more importance is that the couplings never mix with each other. So if we
take T = a+
∑
uiX
2
i at the starting point, other terms such as X
4
i do not appear through
the RG flow. Therefore, it can make sense that we calculate the partition function only
with the perturbation (5.11).
But things have not been completed. It is not clear whether we could consistently set
to zero the excited open string modes (i.e. non-tachyonic modes). In fact, cubic string
field theory forced us to take infinitely many scalar fields into account. Fortunately, it
is shown that all couplings for higher modes can be set to zero without contradicting
equations of motion.
2I’d like to thank O. Andreev for pointing this out.
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Here the proof. Expanding the spacetime action in the couplings as
S(a, u, λi) = S0(a, u) + S1i (a, u)λ
i + S2ij(a, u)λ
iλj + · · · , (5.13)
where we denoted collectively by λi all couplings other than a, u, we want to show
S1i (a, u) = 0. First we suppose
0 6= S1i (a, u) =
∂S
∂λi
∣∣∣∣∣
λ=0
= βjGij
∣∣∣
λ=0
. (5.14)
Non-degeneracy of the metric Gij implies that β
j(a, u, λi = 0) 6= 0. This means that
some couplings λj are newly generated by the RG flow when we turn on a and u. How-
ever, since the theory remains free (namely quadratic) even after including the pertur-
bation (5.11), such couplings should not be created by the RG flow. Then we conclude
that the supposition (5.14) was false, or S1i (a, u) = 0. Looking at the action (5.13) with
S1i = 0, couplings λ
i enter S quadratically or with higher powers, so the equations of
motion ∂S/∂λi = 0 are trivially satisfied by all λi = 0. q.e.d.
An important conclusion can be drawn: In the ‘closed string vacuum’, only the
tachyon field develops nonzero vacuum expectation value, while all other fields have
vanishing ones.
5.3 Spacetime Action
Since we saw that it was sufficient to examine the particular perturbation (5.11) for
the study of tachyon condensation, hereafter we concentrate on it. It will be shown in
section 5.5 that the spacetime action S(a, ui) is given by
S = K
(∑
i
2α′ui −
∑
i
ui
∂
∂ui
+ 1 + a
)
Zm, (5.15)
Zm = e−a
26∏
i=1
Z1(2α
′ui), (5.16)
Z1(z) =
√
zeγzΓ(z), (5.17)
where Zm is the matter part of the partition function on the disk. We want to rewrite
the above spacetime action S expressed in terms of a, u in such a way that the action S
is written as a functional of the tachyon field T (X). We insist that the action, when we
keep terms with up to two derivatives, should be given by
S˜ = K
∫
d26x
(2πα′)13
(
α′e−T∂µT∂µT + (T + 1)e−T
)
. (5.18)
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The reason is as follows: Plugging (5.11) into (5.18) and carrying out the Gaussian
integrals, we find
S˜ = K
[
(a + 1 + 13)e−a
1∏26
i=1
√
2α′ui
+ 2α′e−a
∑26
j=1 uj∏26
i=1
√
2α′ui
]
. (5.19)
This agrees with the expression of (5.15) for small ui. An intuitive argument that justifies
this comparison is that T (X) with large ui corresponds to an intensively fluctuating
tachyon profile so that this affects higher derivative terms, therefore it is sufficient to see
u→ 0 behavior now.
So far, the normalization constant K is not fixed. Although K is shown to be related
to the D25-brane tension τ25, some more preparations are needed. Now we simply give
the result
K
(2πα′)13
= τ25, (5.20)
and postpone the proof until later.
5.4 Tachyon Condensation
brane annihilation
We first survey the spacetime-independent tachyon field, T = a. The spacetime ac-
tion (5.18) for T = a becomes
S˜ = τ25V26U(a), (5.21)
U(T ) = (T + 1)e−T , (5.22)
where we used (5.20) and V26 is 26-dimensional volume
∫
d26x. The form of the tachyon
potential U(T ) is illustrated in Figure 5.1. As the potential U(T ) is exact, we can give
the following arguments confidently.
U(T ) has two extrema at T = 0 and T = +∞. T = 0 corresponds to the original
D25-brane, and its energy density is exactly equal to the known D25-brane tension τ25.
On the other hand, T = +∞ is thought of as the ‘closed string vacuum’, with vanishing
energy. So we have proved using background independent open string field theory that
the negative energy contribution from the tachyon potential precisely cancels the D25-
brane tension. One may feel it dubious that the stable vacuum is at infinity. But the
actual distance in the field space is finite because the metric there is e−T (it can be read
from the kinetic term in the action), the situation being not so strange.
160
-2 0 2 4 6
-0.25
0
0.25
0.5
0.75
1
T
U
Figure 5.1: The exact tachyon potential.
Incidentally, in [77] it is argued that the possibility of decaying to T → −∞ reflects
the closed string tachyon instability. As the argument there seems not to be based on a
firm footing, we will not give any further comment about it.
Lower dimensional branes (two-derivative approximation)
The equations of motion following from the action (5.18) is
2α′∂µ∂µT − α′∂µT∂µT + T = 0.
Substituting T = a+
∑26
i=1 uiX
2
i , we get(
a + 4α′
26∑
i=1
ui
)
+
26∑
i=1
X2i ui(1− 4α′ui) = 0.
It is solved by ui = 0 or ui = 1/4α
′ and a = −4α′∑ui = −n, where n is the number of
nonzero ui’s. In the spacetime language, such solutions represent codimension n solitons,
to be identified with D(25− n)-branes. As a check, let us see the energy density of the
solution. If we substitute the solution
T (X) = −n + 1
4α′
n∑
i=1
X2i (5.23)
into the action (5.18), its value is given by
S˜ = V26−n · en(4πα′)n/2τ25 ≡ V26−nT25−n. (5.24)
161
So the ratio
T25−n
τ25
=
(
e√
π
2π
√
α′
)n
(5.25)
does not agree with the expected answer for the D-brane tensions, but the discrepancy
is attributed to the approximation of ignoring higher derivative terms. Using the exact
action, we would obtain the correct results, as will be shown.
Note that the soliton (5.23) is spherically symmetric in the directions transverse to
the brane and asymptotes to the ‘closed string vacuum’ T = +∞.
Lower dimensional branes (exact treatment)
Extending the previous method to higher derivative terms, namely, expand the ac-
tion (5.15) to higher orders in ui and determine the successive terms in the action,
is impractical. If we were able to do the above processes infinitely, we would get the
exact result in principle, but it is of course impossible. Instead, we proceed on another
route.
From the previous arguments, we know that we can consistently take the boundary
perturbations V = T = a +∑uX2 with no other couplings, and that no new couplings
are generated under the RG flow. Therefore all we have to do is to minimize the exact
action (5.15) with respect to a, u. As is clear from the approximated results, to get an
extended brane solution we must permit some of the ui’s to be zero. But Z1(z) (5.17) is
singular as z → 0, so it must be regularized. Since the noncompact volume is responsible
for this divergence, we compactify X i as X i ≃ X i+2πRi ; i = n+1, · · · , 26. For T = a
(namely, all ui = 0) the action (5.18) is exact and
S˜(T = a) = K
∫
d26x
(2πα′)13
(a+ 1)e−a = K(a+ 1)e−a
26∏
i=1
√
2πRi√
α′
. (5.26)
This should be equal to the u→ 0 limit of the exact action (5.15),
S = K(a+ 1)e−a
26∏
i=1
Z1(2α
′ui)
∣∣∣
u→0. (5.27)
Hence we set
lim
u→0
Z1(2α
′u) = lim
u→0
√
2α′ue2α
′γuΓ(2α′u) =
√
2πR√
α′
.
Then the exact action for ui = 0 (n+ 1 ≤ i ≤ 26) becomes
S = K
(
a+ 1 +
n∑
i=1
2α′ui −
n∑
i=1
ui
∂
∂ui
)
e−a
n∏
i=1
Z1(2α
′ui)
26∏
j=n+1
(√
2πRj√
α′
)
. (5.28)
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Varying it with respect to a, we get
∂S
∂a
∝
(
a+
n∑
i=1
2α′ui −
n∑
i=1
ui
∂
∂ui
)
n∏
i=1
Z1(2α
′ui) = 0,
hence a is determined as a function of ui,
a = −2α′
n∑
i=1
ui +
n∑
i,j=1
ui
∂
∂ui
lnZ1(2α
′uj). (5.29)
Substituting it into the action (5.28),
S = K exp
 n∑
j=1
(
lnZ1(2α
′uj) + 2α
′uj −
n∑
i=1
ui
∂
∂ui
lnZ1(2α
′uj)
) 26∏
j=n+1
√
2πRj√
α′
.
This turns out to be a monotonically decreasing function of uj. Therefore the action S
is easily minimized by taking uj →∞, the infrared fixed point. From Stirling’s formula,
we get
logZ1(z) = z log z + γz − z + log
√
2π +O
(
1
z
)
. (5.30)
The value of S in the limit uj →∞ is given by
S = K(2π)n/2
26∏
j=n+1
2πRj√
2πα′
= τ25(2π
√
α′)n
 26∏
j=n+1
2πRj
 ≡ τ25−nV26−n. (5.31)
In this case, the ratio of the tensions is
τ25−n
τ25
= (2π
√
α′)n, (5.32)
so we have obtained the exact result.
Since we have just seen that the known relation between the D-brane tensions is ex-
actly reproduced, we now construct the explicit form of the action on a lower dimensional
D-brane [87]. For simplicity, we consider the case of a D24-brane. For that purpose, we
decompose the constant mode a of the tachyon field T (X) into two parts as a = a1 + a˜
and impose on a1 the ‘minimizing’ relation
a1 = −2α′u1 + u1 ∂
∂u1
lnZ1(2α
′u1) (5.33)
as in (5.29). Substituting (5.33) back into (5.28) and taking the limit u1 →∞ to obtain
a D24-brane, the action becomes
S = lim
u1→∞
exp
[
2α′u1 − u1 ∂
∂u1
lnZ1(2α
′u1) + lnZ1(2α′u1)
]
(5.34)
×K
(
a˜+ 1 +
n∑
i=2
2α′ui −
n∑
i=2
ui
∂
∂ui
)
e−a˜
n∏
i=2
Z1(2α
′ui)
26∏
j=n+1
(√
2πRj√
α′
)
.
163
The first line simply gives a factor of
√
2π, while the second line has the same structure
as the original action (5.28) on the D25-brane, with a replaced by a˜ and i = 1 removed.
Therefore, by using the relation (5.34) recursively we conclude that the action of the
tachyon mode on the tachyonic lump, which is identified with the lower dimensional
D-brane, takes the same form as the action for the tachyon on the D25-brane.
Next we consider the following field redefinition
e−T/2 =
1√
8α′
φ.
Then the derivative-truncated action (5.18) of the tachyon field becomes
S˜ = τ25
∫
d26x
[
1
2
∂µφ∂
µφ− φ
2
8α′
log
φ2
8α′e
]
, (5.35)
which has the kinetic term of the standard form. (This model will be treated in Chap-
ter 6.) In terms of φ field, the soliton solution takes the form
φ =
√
8α′e−a/2 exp
(
−u
2
X2
)
,
which is a Gaussian with the size ∼ 1/√u. Since the exact soliton solutions were found
in the limit uj →∞, the widths of the solitons are zero, in agreement with those of the
conventional D-branes. This result is well contrasted with that of the level truncated
string field theory, where the D-brane has the finite size of order
√
α′.
Degrees of freedom after tachyon condensation
When we calculate the partition function in the constant tachyon background T = a,
a-dependence is quite simple:
Z(a, t) =
∫
DX e−S0−a−··· = e−aZ˜(t), (5.36)
where other couplings are collectively denoted by t. Then the spacetime action is given
by (see the next section)
S(T = a, t) = K
(
−a ∂
∂a
+ βi
∂
∂ti
+ 1
)
e−aZ˜(t)
= KU(a)Z˜(t) +Ke−aβi
∂
∂ti
Z˜(t), (5.37)
where U(T ) is the tachyon potential (T + 1)e−T . We can see that the action vanishes as
T relaxes to the stable vacuum at infinity.
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As mentioned before, the normalization ‘K’ has not yet been determined. Now is the
time to fix it. In [79] the normalization factor is determined by comparing the background
independent open string field theory action with the cubic string field theory action, but
we give another argument. To begin with, let’s consider the effect of including gauge
fields in the boundary perturbation. The world-sheet action is
S = S0 +
∫
dθ
2π
T + i
∫
dθ
2π
∂θX
µAµ(X). (5.38)
We consider the simple case Aµ(X) = −12FµνXν with constant Fµν . As the equations
of motion (Maxwell eqs.) ∂µF
µν = 0 are always satisfied, conformal invariance is not
violated by the perturbation and hence βAµ = 0. For constant Fµν , partition function
Z˜(Aµ) is calculated in [85] and the result coincides with the Born-Infeld action (up to
normalization)
Z˜(Aµ) ∝
∫
d26xLBI(Aµ) =
∫
d26x
√
| det(gµν + 2πα′Fµν)|. (5.39)
Then we conclude that for constant T, Fµν , the spacetime action (5.37) with β
i = 0 is
given by
S(T, Fµν) = K
∫ d26x
(2πα′)13
U(T )LBI(Aµ), (5.40)
where we determined an overall factor 1/(2πα′)13 by requiring that for Fµν = 0 (LBI = 1)
the action should coincide with the potential term in (5.18). On the D25-brane, where
U(T = 0) = 1, the fact that the action is of the standard Born-Infeld form and that
Aµ has the standard normalization (as is seen from (5.38)) implies that the coefficient
K/(2πα′)13 should coincide with the D25-brane tension τ25. With this result, we complete
the previous arguments about the brane annihilation.
From the above argument, we have determined the spacetime action for the slowly
varying tachyon and gauge fields as
S(T, Fµν) = τ25
∫
d26x U(T )
√
| det(gµν + 2πα′Fµν)|+O(∂T, ∂F ), (5.41)
which supports the action proposed in [34].
Now let us consider the fluctuations of the tachyon and the gauge field around the
closed string vacuum. In terms of the φ-field defined above (5.35), the closed string
vacuum corresponds to φ = 0. Since the second derivative of the tachyon potential
in (5.35) diverges logarithmically at φ = 0, the ‘tachyon’ field φ acquires infinite mass
and hence decouples from the spectrum. For the gauge field, it was pointed out in [86]
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that the effective spacetime action3 for low-lying fields (open string tachyon T , U(1)
gauge field Aµ; symmetric 2-tensor Gµν , 2-form gauge field Bµν) in open/closed string
theory has some resemblance to that of the standard abelian Higgs model, namely the
theory of a U(1) gauge field interacting with a complex scalar field whose nonvanishing
expectation value breaks the gauge invariance spontaneously. This analogy provides
us with the following picture: When we think of the closed string mode Bµν as a fixed
background, the open string gauge field Aµ becomes singular at the closed string vacuum
φ = 0. However, if Bµν is promoted to a dynamical field, Aµ can be absorbed into Bµν
as a gauge parameter because the string action has the following gauge invariance
B −→ B + dΛ
A −→ A− Λ, (5.42)
where Λ is a 1-form gauge parameter. Furthermore, it was conjectured [86] that all
open string modes except for tachyon could be considered as gauge parameters for the
corresponding closed string modes. To carry out this program, we must include closed
string modes as dynamical variables. In this case, the problem that open string modes
become singular at the closed string vacuum can be cured. Then it is clear that the
only remaining dynamical degrees of freedom at the closed string vacuum are the closed
string modes (recall that the open string tachyon has decoupled as well). On the other
hand, at the open string vacuum T = 0 (φ =
√
8α′) the vacuum expectation value
Aµ = 0 of the open string gauge field spontaneously breaks the closed string gauge
invariance (5.42) and the massless vector field Aµ arises as a ‘Goldstone boson’ since we
consider Bµν which has acquired nonzero mass due to the stringy Higgs mechanism as a
nondynamical background at the open string perturbative vacuum.
5.5 Evaluation of the Action
World-sheet action is
S = 1
4πα′
26∑
i=1
∫
Σ
d2σ
√
ggαβ∂αXi∂βXi + a+
26∑
i=1
ui
∫
∂Σ
dθ
2π
X2i (θ)
≡
26∑
i=1
Si1 + a, (5.43)
where Σ, g represent the disk world-sheet and the Euclidean flat metric on it, respectively.
And for simplicity, we also take the spacetime to be Euclidean. Boundary conditions
3This is obtained by modifying (5.41) in the following way. Replace F with F + B, expand the
Born-Infeld form to second order in fields, and add the kinetic term for the tachyon as in (5.18).
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derived from this action are
nα∂αXi + 2α
′uiXi = 0 at ∂Σ, (5.44)
where nα is a unit vector normal to the disk boundary. Then it is clear that Xi obeys
Neumann boundary condition if ui = 0, and Dirichlet if ui →∞. The Green’s function
satisfying these boundary conditions is given in [72]:
Gij(z, w) = 〈Xi(z)Xj(w)〉norm. = −α
′
2
δij ln |z − w|2 − α
′
2
δij ln |1− zw¯|2
+
δij
2ui
− δij
∞∑
k=1
2α′2ui
k(k + 2α′ui)
(
(zw¯)k + (z¯w)k
)
,
with z = eiθ, w = eiθ
′ ∈ ∂Σ, and 〈· · ·〉norm. is the normalized (i.e. divided by partition
function such that 〈1〉norm. = 1) correlation function.
We need 〈X2i (θ)〉 below, but since G(z, w) diverges as z → w na¨ıvely, we define it by
the conformal normal ordering (or point splitting)
X2i (θ) ≡ limǫ→0
(
Xi(θ)Xi(θ + ǫ) + α
′ ln |1− eiǫ|2
)
. (5.45)
From this definition, it follows
〈X2i (θ)〉norm. =
1
2ui
−
∞∑
k=1
4α′2ui
k(k + 2α′ui)
.
Now we calculate the matter partition function on the disk,
Zm =
∫
DX exp
(
−a− S0 −
26∑
i=1
ui
∫
dθ
2π
X2i (θ)
)
. (5.46)
It follows from the definition that
∂
∂ui
lnZm =
−1
Zm
∫
DX exp
[
−S0 −
∫
dθ
2π
V(θ)
] ∫
dθ
2π
X2i (θ)
= −
∫ 2π
0
dθ
2π
〈X2i (θ)〉norm. = −
1
2ui
+
∞∑
k=1
4α′2ui
k(k + 2α′ui)
.
Recalling that the gamma function Γ(z) satisfies
d
dz
ln Γ(z) = −1
z
+
∞∑
k=1
z
k(k + z)
− γ
(γ ≃ 0.577 . . . is the Euler-Mascheroni constant), we get
∂
∂ui
lnZm(ui, a) =
∂
∂ui
ln Γ(2α′ui) +
1
2ui
+ 2α′γ. (5.47)
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Consequently,
Zm(ui, a) = e
−a
26∏
i=1
√
2α′uie
2α′γuiΓ(2α′ui) ≡ e−a
26∏
i=1
Z1(2α
′ui). (5.48)
In the last step, overall normalization (integration constant) is absorbed in the definition
of a. Next let us see that the spacetime action can be expressed in terms of Zm. As a
preliminary, we calculate the BRST transformation of the tachyon field,
{QB, cT (X(0))} =
∮
dz
2πi
jB(z)cT (X(0))
=
∮
dz
2πi
(cTm(z) + bc∂c(z))cT (X(0))
= (1− h)c∂c(0)T (X(0)),
where h is the conformal weight of T (X). Since T (X) has no θ derivative, only its
momentum contributes to h and h = α′p2. Hence
{QB, cT (X)} = c∂c
(
1 + α′
26∑
i=1
∂2
∂X2i
)
T (X). (5.49)
Substituting T = a+
∑
uiX
2
i , and denoting cT = O,
{QB,O(X)} = c∂c
(
a +
26∑
i=1
ui(X
2
i + 2α
′)
)
. (5.50)
Using this expression, the defining equation (5.4) of the spacetime action can be written
in the following way,
dS =
K
2
∫
dθ
2π
dθ′
2π
〈
c(θ)
(
da+
∑
i
duiX
2
i (θ)
)
c∂c(θ′)
×
(
a+
∑
i
ui(X
2
i (θ
′) + 2α′)
)〉
V
=
K
2
∫
dθdθ′
(2π)2
〈c(θ)c∂c(θ′)〉ghost (5.51)
×
〈(
da+
∑
duiX
2
i (θ)
) (
a+
∑
ui(X
2
i (θ
′) + 2α′)
)〉
matter,V .
All these correlators can be evaluated as follows:
〈c(θ)c∂c(θ′)〉ghost = 2(cos(θ − θ′)− 1),∫
dθ
2π
〈X2i (θ)〉V = −
∂Zm
∂ui
,
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∫
dθdθ′
(2π)2
〈X2i (θ)X2j (θ′)〉V =
∂2Zm
∂ui∂uj
,
∫
dθdθ′
(2π)2
cos(θ − θ′)〈X2i (θ)X2i (θ′)〉V =
4
ui
.
Detailed calculations are found in [72]. With the above results, we finally obtain
dS = Kd
(∑
i
2α′ui −
∑
i
ui
∂
∂ui
+ (1 + a)
)
Zm
= Kd
(
−∑
i
ui
∂
∂ui
− (a +∑ 2α′ui) ∂
∂a
+ 1
)
Zm. (5.52)
(Remember that Zm(ui, a) depends on a only through a simple overall factor e
−a.) Fur-
thermore, if V does not contain any ghost, the spacetime action was perturbatively shown
to be given by [73, 74]
S = K
(∑
i
βi
∂
∂ti
+ 1
)
Zm, (5.53)
where βi is the β-function for the coupling ti. The result (5.52) is a special case of (5.53),
where we take ti = (ui, a) and β
ui = −ui, βa = −a−∑i 2α′ui. The additive normalization
of the spacetime action S cannot be determined by the definition (5.4), so we fixed it by
requiring that S be proportional to Zm on-shell (βi = 0).
Finally, we refer to the relation between the spacetime action and so-called boundary
entropy. The boundary entropy g [82, 83] is defined in terms of the boundary state |B〉
in the perturbed theory as g = 〈0|B〉 and has the following properties:
• The boundary entropy decreases along the renormalization group flow to the in-
frared, i.e.
dg
dx
< 0.
This is the postulated ‘g-theorem’.
• The boundary entropy coincides with the disk partition function at fixed points of
the boundary renormalization group.
• The boundary entropy is stationary at the fixed points.
In fact, the spacetime action defined in (5.4) is equipped with the above properties. For
the first, we have
x
dS
dx
= x
dti
dx
∂S
∂ti
= −βi(t) · βjGij(t) ≤ 0
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because the metric Gij(t) is positive definite in a unitary theory. And we have assumed
that the action does not explicitly depend on the scale, i.e. ∂S/∂x = 0. We can see
that the second property is true of the spacetime action if we set βi = 0 in (5.53) at the
fixed point. And the third can be verified by looking at the expression (5.10). Hence, we
may identify the boundary string field theory action with the boundary entropy, at least
in this case. This correspondence was further investigated in [84] using the integrable
boundary sine-Gordon model.
5.6 Application to the Superstring Case
Though we have focused on the bosonic string case so far, the background independent
open string field theory can be extended to include the superstring [78]. We consider the
open superstring theory on non-BPS D-branes below. The world-sheet action is now
S = S0 + S∂Σ,
S0 = 1
2πα′
∫
d2z
(
∂Xµ∂Xµ +
α′
2
(
ψµ∂ψµ + ψ˜
µ∂ψ˜µ
))
, (5.54)
e−S∂Σ = TrChan-PatonP exp
[∫ 2π
0
dτ
2π
∫
dθ(ΓDΓ + T (Xµ)Γ)
]
.
In the boundary interaction term, (τ, θ) are the superspace coordinates of the disk bound-
ary. There are two superfields
√
2
α′
Xµ =
√
2
α′
Xµ+θψµ and Γ = η+θF on the boundary,
where Γ is an anticommuting quantum mechanical degree of freedom [80]. D = ∂θ + θ∂τ
is the superderivative, and P represents the path-ordering. The boundary conditions for
the fermions ψµ, η are taken to be antiperiodic around the circle (ψµ(τ +2π) = −ψµ(τ))
to consider the Neveu-Schwarz sector. Decomposing the superfields into the component
fields and carrying out the θ-integration in (5.54), we can write the boundary action as
e−S∂Σ = TrCPP exp
∫ dτ
2π
∂τη η + F 2 + T (X)F +
√
α′
2
(ψµ∂µT (X))η
(5.55)
−→ TrCPP exp
[
−1
4
∫
dτ
2π
(
α′
2
(ψµ∂µT )∂
−1
τ (ψ
ν∂νT ) + T (X)
2
)]
. (5.56)
In the second line, we have integrated out the ‘auxiliary’ fields η and F using equations
of motion derived from (5.55). The operator ∂−1τ is, more precisely, defined by
∂−1τ f(τ) =
1
2
∫
dτ ′ ǫ(τ − τ ′)f(τ ′), (5.57)
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where
ǫ(τ) =
{
+1 for τ > 0
−1 for τ < 0
so that ∂τ ǫ(τ − τ ′) = 2δ(τ − τ ′). Then the equation (5.57) correctly gives ∂τ (∂−1τ f(τ)) =
f(τ).
To discuss the tachyon condensation, we determine the explicit profile of the tachyon
field T (Xµ) as in the bosonic case (5.11). When there are no non-trivial Chan-Paton
factors, we take it here to be of the form
T (X) = a + uµX
µ.
In this case, the world-sheet field theory remains free (i.e. quadratic) even after includ-
ing the boundary perturbation (5.56). But as opposed to the bosonic case (5.11), by
exploiting the translational and Lorentz invariance we can always rearrange the above
profile into the following form,
T (X) = uX, (5.58)
where X is the coordinate of a single direction, say, X1. Then the matter partition
function on the disk is given by
Zm(u) =
∫
DXDψ exp
[
−S0 − u
2
4
∫ 2π
0
dτ
2π
(
X2 +
α′
2
ψ∂−1τ ψ
)]
. (5.59)
As in the bosonic case, the partition function is evaluated as follows [78]: By differenti-
ating with respect to u2, we find
∂
∂(u2)
lnZm(u) = −1
4
∫ 2π
0
dτ
2π
〈
X2 +
α′
2
ψ∂−1τ ψ
〉
norm.
. (5.60)
The 2-point function in the right hand side can be calculated by regularizing as〈
X2 +
α′
2
ψ∂−1τ ψ
〉
= lim
ǫ→0
〈
X(τ)X(τ + ǫ) +
α′
2
ψ(τ)∂−1τ ψ(τ + ǫ)
〉
= −2
u
lim
ǫ→0
∫
dθ 〈X(τ)Γ(τ + ǫ)〉
∣∣∣∣
η,F
, (5.61)
where |η,F means that the equation holds only after integrating out the auxiliary fields
η, F using (5.55). This expression makes it manifest that the regularization preserves
world-sheet supersymmetry. And we do not need any conformal normal ordering as
in (5.45) due to the supersymmetric cancellation. The detailed calculations of the cor-
relator (5.61) were shown in [78, 88]: the result is〈
X2 +
α′
2
ψ∂−1τ ψ
〉
= −4α′ ln 2 +
[
α′
y
− 4α′
∞∑
k=1
y
k(k + y)
+ 4α′
∞∑
k=1
2y
k(k + 2y)
]
y=α
′
2
u2
.
(5.62)
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Combining the identity
∞∑
k=1
z
k(k + z)
=
d
dz
ln Γ(z) +
1
z
+ γ,
the equation (5.60) can be expressed as
∂
∂(u2)
lnZm(u) = α′ ln 2 +
α′
4y
+ α′
d
dy
ln Γ(y)− α
′
2
d
dy
ln Γ(2y)
∣∣∣∣
y=α
′
2
u2
=
∂
∂(u2)
[
ln
Γ(y)2 exp(2y ln 2)
√
y
Γ(2y)
]
y=α
′
2
u2
.
Using the definition (5.17) Z1(y) =
√
yeγyΓ(y), the above equation can be integrated to
become
Zm(u) = Ceα
′u2 ln 2Z1(α
′u2/2)2
Z1(α′u2)
, (5.63)
where C is a positive integration constant. The partition function (5.63) is a monotoni-
cally decreasing function of u, and the asymptotic value as u→∞ is found to be
lim
u→∞Z
m(u) = C
√
2π (5.64)
by using the Stirling’s formula (5.30).
Now we relate the partition function to the spacetime action, as in (5.15) or (5.53).
In bosonic string case, the classical spacetime action (5.4) was defined by applying the
Batalin-Vilkovisky formalism to the space of world-sheet field theories [71]. And it was
shown [73, 74] that the spacetime action can be expressed in terms of the disk partition
function and β-functions as in (5.53), at least up to first few orders in perturbation
theory. Then we found that the spacetime action had the properties which were required
to be regarded as a generalization of the boundary entropy. In superstring case, however,
even the definition of the off-shell spacetime action has not yet been discovered. But the
on-shell effective action, which is constructed from the S-matrices calculated in the first
quantized superstring theory, turned out to coincide with the disk partition function.
From this fact, it has been proposed in [89, 78] that the off-shell spacetime action,
if properly defined, should also be equal (up to normalization) to the disk partition
function itself, namely,
S(t) = K Zm(t), (5.65)
where we again denote the couplings collectively by t. In fact, the partition function
itself has some properties in common with the boundary entropy in the superstring
case. For example, it is stationary at the fixed points of the renormalization group
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in general [78]. And in the special case of (5.58), we have shown that the partition
function (5.63) monotonically decreases along the renormalization group flow to infrared
(u→∞). Anyway, we will use (5.65) to discuss the tachyon condensation, hoping that
the results support the conjecture (5.65).
5.7 Tachyon Condensation on a Non-BPS D-Brane
In determining the tachyon profile to be T (X) = uX (5.58), we assumed that the Chan-
Paton space is trivial. That is, we are now considering a single non-BPS D-brane. We
will discuss the generalization to the system of plural non-BPS D-branes in the next
section. Here, we take the single D-brane to be a non-BPS D9-brane in Type IIA theory.
To obtain the (exact) tachyon potential, we must go back to (5.56) and set T (X) =
a = constant. Then the matter partition function becomes
Zm(T = a) =
∫
DXDψ exp
(
−S0 − a
2
4
)
= Ze− a
2
4 ,
where Z =
∫
DXDψ e−S0 is considered to be an unimportant constant because it does
not depend on any coupling. Using (5.65), we get the spacetime action as
S(T = a) = K˜τ˜9V10e
−T2
4 , (5.66)
where we explicitly write the ten-dimensional volume factor V10 =
∫
d10x and the tension
τ˜9 of a non-BPS D9-brane because the action should be proportional to the product of
these two factors. And K˜ is a combination of the normalization factors K,Z and V10, τ˜9
above. But by repeating the argument given between (5.36) and (5.40) in this case, we
eventually find K˜ = 1. Then, the energy density at the maximum T = 0 (representing the
D9-brane) of the tachyon potential is exactly equal to the non-BPS D9-brane tension
τ˜9, while that of the minimum T = ±∞ (closed string vacuum) is zero. Hence, we
can conclude that the difference in the energy density between two vacua T = 0 and
T = ±∞ precisely coincides with the tension of an unstable non-BPS D-brane, just like
the bosonic case. Of course, the fact that the non-BPS D-brane is ‘nine’-brane is not
essential. We will arrive at the same conclusion in the case of a non-BPS D-brane of
arbitrary dimensionality. In addition, the tachyon potential is symmetric under T → −T
and is bounded from below, as is expected for superstring.
In order to describe the lower dimensional D-brane as a soliton on the non-BPS D9-
brane, we now consider the kinetic term for the tachyon field T (X). We begin with the
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two-derivative approximation. Using the following relation
Z1(y) =
√
yeγyΓ(y) ≃ √y(1 + γy)
(
1
y
− γ
)
=
1√
y
(1 +O(y2))
for small y, we can expand the spacetime action (5.65) around u = 0 as
S˜ = (KC)e2y ln 2
Z1(y)
2
Z1(2y)
∣∣∣∣∣
y=α
′
2
u2
≃ KC(1 + 2y ln 2)
√
2y
y
∣∣∣∣∣
y=α
′
2
u2
= KC
(
2√
α′u2
+ (2 ln 2)
√
α′u2
)
, (5.67)
where the tilde on S˜ indicates that this action is an approximate form for small u. From
this expression, we deduce the action truncated up to two derivatives to be
S˜(T ) = τ˜9
∫
d10x
(
(α′ ln 2)e−
T2
4 ∂µT∂
µT + e−
T2
4
)
, (5.68)
because (1) it reproduces the exact tachyon potential (5.66) for constant T with the
correct normalization factor (K˜ = 1), and (2) the value of the action (5.68) evaluated
for the tachyon profile T = uX becomes
S˜(uX) = (τ˜9V9
√
α′π)
(
2√
α′u2
+ (2 ln 2)
√
α′u2
)
, (5.69)
so that the relative normalization of (5.67) is realized. Now that we have determined the
form of the spacetime action up to two derivatives, we can construct a soliton solution
in this level of approximation. The equation of motion from the action (5.68) is
(4α′ ln 2)∂µ∂µT − (α′ ln 2)T∂µT∂µT + T = 0. (5.70)
The ‘kink’ ansatz T (X) = uX solves (5.70) if u = 1/
√
α′ ln 2. In this case, the energy
density T8 of the kink solution is obtained by substituting u = 1/
√
α′ ln 2 into (5.69) and
it becomes
S˜ = (τ˜9V9
√
α′π)4
√
ln 2 ≡ T8V9,
or
T8 = 4
√
ln 2
2π
· 2π
√
α′
τ˜9√
2
≃ 1.33 · 2π
√
α′
τ˜9√
2
. (5.71)
We arranged it in this way because it is conjectured that the tachyonic kink configuration
on a non-BPS D9-brane represents a BPS D8-brane in Type IIA theory, and the BPS
D8-brane tension is given by τ8 = 2π
√
α′
τ˜9√
2
. Since this result was obtained from the
derivative-truncated action (5.68), the relation (5.71) is not exact, as expected.
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Then we turn to the exact treatment. Since the theory remains free under the partic-
ular boundary perturbation T (X) = uX , no new couplings are generated throughout the
renormalization group flow. This means that the exact tachyon profile can be achieved
by minimizing the exact action (5.65) together with (5.63) which was exactly obtained
for T = uX . In fact, we have already seen that the partition function Zm(u) is mono-
tonically decreasing and the limiting value is C
√
2π (5.64). Thus
min S = K minZm(u) =
√
2πKC. (5.72)
And the normalization constant KC is immediately determined by comparing (5.67)
with (5.69). Therefore the final result is
min S = S(u→∞) = 2π
√
α′
τ˜9√
2
V9 = τ8V9. (5.73)
This shows that the tension of the kink solution T (X) = limu→∞ uX precisely agrees
with the tension of the BPS D8-brane. After an appropriate change of variable, we can
see that the width of the kink goes to zero as u→∞.
Finally, let us see what happens to the spacetime action as the tachyon condenses.
From (5.68), it is natural to guess that the full spacetime action for the tachyon field can
be written in the form
S(T ) = τ˜9
∫
d10x U(T )
(
1 + (α′ ln 2)∂µT∂
µT + . . .
)
, (5.74)
where we defined the tachyon potential
U(T ) = e−
T2
4 ,
and . . . represents the higher derivative terms. Note that the Lagrangian density is
proportional to the tachyon potential itself. Since U(T ) vanishes at the closed string
vacuum T = ±∞, the action for the tachyon field also identically vanishes there. We
hope that the same is true for the complete spacetime action including all modes, and
that there remain no physical excitations of the open string modes around the closed
string vacuum.
5.8 Higher Codimension Branes
In this section, we consider the possibility of constructing D-branes of higher codimen-
sion. In doing so, we introduce the Chan-Paton matrices {γi}ni=1 and take the tachyon
field to be
T (X) =
n∑
i=1
uiX
iγi. (5.75)
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This profile will turn out to represent a codimension n D-brane in Type IIA theory. We
require γi’s to be Hermitian and to form a Clifford algebra
4
{γi, γj} = 2δij .
Hence, γi is a 2
[n/2]×2[n/2] matrix so that the original configuration of the D-branes is the
system of 2[n/2] coincident space-filling non-BPS D9-branes of Type IIA theory. Here,[
n
2
]
=
{
n
2
for n even
n−1
2
for n odd
.
Using (5.56), the partition function is now
Zm =
∫
DXDψ e−S0TrCPP exp
[
−1
4
∫
dτ
2π
(
T (X)2 +
α′
2
(ψµ∂µT )∂
−1
τ (ψ
ν∂νT )
)]
.
(5.76)
We substitute the tachyon profile (5.75) into (5.76), and simplify it using the Clifford
algebra. The result is
Zm(ui) =
∫
DXDψ e−S0TrCPP exp
[
−1
4
∫ dτ
2π
n∑
i=1
u2i
(
X2i +
α′
2
ψi∂−1τ ψ
i
)]
. (5.77)
Note that the Chan-Paton structure has become a simple overall factor TrCPI = 2
[n/2].
Since the form of the partition function (5.77) is quite similar to the previous one (5.59),
we can proceed in the same way. Differentiating with respect to u2i , we find
∂
∂(u2i )
lnZm(u) = −1
4
∫
dτ
2π
〈
X2i +
α′
2
ψi∂−1τ ψ
i
〉
norm.
,
where the correlator is given by (5.62). It is integrated to give
Zm(ui) = 2
[n/2]Cn exp
(
(α′ ln 2)
n∑
i=1
u2i
)
n∏
i=1
Z1(α
′u2i /2)
2
Z1(α′u2i )
, (5.78)
where Cn is an integration constant. We again take the spacetime action to be
S = K Zm. (5.79)
For small ui’s, the action is approximately given by
S˜ ≃ 2[n/2]KCn 2
n∏n
i=1
√
α′u2i
(
1 + α′ ln 2
n∑
i=1
u2i
)
. (5.80)
4We are taking the target space to be Euclidean for simplicity.
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The spacetime action up to two derivatives is now
S˜(T ) = τ˜9TrCP
∫
d10x
(
(α′ ln 2)e−
T2
4 ∂µT∂
µT + e−
T2
4
)
because for constant T = aI the value of S˜ is 2[n/2]τ˜9V10e
−a2/4, which is suitable for 2[n/2]
non-BPS D9-branes, and for T =
∑
uiX
iγi
S˜(T =
∑
uiX
iγi) = 2
[n/2]τ˜9V10−n
(
1 + α′ ln 2
n∑
i=1
u2i
)
n∏
i=1
[∫
dxie
− 1
4
u2ix
2
i
]
= 2[n/2]τ˜9V10−n(πα′)
n
2
2n∏n
i=1
√
α′u2i
(
1 + α′ ln 2
n∑
i=1
u2i
)
.
Comparing it with (5.80), we can fix the normalization constant as
KCn = τ˜9V10−n(πα′)n/2.
Then the exact spacetime action is given by
S = 2[n/2]τ˜9V10−n(πα′)n/2 exp
(
α′ ln 2
n∑
i=1
u2i
)
n∏
i=1
Z1(α
′u2i /2)
2
Z1(α′u2i )
. (5.81)
Using (5.64), we can easily minimize the above action and its value is
min S = (2π
√
α′)n
τ˜9
2
n
2
−[n
2
]
V10−n =
{
(2π
√
α′)nτ˜9V10−n for n even
(2π
√
α′)n(τ˜9/
√
2)V10−n for n odd
. (5.82)
These are just the exact known values: When n is even, the tension of the tachyonic
soliton represented by the profile (5.75) in the limit ui → ∞ has the dimension of
(9 − n)-brane, and it precisely agrees with the tension of a non-BPS D(9 − n)-brane.
When n is odd, the tension of the tachyonic soliton coincides with the tension of a BPS
D(9− n)-brane because of an additional factor of 1√
2
.
5.9 Comments on Some Developments
In the previous three sections, we focused on the tachyon condensation on non-BPS D-
branes. However, its generalization to the brane-antibrane system was discussed in the
context of boundary string field theory in recent papers [91, 92, 93]. In this case, the
tachyon field T (X) becomes complex-valued and the tachyon potential takes the form
e−TT/4, as expected. For a Dp-Dp pair, a kink-like configuration of the tachyon leads to
a non-BPS D(p− 1)-brane, whereas a vortex-type configuration leaves a BPS D(p− 2)-
brane behind. In both cases the tension of the resulting lower dimensional D-brane is
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reproduced exactly. Moreover, the authors found the D-brane world-volume action of the
Dirac-Born-Infeld type including the gauge fields and the Ramond-Ramond couplings5
for both non-BPS D-branes and brane-antibrane system.
In connection with the noncommutative geometry [96], the spacetime action of back-
ground independent open string field theory was analysed in the presence of a constant
B-field background [97, 98, 99]. In bosonic string, the world-sheet action is now modified
as
S0 = 1
2πα′
∫
Σ
d2z gµν∂X
µ∂Xν − i
∫
Σ
B, (5.83)
where
B =
1
2
BµνdX
µ ∧ dXν = 1
2
Bµν
∂Xµ
∂σa
∂Xν
∂σb
dσa ∧ dσb.
Since the world-sheet field theory remains free for a constant Bµν , we can exactly compute
the disk partition function Zm(a, u) and hence the spacetime action S for T (X) =
a+ uµνX
µXν . The result is given [98] by
Zm(a, u) = exp
−a + γTr

(
1
g + 2πα′B
)
sym
2α′u

 (5.84)
×
√√√√√det
Γ
( 1
g + 2πα′B
)
sym
2α′u
Γ(2α′uE−)2α′uE−
,
where the subscript of Asym means that we should take the symmetric part of the matrix
A, and we defined
E− = G−1 − θ
2πα′
with G−1 =
(
1
g + 2πα′B
)
sym
, θ = 2πα′
(
1
g + 2πα′B
)
antisym
.
Trace and determinant are taken over the spacetime indices µ, ν. Then
S(a, u) = K
[
Tr
(
G−1 · 2α′u
)
− a ∂
∂a
− Tr
(
u
∂
∂u
)
+ 1
]
Zm(a, u). (5.85)
Further, by expanding the above exact action for small u, we find the effective action for
the tachyon field T to be
S = τ25
∫
d26x
√
| det(g + 2πα′B)|e−T (T + 1 + α′Gµν∂µT∂νT + . . .). (5.86)
5Couplings between a closed string RR field and open string tachyons had been calculated in [94]
and [95] for non-BPS D-branes and brane-antibrane systems, respectively, in the conformal field theory
approach.
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As will be explained in section 6.1, in the large noncommutativity limit θ →∞ the kinetic
term and still higher derivative terms can be ignored as compared to the potential term.
Then the effective action for the tachyon field exactly becomes
S = τ25
∫
d26x Pf(2πα′θ−1)(T (x) + 1) ∗ e−T (x), (5.87)
where all the products among the fields are taken by the star product
f ∗ g(x) ≡ exp
(
i
2
θµν
∂
∂xµ
∂
∂yν
)
f(x)g(y)
∣∣∣∣
y=x
,
and the Pfaffian is defined for an antisymmetric matrix X as6
detX = (PfX)2.
In [99], these results were extended to the supersymmetric case and in particular the
effective tachyon action was found to be of the form
S = τ˜9
∫
d10x
√
| det(g + 2πα′B)|e−T
2
4
(
1 + (α′ ln 2)Gµν∂µT∂νT + . . .
)
. (5.88)
As an application of this formalism, the disk partition function was evaluated for
the D0-D2 system of Type IIA theory in the presence of a large Neveu-Schwarz B-field
background [100]. Since the configuration where a D0-brane coexists with a D2-brane
does not saturate the BPS bound, tachyonic modes appear on the fundamental strings
stretched between these branes. The unstable stationary point of the tachyon potential
under consideration corresponds to the system of the D-particle plus D-membrane, while
the stable minimum represents the D0-D2 bound state, whose energy is truly lower than
that of the unbound state. As the mass defect
∆M = MD0-D2 − (MD0 +MD2)
is known in the first-quantized string theory, we can compare it with the result from
background independent open superstring field theory. Though the partition function
was evaluated perturbatively by expanding it in powers of the boundary interactions,
namely
Zm =
∫
DXDψ e−S0−S∂Σ
=
∫
DXDψ e−S0 −
∫
DXDψ S∂Σe−S0 + 1
2!
∫
DXDψ S2∂Σe−S0 + · · · ,
6The sign of PfX is not determined by this equation only. It is fixed by requiring that PfX =
+
√
detX if X is self-dual. For more details, consult suitable mathematics reference books.
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the resulting value of the mass defect was found to agree exactly with the expected
one in the large B limit [100]. Considering that all the results obtained so far from
background independent open superstring field theory coincide with the expected ones,
the conjecture (5.65) that the spacetime action of this theory is given by the disk partition
function itself seems to be plausible.
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Chapter 6
Some Related Topics
6.1 Noncommutative Solitons
It has been shown that introducing large noncommutativety into spacetime simplifies the
description of D-branes as tachyonic solitons. In this section, we outline the construction
of soliton solutions and their applications to D-brane physics.
6.1.1 Solitons in noncommutative scalar field theory
We consider the theory of a single scalar field φ in (2 + 1)-dimensional spacetime whose
coordinates are xµ = (x0, x1, x2). We introduce the spacetime noncommutativity as
[xµ, xν ] = iθµν with θµν =
 0 0 00 0 θ
0 −θ 0
 . (6.1)
In this noncommutative spacetime, arbitrary two functions (fields) f, g of xµ are multi-
plied using the following Moyal ∗-product
f ∗ g(x) = exp
(
i
2
θµν
∂
∂xµ
∂
∂yν
)
f(x)g(y)
∣∣∣∣
y=x
(6.2)
= exp
(
i
2
θ
(
∂
∂x1
∂
∂y2
− ∂
∂x2
∂
∂y1
))
f(x)g(y)
∣∣∣∣∣
y=x
.
We will discuss the field theory action
S =
1
g2
∫
d3x
(
−1
2
∂µφ∂
µφ− V (φ)
)
. (6.3)
We allow the potential V (φ) to have the generic polynomial form
V (φ) =
1
2
m2φ2 +
r∑
j=3
bj
j
j︷ ︸︸ ︷
φ ∗ · · · ∗ φ, (6.4)
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noting that there is no linear term. In writing (6.3) and (6.4), we used the fact that for
arbitrary f, g ∫
d3x f ∗ g =
∫
d3x fg (6.5)
holds because of the antisymmetry of θµν . Here we perform the rescaling xµ −→
√
θ/α′xµ.
Then the action can be rewritten as
S =
√
θ
α′
1
g2
∫
d3x
(
−1
2
∂µφ∂
µφ− θ
α′
V (φ)
)
. (6.6)
From the above expression, it is clear that in the limit θ/α′ →∞ of large noncommuta-
tivity the kinetic term can be ignored as compared to the potential energy term. Hence
in finding a soliton solution it suffices to extremize the potential,
∂V
∂φ
= 0.
In a commutative theory, this equation has only constant solutions Λ ≡ {φ = λi}. In
the noncommutative theory, however, it can support soliton solutions which non-trivially
depend on xµ. Concretely, assume that we can construct a function φ0(x) which squares
to itself under the ∗-product, i.e.
φ0 ∗ φ0(x) = φ0(x). (6.7)
Then, using the explicit form (6.4) of the potential, we find
∂V
∂φ
(λiφ0) = m
2(λiφ0) +
r∑
j=3
bjλ
j−1
i
j−1︷ ︸︸ ︷
φ0 ∗ · · · ∗ φ0
=
m2λi + r∑
j=3
bjλ
j−1
i
 φ0 = ∂V
∂φ
(λi) · φ0,
so it vanishes if λi ∈ Λ. Therefore we can obtain solitonic solutions if we find a function φ0
which satisfies the idempotency (6.7) and is spatially localized. To do so, it is convenient
to make use of the correspondence between fields on noncommutative space and operators
in one-particle Hilbert space, which will be explained below.
Given a function f(x¯1, x¯2) on the commutative space, we can promote it to the
noncommutative version by replacing the commutative coordinates x¯i with the noncom-
mutative ones xi which obey (6.1). But a problem arises here. Writing q̂ = x1/
√
θ and
p̂ = x2/
√
θ, the commutation relation (6.1) becomes
[q̂, p̂] = i,
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which looks like the canonical commutation relation in quantum mechanics. So just as in
the quantum mechanical case we must pay attention to the ordering of the noncommu-
tative coordinates. Here we employ the Weyl- or symmetric-ordering prescription. This
can be achieved by the following processes: We Fourier-transform the given function
f(x¯1, x¯2) to the momentum space as
f˜(k1, k2) =
∫
d2x¯ f(x¯1, x¯2)eik1x¯
1+ik2x¯2 , (6.8)
and then inverse-Fourier-transform back to the noncommutative coordinate space by
using the noncommutative coordinates xi as
f̂(x1, x2) =
∫
d2k
(2π)2
f˜(k1, k2)e
−ik1x1−ik2x2 . (6.9)
Through the correspondence (x1, x2) =
√
θ(q̂, p̂), we can regard the above Weyl-ordered
function f̂(x1, x2) on the noncommutative space as the quantum mechanical operator
acting on a Hilbert space. Next we consider the product of two such operators f̂(x) and
ĝ(x). Using the Baker-Campbell-Hausdorff formula it becomes
f̂ · ĝ(x) =
∫
d2k d2l
(2π)4
f˜(k)g˜(l)e−ik1x
1−ik2x2e−il1x
1−il2x2
=
∫
d2k d2l
(2π)4
f˜(k)g˜(l)e−
i
2
θ(k1l2−k2l1)e−i(k1+l1)x
1−i(k2+l2)x2
=
exp{ i
2
θ
(
∂
∂x¯1
∂
∂y¯2
− ∂
∂x¯2
∂
∂y¯1
)}
f(x¯)g(y¯)
∣∣∣∣∣
x¯=y¯=x

W
= [ ̂f ∗ g(x)]W , (6.10)
where [O]W indicates that we should take the Weyl-ordering of O, and f ∗ g in the final
line is the ∗-product defined in (6.2). And in the third line we used the expression (6.8)
for f˜(k) and g˜(l). To sum up, the product of two Weyl-ordered operators f̂ , ĝ is given
by the operator version of f ∗ g. This is why we adopt the Weyl ordering in this context.
Now that we have found an operator f̂ for each ordinary function f , we then construct
a Hilbert space on which the operators act. By taking the following linear combinations
a =
x1 + ix2√
2θ
, a† =
x1 − ix2√
2θ
, (6.11)
the noncommutative algebra (6.1) can be written as
[a, a†] = 1,
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from which we interpret a†, a as creation and annihilation operators respectively in the
one-particle quantum mechanical Hilbert space H. We take a basis of states in H to be
the number eigenstates {|n〉 ; n = 0, 1, 2, · · ·}, on which a, a† act as
a|n〉 = √n|n− 1〉 , a†|n〉 = √n + 1|n + 1〉 , a†a|n〉 = n|n〉.
A basis of operators which act in H is formed by {|m〉〈n| ; m,n ≥ 0}. In terms of a and
a†, each basis operator can be expressed as
|m〉〈n| =: a
†m
√
m!
e−a
†a a
n
√
n!
: . (6.12)
Since 2θa†a = (x1)2+(x2)2− θ, any radially symmetric function in (x1, x2)-space should
correspond to some operator-valued function of a†a. So we can restrict ourselves to
operators of the diagonal form
O =
∞∑
n=0
an|n〉〈n| (6.13)
in searching for radially symmetric solutions. It was shown in [101, 104] that the operator
|n〉〈n| corresponds to the function (field)
φn(r
2) = 2(−1)ne− r
2
θ Ln
(
2r2
θ
)
, (6.14)
where r2 = (x¯1)2 + (x¯2)2 and Ln(x) is the n-th Laguerre polynomial. These functions
are suitable for the ‘soliton’ solutions because they are localized near r = 0 due to the
Gaussian damping factor.
In the operator language, the idempotency condition (6.7) is translated into
φ̂ ∗ φ = φ̂ −→ φ̂2 = φ̂ (6.15)
as explained in (6.10). In other words, we can obtain non-trivial solutions to equation
of motion by finding projection operators in H. We immediately see that the operators
Pn = |n〉〈n| play such a role. Since Pn’s are mutually orthogonal, the general solution
to the equation of motion ∂V/∂φ = 0 is given by
φ̂ =
∞∑
n=0
λnPn, (6.16)
where λn ∈ Λ. To show that this solves the equation of motion, one should note that( ∞∑
n=0
λnPn
)m
=
∞∑
n=0
λmn Pn so that
∂V
∂φ
(∑
n
λnPn
)
=
∑
n
Pn
∂V
∂φ
(λn) = 0.
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Mapped to the coordinate space, the solution (6.16) corresponds to
φ(x¯) =
∞∑
n=0
λnφn(r
2), (6.17)
where φn(r
2) is given in (6.14). This represents a soliton solution we have been looking
for.
In operator form, the integration over (x1, x2)-space is replaced by the trace over H
as ∫
d2x f(x1, x2) = 2πθTrHf̂(x1, x2). (6.18)
The orthonormality of the Laguerre polynomials is reflected as the mutual orthogonality
of Pn’s, while the normalization is determined by∫
d2x 2e−r
2/θ = 4π
∫ ∞
0
r dr e−r
2/θ = 2πθ and TrH|0〉〈0| = 1.
After neglecting the kinetic term, the action (6.3) can be rewritten as
S = −2πθ
g2
∫
dt TrHV (φ̂). (6.19)
This action is invariant under the unitary transformation
φ̂ −→ Uφ̂U †, (6.20)
thus it possesses a global ‘U(∞)’ symmetry. Using this symmetry transformation, a
general non-radially symmetric solution φ(x¯) is unitarily equivalent to some radially
symmetrical one, because any Hermitian operator corresponding to the real field φ can
always be diagonalized by a suitable unitary transformation. Therefore it is sufficient to
examine the radially symmetric solutions (6.16) or (6.17).
The energy of a static soliton of the form φ̂ =
∑∞
n=0 λnPn is given by
E = − S∫
dt
=
2πθ
g2
TrH
( ∞∑
n=0
PnV (λn)
)
=
2πθ
g2
∞∑
n=0
V (λn). (6.21)
So the soliton solution is stable iff all λn’s correspond to local minima of the potential
V (φ), rather than maxima. Surprisingly, the energy of the soliton solution depends only
on the value of the potential at extrema φ = λn. In this sense, the energy of the soliton
is insensitive to the detailed shape of the potential.
So far, we have discussed the soliton solutions only in the limit θ → ∞,1 where we
can completely ignore the kinetic term.2 But the behavior of the solitons at finite θ has
1For the sake of convenience, we set α′ = 1 in the remainder of this subsection.
2Precisely, the derivatives in the commutative directions, x0 = t in this case, cannot be dropped
because the rescaling x→ √θx does not make sense in such directions. However, since we are considering
static solitons, t-derivative term does not contribute to the action anyway.
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also been argued in [101, 102, 103]. In the case of finite θ, the solution λPn = λ|n〉〈n|
for n > 0 is energetically unstable and can decay to λ|0〉〈0| due to the contribution from
the kinetic energy (Ln(x) for large n intensively fluctuates near x = 0). More drastically,
it happens that some solitons even cease to exist as θ is decreased. When the highest
power r of the polynomial potential is odd, the potential is not bounded below. As
mentioned in section 4.5, the Derrick’s theorem is not applicable to this case. So there
exist solitonic solutions for any nonzero value of θ as well as for the commutative case
θ = 0. However, if the potential is bounded below, it depends on the value of θ whether
the solitons exist or not. It was shown that (spherically symmetric) solutions exist for
a sufficiently large value of θ just as in the θ → ∞ case. But there is a critical value θc
below which the soliton solutions are absent [102, 103]. The reason why the solitons of
codimension 2 exist for large θ in spite of the Derrick’s theorem is explained as follows:
The Derrick’s scaling argument tells us that the energy of any soliton can always be
lowered by shrinking to zero size if the value of codimension is more than 1. But in
the noncommutative field theory, sharply peaked field configurations cost high energy
so that the solitons are stabilized by spreading out. Thus, if the noncommutativity is
strong enough, the solitons can exist in finite size.
6.1.2 D-branes as noncommutative solitons
In this subsection, we construct soliton solutions in the noncommutative effective tachyon
field theory and then identify them with D-branes both in bosonic string and in super-
string theory. First of all, we introduce the noncommutativity by turning on a constant
(Neveu-Schwarz) B-field background. As explained in [96], the effect of B-field is incor-
porated by replacing the closed string metric gµν with the effective open string metric
Gµν =
(
1
g + 2πα′B
)µν
sym
=
(
1
g + 2πα′B
g
1
g − 2πα′B
)µν
or
Gµν = gµν − (2πα′)2(Bg−1B)µν , (6.22)
replacing the closed string coupling constant gs with the effective coupling
Gs = gs
√
detG
det(g + 2πα′B)
, (6.23)
and replacing ordinary products among fields by the ∗-product (6.2) with
θµν = 2πα′
(
1
g + 2πα′B
)µν
antisym
= −(2πα′)2
(
1
g + 2πα′B
B
1
g − 2πα′B
)µν
. (6.24)
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Here we want to take a limit where the value of the dimensionless noncommutativity
parameter θ/α′ goes to infinity while the open string metric Gµν remains finite. This
can be achieved by the following scaling
α′B ∼ ǫ , g ∼ ǫ2 −→ θ/α′ ∼ ǫ−1 (6.25)
with ǫ→ 0. Note that it does not require taking the low energy limit α′ → 0.
bosonic D-branes
Now we consider the effective action for the tachyon field φ on a bosonic D25-brane [105]
S = τ25
∫
d26x
√
| det g|
(
−1
2
f(φ)gµν∂µφ∂νφ+ . . .− V (φ)
)
, (6.26)
where . . . indicates higher derivative terms, and the potential V (φ) is arranged such that
a local minimum (closed string vacuum) is at φ = 0 and the value of the potential there
is V (0) = 0. Since we are thinking of the action (6.26) as being obtained by integrating
out all fields other than the tachyon in the full (i.e. not level truncated) cubic string field
theory action, the maximum value of the ‘exact’ potential V is considered to be precisely
V (φ = φ∗) = 1, in which case the difference in the energy density between two vacua
φ = 0 and φ = φ∗ is equal to the tension of the D25-brane. In addition, the unknown
function f is conjectured to take the following values at these vacua,
f(φ∗) = 1 , f(0) = 0 . (6.27)
Though we have no more information about the potential V (φ), it is sufficient to know
the minimum and maximum values of V because the properties of the noncommutative
soliton in the θ/α′ →∞ limit are insensitive to the detailed form of the potential, as we
saw in the preceding subsection. The form of the potential is schematically illustrated
in Figure 6.1. Note that the potential has no other extrema. Although the potential
V (φ) = (φ + 1)e−φ obtained from background independent open string field theory will
do, we must perform a field redefinition such that the minimum of the potential occurs
at finite φ in order to construct noncommutative soliton solutions, so we do not consider
it here.
Now we turn on the B-field. According to the prescription mentioned earlier, the
action (6.26) is changed to
S = τ25
gs
Gs
∫
d26x
√
| detG| ∗
(
−1
2
f(φ) ∗Gµν ∗ ∂µφ ∗ ∂νφ+ . . .− V (φ)
)
, (6.28)
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Figure 6.1: The effective tachyon potential in bosonic string theory.
where the precise ordering among the fields does not matter in the following analysis.
The factor gs/Gs arose because the tension τ25 is proportional to g
−1
s . As the simplest
case, we take the B-field to be
B12 = −B21 = B < 0 , Bµν = 0 for any other µ, ν. (6.29)
In this case, x1- and x2-directions become noncommutative (θ12 6= 0) whereas the re-
maining (23+ 1)-dimensional subspace is kept commutative, so that we can make direct
use of the noncommutative soliton solutions we constructed in the last subsection. In
fact, the soliton solution (6.17) correctly asymptotes to the closed string vacuum φ = 0
at infinity in the (x1, x2)-plane. In the large noncommutativity limit (6.25), the deriva-
tives in noncommutative directions can be dropped for the same reason as in (6.6). If
we consider soliton solutions which do not depend on the commutative coordinates, the
kinetic term in (6.28) gives no contribution so that the total action is written as
S(φ̂) = −τ25
√√√√∣∣∣∣∣det(g + 2πα′B)detG
∣∣∣∣∣
∫
d24x
√
| detG|2πθTrHV (φ̂(x1, x2)), (6.30)
where we used (6.23), (6.18). Since extrema of the potential are at Λ = {0, φ∗}, we can
take the simplest soliton solution to be
φ̂ = φ∗|0〉〈0| ∼ 2φ∗e−r2/θ, (6.31)
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where θ = θ12 = −1/B (> 0) in the limit (6.25). Substituting it into the action (6.30),
we find
S(φ∗|0〉〈0|) = −τ252πθV (φ∗)
∫
d24x
√
| det g24|
√
g2 + (2πα′B)2, (6.32)
where we divided 26-dimensional matrix g + 2πα′B into
g + 2πα′B =
 g24 0 00 g11 = g 2πα′B
0 −2πα′B g22 = g

(g24 is the metric in the 24-dimensional commutative subspace). Since g
2 is negligible as
compared to (2πα′B)2 in the limit (6.25), the last factor in (6.32) gives 2πα′|B| = 2πα′/θ.
Using the fact that V (φ∗) = 1, we finally obtain
S(φ∗|0〉〈0|) = −(2π
√
α′)2τ25
∫
d24x
√
| det g24|. (6.33)
Therefore, the tension of the soliton solution (6.31) precisely agrees with the D23-brane
tension. To get more evidence that the codimension 2 soliton (6.31) can be identified
with a D23-brane, let us see the fluctuation of the tachyon field around the soliton back-
ground (6.31). We begin with noting that the U(∞) symmetry (6.20) is spontaneously
broken to U(1) × U(∞ − 1) by the soliton. This is because the 00-component of the
‘matrix’ φ̂ =
∑
φmn|m〉〈n| has a nonvanishing expectation value φ00 = φ∗. Though the
general fluctuation can be written as
φ̂ = φ+ δ̂φ ≡ φ∗|0〉〈0|+
∞∑
m,n=0
δφmn(x
a)|m〉〈n|, (6.34)
where, and from now on, the indices a, b on x denote the commutative directions (a =
0, 3, 4, · · · , 25 in this case), the U(∞− 1) symmetry transformation can be used to set
δφ0m = δφm0 = 0 for m ≥ 1.
In order for φ̂ to be real, the matrix (δφ)mn must be Hermitian. Expanding the potential
V (φ̂) to second order in δφ and using the fact that V (φ) is stationary at φ = φ∗, we
have3
V (φ̂) = V (φ) +
1
2
V ′′(φ)
(
δ̂φ
)2
= V (φ∗)|0〉〈0|+ 1
2
(
V ′′(φ∗)|0〉〈0|+ V ′′(0)(1− |0〉〈0|)
)
3To be precise, we should take into account the ordering of the operators. But it is not important
for us.
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×
δφ200|0〉〈0|+ ∞∑
m,n=1
(δφ2)mn|m〉〈n|

=
(
V (φ∗) +
1
2
V ′′(φ∗)δφ200
)
|0〉〈0|+ 1
2
V ′′(0)
∞∑
n,m=1
(δφ2)mn|m〉〈n|,
where V ′′(0) term appears because the constant term in V ′′(φ) is not proportional to
|0〉〈0|, and we used 〈m|n〉 = δmn. Putting these into the D25-brane action (6.28), the
quadratic action for the fluctuation becomes
Squad = (2π
√
α′)2τ25
∫
d24x
√
| det g24|TrH
(
1
2
f(φ̂)gab24∂aφ̂∂bφ̂− V (φ̂)
)
= τ23
∫
d24x
[
−1
2
f(φ∗)(∂aδφ00)2 − V (φ∗)− 1
2
V ′′(φ∗)(δφ00)2
− 1
2
f(0)
∞∑
m,n=1
∂aδφmn∂aδφnm − 1
2
V ′′(0)
∞∑
m,n=1
δφmnδφnm
]
,
where we set (g24)ab = ηab = diag(−1,+1, · · · ,+1). As f(0) = 0 from (6.27), the kinetic
terms for δφnm with nonzero m,n vanish. It means that these modes are not physical,
so we drop them. Substituting f(φ∗) = V (φ∗) = 1 and writing δφ00 = ϕ, we obtain
Squad = −τ23V24 + τ23
∫
d24x
(
−1
2
∂aϕ∂aϕ− 1
2
V ′′(φ∗)ϕ2
)
. (6.35)
Aside from the constant D23-brane mass term, the above action correctly describes the
tachyon on a D23-brane with the same massm2 = V ′′(φ∗) = −1/α′ as that of the original
tachyon on the D25-brane. The tachyonic instability arises on the soliton (D23-brane)
world-volume because φ∗ ∈ Λ corresponds to the maximum of the potential V (φ) rather
than a minimum. Furthermore, the fluctuation spectrum of the noncommutative U(1)4
gauge field on the D25-brane around the soliton solution (6.31) was studied in [105].
It was shown there that the coupled gauge-tachyon field fluctuations on the D25-brane
provide for the soliton world-volume the correct action which describes the tachyon,
gauge field and transverse scalars representing the translation modes of the soliton,
though we do not show it here. However, there also remain infinitely many massive
gauge fields associated with the generators of the gauge symmetry spontaneously broken
by the soliton background, namely 0m- and m0-components. They acquired mass via
the usual Higgs mechanism. It was conjectured that such unwanted massive fields were
removed from the physical spectrum by the mechanism explained in subsection 2.9.2.
Anyway, it seems very plausible that the codimension 2 noncommutative soliton solution
on a D25-brane is identified with a D23-brane.
4This U(1) gauge symmetry is in fact the gauged U(∞) symmetry.
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It is clear from the above arguments that the soliton tension and its fluctuation
spectrum are completely unchanged even if the soliton φ∗|0〉〈0| (6.31) is replaced by
φ∗|n〉〈n| for any n, as long as we are taking the limit θ/α′ → ∞. So each φ∗|n〉〈n|
equivalently represents a D23-brane, though the profile (6.14) is different. Well, let us
consider the superposition of k such solitons,
φ̂k = φ∗
k−1∑
n=0
|n〉〈n|, (6.36)
which is termed a level k solution in [101]. Mutual orthogonality of the projection
operators guarantees that the tension of the level k soliton is given by kτ23, which suggests
that the level k soliton corresponds to the system of k coincident D23-branes. In fact, the
study of the gauge fluctuation shows that the gauge symmetry is properly enhanced to
U(k) on the soliton world-volume [105]: the soliton background (6.36) breaks the U(∞)
symmetry to U(k)×U(∞−k). Note that all these conclusions are true only in the limit
θ/α′ →∞, because φ∗|n〉〈n| (n > 0) has higher energy than φ∗|0〉〈0| in the case of finite
noncommutativity.
Here we consider what happens to the soliton solution (6.36) if we take the limit
k → ∞. Since the set {|n〉〈n|}∞n=0 of the projection operators is complete in the sense
that
∑∞
n=0 |n〉〈n| = I (unit operator), the level∞ solution becomes φ̂∞ = φ∗I =constant.
It represents nothing but the original D25-brane. From this fact, it may be that a bosonic
D-brane is constructed out of infinitely many lower dimensional D-branes.
Thus far, we have considered only codimension 2 solitons on a D25-brane. One can
easily generalize them to solitons of arbitrary even codimension, say 2q, by turning on
the following B-field
B =

0 B
−B 0
0 B
−B 0
. . .
0 B
−B 0


2q. (6.37)
The resulting soliton should be identified with a D(25− 2q)-brane. However, as is clear
from construction, odd codimension solitons cannot be built straightforwardly. It was
proposed in [107] that odd codimension solitons are constructed by employing the set
{eipx} of plain wave states as a basis of the Hilbert space H, instead of the harmonic
oscillator basis {|n〉}. Equivalently, they are obtained by deforming the solitons that
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have already been constructed before. To see this, note that the U(∞) symmetry group
includes an SL(2,R) subgroup whose element acts on (x1, x2) as(
x1
x2
)
−→
(
a b
c d
)(
x1
x2
)
with ad− bc = 1. (6.38)
Let us consider the action
S = − 1
g2
∫
dt d2x V (φ(x)) (6.39)
which is obtained after neglecting the kinetic term. Under an SL(2,R) transformation,
the integration measure is invariant:
dx1 ∧ dx2 −→ (a dx1 + b dx2) ∧ (c dx1 + d dx2) = (ad− bc)dx1 ∧ dx2 = dx1 ∧ dx2.
In addition, the ∗-product entering implicitly in (6.39) is also invariant, which can be
verified similarly. Hence, the action (6.39) is invariant under an arbitrary SL(2,R)
transformation. As a special case, we take
L =
(
λ 0
0 1/λ
)
∈ SL(2,R). (6.40)
Under this transformation, the n-th soliton solution (6.14) is deformed into
φn(r˜
2) = 2(−1)ne− r˜
2
θ Ln
(
2r˜2
θ
)
where r˜2 = λ2(x1)2 +
1
λ2
(x2)2. (6.41)
Though the solution is radially symmetric when λ = 1, it gets squeezed as in Figure 6.2
for λ 6= 1. In the limit λ→ 0, the exponential factor becomes
exp
[
−λ2 (x
1)2
θ
− 1
λ2
(x2)2
θ
]
∼ πθ
2πR1
δ(x2), (6.42)
where we used
lim
a→0
1√
πa
e−x
2/a = δ(x)
and regularized
∫∞
−∞ dx
1 by compactifying x1 on a circle of radius R1 as
lim
λ→0
∫
e−(x
1)2λ2/θdx1 = lim
λ→0
√
πθ
λ
≡
∫ 2πR1
0
dx1 = 2πR1.
Then the soliton profile (6.42) looks sharply localized in x2-direction while it is ho-
mogeneously extended in the (compactified) x1-direction. If we take the remaining 24
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λ=1
λ=1/2
λ=0
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2
Figure 6.2: Deformed soliton.
directions to be commutative, we have got a 24-brane geometry. The value of the action
calculated on the 24-brane is
S(φ∗φ0(r˜2)) = −τ252πα′|B|
∫
d24x dx1 dx2
√
| det g24|V (φ∗)2 πθ
2πR1
δ(x2)
= −(2π
√
α′τ25)
∫
d24x dx1
√
| det g24|
√
α′
R1
. (6.43)
The prefactor of (6.43) precisely agrees with the D24-brane tension. On the other hand,
the last factor
√
α′/R1 represents the T-dualized dimensionless radius of x1-direction,
which is equal to
√
g′11 (g
′
11 is the (1,1)-component of the metric after T -dualizing).
After all, we have
S = −τ24
∫
d25x
√
| det g′25|,
which is the desired expression for a D24-brane, though the meaning of T -duality is
not so clear. Now that we have obtained a codimension 1 soliton (D24-brane), we can
build a soliton of any odd codimension by turning on a B-field (6.37) for the D24-brane.
Finally, we would like to warn that the SL(2,R) subgroup, hence the U(∞) group, is
not a symmetry of the kinetic term in the action (6.3). Thus the U(∞) is only an
approximate global symmetry at finite noncommutativity, though it becomes exact in
the limit θ/α′ →∞.
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D-branes in Type II superstring theory
The description of D-branes as noncommutative solitons can be extended to the super-
string case. We will consider a single non-BPS D9-brane where the tachyon on the brane
world-volume is described by a real field φ. The effective field theory action for the
tachyon is given by
S = τ˜9
gs
Gs
∫
d10x
√
| detG| ∗
(
−1
2
f(φ) ∗Gµν ∗ ∂µφ ∗ ∂νφ+ . . .− V (φ)
)
(6.44)
θ/α′→∞−→ −τ˜9(2π)2α′
∫
d8x
√
| det g8|TrH
(
1
2
f(φ̂)∂aφ̂∂aφ̂+ V
(
φ̂(x1, x2)
))
, (6.45)
where we have already turned on a constant B-field in the (x1, x2)-directions just as
in (6.29). We basically follow the notation defined in the bosonic case. The potential
V (φ) now has the double-well form as illustrated in Figure 6.3. That is to say, the
1
0
V
φφ−φ
* *
Figure 6.3: The effective tachyon potential on a non-BPS D-brane.
potential has two degenerate minima (closed string vacuum) at φ = ±φ∗ and the value
there is V (±φ∗) = 0, while the maximum is at φ = 0 and V (0) = 1, which represents a
non-BPS D9-brane with the correct tension. The set of extrema is given by Λ = {0,±φ∗}.
For the soliton solution to have the correct asymptotic behavior (finite energy density),
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we choose it to be
φ̂(x1, x2) = φ ≡ φ∗(1− |0〉〈0|) ∼ φ∗(1− 2e−r2/θ). (6.46)
In fact, lim
r→∞V (φ) = V (φ∗) = 0. φ can be rewritten as
φ = 0|0〉〈0|+
∞∑
n=1
φ∗|n〉〈n| ←−
∞∑
n=0
λn|n〉〈n| in (6.16) (6.47)
because of the completeness of {|n〉〈n|}∞n=0. Since λ0 corresponds to the maximum φ = 0,
the soliton solution (6.46) is unstable. Together with the fact that the soliton is localized
in the 2-dimensional space (x1, x2), one may guess that the soliton represents a non-BPS
D7-brane in Type IIA. To verify it, let us compute the tension of the soliton. As the
potential necessarily contains a constant term V (0) = 1, we proceed as
V (φ) = V (0) +
{
V (φ∗(1− |0〉〈0|))− V (0)
}
= 1 + (V (φ∗)− 1)(1− |0〉〈0|)
= |0〉〈0|,
where we used V (φ∗) = 0 and that 1− |0〉〈0| is also idempotent. Dropping the ∂a term,
the action (6.45) becomes
S = −(2π
√
α′)2τ˜9
∫
d8x
√
| det g8|,
so the tension of the soliton precisely agrees with that of a non-BPS D7-brane. As in the
bosonic case, other soliton solutions φ = φ∗(1− |n〉〈n|) represent the same object in the
limit θ/α′ → ∞. But a strangely looking phenomenon happens when we calculate the
Ramond-Ramond charge density of the soliton. A non-BPS Dp-brane has the Chern-
Simons coupling
SCS =
1
2φ∗
∫
D˜p
dφ ∧ Cp, (6.48)
where Cp is the Ramond-Ramond p-form. This coupling is justified in the following way:
If the tachyon φ develops a kink profile which interpolates between two stable vacua ±φ∗
along the xp-direction,
φ(xp) =
{ −φ∗ for xp → −∞
φ∗ for xp → +∞ ,
then (6.48) becomes
SCS =
1
2φ∗
∫
D˜p
dxp
dφ
dxp
∧ Cp =
∫
D(p−1)
Cp,
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that is to say, the coupling (6.48) brings about one unit of D(p− 1)-brane charge on the
tachyonic kink (to be identified with a D(p− 1)-brane), as desired. Now we consider the
above soliton solution (6.46)
φ(x1, x2) = φ∗(1− 2e−r2/θ).
Substituting it into the Chern-Simons coupling (6.48) for a non-BPS D9-brane, we have
SCS =
1
2φ∗
∫
D˜9
dr
d
dr
(−2φ∗e−r2/θ) ∧ C9 = −
[
e−r
2/θ
]∞
r=0
∫
D8
C9
=
∫
D8
C9, (6.49)
which shows that the soliton solution locally carries one unit of D8-brane charge. It must
be local because the solitonic configuration is not topological so that it does not have
any global Ramond-Ramond charge. From these results, the noncommutative soliton
solution (6.46) on a non-BPS D9-brane is interpreted as a D8-brane which winds along
the angular coordinate ϑ in the (x1, x2)-plane and is smeared over the radial coordinate
r, whose distribution function in the radial direction is given by 2e−r
2/θ [104]. Since we
found that the D-brane charge (6.49) depends on the value of 2e−r
2/θ only at r = 0, the
n-th soliton solution
φn(r
2) = 2(−1)ne−r2/θLn
(
2r2
θ
)
−→ φn(0) = 2(−1)n
locally carries D8-brane charge (−1)n. Nevertheless, by carrying out the integral (trace)
over the noncommutative directions in (6.45), we obtain the 7-brane action. In this 7-
brane picture, the issues such as tachyon-gauge fluctuations and multiple D-branes with
nonabelian gauge symmetry can be analyzed in the same way as in the bosonic case, and
one finds similar conclusions which are suitable for non-BPS D7-branes.
In addition to the unstable soliton solutions φ = φ∗(1− |n〉〈n|), we find the configu-
rations
φ̂ = φ
n
= φ∗(1− 2|n〉〈n|) (6.50)
to be solutions to the equation of motion. Focusing on n = 0, it can be written as
φ
0
= −φ∗|0〉〈0|+
∞∑
m=1
φ∗|m〉〈m|. (6.51)
Since all of the coefficients correspond to the minima of the potential, namely either φ∗
or −φ∗, this solution is stable. To see it more closely, let us calculate the tension of the
solution (6.50). The following property can easily be verified:
(1− 2|n〉〈n|)k =
{
I for k even
1− 2|n〉〈n| for k odd , (6.52)
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where I denotes the unit operator. Considering that the potential V (φ) is invariant
under the reflection φ → −φ (i.e. V is an even function of φ), the potential for φ = φ
n
becomes
V (φ
n
) = 1 +
V ′′(0)
2
φ2∗(1− 2|n〉〈n|)2 + . . . = V (φ∗) = 0.
It is surprising that the seemingly non-trivial configurations φ
n
are degenerate with the
closed string vacuum. However, it was pointed out in [106] that these ‘tensionless branes’
are in fact gauge equivalent to the closed string vacuum under a discrete gauge symmetry.
So we should not consider the solutions (6.50) as representing D-branes of a new kind.
As opposed to the bosonic case, odd codimension branes are more naturally con-
structed by combining the noncommutative solitons of even codimension with the kink
configuration along one of the commutative directions. We consider the following soliton
solution [106]
φ̂(x1, x2; x3) = φ∗
{
1−
(
1−K(x3)
)
P −
(
1−K(x3)
)
P
}
, (6.53)
where K,K are a kink and an anti-kink configuration, respectively, along the commuting
direction x3, more precisely
K(x3) =
{
+1 x3 → +∞
−1 x3 → −∞ , K(x
3) =
{ −1 x3 → +∞
+1 x3 → −∞ . (6.54)
P is a projection operator onto an n-dimensional subspace of the full Hilbert space, which
corresponds to a solitonic configuration in the noncommutative (x1, x2)-space. And P
is another projection operator onto an n-dimensional subspace. We require P,P to be
mutually orthogonal. For example, we can take them to be
P =
n−1∑
m=0
|m〉〈m| ∼
n−1∑
m=0
φm(r
2), P =
n+n−1∑
m=n
|m〉〈m|. (6.55)
Writing r2 = (x1)2 + (x2)2 as usual, we see from (6.53) that
lim
r→∞ φ̂(r; x
3) = φ∗ (6.56)
because the soliton profiles corresponding to the projection operators (6.55) vanish as
r →∞. Moreover,
φ̂(r; x3) =
{
φ∗(1− 2P) x3 → +∞
φ∗(1− 2P) x3 → −∞ (6.57)
holds due to the properties (6.54) of K,K. Since the asymptotic configurations (6.57)
are actually gauge equivalent to the closed string vacuum as we saw earlier, (6.56) and
197
(6.57) show that the soliton (6.53) is localized near the origin in the (x1, x2, x3)-space.
If we take the original system to be a non-BPS D9-brane of Type IIA theory, the soliton
solution (6.53) should represent some 6-brane. Indeed, this solution corresponds to
the system of coincident n D6-branes and n anti-D6-branes. It can be seen from the
consideration that in the solution (6.53) n kinks and n anti-kinks are put on the (n+ n)
non-BPS D7-branes represented by φ̂ = φ∗(1 − P − P), though we cannot compute the
tension of the soliton without knowing the precise forms of the kink profiles K,K and
the potential V (φ).
On the other hand, we can also construct odd codimension solitons as the singular
limit of the squeezing deformation. The resulting 8-brane on a non-BPS D9-brane in
Type IIA theory was interpreted as a non-BPS D8-brane in the T-dualized (i.e. Type
IIB) theory [107], because
• the codimension 1 soliton has no global Ramond-Ramond charge,
• the tension of the soliton is given by 2π√α′τ˜9 in the T -dualized geometry as in the
bosonic case,
• there remains a tachyon on the world-volume of the deformed soliton just like the
original codimension 2 soliton (the former is obtained simply by deforming the
latter),
• the fluctuation of the above tachyon leads to the Chern-Simons coupling for a
non-BPS D8-brane.
Thus, it seems difficult to obtain BPS D-branes in this method.
gauge field configurations
So far, we have assumed that only the tachyon field φ develops a non-trivial solitonic
configuration in the infinite noncommutativity. However, it was proposed in [108, 109]
that the noncommutative gauge field takes some non-trivial configurations as well. Here
we will refer to them.
In order to neglect the kinetic term in the action completely, we had to work in the
limit of infinite noncommutativity, θ/α′ → ∞. In such a case, the equation of motion
was simplified to ∂V/∂φ = 0, and by finding a function φ which satisfies
φ ∗ φ(x) = φ(x)
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we obtained a solitonic solution φ∗φ(x) which depended on noncommutative coordinates.
But once we tried to keep the noncommutativity parameter θ/α′ finite, we were not able
to acquire such great simplifications. The idea of [108] to overcome this problem is to
consider the gauge field background as well as the tachyonic soliton background in such
a way that the contribution from the kinetic term for the tachyon should precisely be
canceled by the gauge field, instead of ignoring it by taking the limit θ/α′ → ∞. The
key observation is the following one: After introducing the noncommutative U(1) gauge
field Aµ, the ordinary derivative ∂µφ of the tachyon field in the adjoint representation is
replaced by the covariant derivative
∇µφ = ∂µφ− i[Aµ, φ].
In the noncommutative theory, the ordinary derivative is also rewritten as a commutator
by utilizing the ∗-product as
∂µφ = −i[θ−1µν xν , φ].
Thus we have
∇µφ = −i[Aµ + θ−1µν xν , φ] ≡ −i[Cµ, φ]. (6.58)
Similarly, the field strength for Aµ can be rewritten in terms of Cµ. To satisfy the
equation of motion for φ, it is sufficient (in fact, too strong) that both
∂V
∂φ
= 0 and [Cµ, φ] = i∂µφ+ [Aµ, φ] = 0 (6.59)
hold. It is important that it suffices to consider the equation ∂V/∂φ = 0 so that we can
avoid explicitly solving the differential equation ∂2φ = ∂V/∂φ even for finite value of
θ. The second equation in (6.59) requires that the non-trivial gauge field configuration
should cancel the contribution from the derivative term ∂µφ which would be absent in
the case of large noncommutativity limit.
Similarly, it was proposed [109] that in the true closed string vacuum (called ‘nothing’
state there) the classical configuration of tachyon φ and gauge field Aµ is not φ =
φ∗, Aµ = 0 but
φ = φ∗ and Cµ = Aµ + θ−1µν x
ν = 0, (6.60)
where φ∗ represents the minimum of the potential. Since Cµ transforms homogeneously
under the noncommutative U(1) gauge transformation as δCµ = i[λ, Cµ], Cµ = 0 is
completely gauge invariant. In contrast, the configuration Aµ = 0 (which is true of a
single D25-brane) is not gauge invariant as δAµ = ∂µλ. In this sense, the U(∞) symmetry
we saw in (6.20) is fully restored for the ‘maximally symmetric’ configuration (6.60). As
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a result, we can see there are no propagating open string degrees of freedom around the
nothing state in the following way. The gauge invariance guarantees that the explicit
derivatives always enter the action in the form of covariant derivatives ∇µϕ = −i[Cµ, ϕ].
Even though we consider the fluctuation δϕ of the field ϕ, no derivative terms of δϕ
will remain around the background Cµ = 0. In a similar way, the derivatives do not
accompany the gauge fluctuation δAµ. Although the derivatives are also provided by the
∗-product, it does not give the standard kinetic term (quadratic form) because ∫ dx A∗B
reduces to
∫
dx AB as in (6.5). The absence of the standard kinetic terms for all fields
suggests that open string modes cannot propagate in the nothing state (6.60) at all. We
now consider the solitonic field configuration
φ = φmax
N1−1∑
n=0
|n〉〈n|+ φ∗
∞∑
n=N1
|n〉〈n| = φ∗ + (φmax − φ∗)
N1−1∑
n=0
|n〉〈n|,
Ci = PN2a†i for i = 2, · · · , 13, (6.61)
C1 = C2 = 0,
where φmax corresponds to the maximum of the potential, PN2 is some projection operator
onto an N2-dimensional subspace in the Hilbert space on which a1 =
x1 + ix2√
2θ12
, a†1 =
x1 − ix2√
2θ12
act. And we defined a†i =
x2i−1 − ix2i√
2θ2i−1,2i
, assuming that the B-field (and hence
θ) here is of maximal rank. If we take
PN2 =
N1−1∑
n=0
|n〉〈n|, (6.62)
then one can verify that the solitonic configuration (6.61) localized in the (x1, x2)-
directions represents N1 coincident D23-branes with correct tension and fluctuation spec-
trum [109]. However, some choices of PN2 do not have physical interpretation though
they are solutions to the equation of motion. This poses a problem.
To resolve it, it was argued [111] that at the ‘closed string vacuum’ defined to be
φ = φ∗, the original choice of field variables becomes singular and that the seemingly
different values of fields, for example Aµ = 0 and Cµ = 0, in fact correspond to the
same point in the configuration space. This situation is well described by the following
mechanical analogy. In the three dimensional space, let us consider a particle moving
under the influence of the spherically symmetric potential which has a minimum at the
origin r = 0. When we use the polar coordinates (r, ϑ, ϕ), it seems that the ground
states are infinitely degenerate because the value of the potential at r = 0 is invariant
under the shift of variables ϑ, ϕ. Although the energy is actually degenerate for r > 0,
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at the special point r = 0 the different values of (ϑ, ϕ) all represent a single point
‘r = 0’ so that the ground state should be unique. By replacing (r, ϑ, ϕ) and r = 0 with
(φ− φ∗, Aµ, other massless fields χi) and φ = φ∗ respectively, one can easily expect that
at φ = φ∗ different values of Aµ and χi correspond to the same configuration, namely
the unique closed string vacuum.
To be concrete, we would like to write down the explicit form of the effective action
and the field redefinition. Though we have incorporated the effect of the constant B-
field background using the formulae (6.22)–(6.24), there exist many different descriptions
labeled by an antisymmetric tensor Φµν , as explained in [96]. Given a value of Φ, we
obtain θµν , Gµν and Gs by
1
G+ 2πα′Φ
= − θ
2πα′
+
1
g + 2πα′B
, (6.63)
Gs = gs
√√√√det(G+ 2πα′Φ)
det(g + 2πα′B)
.
This general formula contains the previous one (6.22)–(6.24) as a special case Φ = 0.
But here, we employ another choice Φ = −B, in which case we find
θµν = (B−1)µν ,
Gµν = −(2πα′)2(Bg−1B)µν , (6.64)
Gs = gs
√
det(2πα′Bg−1).
We define the shifted gauge field Cµ to be
Cµ = Aµ + θ
−1
µν x
ν
as in (6.58), and further define the new ‘background independent’ variables Xµ as [110]
Xµ = θµνCν = x
µ + θµνAν . (6.65)
In terms of Cµ or X
µ, the field strength for the original gauge field Aµ can be rewritten
as
Fµν = ∂µAν − ∂νAµ − i[Aµ, Aν ]
= −i[Cµ, Cν] + θ−1µν = iBµρ[Xρ, Xσ]Bσν +Bµν ,
where [A,B] = A ∗ B − B ∗ A and the noncommutativity parameter involved in the
∗-product is θ given in (6.63). Using these variables, the effective action for the tachyon
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and gauge field is given by [109, 110, 111]
S =
1
gs(2π)12α′13
Tr
[
V (φ)
√
det(δνµ − 2πα′igµρ[Xρ, Xν ])
+α′f(φ)gµν[Xµ, φ][φ,Xν] + · · ·
]
, (6.66)
where V (φ) is the tachyon potential which vanishes at φ = φ∗, f(φ) is some unknown
function, and · · · represents higher derivative terms. Since V (φ∗) = 0, the kinetic term
for Cµ field (equivalently X
µ) also vanishes at φ = φ∗. Therefore the field Cµ is not a
good coordinate around φ = φ∗, just like the angular coordinates ϑ, ϕ at r = 0. We must
then perform a field redefinition
C˜µ = C˜µ(φ, Cν) , φ˜ = φ˜(φ, Cν) (6.67)
such that the new variables satisfy
C˜µ(φ∗, ∀Cν) = 0 , φ˜(φ∗, ∀Cν) = φ˜∗ = const., (6.68)
where φ˜∗ can be set to zero by suitably defining φ˜. That is to say, the newly defined
field variables vanish at φ = φ∗ irrespective of the value of the original field Cµ. Hence,
any finite Cµ corresponds to the same point (C˜µ = 0, φ˜ = φ˜∗) in the configuration space
if φ = φ∗, so that the apparent degeneracy caused by the different values of expectation
values of Aµ is removed. Now we will apply it to the case of the soliton solution (6.61).
Though the soliton solution is of course different from the vacuum φ = φ∗, restricting
ourselves to the subspace spanned by {|n〉}∞n=N1 the tachyon configuration effectively
becomes φ = φ∗I∞−N1 . In that case, any value of Ci restricted to the above subspace
corresponds to the same configuration, as discussed above. For clarity, we rewrite (6.61)
in a matrix form as
φ =
(
φmaxIN1 0
0 φ∗I∞−N1
)
, Ci =
(
Si 0
0 Vi
)
. (6.69)
Then we can restate that different values of Vi do not lead to different configurations. So
we have solved the problem that there is unwanted degeneracy of solutions arising from
different values of Vi ∼ ∑∞n=N1 an|n〉〈n|. On the other hand, different values of Si really
correspond to different background gauge field configurations on the solitonic D-brane
represented by φ in (6.69).
The authors of [112] invented still another method of constructing exact noncommu-
tative solitons for any value of noncommutativity. In the operator representation of the
noncommutative functions, the action generally takes the form
S = Tr
∑∏Oi, (6.70)
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where we assume that all δS/δOi do not contain constant terms, and that every operator
Oi transforms as Oi −→ UOiU † under a U(∞) transformation U . If U satisfies
U †U = I, (6.71)
then it follows from (6.70) that
δS
δOi
U−→U δS
δOiU
† (6.72)
irrespective of UU †. The equation (6.72) means that the transformation U takes solutions
of equations of motion δS/δOi = 0 to solutions. If U also satisfies UU † = I, it simply
corresponds to a gauge transformation. But if UU † 6= I, the new solution O˜′i = UO˜iU † is
inequivalent to the original solution O˜i because such a transformation U does not leave
the action and the energy invariant. So we can use U to generate a new solution from a
known one. By multiplying (6.71) with U, U † from left and right respectively, we obtain(
UU †
) (
UU †
)
= UU †.
It requires UU † to be a projection operator,
UU † = P. (6.73)
Now we construct an example of U . In the Hilbert space H constructed before, let us
consider the raising shift operator
S =
∞∑
k=0
|k + 1〉〈k|. (6.74)
Since it satisfies
Sn†Sn = I , SnSn† = I −
n−1∑
k=0
|k〉〈k| ≡ I − Pn, (6.75)
U = Sn has the desired properties (6.71), (6.73) to be a ‘solution generating transforma-
tion’ for any n.
Next we consider the effective action
S = τ25
∫
d26x
√
| det g|
[
−1
2
f(φ− φ∗)gµν∂µφ∂νφ+ · · · − V (φ− φ∗)
− 1
4
h(φ− φ∗)F µνFµν + · · ·
]
(6.76)
for the U(1)-neutral tachyon and gauge field in bosonic string theory. The potential
V (φ − φ∗) has a local minimum at φ = φ∗ and a local maximum at φ = 0, and the
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Figure 6.4: The tachyon potential V (φ− φ∗).
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values there are V (0) = 0 and V (−φ∗) = 1, as shown in Figure 6.4. We assume that the
function h(φ−φ∗) is obtained by expanding the product of V (φ−φ∗) and the Born-Infeld
action in powers of Fµν , so that h(φ − φ∗) vanishes at φ = φ∗: h(0) = 0. Turning on a
B-field in the (x1, x2)-directions, the action becomes
S = τ25
gs
Gs
∫
d24x
√
| detG|2πθTr
[
−1
2
f(φ− φ∗)GµνDµφDνφ+ · · ·
− V (φ− φ∗)− 1
4
h(φ− φ∗)(F + Φ)µν(F + Φ)µν + · · ·
]
, (6.77)
where Φ is the antisymmetric tensor appearing in (6.63). Here we again choose Φ = −B,
so that Gµν , Gs, θ
µν are given by (6.64) for B12 = B (< 0), gµν = ηµν . Explicitly,
θ ≡ θ12 = −1/B = 1/|B|,
Gµν = diag(−1, (2πα′B)2, (2πα′B)2,+1, · · · ,+1), (6.78)
Gs = 2πα
′|B|gs.
And we have
Dµφ = ∂µφ− i[Aµ, φ] = −i[Cµ, φ] with Cµ = Aµ +Bµνxν ,
and
Fµν + Φµν = (−i[Cµ, Cν] +Bµν) + (−Bµν) = −i[Cµ, Cν ].
The solution which represents the closed string vacuum is given by
φ = φ∗, A1 = A2 = 0 (C1 = Bx
2, C2 = −Bx1),
Aµ = 0 for µ = 0, 3, · · · , 25. (6.79)
Now we act on the above simple solution with the solution generating transformation
U = Sn. Then 
φ∗
C1
C2
Aµ = 0
 Sn−→ Sn

φ∗
C1
C2
0
Sn† =

φ∗(I − Pn)
SnC1S
n†
SnC2S
n†
0
 . (6.80)
From the general argument above, it is guaranteed that the transformed field config-
uration (6.80) is a solution to the equations of motion derived from the action (6.77)
that is not equivalent to the original solution (6.79) due to the properties (6.75) of
Sn. The kinetic term for φ in the action (6.77) vanishes on the solution (6.80) because
Dµφ = −i[Cµ, φ] vanishes for constant φ = φ∗ at the closed string vacuum (6.79) and
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the covariant derivative of φ homogeneously transforms under the solution generating
transformation as
[Cµ, φ∗] = 0
Sn−→ Sn[Cµ, φ∗]Sn† = 0.
For the same reason, higher derivative terms (represented by · · ·) for φ also vanish.
For higher derivative terms of Fµν , each term includes at least one factor of Dρ(Fµν +
Φµν) = −[Cρ, [Cµ, Cν ]], which vanishes on the solution (6.80) again because [Cµ, Cν ] ∼
B2[x, x] =constant. Furthermore, we can show that the h · (F + Φ)2 term vanishes as
well. After the transformation, h(φ− φ∗) becomes
h(φ∗(I − Pn)− φ∗) = h(−φ∗Pn) = h(−φ∗)Pn
because the function h(φ − φ∗) does not contain a constant term (h(0) = 0). On the
other hand, (F + Φ)2 becomes
(F + Φ)2 = −[Cµ, Cν ][Cµ, Cν ] S
n−→ −Sn[Bµαxα, Bνβxβ ][Bµλxλ, Bνρxρ]Sn†
= BµνB
µνSnSn† = B2(I − Pn).
So the product vanishes as
h(φ− φ∗)(F + Φ)2 = h(−φ∗)B2 Pn(I − Pn) = 0
because of the property P 2n = Pn of the projection operator Pn. Collecting all these
results, the value of the action (6.77) calculated on the solution (6.80) is given by
S = − 2πθτ25
2πα′|B|
∫
d24x(2πα′B)2
√
| det g24|TrV (φ∗(I − Pn)− φ∗)
= −(2π
√
α′)2τ25
∫
d24x
√
| det g24|V (−φ∗)TrPn
= −(2π
√
α′)2nτ25
∫
d24x
√
| det g24|,
where we used V (0) = 0. So we have found that the tension of the soliton solution (6.80)
exactly agrees with the tension of n D23-branes, even without taking the special value
of θ. Note that we succeeded in obtaining the exact result for any value of θ because the
solution generating transformation preserves the property that the covariant derivatives
vanish so that we only need to consider the tachyon potential term V (φ− φ∗), as in the
case of θ→∞ scalar field theory.
This ‘solution generating technique’ can also be applied to the superstring case. By
replacing the bosonic string tachyon potential V (φ − φ∗) in (6.76) with a suitable po-
tential of the double-well form, we can construct exact soliton solutions on a non-BPS
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D-brane in the same way. Furthermore, we can discuss the vortex solutions on the DD
system [112], where we take the tachyon field φ in the bifundamental representation of
the noncommutative gauge group U(1) × U(1). For detailed discussions about the ef-
fective action for the brane-antibrane system, see [91, 92]. And the intersecting brane
configurations were constructed in [113].
fundamental strings as noncommutative solitons
It was proposed that in addition to the lower dimensional D-branes, macroscopic funda-
mental closed strings5 are also constructed as noncommutative solitons [105, 114]: We
will find electric flux tubes in the form of solitonic solutions in open string field the-
ory, even at the closed string vacuum. Since we believe that the open string degrees
of freedom are frozen out after tachyon condensation, such solitonic excitations may be
interpreted as the fundamental closed strings. In fact, we can show that the electric flux
tube has the same tension and fluctuation spectrum as that of the fundamental string.
Though we will consider bosonic strings for definiteness, the same results should hold
true for superstrings if we could take the world-sheet supersymmetry into account.
We begin with the following Born-Infeld action
S = −τ25
∫
d26x V (φ)
√
− det(gµν + 2πα′Fµν), (6.81)
where the tachyon potential V (φ) is exactly the same as the previous one in (6.26),
namely
a local minimum φ = 0 V (0) = 0
a local maximum φ = φ∗ V (φ∗) = 1
and the shape is illustrated in Figure 6.1. The Born-Infeld action is correct only when we
can ignore countless higher derivative terms, including the kinetic term for the tachyon.
To justify it, we again turn on a constant B-field, but in this case in 24 directions
(x2, · · · , x25) [105, 114]. By taking the large noncommutativity limit (6.25), we can
neglect all derivatives along the noncommutative directions for the same reason as before.
As long as we are considering the field configurations which do not depend on (x0, x1) =
(t, x), we regard the Born-Infeld action (6.81) as exact. To construct flux tubes extended
in the x1-direction, we only need to keep one component
F01 = −F10 = ∂0A1 ≡ A˙1
5Fundamental closed strings are constructed also in the commutative string field theory; see [29, 30,
31, 32, 33].
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of the field strength tensor. Putting it into (6.81), the action, after introducing B-field
and taking the limit, becomes
S = −τ25 gs
Gs
∫
d26x V (φ)
√
− det(Gµν + 2πα′Fµν)
−→ −(2π
√
α′)24τ25
∫ d26x
(2πθ)12
V (φ)
√
1− (2πα′A˙1)2,
and we define the Lagrangian to be
L = −τ1
∫
d25x
(2πθ)12
V (φ)
√
1− (2πα′A˙1)2, (6.82)
where τ1 is the D-string tension. The canonically conjugate momentum to the gauge
field component A1 is given by
E(t, ~x) = (2πθ)12 δL(t)
δA˙1(t, ~x)
=
τ1V (φ)(2πα
′)2A˙1√
1− (2πα′A˙1)2
. (6.83)
The electric charge density of the solitonic 1-brane we are seeking is computed by inte-
grating the electric flux E over the 24 transverse coordinates as
p ≡
∫
d24x
(2πθ)12
E(x0, x1, xi). (6.84)
In string theory context, the above charge density is quantized in the integer unit and is
interpreted as the total number of fundamental strings, as we will see below. Moving to
the canonical formalism, the Hamiltonian is
H =
∫
d25x
(2πθ)12
EA˙1 − L+ λ
(∫
d24x
(2πθ)12
E − p
)
=
∫
d25x
(2πθ)12

√√√√τ 21V (φ)2 + E2(2πα′)2 + λ∂1E
− λp, (6.85)
where λ is a Lagrange multiplier which forces the flux conservation. The equation of
motion for φ, δH/δφ ∝ V ′(φ) = 0, can be solved by finding the functions satisfying
φ ∗ φ = φ, or by the projection operators φ̂2 = φ̂ as before. The second equation of
motion δH/δE = 0 with respect to E is, as far as we are not interested in the value of λ,
always satisfied by taking E to contain the same projector as φ.
The simplest solution is given by
φ = 0 , E = p
q
P(q)(x
2, x3; · · · ; x24, x25), (6.86)
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where P(q) is a level q projector in the operator language to ensure the condition (6.84). In
detail, a basis of operators acting in the Hilbert space corresponding to the 24 dimensional
noncommutative space is given by{
|m1〉〈n1| ⊗ · · · ⊗ |m12〉〈n12| ; mi, ni ≥ 0
}
,
where each |m〉〈n| is of the form (6.12). A level q projector is the sum of q mutually
orthogonal projectors,
P(q) =
q∑
{n}
|n1〉〈n1| ⊗ · · · ⊗ |n12〉〈n12|
and tracing over it gives q. And the mapping between the operators and the non-
commutative functions is given by naturally extending the previous one to the higher
dimensional case, for example,∫ d24x
(2πθ)12
←→ TrH⊗···⊗H, (6.87)
|0〉〈0| ⊗ · · · ⊗ |0〉〈0| ←→ 2e−[(x2)2+(x3)2]/θ × . . .× 2e−[(x24)2+(x25)2]/θ = 212e−r2/θ
where r2 =
25∑
i=2
(xi)2,
and so on. Now look at the solution (6.86). Since the tachyon field φ vanishes ev-
erywhere, the original D25-brane has totally disappeared, resulting in the closed string
vacuum. The electric flux E is localized in the transverse 24 dimensional space, so that
the flux tube (6.86) represents a 1-brane. The energy of the solution can be computed
by substituting E = (p/q)P(q) and V (0) = 0 into the Hamiltonian (6.85) as
H =
∫
dx1TrH⊗···⊗H
( |p|/q
2πα′
P(q)
)
=
|p|
2πα′
∫
dx1 ,
hence the tension of the soliton (6.86) coincides with |p| times the tension of the funda-
mental string. Furthermore, it was shown that the effective action describing the fluctu-
ations around a single (i.e. p = 1) string-like flux tube (6.86) becomes the Nambu-Goto
action in the realm of long wavelength
√
α′∂1Fµν ≪ Fµν [105]. All these results suggest
that the flux tube solution (6.86) should be identified with p coincident fundamental
closed strings on the closed string vacuum.
The second solution we consider is
φ = φ∗P(q) , E = p
q
P(q), (6.88)
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whose energy is found to be
H =
∫
dx1TrH⊗···⊗H
√√√√τ 21V (φ∗)2 + p2(2πα′)2q2P(q)
=
1
2πα′
√√√√p2 + q2
g2s
∫
dx1, (6.89)
where we rewrote the D-string tension τ1 in terms of the closed string coupling gs as
τ1 = 1/2πα
′gs. The tension of (6.89) exactly agrees with that of the (p, q)-string. In
fact, the solution (6.88) looks like the superposition of p fundamental strings constructed
as the flux tube and q coincident D-strings (codimension 24 D-branes).
Even though the ‘fundamental closed string’ constructed as the electric flux tube
is a solitonic object in open string field theory, it can be quantized because the most
fundamental degrees of freedom, open strings, are absent at the closed string vacuum so
that the solitonic closed string is the lightest excitation there. Since the action for fluc-
tuations of the string takes the Nambu-Goto form at long wavelength, the quantization
of the closed string seems to reproduce the usual closed string theory, at least within the
range of validity.
6.1.3 Noncommutativity in string field theory
Thus far, we have considered the noncommutativity in the standard scalar-gauge field
theory or in the effective field theory obtained by integrating out the massive fields in
open string field theory. In this subsection, we will take a glance at the noncommutativity
in the full string field theory context.
In bosonic string theory, a vertex operator which corresponds to some open string
state in a one-to-one manner generally takes the form
V(τ) = :
(∏
∂nX · ∂mb · ∂ℓc
)
eip·X(τ) : , (6.90)
where τ parametrizes the boundary of the open string world-sheet. We denote by B
the full associative algebra constructed by vertex operators of the form (6.90) and the
multiplication law among them. Now we consider decomposing B into two parts as
B = A0⊗C such that A0 consists of those vertex operators which do not depend on the
center of mass coordinate xi (i.e. out of ∂nX with n ≥ 1 and ∂mb, ∂mc with m ≥ 0)
while C contains only eipX . Although the elements of A0 are closed under OPEs, those
of C are not because we have
eipX(τ)eiqX(τ
′) ∼ exp
(
p · q
2
ln(τ − τ ′)2
)
ei(p+q)X(τ
′)
(
1 + i(τ − τ ′)p · ∂X(τ ′) + · · ·
)
. (6.91)
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It was shown in [115], however, that B is actually factorized into two commuting subal-
gebras A0 and C in the limit of large noncommutativity. As usual, we introduce non-
commutativity by turning on a Neveu-Schwarz B-field B = tB0, which is now assumed
to have maximal rank. Then the XX OPE becomes
Xµ(τ)Xν(τ ′) ∼ −α′Gµν ln(τ − τ ′)2 + i
2
θµνǫ(τ − τ ′), (6.92)
where we take the upper half-plane representation of the disk world-sheet so that τ, τ ′
are real, and ǫ(x) is a step function. Gµν , θµν have already been defined in (6.22) and
(6.24). Here we take the limit t→∞ with B0, α′, g (closed string metric) held fixed. In
this limit, we find
Gµν → − 1
(2πα′)2t2
(B−10 gB
−1
0 )
µν , θµν → 1
t
(B−10 )
µν , (6.93)
so that the OPE for Zµ(τ) ≡ tXµ(τ) takes the form
Zµ(τ)Zν(τ ′) ∼ 1
(2π)2α′
(B−10 gB
−1
0 )
µν ln(τ − τ ′)2
+
i
2
t(B−10 )
µνǫ(τ − τ ′). (6.94)
Since ∂Z · ∂Z OPE
∂Zµ(τ)∂Zν(τ ′) ∼ (B
−1
0 gB
−1
0 )
µν
2π2α′
1
(τ − τ ′)2 (6.95)
is finite in the limit t→∞, we think of Zµ rather than Xµ as elements of B. This time,
the OPE among the elements of C becomes
e
i p√
t
Z(τ)
e
i q√
t
Z(τ ′) ∼ exp
(
− i
2
pµqν(B
−1
0 )
µν
)
e
i p+q√
t
Z(τ ′)
(6.96)
×
(
1 + i(τ − τ ′) pµ√
t
∂Zµ(τ ′) + · · ·
)
for τ → τ ′ + 0. We scaled the momentum as p/√t so that the prefactor in the right
hand side of (6.96) may become definite. Notice that the ‘outside C’ terms ∂Zµ and
· · · in the right hand side of (6.96) all vanish in the limit t → ∞. Therefore, we found
that C also forms a subalgebra of B. Besides, the (τ − τ ′)-dependent factor (anomalous
dimension) which was present in (6.91) has dropped in this limit as well. As the result
of these facts, the center-of-mass algebra C has been reduced to that of noncommutative
functions, in which the multiplication among elements is taken by the Moyal ∗-product
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with the noncommutativity parameter (B−10 )
µν , as we can see from (6.96). Furthermore,
the two subalgebras A0 and C mutually commute in the sense that
∂nZµ(τ) · ei p√tZ(τ ′) ∼ i(B
−1
0 gB
−1
0 )
µνpν
2π2α′
∂nτ ln(τ − τ ′)
1√
t
e
i p√
t
Z(τ ′) t→∞−→ 0. (6.97)
When the B-field has less than maximal rank, we classify those elements carrying nonzero
momenta in the commutative directions as A0, because otherwise C would not be closed
as in (6.91).
This factorization B = A0 ⊗ C was alternatively shown in [116] in the language of
operator formulation.
Here we outline its application to tachyon condensation. For more details, see [115,
116]. The information about the tachyon potential is contained in A0. The string field
configuration representing the original D25-brane is taken to be Φ = 0, while we denote
by Φ0 ∈ A0 the closed string vacuum configuration which solves the string field equation
of motion
QBΦ0 + Φ0 ⋆ Φ0 = 0, (6.98)
where we used the symbol ⋆ to represent the multiplication (gluing) among string fields
in order to distinguish it from the Moyal ∗-product. The BRST operator QB acts only on
A0 and commutes with any element in C because QB is constructed out of the elements
of A0 except for the term α′p2/t, which is negligible in the limit t→∞. To find a lump
solution, we consider a noncommutative function ρ ∈ C which squares to itself under the
∗-product,
ρ ∗ ρ = ρ (6.99)
as in the previous subsections. In terms of the operator language, it corresponds, of
course, to a projection operator ρ̂ in the auxiliary Hilbert space H. Due to the factor-
ization B = A0 ⊗ C, we find that the following string field configuration
Φ = Φ0 ⊗ ρ ∈ B (Φ0 ∈ A0, ρ ∈ C) (6.100)
is a solution to the equation of motion,
QBΦ + Φ ⋆ Φ = (QBΦ0)⊗ ρ+ (Φ0 ⋆ Φ0)⊗ (ρ ∗ ρ)
= (QBΦ0 + Φ0 ⋆ Φ0)⊗ ρ = 0
with the help of (6.99), (6.98). Since ρ takes a spatially nontrivial solitonic configuration
in the noncommutative subspace, the solution Φ (6.100) represents a tachyonic lump
which is to be identified with lower dimensional D-branes. To be more specific, we take
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the rank of the B-field to be 2p and σ̂ = 1 − ρ̂ to be a projection operator onto an
n-dimensional subspace of H. If we rewrite the codimension 2p soliton solution (6.100)
as
Φ = 0⊗ σ̂ + Φ0 ⊗ (1− σ̂) =
(
0× 1n 0
0 Φ0 × 1∞−n
)
, (6.101)
it is clear that the above solution describes n coincident D(25− 2p)-branes. The tension
of the soliton solution (6.101) can be calculated in a similar fashion to (6.30)–(6.33) and
agrees with n times the D(25 − 2p)-brane tension if we assume the brane annihilation
conjecture
S(0)− S(Φ0) = −τ25V26.
Thus we can construct lower dimensional D-branes as noncommutative solitons us-
ing the closed string vacuum solution Φ0. But since the construction of the projection
operators (6.99) strongly depends on the factorization property B = A0 ⊗ C which in
turn requires taking the large noncommutativity limit, it seems to be difficult to build
noncommutative-solitonic string field configurations in arbitrary finite noncommutativ-
ity.
6.2 Field Theory Models for Tachyon Condensation
For the study of tachyon condensation, useful field theory models have been constructed
and developed by B. Zwiebach and J. Minahan [117, 118, 119, 120]. These models are
built by picking out only part of the tachyon sector of the full string field theory. They
have such simple structure that we can exactly find the lump solutions and the fluctuation
spectra around them, as we will see below.
6.2.1 Scalar field theory on the lump
In section 4.1, we analysed the scalar field theory for the tachyon. Expanding the scalar
field φ on the original D(p+1)-brane around the codimension 1 lump solution φ(x) (4.6)
as φ(xM) = φ(x) + ϕ(x, yµ), the action for the fluctuation field ϕ became
S = 2π2α′3τp+1
∫
dp+1y dx
[
−1
2
∂µϕ∂
µϕ− 1
2
ϕ
(
−∂
2ϕ
∂x2
+ V ′′(φ)ϕ
)
− 2κϕ3
]
. (6.102)
We are using the following notation as in chapter 4:
xM︷ ︸︸ ︷
x0, x1, · · · , xp︸ ︷︷ ︸
yµ
, xp+1 = x.
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The spectrum on the lump was determined by the eigenvalue equation
− d
2
dx2
ξm(x) + V
′′(φ)ξm(x) = M2mξm(x), (6.103)
which was the ℓ = 3 case of a series of exactly solvable Schro¨dinger potentials. The
fluctuation field ϕ was expanded using the eigenfunctions ξm(x) of (6.103) as
ϕ(x, y) = φ−(y)ξ−(x) + φ0(y)ξ0(x) + φ+(y)ξ+(x) + (continuum), (6.104)
where ξm’s were given in (4.24)∼(4.26). The coefficients φm were interpreted as the
fields living on the world-volume of the lump which was labeled by the coordinates yµ.
Substituting the above expansion into the action (6.102) and carrying out the x-integral,
the action could be written in terms of the lump fields φm as [117]
S = 2π2α′3τp+1
∫
dp+1y
[
−1
2
(∂µφ−)2 +
5
8α′
φ2− −
1
2
(∂µφ+)
2 − 3
8α′
φ2+
− 525κ
4096
√
15
2
√
α′
πφ3− −
675κ
4096
√
3
2
√
α′
πφ2−φ+ −
387κ
4096
√
15
2
√
α′
πφ−φ2+ +
603κ
4096
√
3
2
√
α′
πφ3+
− 1
2
(∂µφ0)
2 −
(
225κ
1024
√
15
2
√
α′
πφ− − 315κ
1024
√
3
2
√
α′
πφ+
)
φ20 + (continuum)
]
. (6.105)
Now we will discuss the tachyon condensation on the unstable lump using the above
action. The structure of this action is very similar to that of the level truncated action of
the cubic string field theory on a bosonic D-brane, so we can study the tachyon potential
in the level expansion scheme in this case as well. On the other hand, when we think of
it as a lump action on a D(p+ 1)-brane, we already know the exact lump profile as well
as the lump tension. By comparing the results from the level truncation approximation
with the exact ones, we can discuss the convergence property and the validity of this
approximation scheme in this field theory model.
As is clear from the explicit expression (6.105), φ0 enters the action only quadratically.
This follows from the fact that the associated eigenfunction ξ0(x) (4.25) is an odd function
of x. So we can consistently set φ0 to zero when looking for a vacuum. The level of the
tachyon field φ− is defined to be 0 as usual. Since the difference between mass squared
of φ− and that of φ+ is
(
3
4α′
)
−
(
− 5
4α′
)
=
2
α′
, φ+ is defined to be at level 2. And we
similarly assign level
9 + α′k2
4
(> 2) to the continuum state labeled by k. We begin with
the level (0,0) approximation. At this level, the action includes only φ− and is given by
S(0,0) = 2π
2α′3τp+1
∫
dp+1y
[
−1
2
(∂µφ−)
2 +
5
8α′
φ2− −
52 · 7 · 3κ
212
√
15
2
√
α′
πφ3−
]
. (6.106)
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To study the decay (annihilation) of the lump, we take φ− to be a constant. Then the
equation of motion is solved by
φ− =
210
5 · 7 · 32πκα′
√
2
√
α′
15
and the value of the action at φ− = φ− is
S(0,0)(φ−) =
233
√
α′
52 · 72 · 313 τp+1Vp+1 ≡ Vp+1T
(0,0)
p ,
where T (0,0)p represents the approximate value of the tension of the lump at level (0,0).
But we have already obtained in (4.8) the exact lump tension as
Tp = 2
14π2
√
α′
5 · 38 τp+1.
So by forming the ratio
r =
T (0,0)p
Tp =
219
5 · 72 · 35π2 ≃ 0.892 , (6.107)
we see that the tachyonic field φ− alone reproduces 89% of the exact value. If we also
include the massive scalar field φ+, we can extend the above result to level (2,4) and
(2,6). By minimizing the multiscalar potential (6.105) we can analogously obtain the
approximate value of the lump tension at each level. These results are shown in Table 6.1.
Since the approximate value of the tension is very close to the exact value even at the
lowest level, we realize that the contribution from higher level continuum state is so small
that it is indeed negligible in searching for an approximate value.
level 6κα′3/4φ− 6κα
′3/4φ+ tension/2π
√
α′τp+1 ratio r
(0,0) 2.267 — 0.700 0.892
(2,4) 2.416 −0.439 0.779 0.993
(2,6) 2.405 −0.403 0.774 0.987
exact 2.420 −0.361 0.784 1
Table 6.1: Approximate values of expectation values of the fields and the lump tension
at each level.
Thus far, we have seen the decay of the lump which is caused by the non-trivial
configuration of the scalar fields living on the lump. But seen from the point of view
of the original D(p + 1)-brane, the whole process of the formation of the lump followed
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by the decay of the lump is identified with the annihilation of the D(p+ 1)-brane itself.
Therefore, letting ϕ denote the configuration of ϕ representing the decay of the lump,
the sum of the lump profile φ(x) and the fluctuation ϕ(x, y\) should identically be equal
to 1/6κα′, which corresponds to the total annihilation of the original D(p+ 1)-brane in
φ3 scalar field theory model described by the action (4.2). To verify it, we substitute the
expectation values φ+, φ− at level (2,6) into (6.104) and get the following profile
φ(2,6)(x) ≡ φ(x) + ϕ(x, y\) (6.108)
=
1
6κα′
[
1 + 0.4936 sech
x
2
√
α′
− 3
2
sech2
x
2
√
α′
+ 1.030 sech3
x
2
√
α′
]
.
It is plotted in Figure 6.5. Indeed, the value of φ(2,6)(x) stays near 1/6κα
′ over the whole
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Figure 6.5: Plot of the function 6κα′φ(2,6)(x).
range of x. Conversely, by imposing the following relation
1
6κα′
= φ(x) + φ−ξ−(x) + φ+ξ+(x) + (continuum), (6.109)
we can obtain the exact expectation values for φ− and φ+ as we know the lump profile
φ(x) exactly. In doing so, we do not need any information about the continuum part
because the eigenfunctions ξm(x) have different eigenvalues so that they are orthogonal
with each other. Multiplying (6.109) by ξ− or ξ+ and integrating over x, we get
φ− =
1
6κα′
3
2
∫ ∞
−∞
dx sech2
x
2
√
α′
ξ−(x) =
1
6κα′3/4
9π
32
√
15
2
≃ 2.420
6κα′3/4
,
φ+ =
1
6κα′
3
2
∫ ∞
−∞
dx sech2
x
2
√
α′
ξ+(x) =
−1
6κα′3/4
3π
32
√
3
2
≃ − 0.3607
6κα′3/4
, (6.110)
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whose values are already listed in Table 6.1. Compared with these exact values, the
approximate values at level (2,6) are rather precise, as is expected from the successful
result about the tension.
In the full string field theory, there should be no physical excitations around the new
vacuum which is left after the lump decays. But there is no mechanism which undertakes
a task of removing the states in this field theory model. Instead, expanding the lump
fields φ± around the expectation values (6.110), the mass squared of the fields shift.
Though the mixing term φ−φ+ appears, the mass matrix can be diagonalized with the
eigenvalues
m21 ≃ 1.04 , m22 ≃ 1.91 .
Since both are positive, there is no tachyonic instability, so the new vacuum (6.110) is
perturbatively stable in the sense of the criterion explained in subsection 2.9.2.
6.2.2 Field theory on the lump in ℓ→∞ model
In section 4.1 and subsection 6.2.1, we considered the φ3 tachyonic scalar field theory on
a bosonic D(p+1)-brane. On it, we constructed a codimension 1 lump solution φ(x) (4.6)
exactly. Expanding the scalar field φ(xM ) around the lump solution, the full spectrum of
the fluctuation field ϕ was determined by the Schro¨dinger equation which was the ℓ = 3
case of a series of exactly solvable reflectionless potentials,
− d
2
du2
ξ(u) +
(
ℓ2 − ℓ(ℓ+ 1) sech2 u
)
ξ(u) = E(ℓ)ξ(u). (6.111)
In this subsection, we will generalize the ℓ = 3 model to arbitrary integer ℓ, including
the limit ℓ→∞. In particular, we will discuss the tachyon condensation in the ℓ→∞
model in detail.
To begin with, we consider the following scalar field theory action [118] on a D(p+1)-
brane,
Sℓ+1 = τp+1
∫
dp+2x
(
−α
′
2
∂Mφ∂
Mφ− Vℓ+1(φ)
)
, (6.112)
Vℓ+1(φ) =
ℓ
4
φ2
(
1− φ 2ℓ
)
. (6.113)
For ℓ = 2 (it was previously called ‘ℓ = 3’), the potential becomes
V3(φ) =
1
2
φ2 − 1
2
φ3.
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Figure 6.6: Plot of Vℓ+1(φ) for ℓ = 2 (solid line), ℓ = 5, ℓ = 10, ℓ = 1000 from below.
This potential has a local minimum at φ = 0 and a local maximum at φ = 2
3
, as
illustrated in Figure 6.6. After rescaling and shifting φ, it correctly reproduces the φ3
model considered before. Generally, the potential Vℓ+1(φ) has a local minimum at φ = 0
and we identify it with the ‘closed string vacuum’ in this model. And a local maximum
appears at
φ = φ0 ≡
(
ℓ
ℓ+ 1
) ℓ
2
(6.114)
with Vℓ+1(φ0) =
1
4
(
ℓ
ℓ+ 1
)ℓ+1
. Further, we can see V ′′ℓ+1(φ0) = −1 holds irrespective of
the value of ℓ. Hence, we regard the maximum as the open string perturbative vacuum
with a tachyon of mass squared m2 = −1/α′ on a D(p+ 1)-brane.
Now we look for a codimension one lump solution φ(x). The equation of motion is
α′
2
(
dφ
dx
)2
=
ℓ
4
φ
2
(1− φ2/ℓ). (6.115)
It is solved by
φ(x) = sechℓ
(
x√
2ℓα′
)
. (6.116)
If we expand φ(xM) = φ(x) + ϕ(x, yµ), the action (6.112) becomes
Sℓ+1 = τp+1
∫
dp+1y dx
[−α′2
(
dφ
dx
)2
− Vℓ+1(φ)
− α′2 ∂µϕ∂µϕ
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− 1
2
ϕ
(
−α′∂
2ϕ
∂x2
+ V ′′ℓ+1(φ)ϕ
)
−
∞∑
n=3
ϕn
n!
V
(n)
ℓ+1(φ)
]
(6.117)
and
V ′′ℓ+1(φ) =
ℓ
2
− (ℓ+ 1)(ℓ+ 2)
2ℓ
sech2
x√
2ℓα′
.
So now we should consider the following eigenvalue equation
−α′ d
2
dx2
ξm(x) +
1
2ℓ
(
ℓ2 − (ℓ+ 1)(ℓ+ 2) sech2 x√
2ℓα′
)
ξm(x) = α
′M2mξm(x).
In terms of u ≡ x/√2ℓα′, it is rewritten as
− d
2
du2
ξm(u)+
[
(ℓ+ 1)2 − (ℓ+ 1)(ℓ+ 2) sech2 u
]
ξm(u) = (2ℓα
′M2m+2ℓ+1)ξm(u), (6.118)
which coincides with (6.111) if ℓ+1 is replaced by ℓ. So the potential (6.113) provides the
generalized solvable models for arbitrary ℓ around the lump solution (6.116). Solutions
to the equation (6.118) contain a tachyon of mass squared m2 = − 1
α′ − 12ℓα′ , a massless
scalar, (ℓ− 1) massive scalars and a continuum.
We now take the limit ℓ→∞. Then, the potential (6.113) becomes
V∞(φ) =
φ2
4
lim
ℓ→∞
ℓ(1− φ2/ℓ)
1
ℓ
=λ
= −φ
2
4
lim
λ→0
e2λ lnφ − 1
λ− 0
= −φ
2
4
d
dλ
eλ lnφ
2
∣∣∣∣
λ=0
= −1
4
φ2 lnφ2. (6.119)
As shown in Figure 6.7, this potential has a minimum (closed string vacuum) at φ = 0
with V∞(0) = 0 and a maximum (original unstable D(p + 1)-brane) at φ = φ0 = e−1/2
with V∞(φ0) = 1/4e ≃ 0.092. Since
V ′′∞(φ) = −
1
2
(lnφ2 + 3),
the tachyon living on the original D(p+1)-brane has mass squared α′m2 = V ′′∞(φ0) = −1
as ever. On the other hand, α′m2 = V ′′∞ diverges at the closed string vacuum φ = 0 so
that the scalar field φ decouples from the spectrum there. Since the scalar field theory
model (6.112) under consideration includes only the tachyon field φ, there remain no
physical excitations at the closed string vacuum, as desired.
Here we construct a lump solution φ(x). By solving the equation of motion
α′
2
(
dφ
dx
)2
= V∞(φ) = −1
4
φ
2
lnφ
2
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Figure 6.7: The potential V∞(φ) = −14φ2 lnφ2.
with the boundary conditions
lim
x→±∞φ(x) = 0 , φ(x = 0) = 1 (V∞(φ = 1) = 0),
we find
x√
α′
= −
∫ φ(x)
φ(0)
dφ√
−1
2
φ2 lnφ2
=
∫ 1
φ(x)
dφ
d lnφ
dφ
1√− lnφ = 2
√
− lnφ,
or
φ(x) = e−
x2
4α′ . (6.120)
That is, the lump profile is a simple Gaussian. Expanding φ(xM) about this lump profile,
the Schro¨dinger equation for the fluctuation fields is found to become
− α′ d
2
dx2
ξn(x) +
x2
4α′
ξn(x) =
(
α′M2n +
3
2
)
ξn(x), (6.121)
which is that of the simple harmonic oscillator potential. It is well known in quantum
mechanics that the n-th eigenfunction of (6.121) is given by the product of the Gaussian
factor e−x
2/4α′ and the n-th Hermite polynomial Hn(x/
√
2α′), and that it belongs to the
eigenvalue n+ 1
2
. Then the mass spectrum is given by
M2n =
n− 1
α′
, n = 0, 1, 2, . . . . (6.122)
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It includes a tachyonic state of mass squared m2 = −1/α′, a massless state, and infinitely
many massive states, all of which are discrete. The mass spacing between two adjacent
states is always equal to 1/α′. This spectrum reminds us of the spectrum of bosonic string
theory: We started by considering the scalar field theory model (6.112) with somewhat
peculiar potential (6.119) on a D(p+1)-brane, constructed a lump solution (6.120), and
found the spectrum (6.122) of the fields living on the lump, then the spectrum was similar
to that of bosonic string theory. Hence this field theory model is very useful in studying
tachyon condensation in string theory. Looking at the original action
S∞ = 4eτp+1
∫
dp+2x
(
−α
′
2
∂Mφ∂
Mφ+
1
4
φ2 lnφ2
)
, (6.123)
this field theory action actually coincides with the action (5.35) we encountered in sec-
tion 5.4 after rescaling φ2 → φ2/8α′e , x→ x/√2. The action (5.35) was obtained there
by truncating the full spacetime action for the tachyon up to two derivatives in back-
ground independent open string field theory (boundary string field theory). Though this
truncation is an approximation, we can hope that the simple field theory model (6.123)
captures some of the important features of tachyon condensation.
Now we compute the tension Tp of the lump (6.120). Since the action (6.123) on the
D(p+ 1)-brane is normalized such that
S∞(φ = φ0) = −τp+1Vp+2,
the lump tension is given by
Tp = −S∞(φ)
Vp+1
= 4eα′τp+1
∫ ∞
−∞
dx
(
dφ
dx
)2
=
(
e√
2π
)
2π
√
α′τp+1. (6.124)
We can easily extend the lump solution (6.120) to higher codimension lumps. If we look
for a spherically symmetric codimension n lump on a D(p + 1)-brane, the equation of
motion derived from (6.123) is
α′
∂2φ
∂r2
+ α′
n− 1
r
∂φ
∂r
= V ′∞(φ) = −
1
2
φ(1 + lnφ
2
), (6.125)
where r is the radial coordinate in the n-dimensional transverse space. This equation is
solved by the following lump profile
φ(r) = e
n−1
2 e−
r2
4α′ . (6.126)
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The ‘initial value’ φ(0) is an increasing function of n, which is consistent with our intuition
from the mechanical analogy mentioned in section 4.1. The tension of the (p + 2 − n)-
dimensional lump given by (6.126) is calculated as
Tp+1−n = −S∞(φ)
Vp+2−n
= −4eτp+1
∫
rn−1dr dΩn−1
−α′
2
(
∂φ
∂r
)2
+
1
4
φ
2
lnφ
2

= −eτp+12π
n/2
Γ(n
2
)
∫ ∞
0
dr rn−1
(
n− 1− r
2
α′
)
en−1e−
r2
2α′
= 2πn/2enτp+1
α′n/2
Γ(n
2
)
×
{ √
2π(n− 2)(n− 4) · · ·3 · 1 for odd n
(n− 2)(n− 4) · · · 4 · 2 for even n
= 2
n
2 enπ
n
2α′
n
2 τp+1 =
{(
e√
2π
)
2π
√
α′
}n
τp+1, (6.127)
where
∫
dΩn−1 =
2πn/2
Γ(n
2
)
is the volume of the (n − 1)-dimensional sphere Sn−1. The
relation (6.127) between the lump tensions takes the same form as that for the D-brane
tensions except for the factor e/
√
2π ≃ 1.08. From the point of view of background
independent open string field theory, this factor arises because we approximated the
spacetime action for the tachyon field by ignoring the terms with more than two deriva-
tives. As we saw in section 5.46, if we treated the action exactly, we would obtain the
exact relation (5.32). The Schro¨dinger equation for the fluctuation fields now reads
−α′△ξm(xi) +
∑
i(x
i)2
4α′
ξm(x
i) =
(
α′M2m +
n + 2
2
)
ξm(x
i),
where xi = (xp+2−n, · · · , xp+1) is the coordinate of the n-dimensional transverse space and
△ = ∑
i
(
∂
∂xi
)2
is Laplacian in the transverse space. Since the potential is that of the
n-dimensional spherically symmetric harmonic oscillator, the eigenfunctions are easily
found. The spectrum includes a tachyon, n massless scalars, and degenerate massive
states.
Now let us consider the decay of the codimension one lump. Since we already know
that the fluctuation field ϕ(x, y) is expanded using the eigenfunctions of the Schro¨dinger
equation (6.121), the original tachyon field φ(xM) can be written as
φ(xM) = φ(x) + ϕ(x, y) = e−
x2
4α′ +
∞∑
n=0
ηn(y)
1
2n/2
√
n!
Hn
(
x√
2α′
)
e−
x2
4α′ . (6.128)
6One may note that the formula (6.127) differs from the previous result (5.25) by a factor of
√
2
−n
.
This is attributed to the rescaling x→ x/√2 mentioned below eq.(6.123).
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As we saw in subsection 6.2.1, if ϕ(x, y\) denotes the configuration of ϕ(x, y) which
represents the decay of the lump, then φ + ϕ should be equal to 0 (minimum of the
potential (6.119)) everywhere. But note H0(x/
√
2α′) = 1 so that the ground state
wavefunction H0e
−x2/4α′ is equal to the lump profile itself. Using the fact that the
eigenfunctions ξn(x) =
1
2n/2
√
n!
Hn
(
x√
2α′
)
e−
x2
4α′ are mutually orthogonal
∫ ∞
−∞
dx ξm(x)ξn(x) =
√
2πα′δmn,
the equation φ+ ϕ = 0 determines the expectation values of the lump fields ηn(y) as
1 + η0 = 0 , ηn = 0 (n ≥ 1). (6.129)
That is, only the tachyonic ground state condenses while all the other modes remain
zero expectation values. This is why we can draw some exact statements from the
theory without relying upon the approximations such as level truncation. We have
already seen it in section 5.4: There, we have concluded it for the reason that under the
‘free’ perturbation T (X) = a+uX2 the spacetime action contains higher modes at least
quadratically. Here, we have obtained the results (6.129) by comparing the lump profile
with the wavefunctions ξn(x). Anyway, this property simplifies the analysis of how the
spectrum changes as the tachyon condenses. By interpolating between the complete
lump solution φ(x) and the closed string vacuum 0 as
φ(xM ; η0) = (1 + η0)φ(x) + ϕ(x, y), (6.130)
where η0 runs from 0 (lump) to −1 (closed string vacuum), the Schro¨dinger equation
gets changed into
−α′ d
2
dx2
ξn(x) + V
′′
∞
(
(1 + η0)φ(x)
)
ξn(x)
= −α′ d
2
dx2
ξn(x) +
[
−1
2
(3 + lnφ
2
)− ln(1 + η0)
]
ξn(x) = α
′M2nξn(x).
But one can rewrite it as
− α′ d
2
dx2
ξn(x) +
x2
4α′
ξn(x) =
(
α′M2n +
3
2
+ ln(1 + η0)
)
ξn(x), (6.131)
which differs from (6.121) only in the right hand side. Since the n-th eigenvalue is given
by n + 1
2
as ever, the mass squared of the n-th lump field is now
M2n =
n− 1
α′
− 1
α′
ln(1 + η0).
223
Hence the mass2 of every state blows up to +∞ as η0 → −1, irrespective of n. So
there remain no physical states at all after the lump decays. This conclusion is of course
consistent with the previous assertion that the mass of the tachyon field φ diverges when
the original D(p+1)-brane directly decays into the closed string vacuum without passing
through the formation of the lump.
In section 5.4, we showed that the action for the tachyon field living on the tachyonic
lump takes the same form as that of the tachyon on the D25-brane in the context of
background independent open string field theory. Here we see it in the field theory
model [87]. We expand the original tachyon field φ(xM ) about the lump solution φ(x)
as in (6.128), but we set to zero all modes other than the tachyon field η0(y) living on
the lump. That is, we consider
φ(xM) = φ(x) + η0(y)e
−x2/4α′ = (1 + η0(y))e−x
2/4α′ , (6.132)
where we used the fact that the ground state wavefunction coincides with the lump
profile e−x
2/4α′ . Then the action (6.123) becomes
S∞ = 4e
(
e√
2π
2π
√
α′τp+1
) ∫
dp+1y
(
−α
′
2
(∂µη0(y))
2
e
+
1
4
(1 + η0)
2
e
ln
(1 + η0)
2
e
)
= 4eTp
∫
dp+1y
(
−α
′
2
∂µφ̂∂
µφ̂+
1
4
φ̂2 ln φ̂2
)
, (6.133)
where we defined
φ̂(y) =
1 + η0(y)√
e
and used the expression (6.124) for the tension of the lump. The action (6.133) precisely
takes the same form as the original action (6.123) on the D(p + 1)-brane, except that
the dimensionality of the brane is lowered by one (accordingly M → µ) and that the
D(p + 1)-brane tension τp+1 is replaced by the lump tension Tp. From this result, it
is obvious that the tachyon field φ̂ living on the lump has the same property as the
original tachyon field φ on the D(p + 1)-brane. In particular, they have the common
mass m2 = −1/α′. These facts strongly support the conjecture that the tachyonic lump
solution on the original D-brane is identified with a lower dimensional D-brane, even if
the relation (6.127) between the tensions of the lumps of various dimensionality slightly
differs from the known relation between the D-brane tensions.
We consider here the translation of the lump in the x-direction by an infinitesimal
amount dx. The shifted lump profile is expanded as
φ(x+ dx) = φ(x) + φ
′
(x)dx = e−
x2
4α′ − x
2α′
e−
x2
4α′ dx
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= φ(x)− 1
2α′
xφ(x)dx = ξ0(x)− 1
2
√
α′
ξ1(x)dx, (6.134)
where ξn(x) is the n-th eigenfunction of the Schro¨dinger equation (6.121) and ξn ∼
Hn(x/
√
2α′)e−x
2/4α′ . So the expectation value of the scalar field η1(y) living on the
lump, associated with the wavefunction ξ1(x), represents infinitesimal translation of the
lump7.
Finally, we discuss the possibility of adding gauge fields to the scalar field theory
model (6.112). We show here three different types of gauge couplings. The first [118] is
inspired by the scalar-vector coupling in cubic string field theory. The others [120] are
of the Born-Infeld type and its variant, based on the results from boundary string field
theory. Let us see them in turn. In cubic string field theory, there is a cubic coupling
of the form φAµA
µ, as in (2.46). Since the potential V3(φ) is cubic, φ can be written
as V ′′3 (φ) − V ′′3 (0) up to normalization, where ‘0’ corresponds to the maximum of the
potential. Hence, the cubic coupling term (φ − φ0)AµAµ in the ℓ = 2 model may be
generalized to (
V ′′ℓ+1(φ)− V ′′ℓ+1(φ0)
)
AµA
µ (6.135)
in the model (6.112) labeled by an arbitrary integer ℓ. The potential has a maximum at
φ = φ0 =
(
ℓ
ℓ+ 1
)ℓ/2
at which (6.135) vanishes so that the gauge field Aµ is guaranteed to
be massless at the ‘open string perturbative vacuum’. Using the explicit formulae (6.113)
and (6.114), we find
V ′′ℓ+1(φ)− V ′′ℓ+1(φ0) =
ℓ+ 2
ℓ
(
ℓ
2
− ℓ+ 1
2
φℓ/2
)
=
ℓ+ 2
ℓ
V ′ℓ+1(φ)
φ
.
Combining this with (6.135), we propose the gauge fixed action for the gauge field AM
to be of the form
SAℓ+1 = τp+1
∫
dp+2x
(
−α
′
2
∂MAN∂
MAN − 1
2
V ′ℓ+1(φ)
φ
AMA
M + . . .
)
. (6.136)
Note that the coefficient of the interaction term is different from the one (2.46) obtained
in cubic string field theory even when ℓ = 2. This is because we are interested in an
exactly solvable model, as we will see below. For simplicity, we consider the ℓ → ∞
model. To see the fluctuation spectrum of the gauge field Aµ(x
N ) =
∑
nAnµ(y)ζn(x)
7For finite translations, higher scalar modes must also be turned on: see section 6.3.
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polarized along the codimension 1 lump, substitute φ = φ(x) and look at the mass term
for Anµ,
−1
2
∑
n,m
ζm(x)
(
−α′ d
2
dx2
ζn(x) +
V ′∞(φ)
φ
ζn(x)
)
Amµ (y)Anµ(y).
The mass2 of the gauge field Anµ living on the lump is given by the eigenvalue of the
following Schro¨dinger equation
− α′ d
2
dx2
ζn(x) +
(
x2
4α′
− 1
2
)
ζn(x) = α
′m2nζn(x). (6.137)
By solving the above equation, we find the eigenvalues α′m2n = n, n = 0, 1, 2, · · ·. That
is, a massless gauge field A0µ(y) as well as discrete massive gauge fields Anµ(y) lives on
the lump world-volume. For a finite value of ℓ, we also have a massless gauge field on
the lump, as shown in [118].
We should also consider the gauge field component polarized perpendicular to the
lump. If there were any massless mode associated with it, such a zero mode would
represent the collective motion of the lump. But the zero mode must not arise from the
‘bulk’ gauge field AM because the translation mode whose wavefunction is the derivative
of the lump profile has already been provided by the ‘bulk’ tachyonic scalar field φ(xM)
as we saw before. The authors of [118] have argued that the massless mode perpendicular
to the lump is actually removed from the spectrum, but we do not show it here because
there is not much evidence to justify the term that is required to obtain the desired
result.
To sum up, we consider the massless gauge field AM on the original D(p + 1)-brane
and assume that the gauge field couples to the tachyonic scalar field φ through the
coupling in (6.136). If we expand φ about the codimension 1 lump background φ(x), we
find that a massless gauge field A0µ(y) is induced on the lump world-volume from the
original gauge field Aµ, whereas a massless scalar mode representing the translation of
the lump arises not from the transverse component Ap+1 of the bulk gauge field but from
the bulk scalar field φ.
Now let us turn to the second possibility. Performing the field redefinition φ =
exp(−1
4
T ), the ℓ→∞ action (6.123) is written as
S∞ =
eτp+1
4
∫
dp+2x exp
(
−T
2
)(
−α
′
2
∂MT∂
MT − 2T
)
. (6.138)
In this variable, the codimension 1 lump solution is simply given by T (x) =
x2
α′
. Here
recall that for slowly varying gauge fields the spacetime action in background independent
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open string field theory can be written as the Born-Infeld form (5.41). By approximating
it as √
− det(ηµν + Fµν) = 1 + 1
4
FµνF
µν + · · · ,
we propose the following coupling of the gauge field and tachyon,
S =
eτp+1
4
∫
dp+2x e−
T
2
(
−α
′
2
∂MT∂
MT − 2T − 2T · 1
4
FMNF
MN
)
. (6.139)
Expecting that the transverse component Ap+1 of the gauge field is absent in the massless
sector, we choose the ‘axial gauge’ Ap+1 = 0. If we define a new field variable as
Bµ(x, y) =
√
eτp+1
2
√
Te−
T
4Aµ and F˜µν = ∂µBν − ∂νBµ, (6.140)
the F 2MN term in the action becomes
SB = −eτp+1
8
∫
dp+1y dx e−
T
2 T
2(∂Aµ
∂x
)2
+ (∂µAν − ∂νAµ)2

=
∫
dp+1y dx
[
−1
4
F˜µνF˜
µν − 1
2α′
Bµ
(
−α′ ∂
2
∂x2
+
x2
4α′
− 3
2
)
Bµ
]
(6.141)
around the lump solution T = x2/α′. Hence, the fluctuation spectrum for Bµ on the lump
is determined by the same Schro¨dinger equation as that of the tachyon field, (6.121). This
means that the lowest eigenstate is tachyonic, the first excited state is massless, and so
on. Though the existence of tachyonic mode seems problematic, we find this mode should
be discarded by the following argument. The ground state wavefunction ξ0(x) is a simple
Gaussian, which does not vanish at x = 0. From the definition (6.140) of Bµ, around
the lump solution T = x2/α′ we have Aµ ∼ Bµ/x for small x. Then Bµ(x = 0) 6= 0
means that the original gauge field Aµ is singular near the lump world-volume. Since
the same situation occurs also for n = even = 2m wavefunctions ξ2m(x), these modes
should also be removed from the spectrum. As a result, the lowest mode happens to be
massless. But another (though less troublesome) problem arises: The spectrum consists
of states of mass levels α′m2 = 0, 2, 4, · · · because the states of α′m2 = −1, 1, 3, · · · have
been discarded. Considering that the tachyon has mass squared α′m2 = −1, the mass
spacing between two nearby states is twice as large as the expected one in bosonic string
theory. Although we have focused on the ℓ → ∞ model so far, the gauge coupling of
the form (6.139) is also applicable to finite ℓ models. This fact and other things are
explained in [120] more generally than here.
227
The third candidate for the gauge coupling resembles the second one (6.139), but a
factor of 2T is absent. That is, we consider the following coupling
S = −eτp+1
4
∫
dp+2x e−
T
2
1
4
FMNF
MN , (6.142)
where we have omitted the tachyon kinetic and potential terms. This coupling is, of
course, not derived from the Born-Infeld form as opposed to (6.139). Further, this
coupling does not provide a solvable Schro¨dinger problem for the gauge fluctuations in
the finite ℓmodels. Nevertheless, we will consider the particular coupling (6.142) because
the results obtained from it are preferable to the previous ones. In any case, we take the
tachyon field T to be the lump solution T (x) = x2/α′ in the action (6.142) and define
Bµ(x, y) =
√
eτp+1
2
e−
T
4Aµ and F˜µν = ∂µBν − ∂νBµ. (6.143)
In the axial gauge Ap+1 = 0, the action (6.142) is rewritten as
SB =
∫
dp+1y dx
[
−1
4
F˜µνF˜
µν − 1
2α′
Bµ
(
−α′ ∂
2
∂x2
+
(
x2
4α′
− 1
2
))
Bµ
]
. (6.144)
Solving the Schro¨dinger equation, we find that the ground state wavefunction belongs
to the eigenvalue m2 = 0, hence there is no tachyonic mode. Moreover, since no modes
need to be removed as is seen from the definition (6.143) of Bµ, the mass spacing agrees
with (the absolute value of) the mass squared of the tachyon, as desired for a bosonic
string model. Incidentally, the Schro¨dinger equation we are considering here has exactly
the same form as that in the first type of coupling, (6.137).
By imposing the axial gauge condition on the gauge field AM living on the D(p+1)-
brane, the transverse component Ap+1 is ‘lost’ via localization. It is interesting to see
that the massless translation mode of the p-brane lump, which we expect is provided by
Ap+1 in the conventional D-brane picture, is instead filled in by the first excited massless
scalar mode belonging to the tachyon tower, i.e. the set of infinitely many scalar modes
on the lump arising from the tachyon on the original D(p+1)-brane. During this process,
the number of physical degrees of freedom is preserved. It is explained in [120] that this
pattern also continues after including massive gauge and scalar fields as well as symmetric
rank two tensor.
6.2.3 ℓ→∞ field theory model for superstring tachyon
We have seen in the preceding subsection that the ℓ → ∞ field theory model (6.123)
for the tachyon dynamics constructed as the derivative truncated action of background
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independent bosonic open string field theory provides a useful description of the tachyonic
lump solution and the string-like fluctuation spectrum on it. In this subsection, we will
discuss the similar model representing the tachyon dynamics on a non-BPS D-brane of
superstring theory [119].
Expecting that a suitable field theory model can be obtained from the background
independent open superstring field theory action (5.68) up to two derivatives, we consider
the following action for the tachyon field T (x) on a non-BPS D(p+ 1)-brane,
S(T ) = 8τ˜p+1
∫
dp+2x
(
−α
′
2
e−2T
2
∂MT∂
MT − 1
8
e−2T
2
)
. (6.145)
This action is obtained from (5.68) after rescaling T → 2√2T, xM → √2 ln 2xM and
(2 ln 2)(p+2)/2τ˜p+1 → τ˜p+1. The above rescaling was taken for the following reason: By ex-
panding the exponential in powers of T 2 around the unstable vacuum T = 0 representing
the D(p+ 1)-brane, we get
S(T ) = −τ˜p+1Vp+2 + 8α′τ˜p+1
∫
dp+2x
(
−1
2
∂MT∂
MT +
1
4α′
T 2
)
+ . . . .
The first constant term correctly reproduces the mass of the non-BPS D(p + 1)-brane,
while the quadratic terms in T shows that the tachyon field T has the correct mass
squared m2 = −1/2α′. The exact tachyon potential e−2T 2 is positive definite and has the
stable minima at T = ±∞. To have the standard form for the kinetic term, we further
perform a field redefinition
φ = erf(T ) ≡ 2√
π
∫ T
0
e−u
2
du, (6.146)
where ‘erf’ is the error function which has the kink-like profile and erf(∞) = 1. Then
the action (6.145) becomes
S(φ) = 2πτ˜p+1
∫
dp+2x
(
−α
′
2
∂Mφ∂
Mφ− 1
2π
exp
[
−2(erf−1(φ))2
])
, (6.147)
where erf−1(φ) is the inverse function to erf (6.146) and defined for −1 ≤ φ ≤ 1 in a
single-valued manner. The potential
V (φ) =
1
2π
exp
[
−2(erf−1(φ))2
]
(6.148)
has a maximum (original non-BPS D(p+ 1)-brane) at φ = 0 with V (0) = 1/2π and two
minima (closed string vacuum) at φ = ±1 with V (±1) = 0.
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Now we look for a kink solution φ(x). The equation of motion from (6.147) is
α′
2
(
dφ
dx
)2
= V
(
φ(x)
)
=
1
2π
exp
[
−2(erf−1(φ))2
]
, (6.149)
where we assumed that the solution φ depends on x = xp+1 (its codimension must be 1
since it is to be a kink). This equation is solved by
φ(x) = erf
(
x
2
√
α′
)
, (6.150)
which obeys the suitable boundary conditions
lim
x→±∞φ(x) = ±1 , φ(−x) = −φ(x)
for a kink solution with finite energy density. As usual, we expand the tachyon field
φ(xM) around the kink solution φ(x) as φ(xM) = φ(x) + ϕ(x, yµ). This gives
S(φ) = 2πτ˜p+1
∫
dp+1y dx
[−α′2
(
dφ
dx
)2
− V (φ)
− α′2 ∂µϕ∂µϕ
−1
2
ϕ
(
−α′∂
2ϕ
∂x2
+ V ′′(φ)ϕ
)
+ · · ·
]
(6.151)
as in (6.117). The tension Tp of the kink is given by the ϕ-independent term as
Tp = 2πτ˜p+1
∫
dx 2V (φ(x)) = 2τ˜p+1
∫ ∞
−∞
dx e−x
2/2α′
=
2√
π
· 2π
√
α′
τ˜p+1√
2
≃ 1.13τp, (6.152)
where τp is the BPS Dp-brane tension. That is, the tension Tp of the (p+1)-dimensional
kink solution approximately reproduced the tension τp of the BPS Dp-brane. This fact
supports the conjecture that the kink solution on a non-BPS D(p+ 1)-brane represents
a BPS Dp-brane. Actually, we have already seen the above result in the context of back-
ground independent open superstring field theory in section 5.7. The result (5.71) there
of course agrees with (6.152) if we perform the above mentioned rescaling
√
2 ln 2τ˜9 → τ˜9.
We turn to the fluctuation spectrum on the kink. From the equation of motion for φ,
we get
V ′(φ) = α′
d2φ
dx2
d/dx−→ V ′′(φ)dφ
dx
= α′
d3φ
dx3
.
Since
dφ
dx
=
d
dx
2√
π
∫ x/2√α′
0
e−u
2
du =
1√
α′π
e−
x2
4α′
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and
d3φ
dx3
=
1√
πα′
e−
x2
4α′
(
x2
4α′2
− 1
2α′
)
,
we find
V ′′
(
φ(x)
)
=
x2
4α′
− 1
2
.
Expanding the fluctuation field as ϕ =
∑∞
n=0 φn(y)ξn(x), the mass squared of the field
φn(y) living on the kink world-volume is determined by the Schro¨dinger equation
− α′ d
2
dx2
ξn(x) +
(
x2
4α′
− 1
2
)
ξn(x) = α
′M2nξn(x), (6.153)
and its eigenvalue is given by M2n = n/α
′ , n = 0, 1, 2, · · ·. That is, the tachyonic
mode is absent and the lightest state is massless, and discrete massive states are equally
spaced. Note that the ground state wavefunction
ξ0(x) = (2πα
′)−
1
4 e−
x2
4α′
is now proportional to the derivative of the kink profile φ = erf(x/2
√
α′), which means
that the kink field φ0 associated with ξ0(x) represents the translation mode of the kink.
This is consistent with the masslessness of φ0(y). Furthermore, the absence of the tachy-
onic mode indicates that the resulting kink configuration is stable against the decay.
This fact strongly supports the identification of the kink with a BPS Dp-brane.
Though we started with the derivative truncated action (6.145) which had already
been obtained from boundary string field theory [78], we can instead reconstruct the field
theory action from a given kink profile [119]. Now we describe how to do that. First of
all, we assume that we are given a kink profile
φ(x) = K(x/
√
α′). (6.154)
‘Kink’ means that K is a monotonically increasing or monotonically decreasing function
of x/
√
α′ so that dK/dx never vanishes. If K solves the equation of motion derived from
the action
S = T
∫
ddx
(
−α
′
2
∂µφ∂
µφ− V (φ)
)
, (6.155)
then the potential V (φ) satisfies
V (φ(x)) =
α′
2
(
dφ
dx
)2
=
1
2
(
K′
(
x√
α′
))2
. (6.156)
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Making use of the function K, we perform a field redefinition
φ(x) = K(T (x)) or T (x) = K−1(φ(x)), (6.157)
where the monotonicity of K guarantees the single-valuedness of K−1. In terms of T , the
kink profile is
T (x) = K−1(φ(x)) = K−1
(
K
(
x√
α′
))
=
x√
α′
,
and the potential is rewritten as
V (φ(x)) =
1
2
(
K′
(
x√
α′
))2
=
1
2
(
K′(T )
)2
. (6.158)
The kinetic term now becomes
(∂µφ)
2 =
(
∂µK(T (x))
)2
= (K′(T ))2 (∂µT )2. (6.159)
Plugging (6.158) and (6.159) into (6.155), we eventually get the action
S = T
∫
ddx (K′(T ))2
(
−α
′
2
∂µT∂
µT − 1
2
)
. (6.160)
If we choose K′(T ) = e−T 2 and rescale xµ, we correctly recover the action (6.145). In
fact, the function K(T ) =
∫ T
e−u
2
du ∝ erf(T ) is nothing but the kink solution (6.150)
we found previously. From now on we consider the action on a non-BPS D(p+ 1)-brane
normalized as
S(T ) = 8τ˜p+1
∫
dp+2x(K′(T ))2
(
−α
′
2
∂MT∂
MT − 1
8
)
. (6.161)
Recalling the previous results, the tachyon T has mass squared m2 = − 1
2α′ and the
fluctuation spectrum about the kink solution T (x) = x
2
√
α′
contains states of mass2 M2n =
n/α′ , n = 0, 1, 2, · · ·, in particular there is no tachyonic state on the kink which we
want to identify with a BPS Dp-brane. Note that the mass spacing ∆m2 = 1/α′ is
twice the magnitude of the mass squared of the original tachyon, which agrees with the
GSO-projected spectrum of the superstring theory. Now we incorporate the gauge field
into the tachyonic scalar field theory (6.161). To do so, we again assume the Born-Infeld
form
S(T,A) = 8τ˜p+1
∫
dp+2x(K′(T ))2
(
−α
′
2
∂MT∂
MT − 1
8
)√
− det(ηMN + FMN)
= 8τ˜p+1
∫
dp+2x(K′(T ))2
(
−α
′
2
∂MT∂
MT − 1
8
− 1
32
FMNF
MN + · · ·
)
.(6.162)
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As in the bosonic case, we choose the axial gauge Ap+1 = 0 and define a new variable by
Bµ(x, y) = K′(T )Aµ and F˜µν = ∂µBν − ∂νBµ.
Then the F 2MN term becomes
SB(T ,B) = τ˜p+1
∫
dp+1y dx
[
−1
4
F˜µνF˜
µν
− 1
2α′
Bµ
(
−α′ ∂
2
∂x2
+
K′′′(x/2√α′)
4K′(x/2√α′)
)
Bµ
]
. (6.163)
It can be applied to the finite ℓ models by taking
K′ℓ(x/2
√
α′) = sechℓ(x/2
√
α′).
In this case, the Schro¨dinger potential
K′′′ℓ (x/2
√
α′)
4K′ℓ(x/2
√
α′)
=
ℓ2
4
− ℓ(ℓ+ 1)
4
sech2
(
x
2
√
α′
)
is just the ℓ-th exactly solvable reflectionless potential (6.111). In the ℓ→∞ model, in
which we choose K′(T ) = e−T 2 as remarked above, we obtain
K′′′(x/2√α′)
4K′(x/2√α′) =
x2
4α′
− 1
2
which is again the harmonic oscillator potential and the Schro¨dinger equation precisely
agrees with (6.153) for the scalar fluctuations. So there are gauge fields with mass
squared α′M2n = n (n = 0, 1, 2, · · ·) on the kink world-volume, the mass spacing being
twice the mass squared of the original tachyon. Though we partially fixed the gauge by
imposing the axial gauge condition Ap+1 = 0, the action (6.162) on the D(p + 1)-brane
still has a residual gauge invariance under
Aµ(x
M ) −→ Aµ(xM ) + ∂µε(y) (6.164)
if ∂ε/∂xp+1 = 0 holds (this condition is necessary for Fp+1,µ = ∂Aµ/∂x
p+1 to be invari-
ant). This residual gauge symmetry is succeeded to by the massless gauge field on the
kink world-volume. This fact is immediately seen from the action (6.163). Since the
mass term vanishes for the massless gauge field, the Lagrangian is simply −1
4
F˜µνF˜
µν ,
which is manifestly invariant under
Bµ(y) −→ Bµ(y) + ∂µε(y). (6.165)
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This can be recast as follows: In terms of the newly defined Bµ field, the gauge trans-
formation (6.164) has the form
Bµ(x, y) −→ Bµ(x, y) +K′(x/2
√
α′)∂µε(y). (6.166)
Now we decompose Bµ(x, y) into the product of the field Bµ(y) living on the kink world-
volume and the eigenfunction ξ(x) of the Schro¨dinger equation (we concentrate only on
the massless field). But noticing that the massless ground state wavefunction has the
same form as the derivative K′ of the kink profile, the decomposition becomes
Bµ(x, y) = Bµ(y)K′(x/2
√
α′).
Substituting it into (6.166), we eventually find the gauge transformation of the massless
gauge field living on the kink to be
Bµ(y) −→ Bµ(y) + ∂µε(y),
which exactly coincides with (6.165). In other words, due to the special property that the
ground state wavefunction agrees with the derivative of the kink profile, the definition
combined with the decomposition
K′(x/2
√
α′)Aµ ≡ Bµ(x, y) = Bµ(y)K′(x/2
√
α′)
leads to Aµ = Bµ(y). From this expression, we can easily see that the massless gauge
field Bµ on the kink inherits the gauge transformation property from the bulk gauge field
Aµ. On the other hand, the massive gauge fields are gauge-fixed by the Lorentz-type
gauge condition ∂µBµ(n)(y) = 0 [120], as is seen from the action (6.163).
It was also considered in [120] to incorporate the massless fermion field into the
tachyon field theory model on a non-BPS D9-brane of Type IIA. Since there are both
GSO(+) and GSO(−) sectors on a non-BPS D-brane, a ten-dimensional massless Majo-
rana fermion (or two Majorana-Weyl fermions of opposite chirality) has 16 real degrees
of freedom after imposing the physical condition (Dirac equation). In contrast, the
massless bosonic content is the gauge field Aµ transforming as an 8-dimensional vec-
tor representation under the little group SO(8) of the full Lorentz group SO(9, 1). If
the kink configuration of the tachyon on the non-BPS D9-brane is to describe a super-
symmetric BPS D8-brane, then the spectrum on the kink world-volume must have the
Bose-Fermi degeneracy at least at the massless level. We will explain below how the
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number of fermionic degrees of freedom is reduced to 8. We begin by considering the
following coupling of the fermion ψ to the tachyon T ,
S = −τ˜9
∫
d10x(K′(T ))2
[
i
√
α′
2
ψΓM
↔
∂ Mψ +W (T )ψψ
]
, (6.167)
where ψ = ψ†Γ0, f
↔
∂ g ≡ f(∂g)− (∂f)g, W (T ) = − K
′′(T )
2K′(T ) and 10-dimensional gamma
matrices ΓM are constructed from the 9-dimensional gamma matrices γµ as
Γ9 = i
(
0 I16
I16 0
)
, Γµ =
(
γµ 0
0 −γµ
)
µ = 0, · · · , 8. (6.168)
One can easily verify that {ΓM ,ΓN} = −2ηMN holds if {γµ, γν} = −2ηµν , where ηMN =
diag(−1, 1, · · · , 1). We set x = x9, yµ = (x0, · · · , x8). As before, we perform a field
redefinition
χ(x, y) = K′(T )ψ.
The action (6.167) can be rewritten in terms of χ as
S = −τ˜9
∫
d9y dx
(
i
√
α′χΓM∂Mχ+W (T )χχ
)
(6.169)
= −τ˜9
∫
d9y dx
[
i
√
α′χΓµ∂µχ+ χ
(
W (T ) −√α′∂/∂x
−√α′∂/∂x W (T )
)
χ
]
.
To see the fluctuation spectrum of the fermion field around the kink background, we put
T = T =
x
2
√
α′
. And we decompose the ten-dimensional 32 component Majorana spinor
χ into two 16 component Majorana-Weyl spinors χ1, χ2 as χ =
(
χ1
χ2
)
. If χ satisfies the
following eigenvalue equation(
W (T ) −√α′∂/∂x
−√α′∂/∂x W (T )
)(
χ1
χ2
)
=
√
α′m
(
χ1
−χ2
)
, (6.170)
the action (6.169) becomes
S = −τ˜9
∫
d9y dx
2∑
i=1
√
α′
(
iχiγ
µ∂µχi +mχiχi
)
,
where χi = χ
†
iγ
0. Hence the − sign on the right hand side of (6.170) is needed. If we
take the linear combinations χ± = χ1 ± χ2, two equations (6.170) are written as{
α′−1/2W (T )χ+ − ∂χ+/∂x = mχ−
α′−1/2W (T )χ− + ∂χ−/∂x = mχ+
.
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Combining these two equations, we get the Schro¨dinger equations(
−α′ ∂
2
∂x2
+W 2
(
x
2
√
α′
)
± 1
2
W ′
(
x
2
√
α′
)
− α′m2
)
χ± = 0. (6.171)
Though it can be applied to the finite ℓ models, we consider the ℓ→∞ case only. Using
the kink profile K′(T ) = e−T 2 , we can compute
W (T ) = − K
′′(T )
2K′(T ) = T =
x
2
√
α′
,
W ′(T ) = −K
′′′(T )
2K′(T ) +
1
2
(K′′(T )
K′(T )
)2
= 1.
Focusing on the single mode χ±(x, y) = ζ±(y)ξ±(x), the equations (6.171) now read[
−α′ d
2
dx2
+
(
x2
4α′
± 1
2
)]
ξ±(x) = α′m2ξ±(x). (6.172)
For the ξ− modes, mass eigenvalues are α′m2 = n = 0, 1, 2, · · · so that the ground state is
massless, as usual. However, since the harmonic oscillator potential is shifted by one unit
for ξ+ modes, the resulting mass eigenvalues are also shifted to α
′m2 = n+1 = 1, 2, 3, · · ·.
Therefore, no massless fields are induced by the localization of χ+ spinor on the kink
world-volume. After all, the number of physical massless fermionic degrees of freedom
gets reduced to 8 (half of original 16) on the kink. For the sake of confirmation, let us
count the number of bosonic degrees of freedom as well. The original gauge field 8 of
SO(8) on the non-BPS D9-brane gives rise to the massless gauge field transforming as
7 under SO(7) after being localized on the kink world-volume, as discussed before. The
‘lost’ eighth component, which represents the translation mode of the kink, is provided
by the lowest massless scalar mode arising from the localization of the original tachyon
field T . In this way, we have seen that the Bose-Fermi degeneracy is achieved on the
kink world-volume by considering the couplings (6.162), (6.167) of the gauge field and
fermion to the tachyon, when restricting ourselves to the massless sector. Although this
result is necessary to identify the kink with the supersymmetric BPS D8-brane, it is
not sufficient at all. In particular, in order to see whether the Bose-Fermi degeneracy is
extended to all the massive states we must consider the full string field theory on the
non-BPS D9-brane.
We close this section by giving a brief comment on the extension of the tachyon field
theory model to include higher derivative terms [120]. As one possibility, the following
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‘modified Born-Infeld’ action [35, 36]
S = −τ˜p+1
∫
dp+2x U(T )
√
− det(ηMN + FMN + 8α′∂MT∂NT ), (6.173)
U(T ) = e−2T
2
,
was considered. It was shown that this action has the following pleasant features:
• The kink-like profile T (x) = ux of the tachyon field solves the equation of motion
derived from (6.173) if the value of u is pushed to infinity, just like the exact
solution in boundary string field theory.
• The open string tachyon on the original non-BPS D(p+ 1)-brane has mass
m2 = −1/2α′.
• When expanding the tachyon field about the kink profile as T = ux + T˜ , the
fluctuation spectrum of T˜ on the kink world-volume shows that the mass spacing
between two neighboring states is ∆m2 = 1/α′, which is twice the absolute value
of the tachyon mass squared.
However, this model does not give the perfect description of the system:
• The ratio of the tension is wrong,
T8
τ˜9
= 2
√
πα′ 6= 2π
√
α′
1√
2
.
• When one examines the gauge fluctuations about the kink background by expand-
ing the square root of determinant to second order in FMN , he finds that the mass
spacing is given by ∆m2 = 1/2α′ in the limit u → ∞, which is not the expected
value (1/α′), though finite.
From these results, it may be that although the proposed form (6.173) of the action is
simple and interesting, the full boundary string field theory action for the tachyon field
ought to have more complicated structure.
6.3 Large Marginal Deformations
In subsection 6.2.2, we saw that the expectation value of the massless scalar field η1(y)
living on the tachyonic lump, associated with the wavefunction ξ1(x) which is the deriva-
tive of the lump profile φ(x), represents the infinitesimal translation of the lump (eq.
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(6.134)). In order to implement finite translations, however, not only the massless trans-
verse scalar mode but also other massive fields must be given nonzero expectation values
in string field theory. This fact can easily be seen in the ℓ→∞ field theory model [118].
When we consider displacing the lump φ(x) = e−
x2
4α′ centered on x = 0 by a distance
a, we write the shifted lump profile φ(x − a) as a superposition of the wavefunctions
centered at x = 0,
φ(x− a) = e− (x−a)
2
4α′ =
∞∑
n=0
(−a)n
n!
dn
dxn
φ(x)
= φ(x) +
∞∑
n=0
ηnξn(x), (6.174)
where the wavefunctions
ξn(x) =
1
2n/2
√
n!
Hn
(
x√
2α′
)
e−
x2
4α′
(
φ(x) = ξ0(x)
)
are normalized as ∫ ∞
−∞
dx ξm(x)ξn(x) =
√
2πα′δnm,
as mentioned earlier. Due to this orthogonality, we can determine the coefficients ηn’s
(constant fields on the lump) as
1 + η0 = e
− a2
8α′ ,
ηn =
1
2n
√
n!
(
a√
α′
)n
e−
a2
8α′ for n ≥ 1.
These results clarify that all ηn’s must acquire nonvanishing values to shift the lump
by a finite distance a. In particular, we should note that the zero mode η1, which is
responsible for an infinitesimal displacement, has a finte range of values: the ‘string field
theory marginal deformation parameter’ η1 is plotted in Figure 6.8 as a function of the
‘CFT marginal deformation parameter’ a. When we increase a beyond the critical value
2
√
α′, η1 begins to decrease and higher level fields are turned on. For example, we also
plotted η5 in Figure 6.8, which becomes large around a ≃
√
20α′. Such a behavior of
the marginal deformation parameter (i.e. massless field) as being restricted to the finite
range of values, was in fact observed in bosonic cubic string field theory [121]. To see
this, we consider the following string field
|Φ〉 = (φ+ A25α25−1)c1|0〉, (6.175)
where A25 is the constant mode of the 25-th gauge field component, namely the Wilson
line. But if we take the T -dual in the x25-direction, A25 can be regarded as a transverse
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Figure 6.8: Plot of η1 (solid line) and η5 (dashed line) as functions of the deformation
parameter a.
scalar representing the translation of the lower dimensional D-brane. Substituting the
string field (6.175) into the string field theory action, we get the potential
f(Φ) = − S(Φ)
τpVp+1
= 2π2α′3
− 1
2α′
φ2 +
1
3
(
3
√
3
4
)3
φ3 +
3
√
3
4
φA225
 . (6.176)
We now integrate out the tachyon field φ by its equation of motion to obtain the effective
potential for the marginal parameter A25. The quadratic equation of motion
K3φ2 − 1
α′
φ+KA225 = 0 with K =
3
√
3
4
is solved by
φM =
32
81
√
3α′
1−
√
1− 729
64
α′2A225
 or φV = 32
81
√
3α′
1 +
√
1− 729
64
α′2A225
 ,
(6.177)
where the superscript M indicates that the solution is on the Marginal (M-)branch in
the sense that this branch contains the unstable perturbative vacuum φM = A25 = 0 and
A25 is massless around it, while the superscript V stands for the ‘closed string Vacuum’
(V -)branch. It is clear from these expressions that real solutions exist only if the value
of the marginal parameter A25 lies within the following finite range
|A25| ≤ 8
27α′
.
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Furthermore, the fact that higher level fields must be switched on to implement a large
translation implies that the effective potential for the massless field A25 does not have
exact flat directions to any given finite order in the level truncation scheme. In fact, the
effective potential for A25 on theM-branch at level (1,2) can be obtained by substituting
φM into (6.176) as
fM(1,2)(A25) = −2π2
210
310
[
1− 3
7
27
α′2A225 −
(
1− 729
64
α′2A225
)3/2]
≃ 3
3π2
24
(α′A25)4 +
38π2
211
(α′A25)6 + . . . , (6.178)
which is not exactly zero, though A225 term is absent because of the masslessness of A25.
This M-branch as well as the V -branch is illustrated in Figure 6.9. Our expectation is
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Figure 6.9: The effective potential for A25 at level (1,2). The solid line represents the
M-branch, while the dashed line the V -branch.
that the effective potential for A25 becomes flatter as we increase the level of approxima-
tion, because large translations need the help of an infinite number of higher level fields.
This expectation was in fact verified in [121] up to level (4,8), and this result in turn
suggests that the effective potential for the string field marginal parameter A25 would
be exactly flat if we could deal with the full string field theory without level truncation
approximation.
Since the finiteness of the range of definition of the effective potential for A25 and the
branch structure of it originate in the square root branches of the quadratic equations of
motion just as in the case of the effective tachyon potential we saw in subsection 2.9.1,
the M-branch meets the V -branch at the critical value of A25, e.g. A25 = 8/27α
′ at level
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(1,2), at which the discriminant vanishes. And the effective potential cannot be extended
beyond that value. From the observation (Figure 6.8) of the expectation values of the
fields ηn as functions of the displacement a, we can propose the following picture [117]:
For small values of a, mainly the massless mode A25 contributes to the displacement
of the brane so that A25 grows along the M-branch as a increases. When a reaches
some critical value, however, A25 takes a maximum value and after that A25 begins to
decrease toward zero through some missing branch on which various higher level fields
acquire nonzero expectation values to realize the large translation. That is to say, there
is two-to-one correspondence between the CFT marginal parameter a and the string
field theory marginal parameter A25, although the full set of string field deformation
parameters, of course, corresponds to the displacement a in a one-to-one manner. Given
that the above explanation is really correct, the effective potential for the string field
marginal parameter A25 should have the finite range of definition even in the full string
field theory, though we cannot conclude it to our present knowledge.
We now turn to the superstring case. Similar calculations were carried out [122]
using Berkovits’ open superstring field theory, and we will quote the results from it. For
a non-BPS D-brane, we first consider the string field truncated to level 1
2
,
Φ̂ = t · ξce−φ ⊗ σ1 + A9 · ψ9ξce−φ ⊗ I, (6.179)
where A9 is the constant mode of the 9-th gauge field component. Substituting it into
the action (3.101) for a non-BPS D-brane, we get the level (1
2
, 2) potential
f( 1
2
,2)(Φ̂) = −
2π2g2o
Vp+1
S( 1
2
,2)(Φ̂)
= −2π2
(
1
4
t2 − 1
2
t4 +
(
1
2
−
√
2
)
t2A29 −
3
8
A49
)
. (6.180)
To integrate out the tachyon field t, we derive the equation of motion for t,
−2t
(
t2 − 1
4
−
(
1
2
−
√
2
)
A29
)
= 0,
which has two (up to the sign of t) solutions
tM = 0 and tV = ±1
2
√
1− 2(2
√
2− 1)A29. (6.181)
The V -branch, as ever, terminates at the critical value
|A9| =
√
2
√
2 + 1
14
≃ 0.523,
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at which the V -branch is merged with the M-branch, whereas the M-branch extends
over the whole value of A9. Plugging the solution t
M = 0 back into the potential (6.180),
we trivially obtain the effective potential for A9 on the M-branch at level (
1
2
, 2) as
fM( 1
2
,2)(A9) =
3π2
4
A49, −∞ < A9 <∞. (6.182)
The M-branch solution tM = 0 always exists because the multiplicative conservation
of eπiF or equivalently the trace over the internal Chan-Paton matrices forces the fields
in the GSO(−) sector to enter the action in pairs. In other words, the GSO(−) fields
can consistently be set to zero altogether, provided that we need not give a nonzero
expectation value to any of them (especially the tachyon). Hence, if we are not interested
in the V -branch which is continuously connected to the closed string vacuum, e.g. t =
±1/2 6= 0 at level (1
2
, 2), then the effective potential for A9 on the M-branch in the
non-BPS D-brane case can be regarded as identical to that of the BPS D-brane case.
When we increase the level to (3
2
, 3), we find the M-branch effective potential to be
fM( 3
2
,3)(A9) =
17π2
108
A49, −∞ < A9 <∞, (6.183)
which has become flatter than (6.182), as expected. Also at this level of approximation,
the domain of definition of the effective potential for A9 is not restricted to a finite region.
This statement is, however, not so meaningful in the following sense: Focusing on the
M-branch, the fields which must be given expectation values are all in the GSO(+) sector
and have half-integer levels. At level (3
2
, 3) approximation, every field other than A9 has
level 3
2
, so that the higher level fields enter the action only quadratically at level (3
2
, 3).
As a result, their equations of motion are linear and can be solved uniquely, giving rise to
no branch structure. Therefore we have to extend the calculations to still higher levels in
order to see whether or not the string field marginal parameter A9 is restricted to some
finite range.
6.4 Comments on p-adic String Theory
It was pointed out that the p-adic string theory (see [123] and references therein) can be
used to check the conjectures on tachyon condensation. In this theory, one can compute
tree-level N -tachyon amplitudes for arbitrary N ≥ 3. This enables us to write the
effective spacetime (world-volume of a space-filling D(d − 1)-brane) action consistently
truncated to the tachyon sector as
S(φ) = 2
p+ 1
p− 1τd−1
∫
ddx
(
−1
2
φp−
1
2
∂2φ+
1
p+ 1
φp+1
)
, (6.184)
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where p is a prime number and τd−1 denotes the tension of a D(d−1)-brane. The tachyon
potential
V (φ) = −1
2
φ2 +
1
p+ 1
φp+1 (6.185)
shows the same qualitative behavior as Vℓ+1(φ) defined in (6.113) which is plotted in
Figure 6.6. It has a maximum (the original D(d − 1)-brane) at φ = 1 and a local
minimum (the closed string vacuum) at φ = 0. In fact, the latter has no perturbative
physical excitation because the quadratic form exp
(
α′
2
k2 ln p
)
has no zero for finite real
value of k2 = −m2. We determined the normalization of the action (6.184) such that
S(φ = 0) = 0 and S(φ = 1) = −τd−1Vd hold. The equation of motion derived from the
action (6.184) is given by
p−
1
2
∂2φ = φp. (6.186)
This is solved by the following Gaussian profile
φ(x) =
d−1∏
i=q+1
f(xi), (6.187)
f(x) = p
1
2(p−1) exp
(
− p− 1
2p ln p
x2
)
, (6.188)
because the function f(x) satisfies
exp
(
−1
2
ln p
∂2
∂x2
)
f(x) = [f(x)]p, (6.189)
which can be verified by moving to the Fourier space. Since φ(x) (6.187) is localized in the
(d− q− 1)-dimensional transverse space, it represents a solitonic q-brane solution which
is to be identified with a Dq-brane in p-adic string theory. Its tension Tq is calculated as
S(φ) = −τd−1
∫
dq+1x
//
∫
dd−q−1x⊥
d−1∏
i=q+1
[
p
p+1
2(p−1) exp
(
−p
2 − 1
2p ln p
x2i
)]
= −
(
pp/(p−1)√
p2 − 12π
√
α′p
)d−q−1
τd−1 · Vq+1 ≡ −TqVq+1,
where we used the relation
1
2πα′p
=
1
ln p
for the tension of the p-adic string. It is almost obvious from the form (6.187) of the
lump solution that the effective action for the (tachyonic) fluctuation around the lump
solutions of various codimension has self-similarity (descent relation), as is the case for
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background independent open string field theory and the ℓ→∞ field theory model [87].
As a result, the ground state wavefunction in the transverse space which is associated
with the tachyon field living on the lump world-volume coincides with the lump profile
itself so that only the tachyon field condenses when the unstable lump decays, meaning
that all the higher modes can consistently be set to zero. A comparison between the
world-volume theory of the solitonic q-brane and that of the Dirichlet q-brane was made
in [123], and the fluctuations around the lump solutions were investigated in [124]. Even
if the tachyon condensation phenomenon in the p-adic string theory had nothing to do
with that in the ordinary bosonic string theory, it would serve as a simple model which
reproduces the results expected in string theory.
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Chapter 7
Concluding Remarks
In this paper, we have reviewed the various aspects of the study of tachyon condensation,
laying special emphasis on the open string field theories. From the point of view of the D-
brane phenomenology, we have succeeded in obtaining direct evidence for the conjectured
dynamics of the D-brane, such as the decay of the unstable D-brane, pair-annihilation
of the brane-antibrane system and the formation of the lower dimensional D-branes as
lumps or topological defects, although many pieces of indirect evidence had already been
obtained from the arguments in the framework of the first quantized string theory. But
it is true that almost everyone has believed these conjectures without any rigorous proof
because these phenomena are such simple and have plain analogies in familiar particle
physics. In this sense, ‘examinations of tachyon condensation using string field theory’
might be ‘confirmations of the correctness of open string field theories in the light of
tachyon condensation.’ In fact, the original proposal of cubic superstring field theory
seems to be rejected from this standpoint, as we saw in section 3.2.
Although the general framework of string field theory was constructed a decade ago,
its development has been rather slow as compared with other progress represented by
string duality for example, since there have been no subjects to which the string field
theory could be applied. Recently, the study of the off-shell tachyon potential in the
context of the (non-BPS) D-brane physics at last required making use of open string
field theory. In the course of the research in this direction, the understanding of the
string field theory itself, e.g. the usefulness of the level truncation scheme and the
reliability of the superstring field theory as well, has made great advances. We hope
that further developments, especially including even the closed string field theory, will
be driven by deep insight into physics, hopefully in the near future.
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