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Abstract
The last decade has witnessed great expansion in research and study of complex net-
works. A complex network is a large-scale network that reflects the interactions between
objects or components of complicated systems. These components, known as clusters,
communities or modules, perform together in order to provide one or more functions of
the system. A vast number of systems, from the brain to ecosystems, power grids and the
Internet, criminal relationships and financial transactions, can all be described as large
complex networks. For most complex networks, the complexity arises from the fact that
the structure is highly irregular, complex and dynamically evolving in time; and that the
observed patterns of interactions highly influence the behaviour of the entire system.
One of the topological properties that can expose the hierarchical structure of com-
plex networks is community structure. Community detection is a common problem in
complex networks that consists in general of finding groups of densely connected nodes
with few connections to nodes outside of a group. The lack of consensus on a definition
for a community leads to extensive studies on community structure of complex networks
in order to provide improved community detection methods.
Community structure is a common and important topological characteristic of many
real world complex networks. In particular, identifying communities in bipartite networks
is an important task in many scientific domains. In a bipartite network, the node set
consists of two disjoint sets of nodes, primary set (P ) and secondary set (S), such that
links between nodes may occur only if the nodes belong to different sets. There are really
two approaches to identifying clusters in a bipartite network: the first, and more common,
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is when our real interest is in community structure within the primary node set P ; and
the second is when our real interest is in bipartite communities within the whole network.
Thus, in this research we investigate and study the state-of-the-art of community de-
tection algorithms, in particular, those to identify the communities in bipartite networks
in order to provide us with a more complete understanding of the relationship between
communities. The practical aim is to derive a coarse-grain description of the network
topology that will aid understanding of its hierarchical structure. The research of the
thesis consists of four main phases.
First, one of the best algorithms for community detection in classical networks, In-
fomap, has not been adapted to the big and important class of bipartite networks 1. This
research gap is one focus of the thesis. We integrate the weighted projection method
for bipartite networks based on common neighbors similarity into Infomap, to acquire a
weighted one mode network that can be clustered by this random walks technique. We
apply this method to a number of real world bipartite networks, to detect significant
community structure. We measure the performance of our approach based on the ground
truth. This requires deep knowledge of the formation of relations within and between
clusters in these real world networks. Although such investigation is excessively time con-
suming, and impractical or impossible in large networks, the result is much more accurate
and more meaningful and gives us confidence that this method can be usefully applied to
large networks where ground truth is not known.
Second, several possible edge additions are conducted to test how random walks based
algorithm, Infomap, performs when the minimal modification is made to convert a bipar-
tite network to a nearly bipartite (but unipartite) network. The experiments on small
bipartite networks obtain encouraging results.
1After the original submission of this thesis, an adaptation of the Infomap algorithm to bipartite
networks has appeared [85].
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Third, we shift focus from community detection based on random walks to commu-
nity detection based on the strongest communities possible in a bipartite network, which
are bicliques. We develop a novel algorithm to identify overlapping communities at the
base level of hierarchy in bipartite networks. We combine existing techniques (bicliques,
cliques, structural equivalence) into a novel method to solve this new research problem.
We classify the output communities into 5 categories based on community strength. From
this base level, we apply the Jaccard index as a threshold in order to reduce the redun-
dancy of overlapping communities, to obtain higher levels of the hierarchy.
We compare results from our overlapping approach with other concurrent approaches
not only directly to the ground truth, but also using a widely accepted scale for evaluating
the quality of partitions, Normalized Mutual Information (NMI).
In the last phase of the thesis, a large financial bipartite network collected during 6
months fieldwork is analysed and tested in order to reveal its hierarchical structure. We
apply all methods presented in Chapter 3, Chapter 4 and Chapter 5.
The main contribution of this thesis is an improved method to detect the hierarchical
and overlapping community structure in bipartite complex networks based on structural
equivalence of nodes. More generally, it aims to derive a coarse-grain depiction of real
large-scale networks through structural properties of their identified communities as well
as their performance with respect to the known ground truth.
T. Alzahrani 3
Introduction
T
he last decade has witnessed great focus on research and study of complex net-
works. A complex network is a large-scale network that reflects the interactions
between objects or components of complicated systems. These components, known as
clusters, communities or modules, perform together in order to provide one or more func-
tions of the system [127]. Moreover, these components as whole exhibit properties that
are not visible from the properties of the individual object. A vast number of systems,
from the brain to ecosystems, power grids and the Internet, criminal relationships and
financial transactions, can all be described as large complex networks. For most com-
plex networks, the complexity arises from the fact that the structure is highly irregular,
complex and dynamically evolving in time; and that the observed patterns of interactions
highly influence the behaviour of the entire system.
Complex networks are big and have so much internal irregular topological structure
that they can not easily be studied and understood in terms of classical graph theory,
they need statistical physics techniques combined with mathematical network science to
analyse them. An enormous variety of real world networks can be represented as graphs
whose nodes classify the elements of the data set and the relations and/or the interac-
tions among those elements are represented by the edges. In this sense, the network is a
parallel substitution of graph theory that provides powerful tools to analyze systems or
phenomena by exhibiting their structure. Perhaps the physical Internet network is the
first framework for studying the topological structure of a large-scale, complex network. It
is constructed from physical data connections that connect computers to each other or to
related devices. After this, numerous systems have been recognized as complex networks,
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from real world to artificial systems.
In social systems, the network can be represented from individual interactions be-
tween people or groups of people such as of friendship, sexual relationships and etc. The
infrastructure of high voltage transmission lines (known as power grids) that provides
electricity for cities and between countries; the transportation lines from airlines routes
to road maps, the interconnections between neurons in brain system are other examples
of complex networks. The World Wide Web (WWW) where a web page links to another
web page through hyperlinks, is another form of complex network containing millions and
in some case billions of hyperlinks. The investigation of WWW networks led to the birth
of new clustering techniques in many sophisticated web search engines, such as Google
and others. The economic and finance frameworks, where the transactions among the
participant institutions, as well as the large dynamic fluctuations in trading markets,
form complex networks. In terrorist groups, socialization and friendship relations, where
the hidden patterns, characterized by the secrecy of movements and exchanging of the
schemers, is a dark complex network.
The common results from previous studies of large-scale networks are described by
complex topologies and heterogeneous structure. These can be recognized by non-trivial
correlation such as hierarchical ordering, high clustering and scale free properties.
Community detection
By knowing the topological structure of the systems we can address many crucial and
interesting questions in order to enhance the global desired functions. For the famous
example of the Internet, we can address questions such as, how to route data as packets
in an efficient way, how to avoid the bottlenecks of the traffic flow when delivering infor-
mation, how to decrease the time consumed for such traffic, what is the fast and safe path
to consider to reach the target. We can go into even more depth, by elucidating questions
like how computer viruses are spreading through the Internet, and what mechanisms they
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follow to hit organizations. Also in dark networks, we can reveal the hidden relationships
between individual terrorists. One of the important topological structure of the systems
or networks is community structure.
Community structure is a common and important topological characteristic of many
real world complex networks. Community detection is a common problem in complex
networks that consists in general of finding groups of densely connected nodes with few
connections to nodes outside of a group. A very large number of clustering algorithms
is available for community detection in networks. These algorithms try to identify sub-
graphs (often called communities, clusters or modules) which are more tightly connected
internally, according to a particular measurable rule, than they are connected to the rest
of the network. The practical aim from identifying communities is to derive a coarse-
grain picture of a real large-scale network which will aid understanding of its hierarchical
structure, the interactions among nodes in the communities, and the role of the nodes in
each community.
There may not be a strong correlation between the clusters found by an algorithm and
the ground truth of community structure within the network, since real-world community
formation may be a result of many interacting and potentially unmeasurable rules. In
any case, the ground truth in a real network may not be directly discernable by virtue
of the network’s size and complexity. Thus we would like to have some confidence in the
meaningfulness of the optimal partition arrived at by a clustering algorithm.
Bipartite networks
This issue becomes more complicated for bipartite (or, more generally, multipartite)
networks. Simple, or unipartite, networks are the typical framework for complex network
study. However, many complex networks can best be described as bipartite [70]. In a bi-
partite network, the node set consists of two disjoint sets of nodes such that links between
nodes may occur only if the nodes belong to different sets. Examples of bipartite networks
are citation networks between authors and published papers in academia, recommenda-
T. Alzahrani 6
INTRODUCTION Highlight of complex networks
tion systems in online purchasing, protein interaction networks in biological science and
movie-actor networks in social networks.
Obviously, every bipartite network can be treated as unipartite by ignoring the node
partition, but in the last few years, there has been increasing motivation to analyse bi-
partite networks as a separate network category, and in particular to investigate their
community structure.
Usually one set of nodes in a bipartite network, the primary set P , is of more interest
for a particular purpose than the other, the secondary set S. In this case, P may be
treated as the node set of a unipartite projection network, whose edges are derived from
linking information in the bipartite network. A battery of unipartite clustering algorithms
may then be applied directly to the projection. The roˆles of the two node sets can be
switched for different applications.
Many real networks arise naturally as projections of bipartite networks. It has also
been argued [70] that every complex network is a projection of a bipartite network con-
structed from its node set (as P ) and from a set of cliques that it contains (as S), and
that this bipartite model explains many of the network’s main properties.
There are different ways of defining the edges in a projection on P . Furthermore, the
structure of the projection on P will depend on S in important ways: in [121] it is shown
that the degree distribution of the projection on P depends very strongly on the degree
distribution of S.
So there are really two approaches to identifying clusters in a bipartite network: the
first, and more common, is when our real interest is in community structure within the
primary node set P ; and the second is when our real interest is in bipartite communities
within the whole network.
In this thesis we use both approaches. We outline recent work on community detection
algorithms for unipartite networks and how they have been adapted, or else cannot be
applied directly, to bipartite networks.
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Challenges in Complex Networks
The shared asymptotic properties between several research fields such as statistical
physics, graph theory and computer science expand radically the idea of emergence in
complex networks. Moreover, there has been increased attention on the potential impli-
cations of complex networks structure. Furthermore, the variety of existing tools from
mathematical, computational and statistical research lead to enhancing the representation
of complex systems as networks in order to reveal the complex system’s topological struc-
ture. Earlier than 1990, researchers used to analyse data using either statistical theory or
mathematical models in order to explore the structure of hidden pattern in the datasets.
These datasets have become larger and larger [102] which makes previous approaches not
realistic and inefficient.
From my point of view, there are several factors that can be challenges, directly or
indirectly, in the evolution of research into and study of complex networks:
• The meaning of large data has been changed, and consequently datasets start to
expand and build themself with the evolution of social media, such as Twitter,
YouTube and Facebook.
• In addition, there has been noticeable growth in collaborations between scientific
researches like biology, social science and globalization which lead to addressing
new issues that need to be solved.
• Moreover, the availability of very high performance computational resources,
such as super computers and new clustering techniques, encourages scientists
to test and edit their models that are designed for a particular purpose very
quickly.
• Finally, the gradual collaborations between researchers from different disciplines
allows for new demands in the area of real world complex networks.
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Outline of the Thesis
The main goal of the thesis is to introduce and study new methods for community
detection in complex bipartite networks. These methods provide us with coarse-grain
depiction of real large-scale networks through structural properties of their identified
communities as well as measurement of their performance with respect to the ground
truth where known.
The thesis contains seven chapters which are organized as follows. The present in-
troduction highlights the importance of the field of complex networks in general, and
illustrates how researches in this area attracted scientists and scholars.
Chapter 1 gives an overview of the basic network definitions and important concepts
which are used throughout the thesis. Moreover, it presents ways of evaluating structural
clusters, or communities. It also serves to clarify notations. I include my own categorisa-
tion of community strength into 5 categories. Overviews on bipartite networks structure
and properties and on Markov chains are given, and I state the random walk periodicity
problem for bipartite networks.
Chapter 2 contains a literature review of significant community detection algorithms
in complex networks. It covers both one mode, “unipartite” or “classical”, network al-
gorithms as well as two mode, “bipartite”, network algorithms. The chapter outlines
commonly known algorithms according to widely accepted benchmark comparative anal-
ysis. It also highlights the issue of resolution limits for community detection algorithms.
From Chapter 3, I start presenting the main results of the thesis. I discuss known ap-
proaches to projection on bipartite networks. I demonstrate the results of my integrated
weighted projection method with the random walks algorithm with the best performance,
according to two benchmarks, Infomap, and compare it with the best performing mod-
ularity algorithm, Louvain. The weighted projection method for bipartite networks is
illustrated and discussed before presenting the graphical and numerical results, which
have two purposes. One is to discuss how my approach presents very encouraging, valu-
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able and meaningful communities. The other is to investigate the ground truth behind the
revealed structural communities. I evaluate the efficacy of the algorithm on 6 real-world
networks, one of them a de facto benchmark network. These bipartite networks are of
increasing size and complexity.
In Chapter 4, I shift focus to test different strategies that may enable the Infomap
algorithm to detect meaningful structural communities on a bipartite networks directly.
Four strategies have been presented, to break periodicity, and discussed. First, we add
a single edge to nodes in the bipartite network based on their degrees. Three cases we
follow here, once between the two maximum degree nodes in P , once between the two
maximum degree nodes in S and once between maximum degree nodes in each set of the
bipartite network at the same time. Second, we add an edge between a pair of nodes in P
at random. Third, we add a loop on every node of the bipartite network. Fourth, we add
a loop on a single node of the bipartite network at random. The resulting communities
show some encouraging output, and illustrate a new way that the random walk based
algorithm could be considered for community detection in bipartite networks.
In Chapter 5, rather than looking for communities based on random walks we are
looking for communities that are based on the strongest community structure possible in
bipartite networks, which is bicliques. Hence, we present a new overlapping and hierar-
chical community detection approach for bipartite networks. In the first stage, we aim
to detect communities at the base hierarchy level, by a combination of different theoreti-
cal methods (maximal bicliques, cliques, structural equivalence of nodes). I demonstrate
that the method successfully detects a base hierarchical level of overlapping bipartite
network communities. Then at the second level, I illustrate reducing the redundancy of
overlapping communities to obtain higher levels of the hierarchy. Moreover, the resulting
communities are classified into 5 strength categories.
The efficacy of the method is examined using three real world bipartite networks,
including the benchmark one and a large one in Chapter 6, as well as generated syn-
thetic bipartite networks. Through evaluation, I demonstrate that it is possible to detect
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significant community structure using a combination of different theoretical community
detection approaches. Also, I test two of the concurrent algorithms on benchmark bipar-
tite network and on synthetic bipartite networks in order to compare results with those
from my proposed overlapping approach.
In Chapter 6, I demonstrate experimentally the applications in Chapter 3, Chapter
4 and Chapter 5 to analyse a large real-world financial dataset with the goal of detecting
community structure and analysing its structural properties. This financial data is rep-
resented by a bipartite network, and was gathered by me during 6 months field work in
the Ministry of Finance in Saudi Arabia, for supporting my PhD research.
The last Chapter of the thesis serves as the conclusion and outline of future work.
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Chapter 1
Network topology
I
n order to understand the complexity in different systems of real world phenomena, as
complex networks, we should first understand their basic interaction patterns. These
complex systems can be represented by graphs; hence in this Chapter first I will emphasise
the basic definitions and notations for the graph theory. After that, I will highlight the
gradual development in the existing models of complex networks. An overview will be
given on community structure, overlapping communities and approaches to compare com-
munities. Then, I focus on bipartite networks and highlight some of their properties. The
last section is a short description of Markov chains and random walks. My contribution
in this chapter is to classify communities into 5 categories based on their strength.
1.1 Basic graph concepts
1.1.1 Notation
An undirected (directed) graph G is defined by G = (V,E) and consists of two sets V and
E, where V 6= ∅ is a set of objects called nodes, and E is a set of unordered (ordered)
pairs of the objects called edges. We write V = {v1, v2, .., vn} where |V | = n is the number
of nodes, and E = {e1, e2, .., em} where |E| = m is the number of edges. The edge ei can
have a weight on it, which represents the strength of connection between two nodes. In
general, graphs can have multiple edges between two nodes and loops at a node. A graph
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with no multiple edges or loops is called a simple graph.
The size of undirected simple graph G is the number of nodes n, and the maximum number
of edges is n(n− 1)/2. An undirected simple graph with n nodes and maximum number
of edges is a complete graph or clique, denoted Kn. In case of a simple directed graph, the
ordering of nodes forming edges is important : (vi, vj) is an edge from node vi to node vj.
The maximum number of directed edges is equal to n(n− 1).
Throughout the thesis, an individual edge will not be weighted and a weight will refer
to the count of multiple edges between nodes, unless it is explicitly stated otherwise. If
the network has multiple edges then wij is the number of edges from node vi to node vj.
1.1.2 Representations of a graph
A graph can be drawn as dots or small circles, denoting the nodes, and connecting these
small circles by lines, denoting the edges, according to their adjacency. In a directed
graph, the lines between nodes have an arrowhead which indicates the direction from the
start node to end node. When the network has a small number of nodes and edges, it is
useful to draw such a graph. However, a powerful mathematical representation that can
be used in analytical calculations and for theoretical proof is the adjacency matrix, used
when the network size is large. In a simple graph the adjacency matrix A = [aij] is an
n× n square matrix defined as:
aij =
 1 if(vi, vj) ∈ E0 if(vi, vj) /∈ E
The adjacency matrix for an undirected graph is symmetric, which means aij = aji,
however for a directed graph the adjacency matrix may not be symmetric.
Another representation of the network which is more practical and has a lower space
complexity is the edge list. The edge list is an m × 2, or m × 3 in case of a weighted
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(a) (b) (c)
(d) (e) (f)
Figure 1.1.1: Representation of an undirected (upper panels) and of a directed (bottom panels)
graph. In (a) is a weighted undirected graph with 7 nodes and 7 edges, while in (b) is the
associated adjacency matrix of the graph. In (c) is the corresponding edge list. In (d) is
the representation of a directed graph with 7 nodes and 8 edges, the corresponding adjacency
matrix is shown in (e) and the edge list appears in (f). Notice that in both graphs, node 6 is
an isolated node (a node which has no edges connected to it), and the representation of this in
both adjacency matrix (b) and (e) is reflected by zero in the 6th row and 6th column.
network, matrix where each row in this list represents the edge connecting the node in
column 1 to the node in column 2. Thus, isolated nodes will not appear in the edge list
since there is no edge connected to them. The edge list is a common representation for
a variety of network applications due to its simplicity and efficiency. In Figure 1.1.1 an
example of directed and undirected graphs with their corresponding adjacency matrix and
edge list is given.
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1.1.3 Degree of node
The degree of a node i is a local property of the network and is denoted ki. It means the
number of edges connecting to node i. From adjacency matrix A, the degree of node i is
the sum of row entries corresponding to node i, which can be expressed as:
ki =
∑
j
aij, (1.1)
for an undirected graph. For a directed graph the degree of node i is classified in three
categories: the in-degree kini =
∑
j aji that is the number of edges incoming to node i,
the out-degree kouti =
∑
j aij which is the number of edges outgoing from node i, and the
total degree of node i which is the sum ki = k
in
i + k
out
i . Another useful measure is the
average degree 〈k〉 of the graph. In an undirected graph:
〈k〉 ≡ 1
n
n∑
i=1
ki =
2m
n
(1.2)
For a directed graph, 〈kin〉 = 〈kout〉 = m/n. So the higher the average degree the more
dense the graph is. The density δ(G) of undirected graph G is the number of existing
edges in G divided by the number of possible edges in G,
δ(G) = (2m/n(n− 1)) (1.3)
1.1.4 Degree distribution
A fundamental topological property of a graph G is its degree distribution. It categorises
the nodes of the graph according to their degree, so it is the fraction P (k) of nodes having
degree k, or theoretically P (k) is the probability that a randomly chosen node has degree
k. The degree distribution can be computed from counting the number of nodes nk that
have the particular degree k over the total number of nodes in the graph, P (k) = nk/n.
The degree distribution plays a crucial role in distinguishing different models of complex
networks, as we can see in the following Section 1.2. For instance, the classical random
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graphs studied by Erdo˝s and Re´nyi [51, 52] have Poisson degree distribution, whereas
an enormous number of real world complex networks follow a power law distribution,
P (k) v k−γ, where 2 < γ ≤ 3, for higher degrees.
Such a power law distribution is also known as heavy tail which indicates that a few
nodes in the network have many edges, that is, large degree. In the Internet network
these high degree nodes are called “hubs”.
In a directed graph, the functions P (kin) and P (kout) have to be taken into consideration
instead of P (k).
1.1.5 Clustering
Clustering, also known in sociology as transitivity [173], is a common behavior, in
social networks, where two actors with common friends are more likely to know each
other [127]. In terms of graph G, the fundamental idea of clustering is the number of
triangles. These triangles are formed by three nodes say u , i and j connected to each
other, however a triple or triad [18] occurs when there are two edges between three nodes.
The concept of clustering was first discussed in [173] then appears as a mathematical
property in small world networks in [175]. The transitivity or clustering is defined as:
TC =
3× the total number of triangles in G
the total number of triples of nodes
(1.4)
where the factor of 3 in the numerator of (1.4) comes from the fact that each triangle
contains 3 triples. The ratio TC lies between 0 and 1. In the case of a complete graph or
clique on n nodes, TC = 1.
An alternative definition of the clustering is the clustering coefficient, a local property of
nodes in the graph and a global property of the graph itself.
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From the local point of view [175], it is possible to find the clustering coefficient for a
particular node i in the graph G by counting the edges, ei, connecting nodes among the
neighbors of node i, in terms of adjacency matrix A as:
ei =
1
2
∑
j,u
aijaiuaju (1.5)
Then the clustering coefficient is
CC(i) =
ei
ki(ki − 1)/2 (1.6)
This is the ratio of the number of edges between the neighbors of node i and the maximum
possible number of edges that can be formed between the neighbors. It is obvious that
nodes with degree k ≤ 1 don’t form either triangle or triple, thus in this case we define
CC(i) ≡ 0.
However, from the global point of view there is an alternative definition to (1.4) for cluster-
ing coefficient for the whole graph G [127]. It has a linear relation with the density [106],
which means the more the clustering coefficient tends to 1 the more dense the network.
The average global clustering coefficient for G is defined as:
〈CC〉 = 1
n
n∑
i
CC(i) (1.7)
In order to connect this basic graph theory with more complex network functions, and
before going into more detail about communities or clusters, the next section will be a
brief discussion of network models.
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1.2 Network Models
Creating an artificial network is one way to illustrate the formation process of a net-
work, and perhaps also highlight the intrinsic function of the network. A network model
is a set of rules that governs the way edges connect nodes. A network model also can
be used to produce a subclass of networks, and generate a random network of that class.
The topological features, such as high clustering coefficient, short path-length, diameter
and non-random degree distribution, have a crucial influence in modeling the network or
subclass of it.
1.2.1 Random networks
The importance of random networks modeling is that it allows us to model real world
phenomena for testing and enhancing performance [171]. The famous model in this area
is due to Erdo˝s and Re´nyi. In 1959 [51] Erdo˝s and Re´nyi proposed a model for generating
random graphs, known now as ER random graphs.
The ER model fixes the total number of nodes that is used to generate the random net-
works. The term random here refers to manipulating and rearranging the edges between
distinct nodes. The degree distribution for large nodes in this model tends to the Poisson
distribution:
P (k) = e−〈k〉
〈k〉k
k!
. (1.8)
This means that, in general, nodes in the generated random networks have “similar”
degree. This comes from the fact that a randomly chosen node is likely to have degree
close to the average value 〈k〉.
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The probability of rewiring m edges randomly between n(n− 1)/2 pairs of nodes is:
p =
2m
n(n− 1) , 0 < p < 1 (1.9)
Therefore, we can generate a random network of n nodes where each two nodes are con-
nected by an edge with probability p.
The ER random model is referred as a simple model as there are no loops and there is
at most one edge between two nodes [171]. For this simplicity, ER model is the most
studied random graph model of all models in [119, 22, 175]. However, comparing this
model with real world networks, some intrinsic shortcomings are raised. Perhaps the
most different phenomena is its degree distribution which is unlike what is seen in most
real world networks.
1.2.2 Small world networks
The concept of a small world was demonstrated in the famous experiment by sociol-
ogist Stanley Milgram in the 1960s [117]. The result from his experimentation was that
the average length of the resulting acquaintance chains was about six. As a result, a new
property of complex networks named small world property or small world effect has been
exposed. The thought behind the small world effect is that despite the large number of
nodes in real world complex networks the average path length remains very small, around
six. More generally, all pairs of nodes in real world complex networks seem to be con-
nected by some shortcut.
The small world property can be characterized mathematically by an average shortest
path length l [174, 175] as:
l =
1
n(n− 1)
∑
i,j∈V,i 6=j
d(i, j) (1.10)
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where d(i, j) is the length of the geodesic1 from node i to node j.
Contrasting with the ER random graph case, the small world property in real world
complex networks is often associated with the presence of high clustering coefficient. For
this reason, Watts and Strogatz proposed a model (WS) that can construct a random
graph having both the small world property and a high clustering coefficient. Details
appear in [175].
1.2.3 Static scale free networks
In 1999, Baraba´si and Albert [12] argued that previous random network models, ER
and WS, failed in modeling some real world networks. The motivation behind their study
was that a large number of real world complex networks are not random and they have
significant similarity. For instance, WWW networks [13], citations of scientific articles
network [150], email networks [48], trust networks [69], neuronal networks [49], and many
more show that the degree distribution for their nodes follows a power law distribution.
The power law degree distribution can be described as
P (k) ∼ k−γ (1.11)
with an exponent γ = 1 + 1/α. Hence, converting α in [0,1) we obtain an exponent γ
in the range 2 < γ ≤ 3 [65]. The BA scale free model is a special case of random graph
models with a given particular degree distribution, which follows a power law distribution.
Several studies of real world networks [25, 11, 63, 26, 113, 134] have found that the BA
model suits the need for a graph model that characterizes the topological properties of
real world complex networks, or at least models the same degree distribution. However,
real world complex networks are not usually static, but are dynamic. Thus, the next class
1The geodesic is defined as the shortest path between given two nodes
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of BA model describes the process of the growth phenomena in real world networks.
1.2.4 Evolving scale free networks
The second class of BA scale free model is evolving networks, where the growth pro-
cesses plays a dominant role in determining the structure properties of the networks. The
inspiration for the dynamical evolution of the networks modeled by Baraba´si and Albert
comes from the formation of the WWW networks. In the WWW networks, websites with
high degree obtain new links at higher rates than low degree websites, resulting in the
“rich getting richer”.
The evolving scale free model is mainly based on two ingredients [12]:
• Growth: Starting with a small number of nodes (n0), at every time step a new node
with r < n0 edges is added.
• Preferential attachment: The probability pi(i) of connecting the new node to an
existing node i relies linearly on the degree ki as:
pi(i) =
ki∑
j kj
(1.12)
This class of BA scale free model leads to a power law degree distribution, as described
in Equation (1.11), with an exponent γ = 3.
The BA networks have been named scale free networks, because “power laws have property
of having the same functional form at all scales” [21]. The networks that have power law
degree distribution are known in the literature as heavy tail networks, which means there
are a few nodes having large degree whereas the most nodes in network have low degree.
This feature brings in the idea of the hubs: the nodes with high degrees. Thus, the scale
free networks exhibit a property not shared by other networks [106], the existence of hubs.
This leads Albert et al [6] to raise the idea that this kind of network is resilient against
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random attack. That is because there are a small number of hubs, which play a crucial
role in connecting parts or components of a network, and random attack removes nodes
from a network at random. So the probability of removing hubs is very low, where the
high probability is to remove another node from the network, which mostly have degree
∼ 〈k〉.
1.3 Community structure
In complex networks a community is a fundamental qualitative concept for which there
is still no single accepted definition. Within the literature, the term cluster or module is
often used interchangeably with community. The computer sciences’ scholars used to use
the terminology cluster where physicists prefer community. It may be a node based idea,
as we use here, or an edge based one.
Such different definitions lead to rapid evolution of a vast number of cluster detection
techniques [60]. From our point of view, the choice of definition depends on the context
and application requirements for a particular network. For example, on the WWW net-
work a cluster can be looked at as information or as physical links and routers connecting
to each other. Scientific collaborations can be classified as clusters of scientists, clusters
of papers or both. Social network clusters can be defined as people relating to each other
or as interests that are shared by a group of people.
1.3.1 Node based definition
In a node based definition, a cluster is a set of nodes which connect more to each other
than to other nodes of the network, based on the idea that they share the same resources
or have similar properties. This kind of definition is widely accepted and used. A well-
known quality function that evaluates clusters based on this idea is modularity [130], see
Equation 2.6 below.
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1.3.2 Strong and weak clusters
Clusters of nodes can be regarded as strong or weak. Probably the simplest definition of
a strong cluster is a set of nodes which form a clique, that is, the subgraph they induce is
complete [140]. However there are less absolute ideas of community which are used more
commonly.
Here we introduce a new categorisation of cluster strength into 5 categories, using
different ideas from [78, 147].
The definition of strong and weak community in [147], comparing the number of edges
outgoing from the cluster to the rest of the network, is a less strict condition than the
definition of strong and weak cluster as described in [78], comparing the number of edges
outgoing from the cluster to each other cluster and not to the whole network.
The crucial idea behind strong and weak clusters in [147] is the degree ki of a node i
that belongs to the cluster. For a particular cluster c to which node i belongs, we separate
ki into two parts: the number of edges k
in
i =
∑
j∈c aji connecting node i to other nodes
in c, and the number of edges kouti =
∑
j 6∈c aij connecting node i to the nodes in the rest
of the network.
• A strong cluster c has to satisfy the condition:
kini > k
out
i , ∀i ∈ c (1.13)
that is for each i ∈ c, i must have more edges to the nodes within the cluster c than edges
connecting to the rest of the network.
Alternative definitions for strong and weak cluster are proposed in [78], which relate
the cluster under consideration to each other cluster and not to the whole network. To
avoid confusion we introduce new terminology for these definitions.
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• An almost strong cluster c has to satisfy the condition:
∀i ∈ c, kini ≥ max
c′ 6=c
{∑
j∈c′
aij
}
. (1.14)
Here each node’s degree within the cluster must be at least as large as its degree toward
any other cluster in the network. (This is termed “strong” in [78])
• An almost weak cluster c is defined by
∑
i∈c
kini >
∑
i∈c
kouti (1.15)
that is, the sum of all degrees for all nodes within c is larger than the sum of all degrees
outgoing to the rest of the network. (This is termed “weak” in [147])
• A weak cluster c is defined by
∑
i∈c
kini ≥ max
c′ 6=c
{∑
i∈c
∑
j∈c′
aij
}
, (1.16)
that is, the sum of all degrees within the cluster should be at least as large as the sum of
degrees outgoing to each cluster in the network.
• A very weak cluster is a cluster which does not belong to any strength level
according to the above categories.
Clearly the definition of strong community in Equation 1.13 [147] implies the defi-
nition of almost strong in Equation 1.14 [78], which means that the definition of strong
community in Equation 1.13 is stronger than in Equation 1.14. Similarly, the almost weak
community definition in Equation 1.15 [147] does imply the weak community definition
in Equation 1.16 [78], which means that the definition of weak cluster in Equation 1.16
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is weaker than the definition in Equation 1.15. Clearly strong implies almost weak, but
almost strong does not imply almost weak as well. An illustration of which definition
implies which can be seen in Figure 1.3.1.
These different categories of strength of cluster from [147, 78] will be used in the
following Chapters.
Figure 1.3.1: A representation of 5 categories of community strength.
We introduce the following measure St(c) of community strength. The strength for
strong communities orders as
St(c) =
∑
i∈c
kini −
∑
i∈c
kouti ∀c ∈ strong communities (1.17)
For ordering almost strong communities
St(c) =
∑
i∈c
kini −
∑
i∈c
kmax−outi ∀c ∈ almost strong communities (1.18)
where kmax−outi is the maximum number of outgoing edges of node i toward each
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community in the network, i.e.
kmax−outi = max
c 6=c′
∑
j∈c′
aij, (1.19)
The bigger value for both strong and almost strong indicates the stronger community.
For ordering almost weak communities by their strength
St(c) =
∑
i∈c
kouti −
∑
i∈c
kini ∀c ∈ almost weak communities (1.20)
and for ordering weak communities
St(c) =
∑
i∈c
kmax−outi −
∑
i∈c
kini ∀c ∈ weak communities (1.21)
The bigger value for both almost weak and weak communities indicates the weaker com-
munity.
1.3.3 Edge based definition
In an edge based definition, a cluster is a group of edges rather than of nodes [2, 55].
The classification of edges into groups is based on their similarity through sharing nodes
of the network. This definition is useful in dealing with overlapping communities, where
each node inherits membership from all its incident edges and can belong to multiple
communities according to the similarity between these edges.
1.3.4 Overlapping and hierarchical communities
In real world networks, such as social networks, a link may represent “relationship”. An
individual may have relations across many different social groups, such as family, friends,
religious, clubs or colleges. In this case assuming the idea that the vertices belong to dis-
joint communities might lead to missing important information about members’ attach-
ment to the multiple social groups. Therefore, assigning multiple memberships for every
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vertex in the network and clustering, classifying or representing the vertices in communi-
ties according to these memberships is crucial to community detection and specifically to
reveal overlapping between communities [140, 3, 139, 96, 91]. Overlap is the key to the
community structure and is a significant feature of many real-world social networks [83].
The methods giving non-overlapping communities result in an incomplete understand-
ing of the network. These methods do not address the complex community structure that
arises in real life networks, where the multiple relationships might include more groups of
many vertices [164]. Also, it is natural to ask whether or not the overlapping detection
algorithms capture any additional information that a disjoint algorithm would necessarily
miss. Thus, overlapping methods are appropriate to find cohesive regions in many large
scale networks.
In real world complex networks, communities are usually both overlapping and hierar-
chical [164]. Overlapping means a node may belong to multiple communities. Hierarchical
indicates that “communities may be further divided into sub-communities” [164]. These
two features of community structure have been often treated separately in the literature.
1.3.5 Comparing clusters and partitions
There may not be a strong correlation between the clusters found by an algorithm and
the ground truth of hierarchical structure within the network, since real-world community
formation may be a result of many interacting and potentially unmeasurable rules. In
any case, the ground truth in a real network may not be directly discernable by virtue
of the network’s size and complexity. Thus we would like to have some confidence in the
meaningfulness of the optimal partition arrived at by a clustering algorithm.
Evaluating the clusters
The aim of clustering algorithms is to reveal the topological structure of the network.
To evaluate the communities detected by these algorithms, similarity measures have been
proposed in order to assess the fit of the partition found with a desired one. A similarity
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measure very widely used for this purpose is Normalized Mutual Information (NMI),
which tests the “goodness” of a detected partition by measuring the common information
it shares with a targeted partition.
The NMI has been used to measure the quality of clusters through comparing the
amount of common information between structural partitions (found by a clustering al-
gorithm) and the one representing the metadata group. Consider nodes divided into two
partitions C and C ′. The joint probability P (C = c, C ′ = c′) that a node is assigned to
community c in partition C and to community c′ in partition C ′ is taken to be propor-
tional to the size of the intersection between the set of nodes Vc and Vc′ that form the
communities:
P (C = c, C ′ = C ′) =
|Vc ∩ Vc′ |
n
, (1.22)
from the probability in Equation 1.22, we can calculate the NMI [39]. The version of NMI
that has been widely accepted in the literature, particularly in the LFR benchmark [92],
is from [39]: given two partitions C and C ′,
Inorm(C : C
′) =
H(C) +H(C ′)−H(C,C ′)
(H(C) +H(C ′))/2
(1.23)
where H(C) = −∑c P (c) logP (c) is the Shannon entropy for partition C and H(C,C ′)
is the joint entropy between the two partitions. Inorm equals 1 if the two partitions are
identical and 0 if they independent. Lancichinetti et al [91] have extended NMI to apply
to overlapping partitions, which we will use for comparisons in later chapters. The larger
the NMI value, the better the structural partition.
Another approach uses the Jaccard similarity coefficient for comparing two partitions
of the network [19]. It is defined as the ratio of the number of node pairs classified in the
same cluster in both partitions, over the number of node pairs which are classified in the
same cluster in at least one partition. Let us say that a11 is the number of node pairs
which are in the same cluster in both C and C ′, a10 indicates the number of node pairs
that are put in the same cluster in C but not in C ′ and a01 is the number of node pairs
T. Alzahrani 28
CHAPTER 1 Network topology
put in the same cluster in C ′ but not in C. The Jaccard similarity coefficient for C and
C ′ is:
J(C,C ′) =
a11
a11 + a01 + a10
(1.24)
The ratio of the Jaccard similarity coefficient for the two partitions C and C ′ is between
0 and 1. When J(C,C ′) = 1 the clusters in C are identical to the clusters in C ′, while
J(C,C ′) = 0 indicates the independent clusters in both partitions, with no overlap at all.
Of course the ideal situation for measuring performance of a community detection
algorithm is based on the ground truth. It requires deep knowledge of the formation of
relations within and between clusters. Although it is excessively time consuming, and
impractical or impossible in large networks, the result is much more accurate and more
meaningful. In this thesis, we follow this approach as it provides significant results.
As well we use the NMI to measure the performance of the discoveries we have made,
particularly in Chapter 5.
1.3.6 Core – Periphery structure
In the late 1990s Borgatti and Everett [23] proposed a now popular quantitative method
for identifying core and periphery structure. In their approach, a core is a dense net-
work, which can not be subdivided into exclusive cohesive groups. Therefore, the ideal
core-periphery structure consists of “a fully linked core and a periphery that is fully con-
nected to the core, but there are no links between any two nodes in the periphery” [36].
Since then, many models of core and periphery structure have been developed, for exam-
ple [165, 44, 77, 36]. The idea is to determine which nodes are part of a densely connected
core, and which are part of a sparsely connected periphery. A core structure in a network
is thus not merely densely connected but also “tends to be central to the network” [155].
Core and periphery structure has been examined in many studies such as in inter-
national trade [166], academic journals [46] and human social networks [27]. Core and
periphery structure is different from community structure [103]. Thus, it is desirable to
develop algorithms that determine both properties.
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The various notions that intend to measure the importance of a node in the network,
such as “centrality”, also help to distinguish core-periphery structure from community
structure [155].
In [64] clusters are defined using the betweenness centrality measurement. The be-
tweenness is calculated for a given edge e as the number of shortest paths between every
pair of nodes in the network that run through e. By iteratively removing the edges
with highest betweenness centrality, components of the network will split from each other
forming clusters of core nodes, which have dense edges between their nodes. Some other
nodes would separate from the components and stand by themselves and are considered
as peripheral. These hierarchies of clusters are represented in a dendrogram, with nodes
in a cluster more closely connected compared with other nodes in the network.
In overlapping communities nodes can carry more than one membership. Membership
number can be a way of determining a node’s importance too. A node belonging to only
one community is likely to be peripheral, and to many, to be core. Here we propose a
simple statistical measure for determining if a node is core, peripheral or neither. We will
use this measure in later chapters.
If m(v) is the membership count of node v, and µ is the mean and σ is the standard
deviation of the list of membership counts, v is a core node if
m(v) > µ+ tcσ (1.25)
and v is a peripheral node if
m(v) < µ− tpσ (1.26)
Here tp and tc are parameters which can depend on metadata or ground truth. We
would expect tp to be large enough that nodes with m(v) = 1 are peripheral and tc to be
large enough that hubs are core. We let tc and tp be chosen by the researcher.
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1.4 Bipartite networks
Figure 1.4.1: Bipartite network structure
Many complex networks can best be described as bipartite [70]. A bipartite network,
as in Figure 1.4.1, is a network consisting of two disjoint sets of nodes, primary set P and
secondary set S, such that edges between nodes may occur only if the nodes belong to
different sets. For a bipartite network G = (P, S,E) where V = P ∨ S we let |P | = k,
|S| = l, so n = k + l. The set of edges in a bipartite network is E ⊆ P × S.
The natural structure of bipartite networks implies the existence of two degree distri-
butions, one for P and the other for S. The formulas for these degree distributions [70]
are
Pk =
|t ∈ P : kt = k|
|P | , Sk =
|t ∈ S : kt = k|
|S| (1.27)
These degree distributions are important when using bipartite structure for modelling
complex networks [71].
The average degree for primary set P is 〈kP 〉 = m/k, and the average degree for
secondary set S is 〈kS〉 = m/l. The average degree for bipartite network G is 2m/(k +
l) [94]. Another interesting property is the bipartite density, defined as δ(G) = m/(k.l).
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The adjacency matrix A = [aij] of bipartite graph can be written in the form:
A =
0k×k Bk×l
BTl×k 0l×l
 , (1.28)
where rows and columns are indexed by nodes in P first, then S, and where 0k×l is the
all zero matrix with k rows and l columns.
Examples of bipartite networks in academia are scientific collaboration networks [126,
24, 74], where authors are in one set of the bipartite network and their papers are in
another set. Another example is biological networks where proteins interact with other
proteins that belong to a different module or group [86, 177], in computer terminals-data
networks in P2P system [98] and in investors-company networks [153]. A recommendation
system in online purchasing and movie-actor networks in social networks are other forms
too.
Obviously, every bipartite network can be treated as unipartite by ignoring the node
partition, but in the last few years, there has been increasing motivation to analyse bi-
partite networks as a separate network category, and in particular to investigate their
community structure.
Usually one set of nodes in a bipartite network, the primary set P , is of more interest
for a particular purpose than the other, the secondary set S. In this case, P may be
treated as the node set of a unipartite projection network, whose edges are derived from
linking information in the bipartite network. A battery of unipartite clustering algorithms
may then be applied directly to the projection. The roˆles of the two node sets can be
switched for different applications.
Many real networks arise naturally as projections of bipartite networks. It has also
been argued [70] that every complex network is a projection of a bipartite network con-
structed from its node set (as P ) and from a set of cliques that it contains (as S), and
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that this bipartite model explains many of the network’s main properties. In [70, 71] the
authors proposed a decomposition scheme that can randomly generate bipartite networks
with three main properties: clustering, degree distribution and average distance 2.
In [57] the authors argue that, analysing both projected networks of P and of S from a
bipartite network does not entail any loss of information in the vast majority of empirical
bipartite networks, since they are different representations of the bipartite framework, as
long as initially we have the adjacency matrix A available as our basic data. Thus, the
community structure of both sets in bipartite networks may be of interest. In [57] the
authors noted that we can reconstruct A from its weighted projections from P and S.
Community detection in bipartite networks is an important research problem. It is
the focus of this thesis and will be covered in detail in the following chapters. In the
next subsection, we briefly introduce the theory of random walks on graphs, a significant
technique for finding communities in unipartite networks.
2http://jlguillaume.free.fr/www/programs.php
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1.5 Markov chains and random walks
In this Section we cover a brief introduction on Markov chains and random walks on
graphs. Then, we will discuss the stationary distribution for random walks on a graph G,
and we will explain the issue of the periodicity of random walks on a bipartite network.
1.5.1 Markov chains
A Markov chain, named after Andrey Markov, is a discrete-time stochastic process. It
is a sequence of random variables (X0, X1, . . . ) with finite state space S = {s1, . . . , sn},
transition matrix T and discrete time t. The elements of the transition matrix T are
called transition probabilities [75]. The transition probability P (i, j) is the conditional
probability given the chain is currently in state si, that will be in state sj after 1 step and
for a Markov chain the probability of Xt+1 depends only upon the current state Xt and
not on any past states [105]
P
(
Xt+1 = sj | X0 = si0 , X1 = si1 , . . . , Xt−1 = sit−1 , Xt = si
)
= P (Xt+1 = sj | Xt = si)
= P (i, j)
1.5.2 Aperiodicity of Markov chain
The period of state si ∈ S is the greatest common divisor (gcd) of the set of times that
the chain can return to si. That is, period(si) = gcd{t ≥ 1 : (T t)(ii) > 0} [75]. If
period(si) = 1, then the state si is said to be aperiodic.
The Markov chain is aperiodic if all cycle lengths of each state have gcd = 1. Therefore,
a periodic Markov chain cannot converge to a stationary distribution because the “parity”
of its state at time t will depend on its initial state.
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1.5.3 Random walks on graphs
Random walks on graphs are special cases of Markov chains. Given connected, undirected
and unweighted graph G = (V,E) a random walk is defined by the sequence of moves
between nodes (states) of G. If the walker starts at node i and if i has degree ki then
the probability that the walk follows edge (i, j) and moves to neighbor j is P (i, j) = 1/ki
whenever j is adjacent to i, and P (i, j) = 0 otherwise. In case of a directed and weighted
graph G, the probability will be P (i, j) = wi,j/k
out
i , where wi,j is non-negative edge
weight on the edge (i, j) [131]. A finite random walk is completely specified by the ma-
trix T of transition probabilities, all its entries are non-negative and all its row sums are
1,
(∑
j P (i, j) = 1, for all i
)
[111].
Suppose that X is a random walk on a finite, connected undirected graph G. For each
node there is always a walk of length 2 to a neighbour and back so if there is a cycle of
odd length, the node is aperiodic, otherwise it is periodic with period 2.
Lemma 1.5.1. If G is a connected and aperiodic graph, the random walk converges to a
stationary distribution pi [112], where the probability of being at node i is
pii =
ki
2 . m
, i = 1, . . . , n . (1.29)
Proof: Consider a simple random walk on G = (V,E). Since∑
i∈V
ki = 2 . m, it follows that
∑
i∈V
pii =
∑
i∈V
ki
2 . m
= 1
and pi is a proper distribution over V . Let T be the transition probability matrix of the
random walk and let Γ(i) represent the adjacent neighbors set of node i. The relation
pi = pi.T [28] is equivalent to
T. Alzahrani 35
CHAPTER 1 Network topology
pii =
∑
j∈Γ(i)
kj
2 . m
.
1
kj
=
ki
2 . m

Therefore, if a graph G is connected and aperiodic, it is true that a random walk
converges to this unique stationary distribution, i.e. P (Xt = i)→ pii as t→∞ ∀i ∈ G.
Lemma 1.5.2. Let G = (V,E) be a connected and undirected graph. A random walk on
G is aperiodic if G is not bipartite [95].
Proof:
If the graph is bipartite then it does not have a cycle of odd length. In an undirected
graph, there is always a path of length 2 from a node to itself. Thus, if the graph is
bipartite then the random walk is periodic with period 2. 
Moreover, if X is periodic (with period 2) then the graph is bipartite. Unfortunately
for us, there is no convergence to a unique stationary distribution of a random walk on a
bipartite network [112].
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1.5.4 Random walks on bipartite networks
A random walk can be used on networks combined with other techniques in order to detect
communities on these networks. In general, a random walk has a stationary distribution
on a bipartite graph, but it won’t converge to a unique stationary distribution [112], be-
cause of the periodicity of the bipartite graph [112, 132].
Figure 1.5.1: The random walk starts at node 1 in P at t = 0, then moves to node A in S
at t = 1 with probability = 1, where the probability of moving to a node in P = 0. The next
movement is from node A to node 2 in P , again with probability = 1 as there is no edges to the
nodes that belong to the same set S.
The random walk doesn’t converge to a unique stationary distribution pi as t→∞,
because it depends on the state (P or S) we start in.
Example 1.5.1. As in Figure 1.5.1, let G = (P, S,E) be a bipartite graph, consider the
random walk that starts from node i ∈ P and moves to j ∈ S, a neighbour of node i,
chosen uniformly at random. Note, P and S are disjoint and we have an edge (i, j) only
if i is in P and j is in S. Let’s say the walk starts at a node in P , at time t = 0.
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The walk will always be in P whenever t ≡ 0 (mod 2) and it will always be in S whenever
t ≡ 1 (mod 2). Thus, the walk can’t converge to a unique stationary distribution on the
bipartite network.
To overcome this issue, several possible strategies can be followed. One of them is al-
lowing a teleportation operation on the random walk. Another is to change the structure
of the bipartite network to unipartite, or nearly bipartite, by adding an edge [145] . We
discuss these in Chapter 4.
Community structure is a common structural property and important topological char-
acteristic of many real world complex networks. In the next Chapter we survey the
algorithms that detect communities in complex networks.
T. Alzahrani 38
Chapter 2
Network Clustering Algorithms
A
very large number of clustering algorithms is available for community detection in
networks. These algorithms try to identify subgraphs (often called communities,
clusters or modules) which are more tightly connected internally, according to a particular
measurable rule, than they are connected to the rest of the network. The fundamental
idea behind these algorithms is to derive a coarse-grain picture of a real large-scale net-
work which will aid understanding of its hierarchical structure.
In this Chapter we focus on community detection algorithms. We outline recent work
on community detection algorithms for unipartite networks and for bipartite networks.
2.1 One mode network algorithms
One mode, or unipartite, networks are the typical framework for complex network study.
2.1.1 Hierarchical clustering algorithms
Hierarchical clustering is a class of clustering algorithms that has been used widely in
analyzing social networks [173, 162] before the evolution of the new era of clustering
algorithms. The meaning of clustering here is that nodes are grouped into clusters or
communities such that nodes within each cluster are more close, similar, or related to one
another and distinct from nodes belonging to different clusters or communities. The sim-
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ilarity here is defined in term of structural equivalence [110, 171] where two nodes i and j
are structurally equivalent if they have same pattern of relationships with all other nodes.
In other words, they have identical entries in their corresponding rows (or columns) of
the adjacency matrix A.
There are different ways to measure structural similarity. One of these measures is Eu-
clidean distance [173]. Given two nodes i and j the distance between their corresponding
rows (or columns) from A defined as:
dij =
√√√√ n∑
x=1
(aix − ajx)2. (2.1)
When dij = 0, nodes i and j are structurally equivalent, which means that the entries
in their respective rows in A are identical. As the first step in hierarchical clustering
algorithms, dij is computed for all pairs of nodes in the graph and the results are stored
in a distance matrix.
An alternative measure of structural equivalence is based on the correlation between
rows (or columns) of nodes i and j in A. The Pearson correlation coefficient [173] is used
to find the correlation between the respective node’s rows as:
Rij =
∑n
x=1(aix − a¯i)(ajx − a¯j)√∑n
x=1(aix − a¯i)2
√∑n
x=1(ajx − a¯j)2
(2.2)
where a¯i is the mean of the values in row i of A. The coefficient Rij = 1 if nodes i and j
are structurally equivalent, −1 6 Rij 6 1. The coefficient Rij is computed for all pairs of
nodes in the graph and the results from computation are stored in a similarity matrix to
be used in the hierarchical clustering algorithms.
Alternatively, we can measure structural similarity by counting the number of common
neighbors that vertices i and j have. If network G has edge set E then the (exclusive)
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neighborhood of vertex i is
Γ(i) ≡ {x|(i, x) ∈ E} (2.3)
and the inclusive neighborhood of vertex i is the set containing the vertex itself and its
neighbors, that is:
Γ+(i) ≡ {i} ∪ Γ(i) (2.4)
The common neighbors set (CNS) of i and j is therefore Γ(i) ∩ Γ(j). Structural simi-
larity can be calculated either from A, or from the size of the common neighbors sets. It
is known as the common neighbors similarity or the common neighbors index CNI:
CNIij ≡ |Γ(i) ∩ Γ(j)| =
∑
x
aixajx . (2.5)
Hierarchical clustering algorithms are classified into two types, agglomerative method
and divisive method. A series of partitions takes place in both methods.
Agglomerative method
In agglomerative method [81], given a network of n nodes, initially assign each node
i ∈ V to unique cluster c(i), so in the initial stage we have as many clusters as we have
nodes in the network. After that, calculate the similarity between all pairs of clusters,
nodes at this stage, according to the chosen similarity measure. Then, merge two clusters
that are the closest (most similar) pair into a single cluster. Compute the similarity of
the new merged cluster and each of the old clusters, in terms of “structurally equivalent”
measurements.
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Repeat the steps of measuring similarity for new merged clusters and comparing re-
sults with already existing clusters in order to group each cluster created in the initial
stage in the network. At the end, all nodes are clustered into a single cluster of size n.
In this technique nodes are added to larger and larger clusters and the hierarchal tree is
built from bottom to top.
Three different approaches can construct the agglomerative technique according to
similarity or distance:
1. The single-linkage clustering, where the distance between two clusters is equal to
the shortest distance from any member of one cluster to any member of the other
cluster. In term of similarity, the similarity between two clusters is equal to the
greatest similarity from any member of one cluster to any member of the other
cluster
2. The complete-linkage clustering, where the distance between two clusters is equal
to the longest distance from any member of one cluster to any member of the other
cluster. The similarity between two clusters is equal to the smallest similarity from
any member of one cluster to any member of the other cluster
3. The average-linkage clustering, where the distance between two clusters is equal
to average distance from any member of one cluster to any member of the other
cluster. The similarity between two clusters is equal to the average similarity from
any member of one cluster to any member of the other cluster.
Divisive method
In this technique identifying clusters or communities comes from removing edges be-
tween nodes in order to split clusters from each other. Given a network of size n, the
construction of the hierarchical tree starts from top to bottom through identifying the
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edges with high betweenness and cutting them out. The method starts with a network
of m edges; calculate the betweenness value for each e ∈ E. Remove the edge with the
highest value of betweenness. This step allows construction of a dendrogram 1 according
to the node partition which results.
Repeat the steps again of calculating the betweenness value for the existing edges and
again remove the edge with the highest betweenness value. At the end, the network breaks
up into n non-connected nodes with a dendrogram in which its leaves are the nodes of
the network.
In this method the network divides into progressively smaller and smaller clusters.
The challenge is in selecting the inter-cluster edges that carry highest betweenness. Thus
Girvan and Newman in [64, 130] considered three definitions of edge betweenness central-
ity:
1. Geodesic edge betweenness, which counts the number of shortest paths between all
pairs of nodes that run through the selected edge
2. Random walk edge betweenness, is defined by the frequency of the passages across
the edge of a random walker running on the network
3. Current-flow edge betweenness, it is the average value of the current carried by the
edge, each edge e in the network carries some amount of current value.
1The dendrogram is a binary tree or a memory data structure that describes the history of the
algorithm.
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2.1.2 Modularity based algorithms
Girvan and Newman [130] initiated recent work on detecting and evaluating communi-
ties in large networks. They introduced a fast greedy technique which relies on maximising
a quality function called modularity, defined for a partition C as
Q(C) =
1
2m
∑
ij
[
aij − kikj
2m
]
δ(c(i), c(j)) (2.6)
where c(i) is the community to which node i is assigned, and the Kronecker delta function
δ(c(i), c(j)) = 1 if nodes i and j belong to the same community and 0 otherwise. The
complexity of the Girvan-Newman algorithm is O(n3) and it is limited to networks with
around n = 103 nodes.
The desire to increase this limit due to the rapid increment in network size has in-
vited researchers to find more efficient methods. Thus, Clauset et al [32] have developed
the Girvan and Newman technique to the Fast greedy modularity optimization algorithm
which improved the computational time to be O(nlog2n). Also, they improved the limit
for network size to 106 nodes. These significant changes in the performance between
greedy technique and fast greedy modularity optimization were hidden behind the main
function of the algorithms. The greedy algorithm depends on counting the number of
shortest paths between every pair of nodes on the network then removes an edge e with
highest value. However, the fast greedy modularity optimization is based on adding edges
iteratively between isolated nodes until the value of modularity reaches the point that it
cannot increase any more.
The fast modularity optimization algorithm by Blondel et al [20], now known as the
Louvain algorithm, has one of the best results in the comparison tests [89]. It runs through
a series of steps and each step has two iterations (passes) as shown in Figure 2.1.1. The
first phase of this algorithm starts by assigning each node in the network to its own com-
munity, then merging neighboring nodes that maximise value in the modularity equation.
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Figure 2.1.1: Fast modularity optimization algorithm by Blondel et al. The diagram shows the
steps of the algorithm, each step consists of two iterations. Starting from the network on the
bottom left, the first iteration is to merge neighboring communities that produced the largest
modularity, as shown in top of the figure. Then, second iteration is to deal with these clusters
as super nodes and aggregate them in order to build a new network of communities. The steps
are repeated iteratively until no increase of modularity is possible.
The second phase starts by dealing with previously found communities as super-nodes
in a new network and repeats the first phase on this new network by merging two super
nodes to achieve a higher modularity value. These steps are repeated iteratively until
the maximum modularity is reached, resulting in multi-levels of communities, as super-
nodes 2. The complexity of the Louvain algorithm is linear in the number of edges in the
network, that is O(m) [60].
Many efforts have been devoted to further upgrade the computational time of mod-
ularity optimization, and extend the limit of network size that can be clustered. For
2Figure reprinted with permission from Ref [20]. c© SISSA Medialab Srl. Reproduced by permission
of IOP Publishing. All rights reserved
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instance, the Radicchi et al [147] algorithm, in the spirit of Girvan-Newman, iteratively
removes edges, but in this case removes the edges with highest clustering coefficient in-
stead of edges with highest betweenness. The complexity of this algorithm is O(n2) which
is an improvement on the greedy technique. Another example of an algorithm that takes
modularity optimization as its main quality function is that of Guimera and Amaral [72].
The Walktrap algorithm proposed by Pons and Latapy [143] uses random walks to
define a distance which measures the structural similarity between nodes and between
communities. It is based on the idea that at some stage a random walker tends to be
trapped in dense part of a network corresponding to a community. Starting from an
initial assignment of each node to its own community, communities are merged according
to the minimum of their distances and the process iterated. The bottom-up hierarchy
is represented in a dendogram and the algorithm stops when a partition with maximum
modularity is obtained. The time complexity for this algorithm is O(mn2) [143].
However, modularity optimisation algorithms are subject to a resolution limit in the
size of communities they can detect. “Good” small structural communities may remain
undetected by the modularity function. This is because the modularity function is based
on a null model [130] that assumes each node can interact with every other node [60]. In
real world networks, for example the Web graph, “this assumption is not correct” [60].
If a cluster c1 has total degree kc1 and cluster c2 has total degree kc2 , then the expected
number of edges between the two cluster c1 and c2 is mc1c2 = kc1kc2/2m [60, 129]. If there
are more than expected edges between c1 and c2, which indicates a strong correlation
between the two clusters, modularity would be higher if they are in same cluster instead
of each cluster standing alone. Therefore, c1 and c2 are merged in one cluster.
Fortunato and Barthelemy [61] showed that communities with internal edge numbers
≤ O(√m) may not be detected. Small strong communities in large networks may fail
to be resolved, even when they are well defined. An illustrative example appears in Fig-
ure 2.1.2. This resolution limit must be taken into consideration for modularity-based
algorithms.
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Figure 2.1.2: Maximisation of modularity Q will fail to identify cliques in this example,
eg if q  p, there is higher modularity for the pair of cliques Kp joined by a single edge
than for the cliques themselves.
The authors of the Louvain algorithm claimed the multi-level nature seems to circum-
vent the resolution limit problem of modularity and this appeared to be born out by its
high performance on the LFR benchmark (see Section 2.2 below).
However, a very recent acknowledgement by Lancichinetti et. al. [90] admits that
they did not use the subsequent iterates of the Louvain algorithm in determining its
performance, only the first phase, because the performance of the final level would be
very poor, owing to the resolution limit.
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2.1.3 Dynamic algorithm
The map equation method proposed by Rosvall and Bergstrom [159], and now known as
Infomap, identifies communities according to the flow of the information in the networks.
Infomap aims to understand the behavior of integrated systems through comprehending
the network structure, with respect to the dynamic flow on the networks. Infomap has
two main steps, the most recent description can be found at [114].
This approach uses the Shannon limit of a Huffman code [79] which gives short code-
words for commonly visited nodes, and long codewords for rarely visited nodes. The
quality function used to evaluate a partition is the minimum description length (MDL)
[68]. It measures the average length L(C) in bits per step of a random walk on the network
with a node partition C = {c1, . . . , c`}.
L(C) = qyH(C) +
∑`
i=1
piH(P
i) (2.7)
This equation has two parts: the first one is to explain the movements between the
communities, where qy is the probability that a random walker switches communities
and H(C) is the entropy of the community index codewords. The second part explains
movements within the communities, where pi is the fraction of the movements within
community ci and H(P
i) is the entropy of the movements within community ci. The map
equation in (2.7) provides a theoretical limit on specifying a network path given a cluster
structure. Thus, it is sufficient to calculate this map equation for each partition of the
network. The complexity of the Infomap algorithm is O(m) [60].
In Infomap, the conceptual idea of finding and identifying the clusters depends on the
compression of a dynamic process on the structure of the network. This dynamic process
is a random walk. Also, Infomap is a multilevel algorithm, this means that the network
is treated recursively, to detect clusters, until no improvement occurs in the average code
length, which explains the community structure of the network. The algorithm is ran-
domised and runs on a network a specifiable number N of times, 100 times or more if
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Figure 2.1.3: Community detection using Infomap random walks technique. The algorithm has
two levels. Level one starts in (A), the trajectory of an example random walker takes place on
the nodes of the network. In (B), the Huffman code used in order to give each node a fingerprint
is shown, the 314 bits of the bottom of figure (B) illustrates the movement of random walk. For
example, the random walker begins at node labelled by 1111100 in the upper left corner, then
moves to node labelled by 1100 for second movement, etc.
possible, until shortest description length is achieved.
The mechanism of Infomap can be described in two levels. The first level of the al-
gorithm, which can be seen in Figure 2.1.3 from [159] 3, starts by feeding a network as
input to the algorithm. The random walk takes place on the nodes of the network, in
order to describe the trajectory (or locations) of the movements. Then, each node in the
network is assigned a codeword according to the frequency of visit in the random walk.
This can be done by calculating the ergodic node visit frequencies using the improved
version of the greedy search technique by Clauset et al [32]. As a result, the transition
matrix is created which describes the stationary distribution for random walks on the
network. The novelty of Infomap is that it uses a Huffman code to describe where on
the network the random walk is. Thus, the path of random walk through the network
is encoded using Huffman codewords to provide unique prefix codewords that exploit the
3Figure reprinted with permission from Ref [159]. c© Copyright (2008) National Academy of Sciences,
U.S.A. Reproduced by permission of PNAS Publishing
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Figure 2.1.4: The second level of Infomap algorithm. (A) shows the result from several itera-
tions of merging neighboring clusters which provide maximum decrease in the MDL. In (B) the
algorithm deals with previous clusters as super nodes and try to merge super nodes to obtain
smaller MDL. The code under the figure (B) allows random walker to switch between clusters as
there are unique enter codes and exit codes for each cluster. For instance, the code 111 indicates
the entry code for red cluster whereas the code 0001 indicates the exit case, the code 0 indicates
the entry code for the orange cluster and 1011 for exit from the cluster, etc.
regularity in patterns of movements on the network4. A lookup 5 table is used for coding
and decoding node labels in the network.
The second level of the algorithm, Figure 2.1.4 from [159], starts by merging two neigh-
boring clusters, each cluster is a single node in this stage, into a single cluster such that the
L(C) in Equation 2.7 gives the largest decrease in its value in bits. This is done, see [159,
Supplementary Information, Appendix] by refining the result using simulated annealing
to minimize the description length that infers the flow of the information on the network
using Shannon entropy [163]. However, if there is no such decrease of the MDL the node
stays in its original cluster. Repeat this process each time “in a new random sequential
4Figure reprinted with permission from Ref [159]. c© Copyright (2008) National Academy of Sciences,
U.S.A. Reproduced by permission of PNAS Publishing
5a codebook that connects nodes with codewords
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order” [157] until no more decrease of the MDL can be achieved. Note that a network in
this stage can never be separated again since there is no decrease in MDL value. Now, the
algorithm deals with previous clusters as super nodes, and runs the process of merging
and comparing super nodes that satisfy the largest decrease in MDL. Utilization of the
idea of reusing the node labelling inside the clusters and giving each cluster unique en-
try and exit codes yields on average 32% shorter description of code length for the network.
Additionally, this random walk based algorithm can be adapted to reveal hierarchical
structure of large-scale networks [160] as it agglomerates clusters into super nodes.
2.1.4 Spin model algorithm
In statistical mechanics, the Potts model is the most popular model used in such ar-
eas [176]. It defines different states of the system according to different spins. Reichardt
and Bornholdt [151] (RB model) inspired the idea of relating spin states in statistical
physics to community detection to be equivalent to node’s membership. This means that
when Potts spin variables are assigned to the nodes of a network with community structure
they play the same role as membership, as it is more likely that the structured clusters
could be recovered as there are more interactions inside the community compared with
interactions outside the community. Thus, the spin states represent the membership of
the node in a given community.
In this approach the authors implement their model with weighted edges in comparison
to a random partition (null model) which included modularity as a special case. The
Hamiltonian of this model is:
H(σ) = −1
2
∑
i 6=j
(xijaij − γyijJij)δ(σi, σj) (2.8)
where aij is the element of the adjacency matrix, the values xij and yij are general positive
weights of the connected and unconnected edges, respectively, and Jij = (1 − aij). γ is
an externally defined weighting parameter for the unconnected edge weights, the value of
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σi for a given node is the model equivalent of community membership and the Kronecker
δ(σi, σj) = 1 if σi = σj and δ(σi, σj) = 0 for σi 6= σj.
Ronhovde and Nussinov (RN model) [156] proposed a method that compares edge
weights without using a null model. This result minimizes the Hamiltonian of a Potts
model which implies the minimum internal edge density for every community. The com-
munity edge density is used here as a threshold for identifying communities in the network,
and it is defined as:
ED =
2mc
nc(nc − 1) (2.9)
where mc and nc are the number of edges and nodes, respectively, in the community c.
RN model reveals communities of the network by solving a set of independent solutions
called “replicas” for a range of resolutions using a local Potts model. Then it compares
these detected replicas, using NMI, in order to measure how well they represent structure.
The algorithm proposed by Ronhovde and Nussinov is fast and has low computational
complexity, almost linear in the number of edges of the network, and is tested on millions
of nodes and billions of edges. Also, it is one of the best algorithms performing on the
LFR benchmark [89].
Most of the approaches discussed in the previous sections aim to detect standard
partitions, where each node is assigned to a single community. However, these algorithms
did not take into account the possibility that the node might belong to more than one
community at the same time which makes the previous works unrealistic for some real life
networks. Therefore, for the next two subsections we will discuss the issues and methods
of detecting overlapping communities.
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2.1.5 Clique percolation algorithm
The algorithm proposed by Palla et al [140] was the most popular technique that
illustrates the idea of overlapping between communities, where nodes can belong to sev-
eral communities. The concept behind the Clique Percolation Method (CPM) is that the
internal edges of a community are likely to form cliques due to their high density. This
algorithm performs on a network to find all possible subgraphs that can be explored by
rolling K-cliques across the network. Each node i in the network is assigned a member-
ship, according to the communities it belongs to, that explains its attendance in many
communities. In K-clique the community can be detected as a complete subgraph where
every node connects to every other node. Here K represents the number of nodes in the
subgraph.
The process of detecting communities using CPM 6 starts by finding all possible com-
plete subgraphs of the network that represent clique communities with no part in com-
mon with other any larger complete subgraph. This means that it starts by detecting
micro communities that form all possible maximal cliques, which are not part of a larger
complete subgraph. “These maximal complete subgraphs are simply called cliques, the
difference between K-cliques and cliques is that K-clique can be subset of larger com-
plete subgraph” [140], which is not the case of maximal cliques here. When all cliques
are detected, the clique-clique overlapping symmetric matrix is constructed [56], where
each row (and column) represents a clique and “the matrix elements are equal to the
number of common nodes between the corresponding two cliques” (supplementary infor-
mation [140]). Note that, the intersection between two K-cliques is always a complete
subgraph, and two cliques are adjacent if they share K − 1 nodes.
For given value K, the K-clique communities are the “connected clique components
in which the neighbouring cliques are linked to each other by at least K − 1 common
nodes” [140]. This can be obtained by deleting every off-diagonal entry smaller than
6The software implementing the CPM, called CFinder, can be downloading from www.cfinder.org
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Figure 2.1.5: This figure shows the steps of extraction of the K-clique communities at k = 4.
In (A) the network shows different cliques distinguished by different colours. In (B) the clique-
clique overlap matrix is constructed according to common nodes between cliques. Then, the
off-diagonal entries that are smaller than k − 1, which is 3, and the diagonal entries that are
smaller than 4 are deleted, resulting in the matrix shown in (C). In (D) the final step takes place,
which represents the K-clique communities resulting from carrying out a component analysis of
the previous matrix.
K−1 and every diagonal entry smaller than K in the overlapping matrix. The rest of the
matrix entries are replaced by 1 then a component analysis of this matrix is executed. For
more clarity Figure 2.1.5 from supplementary information [140]7 illustrates constructing
the overlapping matrix for K = 4. An illustrative example of how two communities are
overlapping in an artificial network using the CFinder implementation of CPM is shown
in Figure 2.1.6.
7Figure reprinted with permission from Ref [140]. c© 2005 Copyright. Reproduced by permission of
Nature Journal Publishing.
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Figure 2.1.6: This figure illustrates the overlapping between two communities using CP algo-
rithm. The two cliques K = 9, presented in green and pink colored areas, are overlapping in
nodes 6, 7, 8 and 9. Also, it is noticeable that the overlapping nodes form a clique of size 4.
The CPM is time-consuming since detecting maximal cliques requires a running time
that grows exponentially with the size of the network. Thus, for this reason Kumpula et
al [87] have developed a fast implementation of the CPM called Sequential Clique Per-
colation (SCP). The complexity of SCP is linear with the number of K-cliques of the
network which makes it much faster than the original version of the CPM. Furthermore,
the original implementation of the CPM runs only on “Binary networks” 8, therefore there
have been extended versions to better match real networks. For example, Farkas et al in
2007 [59] proposed a method that can handle weighted networks.
8Undirected and unweighted networks
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2.1.6 Link community algorithm
The link community technique [2] uses a pair-wise link similarity measure between the
edges in the network9. This means that the edges in the network are similar if they share
the same nodes. This approach mainly relies on the fundamental characteristic of a node
and its neighbours (inclusive neighbours of a node), where network topology is available
information. This approach works in two steps, first to construct the a dendrogram from
a given network, and then to cut this dendrogram at a specific threshold.
For constructing the dendrogram, the inclusive neighbourhood, Γ+(i), of each node i
is calculated. Given a node i and node j both adjacent to node k, the similarity between
edge eik connecting node i to node k and edge ejk connecting node j to node k is given
by the Jaccard similarity index [80]:
S(eik, ejk) =
|Γ+(i) ∩ Γ+(j)|
|Γ+(i) ∪ Γ+(j)| (2.10)
After finding similarity for edges sharing nodes, each edge is assigned to its own com-
munity as the initial step, then at each time step, the pair of edges that share a common
vertex are merged when they have the largest similarity. Repeating this process of merg-
ing until all links belong to a single cluster, “the history of the clustering process is then
stored in a dendrogram” [2].
A partition of edges is a set F = {F1, . . . , Fz} where z is the total number of edge
clusters. The number of edges in a cluster Fc is mc = |Fc|, and the number of nodes that
those edges, in Fc, touch is nc = | ∪eij∈Fc {i, j}|.
The second step of this link community approach is to partition the constructed den-
drogram according to Partition Density function D which measures the quality of an edge
9http://barabasilab.neu.edu/projects/linkcommunities/
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partition as:
D =
2
m
∑
c
mc
mc(nc − 1)
(nc − 2)(nc − 1) (2.11)
This quality function has a maximum value D = 1 where every community is a fully
connected clique, whereas D = 0 when each community is a tree. The complexity of the
link community algorithm is O(n.k2max) [178], where kmax is the maximum degree.
An example of the link community clustering on a network is shown in Figure 2.1.7,
where the dendrogram of the Zachary Karate-club network [182] is cut on a threshold at
partition density function D ≈ 0.64.
Figure 2.1.7: This figure illustrates the dendrogram used in link community clustering, 8
overlapping node clusters are detected based on edge clustering in Zachary Karate-club
network with partition density ≈ D = 0.64.
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2.2 Artificial benchmarks and performance
The LFR benchmark [92] allows authors of community detection algorithms to test their
algorithms and evaluate the communities they have detected. It relies on creating an
artificial network belonging to a “planted ` - partition” model, which generates a network
with a given community structure. The node partitions generated in such a network can
have different sizes, and different nodes can have different degrees.
This benchmark suite has the ability to test large networks of 103 to 105 nodes, to
deal with overlapping communities and with both directed and undirected networks. Its
novelty is that it is possible for both node degree distribution and community size to
follow the power law distribution.
To run a test on the LFR benchmark, the mixing parameter µ has to be tuned at
different values in the range [0, 1]. This mixing parameter µ is the ratio of the number of
external neighbors (kout) of each node by its total degree. A small value of µ indicates well
separated communities, however with a high value of µ, communities overlap more and
more and the community structure is weaker. This mixing parameter allows the strength
of the community structure to be controlled, to be compatible with realistic topological
properties. The test algorithm is run against LFR networks constructed using a selection
of values for µ and the partition it finds is compared with the planted partition using NMI.
The complexity of the LFR benchmark is linear in the number of edges of the constructed
network, which makes performing such testing fast enough to analyse and study.
A comparative analysis of the performance of 12 community detection algorithms ap-
pears in Lancichinetti et.al. [89, 90]. This study enables us to compare the stability and
the accuracy of algorithms by testing them against heterogeneous distributions of node
degree and community size. The outcome of this study is that the Infomap algorithm is
the best algorithm to cluster very large networks, followed by the Louvain algorithm (but
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Figure 2.2.1: [89] The performance of four algorithms against LFR benchmark partitions.
Infomap is at bottom right and Louvain (Blondel et. al.) at top left.
see the remark below ) and a Potts model algorithm. Figure 2.2.1 from [89]10 shows the
comparative performance for various µ.
However, Lancichinetti et. al. [90] admits that in Figure 2.2.1 they did not use the
subsequent iterates of the Louvain algorithm in determining its performance, only the
first phase, because the performance of the final level would be very poor, owing to the
resolution limit.
Furthermore, a recent evaluation for 11 algorithms appears in [137] where the empha-
sis is on the strength of community structure. It used the artificial networks generated
by the LFR benchmark, where node degrees and community sizes are both power-law
distributed, with a different mixing coefficient, and again the NMI is used to assess the
performance of the algorithms. This evaluation concludes that Infomap is the leading
algorithm on performance among all 11 algorithms, followed by Walktrap and Louvain.
10Figure reprinted with permission from Ref [89]. c© 2009 by the American Physical Society.
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2.2.1 Resolution limits and performance
The resolution limit of community detection algorithms can be distinguished between two
types
• due to communities themselves not being strongly defined, for example those with
high mixing parameter in LFR. Any algorithm will eventually fail to distinguish
communities, so their performance will be good if they can have high mixing pa-
rameter before failure. See Figure 2.2.1 for example of high performance algorithms
Infomap followed by Louvain, a medium performance algorithm (Infomod) [158] and
a low performance Markov cluster algorithm (MCL) [170].
• due to theoretical limits of the algorithm which can be proved formally, for exam-
ple for Louvain, subsection 2.1.2 and the Piexoto stochastic block model, subsec-
tion 2.3.4.
However, it should be noted that even high performance algorithms may suffer from
unknown resolution limits.
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2.3 Bipartite network algorithms
In this section we look at non-overlapping clustering algorithms for bipartite networks.
Although community detection in the class of unipartite networks has been studied well
in the literature [60, 89], the important class of bipartite networks has only received atten-
tion recently [71, 94, 73, 14]. There is no suite of existing benchmark bipartite networks
for testing community structure comparable to the LFR benchmarks [92] for one mode
networks.
2.3.1 Guimera bipartite modularity
Most authors follow the modularity method of Newman and Girvan [130] to find com-
munities in bipartite networks. Since bipartite networks have two distinct node sets and
edges only connect nodes from different sets, modularity optimization needs to be mod-
ified to identify communities in this kind of network. Guimera et al [73] introduced a
modularity measurement MB(P ) for bipartite networks after denoting the sets of this
network as actors and teams. The emphasis of finding modules here was in the actor set,
P , after projection. They started by calculating the expected number of times that actor
i belong to team a to create ma actors:
ma =
ti∑
k
tk
(2.12)
where ti is the total number of teams to which actor i belongs. They calculate the expected
number of times that two actors i and j belong to team a:
ma(ma − 1) = titj(∑
k
tk
)2 (2.13)
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Then, they defined the bipartite modularity as:
MB(P ) =
∑`
c=1

∑
i 6=j∈c
sij∑
a
ma(ma − 1) −
∑
i 6=j∈c
titj(∑
a
ma
)2
 (2.14)
where ` is the number of modules and sij is the actual number of teams that actor i and
actor j are in together.
The authors of this approach checked their modularity MB(P ) performance against
the communities in the weighted projection on P detected directly by modularity maximi-
sation. They found no difference between these and the communities in P that resulted
after projecting the communities they found in the bipartite network.
2.3.2 Barber modularity matrix
In [14], Barber developed the modularity matrix for bipartite networks, inspired by New-
man’s idea of a modularity matrix [123]. The modularity equation from Newman [123]
takes the following form (cf. (2.6)):
Q(C) =
1
2m
∑
ij
(aij − Pij) δ(c(i), c(j)) (2.15)
where Pij is the probability of an edge existing between nodes i and j. Nevertheless, this
definition of modularity can be given in matrix form. The community ci, 1 ≤ i ≤ `, is
replaced by n×` index matrix S = [s1 | s2 | ... | s`]. Column si is an index vector showing
membership in ci; a value of 1 in position j of si indicates that node j belongs to ci [28].
Further, the modularity matrix B is defined with elements:
Bij = aij − Pij (2.16)
Barber claims that there is a profound impact on the modularity using a normal null
model in the Equations (2.15, 2.16), since it assigns edges at random with the expected
degree of model nodes “constrained to match the degrees in the actual network” [14].
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Thus, he defines a null model that obeys the requirements of bipartite networks, also he
adapts this null model to show the original structure of bipartite networks.
To clarify Barber’s null model we give a brief illustration for the model. The nodes
in a bipartite network can be adjacent if they are in distinct sets, so no edge is between
nodes in the same set. In a more visual way see Figure 1.4.1, there are two sets of nodes
red and blue; and the edges link nodes of different color, note there is no edge between
nodes of the same color. Let l be the number of blue nodes and k be the number of red
nodes, therefore the total number of nodes is n = l + k.
The assumption here is that the nodes are indexed, thus red nodes are labelled
{1, 2, ..., k}, whereas the blue nodes are labelled {k + 1, k + 2, . . . , k + l}. Consequently,
the adjacency matrix has a block off-diagonal form as in Equation (1.28).
The corresponding form of P would assign zero likelihood to adjacent nodes which
belong to the same color, excluding any edges in the null model. Then, the modularity
matrix B has a block off-diagonal form,
B = A− P (2.17)
The diagonal all zero blocks show the modularity contribution for the pairs of nodes of
the same color which indicates that no nodes from same group have edges to each other.
Therefore, the modularity equation for bipartite networks can be written as (cf. (2.15)):
Q =
1
m
k∑
i=1
l∑
j=1
(aij − Pij)δ (g(i), h(j)) (2.18)
where g(i) indicates a cluster red node i is assigned to and h(j) indicates a cluster blue
node j is assigned to.
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2.3.3 Label propagation algorithms for a bipartite network
A different technique for detecting communities in unipartite networks is the Label Propa-
gation Algorithm (LPA), proposed by Raghavan et al. [148], which uses the local network
structure as a guide for finding communities in unipartite networks. Barber and Clark
[15] introduced an extended version of LPA, denoted LPAb, for bipartite networks. The
LPAb is very fast on a bipartite network and it is an efficient method of detecting com-
munities through maximizing the modularity optimization.
The mechanism of LPAb implementation is that initially it starts by assigning a unique
label for each node in bipartite network that reflects their node set, so we have two dif-
ferent colors, say nodes in P are labelled in red, characterised by g, and nodes in S are
labelled in blue, characterised by h. Since a bipartite network has no edge with both ends
being red (or blue) nodes, the network adjacency matrix takes a block off-diagonal form
as shown in (1.28). Then, nodes update their label at each step in random sequences to
obtain maximization in bipartite modularity. The updating process for node i would be
as follows:
Let k and l be the numbers of red and blue nodes, respectively . If i is a red node then:
g(i)new = argmax
g
(
l∑
v=1
Bivδ(g(i), h(v))
)
(2.19)
where g(i) is the current label for node i, g(i)new is the new label for node i, argmaxg
returns the label that maximizes the sum. If i is a blue node then:
h(i)new = argmax
h
(
k∑
u=1
Buiδ(g(u), h(i))
)
(2.20)
These processes are repeated iteratively until a local maximum of bipartite modularity
is reached. At the end, modules are identified as a group of nodes having the same labels.
The speed of LPAb makes it the “fastest bipartite modularity optimization algorithm”
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[39] because the computational time for LPAb is O(m). Liu and Murata [109] introduced
an improved version of LPAb, called LPAb+, which they claimed is the most reliable
algorithm with highest bipartite modularity.
2.3.4 Statistical modelling and MDL algorithms
The stochastic block model of Peixoto [142] employs minimum description length (MDL)
to describe the structure of a network, through compressing the total amount of informa-
tion on the network. It identifies the blocks (communities) for a network without needing
to specify the number ` of blocks in advance. However, there is a resolution limit in de-
tecting the blocks which is similar to the resolution limit in modularity based algorithms:
the maximum detectable block number ` scales as
√
n for a fixed average degree.
A statistical modelling approach to community detection in bipartite graphs has been
proposed by Aitkin et al in [5]. The paper first surveys the statistical models used for
modelling networks where actors attend events (some of these models are not intended for
community detection). It discusses a latent class model, which is a “mixed Rasch model”
where the number of communities, `, is an initial (unknown) variable, and particular
choices of ` are fitted by assigning different event attendance probabilities among groups,
but identical attendance probabilities within groups. An assumption of the model is that
actors attend events independently. The choice of ` is discussed at some length.
The bipartite Stochastic Block Model (biSBM) is a parametric probability distribution
over all networks [93]. biSBM is adapted from the work in [82], and employed to detect
communities in bipartite networks. This block model divides set P and set S into `k and
`l groups respectively. These parameters have to be set in advance before clustering the
bipartite network. biSBM identifies communities of each set P and S separately, which
means each community contains nodes of a single set.
In Chapter 5 we will survey overlapping detection communities algorithms for bipartite
networks.
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2.4 Discussion
In this chapter we have reviewed a collection of community detection algorithms, includ-
ing variants specifically designed for bipartite networks, that have previously been used
to cluster complex networks. We survey modifications of modularity-based algorithms to
adapt them to the bipartite case. Modularity based algorithms suffer from a well-known
resolution limit. We conclude that Infomap is the best-performing algorithm for cluster-
ing large networks based on two benchmark comparative analyses [137, 89].
However, Infomap has not been specifically designed for bipartite networks, thus it
does not perform as intended on bipartite networks as it does with unipartite networks.
This issue is the subject of the next two chapters.
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In recent years, there has been increasing motivation to analyse bipartite networks in
general as a separate network category, and in particular to investigate their community
structure. The Infomap algorithm utilizes the information flow on a network in order to
achieve its clustering. This information flow is approximated in practice by means of a
random walk along the network, and iterating until a steady state distribution emerges,
as it must, under the assumption that the network in question is strongly connected and
aperiodic. However, the Infomap algorithm cannot run directly on a bipartite network
without adaptation because a random walk is periodic, see Section 1.5.4. The Infomap
algorithm will not converge to a unique stationary distribution pi as t −→∞.
To overcome this, a weighted projection approach based on common neighbours of
set P of a bipartite network may be applied, to obtain a one mode network that can be
clustered by Infomap, as we do in this Chapter. This can solve the issue, since in bipartite
networks one set may attract most interest “while the other may be somewhat neglected”
[154]. Alternative ways to break the periodicity of random walks on bipartite networks
are to use one of our proposed strategies, as we discuss in Chapter 4.
The motivation of our approach is to be able to obtain a stationary distribution for
a random walk on the unipartite network obtained by projection. This is achieved by
integrating the projection process into the Infomap algorithm. We do the same for the
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Louvain algorithm for comparison purposes. This allows us to compute the time com-
plexity for the whole operation starting from converting bipartite networks to weighted
unipartite networks followed by clustering them by the two algorithms, and to compare
performance by the two algorithms. It is possible to use a different projection approach
and then apply Infomap and Louvain algorithms, but we chose to integrate projection
with Infomap and Louvain algorithms to simplify the testing process, e.g. when testing
and optimizing our projection code.
In this Chapter, we survey the projection approaches for bipartite networks that have
been already used in the literature in Section 3.1. In Section 3.2 we describe the weighted
projection network we use. We compare the community detection outcomes from bench-
mark with others in the literature on a small database, which is nonetheless a benchmark
for bipartite clustering techniques, the “Southern Women” database [41] in Section 3.3.
For 5 real world bipartite networks the results and experimental evaluation are given in
Section 3.4. In Section 3.5 the complexity of the algorithm is studied and running time
for all case studies are demonstrated. Section 3.6 discusses and highlights the important
results we found.
3.1 Projection approaches
The projection method has been used for a long time in recommendation systems in
the business area. Its strength is the idea that the emphasis is usually on one of the
two node sets. These sets can be switched for different applications. So a projection
method allows us to investigate bipartite networks using powerful one mode algorithms,
after a transforming process. The projections of bipartite networks “remain an important
methodological tool in research” [122]. The weighted projected network is much more
informative than the unweighted one [94]. Since its weights are all integers it can be
analyzed by standard techniques for unweighted graphs [128, 73].
For simplicity, a straightforward way is to weight an edge directly by the number of
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times the corresponding nodes connect through a common neighbour [149].
Newman [125] extended the concept of the weights on the edge between nodes while
working with scientific collaboration networks. He argued that two scientists whose names
appear on a paper together with many other co-authors might know one another less well
on average than two who were the only authors of a paper. To consider this effect, he
defines the weight among the nodes using the factor
wij =
∑
x
1
kx − 1 (3.1)
where kx is the number of authors on paper x. So, in scientific collaboration networks,
if two scientists who only publish a single paper together with no other co-authors get
weight of 1. However, if the two scientists have a co-author on the same paper, the weight
on the tie between them is 0.5.
Another way to project bipartite networks is to produce a weighted directed one mode
network based on classifying nodes in the original bipartite network as target (P ) and
intermediary (S), as mentioned in Collaborative Filtering (CF) [146]. The weight wij on
an edge between i, j ∈ P shows the importance of node i attached to node j measured
by a specific function. These weights denote how important the ending node is to the
starting one.
However, this method provides a weighted directed one mode network, and the main
focus of the thesis is on weighted undirected one mode networks. Moreover, it is expensive
in terms of time complexity as CF can be done in O(m2〈kP 〉+mn〈kS〉) [184].
Another example of projection is the Network-based Interference (NBI) used in rec-
ommendation systems [184]. In this method an asymmetrical weighted approach on set
P has been proposed, where wij 6= wji. The weights on edges are stored in the weighted
adjacency matrix W = [wij]k×k. This process requires k2 memory space to store the
weighted matrix [184]. In Collaborative Filtering methods [76, 168, 179] the similarity
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matrix between nodes is constructed and stored in m2 memory space.
Another projection technique is to construct a block adjacency matrix that represents
the binary bipartite network as in (1.28). The projection of set P has weighted incident
matrix is AAT, and the projection of set S has ATA [116]. This is a matrix imple-
mentation of the common neighbours approach. We use an adaptation of the common
neighbours approach here because of its simplicity and efficiency.
Guimera et al [73] found no difference in the node communities detected in P whether
they resulted from modularity maximisation after projection, or projection after bipartite
modularity maximisation.
However, one-mode projection implies a certain degree of information loss [94]. An
example of the lost information is in movie bipartite networks where there is a set of
actors and a set of movies. The bipartite network encodes node attributes such as the
running time of movies the actors are common in [94]. This information can be lost when
transferring the bipartite network to a one mode network. Another example is the natural
structure of bipartite network where in general we can not obtain the bipartite network
from its one mode projected network [184, 71], see Figure 3.1.1 for more clarity.
Figure 3.1.1: Illustration of structurally different bipartite networks which exhibit an identical
one-mode projection.
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3.2 Weighted projection based on common neighbours
Infomap has not been specifically designed for bipartite networks, but we can certainly
apply it to a (weighted) projection [73] onto P . We have used projection with two high
performance algorithms, Infomap and Louvain, to overcome the impracticality of the first
algorithm being applied directly to bipartite networks.
A projection of P in G = (P, S,E) is a graph GP = (P,EP ) in which two nodes i and
j ∈ P are linked together if they have at least one neighbor in common in S.
A projection can be weighted or unweighted but weighted projections are usually re-
garded as more representative of the edge information in the bipartite network. Two nodes
in P are more likely to have a meaningful link in reality if they have many neighbors in
common, and this information should not be lost. The number of common neighbours
can be represented by multiple edges between the nodes, or else by a weighted single edge
between the nodes. Similarly, the information that a particular node in P connects to a
node of degree 1 in S should not be lost.
We use our projection based on common neighbours index for simplicity and efficiency
since storing data in matrix A can need huge memory space. Here, we want to make a bal-
ance between time complexity and space complexity in our approach, to be more practical
and feasible to combine with the state-of-the-art of one mode clustering algorithms.
3.2.1 Description and method
Multiple edges are computationally time-consuming to process, and here we use weighted
edges. Moreover, Infomap and Louvain can accept weighted networks as input.
Given bipartite graph G, for node i ∈ P , let Γ(i) denote the set of neighbors of i ; all
these are nodes in S. To count edges between distinct nodes i and j in P we choose the
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common neighbors index,
wij = |Γ(i) ∩ Γ(j)|, i 6= j (3.2)
due to its simplicity and efficiency [183, 108] on large scale networks. Then wij is the
weight of the edge between i and j in the projected one mode network.
The weighted projection of P is the graph GP = (P,EP ) in which two nodes i and j
∈ P are linked together if they have at least one neighbour in common in S, and there
is a loop at node i if it has a neighbor of degree 1. So EP = {(i, j), i 6= j,∃ x ∈ S :
(i, x) and (j, x) ∈ E} ∪ {(i, i) : ∃x : (i, x) ∈ E and @ j 6= i : (j, x) ∈ E}}. The weight on
edge (i, j), i 6= j ∈ EP , is the common neighbour index wij = |Γ(i) ∩ Γ(j)| in E, and the
weight on loop (i, i) is the number of degree 1 neighbors of i. Note that GP is connected
if G is. The adjacency matrix of GP is defined by:
aij =

1, if nodes i and j have a common neighbor
1, if node i has a neighbor which has no other
neighbors in P (resulting in a loop at i)
0, otherwise
This means that we do allow loops (an edge from a node to itself) and multiple edges
encoded as weights on a single weighted edge between two given nodes.
This approach enables us to generate a weighted projected one mode network from
the bipartite network in an efficient way. Further, we avoid the loss of information for
a node of degree one in the secondary set S. An illustration of the weighted projection
method we use appears in Figure 3.2.1. We have programmed this projection algorithm
in C++ for compatibility with the implementations we have of the Infomap and Louvain
algorithms, see Algorithm 1 in the Appendix A.1.
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(a) (b)
Figure 3.2.1: Example of weighted projection. (a) Bipartite network with n = 12, m = 15,
|P | = 7 and (b) weighted projection of P using (3.2) with |EP | = 19.
To evaluate the quality of community detection in a bipartite network using our pro-
jection, we look to examples where it is possible to extract some ground truth. There
is no suite of existing benchmark bipartite networks for testing purposes comparable to
the LFR benchmarks [92] for one mode networks. The most-studied bipartite network is
the very small “Southern Women” network and it has been used as a de facto benchmark
for testing community detection algorithms, both for bipartite graphs (obviously not In-
fomap, though) and for the projection onto P .
The lack of existing benchmark bipartite networks underlines our method. During
the research for and original submission of this thesis, there was no community detection
method in the literature that examines bipartite networks from a random walks perspec-
tive. Very recently, such an approach has been published [85] which is tested on four large
complex networks. However there is no accepted ground truth for these networks and the
new algorithm’s performance has not yet been compared to other community detection
algorithms for bipartite networks.
For all our experiments in case studies using Infomap, we have put N = 100 to ensure
the best result from 100 attempts, i.e. with least MDL, is selected.
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3.3 Benchmark “Southern Women” bipartite network
The “Southern Women” network collected by Davis et al [41] has become a benchmark for
testing community detection algorithms on bipartite networks. This network has k = 18
women (who form the primary set P ) who attended l = 14 different events (the secondary
set S). Thus, the total number of nodes in this bipartite network is n = 32 and m = 89.
Events
1 2 3 4 5 6 7 8 9 10 11 12 13 14
1 Evelyn 3 3 3 3 3 3 3 3
2 Laura 3 3 3 3 3 3 3
3 Theresa 3 3 3 3 3 3 3 3
4 Brenda 3 3 3 3 3 3 3
5 Charlotte 3 3 3 3
6 Frances 3 3 3 3
7 Eleanor 3 3 3 3
8 Pearl 3 3 3
9 Ruth 3 3 3 3
10 Verne 3 3 3 3
W
o
m
e
n
11 Myra 3 3 3 3
12 Katherine 3 3 3 3 3 3
13 Sylvia 3 3 3 3 3 3 3
14 Nora 3 3 3 3 3 3 3 3
15 Helen 3 3 3 3 3
16 Dorothy 3 3
17 Olivia 3 3
18 Flora 3 3
Table 3.3.1: Tabular representation of the adjacency matrix of Southern Women bipartite
network.
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Most studies conducted before 2003 identify two (sometimes overlapping) communities
of women while one identifies three communities [62]. In many studies, members within
each community are further partitioned into core or peripheral members. More recent
studies using bimodularity find more communities (3 and 4). Consequently, at least two
communities are expected.
In Table 3.3.2, we list the community numbers found in the Southern Women dataset
by the more recent bipartite network algorithms described in Section 2.3 and by our im-
plementation of projection in Infomap and Louvain in Section 3.2.1. We have |EP | = 139
and an edge in EP exists between two women for each event they attend together.
We compare our results for the Southern Women network with results in the lit-
erature, in more detail. Using Infomap, we have community A consisting of Evelyn
and Theresa (women 1 and 3, respectively), community B consisting of Katherine and
Nora (women 12 and 14, respectively), and two others C = {8, 9, 16, 17, 18} and D =
{2, 4, 5, 6, 7, 10, 11, 13, 15}, as shown in Figure 3.3.1. Our groups A and B consist of
women frequently identified as core members of each of the two communities found in
earlier studies. By contrast, Barber’s two smaller communities consist of women who
tended to be identified as peripheral members of each of the two communities found in
Algorithm Quality function Network applied to Modules in P
This thesis modularity weighted projection 2
Guimera et al [73] modularity weighted projection 2
Crampes & Plantie [35] bimodularity bipartite 3
Barber [14] bimodularity bipartite 4
Liu & Murata [109] bimodularity bipartite 4
This thesis map equation weighted projection 4
Table 3.3.2: The Southern Women network: Number of communities of women detected by
different algorithms
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Figure 3.3.1: The four communities of women found in the Southern Women network
using the Infomap algorithm. Red nodes represent S, the events the women attended,
and the four other colors represent four communities within P , with nodes labelled by
first name.
earlier studies [62].
Barber also tested the success of his partition into four communities, found using
the maximum bipartite modularity (as described in Section 2.3.2), as a partition in the
corresponding unweighted projection network, and found it to have negative modularity
[14]. As this result is worse than considering the women as a single community, it further
supports our use of the weighted projection network.
Guimera et al [73] found only two communities of women (red and blue) whether
modularity on the unweighted projection, the weighted projection or bipartite modular-
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ity was used. They found the communities were inaccurate with unweighted projection,
but identical and in agreement with supervised results in [62] for the other two methods.
The total number of edges in the Southern Women network after weighted projection
is 139 edges. Our community A (Evelyn and Theresa) has internal edge weight 7 and
lies inside Guimera et al’s red group, while our community B (Katherine and Nora) has
internal edge weight 5 and lies inside the blue group. These two “core” strong small
communities are not detected by the modularity based algorithm, probably because their
edge numbers fall below the resolution limit of modularity, which in this case is 12 (since
11 <
√
139 < 12). By comparison the 2 communities found by our projection input
into Louvain have 45 and 33 internal edges. This demonstrates that, in this benchmark
bipartite case, Louvain is subject to the resolution limit for modularity but Infomap is not.
Application of Infomap to the small and much analysed Southern Women bipartite
network shows that the communities detected represent meaningful associations between
the women grouped together. In the following subsection, we continue to apply Infomap
and Louvain to weighted projections of larger bipartite networks as case studies.
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3.4 Bipartite network case studies
In the case studies of this subsection, we demonstrate that Infomap produces meaningful
communities representing some ground truth, and does so better than Louvain. The first
three case studies are presented in order of increasing size and with deeper analysis, as
each highlights a different feature of Infomap commmunity detection.
3.4.1 Noordin Top terrorist network
The Noordin Top terrorist group data linking individuals with relationships or affiliations
first appeared in [67]. The ties or links between actors represent one or more common
affiliations or relationships. Common attendance of actors at events was inferred from
their mention together in public reports in newspapers and elsewhere. The data were
coded as network data by Naval postgraduate students and the information was published
in 2012 in [58]. We work with the cleaned affiliation subnetwork and thank Assoc. Prof.
Murray Aitkin for providing it. It forms a bipartite network with 79 actors and 45 events
(affiliations), classified into six categories (Operations, Logistics, Organizations, Training,
Finance, Meeting). We excluded the actors who did not present at any of the 45 events
(5 actors). Thus, the total number of nodes in this bipartite network is n = 119 and
m = 276.
In [4] the Bayesian latent class model of [5] (see Section 2.3.4) is applied directly to this
terrorist network for block numbers ` = 1, . . . , 4. The researchers find the ` = 3 model
fits best and use an actor’s degree to assign them to a community. Their first group
consists of two important leaders and planners (Noordin Top and Azahari Husin), and
they conclude that the other two groups are: the “footsoldiers”; and the “intermediaries”
who meet the planners and train the footsoldiers.
Weighted projection of the Noordin Top bipartite network onto the actor set P deter-
mines a network with |EP | = 759 edges in total weight. Using the Infomap algorithm we
found 5 communities and using Louvain we found 4 communities, see Table 3.4.1. The
modularity resolution limit for this network is b√759c = 27. Therefore, a community
with strong ties and 27 edges may not be detected by modularity based methods. The
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5 communities found by the Infomap algorithm are displayed in detail in Figure 3.4.1.
Algorithm Communities Sizes
Louvain 4 29, 16, 15, 14
Infomap 5 25, 30, 12, 4, 3
Table 3.4.1: Communities in the projected Noordin Top terrorist network.
The smallest Louvain community (14 actors) wholly contains the third Infomap com-
munity (12 actors), and we regard them as essentially equivalent. The largest Louvain
community (of 29 actors) contains 23 of the 25 actors belonging to the largest Infomap
community. It also contains the smallest Infomap community (a clique of 3 actors with
weighted edge sum 6). The second small Infomap community (a clique of 4 actors with
weighted edge sum 6) has three actors in the largest Louvain community and one in the
second largest Louvain community. Essentially, Infomap detects three communities inside
the largest Louvain community. The two small clique communities are half an order of
magnitude smaller than the modularity resolution limit. This is a real-world illustration
of the phenomenon illustrated theoretically in Figure 2.1.2.
Consequently, to test the communities found for meaningfulness, we concentrate on
the structure in Figure 3.4.1 found by the Infomap algorithm. Community 4 contains
actors Abdul Rauf, Imam Samudra, Apuy and Baharudin Soleh. Community 5 contains
actors Enceng Kurnia, Anif Solchanudin and Salik Fridaus. These two small cliques have
no recorded direct links between them, nor does Community 5 have any recorded di-
rect links with Community 3. Identifying these small clique communities in the original
bipartite network described in [152] recovers very meaningful link information. For in-
stance, Anif Solchanudin and Salik Fridaus were trained together to be suicide bombers
for Bali Bomb II in 2005. Community 4 also reflects useful information. Abdul Rauf,
Imam Samudra and Apuy came from the same organization, Ring Baten, while Apuy
and Baharudin Soleh were involved directly in the Australian Embassy bombing in 2004.
These two smallest communities are new structure, not found by the Louvain algorithm
or in [4], and are significant from a defence analysis perspective.
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Figure 3.4.1: Noordin Top terrorist network actor communities found using Infomap: Commu-
nity 1 (red, top, 25 actors), Community 2 (green, bottom, 30 actors), Community 3 (purple,
left, 12 actors), Community 4 (pink, below right, 4 actors), Community 5 (blue, above right, 3
actors).
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Another interesting question about the communities which have been detected is,
which of the most important individual actors belong to which community? A list of the
Top 10 actors in the Operational subnetwork of the Noordin Top network, according to
various centrality measures, appears in Table 3 of [152]. For the whole projected actor
network, not just the Operational network, we present similar information in Table 3.4.2.
As with the network in [152], there is remarkable agreement amongst these measures:
there are 14 actors in total in the four Top 10 lists of Table 3.4.2. Six of these 14 actors
appear in both Table 3.4.2 and Table 3 in [152] and 4 of these six actors are located in
our Community 1. For the 14 actors appearing in Table 3.4.2, 8 are in Community 1, 5
in Community 2 and 1 in Community 3. In Figure 3.4.2 we plot the (unweighted) degree
distribution of P in GP for the Noordin Top bipartite network.
Figure 3.4.2: (Unweighted) degree distribution of P for the Noordin Top bipartite network.
The top two in different centrality measures of the network are shown in this figure,
Noordin Top (with degree 53) and Azhari Husin ( with degree 51).
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Figure 3.4.3: Noordin Top terrorist network actor communities found using Louvain algorithm.
The 4 communities appear in different colors.
We related Figure 3.4.1 back to the 6 categories of events, as was done in [4] for
only 3 communities, and list the “Top Ten” actors by four different centrality measures.
Community 1 contains the two principal leaders and planners (Noordin Top and Azhari
Husin). In total, 8 of the 14 actors appearing in the Top Ten lists are in Community 1.
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Degree Weight Eigenvector Centrality Betweenness
Noordin Top Mohamed Azhari Husin Noordin Top Mohamed Azhari Husin
(53) (115) (1) (303.968)
Azhari Husin Noordin Top Mohamed Azhari Husin Noordin Top Mohamed
(51) (111) (0.967) (303.27)
Muchtar Hari Kuncoro Muchtar Muchtar
(43) (56) (0.935) (99.034)
Abu Fida Son Hadi Abu Fida Son Hadi
(37) (53) (0.861) (87.691)
Abu Dujanah Iwan Dharmawan Abu Dujanah Iwan Dharmawan
(36) (53) (0.855) (82.837)
Iwan Dharmawan Abu Fida Imam Bukhori Ismail
(35) (52) (0.765) (76.103)
Imam Bukhori Muchtar Umar Wayan Hari kuncoro
(33) (51) (0.756) (72.404)
Umar Wayan Abu Dujanah Iwan Dharmawan Umar Wayan
(33) (49) (0.717) (56.725)
Son Hadi Imam Bukhori Hambali Imam Bukhori
(32) (45) (0.698) (54.236)
Ismail Aceng Kurnia Son Hadi Chandra
(32) (45) (0.677) (52.642)
Table 3.4.2: Top 10 actors in Noordin Top projected network by different centrality measures
The most significant common property of this group is that 17 out of 25 of its actors were
affiliated to the same Organization (Jemaah Islamiyah, a transnational Southeast Asian
militant Islamist terrorist organisation linked to Al-Qaeda), and we can conclude it is the
most significant community.
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3.4.2 New South Wales crime network
This publically available Australian crime data from the state of New South Wales (NSW)
was published in 2012 [40]. It was collected by the NSW Bureau of Crime Statistics and
Research from January 1995 to 2009, and it provides rich information about every crime
that occurred in each month, categorised by offence type. There are 21 offence categories;
some of these categories have subcategories that are related to the main category of the
offences. For instance, “Homicide”, as a category of offence, has four subcategories (Mur-
der, Attempted Murder, Accessory to Murder and Manslaughter) that all relate one way
or another to the main category. The underlying social network of offenders is reflected
in the reported crimes.
The data reports the crime according to the local government area (LGA) it was com-
mitted in. There are 155 LGAs in NSW. The bipartite network we extract has as node
sets the offence categories, l = 21, and the LGAs, k = 155, that they were committed
in. Thus the bipartite network has n = 176 and has m = 8761. We are interested in
identifying where similar patterns of crime have occurred, and which are the more dan-
gerous areas, so P is the LGAs and S is the categories of offence. Weighted projection
onto P results in an extremely dense network with |EP | = 3, 478, 084 edges in total weight.
We applied both the Infomap and Louvain algorithms to the weighted projection on P .
The Louvain algorithm did not determine any community structure at all. Consequently
it is of no use for analytic purposes. However the Infomap algorithm found 2 communities
of LGAs, one containing 82 LGAs and the other containing 73 LGAs. We expect there is
more frequent connection between some subset of crimes for Community 1 of LGAs versus
the more frequent connection between some other subset of crimes for Community 2. The
modularity of this structure is higher than that for a single community, see Table 3.4.3,
indicating it may be a better structure, so the modularity-maximising Louvain algorithm
should have found more than one community.
In fact it is somewhat surprising that so few communities were found. The number of
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Algorithm Communities Sizes Modularity
Louvain 1 155 0
Infomap 2 82, 73 0.026
Table 3.4.3: Comparison of algorithm performance on NSW crime network.
internal edges in the larger community found by Infomap is 112,374, almost two orders
of magnitude greater than the modularity resolution limit of b√3, 478, 084c = 1, 864. A
probable explanation is that the communities are very weak. This is supported by the
fact that in our categorisation of community strength (Section 1.3.2) they appear in the
“very weak” 5th category.
However, when the LGAs in NSW are mapped and coloured according to community,
a very strong geographical divide is visible, see Figure 3.4.5(a). It provides a dramatic
explanation of the community partition found by Infomap. Generally speaking, Commu-
nity 1 includes the more populated LGAs and Community 2 includes the majority of rural
and “Outback” LGAs. The 38 LGAs in the main metropolitan area, Sydney, are all in
Community 1, see Figure 3.4.4.
Analysis of the underlying crime statistics by LGA shows that for homicide (Figure
3.4.5(b)), 90% of the shaded LGAs occur in Community 1; for theft (Figure 3.4.5(c)) 85%
Figure 3.4.4: Sydney and Surrounds crime network: all LGAs are in Community 1.
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(a) Two communities (b) Homicide
(c) Theft (d) Total crimes
Figure 3.4.5: Map of NSW local goverment areas and related crimes. (a) The 2 communities of
LGAs found by Infomap: Community 1 contains 82 LGAs and Community 2 contains 73 LGAs.
The unclassified area is the Australian Capital Territory, which is not part of NSW. Underlying
crime statistics are also mapped by LGA: (b) Homicide rate; (c) Theft rate and (d) Total crime
rate.
of the shaded LGAs occur in Community 1 and for total crime rate (Figure 3.4.5(d)),
86% of the shaded LGAs occur in Community 1. The correlation coefficient of the crime
rates between the two communities is 0.992.
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3.4.3 Internet Movie Database network
The Internet Movie Database (IMDB) is downloadable from [136]. We thank Dr Tiago
Peixoto for the cleaned dataset from [142] that we use here. The dataset includes details
about internet media and actors in them from different perspectives such as country and
year of production, genre, language and rating. The “Internet Movie” term covers a range
of film types, including movies, video shows, TV shows and video games; the actors are
the cast members.
We are interested in the bipartite network formed from this database, where films form
the primary set P and actors who have acted in a film listed in P form the secondary
set S. Initially we have l = 275, 805 actors who participated in k = 96, 982 films. The
number of edges is m ≈ 1, 812, 697, each edge represents an actor appearing in a film.
The actors and films with degree k ≤ 1 have been removed since they provide no signifi-
cant information on the overall network structure, giving k = 96, 881. The corresponding
weighted edge number is |EP | = 18, 772, 909 and b
√
18, 772, 909c = 4, 332.
The MDL stochastic block model (see Section 2.3.4) was applied to the whole network
directly in [142] and ` = 332 communities found, which, remarkably, perfectly reflected
the underlying bipartiteness, with 165 communities entirely in P and 167 entirely in S.
Note that n = |P |+ |S| = 372, 686 so d√ne = 611 and the maximum number of commu-
nities this algorithm can detect in the whole network is of this order.
Clustering the weighted projected network using Infomap results in 682 clusters of
films in P . When we apply Louvain, only 64 clusters in P result. However, checking the
four levels of the Louvain algorithm shows decreasing cluster numbers (level 0: 96,881
nodes; level 1: 528 nodes; level 2: 80 nodes; level 3: 64 nodes). In accordance with the
Erratum [90], to avoid the resolution limit for modularity we take 528 (level 1) as the
number of film communities found by Louvain.
Thus, it seems likely that the 165 film clusters in P found by [142] is an underestimate,
and the MDL stochastic block model suffers from its resolution limit in this case.
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(a) (b)
Figure 3.4.6: IMDB projected film network: (a) Node degree distribution (log scale) and (b)
Infomap community sizes, relative to network size.
In Figure 3.4.6 we plot the the log degree distribution of P and the distribution of
community sizes found by Infomap in P . Both demonstrate a clear heavy tail. The opti-
mal power-law fit for degree distribution is k0 = 3499 and γ = 7.77, and for distribution
of community size is k0 = 18 and γ = 2.165. As we notice from γ in degree distribution
of P , it is a power law distribution but it is not that of the Baraba´si and Albert scale
free model, (section 1.2.3). The community size distribution is immune to any resolution
limit : the smallest communities in P have 2 nodes. We conclude that in this projected
network the hierarchical structure is well-defined and the communities are well separated.
For clarification, in Figure 3.4.7 we show the largest 100 clusters as supernodes that
clarify the structure of the projected film network. Two of the Infomap clusters are giant
components; the first one has 22, 727 nodes, all of which are the same film type (movie),
and includes almost a quarter of P , and the second has 10, 240 nodes all of which are
movies as well. We checked the IMDB data briefly to see if these two clusters make sense,
and they do indeed represent some ground truth. For example in the second giant cluster,
almost all movies all have the same country of production (USA) and genre classification
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Figure 3.4.7: IMDB projected film network: The largest 100 out of 682 clusters for the weighted
projected network found using Infomap. It shows two giant clusters, the more central one with
10, 240 nodes and the other with 22, 727 nodes.
(Drama). The top 5 hubs (nodes with highest degree) [127] belong to these two giant
components.
The second giant cluster is more central, even though it has fewer nodes than the
other, for intrinsic reasons 1. The betweenness centrality for nodes in the second giant
cluster (the number of shortest paths between node pairs in the network that pass through
that node), is higher than for nodes belonging to the first giant cluster. The top three
nodes for betweenness (the highest is for the 2009 movie “Never” (Part 1) and the second
highest is for the 2008 movie “Around June”) and the largest hub (“Around June” with
k = 7251) are in the second largest component.
1Visualization from online application http://www.mapequation.org/
T. Alzahrani 89
CHAPTER 3 Weighted projection methods
3.4.4 Scientific collaboration network
The scientific collaboration network in Newman [126], contains a bipartite network. It
lists the relationships between publications and the scientists who are authors of these
papers. There are k = 16, 726 scientists who wrote l = 22, 016 papers in this network.
The number of edges between scientists and papers is m = 58, 595, and the total number
of nodes in this bipartite network is n = 38, 742. The primary set in our projection is the
scientists while the secondary set is the papers. Thus, there is an edge between scientists
for each paper they have co-authored. We are interested in detecting the communities of
authors and determining who are more likely to collaborate together. The value of char-
acterizing scientists in communities and describing the ties between distinct communities
from different disciplines is important knowledge because it can help scientists collaborate.
Weighted projection onto P results in a network with |EP | = 49, 608 edges in total
weight. Using the Infomap algorithm in our method categorizes the scientific collabo-
ration network into 2,131 communities. The same method using the Louvain algorithm
finds fewer communities: 1266. We attribute these different results to the resolution limit
of modularity optimization in the Louvain algorithm. The two largest communities using
Infomap are the G. Shirane collaborator group and the MR Norman collaborator group
as shown in Figure 3.4.8. Scientists in one community have more in common than with
those in another and they are likely to collaborate together and this increases the strength
of the community.
3.4.5 Historical Australian government contracts network
The historical Australian government contract data has been published in 2012 [133];
it contains great detail about agencies and companies that undertake projects in Aus-
tralia. We construct a bipartite network from this dataset. The network in this case has
the ABN (Australian Business Number) a unique identifier number for agencies and com-
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panies, as the primary set. The postcode areas in which these agencies have projects form
the secondary set. The bipartite network has k = 11, 924 as agencies and/or companies,
and l = 1, 655 different postcode areas. Thus, the total number of nodes in this bipartite
network is n = 13, 579, the number of edges in this dataset is m = 70, 019, which is the
number of projects from 1999 until 2012 [133].
The weighted one mode projected network relates agencies that have projects in the
a common postcode area, and results in a network with |EP | = 853, 345 edges in total
weight. Our method implemented in Infomap finds 1, 114 communities which contained
agencies working on projects in the same postcode area. However, there were different
results from Louvain, where only 836 communities have been identified.
Figure 3.4.8: The two largest communities with top 100 communities of the scientific collabo-
ration network.
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Infomap Louvain
Network Comm. L Comm. Q
Australian government contracts network 1114 8.340 836 0.530
Scientific collaboration network 2131 6.164 1266 0.877
Table 3.4.4: Community numbers obtained from our experiments, where L is the code length
and Q is the modularity.
The investigation of the historical Australian government contract data could lead to
more collaboration between agencies/companies if they have projects in the same post-
code area. From a government perspective, knowledge of industry colocation might affect
the decision taken to match tenders in a more accurate way.
Our results for the scientific collaboration network and the historical Australian gov-
ernment contract network are summarized in Table 3.4.4.
3.5 The complexity of the algorithm
The time complexity classes are just a way to categorize algorithms by performance [33].
The Big O notation is the most common complexity class used in measuring algorithm
performances [33], because it gives the upper bound for the time complexity, meaning an
application can’t perform worse than that limit. What is actually measured is how many
processing steps the application makes, and this number we want to be as small as possible.
We can compute the time complexity for the whole operation starting from convert-
ing bipartite networks to weighted unipartite networks followed by clustering them using
either algorithm. The reason the projection method is also applied to the Louvain algo-
rithm is to be able to compare the performance of Infomap with that of Louvain. The
complexity for both Infomap and Louvain is O(m) where m is the number of the edges in
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G. In a bipartite network where n is the number of nodes and m is the number of edges,
the time complexity of our projection takes O(n.m), as we now demonstrate.
If we break Algorithm 1 (see the Appendix) in to 3 blocks:
• Block 1: reading data, all we have in this block is a while {} inner block. We
have m (a,b) pairs as edges format which need to be read. This means the while
statement has time complexity O(m). Next, inside while you look for the key, if it is
already there or we need to create a new one, this step takes O(log m). Inside each
inner block we have a push back into the value part of the map which is a vector,
this takes O(1). Multiplying them all, O(m)∗O(log m)∗O(1), gives O(m∗ log m).
• Block 2: creating pairs, we have 3 for loops in cascade. Their time complexities
multiply O(1) ∗O(n.m) ∗O(1) and we get O(n.m).
• Block 3: creating Pajek format, this would read from “creating pairs” which takes
O(m), and creates the Pajek format which takes O(log m). So the resulting com-
plexity from this block is O(m) ∗O(log m) which is O(m ∗ log m).
The final time complexity is the sum of these: O(m∗ log m)+O(n.m)+O(m∗ log m).
We know max m ≈ n2, so max log2m ≈ 2 log n ≤ n, so O(n.m) is the final time complex-
ity for the whole algorithm.
However, in practice Algorithm 1 can run much faster, as shown in Table 3.5.1 for
our case studies of real world bipartite networks. In most real-world bipartite networks
m is larger than n but of the same order of magnitude as n [94]. Another important
measurement that influences the projection is the density of bipartite networks [135], the
denser the network the longer it takes. Thus, we include this scale in our Table 3.5.1.
The efficiency of our projection Algorithm 1 is comparable with one in [125], O(mn),
and better than one in [184], O(mn.〈kP 〉).
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Bipartite networks k l n m |EP | δ(G) Time in Sec
Southern Women 18 14 32 89 139 3.5× 10−1 ≈ 8.1× 10−4
Noordin Top terrorist 74 45 119 273 759 8.1× 10−2 ≈ 3.1× 10−3
New South Wales crime 155 21 176 8761 3,478,084 2.6× 10−1 ≈ 4.6
Historical Australian government 11,924 1655 13,579 70,019 853,345 3.5× 10−3 ≈ 31
Scientific collaboration 16,726 22,015 38,741 58,595 49,608 1.5× 10−4 ≈ 3.8× 10−1
Internet Movie 96,881 275,805 372,787 1,812,697 18,772,909 6.7× 10−5 ≈ 75
Table 3.5.1: The time of our projection for 6 case studies of bipartite networks. Here |EP | is
the weighted edge number in GP and δ(G) is the density of bipartite network G.
We have applied our method to a new large bipartite network with n = 246, 797 and
m = 407, 550, see Chapter 6 for more details.
3.6 Discussion
For six bipartite networks of increasing size, we have applied Infomap to the weighted
network projected onto the primary node set and compared its performance with the
most popular modularity based algorithm, Louvain, and with other algorithms reported
in the literature. Evaluation of detected clusters has shown that the clusters found using
Infomap do embody meaningful information about the ground truth of hierarchical struc-
ture within network. Infomap can detect meaningful small communities such as cliques
with sizes below the resolution limit of modularity based algorithms (the Southern Women
and Noordin Top terrorist networks). Infomap can detect weak large clusters better than
Louvain at the upper limit of mixing coefficient (NSW crimes network). Infomap can
detect a full hierarchy of clusters, that is, when they are well-defined (IMDB network).
There are number of reasons that a random walks based algorithm should be con-
sidered for community detection in bipartite networks. First, as has been our focus in
this paper, it is frequently the case that the principal interest in the network is in the
clustering within only one of the node sets. In this case, we believe we have shown a
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clear advantage in applying Infomap to detect meaningful communities in the primary
projected network.
More generally, Infomap has the best performance against the LFR benchmark, so it
is worthwhile to try to adapt it to bipartite networks. Moreover, the lack of a benchmark
testing suite such as LFR for clustering algorithms on bipartite networks underlines the
flexibility for researchers to employ new approaches that might suit the bipartite frame-
work. A further reason that Infomap should be considered for bipartite networks is that
it provides good accuracy in the sense of ground truth behind the cluster formation in
real one mode networks.
Our results support the conclusion that the clusters found by Infomap are meaningful
and better represent ground truth in the bipartite network than those found by Louvain.
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Nearly bipartite networks
W
e discussed the periodicity of random walks on bipartite networks in Subsection
1.5.2. Possible strategies to overcome this are the aim of this chapter. We conduct
small experiments in order to investigate how breaking periodicity in the most minimal
way might affect the way Infomap can run on the network.
We investigate the idea that adding a single edge, or two, which transforms a bipartite
network to a one mode network, will enable a random walk to converge to a unique
stationary distribution, on a network which is nearly bipartite. This can also be thought
of as allowing one (or two) teleportation jumps by a random walker on the bipartite
network.
We are grateful to the anonymous examiner for suggesting the idea of adding a loop
on one or more nodes of a bipartite network as a strategy to break periodicity. We add a
single loop on a node at random which produces nearly bipartite network. Also, we add
loop on every node on the bipartite network and we obtain unipartite network. This is
equivalent to allowing a waiting time for a random walker at one or more nodes of the
bipartite network.
The four strategies we use are as follows. First, we add an edge between specific nodes
based on nodes that have maximum degree. This is done between nodes of one set, once
for P , then for S and then for both P and S, in order to prevent the network from being
bipartite. Second, we add an edge between a pair of nodes in P at random. Third, we
add a loop on every node of the bipartite network. Fourth, we add a loop on one node of
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the network at random.
We test these on the two bipartite networks, Southern Women and Noordin Top,
from Chapter 3. We evaluate the performance of the resulting communities for both
bipartite networks using NMI. The resulting communities show some encouraging output,
and illustrate a new way that a random walk based algorithm could be considered for
community detection in bipartite networks.
Now we briefly introduce the ideas of teleportation and waiting time for random walks.
4.1 Teleportation in Random walks
Teleportation in a random walk depends on the topological properties of the nodes [88].
Consider a undirected and connected graph G. A random walker who begins at node
i, at each time step the walker moves to nodes adjacent to node i with probability α,
or may teleport from node i (current location) to any randomly chosen node in G with
probability 1− α, [88].
For a directed graph, teleporting of random walker from node i to any node in the
network can be made in two ways [138]: first, at the final movement of a random walk on
nodes of the network (a node with no out-edge), jump to a random node chosen uniformly
at random, second at any non-final movement of a random walk, jump to a random node
with teleportation probability 1 − α where 0 < α < 1 for every step or on desired steps,
with remaining probability α go out to nodes adjacent to node i.
4.2 Continuous Time Random Walk
The continuous time random walk (CTRW) introduced by Montroll and Weiss [120] is a
stochastic random walk (Xt) on space S where 0 6 t <∞. One of the crucial novelties of
the random walk teleport process is the escape rate, since it introduces the concept of wait-
ing times of a process in states [132]. This means that the continuous time random walker
teleports between states, but also spends some time “waiting” in states (nodes) [132]. In
CTRW the random walker can stay on node i for some time called waiting time before
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teleporting to a new node. There is an obvious discrete time version for waiting time in
discrete time random walks, which is called a Lazy random walks [84]. The waiting time
can be represented as loop on each node [101].
4.3 Adding an edge between two highest degree nodes
For nodes i and j ∈ P calculate ki and kj, then the edge (i, j) is established if ki and kj ≈
max k. We repeat this process of adding an edge between maximum degree nodes with
set S. Finally, for both sets P and S, we apply steps (b) and (c) at same time. In each
case, apply Infomap to the resulting nearly bipartite network.
An example of all three nearly bipartite networks appears in Figure 4.3.1.
Figure 4.3.1: An illustration of adding edges to a bipartite network to form a nearly bipartite
network. In (b) we add the edge between two maximum degree nodes in P , in (c) the edge
is added for two maximum degree nodes in S. In (d) for both P and S sets an edge is added
between two maximum degree nodes at the same time.
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4.3.1 Southern Women bipartite network
We apply our idea to the Southern Women bipartite network in order to compare results
with our results in Section 3.3. The primary set P contains 18 women. The two highest
degree nodes are Nora with k = 8 and Evelyn with k = 8. Therefore, the edge between
Nora and Evelyn will be created and added to the original bipartite network. For the
secondary set S, which represents events, Event 8 has k = 14 and Event 9 has k = 12,
the two highest node degrees in S, thus an edge between Event 8 and Event 9 is created
and added to the original bipartite network. For the whole Southern Women bipartite
network two edges are added, one between Nora and Evelyn, and one between Event 8
and Event 9 at the same time.
As anticipated, Infomap operates normally on these three nearly bipartite networks.
We summarise the results from adding edges in Southern Women and comparing against
NMI in Table 4.3.1. The actual divisions for comparison are derived from metadata anal-
ysis [62] since most of these 21 earlier studies have classified women 1− 9 in one partition
and women 10− 18 in another.
Number of NMI
Southern Women network communities (2 Comm)
Adding edge in P 2 1
Adding edge in S 2 0.742776
Adding edge in P and S 2 0.742776
Table 4.3.1: Number of communities found by Infomap in the Southern Women network by
adding edges between two maximum degree nodes in P , between two maximum degree nodes in
S and adding edges to two nodes of maximum degree in both P and S at same time.
The two community structure resulting from adding an edge between two maximum
degree nodes in P is
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• 1, 2, 3, 4, 5, 6, 7, 8, THERESA, EVELYN, LAURA, BRENDA, CHARLOTTE,
FRANCES, ELEANOR, RUTH, PEARL
• 9, 10, 11, 12, 13, 14, NORA, SYLVIA, KATHERINE, HELEN, VERNE, MYRA,
DOROTHY, OLIVIA, FLORA
The resulting communities from adding an edge between maximum degree nodes in S
and adding two edges in both P and S are identical
• 1, 2 3, 4, 5, 6, 7, THERESA, EVELYN, LAURA, BRENDA, CHARLOTTE, FRANCES,
ELEANOR, RUTH
• 8, 9, 10, 11, 12, 13, 14, NORA, SYLVIA, KATHERINE, HELEN, VERNE, MYRA,
PEARL, DOROTHY, OLIVIA, FLORA
The performance of Infomap in the first experiment is superior.
4.3.2 Noordin Top Terrorist bipartite network
The two maximum degree nodes in set P of this bipartite network are Noordin Mohamed
Top with k = 23 and Azhari Husin with k = 17. Thus an edge between Noordin Mohamed
Top and Azhari Husin will be added to original bipartite network. For the event set (af-
filiation), S, Event 5 with k = 21 and Event 9 with k = 18 are the two highest degree
nodes in S. Therefore, an edge between Event 5 and Event 9 is created and added to
the original bipartite network. For the whole Noordin Top bipartite network, two edges
are added, between Noordin Mohamed Top and Azhari Husin, and between Event 5 and
Event 9 at the same time.
We compare the results (structural communities) from Infomap after adding edges in
Noordin Top Terrorist network with our result in Section 3.4.1. The result is shown in
Table 4.3.2, after restricting each community to its P set.
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Number of NMI
Noordin Top network communities (5 Comm)
Adding edge in P 12 0.505456
Adding edge in S 13 0.632456
Adding edge in P and S 11 0.4613561
Table 4.3.2: Number of communities found by Infomap in the Noordin Top network by adding
edges between two maximum degree nodes in P , between two maximum degree nodes in S and
adding edges to two nodes of maximum degree in both P and S at same time.
In this case the performance of Infomap in the second experiment is superior.
4.4 Adding an edge to P at random
Here we test each possible network created by adding a single edge to P . There will be
k(k − 1)/2 such networks, each of them a nearly bipartite network. We apply Infomap
to each and record the communities found and their NMI compared to selected meta-
data. This allows us to determine if there is any consensus as to most likely structural
communities.
4.4.1 Southern Women bipartite network
We have 18 women in P set of Southern Women bipartite network. So, the number of
possibilities of adding an edge is 153 (= 18 ∗ 17/2). There are two main patterns of
community structure from this process: one with 2 communities and the second with 3
communities. In the main pattern 2 there are 2 different structural communities: one
with 92 frequencies and the other with 10 frequencies. In the main pattern 3 there are
4 structural communities: one with 46 frequencies, one with 3 frequencies and the third
and fourth each with 1 frequency.
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The two communities structure of the majority (92) resulting from testing each pos-
sibility of adding an edge between nodes in P is
• 1, 2, 3, 4, 5, 6, 7, 8, EVELYN, THERESA, BRENDA, LAURA, ELEANOR, CHAR-
LOTTE, FRANCES, RUTH, PEARL
• 9, 10, 11, 12, 13, 14, NORA, SYLVIA, KATHERINE, HELEN, VERNE, MYRA,
DOROTHY, OLIVIA, FLORA
The three community structure for the majority (46) is
• 1, 2, 3, 4, 5, 6, 7, 8, EVELYN, THERESA, BRENDA, LAURA, ELEANOR, CHAR-
LOTTE, FRANCES, RUTH, PEARL
• 9, 11, VERNE, FLORA, DOROTHY, OLIVIA
• 10, 12, 13, 14, NORA, SYLVIA, KATHERINE, HELEN, MYRA
In Table 4.4.1 we show the NMI comparison between detecting communities by In-
fomap, after adding each possible edge between nodes in P , and then restricting each
Frequency Number of communities NMI (2 Comm)
92 2 1
10 2 0.69456
46 3 0.682297
3 3 0.743457
1 3 1
1 3 0.733715
Table 4.4.1: The NMI and the number of communities found by Infomap algorithm by testing
each possibility of adding a single edge between nodes in P , compared with 2 actual partitions
in literature.
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community to its P set. The metadata we use for comparison is the 2 actual divisions
in [62].
On deeper analysis of the results we found that the 2 structural communities with fre-
quency = 10, Table 4.4.1, resulted from adding an edge between a pair of nodes that be-
long to the second community of Davis [62] (10 -18) and the women are NORA, SYLVIA,
KATHERINE, HELEN, VERNE, MYRA, PEARL, OLIVIA, FLORA. Also, the 3 com-
munity structure with frequency 1 and NMI = 1 resulted from adding an edge between
PEARL and DOROTHY.
The structure found in the majority of cases (92) is superior, and coincides with that
found by adding an edge between the nodes in P with maximum degree, (Table 4.3.1).
4.4.2 Noordin Top Terrorist bipartite network
The Noordin Top bipartite network consists of 74 actors and 45 events. Thus, the num-
ber of possibilities of adding an edge in P is 2701 (= 74× 73/2). There are five different
Figure 4.4.1: This histogram illustrates the frequency of community structures resulting from
adding each possible edge between nodes in Noordin Top network.
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numbers of communities from this process. The majority (2276) is with 13 communities.
Several types of 13 community structure appear, the one with highest frequency (1274)
has NMI = 0.632456 and the other 1002 have mixed NMI. We have measured the NMI
for most frequency from each pattern, see the histogram in Figure 4.4.1 for this informa-
tion. The metadata we use for comparison against NMI is our 5 structural communities
in Section 3.4.1.
The maximum NMI (0.632456) in the 13 community structure with frequency 1274
is the same as obtained for S with the edge added, (see Table 4.3.2).
4.5 Adding a loop on every node
In this section we add a loop on every node of a bipartite network then apply Infomap on
the edited network. This idea is equivalent of letting the random walk based algorithm
spend some waiting time on each node of the graph G. The expected waiting time in
node i is proportional to its degree ki [132]. That is, if node i has more neighbors, then
the walker takes longer waiting time on average to decide where to go.
4.5.1 Southern Women bipartite network
We apply the idea of adding a loop for each node in the original bipartite network to the
Southern Women network in order to explore the structural communities resulting from
a lazy random walk. The process results in 4 communities as shown in Figure 4.5.1.
We compare this 4 community structure with the 2 metadata structural communities
in [62]. The result from this comparison is illustrated in Table 4.5.1.
Even though we got more communities using this strategy of adding a loop on every
node, the result is not as good as the strategy of adding an edge between highest degree
nodes in P , based on NMI, see Table 4.3.1.
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Figure 4.5.1: The 4 structural communities found by Infomap in Southern Women network
when adding a loop on every node of the bipartite network.
Number of NMI
Southern Women network communities (2 Comm)
Adding loop on every node 4 0.576735
Table 4.5.1: The comparison of communities found by Infomap in Southern Women bipartite
network by adding self loop for every node against actual divisions derived from metadata
analysis [62]
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4.5.2 Noordin Top Terrorist bipartite network
Applying the approach of adding a loop on every node in Noordin Top Terrorist network
results in a higher number of communities found, compared with previous strategies of
adding edges to the bipartite network. Here we determined 15 structural communities
with NMI = 0.595952, when we use our 5 structural communities in Section 3.4.1 as
actual divisions in NMI comparison.
Again the NMI for this strategy is not as high as for the best edge-based strategy.
4.6 Adding a loop on one node of P ∨ S at random
Here we break periodicity by testing a loop at each possible node. Because the waiting
time of a random walk is proportional to the degree of nodes [45] for some fraction [7], we
are interested if structural communities are affected, from the random walker spending
some time on a node with maximum degree compared with a node with minimum degree.
4.6.1 Southern Women bipartite network
Frequency Number of communities NMI (2 Comm)
18 2 1
13 3 0.682297
1 3 1
Table 4.6.1: The NMI and the number of communities found by Infomap algorithm by adding
a loop on a node in Southern Women bipartite network at random, compared with 2 actual
partitions in literature.
We have run our experiment of adding a loop on each node at random on Southern
Women network, and obtained two main community structures. One has 2 structural
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(a)
(b)
Figure 4.6.1: Representation of two structures of community resulting from adding a loop at a
node at random.
communities with frequency 18 , and the other has 3 structural communities with two
frequencies 12 and 1, see Table 4.6.1 for comparison with NMI.
In Figure 4.6.1 we visualize the majority of the 2 and 3 community structures. The
loop on each node in P for women 1 − 9 results in the 2 structural communities, Fig-
ure 4.6.1 (b), while 3 structural communities result when we add a loop on any node
for women 10 − 18, Figure 4.6.1 (a). However, adding a loop on DOROTHY results in
superior NMI with 3 communities structure. For set S, the loop on any event from
1− 9 results in the 2 structural communities and on event 10− 14 results in 3 structural
communities.
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The average degree for set P , 〈kP 〉, of Southern Women is ≈ 5. It was noticeable that
adding a loop at random for nodes with low degree compared with 〈kP 〉 produces 3 struc-
tural communities. The same situation holds for set S where 〈kS〉 ≈ 7. See Figure 4.6.1.
Interestingly, the two community structure resulting from this experiment is identical
with the result of the majority of edge-based communities in Section 4.4.1. Moreover,
in metadata analysis [62] most of the 21 earlier studies have classified women 1 − 9 in
partition one and women 10 − 18 in partition two. We found women in partition one
produce 2 structural communities whereas women in partition two produce 3 structural
communities.
4.6.2 Noordin Top Terrorist bipartite network
In the Noordin Top network we have run the experiment 119 times, adding a loop to each
node in turn. There are three main patterns of community structure from this process,
see Table 4.6.2. The comparison of NMI is against our 5 structural communities in sec-
tion 3.4.1.
Frequency Number of communities NMI (5 Comm)
77 13 0.632456
33 13 0.6321
7 12 0.58693
1 11 0.48865
Table 4.6.2: The four community structure patterns found in Noordin Top bipartite network
resulting from adding a loop on nodes at random.
The 13 structural communities with frequency 77 and 12 structural communities with
frequency 7 in the Noordin Top network resulting from this process are identical with
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the majority of the same number of structural communities found in Section 4.4.2, see
Figure 4.4.1.
4.7 Discussion
In this chapter we argue that the different strategies of adding one or two edges to bipar-
tite networks gives encouraging community structure using Infomap. This is equivalent
to allowing a single teleportation in Infomap. These break the periodicity of the bipartite
network, and produce reasonable structural communities. The most interesting strategy
in terms of more communities detected is adding a loop on every node of the network. This
idea is equivalent to a lazy random walk. However, the NMI is not as good as adding an
edge between two highest degree nodes in P for Southern women, or in S for Noordin Top.
In summary, first adding an edge between two highest degree nodes in P results in
accurate structural communities based on benchmark network. Second, the majority com-
munity structure resulting from adding a random edge between pair of nodes in P is the
same as when we add a loop on a node in the network at random. Third, adding a loop
on every node of bipartite network produce more structural communities with acceptable
NMI. The experiments in this Chapter run on small bipartite networks, and show en-
couraging results for further research in this area.
We have discussed some strategies that can break the periodicity of random walks on
bipartite networks. In the next chapter we will shift focus from detecting communities
based on random walks to finding node-based maximal bicliques in the bipartite network.
We propose an approach that can reveal overlapping and hierarchical communities in a
bipartite network.
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Uncovering overlapping communities
in bipartite networks using node
similarity
I
n real world complex networks, communities are usually both overlapping and hierar-
chical. Thus, it is natural to ask whether or not the existing overlapping detection
algorithms for bipartite networks capture these two properties well compared with already
existing methods in unipartite networks. Usually hierarchy and overlapping of community
structure of bipartite networks have been treated separately. Here, we propose a method
that can uncover both overlapping and hierarchical communities in the bipartite network
and order them by strength. This provides us with a more complete understanding of the
relation between communities in bipartite networks.
The main contribution of this chapter is new combination of three techniques (maximal
bicliques, cliques and structural equivalence of nodes) that can be a valuable contribution
to improve community detection in bipartite networks. The proposed method provides
overlapping and hierarchical communities. The quality of communities is assessed using
metadata groups (ground truth) where such data exists. Moreover, we produce commu-
nities which are as strong as possible in a bipartite network; they are maximal bicliques
(complete bipartite graphs). Finally we identify whether the communities are strong or
weak according to 5 definitions of community strength, as described in Section 1.3.2.
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This algorithm could overcome some of the diversity of existing algorithms for bipartite
networks, and may unfold new ways to detect overlapping between communities by using
a combination of theoretical approaches. Our multi-level community detection approach
demonstrates a higher quality of community partitioning that reflects a ground truth in
the original bipartite networks. It is deterministic algorithm and requires no predefined
parameters such as the number of communities as initial input. It can run on dense
networks as well.
A deep investigation that reflects some ground truth is fundamental in order to pro-
vide meaningfulness of detected clusters. More importantly, this is motivated by the lack
of a commonly accepted standard to evaluate the efficiency and accuracy of bipartite
overlapping community detection algorithms, which highlights the value of our work.
The rest of this Chapter is organized as follows. Section 5.1 outlines related work,
emphasising detection algorithms for overlapping communities in both classical and bi-
partite networks. Sections 5.2 formally illustrates the methodology of our biclique-finding
approach. Section 5.2.2 provides an overview of its computational complexity. Section 5.3
demonstrates the reducing of redundancy in overlapping communities. For two real world
bipartite networks and generated synthetic bipartite networks, the results and experimen-
tal evaluation are given in Section 5.4. Finally, the discussion is given in Section 5.5.
5.1 Background
There has been much more emphasis on detecting overlapping communities in classical
networks than bipartite networks. Thus, we will first highlight the work done on classical
networks then we move to survey some research done in bipartite networks.
Previous works on community detection in complex networks were involved in de-
tecting the strength of weak links which result in cutting these links to separate the
communities, using, for example, modularity [129, 130] and betweenness centrality [64].
However, these approaches did not take into account the possibility that the vertex might
belong to more than one community at the same time which makes them unrealistic for
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some real life networks, because it restricts each node to be in one community, which
results in disjoint communities.
Ever since the problem of detecting overlapping community structure was posed in
the CPM by Palla et al [140], section 2.1.5, many methods have been proposed. In [140]
k-clique percolation is used and the overlap forms between communities where a node can
participate in more than one clique. Exhaustive search for connected subgraphs of two or
more cliques in the whole network is a fundamental step. However, as k > 3, some nodes
may not belong to any community due to the fact that a clique of size 2, K2, will not be
detected, which results in incomplete cover of a network. An extended study from CPM
is in [97] where the dendrogram is build during running of the method and defined the
optimal clustering by using function called “M ov”. The dendrogram is cut when M ov is
maximal, resulting in overlapping community structures.
Another study is intrinsic Longitudinal Community Detection (iLCD) [29] is capable
to discover highly overlapping groups of nodes. This approach investigate the overlapping
communities in networks taken the dynamical of the network into consideration. Another
method [2] is a link clustering technique, which creates a dendrogram from a network
then cuts this dendrogram at various thresholds according to the maximal quality func-
tion called Partition Density. The final view of the network as a dendrogram is that each
link in the network is a leaf where branches represent link communities. However, this
method involved the similarity between edges rather than nodes.
In [54] author claimed that detecting overlapping communities in cliques graph is
resulting in significant structural communities compared with detecting overlapping com-
munities directly using node clustering approaches. This is done by finding cliques of
order n from given G, then construct the network where its nodes are cliques. Then
applying nodes clustering algorithms to the clique graph. The selected method in [54]
as node clustering algorithm is Louvain. The benchmark networks used in this study
show valuable outcomes. Infomap algorithm has an option to identify overlapping-flow
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communities [53], which we will call Infomap-o. More about overlapping communities
algorithms on classical networks can be found in [178].
The previous approaches have not been designed specifically for bipartite networks,
and the resulting structural communities might be subject to not being accurate as the
structure and properties of bipartite networks are different from those in classical net-
works. Thus, next we survey the most recent techniques that have been designed partic-
ularly for bipartite networks.
5.1.1 Overlapping bipartite communities algorithms
Du et al. in [47] applied the idea of CPM to bipartite networks, and named their algorithm
“BiTector”. In BiTector all maximal bicliques are extracted in order to utilize them as
the “clustering cores”. Then communities are built up by gradually expanding, merging,
the clustering cores according to a closeness function. However, BiTector would be slow
on a dense bipartite network, and it really only deals with sparse bipartite networks when
n and m are approximately equal.
A further improvement of the RAK algorithm [104] is in [66] by Gregory, which al-
lows the algorithm of RAK to detect overlapping communities in unipartite and bipartite
networks based on the label propagation technique. The original algorithm of label prop-
agation by Leung et al [104] assigns only one membership to every node in the network,
while in Community Overlap PRopagation Algorithm (COPRA) [66] the node can belong
to more than one community. COPRA is a very fast algorithm and the time complexity
is almost linear in the network size.
In [37] the authors aims to detect overlapping communities in bipartite networks by
extracting “key bi-community” and “free-nodes”. The results in benchmark bipartite
network, Southern Women, shows unsurprising structural communities compared with
results obtained by classical network overlapping algorithms. A recent study in [169]
aims to discriminate between two metrics namely the “bipartite clustering coefficient”
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and “bipartite redundancy coefficient” in two layers, sets P and S, in order to find the
scale of overlapping of neighbours in the bipartite network. However, it requires the node
degree sequence for both sets as initial inputs in order to let the model to generate a
bipartite graph respecting those distributions.
In [180] an algorithm for community detection in bipartite networks is proposed based
on ant colony optimization. Firstly, the approach transforms the problem of community
detection into the one of combinational optimization, and creates a model graph for the
ants’ searching. Then, each ant selects its path based on “the pheromone and heuristic
on information on each edge to construct a solution”. In [181] the resources allocation on
bipartite networks has been analysed to obtain a distribution matrix of resources. Then,
fuzzy clustering method and the F statistic are applied to identify the best structural
communities. In [99] Lenhamnn et al extend k-clique community from CPM such that,
they defined biclique community Kk,l as union of all Kk,l bicliques that can be reached
from each other, through a series of adjacent Kk,l bicliques. So, just like CPM two Kk,l
bicliques are to be adjacent if their overlap at least a Kk−1,l−1 biclique. Like enumerating
classic maximal cliques, finding all maximal bicliques can be done at least exponentially
in the number of the nodes [172].
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5.2 Methodology
All networks we deal with are assumed to be unweighted undirected bipartite networks,
binary, and the adjacency matrix is symmetric and can be written in block form (1.28).
It is not necessary that they be connected, since each component can be separately clus-
tered, but for simplicity we assume the network is connected (there exists a path between
every pair of vertices).
We have a bipartite network G = (P, S, E) where P = {p1, p2, .., pk } and S = {s1,
s2, .., sl} denote the nodes in the primary set and secondary set respectively, n = k + l
is the total number of nodes in the bipartite network and E ⊆ P × S is the set of edges
in G. Kp,s ⊆ P ∨ S is biclique if ∀i ∈ P, j ∈ S,∃ei,j ∈ Kp,s. If there is not any other
biclique K ′p′,s′ , such that p ⊂ p′ and s ⊂ s′, Kp,s is called a maximal biclique.
In our proposed approach, we measure structural similarity by counting the number
of common neighbors that nodes i and j have. If network G has edge set E then the
exclusive neighborhood of node i is
Γ(i) ≡ {x|(i, x) ∈ E} (5.1)
and the inclusive neighborhood of node i is the set containing the node itself and its
neighbors, that is:
Γ+(i) ≡ {i} ∪ Γ(i) (5.2)
The common neighbors set (CNS) of i and j is therefore Γ(i) ∩ Γ(j). Structural simi-
larity can be calculated either from A, or from the size of the common neighbors sets. It
is known as the common neighbors similarity or the common neighbors index CNI:
CNIij ≡ |Γ(i) ∩ Γ(j)| =
∑
x
aixajx . (5.3)
This implies that the larger the number of common neighbours, the higher the like-
lihood that node i and node j interact. To find overlapping communities we use node
similarity rather than edge similarity, as in [2], because nodes of the same community
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have similar patterns and a community of nodes has homogenous structure [17]. It has
been proved that the node similarity index CNI is an effective measurement for similarity
and gives accurate results [183, 108]. Moreover, it utilizes the fundamental topology of
the network (inclusive neighbors) [100]. Thus we apply CNS in our method.
In social science, the idea of similarity between nodes is not new, with studies going
back to 1971 [110]. Similarity here is defined in term of structural equivalence [110, 171]
where two nodes i and j are structurally equivalent if they have the same pattern of rela-
tionships with all other vertices. This implies that nodes i and j share the same neighbors
for the same purpose [100]. The more similar the nodes are, the more common neighbors
they have. Different measures of structural similarity are discussed in Section 2.1.1.
Our approach has two stages. The first is identifying communities in a bipartite
network at the base the level of hierarchy, and ordering them by strength. Second is
reducing the redundancy of overlapping communities, giving a higher level of the hierarchy,
and reordering the reduced number of communities by their strength, to be described in
Section 5.3.
5.2.1 Finding communities in a bipartite network at the base
level of the hierarchy
For the first stage, we have seven phases, as described in Figure 5.2.1. This first stage in-
volves identifying overlapping communities, combining nodes from P and S, using a com-
bination of extracting basic bicliques from the bipartite network, then createing cliques
based on previous step and finally finding nodes that are structurally equivalent using
node similarity approach. At most one community, which will be a maximal biclique, is
generated from each node in P ∨S. As final step, we also categorise the merged communi-
ties in 5 categories of community strength and ordered by their strength, as described in
Section 1.3.2. We will give a worked example of each step in this stage on a toy bipartite
network, when we finish the description, see Figure 5.2.2.
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Figure 5.2.1: Schematic diagram of first stage of our approach.
The first part of this stage is finding all the basic bicliques, K2,CNI(x,x′), in G for pairs
of nodes x, x′ ∈ P that are structurally equivalent. (i) This is done by obtaining the
exclusive neighbourhood Γ(x) for each x ∈ P in G. For every pair of nodes in x, y in P
calculate CNSxy to find the structural similarity between all pairs in P .
(ii) Then merge two nodes in P with their CNS, as x ∪ y ∪ CNSxy, in order to
construct our cliques in next step. This is a set of nodes which has an underlying maximal
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Algorithm 2:Merging and detecting overlapping communities, Part 1 of 4
1: Input: E (edge list)
2: G = (P, S,E)
3: k = |P |
4: for i = 1 To k do
5: Γ(pi) = {y ∈ S : d(y, pi) = 1}
6: end for
7: for i = 1 To k do
8: for j = 1, j > i To k do
9: CNSij = Γ(pi) ∩ Γ(pj)
10: IF CNSij 6= ∅
11: Clique K∗(pi, pj)⇐= CNSij ∪ pi ∪ pj
12: end for
13: end for
Return: E∗ // vector consisting of edge set of basic cliques
biclique inG, for example for x, x′ in P , letK(x, x′) = {x, x′,Γ(x)∩Γ(x′)}. The underlying
biclique has two nodes from P and CNI(x, x′) nodes from S. So it is a complete bipartite
graph K2,CNI(x,x′) which is a subgraph of G. We turn these basic bicliques into cliques
K∗(x, x′) by connecting each node to every other in each basic biclique, see Algorithm
2 part 1. Let K∗(x, x′) be the basic clique determined by K(x, x′). Each basic clique
is underpinned by the structure of the projections GP and GS: {x, x′} will be an edge
in GP and CNSx,x′ will form a clique in GS, and so represents fundamental community
structure in S. Then G∗ = (P ∨ S,E∗) where E∗ is the edge list of the “basic cliques”.
We have taken this step as we aim to find the overlapping between communities in
cliques. It has been proven in benchmark networks that “clique graphs find the overlap-
ping communities accurately while vertex partition methods fail” [54].
(iii) The third part of this stage starts by assigning each node i in G∗ to a unique
cluster ci, so initially we have as many clusters as we have nodes in the network G
∗. Then,
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Algorithm 2: Merging and detecting overlapping communities, Part 2 of 4
14: Input: G∗ = (P, S,E∗)
15: n = |P ∨ S| //number of nodes in G∗
16: for i = 1 To n do
17: ci = {i :} ⇐= i // assign each node to unique cluster
18: Γ∗+(i) // find inclusive neighbors for each cluster
19: end for
20: for i = 1 To n do
21: ci = main
22: for j = 1, j 6= i To n do
23: IF Γ∗+(i) ⊆ Γ∗+(j) == true
24: ci ⇐ cj
25: Z ⇐ {i:j . . . }
26: end for
27: end for
28: Return: Z vector of sets of form ci = {i : j1, j2 . . . } where i is element and j1, j2 . . .
are the list
we find the inclusive neighborhood ∀ i ∈ G∗,
Γ∗+(i) ≡ {x ∈ P ∨ S : d(i, x) 6 1} (5.4)
if i ∈ P then,
Γ∗+(i) = {i} ∪ (
⋃
j∈P, CNSij 6=∅
K(i, j)) (5.5)
If i ∈ S, then
Γ∗+(i) = {i} ∪ (
⋃
x,x′∈P, i∈K(x,x′)
K(x, x′)) (5.6)
(iv) Then we define two notations, main cluster and current cluster, in order to
merge clusters that are structurally similar. The main cluster indicates the cluster we do
the search for whereas current cluster indicates the cluster we compare the main cluster
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with to determine if they should be joined in one community. Nominate main cluster ci
and current cluster cj, and merge them if
Γ∗+(i) ⊆ Γ∗+(j). (5.7)
See Algorithm 2 part 2. Here two nodes, clusters, i and j interact increase if their
inclusive set of nodes-neighbours overlap substantially. To find overlapping communities
in this step we use node similarity rather than edge similarity, as in [2], due to the fact
that the concept of establishing community is the similarity between their nodes, where
the connections (edges) inside the community are dense. Also, because nodes of same
community have same patterns and community of nodes has homogenous structure [17].
It has been proved that the node similarity index (CNI) is effective measurement for simi-
larity and has accurate results [183, 108] among many similarity indexes like Jaccard index
[80], Salton index [161] and Adamic-Adar index [1] on large-scale networks. Moreover, it
utilizes the fundamental topology of the network (inclusive neighbors) [100].
(v) Run the step (iv) among all clusters in G∗ until all clusters (nodes) are merged.
The proposed technique here is based on the idea that two nodes ∈ P ∨ S should have
more chance to belong to the same community when their similarity is large (in cliques).
The output from this step is initial clusters, communities, ci and will be stored as set of
nodes of form {i : j1, j2 . . . } in new container Z. Each set in Z consists of an element and
a list; the element is the selected main cluster and the list is the set of nodes that merged
with it.
Nodes will only merge if they are in a common clique with i, so the result after this
stage will be new bicliques. The most tightly connected nodes sets which can be found in
a bipartite graph are complete bipartite graphs, or bicliques, denoted Ka,b.
(vi) Now we compare each cluster with each other in order to reduce the redun-
dancy of clusters. This comparison runs in two steps: first, remove clusters that satisfy
the condition ci ⊆ cj. Second is when |list ci| > 2 and the list of ci is a subset of the list of
cj, we merge i (element) to cj. A cluster with |list| < 2, which has one node from P and
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Algorithm 2: Merging and detecting overlapping communities, Part 3 of 4
29: Input:Z
30: F = |Z|
31: for i = 1 To F do
32: for j = 1, j 6= i To F do
IF ci ⊆ cj == true
remove ci from Z
33: end for
34: end for
35: // now we compare list of each set as total subset of another set in order to reduce
the redundancy of sets.
36: for i = 1 To F do
37: for j = 1, j 6= i To F do
IF list ci ⊆ list cj AND |list ci| ≥ 2 Then
38: element ci ∪ cj
39: end for
IF |list ci| = 1
40: ci ∪ Γ(ci)
41: end for
42: Return: Z // vector that contains sets (clusters) as community structure in G∗
the other from S will stand by itself, as it forms the smallest biclique, a single edge, see
Algorithm 2 part 3. There might be some nodes in S which are not in any community,
because they have degree 1 so don’t lie in any Γ∗+(i). They are included in any community
their adjacent node (in P ) belongs to. The reason behind this thought is inspired from the
idea of preferential attachment mechanism proposed by Baraba´si and Albert in scale-free
evolving networks [12], where the new node inserted to the network have high probability
to be adjacent to node with high degree. We have identified overlapping communities, as
the output from last step in Z.
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(vii) The final part of this stage is to identify and order the communities in G
based on their strength. Using the definitions in Section 1.3.2, we have five categories for
strength of communities: strong, almost strong, almost weak, weak and very weak. The
first four communities output from our approach are then ordered in descending order of
strength of community, see the Appendix A.2 for Algorithm 2 part 4.
In this algorithm we used set P to find certain maximal bicliques. This is faster than
finding all maximal bicliques in bipartite network, which is at least exponential in the
number of the nodes [31, 172].
Figure 5.2.2: Schematic illustration on toy example for our method in 7 steps. In (i) we find
basic bicliques, and then in (ii) we turn them to cliques. In (iii) we find inclusive neighbourhoods
for each node in cliques. After that, in (iv) and (v) comparison between sets of nodes detects
structural similarity between sets in order to merge them into larger bicliques. In (vi) the final
two sets are presented after merging, and finally in (vii) the two overlapping strong communities
are shown.
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The community structure produced from our method consists of maximal bicliques.
Thus it represents the metadata communities (MT), the hierarchy base level of the bi-
partite network. There are many strongly overlapping communities. Therefore, we want
to reduce in redundancy the overlapping communities and keep the resolution of network
hierarchy clear.
5.2.2 Computational Complexity
Enumeration of all maximal bicliques is an NP problem [141]. However this algorithm
does not find all maximal bicliques, but at most one maximal biclique for each node in
G, and its time complexity is at most O(n2 k) where k = |P |, according to the following
argument.
(i) Finding basic bicliques requires computation of CNS for every pair of nodes in P
so has time complexity O(k2).
(ii-iii) Finding Γ∗+(i) requires a check of at worst each K(k, j) and there are n nodes
to check for so this step has time complexity O(n k2).
(iv) Searching for similarity between nodes using Γ∗+(i) means comparing every pair
of these, which can cost O(n2).
(v) The last operation compares each community with each other in order to reduce
the redundancy which can be done O(|Z|2), where |Z| is the number of communities, and
is no more than n. So this step takes up to O(n2) also.
Putting these together and noting k ≤ n gives O(n2 k).
However, the algorithm can run faster than O(n2 k) as we make empirical compu-
tations on the four case studies in this Chapter, two are real world bipartite networks,
see subsection 5.4.1 and 5.4.2, and two are generated synthetic bipartite networks, see
subsection 5.4.3. Experiments run on a personal computer, a MAC with 3.4 GHz Intel
processor Core i7 and 32 GB memory.
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5.3 Reducing redundancy and revealing hierarchy
The second stage of our approach is to minimize the redundancy of communities.
In order to achieve this, we have tried six different approaches to merging metadata
communities by tuning the Jaccard similarity coefficient between [0 - 1]. The Jaccard
similarity coefficient for two clusters c and c′ is:
J(c, c′) =
|c ∩ c′|
|c ∪ c′| (5.8)
The Jaccard similarity coefficient for the two clusters c and c′ is between 0 and 1.
When J(c, c′) = 1 the cluster c is identical to the cluster c′, while J(c, c′) = 0 indicates
clusters do not overlap at all.
Because set P is of more interest for some purposes than set S in bipartite networks,
we make it a strong condition. Define Pi = P ∩ ci, Si = S ∩ ci and J is the (tuneable)
threshold for the Jaccard similarity coefficient:
1. ∀ci, if Pi ⊆ Pj and J(Si, Sj) > J =⇒ ci ∪ cj and remove ci, cj from
MT. This means that we take the first community ci from metadata and test the
nodes from P set as total subset of any other community cj. If this is true, then we
test the Jaccard index for nodes that belong to S as in Equation 5.8. If J(Si, Sj) >
the threshold J , then we merge two communities ci ∪ cj and we remove both sets
from the metadata communities. We call this First In First Serve (FIFS) P focused
merging.
2. ∀ci, if Pi ⊆ Pj and J(Si, Sj) > J =⇒ ci∪cj. We apply the same merging as
in (1), but the communities that are merged will not be deleted from the metadata
communities, and they will be able to merge again if conditions are applicable. We
call this Total P focused merging.
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3. ∀ci, cj, J(ci, cj) > J =⇒ ci ∪ cj, and remove ci, cj from MT. Here we consider
the whole community ci, P nodes and S nodes, compare with whole community cj
under the Equation 5.8. If J(ci, cj) > J , then we merge ci ∪ cj and delete ci and cj
from the list of communities. We call this FIFS P&S focused merging.
4. ∀ci, cj, J(ci, cj) > J =⇒ ci ∪ cj. Here we apply the same merging as in (3) and
we don’t delete the two merged communities so they can be merged again if the
condition is applicable. We called this Total P&S focused merging.
5. Two stages merging based on category (2)
(a) ∀ci, if Pi ⊆ Pj and J(Si, Sj) > J =⇒ ci ∪ cj.
(b) Edge list of all (ci, cj) =⇒ incidence matrix where its node is super nodes and
edge weight = J(ci, cj)
There are two steps of this merging, the first one is as done in (2). The second
step is to deal with communities resulting from (2) as super nodes and consider the
Jaccard index as weight of the edges between these super nodes. This results in
the incidence matrix of the community graph. We use the modified version of the
Breadth-First Search algorithm (BFS) to traverse between super nodes and describe
the path of connected components. Each connected component is a community by
itself at the final stage.
6. Two stages merging based on category (4)
(a) ∀ci, cj, J(ci, cj) > J =⇒ ci ∪ cj.
(b) Edge list of all (ci, cj) =⇒ incidence matrix where its node is super nodes and
edge weight = J(ci, cj)
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There are two steps of this merging, the first one is as done in (4), where we take
both node sets P and S into account when we merge. The second step is to deal
with communities resulting from (4) as super nodes and consider the Jaccard index
as weight of the edges between these super nodes. This results in the incidence
matrix of the community graph. We use the modified version of the Breadth-First
Search algorithm (BFS) to traverse between super nodes and describe the path of
connected components. Each connected component is a community by itself at the
final stage.
The structural communities output from each merging strategy are classified in 5 cate-
gories and ordered by communities strength, see Algorithm 2 part 4 in the Appendix A.2.
We use the extended NMI of Lancichinetti et al [91] to compare overlapping partitions.
The larger the NMI value, the better the community partition.
5.4 Testing the approach on real world bipartite net-
works and synthetic bipartite network
In order to evaluate our approach we have examined in detail two real social bipartite
networks. The first one, introduced in Section 3.3, is a de facto benchmark for testing
community detection algorithms in bipartite networks, while the second is a terrorist
network, see Section 3.4.1. We performed several experiments to confirm that the detected
communities have meaningful structure against the ground truth. Also, we compare our
results with the results in the literature that used bipartite modularity based algorithms
and other techniques. We investigate the communities found by our method in detail, to
demonstrate that the small communities found represent real information. Our goal in
this section is to evaluate the performance of our proposed algorithm as well as to assess
the strength of communities found.
T. Alzahrani 126
CHAPTER 5 Uncovering overlapping communities
5.4.1 Benchmark “Southern Women” network
The community structure for this network is widely analyzed by social network researchers [62].
Table 3.3.1 shows the adjacency matrix of the Southern Women network expressed in tab-
ular form, taken from the survey [62].
The method of Algorithm 2 detects 16 overlapping communities, as metadata groups,
in this Southern Women benchmark, see Table 5.4.1. 2 of these communities are almost
strong communities according to the condition in Equation (1.14), 3 communities are
almost weak according to the condition in Equation (1.15), 7 communities are weak
according to the condition in Equation (1.16) whereas 4 communities are very weak com-
munities. There are no strong communities, although structurally all communities are
bicliques by construction.
Table 5.4.1: The 16 metadata communities, identified using our method, classified into 4 cate-
gories based on their strength. Every one is a maximal biclique.
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For the structural communities, we refer to the representation of the adjacency matrix
in Table 3.3.1 to describe the nature of the association among the women and events. For
example, the community {2, 3, 5, 6, 8, Evelyn, Laura, Theresa} forms a coherent group
(biclique). Moreover, Evelyn and Theresa are identified as core members of one of the
two communities found in earlier studies based on clustering the set P of women. This is
due to the fact that they, Evelyn and Theresa, coattend seven events in the bipartite net-
work. In the community {9, 10, 12, 13, 14, Katherine, Nora, Sylvia}, Katherine and Nora
are identified as core members of the other of the two communities found in earlier studies.
In overlapping communities, nodes may belong to several communities, and so it is
possible to measure the importance of a node in a bipartite network based on the number
of communities to which it belongs. To do this, we counted the community membership
for every node in the network, see Figure 5.4.1. For the community membership table of
Women we found Theresa, Evelyn, Laura and Brenda are in 8, 7, 6 and 6 communities
respectively which locates them at the top of important nodes in the network. On the
other hand, the community membership of Events shows that Event (8), Event (9) and
Event (5) are the top three (10, 8 and 8 memberships respectively).
In term of core and peripheral nodes, using the formulas (1.25) and ( 1.26) we have
µ ≈ 3.72 and σ ≈ 2.55 for this network, with selected tc = 1 and tp = 1, we have
µ + σ = 6.27 and µ − σ = 1.17. Therefore, the core nodes are those with membership 7
or more and peripheral nodes are those with membership 1, see Figure 5.4.1.
We conclude that the overlapping communities we find capture ground truth in a real
sense.
Because there is no ground truth published for overlapping communities in the whole
Southern Women network we adopt our 16 metadata communities as actual partitions.
They reflect ground truth communities in the bipartite adjacency matrix. We take this
step in order to explore the quality of clusters we are going to find when we minimize the
redundancy of the communities to obtain our structural communities. We have tested the
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six categories of merging, Section 5.3, to acquire the hierarchy of the Southern Women
network as well as very high quality of clusters.
We compare our results for the Southern Women network with results in the literature
produced from overlapping community approaches. We have considered here two cases:
the first one when only the women’s community structure is compared against the meta-
Figure 5.4.1: The community memberships for the Southern Women bipartite network. The
top panel illustrates the community membership of women whereas the bottom panel shows the
community membership of events.
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data partition, the second is where all nodes within the bipartite network are taken into
consideration. For the first case, the actual divisions are derived from metadata analy-
sis [62] since most of the 21 earlier studies have classified women 1−9 in one partition and
women 9 − 18 in partition two; women 9 was assigned to both partitions, which implies
overlapping. The result of calculating NMI for this case can be seen in Table 5.4.2.
Number of communities Inorm
biSBM [93] 2 0.871388
Probabilistic model [30] 2 0.869604
COPRA [66] 2 0.666013
This Thesis 16 0.460668
BiTector [47] 4 0.301657
linkcomm [2] 7 0.238834
Table 5.4.2: Comparisons of this method versus five other methods that find overlapping com-
munities, where only structural communities of women are considered.
The result of the NMI in Table 5.4.2 for our method is not very surprising, since our
method is designed to be more specific for identifying overlapping communities of the
whole node set (P ∨ S).
Now, we compare our results with earlier studies that take both sets of bipartite net-
works into consideration as overlapping communities.
We extract the structural communities from metadata communities to reduce the
redundancy of the overlapping in metadata communities. We utilize the Jaccard simi-
larity index [80] to assess the ability to detect ground truth communities, as described in
Equation 5.8. The results of reducing the redundancy of metadata communities from six
categories of merging process can be seen in Figure 5.4.2 and Figure 5.4.3.
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(a) FIFS P focused (b) FIFS P and S
(c) Total merging on P (d) Totalmerging P&S
Figure 5.4.2: Plotting the four merging categories on 16 metadata communities of Southern
Women bipartite network. In (a) the strict condition of merging two communities depends on
P set to be totally subset of another, then tuning jaccard index for S set for both communities.
In (b) the two sets P and S are taken for Jaccard index. In (c) again with strong condition of P
set is addressed, but the two merged communities will not be deleted from the community set,
which give another chance for merging. In (d) both set P and S are taken for Jaccard index
and we keep two merged communities in community set.
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For last two categories of the six, we do merging in two stages. First, we consider Total
merging (either for P or both P and S) to end up with communities as in Figure 5.4.2
(c, d). Second, we deal with previous communities as super nodes, where the Jaccard in-
dex that resulted in separating communities plays as weights on the edges between these
super nodes, which results in the incidence matrix of a community graph. The details of
this two stage merging process including the number of connected components, isolated
components and number of edges can be seen in Table 5.4.3 for total merging P focused,
and in Table 5.4.4 for total merging P and S focused. The representation of these tables
is shown in Figure 5.4.3.
Jaccard Index
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
0.
6
0.
7
0.
8
0.
9
1
Num of Comm 4 4 4 4 4 4 9 12 13 16 16
CCS 2 2 2 2 2 2 4 3 2 0 0
ISC 2 2 2 2 2 2 5 9 11 16 16
Num of Edge 18 18 18 18 16 13 7 4 3 0 0
NMI 0.544 0.544 0.544 0.544 0.544 0.544 0.890 0.934 0.945 1 1
Table 5.4.3: Total merging with connected components P focused, tuning Jaccard index where
the communities start to change pattern and start increasing, considering only set P .
Now, we apply the NMI on the structural communities comparing them with the meta-
data in Table 5.4.1. The result from this demonstration is shown in Table 5.4.5. Note
that our approach obtains higher NMI for all six categories compared with “BiTector”,
“link community”, “BiLPA”, “probabilistic algorithm” and “biSBM” approaches in this
specific benchmark bipartite network. According to Table 5.4.5, we select the 9 communi-
ties found by 2 stages P and S merging as our final hierarchy of overlapping communities.
Moreover, we have looked in more depth how our results for the Southern Women
network compare with results in the literature produced from overlapping community ap-
proaches to illustrate some ground truths. The original study by Davis et al [41] identifies
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Jaccard Index
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
0.
6
0.
7
0.
8
0.
9
1
Num of Comm 1 1 2 2 3 7 9 11 16 16 16
CCS 1 1 1 1 2 2 2 3 0 0 0
ISC 0 0 1 1 1 5 7 8 16 16 16
Num of Edge 120 69 47 36 23 13 8 5 0 0 0
NMI 0 0 0.345 0.345 0.520 0.767 0.818 0.918 1 1 1
Table 5.4.4: Total merging with connected components P and S focused, tuning Jaccard index
where the communities start to change pattern and start increasing, considering both sets P
and S.
(a) Two stages P (b) Two stages P&S
Figure 5.4.3: Plotting the two stage merging categories on 16 metadata communities of Southern
Women bipartite network. In (a) we apply two steps, the first is as in Figure 5.4.2 (c), the
second treats the resulting communities as super nodes and counts connected components. Each
connected component is a community by itself. In (b) the first step is as in Figure 5.4.2 (d), then
we treat the resulting communities as super nodes, which will result in connected components.
two groups. They assigned women 1 through 9 to one group, and women 9 through 18 to
another group. Woman 9 is Ruth who also has membership of 2 in our result. Moreover,
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Methods Number of communities Inorm Jaccard index
Figure 5.4.2 (a) 12 0.95135 0.6
Figure 5.4.2 (b) 12 0.96135 0.6
Figure 5.4.2 (c) 12 0.946371 0.6
Figure 5.4.2 (d) 13 0.965988 0.7
Figure 5.4.3 (a) 9 0.890337 0.6
Figure 5.4.3 (b) 9 0.818521 0.6
BiTector [47] 4 0.679316 -
linkcomm [2] 7 0.468365 -
biSBM [93] 5 0.330704 -
Probabilistic model [30] 2 0.316433 -
BiLPA [107] 4 0.315424 -
Table 5.4.5: Comparisons of our structural communities resulting from six different merging
approaches, versus five studies from the literature that also detected communities in P ∨S. The
NMI is used as measure of quality for the selected community structure.
most earlier studies in the survey by Freeman [62] classified Evelyn, Laura, Theresa and
Brenda as core members of one community found, and those women have the highest
community membership outcome from our approach, see Figure 5.4.1.
In [47] the algorithm identifies 4 overlapping communities within the Southern Women
bipartite network. The nodes that have been overlapped are Evelyn, Theresa, Ruth,
Katherine, Myra, Nora, 8, 9, 11. All of these nodes have been assigned overlapping
community membership > 1 using our method. Another technique based on label propa-
gation [66] detects two overlapping communities in three different structures, again Ruth
is a member in each community that overlaps.
The link community approach, based on edge similarity [2] identifies 7 overlapping
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communities in Southern Women bipartite network, see Figure 5.4.4. This number of
communities, to the best of our knowledge, is the biggest number found in the bench-
mark, Southern Women, in the earlier studies.
Observing the outcomes of Southern Women bipartite network resulting from the link
community method we notice that most women have been assigned overlapping commu-
nity membership except Ruth, Dorothy, Eleanor, Pearl, Myra. Using our method we
found that {Ruth, Pearl and Myra} have overlapping membership, see Figure 5.4.1. On
the other hand, the events which did not get overlapping communities in link community
method are 1, 2, 3, 4, 11, 13, 14, where events 3, 4, 13, 14 determine overlapping com-
munity membership > 1 in our approach.
We applied the overlapping Infomap algorithm, which we called Infomap-o, to this
network using all the strategies of Chapter 4 to break periodicity. Adding a loop to every
node produced 8 communities and all other strategies produced 4. However, none of these
strategies give communities which represent the ground truth classification of core and
peripheral nodes at all well. We conclude that we could not use Infomap-o for further
comparison.
To optimise the hierarchical structure found by our algorithm, we pick the merging,
Figure 5.4.3 (b), as it covers both set P and S in the merging process with good NMI.
The final 9 structural communities resulting from our method can be seen in Table 5.4.6.
We believe our results are accurate and meaningful. They reflect significant ground truth,
in the sense of structural equivalence between nodes, behind our communities’ structure.
The computational time of our approach on the Southern Women bipartite network
is ≈ 1.1 × 10−2 second. Comparing this time with time reported for BiTector [47] on
the same bipartite network, 5 × 10−1, demonstrates the efficiency and reliability of our
method compared with the concurrent maximal biclique algorithm.
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Structural communities St
1 10 12 HELEN KATHERINE MYRA NORA SYLVIA -10
2 5 6 7 8 BRENDA ELEANOR LAURA THERESA -6
3 1 2 3 5 6 8 BRENDA EVELYN FRANCES LAURA THERESA -28
4 8 9 10 12 13 14 KATHERINE MYRA NORA SYLVIA -16
5 3 4 5 7 BRENDA CHARLOTTE EVELYN FRANCES LAURA THERESA -14
6 6 8 9 DOROTHY EVELYN KATHERINE MYRNA PEARL RUTH SYLVIA THERESA VERNE -4
7 9 11 FLORA NORA OLIVIA -
8 7 8 9 12 SYLVIA VERNE -
9 5 7 8 9 RUTH THERESA -
Table 5.4.6: The 9 structural communities from our approach ordered by their strength. The
first 2 communities are almost weak, communities 3, 4, 5 and 6 are weak while communities 7,
8 and 9 are very weak communities.
T. Alzahrani 136
CHAPTER 5 Uncovering overlapping communities
(a)
(b)
Figure 5.4.4: The communities resulting from clustering Southern Women bipartite network
using link community method. In the upper panel, each node is assigned a membership according
to the community it belongs to, which appears in different colors. In the bottom panel the
dendrogram representing communities, where each branch represents an edge of the network.
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5.4.2 Noordin Top terrorist network
The Noordin Top terrorist bipartite network described in Section 3.4.1, links individ-
uals with relationships or affiliations. In Figure 5.4.5 we plot the node degrees of the
Noordin Top bipartite network: a few nodes have large degree where most nodes have
average degree.
From our previous study, Section 3.4.1, we observed that each actor might in fact be-
long to more than one community. The study of overlapping communities detection may
bring the relationships between actors in “Dark networks” out. Also, it may capture more
details of the terrorist networks. We aim here to gain insights into Noordin Top terrorist
network from core actors and most common affiliations. We would like to illustrate that
in this kind of terrorist network, for instance, hidden relations can be observed through
the overlapping technique, and actors who have more connections and overlapping with
Figure 5.4.5: Node degrees of the Noordin Top terrorist network. Noordin Top has degree 23,
Organization 5 (Jemaah Islameyah – JI) has 21, Operation 1 (Australian Embassy bombing Sep
2004) has 18 and Azhari Husin has 17. The two top actors under different centrality measures
of the network, (see Section 3.4.1), Noordin Top Mohamed and Azhari Husin, stand out.
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many others might have more influence and may be more dangerous persons.
Applying our approach to Noordin Top terrorist bipartite network results in 39 com-
munities: based on our communities strength categories, 8 of these are almost strong
communities, 23 are weak communities and 8 are very weak communities. We list the
almost strong communities in Table 5.4.7, weak communities in Table 5.4.8 and very weak
communities in Table 5.4.9. Again, there are no strong communities, through all commu-
nities are maximal bicliques.
Noordin Top terrorist bipartite network
# comm Almost strong communities St
1 7 22 Abdullah Sunata Aris Munandar Asep Jaja Dani Chandra Hari Kuncoro 21
2 8 9 17 21 Apuy Fathurrochman Heri Golun Iqbal Huseini Iwan Dharmawan 16
3 8 9 15 Fathurrochman Heri Golun Iqbal Huseini Irun Hidayat Iwan Dharmawan 10
4 6 7 22 Abdullah Sunata Aris Munandar Asep Jaja Iqbal Huseini Umar Wayan 10
5 30 Joni Achmad Fauzan Musab Sahidi Said Sungkar Usman bin Sef 8
6 20 Enceng Kurnia Harun Hence Malewa 6
7 2 Abu Bakar Baasyir Adung Zulkarnaen 6
8 38 Ubeid 2
Table 5.4.7: The 8 almost strong communities identified using our method in Noordin Top
terrorist network.
For extensive analysis, we return to the metadata groups in the report [67] to illus-
trate that there is a correlation between our structural communities and metadata groups.
We examine the relations between actors and affiliations, and we determine that there
are ground truths and valuable information in the detected communities. Community
number 16 in weak communities, for instance, has strong relationships between its mem-
bers and this is due to the fact that its members are involved virtually in every major
bombing. For example Ali Ghufron is the Bali bomber (I) 2002 and collaborated with
Hambali. Another example is community number 11, where Abdul Rauf, Imam Samudra
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Noordin Top terrorist bipartite network
# comm Weak communities St
1 1 8 9 Abdul Malik Agus Ahmad Ajengan Masduki Akram Engkos Kosasih -13
Fathurrochman Iqbal Huseini Irun Hidayat Umar Wayan
2 9 11 13 26 31 32 34 35 36 41 42 45 Azhari Husin Iqbal Huseini Noordin Mohammed Top -12
3 9 17 Apuy Baharudin Soleh Heri Golun Iqbal Huseini Iwan Dharmawan Umar -11
4 1 5 Abdul Malik Abdullah Sungkar Ajengan Masduki Akram Chandra Engkos Kosasih -10
Fathurrahman al-Ghozi Umar Wayan
5 8 9 15 17 21 Fathurrochman Heri Golun Iqbal Huseini Iwan Dharmawan -10
6 5 13 Asmar Latin Sani Azhari Husin Fathurrahman al-Ghozi Ismail Mohamed Ihsan -10
7 3 9 33 37 41 Abu Fida Iqbal Huseini Son Hadi -9
8 29 31 32 41 42 43 44 Ahmad Rofiq Ridho Noordin Mohammed Top -9
9 9 19 27 Aceng Kurnia Achmad Hasan Heri Sigu Samboja Iqbal Huseini -8
10 6 7 22 40 Abdullah Sunata Asep Jaja Iqbal Huseini Umar Wayan -7
11 8 10 Abdul Rauf Fathurrochman Imam Samudra Iqbal -6
12 21 39 Iwan Dharmawan Saptono Urwah -6
13 8 16 Fathurrochman Irun Hidayat Iwan Dharmawan Rosihin Noor -5
14 11 24 41 Anif Solchanudin Misno Noordin Mohammed Top Salik Firdaus -5
15 3 25 Achmad Hasan Son Hadi Suramto -5
16 4 10 Ali Ghufron Hambali Marwan -4
17 5 10 12 13 Azhari Husin Fathurrahman al-Ghozi Mohamed Ihsan Toni Togar -3
18 32 41 44 Ahmad Rofiq Ridho Joko Triharmanto Noordin Mohammed Top Purnama Putra -3
19 5 10 14 Dulmatin Fathurrahman al-Ghozi Marwan Umar Patek -3
20 13 26 28 41 Ismail Mohamed Rais Noordin Mohammed Top -2
21 7 32 41 44 Iqbal Huseini JokoTriharmanto Purnama Putra -2
22 10 12 Azhari Husin Hambali Imam Samudra Mohamed Ihsan Toni Togar -1
23 23 34 35 41 Noordin Mohammed Top Qotadah 0
Table 5.4.8: The 23 weak communities identified using our method in Noordin Top terrorist
network.
and Iqbal were also involved directly in the operation of Bali bombing I. Our last example
of this investigation is community number 3, where the foundation of this community is
that the members of this community have trained together and were involved directly in
Australian Embassy bombing 2004.
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Noordin Top terrorist bipartite network
# comm Very weak communities
1 5 22 Fathurrahman al-Ghozi Hari Kuncoro Muchtar Umar Wayan
2 5 11 18 42 Azhari Husin Fathurrahman al-Ghozi Jabir
3 5 11 31 Azhari Husin Fathurrahman al-Ghozi Subur Sugiarto
4 5 18 Azhari Husin Cholily Fathurrahman al-Ghozi Jabir
5 34 35 41 Abu Dujanah Azhari Husin Noordin Mohammed Top Qotadah
6 13 26 41 Azhari Husin Ismail Mohamed Rais Noordin Mohammed Top
7 31 41 42 Ahmad Rofiq Ridho Azhari Husin Imam Bukhori Noordin Mohammed Top
8 31 41 45 Azhari Husin Cholily Noordin Mohammed Top
Table 5.4.9: The 8 very weak communities identified using our method in Noordin Top terrorist
network.
Utilizing our approach for this terrorist bipartite network also shows the meaning
between overlapping communities. For instance, Abdul Malik and Umar Wayan overlap
in communities 4 and 1 and this is because they have attended the same organization
(Jemaah Islamiyah) with other people in both communities such as Abdullah Sungkar,
Agus Ahmad. Also Apuy overlaps into almost strong community 2 and weak community
3 which reflects the common Training category he attended with the members from both
communities.
The most overlapping community membership actors are the three in weak community
2: Iqbal Huseini, Azhari Husin and Noordin with 12, 11 and 10 memberships respectively.
This indicates that they are core members and they represent important nodes in the
network.
In term of core and peripheral nodes, using the formulas (1.25) and ( 1.26) we have
µ ≈ 2.38 and σ ≈ 2.32 for this network, with selected tc = 1 and tp = 1, we have
µ+ σ = 4.7 and µ− σ = 0.06. Therefore, the core nodes are those with membership 5 or
T. Alzahrani 141
CHAPTER 5 Uncovering overlapping communities
more and peripheral nodes are those with membership 1.
The smallest community in this bipartite network is the almost strong community
that forms a biclique of two nodes Ubeid and event 38. The structure of this community
illustrates the idea of communities that will not merged because | list ci| < 2, Algorithm
3, which in this case is equal to 1.
In order to reduce the redundancy of overlapping from this metadata (Table 5.4.7,
Table 5.4.8 and Table 5.4.9) and get our structural communities, we try the six merging
categories based on Jaccard index, see Section 5.3. Our demonstration of this process is
shown in Figure 5.4.6.
For last two categories of six merging categories, the details of this two stages merging
process including of number of connected components, isolated components and number
of edges can be seen in Table 5.4.10 for total merging P focused, and in Table 5.4.11 for
total merging P and S focused. The representation of these tables is shown in Figure 5.4.7.
Jaccard Index
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
0.
6
0.
7
0.
8
0.
9
1
Num of Comm 28 28 28 28 28 30 33 35 38 39 39
CCS 7 7 7 7 7 6 4 4 1 0 0
ISC 21 21 21 21 21 24 29 31 37 39 39
Num of Edge 12 12 12 12 12 10 6 4 1 0 0
NMI 0.960 0.960 0.960 0.960 0.960 0.968 0.981 0.989 0.997 1 1
Table 5.4.10: Total merging with connected components P focused, tuning Jaccard index where
the communities start to change pattern and start increasing, considering only the set P and
using the idea of connected component to identify the communities in last stage.
In Figure 5.4.8 we plot the communities found by link community approach. This
approach is based on the similarity between edges, which result in 25 communities in the
Noordin Top bipartite network. The computational time of our approach on Noordin Top
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(a) FIFS P focused (b) FIFS P and S
(c) Total merging on P (d) Total merging P S
Figure 5.4.6: Plotting the four merging categories on 39 metadata communities of Noordin
terrorist bipartite network. In (a) the strict condition of merging two communities depends on
P set to be a subset of another, then tuning Jaccard index for S set for both communities. In
(b) the two sets P and S are taken for Jaccard index. In (c) again a strong condition on P set is
used, but the two merged communities will not be deleted from the community set, which gives
another chance for merging. In (d) both set P and S are taken for Jaccard index and we keep
two merged communities in community set.
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(a) Two stages P (b) Two stages P&S
Figure 5.4.7: Plotting the two stage merging categories on 39 metadata communities of Noordin
terrorist bipartite network. In (a) we apply two steps, first one is as in Figure 5.4.6 (c), second
we treat the resulting communities as super nodes and count connected components. Each
connected component is a community by itself. In (b) the first step as in Figure 5.4.6 (d), then
we treat the resulting communities as super nodes which will result in connected components.
bipartite network costs ≈ 2× 10−1 second.
Jaccard Index
0.
0
0.
1
0.
2
0.
3
0.
4
0.
5
0.
6
0.
7
0.
8
0.
9
1
Num of Comm 1 5 10 18 23 28 33 35 38 39 39
CCS 1 1 1 5 7 7 5 3 1 0 0
ISC 0 4 9 13 16 21 28 32 37 39 139
Num of Edge 741 140 62 26 19 12 6 4 1 0 0
NMI 0 0.473 0.609 0.805 0.896 0.960 0.981 0.988 0.997 1 1
Table 5.4.11: Total merging with connected components P and S focused, tuning Jaccard index
where the communities start to change its pattern and start in increasing, considering both sets
P and S and using the idea of connected component to identify communities in the last stage.
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5.4.3 Synthetic bipartite network
Figure 5.4.9: Node degree distribution of the synthetic bipartite network. Maximum node
degree is 578.
We use the bipartite generator1 proposed in [71], in order to generate our synthetic
bipartite network. The novelty of this generator model is that the two node sets degree
distributions can be inconsistent. This means we can construct the two sets of nodes in
a bipartite network with different degree distributions. We chose the degree distribution
for set P to be a Poisson distribution with λ = 2, and for set S to be a power law distri-
bution with γ = 2.2. This choice allows us to construct a bipartite network that has high
clustering, small average distance and power law degree distribution [71]. The bipartite
network we generated is undirected and unweighted with n = 1500 (k = 1000, l = 500)
and m = 2500, with the two degree distributions mentioned above. As a first step we plot
in Figure 5.4.9 the node degrees of the synthetic bipartite network. We fitted a power-law
to the tail of the distribution, and we found the optimal fit for k0 = 7 and γ = 2.301.
We were thinking of applying an efficient algorithm for bipartite networks, the biSBM
algorithm [93], for comparison on our synthetic bipartite network, as it is designed specif-
1http://jlguillaume.free.fr/www/programs.php
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ically for bipartite networks. However it requires the number of desired communities in
each set, P and S, as initial input, which biases results compared to our method.
We have tested the performance, efficiency and running time of two comparable al-
gorithm in the literature, the link community algorithm and COPRA algorithm, on the
artificial bipartite network in order to compare the resulting structural communities with
our method from Chapter 5. We use only the base Algorithm 2 of Section 5.2.1.
The link community algorithm, see Subsection 2.1.6, is one of the concurrent over-
lapping community detection algorithms [178]. There are many reasons why we have
selected this algorithm to test on the artificial bipartite network. First, it clusters the
networks based on edge similarity rather than node similarity, so we would like to observe
and compare the results from different theoretical approaches. Also, its performance on
the bipartite benchmark network, Section 5.4.1, is very good, in terms of the number
of detected overlapping communities, compared with other algorithms, see Table 5.4.5.
Lastly, it runs on bipartite networks.
The resulting partition density function on the artificial bipartite network is 0.0953,
and more details about comparing obtained communities with other methods can be seen
in Table 5.4.12.
COPRA is concurrent algorithm that runs on bipartite networks and produces results
that are better (in terms of modularity) than the other algorithms tested [66]. It is
Number of size of Time in
Methods communities giant component Seconds
Application Chapter 5 181 115 ≈ 160
linkcomm 72 684 ≈ 36
COPRA 60 829 ≈ 2
Table 5.4.12: Comparisons of our proposed algorithm versus two concurrent algorithms, link
community algorithm and COPRA algorithm that detect overlapping communities.
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also very fast and can process very large and dense networks in a short time. We select
COPRA because of its performance and different theoretical approach behind its method
than that in our approach.
The 181 structural communities resulting from our method, Table 5.4.12 are classified
as follows: 4 are strong communities, 118 are almost strong communities, 3 are almost
weak communities, 10 are weak communities and 46 are very weak communities.
We have run a test on a synthetic bipartite network with the same number of nodes
and edges as previous one (n = 1500, m = 2500 and λ = 2), but we select γ = 2, which
means the generated bipartite network does not have the properties of scale free network
of BA model, see Section 1.2.3. The result of this testing can be seen in Table 5.4.13.
Number of size of Time in
Methods communities giant component Seconds
Application Chapter 5 334 221 ≈ 47
linkcomm 49 862 ≈ 8
COPRA 91 407 ≈ 0.4
Table 5.4.13: Comparisons of our proposed algorithm versus two concurrent algorithms, link
community algorithm and COPRA algorithm on generated bipartite network with γ = 2.
The 334 structural communities resulting from our method, Table 5.4.13 are classified
as follows: 13 are strong communities, 261 are almost strong communities, 0 are almost
weak communities, 27 are weak communities and 33 are very weak communities.
From the two experiments on different structures of synthetic bipartite network, our
method detects more communities at the base hierarchy level compared with the two
selected algorithms. Although our method takes more time compared with the others, it
detects more structural communities, all of which are maximal bicliques which can reflect
important community structure in the network. We are aiming to speed up the running
time of our method by further optimizing our code.
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5.5 Discussion
In this chapter, we present a combined method to detect both hierarchical and overlapping
structure in bipartite networks. This method is specific to bipartite networks and it uses
a combination of distinct theoretical approaches: the clique graph, structural equivalence
and node similarity, in order to overcome the hierarchy limit for the diversity of existing
methods. It may lead to a new vision in community detection techniques especially in
bipartite networks.
Our approaches can be summarized in two stages, first we reveal basic bicliques from
given bipartite network using CNS. After that, we turn basic bicliques to cliques in
order to construct the cliques graph based on structural equivalence of nodes. Then, we
apply node similarity to uncover overlapping communities, which are maximal bicliques.
The second stage is reducing the redundancy of overlapping communities to ensure the
quality of detected structural communities. In G we used set P to find the original basic
bicliques, and if we use set S instead, the only difference in the edge list E∗ will come
from the smallest bicliques, those with 3 vertices. These can only make differences to the
communities of size 1, 2 or 3 found by our Algorithm 2.
The method has been applied to real-world bipartite networks, including a bench-
mark, and to generated synthetic bipartite networks and shows that our investigation
and empirical results are very encouraging. Our approach shows that it can overcome
the hierarchy resolution limit issues compared with already existing methods. Even a
structural community consisting of two nodes can be detected.
Through detailed experiments, the evaluation of the communities detected shows a
significant ground truth. It also does not require a predefined number of communities
as initial step of running the method. This means that our method can serve as a basic
approach to solving the challenging problem of community detection in bipartite networks
and provides a realistic result as well.
T. Alzahrani 149
CHAPTER 5 Uncovering overlapping communities
The running time of our method is controlled by complex operations such as exhaustive
search of basic bicliques, finding neighbourhoods for nodes in cliques and comparing
similarity between nodes and communities. Thus, in future we plan to optimize our
algorithm in order to enhance computational time. Also, it might be possible to extend
our approach to weighted bipartite networks. It can clearly be generalised to multipartite
networks. A further direction is adapting the proposed approach with classical network
clustering using Infomap algorithm on the graph G∗ containing cliques.
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Financial network
I
n this Chapter we present an initial analysis of the real world financial data of the
payment transactions system of the Kingdom of Saudi Arabia (KSA) for the year
2010. The analysis is performed by investigating the bipartite network of firms and sub-
firms which is obtained from data collected on fieldwork for this PhD for six months in
the Ministry of Finance (MOF) of Saudi Arabia. This analysis uncovers the hierarchical
structure of the transaction payment network using tools of complex networks, particularly
community detection. In our investigation we focus on community detection algorithms,
particularly the ones presented in Chapter 3, Chapter 4 and Chapter 5, in order to show
the ground truth as well as the meaning of the community structure identified in this
financial dataset.
The rest of this Chapter is organised as follows. First, we discuss the related work
in community detection in financial networks. After that, we give a brief background
of the structure of the financial system of Saudi Arabia. Then, we discuss our dataset
collection and the analysis of its entities. Specifically, we consider it as a bipartite network
having two sets, firms as primary set and sub-firms as secondary set. We present the
empirical results obtained by implementation of our proposed approaches (Section 3.2
and Section 5.2) on the real financial data in order to provide a community description
of the Payment Order Transaction (POT) system. Finally, the discussion and conclusion
Section summarizes the main results of the Chapter.
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6.1 Introduction
Network theory provides us with a rigorous representation of complex interactions in
financial networks. In financial systems there are two network analysis approaches, theo-
retical and empirical [8]. In theoretical models, we attempt to identify the characteristics
associated with a network’s stability and robustness, while in empirical approaches the
analysis begin from the available data and investigates their characteristics. As empir-
ical study, community detection can play an important role in the stability of financial
systems through identifying strongly connected components of nodes, which “allow us
to identify those regions of the network which are most likely to be hit when a specific
subset of nodes is shocked initially” [16]. Particularly, we are concerned with using the
network’s topological features to identify and discover the hidden community structure
underlying heterogeneous interactions [42] of the payment order transaction system. The
defined structure not only describes the interactions among nodes, but also clarifies how
this structure can affect the overall function of the network [124].
In [16] Leonardo et al benefit from community detection to find densely connected
subsets of nodes in the Japanese bank-firm credit bipartite network. The analysis allows
them to support the policy makers, by identifying the systemically important communi-
ties of the financial credit system. This observation helps in the network’s stability by
providing policy makers with a “risk map” of the underlying financial system, to avoid
channels of systemic risk. For example, identifying communities that are able to extend
the initial shock to the entire financial system.
In [42] the Japanese credit market (debit-credit network) has been analysed , and the
authors pointed out that firms are clustered under one community are very homogenous
in terms of number of contracts obtained. Moreover, they found a strong geographical
characterization in the Japanese credit market, which is also evident as regards the Italian
market [43]. The tendency of firms having multiple relationships, after starting with a
single one, changes in time [42]. This indicates that there are growth opportunities and
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increasingly related firms may play a crucial role in future.
Another study that takes advantage of community detection is in [115]. It uses a
statistical test to track the time evolution of the bank-firm credit relationships in order to
characterize the structure of detected communities over time. From this research authors
have been able to expose the layers of networked relationships of Japanese credit network
based on geographical location, specific type of nodes (banks) and specific economic sec-
tors.
In its investigation of the Brazilian payment system [118] the aim was to identify
financial institutions that are characterized to be systemically important. It considers
how a risk shock vulnerability of one financial institute can be spread thought the whole
system, based on payment flow. It points out that such financial system analysis may be
useful for identifying “externalities”, factors that affect the financial system. Moreover,
network’s topological measures have been used to assess “potential risk that arise from
the network’s structure” [118]. Also, the authors claim that the analysis of connectivity
distribution allows identification of a set of institutions that are central to the national
payment system, and the network’s structure of financial flows affects the stability of the
banking system.
We aim for the first time on this real financial dataset to take advantage of community
detection techniques to uncover the collection of firms and sub-firms (or, more generally
nodes) that are systemically important [16, 8, 118], that may support the policy makers
in MOF for making their decisions against the budget. Here, we extract information of
the Saudi Arabian POT system’s structure and identify the firms and sub-firms that are
candidates to be regarded as systemically important. We also look for core and periphery
nodes (both firms and subfirms) that may play crucial roles in the financial system [34, 38].
Our data is based on the actual transaction records between firms and sub-firms. I
compiled the data for this Doctoral research. Firm is the term we use for large industrial
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corporate companies that have trusted treaties with government. They consist of con-
struction companies, insurance companies, infrastructure companies, . . . etc. Sub-firms
are medium and small businesses which in fact represent the majority of companies in
Saudi Arabia. The sub-firms consist of medium and small enterprises, institutions, small
manufacturing, etc. For confidentiality and privacy the data used in this Chapter has
been anonymised.
6.1.1 Outline
We analyze the transaction networks from two points of view: (a) we identify the com-
munities for both firms and sub-firms based on payment flow [167, 118] that explores the
hierarchical structure of POT, as an application of Chapter 3; and (b) we identify the
core-periphery firms and sub-firms that can be revealed with overlapping features, an
application of Chapter 5. We also analyze the transaction network as global structure to
better understand the network’s structural properties, and local structure represented in
interactions between firms and sub-firms to extract information regarded as systemically
important [118]. This analysis of the POT system points out the presence of hierarchical
structure of communities (with a giant connected component and several hubs). This fact
suggests that the POT real bipartite network has clear community structure.
6.1.2 Crucial research questions for this dataset
We gathered the financial dataset from MOF in order to provide them with some ad-
vantages from our analysis and study, as I’m employed as a researcher and consultant
with MOF. In other words, we support the policy maker with rigorous decisions, using
network theory (complex networks tools), for selecting and approving the right firms for
doing projects for the next budget plan. The example of a project that has massive allo-
cated funds is the expansion of the Two Holy Mosques which has funding estimated by
18 Billion US dollars every five years. Thus, MOF benefits from this study and from the
motivation of the results.
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Based on the issues raised both in the literature and by my employer, there are several
main questions we would like to answer through our empirical results on this financial
dataset. These questions are:
1. Is there a hierarchical structure of communities of this financial network?
2. Is there any largest component (densely connected group of nodes) within POT or in
its projected networks?
3. What are the core –periphery firms and sub-firms?
4. What can we provide as consultant for the MOF, to update their policies based on
systemically important companies?
5. How can network science contribute to a quantitative assessment of budget financial
system?
Also, there are subsidiary questions that we will mention during our analysis.
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6.2 Ministry of Finance
The Ministry Of Finance (MOF)1 is the central agency in the Kingdom of Saudi Arabia
(KSA) responsible for preparing the governmental Budget and it controls the income
and expenditure of all the other Ministries/Agencies in the Kingdom. It executes its
responsibilities through various departments formed for this purpose, see Figure 6.2.1.
6.2.1 General Accounts Department
The General Accounts Department performs the following functions:
• Reviews the governmental agencies monthly sheets and its final accounts and Pay-
ment Orders.
• Collects Kingdom expenditures through payment transactions
• Reviews Letters of Credit transactions which cover the foreign purchases and con-
tracts.
• Reconciles Expenditures and Revenue transactions between MOF and the Saudi
Arabian Monetary Agency (SAMA).
• Calculates the Kingdom Final Balance Sheet by collection of all agencies monthly
balance reports.
• Issues automated reports of all General Accounts
6.2.2 Budget Department
The Budget department is responsible for preparing expenditure Budgets. Their respon-
sibilities include:
• Requesting agencies to submit their budget requests
• Receive Budget requests
1https://www.mof.gov.sa/english/Pages/Home.aspx
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Figure 6.2.1: Architecture of departments for Ministry of Finance of Saudi Arabia. The green
boxes indicates to the departments that I mainly worked with in order to collect my financial
data.
• Analyze Budget requests and conduct Budget discussions
• Prepare budget for approval
• Budget announcement and
• Budget management
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The budget database is huge with large schemes. It has more than 700 tables that
in most cases are connected to each other by relations. All transactions come under the
Deputy Financial and Accounts Affairs. The Payment Order database is located in Gen-
eral Accounts Department which is a branch of Deputy Financial and Account Affairs.
All Agencies are required to have a registered bank account in this department to transfer
money to it. The process of registration goes through many steps to create a supplier
record.
6.2.3 Suppliers Setup
This is one of the important steps to build the Payment Order system. The main purpose
is to create suppliers’ accounts. MOF has different types of suppliers such as agencies,
registered suppliers of Ministry Of Commerce (MOC) and other different categories of
suppliers who have no record in MOC. Three main processes should be followed to cover
creating these categories, as in Figure 6.2.2.
Figure 6.2.2: The three main steps for creating supplier account.
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6.2.4 Bank Setup and Reconciliation
This process is a one time activity to create banks details and related branches, as
in Figure 6.2.3. The bank reconciliation process depends on receiving and downloading
the electronic files of SAMA (Saudi Arabian Monetary Agency) Payments and Revenues
transactions every month. The current account department is responsible for conducting
reconciliation between these files and MOF transactions, see Figure 6.2.3.
Figure 6.2.3: Steps of creating banks details and the regular reconciliation process.
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6.2.5 Payment Order system
Payment Order (PO) process is done after invoice creation process. There are three
main processes to create a payment order:
1. Agency sends invoices by e-government portal – This will be loaded and imported
to database.
2. Agency sends electronic files (XML or XLS files or etc) to MOF’s information tech-
nology department for importing into database.
3. Agencies which cannot use either of the above 2 processes will send physical payment
orders and that will be handled using manual invoice creation process.
Figure 6.2.4: The illustration of verifying the entered data by using query mode to ensure that
the PO amount is within the budget available limits.
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6.2.6 The Saudi Arabian Monetary Agency
In general the Saudi Arabian Monetary Agency (SAMA) 2 has main three aims related
to the transactions:
• Acts as banker to the Saudi Arabia government
• Promotes the growth and ensure the soundness of the financial system
• Controls and monitors, to avoid fraud in government financial transactions.
The relationship between MOF and SAMA consists of daily electronic transactions
between them such as:
1. File consisting of issued transactions transfer from MOF to SAMA
2. File consisting of cancelled transactions transfer from MOF to SAMA
3. File consisting of paid transactions transferred from SAMA to MOF
4. File consisting of collected revenue transferred from SAMA to MOF
5. File consisting of foreign currencies prices
Apart from these daily transfers, depending on the reconciliation of the current ac-
counts department, MOF coordinates with the Agencies and SAMA to update the transac-
tions/files and keep data up-to-date on a monthly basis. The next Figure 6.2.5 illustrates
the operations.
2http://www.sama.gov.sa/sites/SAMAEN/Pages/Home.aspx
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Figure 6.2.5: The process of keeping data up-to-date between MOF and SAMA.
6.3 Structure of financial dataset
In this section, we explain how the bipartite network is formed from the collected data
composed of firms and sub-firms payment flows, i.e. transactions. In our analysis of this
dataset we verify that the collected data truly has hierarchical community structure.
Our data is based on transaction records of payment orders between firms and sub-
firms in Saudi Arabia for the year 2010. The data were compiled from Ministry of Finance
with cooperation with SAMA as binary, digital data. It contains rich information about
each firm and sub-firm such as transactions amount, date, stage of completed projects, etc.
Due to confidentiality constraints, the data has been coded to binary data for my research.
The process of transactions start from the government bank, SAMA, to firms accord-
ing to nominated projects from the budget department in MOF. The amount for each
agreed project fund transfers to firms according to the proposal study and plan during
four quarters of the year 2010. These firms have sub contracts with sub-firms for most
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Figure 6.3.1: The stylized financial system structure with three inter-connected layers, the
top-layer SAMA then firms and sub-firms. The top-layer describes the position of SAMA where
transactions might be taking place at every transfer to a firm’s accounts. The second layer is
where firms stand and third layer is for sub-firms. The edges depict the transactions between
agencies.
of the projects. Thus, the funds transferred to sub-firms are based on project obligations
between them. The collection and analysis of this dataset is performed monthly, and each
month the network dataset is constructed from the metadata using SQL queries. We in-
vestigate all firms and sub-firms which are present in the metadata based on the year 2010.
The system of payment order transactions is structured in three layers: SAMA layer,
firms layer and sub-firms layer. As Figure 6.3.1 shows, firms and sub-firms are represented
as nodes, layer 2 and layer 3 respectively, in a bipartite network. Edges between nodes re-
flect transaction relationships and the network is binary. Here we are not interested in the
amounts of the transactions, instead our focus is on the structure of this financial network.
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These layers are segmented according to the following:
• Approved projects funds from budget department in Ministry of Finance, which
demonstrates the transactions between layer 1 and layer 2.
• The projects obligation funds between firm and sub-firms, which describe transac-
tions between layer 2 and layer 3.
Firms are required not to be transferring funds to each other. Thus, they are not con-
nected to each other in any way. This fact, based on real transaction records, determined
set P of our bipartite network. On the other hand, sub-firms tend to connect to firms,
according to transferred funds, and not connect to each other; they form the set S of
our bipartite network. Therefore, the firm to sub-firm transactions are represented by a
binary bipartite network, where bipartite sets are represented by P and S for firms and
sub-firms respectively.
The data we study is made up of the funds transfer between firms and sub-firms ex-
cluding the funds transfer from SAMA to firms, layer 1 to layer 2 in Figure 6.3.1. We
exclude these funds due to the structure of bipartite network we aim to analyze .
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6.4 Dataset collection mechanism
During the six months of data collection there was intensive discussion on which data
we should gather. Despite the fact that there were fundamental policies of confidentiality
and privacy of some aspects of these datasets, the management was looking for the targets
of this research and how to benefit from it.
Our choice was to pick the data from the Payment Order Table (POT) of the budget
database. This table contains millions of items of data required from firms and sub-firms
that explain the transactions. Therefore, my emphasis was to get the data that can build
our bipartite network from this table.
The policy of MOF is to record data for 5 years, after that it will be stored and trans-
ferred as backup information. This was a problem due to the fact that all transactions
are merged with each other according to firms’ ID number regardless of the year, that
means all transactions under one firm appear in one field for the last five years (2008-2012).
However, I attempted dividing the transactions into many phases, depending on the
annual date, and then collecting them again. This did not work well since some fields in
the table play the role of primary key in another table, so dividing them means discon-
necting the relations and losing data like a firms’ number.
The alternative way is to create a parallel database which contains one table which
holds only information stored in the year 2010. The previous technique needed extra work
for creating a virtual database, and connecting to it as mirror to the original one. This
alternative will overcome the possibility that some information might be lost or deleted
during the interruption of saving moved information to the new table.
T. Alzahrani 165
CHAPTER 6 Financial network
Figure 6.4.1: Methodology of gathering financial payments order transaction data.
This mechanism, illustrated in Figure 6.4.1, works as follow:
• Create a temporary database and create a temporary table under this database,
then connect them to the payment order table in parallel.
• Transfer data that holds only “2010” in the field of ‘year’ with their cells
• Extract the data from temporary database
• Clean data and transfer it to edge list in bipartite form
• Delete the temporary database.
T. Alzahrani 166
CHAPTER 6 Financial network
6.5 Empirical Results
The POT bipartite network has two sets represented by P with k = 39, 110 nodes and S
with l = 207, 687 nodes. The total number of edges in POT is 504, 243 which indicates
the number of transactions between nodes from different sets P and S. This total number
contains multiple edges, thus after cleaning and removing these multiple edges we end up
with m = 407, 550.
In this section we are going to apply our methods, described in Chapter 3 and Chapter
5. We aim to answer the questions posed at the beginning of the Chapter. Also, we will
apply method described in Chapter 4 in next section for comparison.
6.5.1 Application of Chapter 3
The focus of Chapter 3 is on community detection in the weighted one mode networks
which are projected from unweighted bipartite networks.
Thus, first we will consider projection from the firms P . Then we will switch the focus
to the sub-firms S.
Projected firms network
The weighted one mode firms network GP has nodes k = 39, 110 and |EP | = 3, 534, 700
as weighted edges, each edge represents existence of a common sub-firm between firms,
and weight w of the edge is the number of sub-firms they both connect to. The firms
network relates firms that have common projects with specific sub-firms. The first step
of analysing this data is to answer question 1: is there a hierarchical structure of commu-
nities for this real world network?. If so, determine the number of communities by means
of transaction flow based on our proposed method.
The results produced from our method, implemented in Infomap, represent a clear
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hierarchical structure of GP . There are 8, 452 communities found which contained firms
working on projects with the same sub-firms. One giant component has been identified
with 20, 159 nodes in it, which answers the question 2 (disclosure of largest component).
For clarity of presentation, in Figure 6.5.1 we show the largest 100 clusters, expected to
be the most interesting to MOF, as supernodes that clarify the structure of the projected
firm network GP .
The giant component has 20, 159 nodes. Study of the metadata shows all of these are
firms undertaking the same activity (construction and infrastructure), and includes more
Figure 6.5.1: POT projected firm network: The largest 100 out of 8, 452 clusters for the
weighted projected network found using Infomap. It shows one giant cluster, the more central
one with 24, 636 Nodes.
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than half of P . When we return to metadata to check if this giant component formed
based on some ground truth, we find that most of the firms inside this giant component are
active in the same geographical regions (Riyadh and Jeddah). This supports the finding
in [43, 42]: that firm’s clusters can form based on strong geographical characterization:
the firms in the community are in the same geographical region. In particular, very
frequently regional firms have common connection to the same regional centres, namely
Riyadh and Jeddah. This is due to the fact that most of the country budget in 2010
was spent on development projects such as hospitals, schools sites, education and road
networks in these regions.
In Figure 6.5.2 we plot the relative degree distribution of P , and it demonstrates a
clear heavy tail. The optimal fit for degree distribution is k0 = 12012 and γ = 2.533. In
this plot the hub (node with highest degree) of degree k = 26, 246 is unique followed by
firms that have close degree. This result shows and identifies the systemically important
nodes where any initial shock, such as financial crisis or bankruptcy of the firm, can be
spread in the entire system.
Figure 6.5.2: The relative degree distribution of firms.
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Figure 6.5.3: The distribution of community sizes, relative to network size found by our ap-
proach applied into Infomap for projected firms network.
In Figure 6.5.3 we plot the relative distribution of community sizes for the firms net-
work. The giant component of size n = 20, 159 out of total number of nodes in firm
network (39, 110) is clear and has 51% of all nodes. The 6 firms with highest hub score
are also located in this giant component, see Table 6.5.1. It is also interesting to observe
that very small communities are detected, with size one, which might be a sign that there
is no resolution limit in our results, that is, that the community structure is well-defined.
In Table 6.5.1 we list the 6 most systemically important firms in the one mode firm
network under various centrality measures. These results also illustrate the firms that are
systemically important with respect to network’s local structure. All the firms appearing
in Table 6.5.1 for the three centrality scores are located in the giant component. This
might indicate the presence of strong homogeneity between firms with similar system im-
portance [42]. Based on Table 6.5.1 we should be able to infer close relationships between
major firms which indicates to government that they would be suitable as future collab-
orative partners.
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degree hub score betweenness
Firm label 21 21 56834
(26246) (1) (30109336)
Firm label 60017 60017 11035
(13052) (0.922) (21423562)
Firm label 9162 62046 2756
(12453) (0.912) (19648710)
Firm label 62046 19893 92269
(12056) (0.884) (19288716)
Firm label 19893 9162 1096
(10839) (0.881) (18926080)
Firm label 63932 63932 76275
(10199) (0.812) (18393298)
Table 6.5.1: Top 6 firms in firms projected network by different centrality measures
The analysis based on Chapter 3, of the projected firms network GP points out the
presence of a hierarchical structure of the transaction flow, with a very dominant largest
hub and strong geographical characterization of the structure of the communities. From
our metadata, the list of firms in Table 6.5.1 are categorized in the construction companies
sector, which includes infrastructure companies and real estate companies. This means
that these important firms are connected based on “specific economic sector”, which is a
similar result to that in [115].
As the roles of the two node sets P and S can be switched for different applications,
we next switch our interest to sub-firms S, and one mode network GS. We are trying to
answer the same questions as for GP .
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Projected sub-firms network
The weighted one mode sub-firms network GS is massive, with l = 207, 687 and |ES|
≈ 1.5 Billion (1, 431, 964, 123) weighted edges. This huge number of edges required us to
work in the supercomputers of Victorian Partnership for Advanced Computing (VPAC) 3
that is provided by the Victorian government for research purposes. Thus, I have written
scripts to perform clustering on the VPAC server.
The sub-firms are characterized by their relationship with firms, so two sub-firms may
belong to the same community if both are connected to the same firm. Clustering the
projected sub-firm network using our method with the Infomap algorithm resulted in
57, 549 communities with a clear hierarchical structure. In Figure 6.5.4 we present the
relative degree distribution of projected sub-firms network, with optimal fit k0 = 54493
and γ = 32.724, which illustrates the few nodes (sub-firms) with high degree and majority
of nodes with low degree, which indicates nodes that have large degrees are systemically
important. As we notice from γ in this example, it is a power law distribution but it is
not that of the Baraba´si and Albert scale free model, (section 1.2.3).
In this network we identify the systemically important sub-firms, not only by showing
the highly connected nodes but also by examining various measures of centrality as listed
in Table 6.5.2. The most important sub-firms are from the service companies sector.
These companies (enterprises) are well distributed around KSA, but mainly located in
three main regions; Riyadh, Jeddah and Al khobar.
The advantages of these analyses on one mode networks GP and GS are: (a) extract-
ing the hierarchical structure for such networks that originally derived from bipartite
network, (b) characterization by transactions flow (payment flow) features of this large
scale bipartite network and (c) analysis of the detected network hierarchy that exposes
the systemically important nodes (firms and sub-firms).
3 http://www.vpac.org/advancedcomputing/products/vpacsupercomputers/trifid
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Figure 6.5.4: The relative degree distribution on log scale of sub-firms network.
degree hub score betweenness
Sub-firm label 1 1 1
(88991) (1) (1282960415)
Sub-firm label 999 600 999
(72652) (0.990) (225479174)
Sub-firm label 600 899 1499
(67985) (0.9893) (109817348)
Sub-firm label 899 1649 1798
(67805) (0.9891) (97120547)
Sub-firm label 1798 1001 1199
(67233) (0.9891) (82654371)
Sub-firm label 1649 270 1299
(66985) (0.987) (82169643)
Table 6.5.2: Top 6 sub-firms in sub-firms projected network by different centrality measures
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6.5.2 Application of Chapter 4
We have selected three strategies of Chapter 4 to apply on our financial bipartite network
(POT). The first one is adding an edge between two maximum degree nodes of the POT,
Section 4.3. The second is adding a loop on every node in POT, Section 4.5. The third
is adding only one loop on the maximum degree node.
The two maximum degree nodes in POT are the node labelled by “21” with k = 52, 486
and the node labelled by “58,022”, thus we add an edge between these two nodes, and
run the Infomap algorithm on this nearly bipartite network. We obtain 11, 610 structural
communities with a giant component of size 16, 152. 4 nodes from Table 6.5.1 are located
in the giant component.
For the second choice, we add a loop on every node in POT, then run Infomap on this
network. We obtain, as we noticed in Section 4.5, more structural communities (31,949).
In this process the maximum node degree, node 21, is standing by itself in a separate
community, community number 1.
Thirdly, we also test the strategy of adding a loop on a single node but we restrict
the loop to be on the maximum degree node, node 21. The result from this process is
very similar to the previous result of adding an edge between two maximum degree nodes
(one giant component of size 16,152 with 61 more structural communities). The giant
component is identical in each case.
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6.5.3 Application of Chapter 5
This subsection investigates the topological structure of POT bipartite network as whole.
This was done using our approach in Chapter 5, which detects hierarchical and overlap-
ping structure in a bipartite network. The resulting communities in this structure contain
at least one node from each set P and S, basic biclique. Therefore, the smallest possible
bipartite community is made of a single firm and single sub-firm.
As first step we plot in Figure 6.5.5 the node degrees of the POT bipartite network.
We have 246, 797 nodes in total, equal to |P | + |S| (k = 39, 110 + l = 207, 687), with
maximum degree 52, 486. The plot of node degrees of the POT bipartite network takes
the shape of heavy tail which is a typical structural feature found in many other complex
real-world networks. We fitted a power-law to the tail of the distribution, and we found
the optimal fit for k0 = 4 and γ = 2.24.
In Table 6.5.3 we report the 6 most important nodes for various centrality measures (8
firms and 1 sub-firm in total) in POT bipartite network. Overall, these results show the
Figure 6.5.5: Node degree distribution (log scale) of the POT bipartite network. Firm 21 has
degree 52, 486, Firm 58, 022 has 4826 and Firm 8631 has 4748.
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degree hub score betweenness
Node label 21 21 21
(52486) (1) (12820051718)
Node label 58022 58022 8631
(4826) (0.06012) (535373160)
Node label 8631 67049 9162
(4748) (0.0527) (532453147)
Node label 63932 63932 1
(4552) (0.04324) (506663595)
Node label 67049 60017 60017
(4431) (0.04198) (402491161)
Node label 9162 9217 63932
(4366) (0.03851) (401449311)
Table 6.5.3: Top 6 nodes (firm and sub-firm) in POT bipartite by different centrality measures.
In all measures nodes belong to P set (firms) except for node (1) in betweenness score which
belongs to S set (sub-firm).
nodes that are systemically important in term of transaction system. As reported in [42]
growth opportunities allow sub-firms to play a crucial role in future, so we predict that
the sub-firm labelled by 1 is most likely to become a firm.
Applying our approach of detecting hierarchical and overlapping communities to the
POT bipartite network shows the hierarchical structure of our dataset. There are 72, 730
structural communities detected and categorised: 3050 are almost strong communities,
27, 340 are almost weak communities, 19, 980 are weak communities and 22, 360 are very
weak communities. We use the supercomputers from VPAC in order to apply our method
to this data due to the cost of memory space.
In our approach, nodes may belong to several communities, so to answer question 3 of
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identifying core and peripheral nodes, we measure the importance of nodes in a network
based on their community memberships scores.
In term of core and peripheral nodes, using the formulas (1.25) and ( 1.26) we have
µ ≈ 14.66 and σ ≈ 23.26. We select tc = 1.8 and tp = 0.55, thus the core nodes are those
with membership ≥ 50 and peripheral nodes are those with membership 1.
In Figure 6.5.6, the core nodes for P set (firms) are 2810 considering the firms with
membership scores > 50, where the maximum number of memberships in firms is = 336.
In S set (sub-firms) there are 4013 core nodes for the same selected memberships scores
(membership scores > 50), while the maximum number of memberships in sub-firms is
= 320. We gave peripheral status to nodes that have only 1 membership score. Thus, the
majority of nodes in POT bipartite network are neither peripheral nor core, as illustrated
in Figure 6.5.6.
Figure 6.5.6: This diagram illustrates the core and peripheral nodes (firms and sub-firms) in
POT bipartite network resulting from our approach. The majority of nodes in both sets, P and
S, are neither peripheral nor core.
Firms in the core range of the POT network can therefore be regarded as central
companies in handling projects in Saudi Arabia. Sub-firms in core range of the POT
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network can therefore be regarded as “keys of creating” projects, which may themselves
play crucial role in future [42], for example they may become firms one day. The clusters
of firms and sub-firms detected by application of Chapter 4 are able to demonstrate an
overlapping networked nature of the transaction bipartite network.
As we can see from this discussion section and regarding to question 4, we aim from
this analysis of the POT bipartite network to detect the hierarchical structure of this
transaction network, based on payment flow, in order to define firms and sub-firms that
are systemically important and may affect the financial stability properties of the bud-
get of MOF system as whole. Network science can provides a rigorous representation of
complex interaction in financial networks. Perhaps one of the most important keys of
analysing financial networks using network theory from payments flow perspective for the
MOF is an interpretation of network parameters with respect to the efficiency, stability,
and resiliency of the financial system [50], which answers the last question of our 5 ques-
tions.
Because of the large size of our financial bipartite network, we have used VPAC su-
percomputers to perform our method (application Chapter 5). However, we have run our
method and compared results with those produced from concurrent algorithms on two
synthetic bipartite networks of small size to compare results accurately and easily on a
personal computer, see Section 5.4.3.
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6.6 Discussion
The purpose of this chapter is to investigate the hierarchical structure and the hetero-
geneity of firms and sub-firms of the payment order transaction bipartite network, by
applying our methods of community detection. Our analysis provides a first picture of
POT network topology by studying a collected dataset from the community detection
perspective.
We analyze a unique dataset, which comprises funds transfers processed by the Min-
istry of Finance of Saudi Arabia, using network theory. The POT bipartite network
shows a clear hierarchical community structure, also it has other typical structural fea-
tures (largest connected component, hubs, etc. . . ) that occur in many other complex
real-world financial networks [43, 118, 25, 42, 16]. The conducted analyses reveal that
there is a group of firms that act as core (key players) in the growth of the economic sys-
tem [38]. Moreover, we extract topological information of the bipartite network’s structure
by using several network measures, some related to local structure such as hub score and
betweenness (centrality measurements) and some related to global structure such as de-
gree distribution and community distribution.
From an economic system perspective, the study of the hierarchical structure of the
transaction system allows us to gain some insights into its financial stability. For example,
the existence of a heavy tail distribution (following a power law) in the whole network
implies the existence of hubs, the specific removal of which can have a dramatic impact
on the stability of the system as whole. For example, the firm labelled by 21 is “too big
to fail” and if it did very dramatic consequences may result in terms of overall economic
development. Identifying systemically important nodes (firms and sub-firms) can assist
policy makers in taking actions regarding to the budget. Also, it might help in extracting
the evolution of transaction relationships between firms and sub-firms if time series are
considered in future.
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The extracted information is relevant for monitoring the financial transactions between
firms and sub-firms as groups and for understanding many structural characteristics of
the investigated network in future. In future study, it may be useful for capturing external
factors that reduce the productivity of firms and sub-firms, as pointed out in [118].
It is worthwhile to summarize the interesting discoveries of our analysis of the POT
financial dataset. First, we have presented, in Subsection 6.5.1, clusters of firms of the
POT bipartite network and we observe that the Saudi firms one mode network has a clear
hierarchical structure and a giant component. Switching the role of the sets of POT in
Subsection 6.5.3, we obtain the clusters of sub-firms and we noted that some sub-firms
are highly connected with firms (from number of edges and weights) which can be a sign
for these sub-firms to negotiate agreements with MOF in future. This result helps us to
reveal the transaction flow among thousands of participating companies in this dataset,
which can provide information and support decision makers in the budget department.
Second, by clustering the whole POT bipartite network we obtain the communities
classified according to their strength for both firms and sub-firms that explore the over-
lapping and hierarchical structure of POT. This is a useful mechanism in identifying core
and peripheral firms and sub-firms through overlapping membership.
From the results we obtained of POT bipartite networks, we believe that our methods,
in application of Chapter 3, application of Chapter 4 and Chapter 5, applied to this real
financial dataset will provide benefits to MOF that can be extended for future work.
T. Alzahrani 180
Chapter 7
Conclusion and future work
I
n this thesis, my main contribution is to introduce and investigate methods to analyse
a complex network through its structural property, community detection. These ap-
proaches allow us to reveal and study the hierarchical structure and topological properties
of complex networks, particularly the class of bipartite networks. The study and analysis
in this thesis is not only based on statistical scales to evaluate the results but also deep
investigations have been taken in order to reveal the ground truth at the base level.
7.1 Conclusion
I have studied and reviewed a collection of community detection algorithms, including
variants specifically designed for bipartite networks, that have been used to cluster bipar-
tite networks. Modularity based algorithms suffer from a well-known resolution limit but
the best-performing algorithm for large networks, the random-walks based Infomap, can
not be applied sensibly to a bipartite network without adaptation.
In more detail my original contributions are the following.
I. I present my own categorisation of community strength into 5 categories based on
definitions of strong and weak community in both [78, 147]. The five categories are
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strong, almost strong, almost weak, weak and very weak community. Also, I intro-
duce a measure of strength for ordering the structural communities within categories.
II. I present significant results in community detection in the primary set of bipartite
networks. I did this using a combination of two already existing techniques in net-
work science, weighted projection of bipartite networks and the best performance
clustering algorithm Infomap. Evaluation of detected clusters resulting from our ap-
proach has shown that the clusters found do embody meaningful information about
the ground truth of hierarchical structure within the primary set. Infomap can de-
tect meaningful small communities such as cliques with sizes below the resolution
limit of modularity based algorithms, Section 3.3 [10]. I present and discover new
community structure in a dark “terrorist” network [9]. This study reveals the hidden
relations between terrorists which explain the formation of the clusters, especially
small cliques (Section 3.4.1). Infomap can detect weak large clusters at the upper
limit of mixing coefficient (Section 3.4.2). Infomap can detect a full hierarchy of
clusters, that is, when they are well-defined (Section 3.4.3).
III. Our results support the conclusion that the clusters found by Infomap are mean-
ingful and better represent ground truth in the primary set of the bipartite network
than those found by Louvain. The results found are very encouraging compared with
other methods [73, 35, 14, 109] that are designed for bipartite networks.
IV. I have demonstrated that adding an edge, or loop, to a bipartite network, breaking
the periodicity property for random walks, allows the Infomap algorithm to apply
properly. This results in meaningful community structure on a de facto benchmark,
Southern Women bipartite network, compared with metadata analysis [62] (Chapter
4).
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V. The main contribution of this thesis is introducing a new approach to community
detection in bipartite networks (Chapter 5). The approach is based on the strongest
community structure possible in bipartite networks, which are bicliques, and detects
an overlapping and hierarchical community in two levels. In the first level, I detect
communities at the base hierarchy level. I utilize combination of different theoretical
approaches (maximal bicliques, cliques and structural equivalence of nodes) which
successfully uncover the communities at the base level of network hierarchy. Then
at the second level, I reduce the redundancy of overlapping communities to obtain
higher levels of the hierarchy using Jaccard index as threshold. Moreover, the result-
ing structural communities from each level are classified and ordered into 5 categories
based on community strength, (Section 1.3.2).
I have demonstrated the value of my approach through examination on three real
world bipartite networks, including the benchmark one and a large one in Chapter
6 as well as on two generated synthetic bipartite networks.
Through evaluation, I demonstrate that it is possible to detect significant com-
munity structure using a combination of different theoretical community detection
approaches.
VI. I have presented a detailed study of a collected financial network, a transaction
system, which employs my newly developed tool for policy makers in MOF. The
payment order transaction bipartite network has clear hierarchical structure that
can be extracted from transaction flow, using my methods in Chapter 3, Chapter 4
and Chapter 5. The analysis of financial bipartite network shows a clear hierarchical
community structure, also it has the typical structural features (largest connected
component, hubs, etc. . . ) that occur in many other complex real-world financial
networks [43, 118, 25, 42, 16]. The conducted analyses reveal also that there is a
group of firms that act as core (key players) in the growth of the economic system [38].
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7.2 Future work
In looking forward to further developments in this direction, it is clear that the study of
community detection particularly in bipartite network is still in its infancy and there is
much to be done.
First, although the proposed approach for detecting overlapping communities of bi-
partite networks in Chapter 5 has been extensively investigated and studied, there are
still some difficult problems remaining. In particular, there are three aspects I would like
to address in the future.
• Although I have verified that metadata results derived from my structurally equiv-
alent nodes method are reasonably accurate, I would like to extend current results
to be more accurate by further testing on different databases where ground truth is
known.
• I will be interested in finding if there is mechanism for characterizing our structural
communities found in the Southern Women bipartite network to be categories in a
strong community definition.
• Perhaps most importantly, I want to enhance the running time complexity of my ap-
proach for detecting overlapping and hierarchical communities in bipartite networks
by further optimization for my code.
• Detecting overlapping communities in clique graph [54] results in superior results. A
further direction is adapting one of the concurrent algorithms of classical networks,
to detect overlapping communities in our graph G∗ (with cliques), particularly using
Infomap algorithm.
Second, for the financial network, although I have extensively studied and analyzed
the hierarchical structure of this network, I have yet to investigate it in depth. In the
future, I intend to extend the analysis and studies on two specific points.
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• I am interested in analytically derived relationships between systematically impor-
tant firms and sub-firms.
• I would like to investigate the external factors on these companies which affect the
stability of the financial system.
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A.1 - Description and method of Algorithm 1 in Chap-
ter 3
We have programmed this projection algorithm in C++ for compatibility with the im-
plementations we have of the Infomap and Louvain algorithms. We start by reading the
bipartite network edges as a pair of nodes, the first from P and the second from S. For
practical reasons we need to consider that both columns P and S are read from the initial
file as strings. The labels on the nodes in the network do not have to be numbers, they
can be post codes, book serials, bank card numbers, names of social networks or even
names of people. Thus, we select data type (of the variable that holds the data for the
first column) to be string. The Mapvector(string) from this step can be seen in Algorithm
1 Part 1.
The input to the algorithm is the edges list, a column of ordered pairs (P, S). The
output from the example in Figure 3.2.1, where we have P = {1, 2, 3, 4, 5, 6, 7}, S =
{A,B,C,D,E}, at this stage is:
Mapvector(string) = [(A,1)(A,2)(A,4)(A,5)(B,1)(B,2)(B,4)(B,6)(C,3)(C,4)(C,6)(D,2)
(D,5)(D,7)(E,4)]
Now, we generate the Mapvector to find common neighbors. We use special techniques
in C++ that affect the efficiency of the projection method [144]. Using a C++ container
called Mapvector which requests a key and a value, we choose each key as an element of
S and its value to be a vector of nodes in P to which it is adjacent, see Algorithm 1 Part 2
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Algorithm 1: Weighted projection method for bipartite network integrated with Infomap
or Louvain algorithm; Part 1 of 4
Require: A bipartite network.
1: procedure edges list format(P , S)
2: initialization
3: while end of dataset not reached do
4: read each pair from dataset
5: store pairs in Mapvector[string]
6: end while
return :Mapvector[string]
Algorithm 1: Weighted projection method for bipartite network integrated with Infomap
or Louvain algorithm; Part 2 of 4
7: Find common neighbors:
8: for all i = 1 end of mapvector‘keys’ do
9: print(i)
10: for all j = 1 end of mapvector‘value’ do
11: print(j)
12: end for
13: end for
return :Mapvector[i, j]
The output from the example in Figure 3.2.1 at this stage of the algorithm is:
Mapvector[i, j] = [(A, 1 2 4 5)(B, 1 2 4 6) (C, 3 4 6) (D, 2 4 7) (E, 4)].
We create pairs from the above Mapvector[i, j], which is the projection as, for each
key that has more than 1 element as value, we take each element from the beginning of
Mapvector[i, j] until the end and create pairs with all other elements preceding it. If a
key has a single element as value, then we double that element to create a pair [i, i], which
produces a self loop in representation of the network as an edges list. In this stage, all
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Algorithm 1: Weighted projection method for bipartite network integrated with Infomap
or Louvain algorithm; Part 3 of 4
14: Create pairs for one mode network:
15: for all i = 1→ end of Mapvector[i, j] do
16: if size of commonneighbor = 1 “self loop” then
17: insert the duplicate [i, i] into Multiset
18: else
19: for i = 1→ end of Mapvector −1 do
20: for j = i+ 1→ end of commonneighbors do
21: insert the pair [i, j] into multiset
22: end for
23: end for
24: end if
25: end for
return : Multiset[i, j]
found pairs are unique (even if they are duplicates with regard to their values) because
they were ‘generated’ by different keys. The next step is to count the multiplicity of each
pair, which gives the weight on the edge pair. For this purpose all pairs for counting
are put in a new container of C++ data type ‘Multiset’. In C++, data type ‘Set’ is just
like a mathematical set and can hold only unique values (so no duplicates). A ‘Multiset’
is a ‘Set’ with the condition that it can hold duplicate values. Whenever we insert yet
another duplicate pair to the ‘Multiset’, it puts that next to the last duplicate pairs, see
Algorithm 1 Part 3.
The output from the example in Figure 3.2.1 at this stage of the algorithm is:
Multiset[i, j]= [(1,2)(1,4)(1,5)(2,4)(2,5)(4,5)(1,2)(1,4)(1,6)(2,4)(2,6)(4,6)(3,4)(3,6)
(4,6)(2,5)(2,7)(5,7)(4,4)].
This ‘Multiset’ container gives us the count() function which for a given element re-
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turns how many duplicates there are in the container, and this exactly what we need for
counting the duplicated edges. For large scale network this is time consuming, since each
time we call count() function for a pair, the Multiset has to do a lookup in the whole
container and find the pair needed, and only then it can return the count. To speed this
up and let Multiset find those pairs faster, for each pair we process we also erase it from
the Multiset. By doing this, the container size shrinks by the number of pairs we delete
and does the search among fewer elements, which makes it run faster. This step enhances
the algorithm computation time and allows for a large bipartite network to be projected
fast, see Algorithm 1 Part 4.
The output from the example in Figure 3.2.1 at this stage of the algorithm is:
Weighted one mode network:
Node Node Weight
1 2 2
1 4 2
1 5 1
1 6 1
2 4 2
2 5 2
2 6 1
2 7 1
3 4 1
3 6 1
4 4 1
4 5 1
4 6 2
5 7 1
We have now projected the bipartite network to a one mode network, and now we
want Infomap to process the random walks technique on the weighted projected network.
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Algorithm 1: Weighted projection method for bipartite network integrated with Infomap
or Louvain algorithm; Part 4 of 4
26: Create the associated pairs of vertices and store them in Pajek format
from this Multiset:
27: for i = 1→ end of Multiset[i, j] do
28: store vertices in string variable ← List of vertices with its Labels
29: end for
30: while the end of Multiset not reached do
31: currentpair = ∗begin of Multiset
32: if the both pair numbers are the same then
33: print edges[i, i]
34: count (duplicate pairs) /* to avoid the redundant pairs */
35: else
36: save current pair
37: count to list of edges string
38: erease current pair from Multiset /* to enhance the computational time */
39: end if
40: end while
41: store edges in string variable ← list of the edges with weights
42: Reading input network from string variable rather than from screen
43: while string variable not empty do
44: read the input from weighted projection approach as Pajek format
45: end while
46: process the normal Infomap or Louvain algorithm
47: end procedure
The next problem comes from the fact that Infomap algorithm accepts two kind of file
formats as input: weighted edges list (numbers, numbers, numbers), and Pajek format1.
The edges list produced so far is a list of triples (string, string, numbers) of node edge
1Pajek format can be found in http://vlado.fmf.uni-lj.si/pub/networks/pajek/
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pairs and their count/weight. The problem is still in the format of our algorithm’s output,
as it is pairs of strings and not numbers and the Infomap algorithm can’t handle strings
but only pairs of integers.
To solve this issue we use a mapping between strings and integers and generate new
numbers that represent the list of node pairs of edges. After the projection we will have
only (number, number, number) which is exactly what Infomap requires. However, an-
other issue arises here, that of losing the initial strings/labels of nodes. Thus, when
we generate the final network picture we will see only links between these numbers but
without any label on them. Therefore, we use the Pajek format because when declaring
the nodes, we can also give a label for each node. The Pajek format specifies both the
nodes and the edges in two different sections of the file. Hence, we first declare the nodes
that compose our network (how many nodes we have, each node and its label ) and then
the edges between these nodes and their weights. Finally we then let Infomap2 (and Lou-
vain3) algorithms read the projected network data from the string file instead of the screen.
Implementating our approach into Infomap algorithm
Now that we have the projection of a bipartite network algorithm, as shown in Algo-
rithm 1, we need to integrate it into Infomap algorithm, in order to run random walks on
the weighted projected network derived from bipartite network. The idea is as follows, we
create a new option that can be accepted when running Infomap through the terminal (-
bipartite). Once we create this option, we can run our algorithm integrated into Infomap,
otherwise Infomap runs normally.
When the –bipartite option is added to the other arguments, it will first run our al-
gorithm (projection) and instead of writing the results to a file it will store it in a string
variable. When Infomap finds this option (- bipartite), it will read the network data from
2Infomap available for download on the link: www.mapequation.org/
3Louvain available for download on the link: //sites.google.com/site/findcommunities/
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the resulting string variable we stored earlier instead of reading from the terminal (stored
in file), and then process the random walk on the weighted projected network normally.
I added two new files to the Infomap source code: Bipartite.h and Bipartite.cpp, also I
added them into the make file, so that they get compiled. Inside Bipartite.h I defined a
class named Bipartite in which can be found as a static member function.
The main (argc, argv) function calls another function, run(argc, argv) that does the
work of selecting option from terminal. The values of the main function argc (argument
counter) and argv (argument values) are arrays with all arguments (options) that we pass
to Infomap when we run the algorithm. In the run(argc, argv) function, from the be-
ginning in a for(i = 0, i < argc, i + +) we check each argv[i] if it is “-bipartite”, i.e. if
we need to run our code, if it is not, then Infomap runs normally. When we select the
option –bipartite, the Boolean variable sets to true, which means run our own algorithm
(projection) by running the Static function Bipartite::ProcessNetworkFile().
The results from our projection will be stored into Bipartite::PajekNetwork (string
variable). After that, we call function void Network::parseBipartiteNetwork() so that
instead of reading from terminal as Infomap expects, it will process the input from the
static string Bipartite::PajekNetwork which contains a valid Pajek format input. Here we
have summarised our implementation into Infomap algorithm.
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A.2 - Algorithm 2 Part 4 in Chapter 5
Here we discuss the categorisation of communities by strength.
Algorithm 2: Merging and detecting overlapping communities, Part 4 of 4
1: Input: Z // vector that contains community structure in G
2: F = |Z|
3: for i = 1 To F do
4: ci ⇐= i
5: for j = 1 To |ci| do
6: kinj =
∑
x∈ci axj
7: koutj =
∑
x 6∈ci ajx
8: end for
9: end for
10: for i = 1 To F do
11: ci ⇐= i
12: for j = 1 To |ci| do
13: for k = 1 To F do
14: kmax−outj = maxck 6=ci
∑
x∈ck ajx
15: end for
16: end for
17: end for
18: for i = 1 To F do
19: ci ⇐= i
20: for j = 1 To |ci| do
21: IF kinj > k
out
j == true ∀j ∈ ci, Then
22: Strong community ⇐= ci
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Algorithm 2: Merging and detecting overlapping communities, Part 4 of 4
23: Else IF kinj ≥ kmax−outj == true ∀j ∈ ci, Then
24: Almost strong community ⇐= ci
25: Else IF
∑
j∈ci k
in
j >
∑
j∈ci k
out
j == true Then
26: Almost weak community ⇐= ci
27: Else IF
∑
j∈ci k
in
j ≥
∑
j∈ci k
max−out
j == true Then
28: Weak community ⇐= ci
29: Else
30: V ery weak community ⇐= ci
31: end for
32: end for
33: for i = 1 To F do
34: ci ⇐= i
35: IF ci ⊆ Strong community
36: St(ci) =
∑
j∈ci k
in
j −
∑
j∈ci k
out
j
37: Else IF ci ⊆ Almost strong community
38: St(ci) =
∑
j∈ci k
in
j −
∑
j∈ci k
max−out
j
39: Else IF ci ⊆ Almost weak community
40: St(ci) =
∑
j∈ci k
out
j −
∑
j∈ci k
in
j
41: Else IF ci ⊆ Weak community
42: St(ci) =
∑
j∈ci k
max−out
j −
∑
j∈ci k
in
j
43: Else
44: V ery weak community ⇐= ci
45: end for
46: Sort(Strong communities)
47: Sort(Almost strong communities)
48: Sort(Almost weak community)
49: Sort(Weak community)
50: result ⇐= ordered strong and almost strong communities by larger value
51: result ⇐= ordered weak and almost weak communities by smaller value
Return: result community file
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