ABSTRACT Job shop scheduling problem (JSSP) has drawn a lot of attention as it is one of the vital combinational optimization problems in manufacturing systems. In this paper, a differential-based harmony search (DHS) algorithm with variable neighborhood search (VNS) is proposed for solving JSSP with the objective of minimized makespan. Since the standard harmony search algorithm is constructed for global optimization problems, the smallest position value is introduced to map a harmony vector to an active schedule. The active decoding scheme is employed to improve the search efficiency of DHS. In the pitch-adjustment process, the best individual of the current harmony memory is employed to accelerate the convergence speed. After the pitch-adjustment process, the differential-based enhanced mechanism is designed to maintain the diversity of the population. The modified VNS, which is based on the blocks on the critical path, is embedded into DHS to search for a better solution around the current harmony vector. Besides, the runtime of DHS is analyzed according to the level-based theorem. Compared with various HSbased algorithms and other state-of-the-art algorithms on a set of typical benchmark instances, the DHS is superior to the compared algorithms in terms of solution quality, convergence speed, and stability. The DHS lays a solid foundation for solving optimization problems of expert and intelligent systems.
I. INTRODUCTION
The shop scheduling, which provides schedule planning to improve productivity for the company, is an indispensable process in manufacturing system. The shop scheduling is classified into flow shop scheduling [1] , job shop scheduling [2] , open shop scheduling [3] and batch scheduling [4] . As one of the vital combinatorial optimization problems in manufacturing systems, job shop scheduling problem (JSSP) has attracted considerable attention. JSSP is described briefly as follows. There are n jobs to be processed through m machines. The operations of each job are processed with a predefined sequence on different machines. The processing time of each operation on the different machine are specified. The primary goal of JSSP is to discover a scheduling sequence of operations with minimal makespan. JSSP has been proved to be the NP-hard problem by Garey et al. [5] . It is difficult to find an optimal solution within a reasonable time as the large solution space and complicated process constraints of JSSP.
The approaches for solving JSSP are roughly classified into two categories: exact algorithms and heuristic algorithms. However, the exact algorithms which include branch & bound, linear programming and dynamical programming generally have inferior performance on the largescale scheduling problems. Recently, various heuristics and meta-heuristics have been proposed for solving JSSP. The meta-heuristic algorithms for solving JSSP are divided into population-based algorithms, local search algorithms and the hybrid algorithms which combine the advantages of different algorithms. A brief overview of these algorithms is given below.
Harmony search (HS) is a new meta-heuristics algorithm for the optimization problems. The advantages of HS are given as follows. Firstly, it is difficult to obtain the best parameter combination of the most existing algorithms as the population-based algorithms are in general sensitive to the algorithm parameters. However, the HS algorithm has less parameter than most of other algorithms. Secondly, it is easy to re-implement the HS algorithm and the variants of HS because the concept of HS is simple. Finally, the HS algorithm owns a particular behavior of exploring and exploiting the search space. Therefore, the harmony search algorithm is highly desirable.
Although the HS algorithm and its modifications were extensively applied to solve the combinational optimization problem, little attention has been paid to the JSSP with the criterion to minimize makespan. In this paper, a differentialbased harmony search (DHS) algorithm, which is based on the blocks on the critical path, is proposed for solving the JSSP with the objective of minimizing makespan. The contributions in this paper are described as follows.
• The active schedule scheme is adopted to directly reduce the solution space in DHS.
• A differential-based enhanced mechanism is designed to maintain the diversity of the population.
• The variable neighborhood search algorithm which is based on the critical path is incorporated into DHS to enhance the local search ability.
• The runtime of DHS is also analyzed according to the level-based theorem.
• The parametric sensitivity of DHS is also analyzed by implementing the Taguchi method [6] . The remainder of the paper is organized as follows. The literature review is given in section 2. The description of JSSP is provided in section 3. The standard HS algorithm and the details of DHS for JSSP are described in section 4. The runtime analysis of DHS is described in section 5. The experimental results and comparisons, along with their analysis and discussions are stated in section 6. Finally, the conclusions and future work are given in section 7.
II. LITERATURE REVIEW
As the multiple points searching process, the populationbased algorithms have powerful exploration ability. A hybrid biogeography-based optimization (HBBO), which combines the chaos theory and searching around the optimum strategy with the basic BBO, was proposed by Wang and Duan [7] . Simulation results show that the HBBO outperforms the other state-of-the-art algorithms. Teaching learning-based optimization (TLBO) was designed by Baykasoğlu et al. [8] . The performance of TLBO was tested through on combinatorial optimization problems including flow shop scheduling problem and JSSP. A hierarchical multi-space competitive distributed genetic algorithm (HmcDGA) for flexible job shop problem was presented by Ishikawa et al. [9] . Compared with the HGA, the HmcDGA is not required a lot of computational costs. A hybrid island model genetic algorithm (HIMGA) was proposed by Kurdi [10] to solve the JSSP. A self-adaption phase strategy, which balances the diversification and intensification of the search process well, is proposed in HIMGA.
Computational results indicate the superiority of HIMGA over the other compared algorithms in terms of solution quality. A two-stage artificial bee colony (TABC) algorithm, which combines a new rule for initializing population and an ensemble local search, is proposed by Gao et al. [11] for the flexible job shop scheduling problem. A parallel artificial bee colony algorithm (pABC) was introduced by Asadzadeh [12] to solve the JSSP. The proposed algorithm is carried out in various colonies, which locate on different hosts of the network, in parallel manner. A dynamic migration strategy is employed to determine when a colony communicates with its neighbors. Simulation results show that the pABC is an efficient algorithm for solving the JSSP. A beer forth artificial bee colony algorithm (BeFABC) was proposed by Sharma et al. [13] . The numerical results and statistical analysis indicate that the BeFABC is competent for solving the JSSP.
Although the population-based algorithms generally have powerful exploration ability, their exploitation ability is not good. Various researchers focus on the local search algorithms for JSSP. The i-TSAB, which is based on the big valley phenomenon, was proposed by Nowicki and Smutnicki [14] . The path relinking technique was also employed by i-TSAB. The TS/SA which combines the simulated annealing (SA) and TS strategy is developed by Zhang et al. [15] to provide a robust and efficient methodology for the JSSP. An algorithm that incorporates a tabu search procedure into the framework of path relinking (TS/PR) was presented by Peng et al. [16] to generate solutions to the JSSP. The test results demonstrate both solution quality and computational efficiency of TS/PR. However, as the single point searching process, the major limitation of local search algorithms is the poor exploration ability.
Based on the above literature, both the population-based algorithms and the local search algorithms have their own advantages and disadvantages. The hybrid algorithms, which combine the advantages of different algorithms, were widely proposed for solving JSSP. An improved particle swarm optimization with decline disturbance index, named DDPSO, was proposed by Zhao et al. [17] for solving multi-objective JSSP. A neighborhood search strategy was used in a local search and an adaptive meta-Lamarckian strategy was employed to dynamically decide which neighborhoods should be selected to stress exploitation in each generation. A hybrid particle 76314 VOLUME 6, 2018 swarm optimization algorithm (PSO) based on variable neighborhood search (VNS) was proposed by Gao et al. [18] to solve the JSSP. A new neighborhood structure evaluation method based on the logistic model was developed to guide the neighborhood structures selection. An improved shuffled complex evolution (ISCE) algorithm was proposed by Zhao et al. [19] to solve the JSSP with the objective of minimized makespan. The experimental results show that the ISCE is effective to the JSSP. The HFSAQ, which combines the fast simulated annealing (FSA) and quenching, was proposed by Akram et al. [20] . The HFSAQ algorithm is able to solve 45 of 88 benchmark problems to the best known values in a reasonable time. The experimental results show that the HFSAQ is efficient for finding the optimal solution of JSSP.
Harmony search (HS) algorithm, which is proposed by Zong et al. [21] , is a relatively new meta-heuristics methodology for the optimization problems. Compared with most of the existing meta-heuristics, HS has various advantages such as simple concept, few parameters to be tuned and easy to implement, and also owns a particular behavior of exploring and exploiting the search space. In recent years, various HS-based algorithms have been proposed for solving different problems. An effective discrete harmony search algorithm was presented by Gao et al. [22] to solve FJSP with objectives of minimizing makespan and the mean of earliness and tardiness. A Pareto-based grouping discrete harmony search algorithm was proposed by Gao et al. [23] to solve the multi-objective FJSP. A self-adaptive harmony particle swarm optimization search algorithm (SHPSOS) is proposed by Zhao et al. [24] to solve global continuous optimization problems. The global convergence performance of the SHPSOS was analyzed with the Markov model to test the stability of the algorithm. Experimental results demonstrate that SHPSOS outperforms original HS and the other related algorithms. A hybrid HS algorithm was introduced by Li et al. [25] to solve the multi-objective flow line manufacturing cell scheduling problem, and this approach adopted crossover operator for diversification and employed iterative local search to further improve the solution quality. A new binary coded version of HS, named NBHS, was developed by Kong et al. [26] for solving large-scale multi-dimensional knapsack problem (MKP). The numerical results reveal that the proposed NBHS is robust and effective for solving the multi-dimensional knapsack problems with large dimension sizes. A hybrid harmony search algorithm (HHS) was proposed by Zhao et al. [27] to solve the PFSP with the objective to minimize the makespan. The efficient job sequence mapping scheme and variable neighborhood search (VNS) are employed by the HHS. The experimental results indicate that the HHS outperforms the standard algorithms and other efficient algorithms in terms of the solution quality and stability. A selective refining harmony search algorithm was presented by Shabani et al. [28] . The selective refining harmony search algorithm only considers the decision variables instead of total harmonies. The computational results indicate the proposed algorithm is superior to other variants of HS. The parallel membrane computing model was utilized by Maroosi et al. [29] to execute parallelized harmony search efficiently on different cores to solve the flexible job shop scheduling problem. Experiments using well-known benchmark instances showed the effectiveness of the algorithm. A harmony search based heuristic algorithm was presented by Kang and Chae [30] to solve the unequal area facility layout problem. The proposed algorithm generates the solutions as proficiently as the best results provided by previous research. The HS-SA, which combines the harmony search and simulation annealing, was proposed by Assad and Deep [31] . The performance of HS-SA was tested on the CEC 2014 benchmark and the camera calibration problem. The results demonstrate the superiority of the HS-SA.
III. THE DESCRIPTIONS OF JSSP
JSSP is a typical NP-hard combinatorial problem. It is made of a set of n jobs J = {1, 2, · · · n}, a set of m machines M = {1, 2, · · · , m} and a set of n × m operations O = {1, 2, · · · , n × m}. These operations in the jobs should follow a predetermined sequence. Each operation has a given processing time. The objective of JSSP in this paper is to minimize the makespan which is the finishing time of the last operation of the last job in the scheduling. This objective represents the production performance of manufacturing system. The makespan is also one of the most commonly studied criterions in JSSP. The core of JSSP is how to schedule the operation order of the jobs on each machine to obtain the best solution. The main constraints of JSSP are as follows.
(1) Each operation of jobs must visit each machine only once and there are no precedence constraints between different jobs.
(2) Each job can be processed by only one machine at a time and cannot be interrupted once the first operation on the machine has launched.
(3) Each machine can process one operation at the same time.
(4) There is no start-up or delay cost and the starting time of jobs and machines can be viewed as zero.
The mathematic formulation of JSSP with the objective of minimizing makespan is described as Eq. (1).
where c ik is the finishing time of ith job on the kth machine, p ik is the processing time of ith job on the kth machine. M is an infinite positive number. a ijk and x ijk are the coefficients and variables, set a ijk = 1 if the job i is processed on machine h before machine k, otherwise set a ijk = 0; set x ijk = 1 if the job i is processed on machine kth before job j, otherwise set x ijk = 0. The problem is to find a schedule to minimize the makespan, that is, to minimize the time required to complete all jobs.
IV. THE PROPOSED DHS ALGORITHM FOR JSSP A. THE STANDARD HARMONY SEARCH ALGORITHM
The steps of standard harmony search are described as follows.
Step1: Optimization problem description and initialization of HS parameters.
The initialization of the standard HS aims to set the control parameters and fill in the harmony memory. The main control parameters of HS are specified as follows. The harmony memory size (HMS) is similar to the population size in population-based evolutionary algorithms. The harmony memory considering rate (HMCR) determines the rate of selecting the value from the HM. The pitch adjusting rate (PAR) is the probability of local improvement. The bandwidth (BW ) determines the distance of adjustment; the number of improvisations (NI ). The optimization problem is characterized as a function f to be minimized.
where f (X ) is the objective function. X is a solution vector composed of the decision variable x i . LB i and UB i are the lower and upper bounds for the decision variable x i , respectively.
Step 2: Initialization of harmony memory In this step, the HM matrix, shown in Eq. (3), is filled with randomly generated solution vectors between lower and upper bounds and ranked by the values of the objective function.
Step 3: Improvising a new harmony In this step, a harmony vector
n ) is generated based on three operators: (1) Memory consideration; (2) Pitch adjustment; (3) Random selection. For a new harmony vector
First of all, a new harmony is generated by Eq. (4).
where
is the ith search space and rand i is uniformly distributed number between 0 and 1. The HMCR is the probability of assigning one value based on historical values stored in HM , and (1 − HMCR) is the probability of randomly assigning one value according to their possible range. An HMCR value of 1 is not recommended because it eliminates the probability that the solution may be improved by the values which are not stored in HM . Secondly, If the component x new i comes from HM , it will be tuned with a probability of PAR which is performed as Eq. (5).
where rand 2 and rand 3 is uniformly distributed random number between 0 and 1 and BW is an arbitrary distance bandwidth for the decision variables.
Step 4: Updating the HM In this step, if the newly generated harmony vector outperforms the worst one in the HM in terms of the objective function value, then the harmony vector substitutes the existing worst one. The values in HM are ranked by objective function values again.
Step 5: Checking the termination criterion In this step, check whether the termination criterion is satisfied, if not, return Step 3 and 4 until the maximum number of iterations is reached.
B. ENCODING SCHEME
As the standard HS was initially designed for solving the continuous optimization problems, the representation of a solution in the search space is the key issue to make the standard HS suitable for solving the JSSP. In this paper, the smallest position value (SPV) is employed to enable the continuous HS algorithm to be applied for solving JSSP. For n jobs and m machines scheduling, its solution space is generated in n × m dimensions, and each harmony vector contains n × m real number produced in interval [0,1] before encoding. Algorithm 1 presents the main procedure of the encoding scheme.
The three jobs and three machines example is employed to show the process of the encoding scheme. Since each job must be processed on each machine, there are (3!) FIGURE 1. The process of the encoding scheme.
Algorithm 1 Encoding Process
1 Inputs: A feasible harmony vector: X, number of jobs: n, number of machines: m 2 Initialize: The operation list of each job: , where 1, 2 and 3 respectively denote the job one, job two and job three. In this sequence, the first ''3'' represents the first operation of the job three and the second ''3'' denotes the second operation of the job three. The rest can be done in the same manner. By scanning this permutation from left to right, the permutation is encoded to an operation sequence denoted by [O 31 
Thus, a sequence in the continuous space can be successfully mapped into a processed sequence. A detailed process of encoding scheme is shown in Fig 1. C. DECODING SCHEME The schedules for a scheduling problem can be categorized into three classes: non-delay schedule, semi-active schedule and active schedule. The active schedule has been verified and denoted that it contains optimal schedule in a Venn diagram [32] . Therefore, the active schedule is employed in this paper to reduce the search space. An active schedule can be obtained by decoding the operation sequence from left to right. The operation ought to be shifted to the left as compact as possible to decrease the idle time. Algorithm 2 presents the main procedure of the operation-based active decoding scheme.
In Algorithm 2, the condition of job J can be processing in idle time [a,b] .
where a, b are the begin and end time of the idle time respectively, t(j) is the current earliest allowable processing time, t_proc is the processing time of job j under the machine. For example, a 3 × 3 JSSP example is given in Table 1 . Suppose that the operation code is [3,2,1,1,1,3,3,2,2] , a Gantt chart with the active schedule is shown in Fig 2. The makespan is equal to 17.
D. DIFFERENTIAL-BASED ENHANCED MECHANISM
Since the pitch adjustment operator of the original HS algorithm intrinsically performs the fixed-step-size mutation with a pre-specified execution probability, which cannot adapt VOLUME 6, 2018 3 Generate a normal distribution random number F with mean value 0.5 and standard deviation 0.3. 4 If r 4 < 0.5 //r 4 is a uniform random number between 0 and 1 .
the searching landscapes of different problems at different searching stages. On the other hand, the differential mutation scheme in differential evolutionary (DE) provides a spontaneous self-adaptable to the searching landscape. Therefore, it is very desirable to incorporate differential mutation into the pitch adjustment operator of HS.
In DHS algorithm, a differential-based enhanced mechanism which is inspired by the differential mutation scheme from DE is proposed to improve the solution quality. Two widely used differential mutation schemes, rand/1/bin and current-to-best/1/bin [33] , are adopted at the same probability. The procedure of differential-based enhanced mechanism is shown in Algorithm 3. As suggested in [34] , the scale factor sampled from a normal distribution with mean value 0.5 and standard deviation 0.3 guarantee its values between -0.4 and 1.4 with probability 0.99. The exploration and exploitation ability are simultaneously maintained in the searching process.
The effect of the scheme is that the shape of the distribution of the population in the search space is converging with respect to size and direction towards areas with high fitness. The closer the population gets to the global optimum, the more the distribution will shrink and therefore improve the generation of smaller difference vectors.
E. VARIABLE NEIGHBORHOOD SEARCH
Variable neighborhood search (VNS) algorithm is a simple and effective meta-heuristic for combinatorial optimization problems. VNS is always used as the local search methodology and the numerical results reveal that it greatly improves the solution quality. As Zhao et al. [35] pointed out, the swap operation in the blocks on the critical path does not generate the infeasible solutions. The neighborhood which is based on blocks on the critical path also avoids unnecessary moves. In the HS algorithm, the worst harmony is in general replaced by the new harmonies when the new harmonies are better than the worst harmony. However, it is likely that there are better solutions around the newly generated harmony. In this paper, a modified VNS is incorporated into DHS to enhance the local search ability and reduce the computational time. A schedule of JSSP is described with disjunctive graph G = (N , C ∪ D) . In the disjunctive graph, N denotes a set of all the nodes, and each node represents an operation of a job. The starting node and ending node are the dummy operations which denote the operation begins and ends, respectively. The C is a set of all directed conjunctive arcs, which are used to connect the adjacent operations in one job. And these operations must meet the certain constraint. The direction of the conjunctive arcs means the processing order of each operation in one job. D is a set of all the disjunctive arcs, which are utilized to connect the operations processed on the same machine. The disjunctive arcs are bidirectional. Fig. 3 presents the model of the disjunctive graph of Table 1 . The real arcs to precedence relations, the dashed arcs to pairs of operations performed on the same machine. The weight of each node is the processing time of the corresponding job.
The critical path plays an important role in the disjunctive graph as moving an operation on a critical path maybe decrease makespan. If a disjunctive graph is acyclic, the longest path from the starting node to the ending node is the critical path. Any operation on the critical path is called critical operation. According to [36] , a critical path is divided into a number of blocks, and each block is made up of adjacent critical operations which are processed on the same machine. These blocks based on the critical path are called critical blocks. In Fig. 4 For j = 1 to n(n-1) do // where n equals the number of critical operations in the kth block 14 Randomly choose u and v in the kth block, where inserting) structures in the neighborhood search are employed in the local search, which is shown in Algorithm 4. The swapping and inserting operations are based on the job permutations. In order to match these operations to the continuous harmony vector, the corresponding individuals of the continuous harmony vector are changed when the swapping and inserting operations are performed on the job permutations. The details of the mapping rule are shown in Fig. 5 and Fig. 6 .
F. THE PROCEDURE OF DHS
According to the above descriptions of encoding and decoding schemes, HS, differential-based enhanced mechanism and modified VNS, a DHS algorithm is proposed for JSSP. The procedure of DHS is shown in Algorithm 5 
Algorithm 5
The Procedure of DHS for JSSP 1 Initial the parameters 2 Initial harmony memory HM = {X 1 , X 2 , · · · X HMS }. 3 Use the encoding scheme to convert the harmony vectors 
V. RUNTIME ANALYSIS OF DHS
In this section, the bound on the runtime of DHS is analyzed through level-based theorem..
Level-based Theorem [37] . Given a partition (A 1 , · · · , A m ) of χ , define T := min{tλ||P t ∩ A m | > 0}, where for all t ∈ N , P t ∈ χ λ is the population in generation t. If there exist VOLUME 6, 2018 z 1 , · · · , z m−1 , δ ∈ (0, 1], and γ 0 ∈ (0, 1) such that for any population P ∈ χ λ , (G1) for each level j
Where z * := min
Definition: Given a partition (A 1 , · · · , A m ), if ( 1 , . . . , λ ) is employed to denote the sorted level of search points in P, the probability of selection is 
where s * := min
Proof: According to the guidelines provided in [37] , the level-based theorem is applied.
Step 1: The partition A j := {j} for all j ∈ [m] is employed, where A m is the goal state.
Step 2: Assume that |P ∩ A >j | > γ 0 λ and |P ∩ A >j | ≥ γ λ > 0.
In order to create an individual in A ≥j+1 , it suffices to pick the individual x ∈ |P ∩ A k | for any k ≥ j + 1 and mutate it by harmony search and differential-based enhanced mechanism to an individual in A ≥k .
As (C2), (C3) and (C4), the probability of such an event is at least
Condition (G2) is satisfied with the same γ 0 and δ as in (C4).
Step 3: Assume that |P ∩ A j | ≥ γ 0 λ, the condition (C3) written for level j-1 is
In order to create an individual in levels in A ≥j+1 , it suffices to produce an intermediary offspring in A k for any k ≥ j via harmony search. From the intermediary individual, an individual in A ≥j+1 is produced by differential-based enhance mechanism.
If k = j, the intermediary individual is improved by differential-based enhance mechanism.
If k < j, the differential-based enhance mechanism not destroy the produced individual by harmony search.
Then, the probability of producing an individual in A ≥j+1 is at least
Condition (G1) is satisfied with z j = γ 0 s j and z * = γ 0 s *
Step 4: Given that z * = γ 0 s * , (C4) implied (G3).
Step 5: Condition (G1-3) are satisfied, level-based theorem gives
The expected time to reach the last level A m+1 is less than
VI. COMPUTATIONAL RESULTS AND COMPARISONS
In this section, the DHS and the state-of-the-art algorithms are compared to evaluate the performance for solving the JSSP with the objective of minimization of makespan. 83 benchmark instances with different scales from the OR-library [38] are employed to evaluate the performance of the DHS. These instances are classified into three categories: (1) FT06, FT10, FT20 were designed by Fisher and Thompson [39] ; (2) the instance LA01-LA40 were designed by Lawrence [40] ; (3) the instance TA01-TA40 were designed by Taillard [41] . The DHS is implemented in MATLAB programming language and run on a PC with a 3.4 GHz Intel(R) Core(TM) i7-6700 CPU, 8 GB of RAM and 64-bit OS. Each of the instances is executed 30 times independently. The performance of all considered algorithms is evaluated by the relative percentage error (RPE), which is calculated by Eq. (7).
where f denotes the best makespan obtained by each algorithm. The BKS denotes the best known solution which is provided in http://mistic.heig-vd.ch/taillard/problemes.dir/ ordonnancement.dir/ordonnancement.html. This section consists of six parts. The first part provides the calibration of parameters of DHS algorithm. The second part analyzes the effectiveness of algorithm components. The third part compares the DHS algorithm and other HS-based algorithms. In the fourth part, the DHS is compared with other population-based algorithms. The DHS algorithm is also compared with state-of-the-art algorithms in the fifth part. In the sixth part, the statistical analysis is employed to verify the effectiveness of DHS.
A. PARAMETERS ANALYSIS
The parameter setting plays an important part in the performance of DHS. In DHS, the parameter BW has been eliminated, so there are four crucial parameters: HMS, HMCR, PAR and NI . The famous Taguchi method [6] of design for the experiments is adopted to analyze the influence of each parameter in DHS. In the experiment, a new data set with n ∈ {15, 20, 30} and m ∈ {15, 20} is generated as the Taillard's generation method to calibrate the proposed algorithm. The various values of HMS, HMCR, PAR and NI . are listed in Table 2 . The combinations of parameter and average makespan yielded by DHS are listed in Table 3 . Table 4 lists each parameter's significance rank according to Table 3 . Meanwhile, the trend of each parameter for different value is described in Fig 7. TABLE 2. The parameters for different levels.
From Table 4 , NI ranks the first place, which implies that NI is the most significant parameter of DHS algorithm. Although the large NI improves the solution accuracy efficiently, the large NI will also cost the oversize computational budget. The HMCR ranks the second place, which illustrates that HMCR is also an important factor in DHS. A small HMCR diversify the harmony memory significantly, and a large HMCR inherits the information of harmony memory. HMS ranks the third place. A large HMS increases the diversity of the population. But it will slow down the evolutionary speed. From Fig 7, the change trend of PAR is relatively stable, which means it has slight effect on the performance of DHS. A small PAR can improve the solution accuracy. A large PAR guides the algorithm to search in the global space. According to the above analysis, the parameters in DHS are suggested as follows. HMS = 20, HMCR = 0.95, PAR = 0.2.
B. THE EFFECTIVENESS OF ALGORITHM COMPONENT
In this subsection, four variants of DHS are compared to test the effectiveness of DHS algorithm components. The variants of DHS are DHS without the enhanced mechanism and VNS (DHS_NOEV), DHS without the enhanced mechanism (DHS_NOE), DHS without VNS (DHS_NOV), DHS. The Table 5 lists the computational results obtained by the four variants. From Table 5 , (1) The RPE values of DHS_NOEV and DHS_NOE are closed to each other. The reason is that the effectiveness of global search is not obvious without the local search part. (2) The RPE values of DHS_NOV worse than DHS_NOEV, DHS_NOE, and DHS. It can be concluded that the DHS_NOV is easy to fall into local optimal. (3) The RPE values of DHS is superiority to the DHS_NOEV, DHS_NOE, and DHS_NOV. As above, it can be concluded that the combination of components achieves a good balance between exploration ability and exploitation ability of DHS.
C. COMPARISONS OF VARIANTS OF HS AND DHS
DHS algorithm is compared with HS-based methods including standard HS, IHS [42] , IGHS [43] for FT and LA instances. All the algorithms are carefully re-implemented in MATLAB programming language and run on the same environment to ensure the consistency of the operating environment and the fairness of the algorithm. The associated results are reported in Table 6 . From Table 6 , it can be observed that the solutions obtained by DHS are significantly better than the solutions of the variants of HS on all the benchmarks. However, DHS consumes more time with the problem size increase. This phenomenon is caused by two aspects: (1) Decoding scheme; (2) Neighborhood search is usually time-consuming.
The converge curves of the compared algorithms and DHS on FT06, LA01, LA16, LA31 are shown in Fig. 8 to Fig. 11 to illustrate the convergence speed of DHS more clearly. All the plots are based on the total number of evaluations to make a fair comparison. With regard to these Figures, the convergence speed of DHS is faster than other approaches, which indicates that the DHS which combines the HS algorithm, the differential-based enhanced mechanism, and the modified VNS is effective and robust.
D. COMPARISONS OF DHS AND POPULATION-BASED ALGORITHMS FOR FT AND LA INSTANCES
In this subsection, DHS is also compared with other typical population-based heuristic algorithms to further investigate the performance of DHS. The compared algorithms are aLSGA [44] , ISCE [2] , MPSO [45] , DDE1 [46] , MA(PR) [47] , PSO-priority [48] , Beam Search [49] , GA [50] and PGA [51] . The computational results are listed in Table 10 . For the small instance FT06 and LA01-LA15, 
E. COMPARISONS OF DHS AND STATE-OF-THE-ART ALGORITHMS FOR TA INSTANCES
In this section, DHS algorithm is compared with five algorithms which are TS/PR [52] , NKPR [53] , TLBO [54] , VOLUME 6, 2018 TSSA [15] , and i-TSAB [14] . In the TLBO algorithm, the population size is set to 50. In order to ensure the consistency of the operating environment and the fairness of the algorithm, the contrast algorithms are carefully re-implemented in MATLAB programming language and run on a PC with a 3.4 GHz Intel(R) Core(TM) i7-6700 CPU, 8 GB of RAM and 64-bit OS. The runtime limit is m × n seconds. Each TA instance is executed for 30 times independently. The associated results are reported in Table 8 . Fig. 12 summarizes the computational results obtained by DHS, TS/PR, NKPR, TLBO, TSSA, and i-TSAB according to Table 8 , which include the RPE value of each instance.
From Table 8 , it can be observed that DHS is superior to other compared algorithm. The solution obtained DHS algorithm is always lower than other compared algorithms. It can be concluded that DHS is an effective algorithm for solving the JSSP. Although DHS does not find the best-known solution at present runtime for large instances, the evolutionary trend of the population does not stagnate. Therefore, DHS algorithm may be further optimized to obtain better solutions. As above, the DHS algorithm balances the exploration ability and exploitation ability effectively. It can be concluded DHS is a good alternative algorithm for dealing with JSSP. The graphical representation in Fig. 12 shows the RPE values of DHS, TS/PR, NKPR, TLBO, TSSA, and i-TSAB for each TA instance. The RPE values of DHS are lower than other compared algorithms, namely, the best solution of the proposed algorithm is close to the BKS which have found at present.
F. STATISTICAL ANALYSIS OF DHS AND STATE-OF-THE-ART ALGORITHMS
In this subsection, two rigorous statistical studies based on the RPE for 40 Taillard's instances are employed to check whether the results of the algorithms are rather significant for solving JSSP with minimization of makespan criterion. The multiple-problem Wilcoxon's test [55] was performed to check the behaviors of the above six algorithms, in which Holm method and Hochberg method were used as post-hoc procedures. It is necessary to emphasize that multiple-problem Wilcoxon's test and post-hoc procedures were accomplished in this paper by using the SPSS software. Table 9 summarizes the statistical analysis results, considering DHS as the control algorithm. From Table10, one can see that DHS provides higher R+ values than R− values in all the cases. According to the Wilcoxon's test with α = 0.05 and α = 0.01, the statistically significant can be observed in all the comparisons (i.e., DHS vs. TS/PR, DHS vs. NKPR, DHS vs. TLBO, DHS vs. TSSA, and DHS vs. i-TSAB), which means that DHS is significantly better among TS/PR, NKPR, TLBO, TSSA, and i-TSAB on solving JSSP problems with α = 0.05 and α = 0.01.
The Friedman's test [55] was carried out to further detect the significant differences between DHS and the five competitors. The Friedman's test was implemented based on the SPSS software. Table 10 summarizes the average ranking of the six algorithms obtained by the Friedman's test. As shown in Table 10 , there was a statistically significant difference in optimization results depending on which type of algorithm was chosen, χ 2 (2) = 114.75, p = 1.0421E − 24 with α = 0.05 and α = 0.01 respectively. DHS has the best ranking among the six algorithms. Besides, an additional BonferroniDunn's method is applied as a post hoc procedure to calculate the critical difference (CD in Eq. (8)) for comparing their differences with α = 0.05 and α = 0.01.
The Friedman's test [55] was carried out to further detect the significant differences between DHS and the five competitors. The Friedman's test was implemented based on the SPSS software. Table 10 summarizes the average ranking of the six algorithms obtained by the Friedman's test. As shown in Table 10 , there was a statistically significant difference in optimization results depending on which type of algorithm was chosen, χ 2 (2) = 114.75, p = 1.0421E − 24 with α = 0.05 and α = 0.01. respectively. DHS has the best ranking among the six algorithms. Besides, an additional BonferroniDunn's method is applied as a post hoc procedure to calculate the critical difference (CD in Eq. (8)) for comparing their differences with α = 0.05 and α = 0.01.
Parameters k and N in Eq. (8) are the number of algorithms and number of instances, respectively. They are k = 6 and N = 40 in the experimental evaluations. When α = 0.05, q α is 2.576 and when α = 0.01, q α is 3.091 from Table B. 16 (two-tailed α(2)α(2)) of [56] . Fig. 13 sketches the results of Bonferroni-Dunn's test which considering DHS as control algorithm. There is a significant difference between DHS and other compared algorithms with α = 0.05. α = 0.05 There is no significant difference between DHS and NKPR when α = 0.01. In summary, the above comparison clearly demonstrates that DHS is significantly better than the five competitors with α = 0.05.
Although there is no significant difference between DHS and NKPR with α = 0.01 in Friedman's test, the DHS algorithm is significantly superior to the NKPR in Wilcoxon's test. The reason is given as follows. The Friedman's test is employed to rank the six algorithms. As the Table 10 , the NKPR ranks second among the compared algorithms on most of the instances. Therefore, the DHS and NKPR is a group which significantly outperforms other compared algorithms. From the Table 8 and Table 9 , the solutions obtained by DHS algorithm are better than the solutions obtained by NKPR on all the instances. It can be concluded that DHS significantly outperforms other compared algorithms with α = 0.05 and α = 0.01.
As the above experimental series, the combination of the components leads to the performance of DHS in terms of exploration and exploitation. The reasons are described as follows. Firstly, the active decoding schema successfully reduces the search space. Therefore, the solution space of DHS is smaller than other algorithms. Secondly, the parameter combination of DHS is calibrated by implementing the Taguchi method. Thirdly, the VNS is employed to search the promising area around the current best solutions. Thus, the exploitation ability of DHS is improved. Finally, the differential-based enhance mechanism is designed to control the diversity of population. The exploration and exploitation ability of DHS is successfully balanced by the components combination. Therefore, the proposed DHS algorithm is effective, efficient and robust for solving JSSP with minimization of makespan criterion.
VII. CONCLUSIONS AND FUTURE WORK
In this paper, an enhanced harmony search (DHS), which combines the differential-based enhance mechanism and the variable neighborhood search based on the blocks on the critical path, is proposed for solving JSSP with the objective of minimized makespan. Firstly, the best harmony VOLUME 6, 2018 in the pitch adjustment process is designed to accelerate the convergence speed. Secondly, the differential mutation enhanced mechanism, which is based on the DE/current-tobest/1 and DE/rand/1, is introduced to maintain the diversity of the population and enhance the solution quality. Thirdly, the modified VNS, which is based on the blocks on the critical path, is designed to further improve the quality of the accepted harmony vector. According to the level-based theorem, the bound of runtime is estimated. Besides, the performance of the components of DHS is tested on the FT and TA instances. The combination of the components significantly improves the solution quality, convergence speed, and stability of the DHS algorithms. Finally, the famous Taguchi method of design for the experiments is adopted to analyze the influence of each parameter in DHS. The computational results and comparisons based on FT, LA and TA instances demonstrate the effectiveness of DHS for the JSSP. As the statistically results show, the DHS outperforms other stateof-the-art algorithms although the DHS algorithm spends a large amount of computational time.
However, the performance of DHS is not very obvious while dealing with large-scale JSSP. This type of benchmarks has a great number of local optima, which are very difficult to find the global optimum, especially for TA problems.
Future work will be conducted in following directions. Firstly, the performance of DHS for solving large-scale scheduling problems needs to further improve. Secondly, as the large time-consumption in local search, it is necessary to design novel and effective neighborhood structures for JSSP. Thirdly, it is desirable to apply the DHS to other varieties of combinatorial optimization problems in the real world.
