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Abstract
This thesis addresses the issue of a potential future microelectronics technology,
namely the possibility of utilising the optical properties of nanocrystalline silicon for
optoelectronic circuits. The subject is subdivided into three chapters.
Chapter 1 is an introduction. It formulates the oncoming problem for micro-
electronic development, explains the basics of Integrated Optoelectronics, introduces
porous silicon as a new light-emitting material and gives a brief review of other compet-
ing light-emitting material systems currently under investigation. Examples of existing
porous silicon devices are given.
Chapter 2 reviews the basic physics relevant to the subject of this thesis and in-
forms on the present situation in this field of research, including both experimental
and theoretical knowledge gained up-to-date. The chapter provides the necessary back-
ground for correct interpretation of the results reported in Chapter 3 and for a realistic
decision on the direction for future work.
Chapter 3 describes my own experimental and computational results within the
framework of the subject, obtained at De Montfort University. These include: one-
step preparation of laterally structured porous silicon with photoluminescence and mi-
croscopy characterisation, Raman spectroscopy of porous silicon, a polarisation study
of the photoluminescence from porous silicon, computer simulations of the conductiv-
ity of two-component media and of laser focused atomic deposition for nanostructure
fabrication.
Thus, this thesis makes a dual contribution to the chosen field: it summarises the
present knowledge on the possibility of utilising optical properties of nanocrystalline
silicon in silicon-based electronics, and it reports new results within the framework of
the subject. The main conclusion is that due to its promising optoelectronic properties
nanocrystalline silicon remains a prospective competitor for the cheapest and fastest
microelectronics of the next century.
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Chapter 1
Introduction
"A dramatic improvement could be realized
if architectures employing fine-line on-chip
optical interconnects were available. However,
development of the devices having high efficiency
electro-optical conversion for receiving and
transmitting signals is also required"
From the SIA 1997 roadmap
In this chapter:
This chapter deals not with physics but with the motivation for the chosen sub-
ject. It formulates the oncoming problem for microelectronic development, explains the
basics of Integrated Optoelectronics, introduces porous silicon as a new light-emitting
material, and gives a review of light-emitting material systems currently under investi-
gation, thus justifying the quest for silicon-based light-emitters. Nanocrystalline silicon
is introduced as probably the most prominent competitor for this.
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1.1 Oncoming problems for Modern Electronics
The history of computer technology is impossible to separate from the history of
civilisation as a whole. The use of microelectronics has been extended to all product
categories: from mainframe computers to automobiles and house appliances. Semicon-
ductor devices are now the basis of our business efficiency, of industrial competitive-
ness, and have pervaded our homes, offices and cars. The corner-stone of this expansion
is the tremendous increase in performance and the reduction in cost of information pro-
cessing and storage.
Three major revolutionary break-through events can be distinguished in the past:
first, the invention of electronic digital data processing (1940s), second, the invention of
the semiconductor transistor (in 1950 's), and third, the development of integrated circuit
technology in the late 1960s, allowing simultaneous build-up of millions of devices on
one wafer to form microprocessors and memory chips. During the last 25 years, the
capacity of memory chips increased by a factor of 64000 and the cost per bit now
stands at 10-7 ECU; microprocessor chips have improved their performance 3000-fold
and the cost per transistor is now less than 10-5 ECU. This evolution was accompanied
by an exponential increase in factory capital cost, which increased from $10 million
in 1970 to more than $1 billion in 1994. It is in fact the economy of scale that makes
silicon so successful; the ability to integrate millions of devices into a single circuit,
combined with the ability to make hundreds of circuits on the same wafer. The number
of components per chip doubles every 2 years: this formula is referred to as the Moor's
Law.
There is, however, a major concern, that we are coming to the end of this expo-
nential growth of capacity and decrease of dimensions [1]. The size of semiconduc-
tor devices has already approached the theoretical resolution limit of the lithographic
process. Structuring thin layers on a sub-l OOnm scale requires switching to deep UV
lithography, which is accompanied by enormous technical difficulties. On the other
hand, quantum effects (coupling, doping fluctuations, tunnelling currents, ...) will start
to appear, which will obviously change the properties of the device. Yet, the main prob-
lem is due to interconnects. With the present density of semiconductor devices on a
chip, several layers of structured metal are required for contacting. The heat generated
in smaller devices and in thinner interconnects needs to be drained effectively, which
12
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becomes more difficult for more densely packed elements. Therefore, Moor's law will
no longer be sustained if no qualitative, physically new solution is found. We have,
probably, come to the critical moment of the next revolutionary break-through in elec-
tronic technology. The front-line prospective solution presently under consideration is
optical interconnects.
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1.2 Optical Interconnects and Integrated Optoelectronics
The serial nature of conventional circuit architectures results in long interconnec-
tion lines on the chips, with most of the devices being idle at anyone point in time. In
combination to the continuous downscaling of integrated circuits (lC), this has resulted
in electrical interconnects representing a formidable bottleneck to further performance
increase and miniaturisation. In fact, the performance of some advanced circuits is al-
ready limited by interconnects and not by device speed.
Figure 1. Optoelectronic Si multiple quantum well switching chip. Insert shows
details of modulators. 4096-element light modulator-array is bonded to Complemen-
tary-Metal-Oxide-Semiconductor circuitry. GaAsIGaAlAs devices sense and reflectively mod-
ulate 850nm light (see reference in text).
The monolithic or hybrid integration of opto-electronic interconnects in micro-
electronic circuits aimed at the development of new architecture and packaging is the
subject of intense research now and will be for the near future. 3D integration of light
sources, detectors, electro-optic modulators and holographic surfaces or other optical
components in a chip, including re-configurable (re-programmable) interconnects and
the use of optics in neural chips are the further possibilities towards a long-term solu-
tion. Thus, the increasing complexity and speed requirements of next generation ICs
and multi-chip modules can be fulfilled. As the first step, fast interconnects over dis-
tances of a few centimetres can be made available which fit into the chip architecture.
Data rates per channel of the order of 1 GbitJs are required. By using massively parallel
connections, overall rates in the terabit per second range should be made available.
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Laser .Transistor
Figure 2. Conceptual scheme of GaAs field-effect transistor integrated monolithically with a
buried heterostructure GaAs/GaAlAs laser (emission direction is perpendicular to the picture).
The application of a gate voltage is used to control the bias current of the laser. The voltage can
modulate the light at frequencies up to 10 GHz.
Another interesting possibility is Integrated Optoelectronics, where optical sig-
nals are transmitted and processed between the thousands of devices on one chip. Po-
tentially this may give higher rates, lower power dissipation, and increased density of
the devices. InFig.l the example ofan optoelectronic switching chip is shown [2]. Fig.2
shows a scheme of monolithic integration of field effect transistor and heterostructure
laser [3]. Such integrated elements interconnected by optical waveguides together with
metal contacts would make a new generation of microprocessors possible. 3D archi-
tecture of processors with interchip optical communication through free space is also
being considered.
The waveguiding of optical signals in microchips does not seem to be a problem.
GaAs planar waveguides (Fig.3) are widely used today. Porous silicon studies could
enable the use of Si as a guiding material in the future, due to the possibility of vary-
ing the refractive index of the material in a wide range (1.3-3.0) [4]. Different ways
of modulating or switching the optical channels have been developed. FigA demon-
strates one of the techniques [5]. A similar switching of optical signal in semiconductor
waveguides with the same arrangement is possible if a p-n junction is formed within the
waveguide: applied electric field changes the free carrier concentration which results in
the local variation of refractive index.
Semiconductor photo detectors can be successfully used for transformation of op-
tical to electrical signals. These include p-n and p-i-n diodes, avalanche Schottky-
Barrier and Metal-Semiconductor-Metal (MSM) detectors. New SiGe detectors have
15
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/modes
n=3.30
'---------- 0 _
Figure 3. Typical cross-sections of a planar optical waveguide. The mode is confined in a thin
layer with higher refractive index. Confinement in the perpendicular direction is achieved either
by the structuring of the thickness of the guiding layer (top) or by structuring of the additional
upper passive layer (bottom). The first case gives better confinement, allowing single mode
operation.
v
Figure 4. Conceptual drawing of a modulator, fabricated in thin film technology on Si. Elec-
tro-optic effect in BaTi03 is used for phaze modulation of one of the two passes to switch
between constructive and destructive interference on the output.
eV,,.,.od
Figure 5. Schematic operation of a MSM diode, for n-type Si. Incoming light from the
waveguide creates carriers in a silicon layer between two metal electrodes.
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attracted research attention recently. The operation of a typical MSM detector is shown
schematically in Fig.5. A pulse response time of 3.5ns has been reported for such a
Si-based device [6].
The most difficult objective for Si-based integrated optics is, obviously, the design
of light emitters. The process of growth or integration of LEDs on silicon wafers should
be low cost and compatible with the highly developed microchip technology, while the
devices should be fast, stable and energy-efficient. This presents a great challenge for
current scientific research.
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Porous silicon was first observed in 1956 when attempts were made to electro-
chemically polish silicon wafers for the then emerging electronics industry [7]. Pol-
ishing techniques using hydrofluoric acid based etch solutions were applied and it was
noticed that under certain conditions the wafer was covered with a reddishlbrown de-
posit.
In the fall of 1990, Leigh Canham of the UK's Defence Research Agency reported
that one could obtain visible room-temperature photoluminescence from porous silicon
layers, formed on silicon surfaces by electro-chemical etching [8].
The light-emitting properties that Canham reported for porous silicon were in-
triguing for several reasons. First, the emission energy was well above the bandgap of
bulk silicon. Second, the energy (or the color) could be tuned throughout the visible
spectrum by changing the preparation conditions, which is important for display tech-
nologies that require red, green and blue devices. Finally, the quantum efficiency was
comparable to that of direct-bandgap semiconductors.
Canham's paper generated worldwide speculation that a silicon-based optoelec-
tronic technology was at hand, and it kicked off a flurry of research activity directed at
porous silicon. Steady progress has been made in uncovering the fundamental proper-
ties of the mechanism of luminescence. Porous silicon's suitability for optoelectronic
applications has also been an active area of research, and room-temperature LEOs with
efficiencies greater than 0.1% as well as test structures that integrate LEOs with elec-
tronic devices have been fabricated [9].
The graph in Fig.6 demonstrates the rapid growth of scientific interest in porous
silicon in the last decade of the century, following Canham's report in 1990. Solid
squares show the number of search results for "porous+silicon", left axis. The results
for "luminescence+porous+silicon" are shown in empty squares, right axis. The sec-
ond graph obviously does not include all the papers on the subject, as "luminescence"
is not always present in the title - for example, the original Canham paper is not in-
cluded. The popularity of the subject appears to be in decline now, but a new field of
interest is arousing, namely "nano-crystalline+silicon", shown in circles. Naturally, the
potentiality of the research in this new area would not be realised so widely without
a decade of research on the origin and properties of luminescence from porous sili-
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con. It should be mentioned here, that porous silicon still is to be considered as the
main competitor for silicon-based light-emission (see Table 1), and that applications of
porous silicon other than for optical devices are also being developed, including gas
sensors [10], thermoisolation materials, and materials for prothesis or cell-to-electrode
interfaces in bio-medicine [11].
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Figure 6. Search results from BIDS service showing the explosive growth of the interest to
porous silicon. Only a small fraction of papers on luminescent property of Porous Silicon is
included in the second graph, as the search was limited to those containing "Iuminescence" in
the title. The third graph (circles) shows a rapid interest developing in nano-crystalline silicon
studies during a very recent time.
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Group approach Material sys- Positive features Difficulties Hopes
terns
Indirect gap Si Si, SiGe Manufacturabilitv Low emission Micro-
and alloys rates Quantum-Well
effects
Direct gap alloys GeSn, SiGeC Manufacturabilitj Underdeveloped
RareEarth Er-doped Si Best wavelength Temperature de- Other hosts,
doped Si fot fiber optics pendance of effi- codoping
ciency
Nanocrystaline PS, NS, Si Native Si mate- Low quantum Size distribution
Si clusters m rial, well devel- efficiency, slow narrowing, bet-
alloys oped processing internal mod- ter passivation
technology ulation (PS),
instability, man-
ufacturing
Table 1. Material systems for Si-based light emitters
1.4 Light emitting material systems for Integrated Optics
At present, 111-V direct band-gap semiconductor components are used for optical
purposes in microelectronic devices. The integration of these discrete elements to sili-
con wafers is a costly and technologically complex process. On the other hand, silicon
is the basis of the modern microelectronics. A huge amount of technology based on sil-
icon has been developed. The material is mechanically reliable and reasonably cheap.
The processes involved in technological lines are well understood. Therefore it is most
likely that silicon will continue to dominate in electronics of the future. This makes the
quest for silicon light emission well justified.
If fast, efficient and low cost silicon-based light emission could be achieved, this
would represent a major revolution in microelectronics, because light emitters, wave-
guides and detectors could be produced by silicon processing alone.
Silicon based light emitters are compatible with the present Integrated Circuit
technology. However, all fabrication technologies which are currently under investiga-
tion require additional wafer process. Furthermore, the optical output power, quantum
efficiency, bandwidth and the degradation in some types of silicon-based emitters are
critical issues, which may prevent the use of these devices. In Table 1, the main ap-
proaches for silicon-based light emission are compared in terms of their positive and
negative features [1].
The major competitors are Er-implanted silicon, Group IV alloys (with or with-
out quantum-well structures) and nanocrystalline silicon. Presently, all of these are in
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Figure 7. LEDs based on oxidized highly porous silicon (marked SRSO) as an active layer.
Schematic structure of the device (transition layer is made of low-porosity Si) (top) and exam-
ples of microdisplays produced (bottom).
Figure 8. An integrated circuit containing PS-based LED and bipolar junction transistor.
Structure scheme (1,2) and an equivalent circuit (3).
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research stage. Each has unique drawbacks. Erbium-implanted silicon, for example,
has limitations in terms of working temperature, Auger nonradiative deexcitation and
the dissolution limit of Er in Si, [12] although, recent reports show considerable im-
provements of the characteristics of the material [13]. Materials produced with CVD
(Si in Si02 or in SiNx, SiGe dots and super-layers) have structural defects which are
difficult to control. The problems with porous silicon are the preparation procedure, sta-
bility, spectral width and frequency characteristics, although working devices have al-
ready been demonstrated both Ie-integrated (Figures 7,8) [9], and emitter-waveguide-
detector integrated [14]. Joint approach of Er-doped films deposited onto porous sili-
con have also been studied [15]. However, forms of nanocrystalline silicon other than
porous seem to be more promising today.
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Understanding the mechanism ofluminescence in porous silicon has led to a rapid
increase of interest in other ways to prepare nanocrystalline silicon. Fig.9 shows exam-
ples of different forms of nanocrystalline silicon. Having similar luminescent properties
as porous silicon, if assembled synthetically, these are materials free from most of the
problems associated with porous silicon. For example, the spectral width of the lumi-
nescence is expected to be reduced by size selection of nanoclusters. Frequency char-
acteristics will also exceed those of porous silicon due to the absence of a fractal-like
microstructure. Up to now, 10-4 sec radiative lifetime and quantum efficiency close to
50% at 20K have been reported for surface oxidized nanocrystals prepared by a high-
temperature aerosol technique [16]. The alternative way of producing silicon nanocrys-
tals is by controlled thermal recrystallisation of amorphous SilSi02. Nanocrystalline
layers thus produced can even be built up into multilayers, an example is shown in
Figure 10 taken from [17].
b)
0)
c)
monolayer of silicon clusters
..................... _ ....... "'_ ...... Jro ......
Figure 9. Different forms of nanocrystalline silicon: highly oxidised porous silicon (a), im-
planted silicon in silicon oxide or another matrix (b), deposited synthesized silicon nanoclusters
(c).
Along with continuous improvement of the luminescent properties of nanocrys-
talline material, research all over the world is focused on methods for injecting carriers
into nanocrystals. Finally, geometrical structure of the device and technological dif-
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ficulties of incorporation of active nanocrystalline Si media with optical elements are
subject of discussion.
The study of luminescence from porous silicon, however, has not ended, because
firstly, synthesized nanocrystalline films are yet far behind in terms of power efficiency
at room temperature, and secondly, the mechanisms involved in the visible lumines-
cence of porous silicon and of nanocrystalline silicon are not completely clear yet.
These subjects and the related technological and scientific problems are addressed in
this thesis.
Figure 10. An example of the SilSi02 superlattice. The inset shows electron-diffraction
pattern indicating a crystalline structure but with random orientation of nanocrystals.
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Chapter 2
Review (relevant physical background and
up-to-date research results)
"As we get into marvelous phenomenon of
real nature - instead of the idealised spheres of
perfect conductors inside of other spheres that we
can solve so neatly - we discover that we don't
know very much"
R. Feynman
In this chapter:
• Relevant basic physics (pp. 26 - 33, 52 - 59)
• Up-to-date achievements luminescent silicon research (pp. 34 - 51)
• Theoretical concepts for Quantum Dots (subset from [18]) (63 - 72)
• Review of recently reported analytical and computational results for silicon
nanostructures (72 - 77)
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2.1 Basics of semiconductor physics
Here are some of the basic concepts of a semiconductor physics, which will be
used in the following chapters. In most cases the simplest 1D case is discussed.
2.1.1 Electrons in semiconductors
Electrons in crystals (Periodic potential). Electron states in crystals can be
described by the wave-function
¢ (x) = udx) eikx (2.1)
where Uk (x) is periodic over the lattice (see Appendix A).
The associated energy Ek should belong to one of the allowed energy intervals
called energy bands. Other energies fall in forbidden gaps, where no propagating elec-
tron wave is possible.
The dispersion relation Ek = E (k) depends on the periodic crystal potential and
defines the electronic band structure of a crystal. Collective interval of k values, such
as
m7r Ikl (m + 1) 7r
d < < d (2.2)
for each integer m, where d is a crystal period, is called a Brillouin zone, the first zone
being the interval Ik I < 7r/ d.
Zone population. The uppermost occupied Brillouin zone is called the valence
band. The next band up in energy is called the conduction band.
Due to different possible spins, each Brillouin zone can accommodate a number of
electrons which is twice the number of unit cells in a crystal. That is why crystals with
even number of electrons per unit cell are insulators: the valence band is completely full
and the conduction band is empty, no electric current is possible. For semiconductors,
however, the valence-to-conduction band separation is comparable with the thermal
activation energy of electrons, this causes some non-zero occupation of the conduction
band, according to the Fermi-Dirac distribution law [19], where the parameter EF is
known as the Fermi energy:
1
f (E) = E-EF
e kBT + 1
(2.3)
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This means, that at non-zero temperatures there is always some electron popula-
tion of the conduction band, and some population of free electron states in the valence
band. The schematic band diagram of a direct-gap semiconductor at non-zero temper-
ature is shown in Fig 11. Here some of the electrons from the top of the valence band
are thermally excited to the bottom of the conduction band. Only the low energy states
in the conduction band (those with minimum Ikl) are occupied. The empty states in the
valence band are called holes and can be considered as positively charged particles in a
periodic potential.
E
Conduction band
Valence band
Figure 11. The schematic band diagram of a direct-gap semiconductor at non-zero tempera-
ture.
Point-like electron (Group velocity). The classical motion of a point-like elec-
tron in the lattice may be characterised by the wave packet of the form [19]
'l1 (x, t) =Lakuk (x) ei(kx-Et/Ii)
k
with amplitudes ak having a Gaussian distribution in the vicinity of a central value kmax.
By substituting a linear approximation E (kmax + ~k) = Emax + (dE / dk) ~k it can
(2.4)
be shown that the wavepacket (2.4) propagates with the so-called group velocity:
1dE
Vgr = h, dk (2.5)
Dispersion relation (Effective mass). The relation E(k) in the vicinity of a
band edge can often be approximated as
E (k) = E (ko) + fi,2 (k - kO)2 (2.6)2me,h
where ko corresponds to the band minimum (or maximum), and me,h is the effective
mass of the electron or hole and may be positive or negative depending on the cur-
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vature of the band. In a general case the effective mass is found from the following
consideration.
Under the influence of an external force, the change of electron energy is equal to
the work done on electron:
dE
DoE = dk Dok = (force) vgrDot
By using (2.5) we obtain d (lik) [dt = (force) ,and using it to take a time deriva-
tive of (2.5), we find
dVgr ( 1 d2E)Tt = (force) li2 dk2
which means that electron motion can be described by the Newton's law
(force)
m
with an effective mass given by:
(
1 d2E)-1
m = li2 dk2
The effective mass of the hole is the negative of its associated electron (the elec-
(2.7)
tron in the same band with the same k-value).
Interband transitions. Electron can return from the conduction to the valence
band, provided the electron state in the valence band with the same k-value is empty.
This process may be considered as a recombination of the electron and a hole. The
requirement for k-conservation may be understood in terms of momentum conservation
(if we disregard the momentum of the emitted light quanta in comparison with momenta
of electron and hole), or quantum-mechanically, in terms of non-zero overlapping of
electron and hole wave-functions (For k; i- kh the integral of the product of the spatial
parts of the wave-functions over the whole crystal vanishes).
The energy liberated in such a recombination process can be expressed as:
li2k2 li2k2nw = Ee - Eh = Eg + - + - (2.8)
2me 2mh
where me and tru; are the effective masses at the electron and hole respectively. The
liberated energy Iu» is emitted in the form of a unit of electromagnetic radiation (light).
Band-to band optical transitions in semiconductors. The probability rate for
an interband optical transition of the electron in a crystal from state a to b is given by
the so called "Fermi's Golden Rule" from time-dependant perturbation theory (see, for
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example, [19]):
(2.9)
For perturbation matrix element H~b between the electron states with wave-numbers
k, and k, to be non-zero, the condition k, - k, = kphoton should be satisfied, where the
photon momentum kphoton can be disregarded, so that k, ~ kb• The 8 (Eb - Ea - nw)
part of the equation (2.9) corresponds to the energy conservation requirement, and can
be replaced with 8 (~:::: + Eg - nw) , where m; = memv/ (me + mv) is the reduced
effective mass. The total number N of transitions per second is given by multiplying
(2.9) by p (k) , the number of states per unit k, and integrating over all values of k.
Finally (details in [19]) it is found that N '" (nw - Eg)1/2. Consequently, the same
dependance is obeyed by the absorption coefficient:
(2.1 0)
where C is a numeric coefficient which can be obtained from the absorption data.
2.1.2 Doping and junctions
Intrinsic and doped semiconductors. In intrinsic (undoped) semiconductors
all the carriers are created by excitation of electrons from the valence to the conduction
band, so that the concentrations of conduction band electrons and valence band holes are
the same ( Ne = Nh = Ni, where N, is referred to as intrinsic carrier concentration).
The conductivity of undoped semiconductors is low and depends exponentially on the
temperature, according to (2.3).
The necessary electronic properties of semiconductors are achieved by doping -
the incorporation in the crystal lattice of other atoms, with 5 or 3 valence electrons,
referred to as donors or acceptors respectively. This produces access concentrations
of electrons or holes. The energy difference between the donor's extra electron state
and the bottom of the conduction band is comparable with the thermal energy of the
carriers, thus the number Ne of electrons added to conduction band nearly equals N D
- the concentration of donors. Similarly, Ni; ;S NA for acceptor doping. These are
called the majority carriers and the semiconductor is said to be n-doped or p-doped
respectively. The concentration of minority carriers is sufficiently reduced, keeping the
product NeNh dependent only on temperature.
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The last statement may be understood from the positions of statistical mechanics.
The probability of electron-hole pair generation by thermal energy fluctuation is propor-
tional to exp (-Eg/kBT), and does not depend on doping. The rate of recombination,
on the other hand, is proportional to the product NeNh, and should equal the generation
rate if the semiconductor is in equilibrium. Thus we have for the concentrations Ne and
Nh.of a doped semiconductor
(2.11 )
where the canst has only a weak temperature dependence.
PN-junction. When n-doped and p-doped volumes of the same semiconductor
are brought into contact, the flow of electrons from the n-side to the p-side exceeds that
from the p-type to the n-type due to the difference in concentrations, which means a
resultant non-zero electric current through the interface. As a result of this, the n-side
gets a positive charge and the p-part gets charged negatively. This flow continues until
a potential difference is built up across the interface sufficient to force the total flow to
zero. The equilibrium carrier concentrations and the electrostatic potential distribution
across the interface are as in Figure 12.
electric field : ,rspace-charge region
p-type n-type
Figure 12. Equilibrium electric potential and carrier consentrations across the pn-junction
(no bias).
The height of the potential V can be figured out from a general principle of statis-
tical mechanics for equilibrium populations of two states with different energies. The
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ratios of, for example, hole concentrations Nh(p) in the p-part and Nh(n) in the n-part
should obey:
(2.12)
The same equation is valid for concentrations Ne of electrons in agreement with (2.11).
The relationship (2.12) can be understood in a different way. The current ho of
holes in n-side toward the junction is proportional to Ni, (n). All the holes will cross to
the p-side, because of the favourable slope of the junction potential V (x). On the other
hand, the current of holes approaching from p-side h (p -+ n) is proportional to Nh(p),
but only the fraction exp ( - /:T) of the total number of holes will cross to the n-side,
again, according to statistical mechanics. This gives
h (p -+ n) _ h (p -+ n) Nh(p) exp ( -er)
h (n -+ p) - ho Ni; (n)
which coincides with (2.12) if currents are equalised: h (n -+ p) = h (p -+ n).
(2.l3)
Now, if an external potential ~ V is applied to the poles of the junction (the pos-
itive sign of ~ V corresponds to the positive terminal of the applied voltage on p-side),
this will change the potential drop V across the junction'. The current h (p -+ n) of
holes across the junction from the p-side will now have V - ~ V in the exponent of
(2.13), which means the following dependence for this current with the applied voltage
~V:
h (p -+ n) = hoexp (e~v)
kBT
The opposite current h (n -+ p) of holes from the n-side is limited by Ni; (n) and is
independent of the voltage drop V + ~V according to this simplified approach. Thus,
it will not change with ~ V. For the total hole current we have:
t,= t,(p -+ n) - t,(n -+ p) = ho [exp ( :~ ~) - 1] (2.14)
Same consideration is valid for electron current l-, hence, the total current I is
given by (2.14) without h-index. The dependence I (~V) is shown in Figure 13. The
current increases exponentially with ~ V > 0, the regime is referred to as the forward
bias. For the negative ~ V (reverse bias), the current saturates at some value - 10.
This way of understanding the processes in pn-junction is simplified, although
sufficient for the purposes of this thesis. The more detailed treatment should include
1 The thickness of the junction region (where dVjdx =I 0) will change accordingly, the rela-
tionship is studied in the next subsection.
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Figure 13. Exponential I-V characteristic of'pn-junction, Dotted line shows the dependence
under the reverse bias, when the generation current is included.
the full transport equations for carriers in the vicinity of the junction region. This is
done in, for example, [20]. One of the results of the full treatment is, for example, that
the current under reverse bias does not saturate if the processes of electron-hole pair
generation inside the junction region are taken into account. Once generated, the pair
is not likely to recombine, as electron and hole are "pulled away" by the electric field
dV / dx, thus each generated pair contributes to the current. The generation rate depends
not just on illumination and temperature, but also on the thickness of the junction region,
which, in tum, depends on the applied voltage. The corresponding slope of the reversed
part of I (~V) is shown in Figure 13 with a dotted line.
Schottky barrier. When a semiconductor is brought into contact with the metal,
the space-charge region with dV / dx =I 0 arises similarly to pn-junction, but all the
potential barrier is developed on the semiconductor side of an interface. The corre-
sponding bending of the energy bands in semiconductor near the interface is known as
Schottky barrier [21].
To evaluate the thickness of such a barrier, Gauss Theorem can be applied to the
volume designated in the Figure 14:
1 1 eNDSxSxE(x)=- q·dv=---='-
EEO v EEO
where S is the cross-section of the integration volume, e is the electron charge, N D is
the doping concentration, and E is the static dielectric constant in the depleted region.
The potential distribution U (x) is then obtained as
lx eNDx2U (x) = U (0)- E (x) . dx = U (0)- -2-o EEO
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Figure 14. Depletion approximation scheme for calculation of the thickness of Shottky bar-
rier. The layer fully depleted of majority carriers arises in semiconductor near the interace, with
bare (ionised) donors forming a space-charge region.
The thickness of the depleted region associated with the total barrier height UO
IU (x) - U (0)1 can now be estimated as
2UOEEO (2.15)
eND
The value for Uo is usually taken from the difference of the electron work functions
in the metal and semiconductor considered. Strictly speaking, the height of the barrier
Xo =
also depends on the energy difference between the conduction band and the Fermi level
in semiconductor (the doping) and the density of the surface states. These effects are
treated in details in [22].
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2.2.1 Proposed models for the Porous silicon Phenomenon
A major challenge has been posed for semiconductor physics in the last decade
of our century by the discovery of the tunable visible luminescence from porous sili-
con. The first knowledge about the material was the nanoscale fractal-like morphology
(from microscopy data) and the complex chemistry of the surface (from infrared spec-
troscopy data). Many models to explain photoluminescence have been proposed, and
these are constantly being assessed and adjusted according to new experimental results.
In the following only the green-to-red band, the so-called slow band, of the photolumi-
nescence spectrum of porous silicon is discussed".
Since the discovery of efficient visible luminescence of anodised silicon [8], the
overwhelming majority of researchers have agreed with the Quantum Confinement Model
as the main mechanism ofluminescence. However, a wide range of alternative hypothe-
ses have also been put forward. All the proposed ideas can be grouped into four classes
[25]:
1. those based on quantum confinement alone (crystalline silicon quantum wires and
dots) [8], [26],
2. nanocrystal deep and shallow surface states [27], [28],
3. specific defects or molecules (SiHx-complexes [29], [30], siloxane Si603H6
derivatives [31], molecular Si clusters [32], carbon clusters [33], Sit), defect states
[34]),
4. structurally disordered phases (amorphous phases [4], vacancies in nanocrystals
[35], relaxed surface [36], [37]).
Below follow the basic ideas of the most popular concepts.
2 A carbonyl-related chromophore mechanism was proposed [23] for the/as! blue emission,
although nanostructure-based mechanisms have also been proposed [24].
34
2.2 Luminescent silicon
Quantum Confinement Model. The band-gap up-shift in structures with re-
duced dimensions can easily be understood from the Heisenberg uncertainty principle
point of view: if a particle is confined within So: interval in space, its momentum Px is
uncertain to within Sp; given by:
(2.16)
Suppose an electron is confined within a nanocrystal of 1nm diameter. Then, us-
ing (2.16), bp; rv 1i/8x, which causes the minimum kinetic energy up-shift 8Ex =
(8Px)2/2me of the order ofO.leV in our case (depending on the effective mass me).
Confinement in other (y and z) directions adds similar contributions to the energy. The
increase of the effective band-gap is roughly doubled, due to the similar confinement
of holes. Thus, confinement energy components may bring the wavelength of the emit-
ted (absorbed) photons into the visible region, even if the bulk material has a narrow
bandgap corresponding to IR wavelength. Being more precise, the energies of confined
particles are not just up-shifted, but quanti sed to a set of certain values. This effect is
treated in detail in section 2.6.1.
As to the high efficiency of porous silicon luminescence, unusual for silicon as
an indirect gap material, it is readily explained within the quantum confinement model
as a result of exciton-to-optical field coupling being proportional to the strength of con-
finement (the inverse of the ratio between the confinement volume and the volume of
the exciton in the bulk material).
Role of Surface States. A modification of the quantum confinement model was
proposed by F. Koch. He suggested that absorption occurs into the quantised states of
silicon nanoparticles, but after absorption the carriers relax into surface-related defect
states with light emission occurring when carriers in the defect states recombine [38],
[28]. To distinguish between the pure quantum confinement and this extended model a
shift between the true bandgap and the emitted energy should be detected. It is difficult
to perform this kind of study, because of the porous silicon intrinsic inhomogeneity:
measurements of the bandgap are likely to look at a different group of nanoparticles
from that involved in light emission. Some evidence for this energy difference has been
reported as a result of optical absorption and photoelectron spectroscopy studies [39].
In [40] the experimental results for differently prepared silicon nanoparticle systems are
analysed with the aim of interpreting all the facts within one model. Although the opti-
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cal transitions between the confined electron states are not ruled out as the mechanism
of luminescence, the important role of the perturbed Si layer on the surface (Si atoms
bonded to 0 and H atoms) is stated.
Surface molecules. As a recent example of surface molecule-related mecha-
nisms, works [41] and [42] can be considered. The papers start with the observation
that in-situ photoluminescence appears in a very early stage of the etching, before the
pores are formed. Detailed quantum chemical modeling of electronic transitions in-
volving oxyhydride-like fluorophor is then described. The results are consistent with
the known 550-700 run broad spectrum of photoluminescence from porous silicon, the
known time-dependence of luminescence at different wavelengths and the known in-
frared spectra of porous silicon.
2.2.2 Experimental studies of the mechanism of luminescence
It should be noted here that mostly results in favour of quantum confinement
model are discussed below, because these are more relevant.
Correlation of sizes and spectra. According to basic quantum confinement
estimations, 2-2.5 eV optical transitions result from crystallites with dimensions near
2-3run. A first step toward testing the quantum confinement model would be to de-
termine if crystallites of this size make up a large fraction of the silicon-based sample
giving rise to this photoluminescence energy. Transmission electron microscopy and
Raman scattering measurements have shown that the crystallites of these dimensions
are present in porous silicon, examples in review [43]. An example of direct measure-
ment of crystalline sizes followed by relating it to spectroscopic results can be found
in [44]. However, these techniques do not allow a measurement of the sizes and spec-
tra of the same nanocrystals. Additionally, the photoluminescence spectral features of
porous silicon are very broad (200-300run), which suggests a wide size distribution.
A more convincing experiment was reported in [45]. In that study free standing sili-
con nanocrystals were chemically synthesised and than separated by means of liquid
chromatography into groups with different average sizes. Spectroscopic study of these
groups showed emission spectrum shifts to higher energies for lower average particle
sizes, in perfect agreement with quantum confinement predictions.
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Conventional structural studies were also used to relate the nanostructure sizes
to the positions of the emission peaks. In [46] porous silicon samples emitting in red,
yellow and green were produced by varying anodisation conditions. The samples were
than studied with NEXAFS and EXAFS (x-ray absorption fine structure) techniques.
Indirect confirmations of the size-to-wavelength correlation were obtained from: 1)
the decreased influence of Si-Si bonds and the increased influence of Si-O bonds on
the NEXAFS results for blue-shifted samples, suggesting the increased surface-to vol-
ume ratio, and 2) the decrease of the neighbor coordination numbers for blue-shifted
samples, especially for 2nd and 3rd shells, suggesting the loss of medium-range or-
der, possibly due to the reduction of nanocrystalline dimensions. Moreover, based on
the modelling analysis, the conclusion was drawn that the nanostructures were of wire-
rather than of dot-shape, which is also in agreement with the currently assumed mech-
anism of anodisation.
Raman Spectroscopy also can provide information on the sizes of nanocrystallites
in porous silicon. This is discussed in section 3.4.
Momentum-conserving phonons. Further evidence in favour of the quantum
confinement model is provided by the resonant excitation of the luminescent band [47].
Step-like features with energy separation from the excitation light corresponding quite
closely to the energies of momentum-conserving phonons in crystalline silicon, clearly
suggest that crystalline silicon is the luminescent material, even though the emitted en-
ergy is well above the bandgap of the bulk silicon. This is the major argument usually
used to rule out surface-related emission mechanisms, see for example [48]. Another
opinion is that the existence of phonon features in the resonantly excited photolumines-
cence only suggests that the absorption of photons occurs in indirect gap material [49].
The same authors, however, concluded in their later work [50], where selective hole
burning with phonon-related energy offsets was detected, that luminescence of porous
silicon arises from recombination between confined states.
The relative rate of non-phonon and phonon-assisted absorption-emission pro-
cesses is also of interest. The spatial confinement of electrons and holes inside nanocrys-
tals increases the uncertainty of their crystal momentum, thus allowing optical transi-
tions in which phonons are not involved. This breakdown of the k-conservation rule in
Si nanocrystals was studied in [51]. Non-phonon processes have been found to prevail
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over phonon-assisted processes for emission energies over 1.9 eV, with a continuous
increase of the ratio with energy. Assuming that the spectral intensity of the photolumi-
nescent signal at a particular wavelength is defined by the density of silicon crystallites
of a particular size, the result provides further evidence in favour of the quantum con-
finement model.
Luminescence lifetime measurements. Not only the increased bandgap but
also the increase of optical efficiency must be explained. Insight into this effect has
been obtained from luminescence lifetime measurements. These measurement involve
the excitation of porous silicon with a short laser pulse, and then measurement of the
light emission as a function of time after the pulse, to determine the rate of carrier re-
combination. The lifetime of photoluminescence in porous silicon depends strongly on
the wavelength. For 1.7eV emission, for example, the lifetime is of the order ofmilisec-
onds, whereas for 3eV emission this changes to microseconds [52]. Using a thermal
velocity of about 107cm·s-1 and assuming a 5nm nanoparticle size, classical estimation
shows that a free carrier will hit the nanoparticle surface 109 times before recombining
to give off light. Thus, another indirect confirmation for quantum confinement is pro-
vided: a carrier hits the surface more times per unit time in smaller nanocrystals, which
decreases the lifetime.
Polarisation dependence. The polarisation dependence of porous silicon pho-
toluminescence gives another indirect suggestion in favour of the quantum confinement
model. The main observation is that the polarisation of the emitted light in photolumi-
nescence experiments is preferentially the same as that of the excitation light [53], [54].
This is because the electron-hole pairs are preferentially generated in those nanocrys-
tals which have their longer ellipsoid axis parallel to the electric field of the excitation
light. In light emission, again the polarisation has a preferential direction corresponding
to the longer ellipsoid axis of the emitting nanoparticle. This suggests that the geometry
of the envelope wave function plays the crucial role both in absorption and in emission
processes, rather than surface or amorphous defects or any molecular species, whose
optical properties should he independent of the orientation. In addition. the informa-
tion on the symmetry of excitonic states in silicon nanocrystals and on different heavy
and light hole subband warping, was obtained from analysis of polarisation ratios along
different crystal directions at different temperatures [55].
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Polarisation studies also provide insight into the mechanism of anodisation. In
works [56] and [57] the observation of polarisation memory effect is reported, where
the preferential orientation of long ellipsoid axes of nanocrystals was defined not only
by wafer orientation and by direction of electric current, but also by the polarisation of
illumination during the etching",
The author's own study of polarisation effects in porous silicon photolumines-
cence is reported in section 3.5, where qualitative agreement with calculated results is
shown and conclusions are drawn concerning the shape of the lowest excitonic wave-
functions in silicon nanowires.
The role of oxygen. Although the size-to-spectrum correlation was widely found
to be consistent with a quantum confinement model, it has not been found possible to
obtain continuous spectrum shift to blue for in-air photoluminescence by merely reduc-
ing the crystalline size". This problem was addressed in [58], where a different mech-
anism for photoluminescence of oxygen-passivated silicon nanocrystals is suggested,
involving surface-trapped electrons or excitons. While being not important for crys-
talline sizes larger than 3 nm (which corresponds to emission energies of up to 1.8 eV),
the mechanism prevails for smaller nanocrystals (higher energies), limiting the peak
photoluminescence values for oxidised porous silicon to below 2.2 eV.
2.2.3 Nano-crystalline silicon Techniques
The major synthetic (rather than anodisation) ways of producing silicon nanoclus-
ters are listed below. Two groups of techniques may be distinguished depending on
whether the resulting nanocrystals are prepared in a matrix (Figure 9, b) or in free space
with the optional possibility of parallel matrix evaporation or later passivation (Figure
9, c).
Examples of the first group are:
1. PECVD (Plasma Enhanced Chemical Vapor Deposition): the PECVD process is
based on the decomposition of a gaseous compound near the substrate surface,
3 Mechanisms involved in preparation of porous silicon by anodisation process are discussed
in section 3.2.
4 "Continuous" in a sense that the main green-to-red band of luminescent spectrum shifts to
blue, rather than the second defect-like blue band appears along with the main one.
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similar to the related epitaxy and CVD (Chemical Vapor Deposition). One of the
reaction products is a solid matter which precipitates onto the surface such that a
new layer is formed. Silicon layers can be fabricated using the process gas silane
(SiH4) (see Figure 15). The advantage of the process is that it is fully compatible
with the developed CMOS technology. Unfortunately, the photoluminescence
efficiency of", 0.04% of such layers is still lower than that of porous silicon [59],
[60].
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Figure 15. PECVD (Plasma Enhanced Chemical Vapor Deposition) scheme.
2. Ion Implantation: ions are accelerated up to a very high energy level, and then shot
into the surface which is to be implanted. Typical depths of atom accumulation
range between 100 and 300 nm. When a Si02 substrate is implanted with an extra
dose of Si atoms, the latter diffuse together and form nanocrystals. This relaxation
process may be intensified by heating (annealing). Annealing is also useful for
removing structural defects in a freshly prepared layer. The size of Si nanocrystals
may be controlled by the implantation dose, with a higher dose producing larger
crystals. The visible photoluminescence of such layer was studied, for example, in
[61] and [62], where good spectrum-to-size correlation was observed, in agreement
with the quantum confinement concept. The role of surface-defect recombination
based on the cluster-cluster interaction effect was suggested as responsible for
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difference from basic quantum confinement predictions [63]. It is worth noting,
that authors of an exciting report on the optical gain in silicon nanoclusters [64]
were using ion implantation for preparation of their samples.
3. Co-sputtering. An example of luminescent silicon nanoclusters preparation by this
technique can be found in [65]. A Si02 target on which were placed pieces of Si
wafer was attacked by a low pressure RF-frequency Ar plasma. Si and 0 atoms
were deposited onto Si wafer substrate, with subsequent annealing at 800°C in N2
atmosphere. EXAFS results demonstrated the formation of Si regions during the
annealing process, and the accompanying appearance of blue photoluminescence,
which was attributed to the presence of silicon nanocrystals observed in TEM.
Free-standing Si nanoclusters can be produced by:
1. Sputtering: similar to co-sputtering, but with a single target material and an inert
gas plasma [65]. Only a low density of the sputtered material clusters is possible
to avoid continuous layer formation.
2. Laser ablation: similar to sputtering, but intense laser pulses are used for hitting
the target and local melting/vaporising the silicon, rather than RF-plasma [66].
In recent work [67] the target itself was used as a substrate. The trajectories of
the ablated particles differ for different sizes, allowing spatial separation of areas
covered with particles of different mean size. An interesting result reported in the
last reference is that although the mean particle size was shown to be proportional
to laser pulse power, it was impossible to continuously tune the position of the
photoluminescence maximum by varying the power. This is, probably, the sign of
two different luminescence mechanisms for red-green and blue-UV luminescence.
3. Coagulation in gas media. This is the most promising modem technique, where
clusters are formed in collisions of gaseous (free) atoms of the material. An
example of a cluster source of this kind is schematically shown in Figure 16
together with a magnetic separator for mass (size) selection and an atomic beam
source for matrix deposition or passivation.P The machine can make materials
5 The author thanks Derek Eastham from the Daresbury Laboratory for the kind
permission to use his original drawing.
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which consist of clusters of one type free or embedded in a matrix of another.
Whilst it is only possible to make microscopic thin films, these are sufficient for
use as electronic or optical materials or for magnetic sensors. The new cluster
machine allows one to make composites with uniform particle sizes (down to lnm)
for a large selection of materials. A schematic diagram of a very small cluster,
more like a "big molecule", is shown in Figure 17. The interest to thus created
clusters has recently been boosted due to the study of new optical properties of
semiconductor nanoclusters caused by quantum confinement. The technique
presents the most direct way to test the quantum confinement model of visible
luminescence from silicon nanocrystals, see [68] and [69] for example. It is also
possible to equip the vacuum chamber with an Atomic Force Microscope" to view
the freshly prepared clusters, an excellent example of such an image can be found
in [70].
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Figure 16. An original drawing by Derek Eastham of a cluster source built in Daresbury
Laboratory.
4. Optical manipulation of atoms is another very new approach, where atoms
are selectively deposited into certain sites, defined by the optical field. If the
6 See page 81 for operation principles of AFM.
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Figure 17. A small icosahedral cluster of atoms, each sphere represents a single atom.
resolution of the process would be brought down to several nanometers, controlled
nanocluster formation would become possible. An example of such optically
laterally controlled deposition was described in [71]. A detailed discussion of the
technique and the results of computer modeling are presented in section 3.7.
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2.3.1 Physics of electroluminescence
As discussed above, visible light emission from porous silicon can be understood
as a result of recombination of confined carriers. In the case of photoluminescence,
the carriers are photo-generated by incoming photons with energies higher than the
increased bandgap of the material. For real microelectronic applications, however, a
way of generating free carriers electrically is required.
The first encouraging results on electroluminescence from porous silicon were
obtained with liquid contacts [72]. High external quantum yield in the range ofO.l-l %,
low applied voltages and voltage-induced spectral shifts, are the main attractive features
of this type of contact. The advantage of the technique compared to solid contacts is
that the liquid penetrates into the pores and makes a contact to the whole of the porous
silicon film.
The efficiencies of electro-luminescence from porous silicon achieved with solid
state contacts are much lower. The problem of the electrical conductivity of porous
silicon arises, because, firstly, the electrons injected on one physical side should meet
with holes injected on the other side for radiative recombination to occur. Secondly, the
carriers are to be generated in or transported to nano-structures of that particular kind
responsible for radiative recombination in the visible range, competing with recombi-
nation in other, namely larger structures.
2.3.2 Problems of contacting and conductivity of porous silicon
The usual way to measure the conductivity of porous silicon is via time-of-flight
technique. Excess carriers are generated below the top electrode by a short (-0.3ns)
strongly absorbed (UV) laser pulse. Depending on the direction of the external field
either electrons or holes drift to the opposite electrode. The drift mobility of excess
carriers is calculated as Jl = L2/ttrU, where t.; is the carrier transit time through the
thickness of the sample L, and U is the externally applied voltage. Results of such
measurements for different sizes of structural elements are reported, for example in
[73]. The experimental transient characteristics reveal a strong spatial dispersion of
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the packet of drifting carriers, when the peak current moment t~ax can be used for
calculation of mobility u, It is concluded that the dispersion results from the movement
of carriers throughout a network of paths different in geometry and electrical properties.
For low porosity samples (40-50%) the resistivity of porous silicon, even when
prepared from degenerate Si substrates, is similar to that of intrinsic bulk silicon [74].
This has been explained by the high density of surface states in porous silicon, compara-
ble to the dopant density [75]. This causes loss of carriers and also reduces the mobility
of the majority carriers. The mobility edge is shifted up compared to the bulk silicon,
due to the local electric field variations induced by the bound electrons in surface states.
For nanosized porous silicon the resistivity is very high, in the range of 1010_
1012 ncm. Quantum confinement results in the modulation of the effective bandgap.
These fluctuations have a major impact on transport, because they increase scattering
and cause localisation. The proposed mechanisms of conductivity in nanoporous silicon
are hopping between the localised surface states at the Fermi level and thermal activa-
tion of electrons to the transport edge with hopping or tunnelling between tail states
[76]. The Coulomb blockade effect was measured in nanoporous silicon samples, with
porous film becoming insulating at low temperatures [77]. Large electric fields have to
be applied in order to obtain measurable currents, and measurements are done in a sand-
wich configuration. The analysis of results is complicated due to the contact problem:
it is difficult to know the depth of the electrode penetration into the porous layer, and
the actual contact surface area.
The conductivity also has a super-linear behavior with applied voltage, which is
explained either by the exponential increase of tunnelling probability for higher fields,
or by the increased rate of thermal activation of carriers at higher temperatures [78].
The space charge model should be mentioned here, according to which for high voltage
all the traps become filled. The Fermi-level is no longer fixed to the middle of the
gap and shifts towards the band edge resulting in a decrease of activation energy. The
mathematical problem of conductivity oftwo-component media is related to the subject
being discussed. Results of computer simulation of such conductivity are presented in
section 3.6.
High frequency conductivity is roughly proportional to the frequency, which sug-
gests that hopping at the Fermi level is the main mechanism for carrier transport. For
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lower frequencies, the fractal nature of the silicon network has been shown to impose
geometrical constraints on the charge transport [79].
Oxidation is known to increase the resistivity of porous silicon, and this can be
understood in terms of substituting insulating silicon-oxide for silicon at the surfaces
of nanostructures. The study of the effect of oxidation on conductivity is reported in
[80] and [81]. The effect was also studied in [82], where carrier diffusion effects on
photoluminescence were measured and modelled, showing the dependence on oxide
thickness and porosity.
One of the latest works on the subject of conductivity of porous silicon [83] de-
termines the density of state distribution near the Fermi level in porous silicon from the
analysis of the current-voltage and current-thickness characteristics of a planar structure
in the space- charge-limited-current regime. The distribution is found to be U-shaped
with a minimum at the Fermi level. Theoretical analyses are offered to explain both
characteristics, which imply that the current is entirely controlled by localised states
situated at the quasi-Fermi level.
To conclude, the problem of inhomogeneity of porous silicon should be stated.
It is difficult to unambiguously relate the conductivity of the porous layer to its lumi-
nescent properties, because the current flow is likely to take place in structures that are,
on average, larger than those emitting light. The energy gaps deduced from the photo-
luminescence excitation measurements are larger than those derived from the spectral
response of the photoconductivity [84].
2.3.3 Existing porous silicon light-emitting devices
In porous silicon electroluminescent device electrons are to be injected into the
porous layer with energies above the bottom of the conduction band, and holes into
the valence band. Different approaches to this problem and different requirements for
the colour and width of the spectrum lead to different structures for EL devices. The
most impressive examples of porous or nanocrystalline silicon-based LEDs [9], [17]
were discussed in the Introduction. To complete this subsection, other known reported
devices are summarised in a table together with achieved parameters. Table 2 gives
the definitions of performance parameters, and the requirements for microelectronic
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Parameter (units) Description Display need Optical intercon-
nect need
External effi- A power efficiency >1% >10%
ciency(%) or EQE (emitted to in-
jected) or quantum
efficiency (photons
per electron)
Brightness The power density 10 -3 Wcm -2 at 5- 0.1 Wcm =-2 at 3.3V
(Wcm-2) of output lOV
Modulation speed: Frequency at which >1 KHz >GHz,
3dB frequency(Hz), the modulation rise<lms rise-c lns
rise time(s), fall depth of EL re- fall-c lrns fall-c Ins
time(s) sponse to sine
voltage wave falls
by two. Rise and
fall lie response
times to a single
square voltage pulse
Peak (nm) The wavelength of Red, green and blue Compatible with
the peak of the colors are needed detector and wave-
emission band guide technologies
Spectral width(nm) FWHM -o.i-v Limited by disper-
sion effects
EL threshold volt- The lowest volt- 5-l0V <3.3V, for integra-
age (V) age at which EL is tion with CMOS
observed using an circuity
adapted eye
Stability( time) A minimum time >10:>hours >lOohours
befor a significant
degradation of the
EL signal
Table 2. Parameters used to describe the performance of LED devises
applications of EL devices. Information on the reported EL devices (taken from: [25],
[85], [86], [87], [88], [89], [90], [91]) is summarised in Table 3.
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Structure of a Description Typical parameters achieved
device
Single PS layer A layer of porous silicon made EL threshold voltage 1.35V, EQE
with a top con- from n- or p-type, with gold or 0.05%, emission in red, may be shifted
tact indium tin oxide top contact to blue depending on the contact ma-
deposited terial and anodisation procedure. 100
nanosec response time was reported.
The maximum reported lifetime is 100
hours.
Porosified p-n P+n or p n" junction IS EQE better than 0.1%. Threshold
junction formed in a bulk silicon by im- voltage O.7V. Low stability - only a few
plantation, by diffusion or by hours rise and fall times -10 usee
epitaxial growth. The region
is then porosified.
PS layer impreg- Impregnation with metals or The highest reported EQE was 0.05%.
nated with an- polymers by electrochemical Shift of the peak from red to blue with
other material process is used to produce a operation time was explained by par-
larger contact area. Impreg- tial oxidation. Improved stability of
nation with oxide improves a device was achieved with aluminium
stability. oxide impregnation.
Oxidised PS Si-H bonds on PS surface are Rise and fall times less then 0.1 usee
layer replaced with more stable Si- Alphanumeric displays and integration
o bonds by anodic oxidation, with pnp transistors have been demon-
chemical oxidation or by an- strated
nealing.
PS layer con- Structure is built either by se- Higher stability, but lower EQE:
tacted by bulk lective anodisation or by de- <0.01% if selective anodisation of p-
semicond uctor position of amorphous semi- type beneath n-type layer was used.
conductor onto the PS layer However, 0.13% efficiency was re-
ported for devices with amorphous lay-
ers.
Micro- cavity PS The layers of alternating The FWHM is sufficiently reduced
porosity are produced by
varying the electric current
during anodisation.
Stain-etched PS Direct electrical contact to the Reported thresholds: 1.5 - 3 V. Emis-
layer to be porosified is not re- sion in red. EQEs are not reported
quired, which is a technologi-
cal advantage.
Table 3. Reported Porous Silicon LEDs
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2.4.1 Porous silicon waveguides
To provide confinement and propagation of light within the waveguide, the guid-
ing region has to have a higher refractive index than the surrounding regions. It is
possible to fabricate porous silicon-based planar optical waveguides because the refrac-
tive index of porous silicon varies from 1.3 to 3.0 with the porosity [4]. In tum, the
porosity of porous silicon depends on the anodisation regime and doping. In reference
[92], fabrication was reported of a multilayer waveguide consisting of a 62% porosity
waveguiding layer sandwiched between 75% porosity upper and lower layers. A strip
waveguide was formed on as-prepared planar structure by lithography and reactive ion
etching. Waveguiding was observed at 1.28f.Lm wavelength with propagation losses 10-
20 dBcm -1. These high optical losses were then reduced by oxidation of porous silicon
down to as low as 5 dBcm-1 for both IR and visible light [93], [94].
The main advantage of waveguides based on porous silicon lies in their potential
for direct integration with the active region of LEDs and photodetectors to minimise
coupling losses.
2.4.2 Porous silicon reflectors and microcavities
The dependence of the refractive index of porous silicon on the preparation con-
ditions (usually on anodisation current) gives an opportunity to produce reflectors or
interference filters from porous silicon, tunable to a desired wavelength. Figure 18
shows the structure of such devices together with a typical reflectance spectrum [95],
[96], [97]. Bragg reflectors consist of multiple layers with alternating refractive in-
dexes, the so-called quarter-wave layers. The thickness of layers is adjusted so that the
reflections from the interfaces are in phase, thus increasing the reflectance for a chosen
wavelength. For not-normal incidence, different wavelengths correspond to different
angles a between the propagation direction inside the structure and the normal to the
interfaces:
A (a) = 2dn cos (a )
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Figure 18. Schematic cross-section of interference filters prepared from porous silicon.
Lower figures show the reflectance spectra of these filters.
The wavelength of the maximum reflection can thus be tuned by varying the angle of
incidence. The change of colour of the reflected light is easily seen when a multilayered
porous silicon sample is viewed at different angles. For filters thicker than 10 psri the
anodisation current density has to be adjusted with depth because of diffusion problems
during formation.
In case of Fabry-Perot filters, a half-wave layer is additionally incorporated into
the multilayer structure. Fabry-Perot filters can also be advantageous for photolumines-
cence and electroluminescence in order to reduce the full width at half maximum and
the decay times of the EL. A resonant cavity light emitting diode was reported in [98].
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2.4.3 Photodetectors
These are not truly "passive elements", but should be mentioned here for the
completeness of an overview of optical properties.
A very sensitive (with quantum efficiency ofO.97) photodetector based on a metal
- porous silicon junction was reported in [99], with a Gaussian spectral response from
630 to 900 nm. The sensitivity of the device decreased only to about 70% of the initial
value after 12 days of continuous operation. The stability was shown to improve after
rapid thermal oxidation. Superlattices were successfully used to change the spectral
response in a desired way and produce colour-sensitivity (the effect being similar to
that ofa reduced spectral widths of the resonant cavity based LED) [100].
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2.5.1 Basic laser physics concepts
Induced and spontaneous transitions. Consider for simplicity a two-level
atomic system in Figure 19, with the top energy level 2 and the bottom level 1.
When such a system is subject to electromagnetic radiation of the resonant fre-
quency (shown as radiation quanta), transitions occur between the atomic energy levels
with rate proportional to the intensity of the field. This rate is the same for both down-
ward and upward transitions [19], and can be expressed as follows:
)..3g (v)
WI2 = W2I = Wi = I;
87rhen 2 t spont
(2.17)
where g(v) is the lineshape function of the transition and tspont, known as the sponta-
neous lifetime of the upper state from quantum mechanics, and is inversely proportional
to the square of the dipole matrix element of the transition.
The total rates of these induced (stimulated) upward and downward transitions
are NI Wi and N2Wi respectively, where N, denote numbers of atoms in each state.
On the other hand, the average populations N2 and Nlof the two energy levels obey
Boltzmann's relation
N2 = e-(E2-Ell/kT (2.18)
NI
which means N2 < NI if E2 > El, and consequently N2Wi < NI Wi. However, in the
equilibrium state, both rates should be equal. This can be arranged by postulating [101]
that there is the a second component in W2-+I independent of intensity:
W2--+I= BI + A (2.19)
(2.20)
Now the equilibrium condition N2 (B I + A) = NI B I can be satisfied for any tem-
perature T by the correct choice of AI B. Transitions associated with the Einstein A
coefficient are referred to as spontaneous. The quantity tspont used above is the inverse
of A.
Amplifying media. Induced transitions (those associated with the B coefficient)
are of major importance for coherent light amplification in lasers. Let us assume that
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Figure 19. Upward and downward optically induced transitions in a schematic two-layer
atomic system.
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Figure 20. Scheme of a 4-level atomic system. See text for the relationship required between
decay times tij for an inverted population (N2 > NI) to occur.
by some means we succeeded in elevating a large number of atoms to the upper energy
state, so that N2 > NI . If light of the right frequency is propagating through such a
media, the induced downward transitions will occur with a higher rate than the upward
ones. Thus the number of quanta of propagating radiation will increase, which means
optical power density generation rate
(2.21)
This radiation is added coherently (that is, with a definite phase relationship) to that of
the travelling wave. In the ideal case of absence of dissipation, the intensity of the wave
propagating in the z-direction increases according to:
dlv = [(N2 - NI) c:
g ~v) 1 Iv = I (v) t,
dx 87Tn v tspont
(2.22)
where the Wi is substituted from (2.17), and the gain "( (v) is introduced.
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Figure 21. Optical resonator with plane mirrors.
Figure 22. Electro-magnetic field evolution in case of amplifying media placed inside optical
resonator (Scheme of laser operation).
The solution is
Iv (x) = I; (0) e-y(v):J; (2.23)
This means that the intensity grows exponentially when the population is inverted
(N2 > NI) or is attenuated otherwise. The media in which N2 > NI are referred
to as amplifying media.
To create such a medium, that is to invert the population of the atomic energy
levels, for a basic example, optical excitation at a frequency higher than IJ, can be used.
Obviously, excitation at a frequency IJ cannot produce the inverted population, because
it would stimulate both upward and downward transitions with the same rate. More
than two atomic levels should be used in the process. The 4-level scheme, used in most
lasers, is shown inFigure 20.
The excitation frequency is adjusted so that it brings electrons from ground 0-
state up to the 3-state. These then relax from level 3 to levels 2 or 1. Both 2 and l-states
relax back to the ground O-state but with different rates. Level 3 should relax to level
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2 faster than to level 1 (t32 < t31), and level 1 should be emptied faster than level 2
(1/t2I + 1/t20 < l/tlO), for inverted population N2 > NI to be possible.
Optical resonator. Imagine two plain mirrors positioned toward each other as in
Figure 21. Suppose there is light travelling exactly perpendicularly to the mirrors. Af-
ter two consecutive reflections 1--+2--+3 for constructive interference to occur between
components of the field I and 3, the mirror separation L should obey the following
relationship:
2Ln = rti); (2.24)
where A is the wavelength of the light, n is the refractive index of the media between
mirrors and m is any integer number. Thus, only a discrete set of allowed wavelengths
is possible for such a system, known as Fabry-Perot resonator, which is the simplest
case of an optical resonator.
Laser. Imagine now that an amplifying media is placed inside a resonator. A
plain wave of an electromagnetic field would bounce between the mirrors. The energy
stored in the wave would increase with the distance travelled (2.23), and the consequent
reflections would interfere constructively provided the resonator (the distance between
the mirrors) is adjusted accordingly (2.24). Consider a light (an electromagnetic wave)
with intensity la travelling from left to right in the resonator (Figure 22). When this
wave comes to the same point, having travelled all round the resonator, its intensity is
changed to h = TrTl oe2(,-a)L where r; and Tl are the reflectivity of the right and left
mirrors, , is the gain (2.22), and Q accounts for all the distributed losses like scattering
and absorption. Thus, for the intensity of travelling light to increase, the condition
T T e2(r-a)L > 1
r I (2.25)
has to be fulfilled. This is called the amplitude oscillation condition. The phase oscilla-
tion condition is (2.24), which ensures the constructive interference of all the reflections
in the resonator. It is worth pointing out here that TrTI < 1 in a real resonator, otherwise
no useful light would come out. That is why it is required that, > Q. The geometri-
callosses (due to some portion of light missing the mirror) are not included in (2.25),
which also raises the , value required for oscillations.
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Using (2.22) for v in amplifying media, the threshold value (when laser oscilla-
tion becomes possible) of the population inversion N2 - NI can now be found as
To conclude the overview of the basic laser physics, it worth noticing that usually
there are several resonant frequencies Vm satisfying the phase condition of the resonator
(2.24) within the v-range satisfying the amplitude condition (2.25). Thus, several lon-
gitudinallaser modes are possible in most situations. Different transversal modes can
also be generated depending on the field distribution in the directions transversal to the
propagation direction.
2.5.2 Semiconductor lasers
Gain condition in semiconductors. As was shown above (2.10), optical ab-
sorption in semiconductors follows the dependance
(2.26)
Now assume that by some means we can prepare a semiconductor crystal in which
(at OK temperature) states up to some level in the conduction band are all occupied, and
those above a certain level in the valence band are empty. This situation can be dis-
cussed in terms of quasi Fermi-levels EFc and EFv , as shown in Figure 23.Now all
the arguments of (2.1 0) can be repeated with one difference, that the upper (conduction
band) states are occupied, while the lower (valence band) states are empty. Downward
transitions occur rather than the upward ones, the sign of the absorption coefficient is
reversed, and (2.26) gives the equation for gain 'Y (w) , rather than absorption. Sum-
marising these conclusions, for 1iw < E9 there is no absorption and no amplification,
for E9 < 1iw < EFc - EFv amplification occurs: 'Y (w) = K (1U.J - E9//2, and waves
with 1U.J > EFc - EFv will still be absorbed.
Extending this consideration to non-zero temperatures, we must include in the
integral the probabilities of initial state being occupied and of the final state being free.
The net rate for the downward (b __. a) transitions is found by subtraction of upward
(a __.b) transitions from the total number of downward transitions.
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E(k)
k (wavevector)
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Figure 23. Schematic band structure of semiconductor with two separate quasi-Fermi levels
(split by optical pumping or by electric current supplying electrons to the conduction band and
holes to the valence band).
E Conduction band
Valence band
x (real space)
Figure 24. Scheme of p-n junction laser operation.
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Figure 25. Quantum well laser. The carriers are confined in a 2D well with a narrower
bandgap.
57
2.5 Silicon laser?
The rate of downward transitions is proportional to the product of the probability
of state b being occupied and the probability of state a being empty, which, using (2.3),
gives le (Eb) [1 - Iv (Ea)], whereas the rate of the upward transitions is similarly pro-
portional to: Iv (Ea) [1 - I, (Eb)]. The difference is Ic (Eb) - i; (Ea) , which is to be
included in equation for I before integration over all k-values. le (Eb) - Iv (Ea) should
be positive for optical amplification to be possible. Using the Fermi-Dirac distribution
laws (2.3) for Ie and Iv with the corresponding quasi-Fermi levels Epc and Epv , the
gain condition for semiconductors is obtained in the form:
(2.27)
Optical gain in semiconductor is only possible when the Fermi level is split into separate
quasi-Fermi levels with Epc > Epv, and the separation of quasi-Fermi levels is higher
than the energy of radiation quanta.
P-N junction laser. Under conditions of high current injection in a p-njunction
of a direct bandgap semiconductor, there exists a region near the depletion layer where
the Fermi level is bent and is split into separate quasi-Fermi levels as in Figure 24.
Electrons are injected from the n-side, while holes enter the depletion region from the
p-side. Thus, a thin region exists where the gain condition (2.27) is satisfied. Therefore,
for an electromagnetic wave with the right frequency w (Eg < hw < Epc - EFv),
optical amplification occurs. P-N junction lasers operate in this way.
Modem semiconductor injection lasers utilize a multilayer structure of a GaAs
active layer sandwiched between Gal_xAlxAs layers which have a higher energy gap
and a smaller index of refraction, see Figure 25. A thick (around 200 nm) and uniform
amplifying layer is formed in this way, which also serves as a waveguide for the emis-
sion. The optical resonator which is necessary for oscillation is formed by polishing a
pair of opposite crystal paces. In the most cases these are natural cleaved faces.
Quantum well lasers. The density of the injected carriers is directly proportional
to the current and inversely proportional to the volume, into which the carriers are
injected. That is why, by making the thickness of the active layer smaller it is possible
to decrease the threshold current required for oscillation (the minimum current under
which the gain condition is satisfied). This is used in quantum well lasers.
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In a typical quantum well laser, a thin active layer (around 10 run thick) is sand-
wiched between thicker layers of a material with a wider bandgap. The carriers are free
to move in the x and y directions, but are confined in the z direction, perpendicular to
the layers.
The major result of this confinement is the step-like density of states for 2D con-
fined carriers. The main differences from the usual heterojunction laser are: firstly, the
threshold current is lowered due to the volume decrease; secondly, the equal increments
of current yield larger increments of gain in quantum well lasers, due to the effects of
the reduction of the volume to which the carriers are supplied together with the reduced
dimensionality in k-space, thirdly, there are steps in the current-gain characteristic cor-
responding to the next confined state of the carriers added.
2.5.3 Nanocrystalline silicon as a lasing material?
The discovery of efficient luminescence from porous silicon raised a worldwide
interest in the material in view of possible optoelectronic applications. Porous silicon-
based LEDs have been demonstrated. Although the parameters and manufacturability
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Figure 26. A reproduction of the graph showing gain in silicon nanocrystals, presented by
Chech scientists (see ref. in text).
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of these devices are not sufficient yet to meet the requirements for displays or integrated
optics, the characteristics are gradually improving, along with a better understanding of
the physics involved. Now the search for nanocrystalline-silicon-based light-emission
shifts its interests toward other techniques of nanocluster fabrication, discussed above.
As a further step, the discussion is open as to the possibility of creating a coherent
light source using silicon nanocrystals as an optically active material. The first pos-
itive experimental result on gain measurement in silicon nanocrystals embedded in a
silicon dioxide matrix has recently been reported [64], where silicon nanocrystals were
produced by ion implantation [102]. When first reported at an E-MRS June 1998 sym-
posium in Strasbourg, the news of 50 cm' gain in silicon became the main sensation
of the meeting. A copy of the graph presented by the group is shown in Figure 26.
The gain was measured by the usual strip-length technique, when the change of pho-
toluminescent intensity is measured versus the length of the optically pumped active
region.
Pump (UV Laser)
Amplifying media (Si clusters in matrix)
High refractive index layer
Low index layer
Gain
Edges polished to act as
Refractive Optical Amplification
index mode profile
Figure 27. A conceptual drawing of ne-Silicon laser. The optical mode is guided in a planar
vaweguide, amplification occurs in the top layer, which consists of silicon nanocrystallites in
some matrix. Optical resonator is formed by polished side faces of the structure.
Unfortunately, the accuracy of the measurements does not allow one to draw an
unambiguous conclusion. Since then, the discussion is still going on as to whether
the reported results were reliable, and what are the next steps in verification of the
theoretical and technological possibility of ne-silicon lasers. If optical gain would be
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achieved in silicon nanoclusters in some matrix, that would open the possibility for all-
silicon lasers to be used in silicon technology rather than integrated GaAs lasers. This
would mean great advantages ofmanufacturability and cost-effectiveness. A conceptual
drawing of a ne-Si laser device is shown in Figure 27.
The question of pumping electrons up to the top energy level with a sufficient rate
is of the major importance. Firstly, the optical excitation with pumping light quanta of
higher energy than that of emitted light could be used. Secondly, electrical pumping
should be the final goal as it is needed for possible electronic applications of the device.
In the context of electrical pumping, there is no fundamental difference from the free
carrier injection in non-coherent light-emitting devices which was previously discussed
in section 2.3.
~.-----
01 cl
Figure 28. Band schemes used in simplifiedmodels for optical transitions in silicon nanocrys-
tals (see text for explanations).
The theoretical question of gain condition for nanosilicon laser is of interest. On
the one hand, nanocrystalline silicon is still a semiconducting material, and the termi-
nology of quasi-Fermi levels is to be applied somehow with a final gain equation similar
to (2.27). On the other hand, we assume that silicon nanocrystals, as we suppose, have
discrete energy levels for electrons and holes corresponding to different envelope wave-
functions defined by the confinement potential (this is treated in detail in subsection
2.6.1). Therefore, an energy diagram similar to that of a separate atom or a molecule
(see Figure 20) should be possible, with the final oscillation condition similar to 'Y > 0,
with gain 'Y from (2.22).
The next question is whether nanocrystalline silicon should be considered as a
direct or an indirect semiconductor. There was experimental (subsection 2.2.2) and the-
oretical (subsection 2.6.2) evidence for both the direct and indirect nature of its band
structure. The scheme in Figure 28 (a) is usually used in discussions of interband tran-
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sitions in porous silicon, with quanti sed levels shown within the indirect band scheme.
The drawing in Figure 28 (b) was presented by Philippe Fauchet, the recognised author-
ity in the field of electroluminescence and device integration of porous silicon, in one of
his seminars [103] to argue the impossibility of optical gain in silicon: the cross-section
of free carrier absorption aabs is always higher than that of indirect radiative recombina-
tion aem, making absorption processes dominate. This means no positive optical gain.
However, if the band diagram of the silicon nanocrystal was more like that in Figure
28 (c), this would mean a fundamental physical possibility of the positive optical gain
in nanocrystalline media. The relevant field of theoretical physics is currently being
developed, and the basics of it are presented in the next section.
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semiconductor quantum dots
This section describes the relevant theory. It completes the review of the present
physical knowledge and practical results in the field of electronic and optical properties
of semiconductor nanocrystals. It should not be regarded as the full coverage of the
subject, but just as the minimum basic information necessary for correct interpretation
of the results presented, and for understanding of the speculations offered in Chapter 3,
as well as of some of the points made before in subsections 2.2.1 and 2.2.2. Besides,
the information presented here completes the knowledge required for thoughtful further
research in the field.
2.6.1 Semiconductor Quantum Dots
Solutions of Schrodinger equation for a spherical quantum dot. Stationary
states P (r) of a particle with energy E in a potential well U (r) are found by solving
the time-independent Schrodinger equation [19]:
[- 2n~V2 + U(r)] w(r) = Ew(r) (2.28)
When a semiconductor quantum dot is approximated as a 3-dimensional quantum
well, m in (2.28) is the effective mass of the particle, which is influenced by the crystal
structure of the quantum dot material, E is the confinement energy added to the Bloch
energy EK=o (Appendix A), and w(r) is the envelope part of the total wavefunction.
The effective mass approximation is an important point of the theory. We assume here
that a nanosized semiconductor particle is roughly spherical, so that a potential well can
be described as: U(r) = 0, for [r] < R ; and U(r) = Uo , for [r] > R . This potential
is schematically shown in Figure 29 (a). First, we treat the potential well as infinite
(Uo = 00), Figure 29 (b). In this idealised case, the boundary condition for (2.28) is
that the wave function 'II (r) vanishes at the barrier:
(2.29)
Using the spherical symmetry of the problem, the variables can be separated:
'II (r) = </>1 (r) Y/,m (0, cp) (2.30)
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Angular momentum conservation for the particle motion allows one to reduce the
problem to a differential equation with one variable r :
1d2 (l(l+1))- -:;.dr2 (reP (r)) + r2 - k2 eP(r) = 0 (2.31)
where l (l + 1) is the eigenvalue of the spherical harmonic part of the wave function
Yi,m(O, cp), indexes l and m are the angular quantum numbers (see ref. [19]), and k is
the energy eigenvalue:
(2.32)
The solutions are spherical Bessel functions J1 (kr) [104] , with allowed quan-
tised k-values determined from (2.29), which now has the form ePl (r = R) = O. The
eigenstates have ePn,1 (r) Yi,m(O, m) envelopes, where n is the radial quantum number,
corresponding to the number of the allowed k-eigenvalue 7• The total wavefunction is
the product of the confined envelope function and a Bloch wave discussed in Appendix
A.
The examples of the radial and angular parts of the lowest eigenfunctions are
shown in Figure 30. A set of allowed energies is found from (2.32) :
• for s-states {l = 0, Jo (x) = sin (x) Ix} with kR = 7m; where n = 1,2, ...
• for p-states {l = 1, J1 (x) = sin (x) Ix2 - cos (x) Ix} with tan (kR) = (kR);
etc.
The eigenfunctions are the same for both electrons and holes (the electrostatic
energy in (2.28) has been disregarded in comparison with the confinement energy),
however the energies of electron and hole may differ due to different effective masses
me and mho
A schematic plot of the single particle energy levels for electrons and holes is
shown in Figure 31, together with the energy band diagram of an idealised bulk semi-
conductor. For the energy of a confined electron-hole pair, using (2.32) and kR = trn
we have:
1'i
2
7r
2
( 1 1 )Epair = Eg + 2R2 me + mh n2 = Eg + EQ
The quantity in brackets is the inverse of a reduced electron-hole mass m.:
(2.33)
7 Here and later we do not discuss normalisation constants, which are found by requiring that
the integral of the probability density J 'l1*'l1dr over the whole volume is unity.
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Figure 29. Spherical potential wells with finite (a) and infinite (b) barriers.
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Figure 30. Examples of the lowest radial (top) and angular (bottom) harmonic components
of single particle wavefunctions in a spherical potential well.
65
2.6 Theory and computations of optical properties of semiconductor quantum dots
Different regimes (or strengths) of confinement are usually referred to, in which
the crystallite radius R or the quantisation energy EQ is compared, respectively, to the
Bohr radius ae of the exciton or to the exciton binding energy Ry* in bulk semicon-
ductor. In the following discussion strong confinement will be assumed: R < ae ,
EQ > Ry* (or medium confinement: EQ ::::::Ry* , when at least either electron or hole
movement is quantised).
Optical transitions in idealised semiconductor quantum dot. Optical inter-
band transitions are described by the coupling of the interband polarisation to the optical
electric field via the interaction Hamiltonian
HI V\ PEcos (wt)
with interband polarisation operator
P = Pcv J d3r'l1e (r) 'l1h (r) + h.c. = Pcv I:ae(lmn)ah(l-mn) + h.c.
l,m,n
(2.34)
where annihilation and creation operators a and a+ for electrons and holes in (lmn)-
states are used, and Pcv is the polarisation matrix element between conduction and va-
lence band [18]. Figure 32 gives an example of the calculated imaginary (absorptive)
part of quantum dot susceptibility as a function of frequency and dot radius [105]. The
blue shift of quanti sed energy levels with decreasing radius is clearly seen.
It follows from Equation (2.34) that optical interband transitions involve only
electrons and holes with identical orbital angular momentum l and opposite azimuthal
quantum numbers m8. Furthermore, the radial quantum numbers n of dipole-coupled
electrons and holes are also identical. However, these selection rules are not the case
in a more realistic situation, when electron-hole Coulomb interaction and spin-orbit
coupling are considered.
Dot size distribution. The results shown in Figure 32 from [105] correspond
to broadened resonances, rather than to the sharp energy levels predicted by Equation
(2.33) and shown in Figure 31. This is because the dot size distribution was taken into
consideration. If the absorption coefficient for a dot of radius R is denoted (XR (w), than
8 To include intraband transitions (conduction-to-conduction or valence-to-valence band)which
leave the number of excitons unchanged, into the calculated optical responce of a quantum dot,
both envelope and Bloch parts of the wavefunctions are to be considered. The analysis in [18]
shows, that the change of the angular momentum for the envelope function has to be Al = ±1
in the case of intraband transition.
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Figure 31. Quantised energy levels for electrons and holes. Bands of an idealised semicon-
ductor are shown on the left.
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Figure 32. Imaginary part of the quantum dot susceptibility for different ratios of mean dot
radius R and exciton Bohr radius in dot material aB (see reference in text) .
the average absorption coefficient is calculated from:
Qaverage (w) = 100 CtR (w) P (R) dR
where P (R) is the probability distribution of dot radii. Another example of this broad-
ening effect is shown in Figure 33 for CdS dots, where Gaussian distributions with
different widths are modelled [106]. It is clear now, why the separate discrete reso-
nances are not seen in PL data from porous or nanocrystalline silicon: the features are
merged into a continuous structure for just 20% broadening of nanocrystallite sizes.
The above examples use the results for direct gap semiconductor quantum dots.
This is because the theoretical approach is much more developed for this case. However,
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there is no doubts that the dot size distribution has the same effect on the broadening of
resonances corresponding to optical transitions between the confined states in quantum
dots of indirect gap semiconductor.
In the following subsections the corrections to the idealised solutions are re-
viewed.
Finite barriers. The barrier at the interface of a realistic quantum dot is not
infinite. That is why equation (2.31) should be considered for r > R as well, with a
modified k2 '-'"' (E - Uo), and the requirement of continuity of ¢ and d¢/ dr in r = R is
used for finding the eigenenergies, rather than ¢ (R) = O.The solutions outside the dot
(r > R) are exponentially evanescent spherical Bessel functions H, [104]. Modification
of the radial parts of wavefuctions are demonstrated in Figure 34 for the two lowest
harmonics. The tails of wavefuctions are now propagating outside the quantum dot
sphere. The effective confinement is weaker in this case: the wave function is spread
through a larger volume in space.
Another consequence of the barriers being finite is that the number of confined
states is also finite: for particle energies E > Uo the solution outside the dot volume is
not exponential, but of the same oscillating form as inside. No bound states exist in 3D
well with UOR2 < fi2/8m.
Coulomb attraction. To include the Coulomb interaction into the theory, a
potential energy term is to be added to the Hamiltonian of the confined electron-hole
system. In the strong confinement regime this added term may be treated as a perturba-
tion, because it diverges as 1/ R, while the confinement energy term diverges as 1/ R2.
Besides the change produced to the single particle energy EQ, another consequence of
Coulomb interaction is the change to the shape of idealised wavefunctions (2.30): un-
perturbed states are mixed, and the selection rules derived from (2.34) are no longer
valid. Calculations show the radial distribution of holes and electrons shift toward the
center of the dot, with hole shifted more than electrons [18].
Interface polarisation. If a point charge is placed inside a sphere with dielectric
constant Cl and a sphere itself is embedded in an infinite medium with dielectric con-
stant C2, the induced surface polarisation charges at the cd C2 interface will act at a point
charge, giving a contribution to the total energy of the system. If more than one point
68
2.6 Theory and computations of optical properties of semiconductor quantum dots
CdS
relative width of
size distribution
.... 05%
---- 10%
-- ISClI-,
--20%
/
I
I
r :»; / I
/ If\. <:> I
I ! '1 I
/ I : ~\ I
/
I ,; ,\ I
,., I
I i , \ I
I: \ II I: , I
/
I \ I
:'\ I \ I
: \ / I, \ .../:'v I
~\ I
\ " ': \ I
: \ I
: \ /.........
2.5 J.O 3.5
photon energy
4.0
Figure 33. Absorption of CdS quantum dots with a Gaussian size distribution, different
relative widths of distribution are indicated (see ref. in text).
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Figure 34. Illustration of the effect offinite barriers on the shape of single particle wavefunc-
tions.
charge is present, the total electrostatic energy of a system is given by the summation
of not only the mutual Coulomb interaction terms qiqj/Cl ITi - Tjl , but also the inter-
action terms of each point charge with the surface polarisation charges induced by itself
and by all the other charges. The final equation can be found in [18]. This complication
makes it more difficult to include electrostatic effects into the analytical theory.
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The nwnerical approach to finding single particle states in such a system is also
complicated. For a finite barrier height, the probability density to find a particle outside
the dot and on the interface is not zero. The discontinuity of the dielectric constant at
the interface leads to the divergence of charge self-energy at the interface. To avoid
this, a linearly approximated regularised surface potential is used, with thickness of the
"cut off" surface layer of the order of interatomic distance. A surface quantum well is
formed on the lower-dielectric-constant side of the interface, where a particle may be
trapped. Solutions corresponding to surface states are obtained in this way.
Spin-Orbit coupling. If the spin of the electron (or a hole) is taken into con-
sideration, splitting of energy levels occurs, depending on spin s and orbital angular
momentwn l of a particle being parallel or antiparallel. Further splitting occurs for
k # 0 between so called light and heavy holes, depending on the projection of the total
angular momentwn jz [107]. The resulting single particle states are the normalised lin-
ear combinations of the states found initially (2.30). Calculations suggest, that a hole is
shifted toward the dot center even further than due to inclusion of the Coulomb interac-
tions [18]. This again breaks the selection rules for the optical interband transitions.
Numerical schemes overview, Before discussing numerical techniques devel-
oped for quantwn dots, it is worth noting the different methods used in band structure
calculations for bulk crystals.
For weak periodic potential the simplified nearly-free-electron approximation
can be used, where the band structure is constructed by plotting the values E (k) =
/'i2 (k - K)2 12m for all reciprocal lattice vectors K. Energy gaps are obtained as a
result of splitting E (k) graphs at places of band crossing.
The opposite approach is the Tight-Binding method, which starts from individ-
ual atomic orbitals and considers the overlap of wavefunctions with the Hamiltonian
component 6.U caused by the presence of neighbouring atoms. Linear combinations
of atomic orbitals (LCAO) centered at each atom, the so called Wannier functions, ac-
count for the effect of /:)'U, and combinations of those over all sites in the lattice are
then chosen to satisfy the Bloch condition W (r + R) = eikRW (r).
To find the valence states the Orthogonalised Plane-wave (OPW) method is often
used, where waves in the form Wk = eikr + 2: bcureVlkore (r) are used with coefficients
bcore chosen so that Wk is orthogonal to all core wavefunctions '¢k'"e (r), while 1/J~ore(r)
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are found by tight-binding approach. Because the core functions are localised about
lattice points, the waves Wk are very close to single plane waves eikr in the interstitial
regions.
In the Pseudopotential method the smooth part Lk eikr of the combination of
orthogonalised plane waves Lk Wk (see above) is found as a solution of the Schrodinger
equation with Hamiltonian, which includes the pseudopotential formed as a sum of the
crystal potential and the effects of rapidly oscillating Lk L bcore'l/J~ore (r) parts. The
last mentioned contribution to the Hamiltonian depends on the energy corresponding
to Lk '11k. That is why the Pseudopotential method is applicable in those cases, when
the wave functions with particular energies are being sought. For a typical example, by
using the known Fermi energy when defining the pseudopotential, electron states close
to the Fermi level can be found.
Methods developed for quantum dots are reviewed below.
Variational calculations. This approach was successfully used to calculate
ground and first excited exciton states and energies for quantum dots with finite barriers,
including Coulomb interaction [108]. For example, a test function
(2.35)
with one-particle ground s-states <Pe(re) and <Ph(rh) found from (2.31) was used for the
ground exciton state calculation. The ground state energy Es of interacting electron-
hole pair is computed from the expectation value of the Hamiltonian
A n2~e n2~h e2
H = --- - -- - + Ue (re) + Uh (rh)
2me 2mh eire - rhl
which includes the Coulomb interaction term, by minimising the expression
s, = J dr, J drh'l/J (re, rh) H'l/J (re, rh)
with respect to the variational parameter As. Different particle masses inside and outside
the dot are also taken into account when choosing ¢e (re) and ¢h (rh). The first excited
state is calculated by similar minimisation of a more complex test function, with two
variational parameters, one of which is fixed by the requirement of orthogonality with
the ground-state wavefunction.
Matrix Diagonalisation Technique. On the contrary to variational calcula-
tions, where the choice of test functions is arbitrary, and there is no systematic way to
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check the accuracy of the result, the matrix diagonalisation technique allows one to im-
prove the accuracy by increasing the number of basis functions used for calculation.
The convergence of the result with the increase of the number of basis functions (the
dimension of function subspace) confirms the validity of the technique. The energy is
minimised on a linear subspace of a finite subspace of kinetic energy eigenfunctions,
which is equivalent to the diagonalisation of the finite Hamiltonian matrix taken on the
considered orthogonalised set of eigenfunctions. The Hamiltonian
includes not only electron-to-hole Coulomb interaction, but also surface polarisation
effects. This approach is demonstrated in [109], for example, where energies of the
lowest one-pair and two-pair states are reported for dot radii comparable to the exciton
Bohr radius ae (0.25 < RjaB < 5). A good agreement with perturbation theory results
is shown for R values in the region of validity of perturbation approach.
Lattice model. The effective mass approximation fails for dot sizes comparable
to the interatomic distance. Besides, the lowest allowed value of wavevector k may be
beyond the domain of E (k) parabolicity anyway. To overcome these problems a the-
ory was developed [110] for very small crystallites considered as huge molecules with
N ions placed on a perfect crystal lattice by connecting the successive shells of nearest
neighbours. Unfortunately, a theoretical Coulomb correction should be applied to the
results, as the approach is purely one-particle. Extra care is devoted to the surface (pas-
sivation, relaxation of dangling bonds, etc.). The results reported show narrower band
gaps than those predicted by the effective-mass approximation, whereas experimental
results are mostly reported in-between the values obtained using these two approaches.
2.6.2 Review of computational results for silicon nanoclusters
To describe the motion of a single particle in a potential well the Schrodinger
equation (2.28) is always used. By requiring that the wave function vanishes outside the
well, single particle states are quanti sed. Eigenenergies are then found from (2.32). To
make use of this result the question should be considered of what value for effective
mass m to use. As it is introduced in the physics of crystals (see derivation of (2.7»,
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the effective mass is the inverse of the band curvature:
= (_!_ d2 E)-1
m fi2 dk2
which depends both on the direction and the absolute value of the wave-vector k. The
theory was developed for plane waves, and the results are naturally applicable for bulk
crystals. However, for particles confined in small crystallites, the use of the effective
mass concept is not so well justified. When the size of a quantum dot is comparable
with the lattice constant of the material, which is where the main interest is for visible
light-emission from silicon nanoclusters, this approach becomes invalid.
The other problem is that whatever the value of effective mass m in the middle
of k-space, the E (k) dependence is not parabolic even for direct-gap semiconductors.
For small crystallites, even the first eigenvalue of k may be well beyond the domain of
parabolicity of E (k), making the Schrodinger equation invalid. Moreover, in silicon,
the conduction band minimum is situated near the X-point in k-space9, which corre-
sponds to a plane particle wave propagating in the (001) or similar crystallographic
direction. This case is not, obviously, realised in nano-crystallites.
Therefore, this thesis reports no personal numerical estimations of the band-gap
width or of the optical transition energies in porous silicon or in silicon nanocrystals
(for example, when discussing PL maximum position for photo-etched porous silicon
or a double-Gaussian shape of polarised PL from silicon nanowires in Chapter 3). Such
estimations are sensitive to the effective mass value used, and the conclusions would
hardly be authentic.
Besides providing information on the recognised published computational results,
the aim of the following review of selected theoretical papers is to demonstrate the ways
for overcoming the difficulty formulated above either by some qualitative arguments or
by modifying (if not avoiding) the effective mass approximation.
Porous silicon and quantum wires. Soon after the quantum confinement model
of visible luminescence from porous silicon was put forward [8], the results of first-
principles calculations for silicon nanowires were reported. In work [111] pseudopo-
tential calculations for wires of 4 x 5, 6 x 7 and 8 x 9 atoms cross-section are discussed.
9 The conduction band minima of bulk silicon are situated at ± (0,0,0.85) 211"[a and four
other symmetrical points in k-space, where a is the lattice constant.
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Due to the nature of the problem, sufficiently different from that for a bulk crystal,
several specific approximations are used to make the problem suitable for the pseu-
dopotential technique. 3D periodicity is artificially achieved by considering an array
of parallel equidistant wires. Surface bonds of silicon are assumed to be saturated by
bare H+ ions. A truncated set of plane waves is used with energies of up to 6Ry, which
does not allow an accurate description of states with large weight on H atoms. The
one-dimensional band structure of silicon wires was found to be direct, as expected due
to the confinement induced up-shift of all six conduction band minima. The calculated
value of the band gap upshift for 8 x 9 wires is in full agreement with the effective mass
predictions for the corresponding wire diameter, whereas values for thinner wires are
lower than those predicted. On the other hand the calculated positions of photolumi-
nescence maxima and radiative lifetimes are in good agreement with the experimental
values.
In their later work [112], the same authors present further study of the validity of
effective mass approximation for silicon nanowires. Their first principle calculations
show that in rectangular wires the states in the maximum of the valence band are com-
posed of p-orbitals: the pz-orbital pointing along the wire and Plcm.g and Pshart orbitals
pointing along the long and short sides of the rectangular cross section of the wire re-
spectively, with energy of P» state being situated between the other two states. On the
other hand, effective mass theory predicts the largest effective mass for pz states. As
in the previous work, the calculated confinement induced energy shifts are sufficiently
lower than those predicted by effective mass theory.
The electronic band structure for silicon wires oriented in other than (001) direc-
tions were calculated in [113] using LeAO. It was found that for nanowires oriented
along (110) and (Ill) directions, the one-dimensional band structure is essentially in-
direct. Another interesting remark in this work is that for (00l) wires the comer sil-
icon atoms accumulate a sufficient positive electric charge (0.21e), which makes the
structure unstable and causes lattice relaxation to form a rounded structure. Itwas also
found that the conduction band is formed mostly by the surface atoms, which differ suf-
ficiently from bulk silicon atoms in their electronic configuration. This means therefore
additional complications in the use of effective mass theory for such structures.
Another approach for the calculation of properties of silicon wires is demonstrated
in [114]. The densities of states are evaluated for 4 x 5 and 3 x 4 wires, and optical
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properties are computed by evaluating the imaginary part of the dielectric function. The
main conclusions are:
• quantum confinement is the origin of the opening of gap in the density of states,
• the opening is asymmetric: 2/3 of the opening is in the conduction band and 113
is in the valence band,
• the near band gap states originate from Si atoms located at the centre of the
wire!",
• the confinement is enhanced in the case of free (not passivated) surface,
• the imaginary part of the dielectric function is strongly anisotropic to the low
energy side, which could explain some polarisation effects of photoluminescence,
• the presence of dangling bonds destroys the luminescent properties.
Silicon quantum dots. One of the earliest works on 3D quantum confinement
effects in indirect-gap materials is [115]. A variational approach (2.35) was used with
the electron kinetic energy term of the Hamiltonian approximated using longitudinal
and transverse effective masses in the vicinity of ko = (0, 0,0.85) and five other sym-
metrical conduction band minima:
1i2 2 1i2 2tc,= -2 - (kll - ko) + -2 -kl.
mil ml.
(2.36)
The reported results for exciton energies are in good agreement with experimentally
measured positions of photoluminescence maxima for different quantum dot sizes, al-
though the validity of (2.36) is not discussed and the effective masses used are not
reported. A strong dot size dependence of the radiative lifetime of excitons is noted:
it varies from nanoseconds to milliseconds corresponding to dot diameters from 1 to 3
nm. This is due to the fact that in the calculation, the dipole matrix element of the tran-
sition is proportional to the Fourier component of the envelope functions at the k-value
corresponding to the conduction band minimum: smaller crystallites have broadened
W (k) envelopes.
Highly efficient luminescence due to structural disorder was also measured in
amorphous silicon [116]. An interesting question therefore arises of the compound ef-
10 This point is in contradiction to the results of the previous reviewed work [113].
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fects in confined structurally disordered systems. The electronic structure of amorphous
silicon nanoclusters was studied in [117]. The confinement-induced energy band shifts,
densities of states and recombination rates are calculated for amorphous Si and amor-
phous Si:H nanoclusters using the tight-binding method. Defect states are classified
into those which are strongly localised, and show no confinement induced blue shift,
and those delocalised or weakly localised, giving rise to the size-dependent properties
of nanoclusters. The characteristics are found to be similar to those of crystalline sil-
icon nanostructures, except for the recombination rates for crystallites larger than 2.2
nm, where the result is two orders of magnitude higher due to disorder induced ef-
fects. The last observation is, probably, related to the fact, that disordered silicon struc-
tures produce blue rather than red luminescence: only the fraction of nanocrystals with
smaller sizes contributes to luminescence. Nonradiative disorder effects on the other
hand prevail in larger crystallites. The subject is also interesting in the context of sili-
con nanoclusters produced by ion-implantation or by chemical vapor deposition, where
the amorphous fraction in silicon structures may be essential.
Extensive work on nanometer silicon quantum dots is reported in [118]. The au-
thors use the pseudopotential method to approximate the Hamiltonian and a plane wave
basis to expand the wavefunctions. The study includes: band gap versus sizes and
shape, analysis of band edge states in terms of bulk Bloch functions, total electronic
density of state and optical absorption spectra, lifetime versus luminescence peak en-
ergy. Agreement is found with tight-binding and other calculations, as well as with
experimental results.
Concluding speculations. The above list of computational works on silicon
nanostructures is far from complete, but it allows some generalising conclusions:
• In-spite of the number of specifically developed computational techniques for
calculation of electron states in semiconductor quantum dots (introduced above),
these are not popular with researchers working with silicon. This suggests that
the indirect band structure of the bulk silicon presents an essential difficulty for
analytical and computational physics.
• There is no consensus between the theoreticians on which computational
technique is better (or more correct) for silicon nanocrystals, which gives the
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suspicion that there was no satisfactory computational result produced so far.
Further experiments might help to decide on the better computational approach.
• Whereas all reported results "are in good agreement with experimental data", the
controversy as to the origin (or mechanisms) of luminescence from differently
produced nanocrystalline silicon still exists, showing the disappointing fact that
agreeable computational results do not bring us much closer to the answer.
• I have failed to find a theoretical paper on the subject of possibility of negative
absorption (positive optical gain) in silicon nanostructures, which is not an
encouraging observation concerning the future of nanocrystalline silicon as a
lasing material.
An interesting observation is that, in the widely used envelope function approx-
imation, the Bloch component of the wavefunction is taken as the bulk wave function
with k = 0. In this approach the indirect nature of the silicon band structure is lost,
which means that either the analytical results would be the same for quantum dots
formed from indirect gap semiconductors, or that the whole model is not suitable for
these dots. There is presently no consensus on this matter. Some papers state that porous
silicon is clearly an indirect gap material, but direct transitions are possible due to the
break-down of k-conservation rule. Others argue that due to the quantum confinement,
the conduction band minima at (0, 0, 0.85) and other symmetrical points are up-shifted
and folded on-to the centre of the k-space, thus making the effective energy gap di-
rect. Some say that conduction band minimum wave functions have sufficient Fourier
components in k = 0 or that confined Bloch waves centered at k = 0 have sufficient
components at (0, 0, 0.85) minima, when explaining the possibility of no-phonon tran-
sitions within an indirect gap scheme. The references are not quoted here to emphasise
that this is not a contradiction between the individual researchers, but the consequence
of the physical question still being open. So far we do not have the answer whether it
is possible to make direct transitions dominant in silicon nanocrystals. Therefore, it is
still possible that nanosilicon could play the major role in optoelectronics of the future,
and even the possibility of nanosilicon laser can not be ruled out based on the present
knowledge. More focused experimental, analytic and computational research is needed
before the final answer is found.
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Chapter 3
Personal research results
I would rather be a good experimentalist
than a bad theoretician. ..
In this chapter:
• Review of characterisation techniques used (pp. 79 - 83)
• Mechanism of porous silicon formation (pp. 84 - 87)
• Practical experiments (pp. 88 - 120)
• Computer modeling experiments (pp. 121 - 136)
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Here a short introduction is given to experimental techniques which are referred to
in this chapter. These include spectroscopy (photoluminescence and Raman scattering
studies) and microscopy (morphology studies).
3.1.1 Spectroscopy
Photoluminescence Spectroscopy. This technique looks at the relaxation opti-
cal transitions between electron states. Contrary to electro luminescence studies, where
radiatively recombining carriers are supplied by electric current, photoluminescence
presents a more flexible approach, as there is no need to think about electrically con-
tacting the material or about its conductivity. A typical set-up for photoluminescence
measurement is shown in Figure 35.
A Kimmon IK series helium-cadmium laser was used for both UV (325nm, 20mW)
and visible (442nm, 80mW) excitations. The re-emitted light from the sample was fo-
cussed onto a 100j.Lm entry slit of a single-grating ISA SPEX 270M spectrograph with
both computer-controlled grating and slits. For detection, a Hamamatsu R2949 photo-
multiplier tube was used with 68mNW (at maximum) cathode sensitivity, air-cooled
down to -30DC with an Edinburgh Instruments cooler controller. 300-500V anode to
cathode voltage was used. 1200 grooves/mm grating provides 1nm resolution, which
was good enough for the photoluminescence measurement purposes. The wavelength
range was limited by the response of the photomultiplier tube to 200-850nm. The short-
wavelength end of the range was somewhat damped due to the absorption of UV light
by the focussing lens. Motor controls and data recording were performed via Autoscan
software. The data was output in ASCI format for further processing.
Raman Spectroscopy. The technique allows a study of the vibrational spec-
trum of the sample. Besides, and contrary to Infrared Spectroscopy (measuring the
absorption of infrared radiation due to the vibrational resonances of molecular and lat-
tice structures), Raman spectroscopy has the capability to detect vibrations with zero
dipole momentum. When visible light is scattered from a solid sample at some non-
zero angle, a phonon is produced or absorbed in a crystal to compensate for a change
in photon momentum. When an acoustic phonon is participating in the scattering, the
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Figure 35. A set-up scheme for measurements of photoluminescence. The sample is optically
excited with a cw-laser, re-emitted radiation is analysed by a computer controlled spectrograph.
Computer
Figure 36. The scheme of the Raman set-up with back-scattering geometry, used in the
current study.
process is called Brillouin scattering. Processes involving optical phonons [107], are
referred to as Raman scattering. Along with momentum, phonons also carry some por-
tion of energy away, or add some energy to the photon. When a laser source is used for
illumination of the sample with a precisely known wavelength, it is possible to detect
the change of the photon energy by means of spectroscopy. Thus, the information on
the energy spectrum of phonons in the sample is provided.
In the Raman experiments reported below, an Innova 90 argon-ion laser was used,
tuned to the 514 run line. The beam was focussed on the sample, the beam spot being
about 200/1,ffiin size. The scattered radiation was collected and focussed onto the entry
slit of Jobin Yvon HR460 single grating spectrograph by means of a spherical mirror
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(400mm radius of curvature). In our case it was important that the incident beam was
not parallel to the optical axis of the focussing system as shown in Figure 36 so that
the pump beam does not hit the entry slit: this reduces noise light near the entrance of
the spectrograph. An interference notch-filter was placed immediately in-front of the
entrance slit (not shown in the scheme) for cutting out the laser line. A spectraview 2D
500X320 pixels Spectrum-One™ CCD unit, cooled down to 140K by liquid nitrogen,
was used for the detection of the spectroscopic signal. The system is specially designed
for Raman applications: it is not suitable for wide-range spectrum acquisitions (the
grating has to be moved a lot of times to cover the whole range, with the final spectrum
being "glued" from short 44nm intervals corresponding to the 25mm width of the CCD
detector), but 1200 grooves/mm grating allows the resolution of 1.5 cm ".
3.1.2 Microscopy
Atomic Force Microscopy. The atomic force microscope (AFM) is a relatively
new tool for nano-scale imaging of surfaces. The mechanics and the set-up of the image
taking process is very similar to that of a scanning tunnelling microscope (STM). How-
ever, on the contrary to STM, the AFM is capable of measurements on non-conductive
surfaces, which widens the range of applications and facilitates the use of the device. A
schematic diagram of the microscope is shown in Figure 37.
The sample is placed on a stage, which moves in both horizontal directions al-
lowing a scan over a square area. A very thin golden tip with a tungsten needle at its
end is brought into contact with the surface of the sample (see the right insert in Figure
37). The force on the tip can be as small as 10-9 Newtons, when the repulsive mechan-
ical force balances the attractive Van der Waals forces. The tip is scanned across the
surface in a raster pattern. The deflection of the tip is monitored as the tip is scanned.
In the device used in the current work the tip is stationary in its horizontal position,
but deflects vertically following the roughness of the sample surface, when the piezo-
mount is scanned. To monitor the deflection of the tip, a laser beam is used, which hits
the top face of the tip and reflects onto the detector. For the detector to be specifically
sensitive to the deflection of the beam, it is divided into two separate parts, one above
the other (see the left insert in Figure 37). The electronics of the device measures the
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Housing of piezomount
Photo voltage indicator
Voltage regime switch
Figure 37. A schematic diagram of the atomic force microscope operation. The sample is
scanned horisontally by the high-frequency voltage applied to the piezo-mount. The tip bends
vertically following the roughness of the sample surface. The bending of the tip is detected via
the deflection of the laser beam reflected from the top face of the tip.
difference in photo currents in both parts of the detector, so that a zero reading of this
difference corresponds to the exact positioning of the beam with equal intensities on
both detectors. The deflection of the beam corresponding to each of the 400x400 hori-
zontal scanning pixels is recorded by the software, and the surface of the scanned area
is recreated on the screen of the computer. There are different sizes of piezo-mounts
(called Heads), for different scan sizes and resolution requirements. The largest possi-
ble scan size available in our system was 150pm, while for atomic resolution imaging
the smallest head was used, but the scan size is limited to 600nm in this case. The
microscope is mounted on a vibration isolation support (not shown in the figure).
The end of the tip (the tungsten needle) has a shape of a pyramid with 900 angle.
This makes it impossible to view the deep structures: all the vertical walls are shown
with a 450 slope. Additionally, the very tip of the needle is never atomically sharp. The
average radius of curvature is 5nm (unless a very good tip is in hand and special care
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is taken to adjust the force so that the end of the tip is not damaged during the scan).
This prevents the measured surface from showing smaller structures. However, there
exist software packages to deconvolve the real surface from the measured result, so that
structures finer than the tip curvature radius can finally be obtained on the image.
Scanning Electron Microscopy. In this type of microscope, a high voltage ac-
celerates electrons (up to energies around 30KeV) toward the sample in vacuum. Inci-
dent electrons may knock loosely bound conduction electrons out of the sample. These
are called secondary emission electrons. The secondary electrons are the electrons most
commonly used in the formation of an image on the scanning electron microscope.
These electrons have a relatively low energy of up to around 50 eV and originate from
the first 10 nm of the sample. Backscattered electrons (those scattered by the nuclei of
the sample material) and cathodoluminescence (UV or visible photons) are also present
and can be used for other modes of imaging. The intensity of the secondary emis-
sion electrons is dependent upon the angle between the incident beam and the specimen
yielding topographical data about the surface. Sample should have a good conductivity
to drain the electric charge from the surface. Samples with no natural conductivity are
usually covered with a thin (about 10nm) layer of gold, and the surface of the sample is
contacted to the metal stage with a special conductive glue.
The detector fitted to the instrument is a phosphor screen coupled via a light
guide to a photomultiplier tube. Electrons emerging from the surface of the sample
are accelerated by an applied bias of up to 400 Volts towards the detector. As the
accelerated electrons hit the phosphor screen, photons are emitted which subsequently
undergo amplification by the photomultiplier. These photons are then mapped to the
location of the electron beam as it is scanned by the software.
The scanning procedure and all the parameters are fully computer controlled. By
relating the photocurrent to the instant position of the focus of the incident electron
beam, the image of the scanned surface is reconstructed. A resolution of about 5-10 nm
is achievable for good samples (those with sufficient conductivity and sharp features).
This limit is imposed by the finite depth from which the backscattered secondary elec-
trons originate, the depth uncertainty leading to the lateral smearing of the image.
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3.2.1 Anodisation mechanism
To give an idea of the complexity of the problem raised by porous silicon forma-
tion, Table 4 (page 86) summarises the major proposed models for both pore initiation
and propagation mechanisms. None of the listed factors can account for all observa-
tions. This confirms that a combination of several effects such as the electrochemical
mechanism (chemistry, kinetics, front instability, hole transport, potential distribution)
as well as mechanical effects, are at the roots of porous silicon formation.
For the following discussion of electro less (chemical) etching of silicon the ideas
of hole diffusion [119] and quantum confinement [120] are important. Initially, and
during the reaction, the silicon surface is passivated by hydrogen. For our purposes,
the process of detachment of one Si atom can be expressed by the following simplified
equation:
Sin H2 + 4F- + 2H+ + 2 (hole)+ ~
~ Sin-1 +SiF4 + H2 T
(3.37)
Only those surface hydrogen atoms participating in the reaction are shown. De-
tachment of a Si atom becomes possible after the passivating hydrogen ions on silicon
surface are substituted with fluoride ions, as shown in Figure 38. After such a sub-
stitution the electron density around the attacked Si atom is shifted toward the solu-
tion, which makes a complete detachment possible. Free dangling silicon bonds on the
fresh surface are readily caught by protons taken from the solution, and the surface is
hydrogen-passivated again.
The first stage of the reaction, which is the substitution of fluoride ions for pro-
tons, requires two holes supplied to the surface for each silicon atom detached. In the
anodisation process, holes are supplied by the electric current through the wafer. That is
why only one side of the wafer is etched, depending on the direction of electric current
(Figure 38, top). Thus, supply of holes from the bulk of the crystal to the interface with
the solution plays a crucial role in the etching process. Furthermore, it was noted, that
a porous structure only forms for anodisation currents below a certain value, while for
higher currents electropolishing takes place [121]. This observation is consistent with
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Figure 38. Porous silicon preparation by anodisation: process technique and the mechanism
of pore formation. See text for details.
the proposed explanation, that for low current, the reaction rate is limited by hole sup-
ply from the bulk, rather than by fluoride ion (F-) supply from the solution. The top
layer of silicon near the interface with the solution is depleted of majority carriers, that
is why the layer may be considered as a dielectric, while the solution is conductive. The
equipotentials follow the roughness of the surface and the electric field is focused to-
ward the convex areas of the solution volume. The holes are supplied more effectively
to the pits on the interface due to the focusing of electric field inside the depletion re-
gion (Figure 38, bottom-left). This increases the rate of etching near pits and decreases
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Dopant induced dissolution
Interface instability [125], [126]
Hydrogen induced deffects [128]
Vacancy supersaturation [129]
Hole diffusion ,
Image force effects [127]
Quantum confinement [120], [8]
Surface tention [130]
Pore initiation Pore propagation
Table 4. Proposed mechanisms of porous silicon formation
it in all other areas, leading to the formation of pores. In case of n-type silicon, as pores
grow, the crystalline skeleton of the remaining structure is depleted of holes and is no
longer etched. Thus, a microstructure of the porous layer is created, with wall thickness
twice the thickness of the depletion layer for a particular doping of the wafer. For p-type
silicon, a nanoscale porous structure is usually reported. The mechanism of etch-stop
effect is different here: holes, which are the majority carriers, are only stopped from act-
ing in the reaction when the quantum confinement effect of bandgap widening reduces
hole concentration.
3.2.2 Light-assisted etching. Lateral structuring of porous silicon
surfaces
If optical properties of porous silicon are ever to be used in optoelectronics, a tech-
nique of one-step preparation of laterally structured porous silicon layers would be of
great use. A conventional technology for lateral structuring of surfaces and thin layers
is mask lithography. The process involves several stages: depositing masking material,
depositing photoresist, UV exposure through the optical mask, developing photoresist
(removing exposed areas), structuring the masking material, and finally, structuring of
the layer itself through the prepared mask. In the anodisation process, however, it is
very difficult to define areas of preferential etching by masking, as there is no masking
material available which is well resistant to HF. Experiments with anodisation through
masks have been reported in [131], where submicron resolution has been demonstrated.
The mask's life-time, however, was shown to be just seconds for the silicon oxide mask
and minutes for silicon nitride. Undercutting effect presents another difficulty, limit-
ing further the possible achievable depth of the porous islands. Besides, anodisation
itself is a process difficult to incorporate into conventional CMOS technology. Because
etching only occurs when holes are supplied to the silicon-to-solution interface, some
way to supply holes other than by electric current should be used for electroless etch-
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structured porous silicon layers
3.3.1 Physics of the process
Considering the electolyte as a perfect conductor, the interface of the wafer may
be treated as a contact of metal with semiconductor. The corresponding bending of the
energy bands in semiconductor near the interface, known as Schottky barrier [21], is
shown in Figure 39.
p-type n-type
Figure 39. Schottky barriers at the interface between a semiconductor and Hydrofluoric acid
solution for different types of doping. Schematic energy bands in real space are shown.
In the case of p-type silicon, there are plenty of holes available, but the of the
interface creates a hole-depleted region on the surface (see Figure 39, left), so that the
only mechanism of hole supply to the interface is tunnelling through the barrier. That
is why p-type silicon is not normally etched in a HF:water solution without electric
current even under illumination. With n-type silicon, on the contrary (Figure 39, right),
the Schottky barrier arising at the interface has a slope making it preferable for holes
to diffuse to the surface, while there are not a lot of holes (minority carriers) available
in the bulk. This makes the presence of illumination very effective in stimulating the
etching process. An attempt is reported here of the use of this property ofn-type silicon
etching for developing a technique of one-step preparation of 2D laterally structured
porous layers on silicon.
The effect of illumination on the process of stain etching was originally discussed
in [133], where 633nm laser light was focused to submillimeter area on the surface of
the wafer in the HF-based etching solution to produce porous regions exactly where
illumination was present. Besides, it was noticed, that only red light (633nm light from
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He-Ne laser was used) stimulated the growth of the porous layer. When green or blue
light was used for illumination, no porous layer was formed. The authors found the
results to be in agreement with quantum confinement, based on the following argument.
Considering the blue shift of the absorption edge in the porous layer, its energy gap will
be larger than that of the single-crystalline silicon as schematically shown in Figure
40. When the photon energy of the incident light is smaller than the energy gap of the
porous layer, the porous layer is transparent and the electron-hole pairs are generated
in the single-crystalline silicon near the interface of the porous layer. This will give the
efficient transfer of the generated holes to the interface for the pore formation. When
the photon energy of the incident light is larger than the energy gap of the porous layer,
on the other hand, the electron-hole pairs are generated in the porous layer. This will
result in the dissolution of the porous layer.
Interface·,·--...----:
Porous
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Eg(bulk)
--':""'_--VB
·~ ~CB
_----VB
depth----------------------~
Figure 40. Schematic quantum confinement model of red-light-assisted porous Si layer for-
mation (top) and of porous layer dissolution with green light (bottom), taken from the original
work (reference in text).
Although correct, this explanation misses out an important point. According
to this model, based solely on the quantum-confinement-induced broadening of the
bandgap Eb (bulk) --+ Eb (por) as shown in Figure 40, the full dissolution of the porous
layer would not happen when higher energy light quanta are used to generate the re-
quired carriers (holes). If green light is used, the etching of nanostructures would go
further to produce smaller structures. Then, the bandgap Eb (pOT) would become even
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wider, and the formed porous layer would become transparent for green light as well,
which would stop further dissolution. We would, thus, end up with a layer of finer
nanostructures (with, probably, further blue-shifted photoluminescencel). The experi-
mental result is that this does not happen. It can, therefore, be concluded that another
etch-stop mechanism is involved, which works for the red light, but fails for more en-
ergetic light quanta. One of the possibilities is that when the structure gets sufficiently
thin, the electrons (the "leftovers" of the photogenerated pairs after the holes were used
in the etching process) are trapped inside nanostructures charging the top layer nega-
tively, and this can prevent further dissolution. The effect could be due to the repulsive
force on the negative fluoride ions, or due to the fast Auger recombination of new pho-
togenerated pairs (when the energy is consumed by the electron escaping the nanoclus-
ter). The green (or blue) light, when used for photogeneration of new electron-hole
pairs, could possibly provide the extra energy for the "old" electrons to escape from
the nanoparticle, thus unblocking the nanoparticle. The final answer to this question re-
quires further studies of the mechanisms of stain (chemical or electro less ) preparation
of porous silicon.
~ __ --Mirror, p-Si
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Figure 41. Set-up scheme of preparation of structured porous silicon layers.
The scheme of the experiment set-up is shown in Figure 41. An image of the cop-
per mask with the desired structure is focused onto the silicon wafer in HF solution. The
light enters the solution through the open liquid-to-air interface. Only the illuminated
areas are etched to produce a porous structure corresponding to the image projected.
10 ncm n-type Si(lll) wafers were used in our work. Experiments with (100) wafers
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showed no difference from the (111) wafers in the morphology of the mesoporous struc-
ture.
3.3.2 Properties of light assisted HF etching of silicon
A typical AFM (atomic force microscope) image of the porous surface produced
with red light assisted etching is shown in Figure 42. The resulting porous layer is
mesoporous, with fine structure «50nm) superimposed on the submicron roughness
of the surface. The AFM tip has a blunt angle shape, which is why the image does
not show the depth of the pores or any smaller structures inside. The smallest features
on the image appear to be about 50nm in size, which could correspond to features less
then 10nm, ifone takes into consideration the shape of the end of the AFM tungsten tip
(The deconvolution software referred to in the end of AFM operation description was
not used in our version of a microscope). To explain the visible luminescence of porous
silicon, quantum confinement models require a feature size on a scale of less then 10nm
(usually 2-3 nm sizes are quoted, see the sections 2.2 and 2.6.1), which can not be seen
on the presented image.
10XI
Figure 42. AFM image of the surface of porous silicon, prepared by light-assisted (633nm
laser wavelength) chemical etching.
To give a better idea of the large-scale roughness of the porous layers prepared
by this technique, an SEM (scanning electron microscope) image is shown in Figure
43. The top and edge views of the same sample are presented. Contrary to the AFM
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Figure 43. SEM images of porous silicon prepared by (red)light-assisted etching. Lower
picture shows an edge view of the same sample, the brittle porous layer is seen detached from
the bulk substrate (top-left area).
images, a sponge-like morphology of the porous layer is seen, with the pore diameter of
about Ij.lm, and the wall thickness below lOO-200nm. On the other hand, the resolution
(magnification) of SEM image is not sufficient to show the fine nano-scale structure of
the porous layer, seen in Fig. 42. The porous layer is clearly defined from the bulk
substrate and its thickness is comparable to the photon absorption length (3-5j.lm for
the He-Ne laser light). It is worth noting that there is no variation of the morphology
with depth, usual for anodised n-type samples, when a thin nanoporous top layer covers
a thicker macroporous structure!' .
To estimate the thickness of the barrier at the interface of n-type silicon and the
electrolyte, consider the contact between the wafer and the solution as a Schottky barrier
11 Example of such a structure is shown later in Figure 61 in the the section 3.4.
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in a simple depletion approximation (see Figure 14, page 33), when a layer of thickness
Xo fully depleted of majority carriers provides the potential barrier U«. Using the equa-
tion (2.15) developed earlier, the thickness of the depleted region can be estimated'".
For our samples with Uo-O.SeV and ND-5*102o m-3, this gives a barrier thickness
around 1J-Lm. Consequently, the holes are less likely to enter the wall between pores
when its thickness becomes less then 1J-Lm and this decreases the etching of thin walls.
This argument is always used to explain the macroporous structure of anodised n-type
silicon, see for example [123] or [136]. The sponge-like microstructure seen in Figure
43 is, probably, explained by this hole-depletion effect in the walls of the structure. On
the other hand, in our samples, the walls are porous with a fine sub-structure. It can
be supposed, therefore, that another mechanism, related to the quantum confinement of
carriers [120], is also involved.
The first stage of this research was to study the properties of light assisted HF
etching of silicon. The dependence of photoluminescence, the morphological structure
and the rate of etching on parameters such as HF concentration, intensity and wave-
length of the illumination and the doping level of the silicon wafer have been studied.
The results are summarised below.
Illumination wavelength. In the experiments reported here, 1mW Helium-Neon
laser (633nrn) was used for red illumination, whereas more intense (5-20mW) Ar-ion
laser was used for green (514nrn) and blue (488nrn) illumination.
In accordance with the original work [133] only illumination with red light during
etching of n-type silicon produced a porous structure, whereas blue and green light
causes the porous structure to dissolve. It is demonstrated by Figure 44, showing the
AFM image of a HF treated wafer, when green light from an Ar-ion laser was used for
illumination. The absence of the porous phase is clearly seen, the wafer being flat with
only pits etched out where the illumination was present (dark areas). The effect is not
completely understood. More research is required to explain the physical nature of the
different etching regimes for different wavelengths. Some speculations were offered in
the beginning of this section (p.89).
12 In reference [135] this formula is expressed for Gauss system of units: 271"in denominator
there corresponds to 2eo in the nominator of (2.15). Additionally the dielectric constant e
of silicon was not accounted for, which was author's mistake. Consequently, the following
speculations in [135] are not quite correct.
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Figure 44. AFM image of the surface of silicon, processed in HF with structured green
(S14nm) illumination. Empty pits rather than porous structures were formed. (Thin horizontal
lines on the image are noise rather than surface roughness.)
Figure 45. Surface roughness for monotonically increased illumination densities from 0.1
mW/mm2 (top left) to 10 mW/mm2 (bottom middle).
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Illumination power effects. The illumination power seems to be of crucial im-
portance. The surface roughness for five monotonically increased illumination densi-
ties are shown in Figure 45. The depth of the structure increases with the power density
(controlled by beam focusing), whereas the typical size of visible features is similar.
With less then 0.1 mW*mm-2 (first image) there is no etching at all. For more then
lOmW*mm-2 intensity, the resulting image saturates, and no further reduction offea-
ture size is detected. When etched samples are left in solution without light, the porous
layer dissolves slowly, over a period of 10-20 minutes. The surface remains micro-
rough, but luminescence is no longer present. This means either that there are enough
carriers in porous skeleton to destroy the nanostructure, or that holes are not needed to
slowly etch the layer. On the other hand, when illumination is present the light pen-
etrates through the porous layer and is absorbed in the bulk, holes are supplied to the
pore tips, stimulating pore growth. For this process to compete successfully with the
dissolution of the porous layer, the power density has to exceed a certain limit, in good
agreement with the above result.
Ethanol content and wafer resistivity. Samples with less resistivity (more
doping) give just a rough surface rather than nanoporous layer. Excessive concentration
of free electrons (majority carriers) makes it difficult for the holes to play their assumed
role in the etching mechanism. Besides, with a thinner Schottky barrier, holes are driven
to the surface less efficiently.
Ethanol content does not seem to have much influence on the process. In contrast
to anodisation, where the presence of 50% ethanol is essential to reduce surface tension
and let the etchant into deep pores, in our experiment it only slows down the process
because of the decrease in HF concentration. This suggests that deep thin pores are
not formed. A small fraction of ethanol (10-25%), however, was noted to improve the
reproducibility of the results, probably due to the improved wetting of the wafer when
put into the etching solution.
Photoluminescent properties of the produced layers. Porous silicon layers
prepared by red-light-assisted chemical (electoless) etching have visible orange photo-
luminescence. Results of measurements with UV (32Snm) and blue (442nm) excitation
wavelengths are shown in Figure 46. The PL has a wide Gaussian shape which is con-
ventionally explained by the size-distribution of quantum-size features. The curves ob-
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Figure 46. Photoluminescence of porous silicon prepared by red-laser-assisted chemical etch-
ing. Results are shown for two different excitation wavelengths.
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Figure 47. AFM image of a 2D structured porous silicon layer. Dark areas correspond to
deeper porous regions. The insert shows the underlying bulk silcon surface, revealed after the
porous layer was removed by KOH solution.
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ing to be possible. This may be achieved either chemically, by introducing other strong
oxidants in-to the HF:water solution [132], or by means of photogeneration of electron-
hole pairs [133]. The idea of the experiment described below was to use a structured
illumination to specifically produce porous areas only in regions illuminated during the
etching in HF. The results presented in the next section have been published in [134]
and [135].
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tained for these two excitation wavelengths are 30-40 nm shifted from each other. The
explanation of this difference in the central wavelengths of the PL curves is probably
that the more energetic UV quanta are able to selectively excite smaller nanocrystallites
from the wide size distribution present in the structure. These smaller nanocrystallites
are more likely to emit light with higher energy, whereas only larger nanocrystallites
are involved when blue light is used for excitation.
Although both curves are centered in the red region of the spectrum, the visible
light seems to be orange, possibly because of the increased sensitivity of human eyes
to the green fraction of the wide-range emission. Another reason is that there is a blue
component on the photoluminescence spectrum attributed to the silicon-oxide layer on
the surface (not shown in the figure, because a filter was used to cut off the excitation
light).
The graphs in Figure 46 are not normalised, the laser power was five times higher
for blue (442nm) than for UV (325nm) excitation. That is why the right-hand wing
of the graph corresponding to blue excitation is not within the envelope of the UV
excitation graph. All other conditions (filters, slit widths, pixel integration times) were
the same in both cases.
3.3.3 First experiment with 2D structured illumination
For the first attempt at defining the lateral structure of the porous layer an image of
a 20 copper grid (the sort used in transmission electron microscopy) was projected on
the wafer during etching, as shown in Figure 41. A 20j.£m spaced array of porous regions
was produced. Fig. 47 shows a typical atomic force microscope image of the sample. 50
wt% HF solution, with a small amount of added ethanol, and low power 633nm laser
light were used. The estimated power density on the sample was around 5mW/mm''
taking into account focusing geometry and interfacial reflections. The pattern appears
in 2-5 min and the thickness of the porous layer saturates in 10-15 min. Dark porous
regions (Fig. 47, main field) correspond to areas illuminated during the etching. Large
scale cracks could be avoided by using a proper drying technique ([ 137], [138], [139]).
The cracks do not appear with shorter etching time but the thickness of the porous layer
decreases. To study the interface profile between porous and bulk phases the porous
layer was removed with weak KOH solution. This revealed the underlying surface of
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Figure 48. SEM image of the 2D rectangular array of porous areas on silicon, produced by
structured-light-assisted etching.
Samoles
Figure 49. Image of IOOj.Lmcopper grid, recorded in negative photoresist with 20-times
reduction in sized (viewed with AFM).
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bulk silicon with the same 2D periodicity and sinusoidal depth profile (Fig. 47, insert).
For comparison, the SEM image of a similar sample is shown in Figure 48. The quality
of image is low due to the low conductivity of the porous layer.
The quality of the pattern produced is close to the best possible for the present
set-up (see Figure 41) if one considers the spherical aberration of the lens used. The
longitudinal misfocus fj.l of the light entering a plano-convex lens at a distance h from
the axis can be expressed as:
fj.l = _ (n - 1) h2
2R
where R is the radius of curvature and n is the refractive index of the lens. To get a
rectangular rather then sinusoidal pattern, higher order spatial Fourier harmonics are
required to act in image formation. For the lens used, a 5mm aperture h was needed to
use one central and four side components of the Fourier grating image, which gave 5J.Lm
aberrational feature broadening on the image. Calcium fluoride (CaF2) components
introduced into optical scheme would allow a short-focus objective to be positioned
close to the wafer, which would improve the quality of the image.
The experiment with CaF2 side window has actually been tried as the next stage
of this research, with illumination entering the etching cell horizontally and the wafer
positioned vertically. CaF 2 has proven to be a suitable material for optical elements in an
HF environment. Itwas possible to place an objective lens from the optical microscope
immediately near the CaP 2 window for the image projection. Unfortunately, the process
of focus adjustment was much more complicated in this geometry, and the duration of
the alignment procedure was increased, so that other optical elements were affected
with HF vapor. No better results have been produced than those shown in Figures 47
and 48. A short-focus optical objective lens made from CaF2 , or precise mechanics
for the exact positioning of the sample in the focus plane of the lens, would solve this
problem.
The quality of the etched profile could also be affected by acoustic vibrations of
the solution-to-air interface. The deviation of the beam from its equilibrium position,
due to an angular perturbation of the surface a is:
n-l
"I=a--
n
where n is the refractivity of the solution. For the 5mm distance to the sample in the
solution, this gives 5J.Lm loss in the accuracy of the image for 3*10-3 radian angular am-
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plitude of surface perturbation. This is easily avoided if a CaF 2 side window discussed
above, rather than the air-to-liquid interface, is used for beam entry.
The distortion of the image projected to the bulk silicon caused by the light scat-
tering in the porous layer is unlikely to be comparable with the other effects mentioned.
For a rough estimation we can refer to the Mie formulae [140]. With a typical wall
thickness 100nm used for calculation of the size parameter, more than a half of all light
is scattered for angles less than 20 degrees. Although our structure can hardly be con-
sidered as round spheres, this suggests a negligible distortion of the image when the
depth of the porous layer is less than the lateral feature size.
To demonstrate that optical limitations of the technique allow further reduction of
sizes, the image of the same grid with four times smaller features recorded in negative
photoresist is shown in Figure 49. The period of the image is around 4-5 tun, and the
thickness of the walls is just Iuss: The empty square areas of this structure are those
where illumination was present.
3.3.4 Interference techniques for structured illumination patterns
with submicron resolution
An alternative way of providing 2D structured illumination for preparation of lat-
erally structured porous silicon is possible with the use of interference. This approach
was successfully demonstrated in [141], where an optical interference pattern was used
to selectively dissolve parallel lined areas on the previously prepared porous silicon
layer. Diffraction gratings on silicon have been made by this technique. 2D arrays
have also been demonstrated, when the process of photo-dissolution was interrupted
half-way through, and the sample was rotated 90 degrees. The same technique of il-
lumination with an interference pattern can be used for light-assisted etching of bulk
n-type silicon, with the difference that, for a 2D array to be produced, the whole struc-
tured illumination pattern should be present simultaneously. This is because of the
competition of porous layer growth in illuminated areas with its dissolution in dark ar-
eas, as discussed above. A 2D interference pattern can be created either by using two
independent pairs of interfering beams, or by using multiple reflections of parts of the
same beam. The schemes of both geometries are discussed below. To study the opti-
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cal limitations of the interferential approach for one-step 2D-structured porous silicon
preparation, photoreccording in negative photoresists was used.
To compare the results obtained with theoretical expectations, and to model the
optical field in more complex cases (which are difficult to realise experimentally), a
computer simulation program was created. Given all the wavevectors and polarisations
of incoming beams, the electric field amplitudes are calculated in every point of the
image plane of a given size as a vector sum of all the component fields. A 3D graph of
the intensity distribution is then plotted as an output. Formulas and the algorithm used
in the program are outlined in Appendix B.
Interference pattern of two perpendicular pairs of beams. To produce a 2D
rectangular array of illuminated areas with submicron resolution, the pattern created
by two perpendicular standing laser waves can be used. The optical scheme used for
this purpose is shown in Figure 50. The laser beam is spatially filtered on a pinhole
to a Gaussian single mode and expanded to 1cm diameter (the corresponding optical
elements are not shown). Perpendicular beams were produced with a prism beam split-
ter, with 60:40 intensity ratio. The beams are then directed into a mirror cube, where
each beam is sent back to create the interfering counter-waves. Each beam is polarised
horizontally, so that the polarisations of pairs are perpendicular to each-other, which
allows both 1D interference patterns to form independently, the total intensity being
recorded. After passing through polarisers, the relative intensities of the beams could
be equalised by means of neutral density filters. The sample (a glass plate with a layer
of high resolution photoresist) is placed immediately near the mirrors of the cube. Us-
ing 442nm wavelength laser light used, the distance between the intensity maxima of
a standing wave formed by counter-propagating beams would be exactly 221nrn. The
calculated distribution of intensity in the plane of beams is shown in Figure 51. The
cube is slightly tilted (for about 25 degrees) so that the counter-beams are not strictly
opposite to the incoming beams, which creates a wavevector component perpendicular
to the photographic film as it is necessary for photoreccording, see Figure 52.
An AFM image of the actually recorded 2D interference pattern with the set-up
discussed is shown in Figure 53. The structure has approximately 250nm feature-size,
which is slightly larger than a half-wavelength size due to the tilt of the mirror cube
required for a sufficient normal component of the light propagation vector.
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Mirror cube
Figure 50. Schematic set-up for photorecording of the 2D optical interference pattern.
Figure 51. Intensity pattern expected from interference of two perpendicular pairs of coun-
terpropagating coherent beams. Directions of light beams are shown in the top-left corner. Po-
larisations of both pairs are horizontal and perpendicular to each-other. Distance D corresponds
to two wavelengths.
Laser beam
~ ------------------------------~;..-;
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Mirror
Figure 52. Sample and mirror-cube tilt used in the experiment with photorecording of inter-
ference pattern.
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Figure 53. AFM top and surface images of 2D interference pattern recorded in negative
photoresist.
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Figure 54. Creation of 2D interference pattern with multiple reflections of a single incom-
ing beam 1. The first reflection produces mutually counterpropagating components 2, and the
second reflection produces components 4, counterpropagating to the incoming wave 1.
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Figure 55.20 interference pattern produced by multiple reflection ofa single beam, recorded
in negative photoresist (AFM image).
Single-beam geometry for 2D interference. An alternative set-up is possible
for creating 2D rectangular interference patterns with only one beam. The geometry
is shown in Figure 54. Two pairs of counter-propagating beams are created via multi-
ple reflections of a single incoming beam. The groups of beams marked "2" (and not
marked group "3" counter-propagating to "2") is produced after the first reflection, and
the group "4", counter-propagating to the initial beam "1" is produced after the second
reflection. An example of an interference pattern created by this technique and recorded
in photoresist is shown inFigure 55. The optical scheme and the alignment procedure is
easier in this case than with two perpendicular beams (scheme in Figure 50 and image
in Figure 53), but the quality of the recorded image is much worse, due to the partial
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Figure 56. Calculated interference pattern produced bu multiple reflections of vertically po-
larised beam. Distance D corresponds to three wavelengths. Direction ofthe incoming beam is
shown.
Figure 57. Calculated interference pattern produced bu multiple reflections of horizontally
polarised beam. Distance D corresponds to three wavelengths.
loss of plane polarisation of the field components after the reflections (The polarisations
would remain plane if the mirror cube was not tilted).
The created patterns are different for vertical and horizontal polarizations of the
incoming beam. Disregarding the effect of mirror tilt (the polarisation actually changes
to elliptical after the reflection), for a beam polarised vertically (perpendicularly to the
plane of Figure 54), all the reflections have the same polarisation: the field amplitudes
of all the reflections rather than intensities are added. The calculated pattern is shown in
105
3.3 Structured illumination for preparation of laterally structured porous silicon layers
Figure 56. In the case of a beam polarised horizontally (in the plane of the figure), the
polarisation of reflected beams "2" stays approximately horizontal and perpendicular to
the polarisaton of the initial beam "1", so that two independent 1D interference patterns
are formed, the recorded intensity being the sum of two perpendicular ID gratings. This
allows a smaller period of the structure, shown in Figure 57, compared to the case of
vertical polarisation.
Multibeam interference. 2D patterns with sharper than sinusoidal features and
with nearly plain rectangular areas are possible if more then four interfering beams
are used. The created computer program allows modelling of the intensity distribution
for higher number of beams with arbitrary chosen wavevectors and polarisations and
with equal or different intensities and wavelengths. Some examples of such modeling
are presented in Figures 58 and 59. There was no experiment set up for such a large
number of beams only because of the technical difficulties. It is worth noting that the
size of the possible features is well below the wavelength of the light used and comes
close to the resolution limit of modern photoemulsions.
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Figure 58. Calculated intensity pattern for eight interfering beams (two perpendicular pairs
of counterpropagating beams plus similarly directed beams with twice shorter wavelengths and
twice lower amplitudes).
Figure 59. Calculated intensity pattern for five interfering beams corresponding to one central
and four side optical field harmonics of diffraction on the rectangular 2D grid.
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3.4.1 Introduction
Because of its simplicity compared with X-ray diffraction and high resolution
Transmission Electron Microscopy, Raman scattering become a popular technique for
the determination of the Si-crystallite size and its distribution in porous silicon [142],
[143] and of the fraction of ne-Si in ne-Si/amorphous Si thin films [144], [145]. The
model of Campbel and Fauchet [146]13 is used to evaluate the crystalline size from
the frequency down-shift and/or broadening of the Raman line at 520 Rcm ", The
analytical approach and approximations used to model the dependencies of the down-
shift and broadening of the Raman spectrum on the size of nanocrystals are discussed
in Appendix C. In this section a test measurement is reported, the aim of which was to
measure the crystallite sizes in porous silicon samples. The measured down-shifts were
related to the sizes ofnanocrystallites using the graphs presented in [146] or [147].
3.4.2 Experiment set-up
The Raman set-up shown in Figure 36 was used for this experiment. The previ-
ously used set-up had a different geometry with 45 degrees angle between the pump and
the signal beams, and with glass lenses used to focus the scattered signal onto the entry
slit of the spectrograph. First attempts to measure Raman scattering of solid samples,
especially of silicon, were not successful with that old geometry, because of the low ra-
tio between the intensities of the shifted and not-shifted scattered signals, and because
of the noise contribution of the focusing lens material. The new set-up reduced the first
problem (due to the nearly back-scattering geometry) and completely removed the sec-
ond one (spherical mirror is used for focussing and no glass elements are involved apart
from the notch-filter). Additionally, the signal-to-noise ratio was increased due to the
larger solid angle of the signal collection.
13 In this model a phonon wavefunction is chosen as a product of a Bloch wave and the Gaus-
sian envelope weigting function with the boundary value of exp (-47r2).
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3.4.3 Sampies
A sample of nearly free standing porous silicon prepared by anodisation in the
Defence Research Agency (UK) laboratory was used with L. Canham's kind permission
(sample 1). Its porous layer consists of parallel columns (or wires). Figure 60 shows
an SEM side view of the porous layer. The resolution of the image is not sufficient to
define the thickness of individual nanowires. The size of features seen in the image
is well below 50nm. The thickness of the porous layer was measured to be about 400
urn with the bulk substrate residual of only about 20 um thick. Photoluminescence
measurements of this sample have shown weak red luminescence, which suggests the
mean feature-size larger than 5-10 nm.
For the case of nanoporous silicon with visible luminescence, implying feature-
size below 5nm, a sample with the morphology shown in Figure 61 was used (sample2).
As Raman scattering probes only the top 1psn. layer of the sample when 514 nm excita-
tion is used, it can be assumed that only the top highly porous layer of the sample was
acting in the signal formation.
3.4.4 Analysis of the results
Raman results are presented in Figure 62. Two graphs are shown for different
types of porous silicon and two graphs for bulk silicon for comparison. The down-shift
of the Raman peak of porous silicon compared to that of the bulk crystal from 520 to
519 or 518 Rem -1 is evident from the results in Figure 62, in agreement with the results
normally reported for porous silicon [142], [143]. According to the phonon confinement
model [146] a down-shift of -1Rcm-1 (solid circles) corresponds to approximately 10
nm crystallite sizes, which is in agreement with the feature-size visible in Figure 60.
A further shift of -(0.5 - 1.0) Rem"! (empty circles) can be associated with feature-
size of 5 nm, which is reasonable for the top nanoporous layer of the sample shown
in Figure 61. However, as it was pointed out recently in [147], it is impossible to
obtain accurate and unambiguous results from Raman scattering measurements only, as
the down-shift can be strongly influenced by the mechanical stress in the film [148].
The compressive stress-induced up-shift is suggested to be sufficient in some cases to
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Figure 60. SEM image of porous silicon with perfect nanocolumns used for Raman spec-
troscopy measurements (samplel).
Figure 61. SEM image of anodically prepared nanoporous silicon (sample2), showing the
differences in the morphology of the top (nanocrystalline) and bottom (macroporous) layers.
110
3.4 Raman Spectroscopy of free-standing porous silicon
2800
2600
2400
2200
1800
-.-c-Si 1
-c-c-Si2
-.-sample 1
-o-sample 2
2000
1600
1400
1200
1000
500 504 508 512 516 520 524 528 532 536 540
Rcm-1
Figure 62. Raman results for bulk and porous silicon samples. Two spectra for bulk silicon
and two for porous silicon with different porosities are shown. At least 1-2 Rcm ? downshift
for porous silicon is seen, increasingwith nanoporosity.
completely compensate the confinement induced down-shift, whereas the tensile stress,
if present in the nanoparticles, shifts the Raman peak down.
Thus, the conclusions are that
1. Disregarding the stress-induced effects, the measured nanocrystalline sizes are
around 10 nm for the free-standing porous silicon (sample 1), and around 5nm
for the nanoporous silicon (sample 2). Results are in agreement with microscopy
data and with quantum confinement predictions from photoluminescence data for
these samples: sample 1 has a weak red luminescence, while sample 2 has a bright
orange luminescence (spectra for sample 2 are presented in the next section in
Figures 64 and 65).
2. The crystallites in the samples studied could have considerably smaller sizes than
reported above. Results of additional measurements by other techniques (XRD
for stress and TEM for size distribution) are required to be considered along with
Raman results to evaluate crystalline sizes.
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It is worth noting that the results of similar measurements have recently been
reported [149], with a much larger down-shift of the Raman peak. The broadening of
the peak was approximately equal to the shift, whereas it should be 2-3 times higher
than the shift according to the model referred to above. The difference is explained by
the presence of a tensile stress with value up to 2 GPa as measured by X-ray diffraction.
A correction of the original model [146] is proposed in [149], where the modelled
peak is fitted to the experimental data by varying not just the size of nanocrystals, but
also the central optical phonon frequency Wo (q = 0) as a measure of stress, taken from
complementary X-ray diffraction results. An excellent fit to the experimental data is
produced.
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3.5.1 Previous studies of polarisation effects
The polarisation dependence of porous silicon photoluminescence has been in-
tensively studied by other groups. The main observation usually reported is that the
polarisation of the emitted light in photoluminescence experiments is preferentially the
same as that of the excitation light [53], [54]. The effect is understood as follows. The
electron-hole pairs are preferentially generated in those nanocrystals which have their
longer ellipsoid axis parallel to the electric field of the excitation light. This is due to
the increased damping of the electric field component perpendicular to the nano-wires
[150]. In light emission, again the polarisation has a preferential direction correspond-
ing to the longer ellipsoid axis of the emitting nanoparticle, for the same reason [151].
Additionally, the information on the symmetry of excitonic states in silicon nanocrys-
tals and on different heavy and light hole subband warping was obtained from analysis
of polarisation ratios along different crystal directions at different temperatures [55].
Polarisation studies also provided insight into the mechanism of anodisation. In
works [56] and [57] the observation of polarisation memory effect is reported, where
the preferential orientation of long ellipsoid axes of nanocrystals was defined not only
by wafer orientation and by direction of electric current, but also by the polarisation of
illumination during the etching'".
3.5.2 The subject of the present study, the model and the set-up
In the works quoted above, attention was focused on the photoluminescence inten-
sities and the polarisation ratio of luminescent light. Silicon nanocrystals were consid-
ered as elongated ellipsoids, and all the analysis of polarisation effects always involved
the discussion of the relative direction of electric field with respect to the direction of
the longer axis of silicon ellipsoids. The idea of the experiment reported here was to
study the PL peak position dependence on the polarisation of both the excitation and
the emitted light.
14 Mechanisms involved in preparation of porous silicon by anodisation process are discussed
in section 3.2.
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In the study reported here, silicon nanocrystals are treated as quantum wires. This
approach can be justified by the notion that the polarisation effects reported before were
always explained by non-sphericity of nanocrystals. The limiting case of an elongated
nano-ellipsoid is, obviously, a nanowire. On the other hand, for mesoporous samples
(those with characteristic sizes of the order of20-300nm) the wired structure is normally
reported (especially for anodically produced porous layers on (lOO)-oriented wafers)
[152], [153]. Thus, the structure of parallel (interconnected) wires is, probably, a more
realistic model (at least for some forms of porous silicon) than that of a random array
of quantum dots. It should be also noted here, that the transition between the elongated
ellipsoid and a wire may be understood not just via increasing the length of the larger
ellipsoid axis, but also by considering a nanowire of a variable thickness (diameter) as
a chain of roughly spherical nanocrystals, as in Figure 9 (a), p.23. For an exciton (or
a single free carrier) such a chain may "feel" as a nanowire, if the wavelength of the
Bloch component of its w-function is much longer than a typical length of the wire
diameter fluctuation (although the local maxima of IwI2 would be expected near the
thicker regions of the wire). The term wire will, therefore, be used in the following as
"a straight chain of nanocrystals" or as "a very long ellipsoid".
Sample:
Si substrate
nanocolumns
Spectrog raph
Figure 63. Scheme of experiment for studying polarisation effects of photoluminescence (the
direction of nanowires is assumed perpendicular to the sample plane - shown with dot-dashed
line).
The experimental set-up is shown in Figure 63. PL was measured in the direc-
tion perpendicular to the excitation beam, with the sample oriented at approximately
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45 degrees to both directions'", The nano-wires were thus aligned at about 45° to both
beams in the plane of incidence. S-polarisation, which is perpendicular to the plane of
incidence (and to the picture plane) has no E-field component along the wires, whereas
p-polarisation for both exciting beam and PL signal have non-zero electric field com-
ponents parallel to nano-wires.
He-Cd laser was used for excitation at 325 and 442 nm wavelengths. When re-
quired, the polarisation of the exciting light was rotated 90° with a )../2 plate, while the
polarisation of the PL was controlled with a polariser.
The sample of PS was prepared by anodising (100) p-type silicon wafer of 7-10
Ocm resistivity in 25% HF solution with an anodisation current density of 15mA/cm2.
An SEM image of the sample is shown in Figure 61. The total thickness of the porous
layer is 5J.Lm with only top 2J.Lm layer being nanoporous. Crystalline wires are per-
pendicular to the surface and have a diameter below the resolution of the image: only
bunches ofnano-wires can be seen.
3.5.3 Experimental results
The measured spectra for two excitation wavelengths are presented in Figures 64
(325nm excitation) and 65 (442nm excitation). Solid symbols correspond to p-polarised
PL (which has the component of electric field vector along the wires), whereas empty
symbols correspond to s-polarised (normal to the picture plane) PL, which is purely
transversal to the wires. PL results shown in square symbols were obtained with the p-
polarised excitation beam, while those shown in circles were obtained with s-polarised
excitation (purely transversal to nano-wires). The positions of PL maxima are given.
The curves shown in solid symbols were scaled down: the intensity of p-polarised PL
was approximately 3 times higher than that of the s-polarised PLo The graphs were
smoothed using a 5-point adjacent-average algorithm. The longer wavelength limit of
the detector used on the spectrograph was around 820 nm, therefore the right-hand
regions of all spectra (above 800 nm) are depressed.
Three groups of observations can be drawn from the presented graphs:
15 The angle should not be too close to 45°, otherwise specular reflection is directed into spec-
trograph.
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1. S-polarised PL (empty markers) is less intense and is blue-shifted by approximately
10nm, compared to corresponding result for the other polarisation for each of the
four different excitations: 325nm and 442nm wavelengths, s- and p-polarised.
2. P-polarised PL has a double-Gaussian shape for 325nm excitation, however the
effect is not observed for 442nm excitation.
3. PL excited with s-polarised UV(32Snm) light is red-shifted by approximately
10nm, while there is no difference in PL intensity for both UV and blue excitation
depending on the polarisation of excitation light.
3.5.4 Qualitative agreement with Quantum Confinement Model
The above results can be understood within the framework of the quantum con-
finement model. It is assumed that S-band PL from PS is due to the up-shift of energies
of excitons in crystalline Si nano-wires of quantum-size diameters (below Snm).
First of all, the polarisation dependence of the PL intensity (compare solid (scaled
down) and empty markers in Figures 64 and 65) is usually discussed in terms of the in-
creased volume polarisability perpendicular to nano-wires [150]. However this does not
explain the blue-shift ofPL for the polarisation transversal to wires. On the other hand,
in the experiment reported here the intensity of PL was not effected by the polarisation
of the excitation light. The other observations to be explained are the red shift of the
PL excited with s-polarised light, and the double Gaussian shape of the s-polarised PL
signal. A qualitative model is proposed below to explain all the observed phenomena.
Consider the exciton energy Eex in 1D nano-wires, Due to confinement in two
directions perpendicular to the wire axis, Eex has the following components [107]:
(3.38)
where Eg is the band-gap of the bulk Si, EQ is the quantisation energy of electron
and hole, EB is the exciton hydrogen-atom-like bonding energy, and K; is the kinetic
energy of exciton as a whole in the only free dimension along the wire. EQ is the
energy component responsible for the up-shift, which brings the PL into the visible
region. For simplicity we will refer to EQ as electron confinement energy. In the
cylindrical symmetry of nanowire, solutions for electronic wavefunction envelopes are
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Figure 64. PL results for different polarisations of both excitation and signal beams, measured
with UV (325nm) excitation. Legend: for example solid circles "tr.ex.p.pl", means "transversal
excitation - parallel PL". The positions of PL maxima are given. The curves shown in solid
were scaled down 1:2.
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Figure 65. PL results for different polarisations of both excitation and signal beams, measured
with blue (442nm) excitation. Notations same as on the previous figure.
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found in the form of the product of Bessel functions and exp( il<p) harmonics": EQ
is characterised with two quantum numbers: radial number n = 1,2 ... and angular
number l = 0,1,2 ... It is convenient to denote EQ(n, l) = Enl. The lowest quanti sed
states, which are more likely to participate in light emission, have energies ElO and Ell.
For the state with l = 1, the coupling of electric field polarised transversely to Si nano-
wire with the dipole momentum of the exciton will be stronger than for the state with
l = O. This is because of the additional anti-symmetry of the electronic wave-function
in the direction of the electric field (perpendicular to the axis of the wire). Therefore,
these excitons will play the major role in the emission polarised transversely to nano-
wires. The energy of these excitons is higher due to the difference in EQ components
(Ell> ElO) of the total exciton energy 3.38. This gives rise to the blue shift in PL for
such polarisation. PL polarised along the wires, on the contrary, is composed mostly of
emission from excitons with l = o. The double-Gaussian shape of PL polarised along
the wires for 325nm excitation can now be explained by the presence of emission from
excitons with l = 1 and l = 0 in the spectrum. The "hint" of the second Gaussian seen
in Figure 64 at 650nm is not present in Figure 65 for 442nm excitation. This is probably
because the energy of 442nm photons is not enough for creation of excitons with l = 1,
taking into account scattering by phonons and other losses of the absorption-emission
process.
To understand the red shift ofPL excited with s-polarised UV(325nm) light (trans-
versely to nano-wires), consider the balance of energy for the excitation process:
(3.39)
Here the continuum exciton states are considered, where the energies of electrons
and holes can be treated separately and the exciton bound energy is disregarded.
In case of excitation with electric field transversal to 1D wires, confined elec-
trons are created in the conduction band with the excess population of the l = 1 level
(Nu> NlO). This is due to the same enhanced coupling of this state with the elec-
tric field transversal to wires, compared with that of the l = 0 state. The electrons with
l = 1 have higher EQ component and, consequently, lower K, (equation 3.39), than
those with l = O. Due to the indirect bandgap in silicon, the lifetime of these excited
states is long (milliseconds [52]). During this time the relaxation of the confined elec-
16 Wave equation in cylindrical symmetry case is solved in, for example, [154].
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Figure 66. The original Gaussian spectrum centred at 2eV (solid line) is differently
red-shifted by the threshold-like absorption near 2.3 eV (dashed lines) and 2.1 eV (dotted lines).
tron states occurs, the populations of 1 = 0 and 1 = 1 quantum levels come to equilib-
rium (Boltzmann) distribution with Nl1 < NlQ. Meanwhile, the lack of K; of electrons
generated with such s-polarised excitation results in the decrease of the final exciton
energy (equation 3.38). For the excitation with electric field along the wires, confined
electron states with 1 = 0 are generated preferentially, with lower EQ and higher Kz,
consequently, the PL peak is not red-shifted (Fig.64, square markers). When 442nm
light is used for excitation, the state with 1 = 1 are not created efficiently, that is why
there is no dependence of PL peak position for different polarisations of blue excita-
tion (Fig.65, square markers versus circles). This concludes the explanation of all the
observed effects in the polarisation dependence of PL from porous silicon.
It is worth noting, that there is another approach for understanding of the red shift
of the PL polarised along the wires. As the first principles modelling calculations of di-
electric function in Si wires show [114], [155], the absorption near the energy threshold
is increased for the light polarised along the wires. Consequently, the absorption thresh-
old for the polarisation transversal to the wires is in the shorter wavelengths, compared
with that of the other polarisation. This means that the blue component of the PL is
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selectively damped in the light polarised along the wires, causing the red shift for this
polarisation. The effect is illustrated in Figure 66, where the dashed lines correspond to
the polarisation transversal to the wires, and the dotted lines to the parallel one. Taking
into account the overall damping of the light polarised transversely to nano-wires, the
quoted calculation result is in a good agreement with our observations.
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3.6 Computer modeling of electrical conductivity of
two-component media (embedded nanocrystallites)
3.6.1 Model
If optical properties caused by quantum confinement in nanocrystallites are ever
to be used in integrated optoelectronics (Figure 2), the pumping of quanti sed electronic
energy levels should be electrical (not optical, as in Figure 27). This makes the question
of conductivity of embedded nanocrystallites extremely important.
Consider semiconductor nanocrystals embedded in a matrix. For free electrons
(or holes) to be effectively delivered to nanocrystals, the matrix should have a wider
energy gap. For modeling of conductivity of such a media, the nanoclusters can be
considered as a conductive fraction, while the matrix is treated as insulator. In a simple
computer simulation presented below, conductivity along a sample column is studied in
an orthogonal 3D net, with the cross-section of the column being 120 x 80 cells. Zero or
unity conductivity is assigned to each cell with a chosen probability p. In this simplified
model the cells are cubic, that is why three types of contact of the nearest cells are
possible: with cube faces, with edges and with comers. The probabilities of electrical
contact for these types of contact were assigned as 1, Q and 0 respectively, where Q is
a variable input parameter, characterising the "edge connectivity", i.e. the rate at which
charge transfer occurs between cells touching with their edges. In physical terms, the
charge transfer through faces always occurs (the cells touching with their faces can be
considered as a single enlarged cell), the transfer through edge contact occurs with a
variable rate (which allows one to model effects like tunnelling or hopping), and charge
transfer through comers is disregarded. The calculation propagates along the column
from layer to layer, marking the contacted cells out of the number of conducting cells,
with only the two last calculated layers and a current layer being kept in memory at each
moment. The number of contacted cells is monitored. Propagation stops when there is
no contacted cell found in the current layer. The block-scheme of the simulation process
is presented in Appendix D.
The conductivity of the media is characterised by N - the number of the last
calculated (reached) layer. Although the cross-section of the column is only 120 x
80 cells, so that the width may be shorter than the length (the number of layers N)
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processed by the program, the random distribution of conductive cells across the layers
provides statistical averaging in directions transversal to the current. This makes the
results applicable for conductivity of wide layers, when the distance between electrodes
is much shorter than the width.
3.6.2 Remarks on the validity of the model
The first remark is that this modeling is looking at not similar but complemen-
tary effects to those usually studied for porous silicon conductivity (see subsection
2.3.2 and references therein). For example, the results for hopping conductivity ob-
tained by means of quantum-mechanical treatment of adjacent nanocrystals could be
extended using the results presented here to describe the macroscopic conductivity of
the nanocrystalline layer.
Secondly, the model is very simplified and, strictly speaking, does not give an an-
swer as to the conductivity of the media. What is actually studied is the connectivity of a
set of items (or a connectivity from the first layer to the last layer through the net of ran-
domly interconnected items). The full treatment would bring us to the separate class of
problems dealing with Graph Algorithms [156]. Additionally, the connectivity of phys-
ical quantum-size particles is even more complex a question, because the connectivity
between two adjacent clusters depends exponentially on the separation:
Dtunneling f"Vexp [-2J (U (x) - E) * dX]
for a particle of energy E passing through a potential barrier U (x) > E [19]. In terms
of algorithm problem, this means very different weights for connections between knots
depending on the microscopic separation. Another complication is that for conductiv-
ity simulation, what matters is not just a single found connection, but the number of
different paths. There are algorithms developed both for finding a better path through
a network of weighted connections and for bi-connectivity (when the connectivity is
preserved if any single connection is broken or any single knot is removed) [156]. Un-
fortunately, those known algorithms could not be used for the problem studied here due
to the vast number of cells (or knots). It was impossible to keep all the 3D array in the
computer memory, which prevented systematic checking of all the possible roots, find-
ing the number of different paths, etc. Connectivity from layer to layer rather thanfrom
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No conductivity (up to 30 layers of 120X80 arrays)
This example:
18% conductive component. 80% edge connectivity
Low conductivity (100-400 layers)
This example:
22% conductive component. 60% edge connectivity
Good conductivity (unlimited number of layers)
This example:
34% conductive component. 0% edge connectivity
Figure 67. Examples of different types of modeled conductivity of two-component media.
Vertical counts illustrate the dependence of the fraction of contacted elements (of the total
number of conductive elements in the layer) on the number of the layer (counting from the left).
cell to cell was simulated, with the (j - I)-layer being removed from the memory be-
fore the (j+ 1) layer was randomly defined (see Appendix D). On the other hand, the
presented approach allows a study of the connectivity of a random, almost unlimited
«120 or more) x (80 or more) x (any N», statistically averaged 3D array of a given spa-
tial density p and a given average connectivity between cells o, rather than just a check
of the connectivity of a given fully defined but limited set of knots.
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Conductlylty of two.c;omponent media
adg. conn actIvIty
fraction of cocductlv. component 33 34
Figure 68. Results for conductivity of two-component media with variable fraction of con-
ductive component (%) and edge-touch contact probability (%).
3.6.3 Results
By varying two input parameters, p - the fraction of the conductive component
(corresponding physically to the volume density of nanocrystallites in the matrix) and
a - the edge connectivity (corresponding physically to the charge tunnelling probability
between touching nanocrystals), the longitudinal conductivity of the column was stud-
ied. For a 120 x 80 array of cells, the statistical result is that the propagation can be
assumed unlimited if it does not stop after 400-500 layers. On the other hand, for a and
p chosen below certain threshold values, the propagation stops within the first several
tens of layers. Thus, depending on the number of the layer where the contact is lost, it
is convenient to define three main types of media conductivity:
1. "no conductivity", when the contact does not reach more than 30 layers (in
nanocrystalline film this would correspond to 50-100mn thickness of the layer,
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which is equal or less than the thickness of the active optical layer in a typical
semiconductor laser),
2. "low conductivity", when the contact reaches much more than 30 layers but stops
eventually after several hundred layers,
3. "good conductivity", when the contact propagation is unlimited.
Figure 67 gives examples of modeling results, with the values of two input param-
eters shown for each example. The qualitative difference of three types of conductivity
is clearly seen.
The overall results of simulation can be summarised as follows. For conductive
component fractions p below 18% there is no conductivity (propagation is limited to
several layers) for any value of connectivity a. For p values of34% or higher the media
is fully conductive for any a. In the transition region between these two thresholds for
p, the second variable a plays an important role. Qualitatively speaking, the lack of the
conductive component density can be somewhat compensated by the higher probability
of edge connectivity between cells. The 3D graph N (p, a) in this transition area of
interest is shown in Figure 68. By looking at the threshold dependance p (a) in the
imaginary horizontal cross-section of the graph N = canst, it can be seen that the
result is in agreement with intuitive assumption, that the product aX pY (with positive
exponents x and y) is a characteristic variable for the threshold equation!",
17 We don't spend time here on finding x and y to fit the modeling results because I) the value
of a itself has an exponential form (quantum mechanical tunnelling), and 2) x and y values may
be quite different for the more real case of spherical rather than cubic nanocrystals.
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3.7.1 Introduction
This section informs on an interesting approach to synthetic fabrication of nanos-
tructures with controlled lateral positioning. It is not necessarily linked to silicon: pe-
riodically arranged nanostructures of any material may be created in such a way. Al-
though this study was "purely theoretical", and the obtained results give not much opti-
mism as to the real application of the technique in the nearest future, it should be noted,
that an impressive experimental demonstration of the effect has actually been carried
out by the group from American National Institute of Standards [71]. The physics of
the effect is based on the velocity dependence of the mean force experienced by an
atom in a near-resonant optical field. The same effects are used in laser cooling [157],
[158] or laser confinement (manipulation) [159], two other impressive applications of
laser light for controlling speed and position of micro-particles. The force exerted on
neutral atoms by optical radiation can be quite substantial in the neighborhood of an
atomic resonance line. It provides the possibility of spatially controlled nanostructure
fabrication using the effects of resonant radiation on atoms during deposition. The first
proposal of nanometer-scale focusing was made by Balykin and Letokhov [160]. The
absorption - spontaneous emission processes give rise to the so-called scattering force,
which is velocity dependent because of the Doppler shift. This results in cooling or
heating of atoms along the radiation wave vector for the light frequency tuned below
or above the atomic resonance respectively. Induced emission, on the other hand, gives
rise to a dipole or gradient force, attracting atoms toward lower or higher intensity re-
gions for red or blue detuning respectively [161]. This force can be used for focusing
atoms to nodes or antinodes of a standing optical wave with half-wave spacing be-
tween the resulting sites. With a short (UV) wavelength source this allows deposition
of nanostructures.
Nanometer-scale periodical structure fabrication technology is an inevitable prob-
lem for the advance to more compact information storage, either magnetic or optical.
Although a 100 om feature size is already achieved with optical or electron beam lithog-
raphy, the proposed use of near-resonant laser light for controlled atomic deposition
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provides a long range accuracy of nanostructure spacing (limited only by the natural
laser line width) and high fabrication speed since a vast number of nanostructures can
be prepared simultaneously [162]. The first practical results were reported by McClel-
land et.al. [71], who created 34nm-height 60 nm FWHM chromium lines spaced 213nm
apart (see Figure 69 for a similar structure with lower but narrower lines, produced in
the same group!") and also a 2D array of 13nm height Cr dots, with total pattern size
of about 200J-Lm. A particle optics approach [163] was used to analyse atom focusing
effects. The purpose of the computer simulation reported here was to provide detailed
numerical results using quantum theory approach [161]. The results reported below
were presented at the annual lOP CMMP (Condensed Matter and Material Physics)
Conference in York, 1996 [164].
3.7.2 Set-up used in the original experiment and theoretical
background
Figure 70 illustrates the effect of laser controlled atomic deposition. Two 200llm
radius (l/e2 intensity) 5 mW beams with +300 MHz detuning from atomic resonance
were used to form a standing wave along the substrate, as shown in the scheme. Di-
vergence of the atomic beam was decreased down to O.4mrad using transversal laser
cooling (cooling laser, top mirror and ),,/4 retarder, as shown in the figure). The mech-
anism of cooling effect is explained below.
Mechanism of laser cooling of atomic vapors. Only a simplified qualitative
picture is described here. Details may be found in [157] or [158].
Consider an atomic vapor in the optical field of two counter-propagating beams
with frequencies W tuned slightly below the atomic resonance Wo. The rate of photon
absorption (see [19]) is proportional to 9 (w) = 9L (Iw - Wo I) - the lineshape factor of
the atomic resonance Wo, which has the Lorenzian shape shown in Figure 71. For an
atom moving toward the light source with the v» velocity component along the k-vector
of the optical field!", the optical frequency seen by the atom is w+ = w (1 + ~), and
similarly for an atom moving away from the light source, w_ = w (1 - ~): the effect is
18 Spacial thanks to J.J.McClelland and all his group for providing the complete information
on their work.
19 Nonrelativistic case of Vk «c is considered here for simplicity.
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Figure 69. AFM image ofCr lines formed by laser-focused atomic deposition (ref. in text).
The height of lines is around 8nm (vertical scale has been expanded).
O ..-Sourceof atomsAtomic __- .beam. /Coollng laser--------.:::::~/ ApertureY -'"
_:_k »> IJ4 retarder
I ..........
4,=-=-= ._..
w.-j..!_t===9-- Mirrors
\ Standing wave
Substrate
Focusing laser
Figure 70. Scheme of the set-up for laser-focussed atomic deposition.
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known as Doppler shift. If the detuning w - Wo is adjusted so that w_ < w < w+ < wo,
and all frequencies are well within the peak of 9 (w), as shown in Figure 71, the rate of
photon absorption will be higher in case of an atom and a photon moving toward each
other (w+ is closer to atomic resonance wo), than in the other case, when the movements
are in the same direction: 9 (w +) > 9 (w _) . On the other hand, the process of photon re-
emission has no preferential direction. This causes the mean atomic momenta along the
beams to reduce: the photon momenta are passed to absorbing atoms, and the number
of the absorbed photon momenta opposite to the atom momentum is higher than that for
photon momenta in the direction of atom momentum. Thus, cooling of atomic velocities
along the k-vector of the optical field occurs.
g(0).) .
0)
g(O)+) __ ---I-
)
Figure 71. Illustration of the mechanism of laser cooling: the laser frequency w is tuned
slightly below the atomic resonance wo. Doppler-shifted frequencies are w_ and w+ for atoms
with velocities along and opposite to the photon flux, (see text for further detail).
Total force of atom. In the case of a standing wave, the same cooling (or heating,
depending on the detuning) effect is present, plus the focussing effect of the intensity
gradient. The general equation for the velocity dependent force is rather complicated,
that is why only the simplified case of interest (the standing wave field, created by two
counter-propagating laser beams with equal polarizations) is considered. Consideration
is also restricted to the 1D-case, where v represents the atom velocity component along
wavevector k in the x direction. The force and velocity are said to be positive if directed
in the positive x-direction. For the standing wave 1 = 410 cos2 (kx), the force can be
written as follows (Appendix E):
(3.40)
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where v is the atom velocity component in the direction of the wave vector, k is wave-
vector magnitude, n is laser detuning, , = r /2 - in,where r is the radiative decay rate
of the atom, p = 21912 /1112 is the saturation parameter and 9 = iJ-LE/h, where u is the
electric dipole moment of the atom. Equation (3.40) was derived with the assumption
that
(3.41)
For practical applications, such as laser cooling or gradient focusing, kv > r is re-
quired, and together with (3.41) this implies n ~ r. When solving the problem of
optimisation of n, one should note that p has Inl2 in its denominator for n > r. This
means that the smaller n should be chosen, with restriction (3.41) still valid.
In equation (3.40), the sin (2kx) term presents a gradient force, attracting atoms
to intensity nodes or antinodes for positive or negative n respectively. The velocity
dependent component (that is cooling or heating) vanishes in the intensity maxima,
where cos (2kx) = 1. Furthermore the effect reverses when p2/ (1 - p) > r2/ 1,12,
which means that there is heating for n < O. This occurs for p > 10-2• In reality
the mean p value is about 10-1, thus this force component gives heating rather than
cooling. Under usual experimental conditions, however, the coefficient of atom velocity
v in (3.40) is of the order of 0.4 (m/s)>'. For a collimated beam, with transversal
velocity component decreased to approximately 0.5m1s (which corresponds to 1/2 mrad
divergence of a I500K atomic beam), the maximum possible heating term contribution
to sin{2kx) is only 0.2. Thus negative detuning can be used for focusing too, with
atoms assembling in intensity maxima, where the heating is zero because of the (1 -
cos (2kx)) factor. On the contrary, heating can be of use to involve "dead" zones (close
to sin (2kx) = 0) in the focusing process. With positive n, the velocity dependent
term gives rise to heating in the neighborhood of intensity nodes, just where atoms are
accumulated, and this time the (1 - cos (2kx)) multiplier is close to 2. Perhaps this is
the reason that the experimentally deposited lines had width much greater than expected
[163].
3.7.3 Computer simulation of atomic trajectories
Equation (3.40) was used to simulate the deposition process. C-program was
developed to calculate the trajectories of atoms depending on the starting longitudi-
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Substrates
Figure 72. Computer screen snap-shots with calculation results (2 examples of 20 atoms
each) showing the possible trajectories of atoms. See text for details.
nal (toward the substrate) and transversal starting velocities as well as on the starting
transversal position relative to the standing wave. The discussion of the computer sim-
ulation procedure including the study of the stability of calculation results is presented
in Appendix F.
Figure 72 gives an idea of possible trajectories of atoms in the field of a standing
wave. Two examples are shown each with 20 calculated trajectories. Atoms were sent
from the top with thermo-distributed vertical (transversal to the substrate) velocities
and statistically random transversal velocities within a given beam divergence value.
Final positions of atoms on the substrate are shown in the bottom of each example.
131
3.7 Computer modeling of laser focused atom deposition
Bold sinusoidal lines on both top and bottom parts show the standing wave intensity.
Examples of different types of trajectories are marked with figures:
1. these atoms were too fast to be focused by weak radiation scattering forces,
2. trajectories of slow atoms, oscillations in standing wave potential are seen,
3. these are the examples of ideal situations, when the flight-time was just enough to
bend the trajectory into potential minimum,
4. these trajectories had crossed the equilibrium point, but had no time to come back,
5. atoms not necessarily too fast, but are in the areas with no gradient force.
These examples show the importance of longitudinal velocities of atoms. On the
other hand, even with the filtered atomic beam (with longitudinal velocity distribution
narrowed by some technique) it is not possible to focus all the atoms due to the "dead"
areas in the vicinity of potential maxima, as no intensity gradient and, consequently,
no focusing force is present there (trajectories of the type 5). These atoms will give an
unwanted background even in the ideal situation of the same longitudinal velocity for
all atoms and no divergence of the beam (no transverse velocities).
• Figure 73. Screen-shot of calculated trajectories for 200 atoms.
An example of a screen-shot of trajectories for 200 atoms is shown in Figure 73.
Two unusual trajectories are seen, one is highlighted with circles, when an atom has
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crossed a potential barrier before being forced into oscillation. Such trajectories are
possible when the standing wave intensity variation with the distance from the substrate
is taken into consideration, corresponding to the Gaussian distribution of the laser beam
intensity.
3.7.4 Simulation of dependencies of deposited shapes on
experiment parameters
The dependencies of the deposited line width and shape on the laser power (1912),
detuning n and transversal velocity distribution 8v (the divergence of atomic beam)
were studied. One parameter only was varied, whilst the others were set to values
known from the experiment reported.
Power dependance. Figure 74 demonstrates the beam power dependence of de-
posited features. The detuning value was set to 300 MHz, and the calculation was car-
ried out for random initial atomic positions in the x direction with a thermal (ISOOK)
velocity distribution and divergence of 0.4 mrad (which assumes atoms to be trans-
versely cooled before entering the standing wave). Similar results were obtained for
negative detuning (n = -300 MHz), with atoms collected preferentially in positions of
intensity maxima. No dependence of line shape on the sign of detuning was noticed.
6mW
Figure 74. Power dependence of the shape deposited. Raw and 1O-pixel-averaged ~ata are
shown for two different laser power values (vertical scales normalised). 2000 trajectones pro-
cessed in each case.
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Detuning effects. The dependence of line shape on detuning is demonstrated in
Figure 75. Results for 100,300 and 600 MHz are shown as marked, ID-point averaged
in each case. Final curves are normalised vertically, which made height the same in
all cases. Only the difference in shapes (the level of background between the maxima)
actually matters: because equal numbers of trajectories (2000) were processed in each
case, less background means higher maximum values (the area under the curve corre-
sponds to the same total number of atoms). It can be seen that the background appears
and line height decreases for large detuning (circle markers).
Velocity distribution effects. These were found to be the most important, as they
play a major role in line broadening. Two distinct aspects can be discussed: collima-
tion of an atomic beam and thermal distribution of longitudinal atom velocities. Firstly,
a low degree of collimation means greater transversal kinetic energy of the atom, which
allows it to overcome weak potential barriers created by the gradient force (the velocity
independent term sin (2kx) of (3.40». The second effect is physically similar to chro-
matic aberration: hot atoms (those with higher longitudinal velocities) cross the beam
in a shorter time and the focusing is weak. Additionally, for very slow atoms oscilla-
tions occur in the gradient force potential of the standing wave, and their transversal
position when they hit the surface is quite arbitrary. Because longitudinal velocities can
be easily filtered mechanically, and, furthermore the effect was shown to be much less
damaging to the shape of the deposited pattern compared with other effects, it will not
be discussed further. On the other hand, the divergence of the beam presents a huge
technical problem. In the original experiment [71], transversal laser cooling was used
to reduce atomic beam divergence down to O.4mrad. However, even with this extremely
low divergence the effect on the deposited shape is essential. In all the results presented
before 0.4 mrad divergence was assumed. For comparison, Figure 76 shows results for
0.1 and 1.0 mrad beam divergence. Again, all the curves are vertically normalised.
Shapes for 0.1 mrad are much higher than those for 1.0 mrad, as the area under curves
is fixed by the total number of deposited atoms.
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Ato.... : 2000 Frequencies: 600 ( • ) , 100 ( • ) and 300 MHz ( unmarked)
Figure 75. Dependence of the deposited shapes on the laser detuning n for three different
values as marked (2000 atoms in each case, vertical scale normalised). Trajectories are shown
on the top (not seen separately, but atom flux convergence to potential minima is evident).
Figure 76. Dependence of deposited shape on the divergence of the beam. Results for two
10-times different divergencies are shown as marked (raw and 1O-point averaged, same numbers
of atoms, vertically normalised).
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3.7.5 Conclusion
Summarising all of the above observations, the requirements for the accuracy of
the experiment parameters were found to be very challenging, so that the technique is
unlikely to be commercially used in the nearest future. Simulation results show that
velocity homogeneity, mainly the divergence of the atomic beam, is of crucial impor-
tance for the quality of deposited nanostructures. The controllable parameters, like
beam power and frequency detuning, can be adjusted and optimised, although an ad-
justable and narrow laser frequency is not an easy task. On the other hand, the degree
of atomic beam collimation has the greatest importance. Unfortunately, this parameter
in particular can not be easily controlled. The analysis of the simulation results makes
the reported practical demonstration even more impressive. The group from American
National Institute of Standards even managed to demonstrate the technique by produc-
ing a two-dimensional periodical pattern created by using two perpendicular standing
laser waves (similar to the approach modelled in Figure 51 and recorded on photore-
sist in Figure 53). The reproduction of atomic microscope image is shown in Figure 77
[165].
Figure 77. AFM image of2D array formed by laser-focused deposition ofCr atoms (see ref.
in text).
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Conclusions
"I have explained it so clearly, that now I
understand it myself"
Unknown Lecturer
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The subject of optoelectronic applications of nanocrystalline silicon has been discussed
in this thesis. The properties of porous and other forms of nanocrystalline silicon have
been studied both by reviewing the previously published material and by own practical
experiments within the framework of the subject. Because all the fields of knowledge
involved belong to relatively new and rapidly developing scientific areas, introductory
information was also presented on:
• The terminology and requirements of modern microelectronics.
• The preparation and unusual properties of nanoclustered silicon.
• The theory and computational results of quantum dot physics.
Nanocrystalline silicon is a potential material for integrated optoelectronics. The
study of its properties and of the mechanisms involved is a challenging task for modem
solid state physics. The author's contribution to this field of study includes the following
results:
• The physical limits on the lateral resolution of light-assisted electroless chemical
preparation of the structured porous silicon films were determined. In the
reported experiment a structure with 10 11m sizes was created. The technical
limitations on the resolution of the process were defined. Changes to the
present set-up including interferential techniques are proposed to overcome these
limitations. Physical limitations are imposed by carrier diffusion effects, limiting
the maximum possible resolution to about 2-5 11m.
• The polarisation effects on the photoluminescence spectra of porous silicon were
studied. The results provide an indirect confirmation of the quantum confinement
model for visible luminescence in porous silicon, based on the geometry of
exciton states in silicon nanowires.
• The possibility of using Raman Spectroscopy for determining the nanocrystallite
sizes in porous silicon was verified. 1-2 Rcm-1 shifts of Raman peak
were detected. The results of complementary techniques are required to
unambiguously relate the measured values to the sizes of nanocrystallites.
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• An approach was developed for determining the threshold parameters for the
electrical conductivity of two-component conductor/insulator systems. The
results allow one to relate the threshold macroscopic value for the conductive
component fraction to the microscopic characteristics of connectivity between
conductive particles. The approach can be useful for analysis of conductivity of
silicon nanocrystals embedded in insulating matrix.
• An alternative approach to nanostructure fabrication, namely laser focused
atomic deposition, as an example of a synthetic approach to the problem, was
also studied. This was carried out by quantum-mechanical treatment followed
by computer simulation. This work led to the conclusion, that the technical
requirements of the process are difficult to satisfy. For example the divergence of
a cold atomic beam should not exceed 10-4 radian for the deposited feature size
within 50 nm (FWHM).
• The recently published experimental and theoretical results related to
optoelectronic applications of nanocrystalline silicon are summarised with the
aim to define the strategic directions for further research.
Conclusions are summarised and generalised in Table 5, where positive and nega-
tive results are listed separately. The method of research is designated by "Rev", "Exp"
or "Mod" for a review, experimental or computer modeling research respectively. Nu-
merical quotations are avoided in the table for ease of reading. On the other hand, what
is included is the new knowledge which contributes to an improvement of the under-
standing of the subject.
As to the theoretical part of this thesis, the summarising conclusion is that, so
far, we do not have answer as to whether the direct transitions can dominate in silicon
nanocrystals. Therefore, it is still possible that nanosilicon could playa major role in
the optoelectronics of the future, and even the possibility of nanosilicon laser can not
be ruled out based on the present knowledge.
The current situation of the field has overgrown the initial stage of the enthusiastic
rapid rise, and has entered an extensive and troublesome phase of detailed and focused
research. Further experiments, interlinked with the development of a theoretical under-
standing of the subject, will give the answer as to whether nanocrystalline silicon can
provide long-term solutions for the microelectronics of the next century.
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Research sub-
ject
Method
Simulation computer program
is created based on quantum-
mechanical analytical formulas.
The results are in full agree-
ment with the only known re-
ported experiment.
Positive results Negative results
Evaluation of
capabilities of
nano-silicon as
opto-electronic
material of the
future
Rev Due to the low cost, CMOS
compatibility and highly devel-
oped technology of its host ma-
terial - bulk silicon, and due
to own new optical properties,
nano-crystalline silicon is found
to be a promising candidate for
modern opto-electronics.
Low efficiency and stability
of luminescence from nano-
crystalline silicon seem as
the main problems for the
development of silicon-based
micro-opto-electronics.
Theoretical
physics of quan-
tum dots
Rev This rapidly developing field
of theoretical physics is on its
way to bring understanding of
gained experimental results
The theory of quantum dots
formed from indirect gap
material is in its very early
stage yet
One-step prepa-
ration of 2D-
structured
luminescent
porous
layers
silicon
Exp A technological possibility of
one-step preparation of 2D-
structured luminescent porous
silicon layers with resolution of
ten of microns is demonstrated.
Structured layers with stable
orange photo-luminescence are
prepared by electro less process
with characteristics similar to
those of anodically produced
porous silicon.
Limitations of the technique
on the lateral resolution and
the depth of the produced
layer are discovered. Lat-
eral resolution could be im-
proved by optimising the op-
tical system, but is finally
limited by carrier diffusion.
Depth of the structure can
not be increased.
Polarisation
study of photo-
luminescence
from anodised
porous silicon
Exp Polarisation effects are detected
in anodised porous silicon at
room temperatures. Analy-
sis improve our current under-
standing of photo-luminescence
mechanism in silicon nanowires.
It is impossible to obtaine
quantitative results based
on the measured dependen-
cies due to the lack of theo-
retical knowledge on exciton
states, effective masses, etc.
Raman spec-
of
Exp Confinement induced shift of
Raman peak IS detected III
porous silicon using developed
Raman system.
For useful quantitative re-
sults to be possible, informa-
tion on internal stress from
other techniques (like XRD)
should be added.
troscopy
nano-silicon
Conductivity
and connectivity
of nano-silicon
Mod Reasonable simulation results
are produced for threshold val-
ues of conductive component
fraction and cluster connectiv-
ity.
Time characteristics of
charge transfer can not
be modeled by means of
simplified approach used.
Laser focused
atomic de-
position for
nano-structure
preparation
The focusing effect is found
to be too weak compare to
thermal uncertainties for the
technological application of
the method in the near fu-
ture.
Mod
Table 5. Table of conclusions for separate subsubjects of this thesis
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Electron states in crystals
The potential field experienced by electrons in crystals is periodic. To see how it
determines the properties of electron states, consider the simplest case of one-dimensional
periodic potential shown in picture below, where regions I denote barriers and regions
2 denote wells.
x
>
2 1 2 1 2 1 2
The potential V (x) has a period d = a + b, where b is the thickness of barriers
and a is the width of atomic wells. Schrodinger equation for an electron wave function
\lI(x, t) in a potential V(x) is:
d\ll fi2 d2
ifidi = - 2m dx2 \lI + V(x)'l! (A. I)
To find a solution with a definite energy E, we separate the time-dependant part
of Wfrom the spatial part:
\lI (x, t) = e-iEt/1i¢ (x)
After this substitution, equation (A. I) becomes:
fi2d2
- dx2 ¢ (x) = (E - V (x)) ¢ (x)
In both 1 and 2 regions 1> (x) is a superposition of two linearly independent solu-
tions (where natural n is the number of a considered unit cell):
¢I (x) = anek1(x-nd) + bne-k1(x-nd)
1>2(x) = cneik2(x-nd) + dne-ik2(x-nd)
kl = v2m (V - E)/fi
k2 = V2mE/fi
(A.2)
(A.3)
(A.4)
(A.S)
For the energy E within the range between 0 and V, the solution is oscillating in
wells and exponential in barriers.
By requiring that 1> (x) and d¢ (x) / dx are continuous in x = nd and in x = nd+a
for all natural n, four equations can be written down for six coefficients an, bn, an+b
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bn+b Cn+l and dn+1• This allows to relate a and b in two adjacent cells in the form:
(A.6)
where
AD-BC= 1 (A.7)
On the other hand, due to the translational symmetry requirement together with
periodic boundary condition, ¢ (x) should have the form of the product of the complex
wave eiKx and a real function u(x) periodical in x with the same period as V(x) :
u(x + d) = u(x). This requires:
( ~::~) = ( ~: ) e
iKd
Together with (A.6) this gives:
( ~::~ ) e-
iKd
= (~ ~) ( ~::~)
which has nontrivial solutions only for K satisfying characteristic equation
1
cos (K d) = 2 (A + D)
(A.8)
(A.9)
where (A.7) was used. The equation above is also a dispersion relationship for electron
waves in a crystal.
Two linearly independent eigenvectors with K, = - K2 = K are:
(A.IO)
where N is a normalisation constant.
Thus, the final electron wave-function in the n-th barrier is found in the form:
(A. I I )
where the portion within the square brackets is periodic in x with the period d.
Important conclusions can be drawn from this solution:
1. A wave function is of the form of a complex wave with a propagating constant
K dependant on the energy E. Only for certain energy ranges E, for which the
solution exists for (A.9), a non-evanescent solution is possible. The shape of the
wave within a unit cell is described by the portion in the square brackets of (A. I I ).
Other ranges of E are called forbidden gaps.
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2. For K d = mn , where m is integer, both eigenvectors (ao1 bo) are the same. A
standing wave is formed, which corresponds to the effect of Bragg reflection of
electron waves from periodic potential barriers in the crystal. Standing waves with
their nodes at the barriers correspond to the bottom of the forbidden gap, while
those with their extrema at barriers correspond to the top of a forbidden gap.
3. As K dis determined to within 2m7r with any integer m, a reduced zone scheme is
possible, where only K -range between -7r / d and +7r / d is considered, and a set of
energies En corresponds to every propagation constant K (see the picture below).
~.-"~--tE9~-- ..
r - _-t---m .-- .. m--.::oi _-+-~: + _.
. ~ ,~ ,
-l--.--~-------~--.._'----- ~_..L __~_.._.__. _.: __ _ _...~~:••..~...::..••:::·~~~·1••·_:·:.••:.·:...--+--------------------··-------lIJ- O;'::·,,,
- ~
~~
-• •
- __ -.---- _ _..
, ~ ..
-21t/d -1t/d o 1t/d 2rc/d
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Computer calculation of intensity distribution for a given set
of monochromatic beams
The program used for calculation of 2D intensity distribution (Figures 51, 56,
etc.) accepts the input data in the form of 8 parameters for each beam i = 1,2, ... These--are: the wavelength Ai, three components of the wavevector k, (only the ratio is used,
the absolute value Iki I being normalised according to the wavelength Ai), the relative
amplitude of the optical field IE: I, and three components of the electric field vector E:-- --(again, only the ratio matters, the orthogonality of E, and k, is automatically checked).
The image plane is always z = 0, which should be remembered as a reference basis for-- --both vector parameters E, and k i.
After the parameters of all the beams have been entered, the program asks for the
size of the pattern D, which is then divided into a given number N of spatial steps bx
and by. Thus, the 2D rectangular net of N x N points is defined covering the physi-
cal surface (x E [0;DJ, yE [0;DJ, z = 0). N is chosen around 100 to allow separate
appearance of pixels on the output picture, and, on the other hand, a sufficient spatial
resolution to smoothly follow the intensity changes, which vary on a scale of A. The
optimal value of D depends on the values of the transversal components kx and ky of--k.
The calculation part of the program consists in calculating N x N array of inten-
sity values Im,n = I (m * S», n * by, 0) according to
(B.l)
where each electric field component Em,n,j is found,according to the superposition prin-
ciple, as the sum of Ercomponents over all the beams:
Em,n,j =LEm,n,i,j =LEi,j(O, 0, 0) exp [i (m * 6x * ki,x + n * 6y * ki,y)J (B.2)
The vector summation of superimposing electric fields of several beams in each
point is schematically demonstrated in the picture below. In the program, however, the
x, y, and z-components are summed separately (B.2), this allows the easier calculation
of I, as the sum of the three EE* components (B.l).
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11; -,
The graphical output of the calculated array Im,n presents a more difficult pro-
gramming problem than the calculation itself. The surface plot is composed of non-
transparent polygons
projected onto a view plane (computer screen) with correction for perspective effects.
Given the user input parameters h, b/ a and <p, defined in Figure 78, the program calcu-
lates [horm,n; vertm,n] representation ofa 3D object defined with an array [Im,n; Xm; Yn].
The drawing is executed back-to-front, which gives priority to visible surfaces. Semi-
transparent edges of the 3D structure are drawn separately, those corresponding to the
back edges are drawn prior to the surface, and those corresponding to the front edges
after the surface was drawn.
I(x,y)
h
Figure 78. Geometrical scheme of projecting 3D objects onto a plane of view with perspective
effects.
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The effect of nanoparticie size on the Raman spectrum
The information presented below is an outline of the approach used in [146] to
simulate the dependencies of Raman spectrum on the size of nanocrystallites.
The wave function for a phonon of wavevector qQ in the bulk crystal may be ex-
pressed as
<I> (qQ,r) = u (qQ,r) e-iqo·r
where u (qQ,r) has the periodicity of the lattice. The phonon in a microcrystal becomes
W (qQ,r) = W (r, £) <I> (qQ,r) = u (qQ,r) W' (qQ,r)
where W (r, £) is the envelope weighting function taken as exp (-ar2 / £2), with L
taken as the diameter of the microcrystal, and a is defined by some assumed boundary
condition for W at an interface, to be defined later.
w' (qQ, r) is then expanded in a Fourier series
w' (qQ,r) = J d3qC (qQ,q) eiq.r
with Fourier coefficients C (qQ,q) determined by
C(qQ,q) = ~Jd3rW/(qQ,r)e-iq.r
(211')
The microcrystal phonon wavefunction is a superposition of eigenfunctions with
q vectors centered at qQ. Putting qQ = 0, the first order Raman spectrum is, then,
calculated as
I J d3q IC (0, q)12
(w) f",J (w _ W (q))2 + (rQ/2)2
where w (q) is the phonon dispersion curve and rQ is the natural linewidth. Spherical
Brillouin zone is used for simplicity and photon dispersion is assumed to be isotropic.
The calculated results were then fitted to the experimental data: the measured Ra-
man spectra and the X-ray diffraction data on the crystal sizes. As for the condition for
the a parameter, the authors of [146] found the boundary condition W = exp (_411'2)
to produce the best fit.
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Block-scheme for computer simulation of connectivity of
random 3D net
Connectivity along a sample column is studied in an orthogonal 3D net, with the
cross-section of the column being 120 x 80 cells. Zero or unity conductivity is assigned
to each cell with a chosen probability p. In algorithmic terms, conductive cells are the
knots randomly positioned in a 3D net, and the insulating cells are empty spaces in-
between. Connections are only possible between the adjacent knots. In this simplified
model the cells are cubic, that is why three types of contact of the nearest cells are
possible: with cube faces, with edges and with comers. The probabilities of contact
for these types of mutual positioning were assigned as 1, Cl:: and 0 respectively, where
Q is a variable weight for the edge connectivity. Charge transfer through comers is
disregarded. The calculation propagates along the column from layer to layer as shown
in a scheme below, marking the contacted cells out of the number of conducting cells,
with only the two last calculated layers and a current layer being kept in memory at
each moment. The number of contacted cells is monitored. Propagation stops when
there is no contacted cell found in the current layer.
The block-scheme for the used process of computer simulation of connectiv-
ity through the 2-component layered media is shown in Figure 79. The part of the
scheme shown in black corresponds to the description above, which includes only the
forward (current-to-next-layer) and in-layer propagation. An additional loop was in-
corporated into the algorithm as shown in grey to account (in the first order) for the
back-propagation. This covers for rare occasions, such as when after all the contacts
have been traced within the current layer, new contacts may arise to the conductive cells
belonging to the previous layer. If this is the case, the propagation of the new contacts
within the previous layer are to be traced, and the forward contacts (from the previous
to the current layer) should be checked again. This, possibly, adds new contacted cells
to the current layer and, consequently new propagation within the current layer. The
algorithm is organised in such a way that this two-layer propagation is simulated un-
til no new contacts are found during such a cycle. Only when two-layer propagation
has stopped, is the new layer defined, the current layer is kept and the previous layer
is removed from memory. A question may arise here as to the back-propagation for
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First layer Is defined as 20
array with a given fraction
of conductive component, all
conductive cells marked as
contacted
1------r-------------~~--~
Next layer Is defined
randomly with the same
fraction (layer j)
I ""~.__.""~ M ••••••••••• " ••••••• ~ " • •• • •••• •+...-~ """',
Contacts are found from
contacted cells
of layer J-1 to adjacent cells
of layer J (with given
connectivity through edges),
contacted cells marked, their
number N calculated
...----8
Contacts within j layer are
found, marked 1+-----------.
End
Figure 79. Block-scheme for the process of computer simulation of connectivity through the
random layered two-component network.
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more than one layer back. It is impossible to define the relative effect of such paths on
the final result without a separate serious study. However, for the present needs, which
is the modelling of electrical conductivity or tunneling through the random network,
such backward paths can be simply disregarded on the following grounds: there exists
a preferential direction for the carrier propagation, defined by the direction of applied
electric field (or by the voltage difference applied to the first and the last layers), and
the backward propagation of carriers is much less likely in this situation.
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Mean force on atom in electromagnetic field
Full derivation of (3.40) used in section 3.7 can be found in [161]. Here, for those
interested, only an outline of the procedure is reproduced.
The Hamiltonian for a system of atom in an optical field is taken as:
(E.l)
where 0'22 is the population of the top atomic level, J-l is the atomic dipole moment, and
E is the electric field. Arrows above all vector values will be omitted in the following.
Quantum-mechanical notations E = Ee-iwt + E+ eiwt and J-l = J-l120'e-iwt +
J-l210'+ eiwt are used to approximate the dipole interaction term for two-level atoms as:
where 0' is the lowering operator of the atomic state.
The equation for the force on the atom is written down as
dP if = dt = -'h rp, H] = -grad (H) = 0'+ grad (J-l21 . E) + h.c. (E.2)
The equations of motion for two more atomic operators are then written down:
do i i
dt = -'h [0', H] = ina + -n,D (J-l21 . E) (E.3)
dD i [ ] 2i [( +) + ( ]dt = - 'h D, H = Ii: J-l12' E 0' - 0' J-l21' E) (E.4)
where D = 0'11 - 0'22 is the population difference and n = W - Wo is the detuning of
atomic resonance Wo from the field frequency w. The above three equations are than
solved together.
The next important point is the reaction field approximation: field E is separated
into two parts, external incident field Eo and the local reaction field of the atomic dipole
oscillation:
(E.5)
The reaction field has no gradient at the atom's position, that is why the force (E.2) can
be described as
f = -ilia+ gradG + h.c. (E.6)
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where G = iJ-l21Eo/li. Equations (E.3) and (E.4) are modified with the help of(E.S) to
the form:
~: + (~ - in) (T = DG
dDTt + rD = r - 2 (G+a + a+G)
where r = (4/31i) (w/c)31J-ld2 is the natural radiative decay rate of the atom.
The same equations are then shown to be valid for quantum expectation values
(E.7)
(E.8)
(f), (0") and (D) of f, a and D. Brackets" < .. > " will be omitted in the following,
all three variables meaning the expectation values.
Notations 9 = (G) and grad (g) = (a + i(3) 9 are than introduced. Equation
(E.6) now looks as
(E.9)
The solution of (E.9), (E.7) and (E.8) (all written down for expectation values)
for the case ofa monochromatic field Ee-iwt and a motionless atom are then found as
f = Ii-P_ (-na + r{3/2)
1-p
(E.IO)
9a = _ _;:;__
,(1 + p)
D=_1_
1+p
where, = r /2 - inand P = 21g12 /1112 (the saturation parameter).
As the next step, the first order velocity dependence of the force is examined. For
this purpose, the first time derivatives of solutions (E.!!) and (E.12) are taken with the
(E.lI)
(E.!2)
use of
~~ =v· (a+i{3)g
where v is the velocity vector. These velocity-dependant first derivatives are than sub-
stituted into (E.9), (E.7) and (E.8) (expectation values), which are than solved again to
find the modified force.
Limiting this consideration to the case of a pure standing wave 9 = 2go cos (k . x),
where j3 = 0 and a = -ktan (k· x) the following result is obtained:
f = _!}£_ [Ok tan (k· x)] (1 + r2 (1 -;) - 2p2J,12 (v. k) tan (k· X)) (E.13)
1+ P r 1,1 (1+ p)
where p represents the local value of the saturation parameter. Substitution of standing
wave value p = 4po cos2 (k . x), where Po is the saturation parameter corresponding to
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one of the two oppositely directed travelling waves that compose the standing wave,
modifies the solution (E.13) to the form (3.40) used in section 3.7.
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Computer simulation of atomic trajectories
The process of computer simulation of atomic trajectories in the velocity-dependent
field can be described as follows. An array of intervals [Xj, Xj+l] is defined along the
substrate corresponding to the physical distance of 3 wavelengths A. Then the follow-
ing cycle is performed for each of the required number of atoms (some of the variables
are shown in Figure 80, top-right insert):
1. An atom is placed above the substrate at a height ho equal to the radius of the laser
beam R with the random transversal position Xo along the optical beams (along the
standing wave).
2. Vertical (towards the substrate, perpendicularly to the beams) velocity of
atom v is randomly defined with Gaussian probability distribution P '"
exp [- (v - VO)2 I (bv )2] of a controlled width bv centered at a thermal velocity
Vo = v2kBTIm
3. Transversal (along the standing wave) velocity Vx is randomly defined between 0
and av, where a is the given divergence of the atomic beam.
4. Time-step for the atom is calculated as bt = RI (100 x v) dependent on the
vertical velocity v, allowing 100 steps within the beam radius (until the atom hits
the substrate).
S. The trajectory of atom (Xi, hi) where i= 0, 1,2, ... 100 is simulated with the stable
numerical scheme Xi+! = 2Xi - Xi-l + F (bt)2 [m, hi+l = hi - V x St, where the
force F = F (x, h) is calculated for each time step using equation (3.40) with the
local value for p (h, x) and the current value for Vx (denoted v in (3.40)).
6. The position where an atom hits the substrate XlOO = X (h = 0) is recorded. The
counter N, of the corresponding interval [Xj, Xj+l] is increased by one.
7. Atom (or trajectory) counter is increased by 1.
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., Xo
RhmrrmTImT:ITmrrm~~---'mTImT----~-------------------~.·~~Vx~---
. .. .
....
i
h
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trajectory
o x
Figure 80. Illustration of the effect of starting position (trajectories on the left) and of starting
transversal velocity (trajectories on the right) of the atom on the final simulated position on the
surface.
The cycle is repeated until the atom counter reaches the given total number of
trajectories. If at some point of the trajectory an atom goes out of the considered in-
terval (Xi < 0 or Xi > 3'\) the program proceeds with the next atom and non of Nj
is increased. The deposited shape Nj (Xj) is plotted after each 100 atoms have been
processed orland after the given number of trajectories has been simulated. The graph
is normalised so that the height does not depend on the number of atoms. The user is
given an option to smooth the curve after the simulation is finished. This smoothing
corresponds physically to the diffusion of atoms across the surface after the deposition,
an effect which was mentioned in the original works [71] and [162]. The trajectories
are not kept in computer memory but stay displayed on the screen.
As it is defined in stage 4 of each atom's cycle, the time-step 6t is calculated so
that there are 100 steps to the substrate from the starting position. This is done with
the purpose to produce equally smooth trajectories for each atom no matter the vertical
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speed. It was checked that the calculation is not sensitive to further decrease of the
time-step: the simulation result is qualitatively the same when, for example, a 10-times
shorter time-step is used. The overall process time, naturally, increases.
The stability of the calculation results was also studied with respect to sensitivity
of the final atom position x (h = 0) to small change of the initial conditions Xo and
Vx (h = R) defined in stages 1 and 3 of the cycle. An example of results produced when
only one or other of these parameters was varied is shown in Figure 80. The first group
of trajectories (on the left) corresponds to equal initial velocities both transversal and
vertical but different (equidistant) starting x-positions. In the middle part of the group
the trajectories are seen to be roughly parallel with uniform focusing in the middle of
the potential well created by the optical field of the standing wave, showing the good
stability of the calculation. The side trajectories (marked with the bold arrow) are not
so close to each other in terms of the final position. This is because the gradient of the
standing wave intensity was zero at the starting position. The trajectories, however, are
locally stable. With a finer spatial step between the starting points (these results are
not shown, as the trajectories would merge together on the picture), there is only one
unusual point (near the arrow mark) where the trajectory is extremely sensitive to the
starting position: it bends toward the left or right potential minimum with negative or
positive infinitesimal bxo perturbation. This is a classic effect of unstable equilibrium,
when a ball may end up on any side of the hill if positioned on the top at rest. In all the
other areas the trajectories close to each other in the starting point Xo come to close final
positions x/separated by bx [» which can always be made small enough by the choice
of a sufficiently small bxo. The same is true for the second group of trajectories which,
again, correspond to the same starting velocities and different horizontal positions, but
the vertical velocity is 5 times lower than that of the first group of trajectories. These
atoms have more time to oscillate in the potential field before hitting the substrate, but
the trajectories are still essentially parallel. All the trajectories initiated between any
two shown in Figure 80 would finish between the same two trajectories.
The third group of trajectories corresponds to the initial conditions when the start-
ing position is the same, but the transversal velocities Vx (h = R) are assigned to a set of
equidistant values. Similarly, there are seen two unusual values VX (R) of unstable equi-
librium where the atom can be "trapped" to either left or right potential well depending
on the infinitesimal negative or positive 8vx respectively. The trajectories corresponding
156
Appendix F Computer simulation of atomic trajectories
to these conditions are not shown implicitly (too fine a step of Vx is needed to visualise
those), but the arrows designate the positions where these unstable trajectories would
pass. It is interesting that the trajectory immediately to the left from the middle arrow
is essentially apart from all the other trajectories of the group. It probably corresponds
very closely to the critical value of Vx' For any pair of neighboring trajectories not in-
volving those next to the arrows the same stability statement is true: the difference in
a final atom position on the surface bx f can be made infinitely small by the choice of
small enough bvx'
Thus, the conclusion is that the simulation algorithm is stable. There are some
specific situations when the final result is unstable (infinitesimal changes to the starting
parameters lead to finite differences in the final positions), but this instability has a
physical nature, rather than computational.
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