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In many applications, mechanically flexible structures must be actively controlled 
to improve their performance. These structures are distributed parameter systems 
but they must be controlled by on-line computers and a few control actuators and 
sensors. A variety of controllers based on reduced-order linearized models of the 
structure may be designed to satisfy a given set of performance requirements. In 
actual operation, any such controller operates on the total structure and not the 
model. This paper determines bounds on the controller interaction with the 
unmodeled part of the structure; such bounds can be used to guarantee the suc- 
cessful operation of the linearly controlled structure even in the presence of non- 
linear interactions. @> 1985 Academic Press, Inc. 
1. INTRODUCTION 
Active control of mechanically flexible structures has many applications 
to spacecraft, air and surface vehicles, and civil engineering, such as large 
bridges and tall buildings. These structures are in the class of distributed 
parameter systems (DPS) and the fundamental problem is to control such 
DPS with a few actuators and sensors and a small on-line computer. In this 
paper we analyze the behavior of such actively controlled structures in the 
presence of certain nonlinear interactions which are caused by modeling 
errors such as neglected nonlinear components of actuator force on the 
structure. 
The flexible structures considered here must satisfy the generalized wave 
equation: 
u,, + 2&u, + A,u = F (1.1) 
which relates the displacements u(x, t) of a structure Q from its equilibrium 
position due to the applied force distribution F(x, b). The operator A, is a 
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symmetric, time-invariant differential operator whose domain D(A,) is 
dense in the Hilbert space H, = L2(G?) with the usual inner product (., .) 
and associated norm II.11 ; the operator A, is bounded below by 
(AP, U)>P /1~112, pa0 (1.2) 
and therefore has a square root A Aj2. The damping term in (1.1) is 2~24, 
where E >, 0. The applied force distribution is separated into the control for- 
ces and the disturbance forces: 
F=F,+F,. (1.3) 
The control forces are produced by M actuators with influence functions bi 
in Ho 
F,(x, t) = B,f = f bi(x)fj(t) 
i= 1 
(1.4) 
The disturbance forces are given by 
FAX, t) = Fdt, u, ut, f), t>O (l-5) 
where F0 is continuous in t and uniformly Lipschitz continuous in all its 
other arguments and F,(t, 0, 0,O) = 0. Measurements are made by P sen- 
sors with outputs: 
Y = cYl,..., yJ-= C,u+D,u, (1.6) 
where yj(t) = (cj, U) + (dj, u,) and the influence functions cj, dj are in H,. 
When the state of (1.1) is defined by u = [u, u,]~, we have 
i 
v, = Au + Bf+ h(t, u, f) 
y=cu (1.7) 
where B = [&I, h = [:,I, C = [C, Do] and A = [ -oAO j,] with domain 
D(A) = D(Ah/‘) x D(A,) dense in the Hilbert space HE D(AAi2) x H, with 
the “energy norm” defined by 
II 0 II : = II ut II 2 + II 4Y2U II 2. (1.8) 
It is known [l, p. 11-571 that A generates a unitary group U,(t) on H 
when E = 0. We prove the followng result: 
THEOREM 1.1. When E > 0, A generates a group U,(t) and there exist 
positive constants M, ~7 such that 
II u,dt)ll d Me po’, -al<<<<. (1.9) 
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Proof Let A0 denote A when E = 0. 
Since A0 generates a group and d E [z !,I is a bounded operator on H, 
- (A0 + A) & A0 + A generate Co semigroups U ~ (t), U, (t) by [2 p. SO]. 
Therefore 
U,(t) = U+(t), t>O 
= U-(-t), t>O 
is a group, where A = A0 + A 
Let t>O. Let FrO in (l.l), then, for v in D(A), 
(1.10) 
Also 
= (h u)+E(u,,u)+(A~u,u)=O. (1.11) 
Therefore, for any I > 0, from (1.10) and ( 1.1 1 ), 
S+L,=O (1.12) 
where L,- IIvII;+21(U,,u)+~E Ilull and L,=2[(E-411U,/12+ 
A(A,u, u)]. However, when 0 < II ,< e/2, then E - 1” 2 s/2 and 
L,(t)~~ll~,l12+~(Ao~,~)~~ IId’, (1.13) 
Also, from (1.2) when 0 < 1” 6 6 + G ,514 + &/m 
L,(t)24 Ibll;+4 II~r112+tP 11412 
+ 24% u) + AE II u II * 2 ; II v 11; 
because 
t II u, II2 + (iP + n&)11 u II2 + 24% u) 
=$ [IIu,+2~u~~*+(~+2~~-4~*)~~~~~*] 20 
when f(A) E I2 - *AE - p/4 < 0; but 
f(n)=(n-s+)(n-sp)<o whenK Q,I<~+, 
where 6 + = - E/4 * + JzTqL 
(1.14) 
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In addition, from (1.2), 
L,(t) G II 0 11; + 23 II u, II II 24 II+ 4 II 24 II2 
6 I/~tl12+(l +Wp)(A 0% u) + C~i,i&,~ II u, II(Ao% e2 
6 c II ut II + WJW 024, up*]* + (1+&(3&/p) - AZ/p). (A& u). 
But (a + b)* < 2(a2 + b2) and hence 
L,(t) G 2CII u, II2 + (~2/PL)(~o% u) 
+(I+;-$40~) 
=2 jl.,i’+( 1 +t+;)(A,u, 24). 
Note that 1 +&A/p+ 3L2/p<2 when g(l)-1*+&A--p ~0 and this occurs 
for a_ GiGa,, where 
g(l)=(i-a+)(A-a-), a+ = -i+$JG. 
Therefore, for 0 < 16 a + , 
L,tt)G2 IMI’,. (1.15) 
Choose A z min(a + , 6 + , e/2) = min(a+, s/2); then, from (1.12) and (1.13), 
(1.15) 
or equivalently 
f ( e(“*)’ L, ) Q 0. 
Integrating this from 0 to r: 
L,(t)<L,(O)e-‘“‘*Jr 
(1.16) 
(1.17) 
Using (1.14) and (1.15) in (1.17), obtain 
; II 4t)ll E 1 * <L,(t),<L,(0)ep (W2)l <2e - (W2V I(u(o)ll; 
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or, equivalently, for t > 0, 
I/ UA(t)l12<4e-(‘;‘2? (1.18) 
A similar argument for t 6 0, produces (1.18) for - cc < t < co. 
Note that the decay rate depends on the damping factor E; in fact, when 
p<$‘, we have c + < c/2 and, hence, 
in the above proof. 
We shall say a semigroup U,(t), geerated by an operator A on a Hilbert 
space H is strongly stable if 
lim IIU,(t)ull=O for all u in H (1.19) 
f-X 
and exponentially stable with stability margin 6 and multiplier M if there are 
positive constants M, 6 such that 
11 U,(t) u I/ 6 Me piir for t > 0 and u in H. (1.20) 
2. FEEDBACK CONTROL 
Any linear controller for.the system (1.7) will have the form: 
f = H,,y + H,,z 
i=Fz+Hy+Df; z(0) = 0. 
(2.1) 
The controller state z is in R” for some fixed positive integer s. We let the 
spectrum of F lie to the left of ( - rsF, 0) then F generates a group U,(t) 
that is exponentially stable with margin crF because F is a matrix. In 
addition, assume oF > 0, where 0 is given in Theorem 1.1. When a bounded 
operator T exists from H to R”, satisfying (on D(A)) 
FT-TA+HC=O 
we can define, for u in D(A) 
e=z-Tv 
(2.2) 
(2.3) 
and obtain 
ct=Fe-Th (2.4) 
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with the choice of 
D=TB. (2.5) 
We now prove that such an operator T exists: 
THEOREM 2.1. When the spectrum of F lies to the left of ( -oF, 0), where 
cr,> CT and A generates a group as in Theorem 1.1, there exists a bounded 
operator T stasifying (2.2) on D(A) and 
II TII cM”M I/HCII. fJF--cT 
Proof: For u in D(A), define 
TV& ms eF’HCU-,(t) u dt 0 
where K,(t)=U,(-t), -coo~tta~, and,fromTheoreml.l 
11 U_,(t)ll = 11 U,(-t)ll gMep”(p’)=Me”f. 
From this obtain 
II TII d jam e -°Freo’ dt M,M II HC II 
(2.6) 
(2.7) 
GE IIHCII 
F 
which is (2.6). Also, we have, AK.(t)= U-,(t) A, on D(A); therefore 
[FT-TA]u=$Tv)=lime”HCU-.(t)u-HCv 
= -HCv because gF > TV 1 
2.1. Well-Posedness of the Nonlinear Control Problem 
In addition, the control term in (2.1) becomes: 
f=Gu+H,,e (2.8) 
where G = H,, C + H,, T. From this and (1.7) and (2.4) we obtain the com- 
posite state equation in H x R” with w = [u’e’JT: 
w(=A,w+h,(t, w) (2.9) 
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where 
and 
A,G A+BG BH,, 
c 
[ 0 F 1 
h,.(t, w) E 
h(t, u, Gv + H,,e) 
1 - Th(t, v, Gu + H,,e) ’ 
Let H,zHxR” with norm jIulll:= [lull:+ le12. 
THEOREM 2.2. The nonlinear problem in (2.9) is well posed on H, in the 
sense that: 
(1) A,. generates a Co group U,(t); 
(2) h,. is uniformly Lipschitz in w and continuous in t; 
(3) there exists a unique continuous “mild’ solution w(t) in the sense 
that w(t) solves the integral equation: 
w(t)=U,(t)w(O)+j’U,.(t-t’)h,(t’, w(t’))dt’. 
0 
(2.10) 
ProoJ: Since A,. is a bounded perturbation of the group generator 
it also generates a C, group on H. Also, because F, is uniformly Lipschitz 
in (1.5), 
IV&, wI)-W, ~dllcW + II Tll)llhk ol, Go, +H,A 
- h(t, v2, (3, + 42e2NE 
~~~+I/~I~~C~~,+~~I/~II~I/~,-~Z/IE 
+J&IH12 I Ive211 
<Kc IIw,-wllc (2.11) 
where K,-(1-JlTlj)Kand 
K=K,+Kfm4/IGI/, Iff,,l) 
and K,, K, are the Lipschitz constants for the v, f arguments of FO in (1.5). 
Now part (3) is true due to [l, p, II-111 or [2, p. 1231. 
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2.2. Stability of the Nonlinear Control Problem 
Since (2.9) is well posed in the space H,, it is now of interest to deter- 
mine conditions under which the nonlinear problem is stable. The sufficient 
conditions presented here are related to the stability of the linearized 
problem (h, E 0) in a way that is analogous to the Lyapunov method for 
lumped parameter systems: 
THEOREM 2.3. rf the linearized problem [ (2.9) with h, - 0)] is exponen- 
tially stable with margin oc and multiplier M,. and 
Kc < ~,lMc (2.12) 
then the mild solution w(t) of (2.9), i.e., the solution of (2. lo), is exponen- 
tially stable 
lIw(t)ll,~M,e~‘~’ IIw(O)ll, (2.13) 
where 
6,~a,-M,K,. 
ProoJ Consider the solution w(t) of (2.10) and using the stability of the 
linearized problem, i.e., U,(t) generated by A,, and (2.1 l), take norms: 
IIw(t)ll,.~M,.e-“ct Ilw(0)llc 
+ 1: M,e-“c”+“) II h,(t’, w(t’))ll, dt’ 
<M,.e~“c’[/Iw(0)ll, 
+ Kc 
Let PC(t) E eOc’ II w(t)l/, and obtain from (2.14): 
rdt) G M, II w(O)ll, + MA, 1; dt’) dt’ 
By Gronwall’s Inequality [ 1, p. 111-451, 
dt) d MC II w(O)ll, eMcKcr 
or, equivalently, 
IIw(t)llc<Mc Il~(O)ll.e~~~’ 
where 6,~ IT,--MM,Kc is positive by (2.12). i 
(2.14) 
(2.15) 
(2.16) 
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Note that, in the linear case, it has been shown [3] that a necessary and 
sufficient condition for exponential stability is that a bounded, positive 
operator Q exists on H, such that 
(2.17) 
This is further toward the analogous Lyapunov theory for lumped 
parameter systems. 
From the above we have seen that the nonlinear problem (2.9) remains 
exponentially stable to the equilibrium w(t) s 0 when the controller gains 
can be designed to leave the linear problem exponentially stable and to 
satisfy (2.12). Achieving such control in the linear problem is addressed in 
the next section. 
3. CONTROLLER DESIGN 
In this section, we consider the linear control problem which is (2.9) with 
h,rO: 
wt=A,.w (3.1) 
where 
The problem is to choose the parameters of the controller (2.1) to satisfy 
some performance criterion for (3.1) and maintain the exponential stability 
of the group U,(t) generated by A,. in order to apply Theorem 2.3 for non- 
linear disturbances. 
3.1. Direct Velocity Feedback 
In the special case where collocated actuators and velocity sensors are 
available, direct velocity feedback (DVFB) may be used, i.e., in (2.1) 
choose s = 0 and all parameters equal to zero except H,, = -Q,, where Q, 
is any positive definite Mx M matrix (M is the number of collocated 
devices). This makes 
A, = A - BQ,,B*, (3.2) 
in (3.1), where BQOB* is a compact operator due to the fact that rank 
B = M. Of course, in this special case, w = v and 11 w11 c = (I v 11 E. 
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Since 
it can be seen that lIu(t)l/~< Il(u(O)ll’, or 11 U,(t)ll 6 1; thus, A, generates a 
contraction group. The stability of (3.1), (3.2) has been investigated in 
[4-101 for the case where A has no damping (E = 0); although U,(t) is 
strongly stable when A has compact resolvent and (A, B) is approximately 
controllable [9], it is not exponentially stable over all of H [S]. However, 
when some damping is present (E > 0) it is possible that U,(t) will remain 
exponentially stable: 
THEOREM 3.1. In the case of D VFB, If E > 0 and I Q, I is sufficiently 
small then 
11 U,.(t)11 <Me-““. (3.4) 
Proof. Since BQ,B* is a bounded perturbation of A and A generates a
group U,(t) with exponential stability (1.9) when E > 0, therefore, by [2, 
p. 803, A, generates a group U(t) satisfying (3.4) with o,= (r- 
II BQ,B* 11 M, where C, A4 come from (1.9). However, 11 BQ,B* II = 
1) B,,Q,B”C, 11 6 1 Q, 1 I/ B, 11;; therefore, for 1 Q, 1 sufficiently small, a, > 0 and 
U,(t) remains exponentially stable. 1 
Note that this result says that adding a small amount of DVFB to the 
naturally damped structure will not destroy the exponential stability; 
therefore DVFB could be used to enhance the stability of a few critical 
structure modes. However, the result gives no indication as to whether the 
total system stability is improved by DVFB, especially as the gains Q, are 
increased. For nonlinear disturbances, we would like (2.12) to be satisfied, 
i.e., K,< a/M- 11 B,Q,@ 11; from the definition K, in (2.11), this happens 
for K,, K, small enough for K, + (Kf+ I/ B, ~~,,)~~ QOB$ II < a/M. 
3.2. Compensator Feedback 
In many applications the actuators and sensors can not be collocated or 
velocity sensors are not available. Then some filtering of the sensor data is 
necessary to reconstruct local velocity information. In these cases, the com- 
pensator order s in (2.1) is fixed at some nonzero integer and the controller 
parameters must be chosen to enhance the performance of the closed-loop 
system (3.1). The compensator order s is directly related to the size of the 
on-line computer necessary to implement the controller (2.1); therefore, 
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small values of s are more desirable. In any case s will be finite and the fun- 
damental issue becomes how to control the infinite dimensional DPS with a 
(small)finite dimensional controller. Our approach will be to (1) project the 
infinite dimensional DPS onto an appropriate finite dimensional subspace 
H, of H, (2) design the compensator for this reduced-order model of the 
DPS, and (3) account for the effects of the residual (unmodeled) part of the 
DPS when the controller is in operation. 
Let H, be a reducing subspace of H for A in the sense that H,,, and Hi 
(where H,,, means H,n D(A)) are both A-invariant. Let P and Q be the 
orthogonal projections from H onto H, and Hi, respectively. An 
appropriate subspace could be chosen, for example, by selecting a set of N 
isolated eigenvalues (resonances) of A; the eigenspace (called a modal sub- 
space) associated with these is a reducing subspace H, [ 11, p. 178). This is 
one of many possibilities. 
Now (1.7) with h ZE 0, becomes 
Pv, = A,Pv + B,f (3.5) 
Qv, = ARQv + B,f (3.6) 
y = C,Pv + C,Qv (3.7) 
with 
dimH,,,=N<x 
/I u II ‘, = II Pv II ‘, + II Qv II f: 
(3.8) 
(3.9) 
and A,= PAP, B, = PB, C, E CP, etc. The term B,f is called control 
spillover and the term C,Qv is called observation spillover. 
Note that (3.5) is a finite dimensional subsystem of the original DPS and 
(3.5), together with (3.7) when C, = 0, constitutes a reduced-order model of 
the DPS; the system parameters maybe identified with their corresponding 
matrices where necessary. This subsystem will be assumed to be con- 
trollable and observable; easily verified conditions for this in terms of the 
eigen-functions associated with the modal subspace H, are given in [ 141. 
The desired feedback gains GX may be determined by the usual methods 
of control for finite dimensional systems, e.g., [ 12, 131, with the desired 
control law: 
f* = G;Pv. (3.10) 
For example, the gains GT, may be chosen to locate the eigenvalues of 
A, + B,G$ for desirable stability margin or to improve damping. Alter- 
natively, a performance index such as 
J= 
s f Cllf’4li+ lfl’l dt 
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may be minimized by the choice of gains Gi. However, the actual control f 
is generated by (2.1) or, equivalently, by (2.8) and (2.4) with Hr 0. Then, 
from (2.8) and (2.2), 
G = CG&,J (3.11) 
where 
G, = HI, C, + HI, T, (3.12) 
GR=H,,CR+HIZTR (3.13) 
and 
T= CT,~TRI (3.14) 
with 
and 
FT,- T,A,+ HC,=Q (3.15) 
FT,-T,A.+HC,=O (3.16) 
Therefore, the compensator order s may be chosen to be 0 <s 6 N such 
that H,, , H,, may be chosen to give G,=Gz in (3.12). For example, if 
s=N-Pand 
is nonsingular, then the above is possible. It may be possible to accomplish 
this with even smaller S; however, to alter T,, one may have to adjust H in 
(3.15) while maintaining the desired stability margin crF of F. We assume 
that s is large enough and G, = G ;G. The existence of TR satisfying (3.16) 
then follows from arguments imilar to those in Theorem 2.1. 
When such a controller is applied to the DPS in (3.5), (3.6), we obtain 
for A, in (3.1): 
A, B/d, B,H,, 
A,= B,G, A,+ B,G, B,H,, 
0 0 F I 
(3.17) 
where 
A,= A,+ B,G~. (3.18) 
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The system matrix associated with the reduced-order system is 
(3.19) 
In addition, when C, = 0, T can be chosen so that T, = 0 and TN satisfies 
(3.15) as long as F is chosen so it shares no eigenvalues with AN [ 15, 
p. 2251. When C, = 0, assume that T is no chosen. 
Let cN be the stability margin of A,,, in (3.18). It is always possible to 
choose gains G, such that crN > (T, e.g., [ 12, Chap 4-J; assume this has been 
done. Let I’, be the nonsingular matrix taking A,. in (3.19) into Jordan 
form and define 
i.e., M, is the condition number of V,. Then 
(3.21) 
where 
and 
qr. IW 6 II~~/lE6qH lpol onHN 
and 
0, E max(a,, cF) > fr. 
In particular, since (from (2.3)) e(0) = z(O)- TV = -TV, when C, =0 
(hence T, = 0), we have from (3.21) 
IIPuIl~+ le12<M~eC20~t IIPu,II~ (3.22) 
where 
M,rM,(l +~~)l’~ (1 + II TJ2)1’2. 
We have the following result: 
THEOREM 3.2. If C, = 0, i.e., no observation spillover, then 
(I u 11 E d MM,e ~ ,‘( 1 + so + Eo)112 II u. II $ 
(3.23) 
(3.24) 
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and A, in (3.1) generates an exponentially stable group U,(t) with margin B 
(which is given in Theorem 1.1) and multiplier 
where 
E,,EP/A and A-0,--a 
and the control spillover coefficient /I is defined by 
P= IIQBII max (KX I&I). (3.25) 
Proof Define Af as A, in (3.1) with C,=O. From (3.17) it can be seen 
that A:, is a bounded perturbation of A0 which is A, with both C, = 0 and 
B, = 0. Since AZ generates the group 
q!(t) = E(t) u+ ij , 
we have, from [2, p. SO], that A:. generates a group; call it U:(t). From 
[ll, p. 4861 
Qv= U,(t)c)o,+j.; U,(t-t’) B,f(t’)dt’. (3.26) 
Taking norms of (3.26) and, using (2.8), (3.22), and Theorem 1.1, obtain 
(3.23): 
consider, from (3.9) and (3.21), (3.23) 
II v II ; = II Pv II ‘E + II Qv II ; 
From the inequality (e.g., [ 16, Lemma 3.11) 
a2 + (b + %a)’ d (1 + Ed + .$)(a2 + b2) 
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with a = (( Pu, (IE and b = (( Qu, (lE obtain (3.24) from (3.27). Finally from 
(3.21) 
lel <M,e-“r* leoI. (3.28) 
From (3.24) and (3.28) 
II v II g + I e I * G A*e - 2or( IIu. II ‘, + I e. I *) 
and hence by definition 
IlW(t)ll;&e-“~ lIw(O)ll~ 
or Ui is exponentially stable. m 
Note that /? is a measure of the actuator influence outside the subspace 
H, because 
IIQ41*= f IIQobilI; 
i= 1 
(3.29) 
where Qobi is the projection obtained from 
(3.30) 
This coefficient quantifies the control spillover effect. Previously estimates 
of the type obtained in Theorem 3.2 existed for the case of no damping 
(E=O) in (1.1), A, with compact resolvent, and Kalman filter estimator 
(s=N) in the controller; this was called modal control [17]. 
Now sufhcient conditions are given for exponential stability of A, in 
(3.1) with both observation and control spillover present: 
THEOREM 3.3. When spillover is present choose T, to satisfy (3.15) as 
though C, = 0 and then choose T, to satisfy (3.16). Then the operator A, in 
(3.1) generates an exponentially stable group U,.(t) under the condition that: 
I-< 42 II Bo II (3.31) 
where the observation spillover coefficient r is defined by 
z-= I HI, I II C, II + I ff,, I II T, II. (3.32) 
In that case, 
II U,(t)11 < M,e-“c’ (3.33) 
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where 
with 
(given in Theorem 3.2). and 
IIBol12= f ll~ill;. 
i=l 
Proof: Note that, from (3.17), 
A,.=Af+AA 
where 
A& is A, with C, = 0 
and 
with (using (3.13)) 
II AA II = II B,G, II2 + II B&R /I * 
GIIB,l12+ IIB,l12)llG~l12 
= II B II2 II GR II2 
G II 4, It2 (I HII I II C, II + I H,2 I II T, II J2 
Q lIB,l12 r2 (3.34) 
where 
lIB~ll~= f IIbiIIZ 
i= 1 
Therefore, A, is a bounded perturbation of Ai and, by Theorem 3.2, A: 
generates the exponentially stable group U:(t) with margin 0 and mul- 
tiplier I@. Consequently by [2, p. 801, A, generates an exponentially stable 
409/108/2-l6* 
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group with margin c’c = c-M,. /(AA (( and multiplier M, = A?. Thus, from 
(3.311, 
oc = G - A 11 B, 11 f > 0. 
Note that T, exists satisfying (3.16) by the same arguments used in 
Theorem 2.1. 1 
Note that dual results to Theorems 3.2 and 3.3 may be obtained by 
starting out with no control spillover (B, = 0); the bounds do not turn out 
to be quite the same. 
In order to satisfy the hypothesis of Theorem 2.3 to guarantee stability of 
the nonlinear problem, we must also satisfy (from 2.12): 
K,. < W@ - II 4 II I-. (3.35) 
Because the right-hand side of (3.35) is positive when (3.31) is satisfied, 
there will be small nonlinear disturbances that can be tolerated when the 
spillover is not excessive; “smallness” means that K is small in the 
definition of K, given in (2.11). However, it can happen that spillover is too 
large for (3.31) to be satisfied; in fact, in the linearized system, control and 
observation spillover can combine to destabilize the residual subsystem. 
This was shown in a simple example of a controlled structure in [ 141. 
4. CONCLUSIONS 
Feedback control of DPS such as nonlinear mechanically flexible struc- 
tures (1.1) ought to be accomplished with a small on-line computer and a 
few control devices. Controller designs can (and most likely would) be 
based on linear reduced-order models of the DPS. However, when such 
controllers are implemented they operate on the DPS and not just the 
reduced-order model. Spillover occurs due to the interaction of the con- 
troller with the residual (unmodeled) part of the DPS. These interactions 
have been quantified in Theorems 3.2 and 3.3 to determine how much 
spillover can be tolerated. When the spillover is not excessive for a con- 
troller based on a linearized DPS, it is possible for certain small non- 
linearities (1.5) to be tolerated as well; bounds on the “smallness” are given 
in Theorem 2.3. Therefore, a wide variety of controllers based on linear 
reduced-order models of the DPS may be designed to satisfy a given set of 
performance requirements. The interaction of any such controller with the 
unmodeled part of the DPS can be analyzed and bounded by the results 
presented here to determine whether satisfactory performance may be 
expected even in the presence of nonlinearities. 
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