Abstract-In this paper, a novel Chaotic Particle Swarm Optimization (CPSO) based scheme is proposed for solving Dynamic Routing and Wavelength Assignment problem in All-Optical WDM optical networks without any wavelength conversion. A novel fitness function is proposed to improve the connection blocking probability by taking into account normalized path length and wavelength availability over the whole path. Simulation results show that CPSO not only performs better in terms of connection blocking probability performance as compared to other heuristic schemes like Genetic Algorithms, it also presents better solution quality as compared to Particle Swarm Optimization (PSO).
I. INTRODUCTION
DM optical networking technology poses itself as an attractive candidate to meet the non-diminishing bandwidth requirements of end users, emerging applications and services. WDM networks modulate the information streams onto different carrier wavelengths, which are then multiplexed within the same optical fiber. Communication between source and destination node is done by setting up optical channels (lightpaths) between them. In all-optical wavelength routed WDM networks, the information remains in the optical domain between source and destination nodes. This removes the bottleneck of electronic speed where the transmission capacity of the optical network is limited due to optical-electrical-optical conversion required at intermediate nodes, instead of optical transmission [1, 2] . Optical cross connects (OXC) realize the switching process in optical domain by allowing the information arriving at OXC to remain modulated onto a particular wavelength and simply redirecting to the appropriate output, typically using Micro- 
Electro-Mechanical Systems (MEMS).
Wavelength routed networks equipped with wavelength conversion capability at intermediate nodes are known as wavelength-interchangeable (WI) networks [3] . In such networks, a lightpath between end nodes can be set-up using different wavelengths on the links along the route. If the optical switches at intermediate nodes are not equipped with wavelength conversion capability, such networks are known as wavelength-selective (WS) networks. In this case, same wavelength needs to be employed along the entire route of a lightpath. This restriction is known as the wavelength continuity constraint [4] . Furthermore, two lightpaths sharing a common edge (i.e. link) of the network need to be assigned unique wavelengths. This constraint is known as the "wavelength clash constraint".
Connection provisioning in optical networks requires computing an appropriate route and a wavelength for the lightpath to be established. The process of route computation and assignment of wavelength is called Routing and Wavelength Assignment (RWA) process. There are two types of RWA processes: Static RWA and Dynamic RWA [5, 6] . In static RWA, all the connection requests are known in advance and the objective of RWA is to assign routes and wavelengths to all the lightpaths globally while keeping the amount of network resource required minimal [7] . Static RWA is a well known NP-Hard (Non-Polynomial Time -Hard) problem. In the case of dynamic RWA, the connection requests arrive unexpectedly with random holding time. So provisioning that connection requires assignment of route and wavelength individually. The objective of dynamic RWA is to minimize the blocking probability of the connection requests during assignment of route and wavelength. Unexpected arrival of the connection request with random stay time in the network makes dynamic RWA even more challenging. Traditional mathematical search schemes like Integer Linear Programming (ILP) and Graph Coloring become ineffective at solving the DRWA problem because of the computational complexity. Therefore, different heuristic and stochastic schemes are used to solve DRWA in a reduced amount of time. Most of the heuristic schemes used for DRWA simplify the problem domain by decomposing it into two subproblems: the routing sub-problem and a wavelength assignment sub-problem [7] . A detailed review of routing of wavelength assignment can be found in [7] . In this paper, a novel chaotic particle swarm optimization (CPSO) based scheme inspired by swarm intelligence is proposed to provide DRWA under the wavelength continuity constraint. The First-Fit (FF) algorithm is chosen for wavelength assignment, as it is simple to implement as compared to schemes like Max-Sum and RCL [7] . Also the performance difference among various wavelength assignment schemes is not very large [5] . The rest of the paper is organized as follows: Section II introduces the concept of Generalized Particle Swarm Optimization (PSO) and Chaotic Particle Swarm Optimization (CPSO). Section III explains the novel CPSO based scheme proposed for dynamic RWA. Section IV presents simulation results and analysis. Finally conclusions are presented in Section V.
II. CHAOTIC PARTICLE SWARM OPTIMIZATION (CPSO)
A. Generalized Particle Swarm Optimization (PSO) PSO is a population based evolutionary optimization algorithm, originally developed by Kennedy and Eberhart [8] , inspired by social behaviour of bird flocking (and schools of fish). In PSO, a swarm is a collection of population members called 'particles' which evolves over time for problem solving. Each particle in the swarm has both a position and velocity. The position of the particle in multidimensional problem space represents a candidate solution. The velocity of the particles moves it from one position to another position over the problem search space. In order to avoid the velocity from becoming very large in the initial PSO iteration, and to avoid premature convergence to a local optima, a number of improvements are suggested in the literature [9, 10, and 11] . For example, Clerc [12] proposed the use of constriction factor 'Ȥ' in order to prevent large velocity values. The PSO equation where the position and velocity represents physical attributes of the particles is represented by (1) 
In Equation 1 and 3, P id is the personal best position, a particle has reached; P id n is the global best position of all the particles. 'Ș 1 ' (the self-confidence factor) and 'Ș 2 ' (the swarmconfidence factor) are positive constants called 'acceleration constants' to determine the influence of P id and P id n . 'r 1 ' and 'r 2 ' are independent random numbers in the range [0, 1] . 'N' is the total number of particles in the swarm. 'D' is the dimension of the problem search space i.e. the number of function parameters being optimized.
PSO starts by randomly initializing the position and velocities of all the particles in the swarm over the problem space. The position of i th particle is represented by the vector X i = [X i1 , X i2 … X iD ] and velocity of i th particle is represented by the vector V i = [V i1 , V i2 … V iD ]. For each iteration (until the convergence criteria is met), the fitness function is applied to the particles to quantize their respective positions over the problem search space. The particle with the best fitness value in the neighborhood is marked as the global/local best particle. Each particle will also keep a record of its personal best position searched so far. Equation (1) is used to calculate new velocity for each particle in the swarm based on particle's previous velocity, its current and personal best position, and the position of the particle with best fitness value in the neighborhood. Equation (3) is then used to apply the velocity to the particle. As a result of this, the particle will move to a new position i.e. it will now represent a new candidate solution to the problem being studied.
B. Chaotic Particle Swarm Optimization (CPSO)
One problem with PSO is the problem of being trapped in local optima which can lead to premature convergence of the swarm members. Recently, many studies have been presented to improve the performance of PSO based on chaotic search behaviour. To improve the performance of PSO, [13] has proposed a hybrid PSO based scheme by incorporating chaos. Simulation results of this hybrid scheme show that the chaos greatly improves the searching efficiency and searching quality of the swarm. Similarly, in [14] and [15] , chaos mapping has been introduced to enhance the performance of PSO algorithms for reactive power optimization and short term hydroelectric system scheduling respectively. A chaotic PSO algorithm is proposed in [16] for image classification. The biological 'atmosphere' for the position updates of the particles is modeled by introducing wind-speed and winddirection along the flight-path of the particles, which incorporates chaotic theory in PSO. Introduction of windspeed in particle's position update, influence the motion of the swarm members by either assisting them (if the wind direction is along the flight-path) or opposing them (if the wind direction is against the flight-path) in reaching the global best particle of the swarm.
C. Related Work
Like PSO, Genetic algorithms (GA) provide another evolutionary optimization approach. Genetic algorithms are swarm intelligence inspired search schemes based on the idea of natural selection and natural genetics. GA and PSO are similar in the way that both techniques are population-based search schemes that mimic the natural biological evolution and/or the social behaviour of species [17, 18] . One advantage of PSO over GA is that PSO is more computationally efficient [19] . Some performance comparison studies between GA and PSO have been reported in [17, 18, 19, 20, 21] .
In [5] , a novel GA based scheme is proposed to solve dynamic RWA problem in wavelength routed optical networks. In [5] , a member of the population (gene) represents a route from source to destination node i.e. a candidate solution to the routing sub-problem for DRWA. Genetic operators like crossover, mutation and then selection are applied to create a new population of genes. Ammar et al. [22] has proposed a novel hybrid algorithm based on PSO and noising meta-heuristic for computing shortest paths in the network. The hybrid PSO based scheme shows better performance as compared to GA-based search algorithms for optimal shortest path computation [22] . In [6] , an improved GA algorithm for solving DRWA using new fitness function is proposed to improve the performance of the genetic algorithm in [5] in terms of blocking probability. In this paper, the GA based schemes proposed in [5] and [6] , are the selected schemes used for performance comparison purposes with our CPSO-based algorithm for solving the DRWA problem.
III. PROPOSED CPSO BASED SCHEME FOR DYNAMIC RWA In this paper, a novel chaotic particle swarm optimization (CPSO) algorithm exploiting the concept of chaos factor in PSO [16] is proposed for dynamic routing and wavelength assignment in All-Optical WDM networks without any wavelength conversion capability. Equation (4) is used to calculate the new position of the particle instead of (3) in the case of CPSO. Three factors involved in position update are: Particle's previous position, its new velocity calculated according to (1) and the chaos factor calculated according to (5) . V op = -1 and represents the chaos factor opposing the movement of swarm particles. V fa = +1 and represents the chaos factor favoring the movement of the swarm particles. rnd 1 and rnd 2 are independent random number in the range [0, 1] . ĳ c is the favorable or unfavorable chaos factor, resulting in either slowing down or speeding up the particle over the search space. Since each particle in the swarm searches the problem space spatially separated, in different directions, so different particles will experience different conditions based on opposing or favorable chaos factor. Therefore, each particle's position is updated by the chaos-factor equation separately. In (5), when both the opposing and favorable chaos-factors are equal, it models non-chaotic PSO swarm.
A. Encoding and Decoding of Particles in the Swarm
A typical encoding scheme for path representation is the 'direct-representation' scheme where a path is represented as a sequence of node identification numbers from the source node to the destination node. Encoding schemes based on direct representation have been used to encode paths in [23] . Gen et al. [24] proposed an indirect-representation scheme (prioritybased encoding) for solving the shortest path problem using genetic algorithms. In the priority-based encoding scheme, a path (chromosome) is represented by encoding some guiding information about a node instead of the node-ID. An example of such guiding information can be the node priority. This guiding information is used to generate a path from an arbitrary chromosome. In [25] a 'weighted encoding scheme' is used for chromosome representation in GA, whereas in [22] , a cost-priority based encoding scheme is used for representing a particle in PSO. In this paper, for simplicity, a priority based encoding scheme is used. The position of the particle is represented as a vector of node priorities. The path, which a particle represents, is decoded using a path growth procedure [24] by starting from the source node and then sequentially appending the intermediate nodes one-by-one, till the destination node is reached. During the path growth procedure, if more than one node is available, the node with the highest node priority is selected. Every time as node is selected during path construction, it is marked as unavailable for the rest of path growth procedure. Figure 2 illustrates an example of priority based encoding, where a path is being constructed for a lightpath request between source node '1' and destination node '9' in NSFNET (previously shown in figure 1 ) by decoding the position of the particle using 'path growth' procedure. 
B. Fitness Function
In this paper, a novel fitness function is used which takes into account not only the normalized length of the route i.e. number of hops between the source and destination node. It also considers the normalized number of free wavelengths available over the whole route while satisfying wavelength continuity constraint. If no free wavelength is available for the route selected, then the fitness function will assign a large negative fitness value (-100.0) for that particle.
L max is the maximum length of the route between any source -destination pair and L sd is the length of the route between source 's' and destination 'd'. Į [0, 1] is a design parameter, and W Total is the total number of wavelengths supported by the optical network. W sd then defines the number of free wavelengths available over the route between source 's' and destination 'd'. The fitness function used in this paper is then represented by Equation (6) .
IV. SIMULATION RESULTS AND ANALYSIS
In this section, the connection blocking probability performance of the proposed Chaotic Particle Swarm Optimization based scheme (hereafter simply referred as the CPSO algorithm) for solving dynamic RWA problem is evaluated. To compare the performance of CPSO algorithm with other heuristic schemes, the Genetic Algorithms proposed in [5] and [6] are employed (hereafter simply referred as GA1 and GA2 algorithms respectively) as well as a shortest path algorithm with first-fit wavelength assignment algorithm (hereafter simply referred to as SP_FF algorithm), a simulator has been implemented in Opnet Modeler™ [26] .
The main motive in choosing the two genetic based algorithms for comparison with proposed CPSO based scheme is that, CPSO is an evolutionary scheme belonging to the class of swarm intelligence algorithm. So it is more appropriate to produce comparisons with well-established alternative evolutionary algorithms that provide an easily understood baseline.
Experiments are conducted for NSFNET and EON networks shown in the Figure 1 and 3 respectively, where all WDM links are either assumed to have a capacity of 8 and 16 wavelengths, as indicated. A performance comparison of solution quality for a simpler fitness function with varied "swarm size" and "iterations per particle" is also carried out between Particle Swarm Optimization (hereafter simply referred as PSO algorithm) and CPSO algorithm. In this paper, a global neighborhood is assumed where all the members in the swarm are particle's neighbors. During initialization, each particle's position (node priorities) and the velocity are randomly initialized with real numbers in the range [-1.0, 1.0]. In CPSO, the initial chaosfactor is assumed to be 0.0.
For the simulations, a dynamic traffic model is used where connection requests were generated at each node following a Poisson process with an arrival rate of Ȝ nodes . Destination nodes for the connections are randomly chosen according to a uniform distribution. Therefore, the total connection arrival rate (Ȝ total ) in the whole network is the product of total number of nodes in the network and Ȝ nodes .
If ĳ is the total number nodes in the network, then
The connection holding time is exponentially distributed with mean 'T' seconds. Therefore, the normalized traffic load is given by Equation (8).
For the experiments, the value of 'T' is kept constant at 50 seconds and the value of Ȝ nodes is changed in order to vary the value of normalized traffic load. A distributed control system is used where each node in the network upon connection request arrival performs a dynamic routing and wavelength assignment computation (using out-of-band signalling). For the wavelength assignment, DIR (destination-initiated reservation) [27] along with a first-fit algorithm is used. Each node is assumed to have wavelength usage information of the whole network. No alternative routing is used and no reattempts are made for route re-computation once connection is blocked. For different traffic loads, each experiment is carried out 10 times with different seeds for the random number generator and the mean values are plotted in Figure 4 , 5, 6 and 7 along with the 95% confidence intervals. Figure 4 and 5 shows the relationship of blocking probability versus the traffic load for 8 and 16 wavelength variants of the NSFNET network respectively. As shown in Figure 4 , when the wavelength capacity is 8 per link, all schemes show similar blocking probability performance at low traffic loads i.e. between normalized traffic loads of 0.05 and 0.1. The reason is, at low traffic loads, these schemes can always find free wavelengths to be assigned whatever route they choose. When the traffic load is increased i.e. between 0.1 and 0.35, the CPSO scheme shows a significant performance improvement in terms of blocking probability. However, when the traffic loads is increased above 0.4, both GA and CPSO tend to the same blocking performance. The reason is, at very high traffic loads, links become saturated and the availability of free wavelengths becomes very limited as most of the wavelengths are already being used in the network.
In Figure 5 , the number of wavelengths supported by each link is increased to 16. At low traffic loads i.e. between 0.05 and 0.3, all schemes show similar blocking probability performance. However, when the traffic load increases to a normalized traffic load of between 0.3 and 0.7, CPSO performs significantly better than GA1, GA2 and the SP_FF algorithms. However, as the links saturate in terms of wavelength availability (i.e. when the normalized traffic load is above 0.7), the CPSO scheme shows comparable connection blocking probability performance to the others. Similar blocking probability performance behaviour can be observed in Figure 6 and 7, which show the blocking probability versus normalized traffic load for 8 and 16 wavelength based variants of EON network respectively.
In order to evaluate the performance of PSO and CPSO in terms of solution quality, an experiment is carried out where both schemes use the fitness function shown in (9) with an objective of finding the shortest route between sourcedestination node. Success ratio of an algorithm is defined as (average) number of times an algorithm finds global optimum i.e. shortest route for a connection, divided by total number of connection requests. Figure 8 shows that for a variable number of particles in the swarm, CPSO performs better than PSO in terms of success in finding shortest route. The number of iterations per particle is kept constant. Figure 9 show that even when a variable number of iterations per particles is allowed, CPSO continues to perform better than the PSO scheme. The number of particles in this case is kept constant. Figure 8 and   9 clearly show that when a varied swarm size and number of iterations are allowed, the proposed CPSO scheme presents a significantly better solution as compared to the PSO scheme. 
V. CONCLUSIONS
The proposed Chaotic Particle Swarm Optimization (CPSO) based scheme effectively solves dynamic RWA problem for WDM optical networks without wavelength conversion. It performs better in terms of connection blocking probability as compared to Genetic Algorithms proposed in [5] , [6] and a SP_FF heuristic algorithm. CPSO also provides a better quality solution as compared to PSO for a simpler fitness function with an objective of finding shortest route between source and destination node when a variable number of particles in the swarm and variable number of iterations for each particle are allowed. For these reasons, the CPSO scheme with the proposed fitness function is a suitable candidate for connection provisioning in All-Optical WDM networks.
