In this paper, we investigate an accelerated version of the discrete-time Jacobi waveform relaxation iteration method. Based on the well known Chebyshev polynomial theory, we show that significant speed up can be achieved by taking linear combinations of earlier iterates. The convergence and convergence speed of the new iterative method are presented and it is shown that the convergence speed of the new iterative method is sharper than that of the Jacobi method but blunter than that of the optimal SOR method. Moreover, at every iteration the new iterative method needs almost equal computation work and memory storage with the Jacobi method, and more importantly it can completely exploit the particular advantages of the Jacobi method in the sense of parallelism. We validate our theoretical conclusions with numerical experiments.
Introduction
For very large scale initial value problems (IVPs), linear or nonlinear, the waveform relaxation (WR) iteration, also called dynamic iteration, is a very powerful method and has received much interest from many researchers in the past years, see [1] [2] [3] [4] [5] [6] [7] [8] [9] for more details about the history of this method. The difference of the classical iteration methods with the WR iteration method is that the WR method iterates with functions in a functional space (continuous-time WR), and solve each iteration by some numerical method (discrete-time WR), e.g. by the RungeKutta methods. In the past years, both the continuoustime WR iteration method and the discrete-time WR iteration method have been investigated widely. For example, one may refer to [1, 3, [9] [10] [11] [12] [13] for the the WR method dis-cussed in continuous time level, and to [9, 12, [14] [15] [16] [17] for the discrete-time WR method. There are so many excellent results in this field that we can not recount them detaildly.
For 
where =  H M N and M is a pointwise or blockwise diagonal matrix. The discrete-time Jacobi WR iteration can be obtained by applying some numerical method, such as BDF method, Runge-Kutta method, etc., to discretize (2) for every iterative index k .
In Jacobi waveform relaxation, continuous-time or discrete-time, system (2) is decoupled into, say d , loosely coupled subsystems. If, on a parallel computer, these subsystems are assigned to d different processors, and they can be solved on   0,T simultaneously. This obvious type of parallelism is present in all waveform relaxation methods, see, e.g., [1, [2] [3] [4] [9] [10] [11] [12] [15] [16] [17] [18] [19] and references therein. However, in many cases, such as the Gauss-Seidel, optimal SOR waveform relaxation methods, exploiting this parallelism is only possible when approximations are exchanged between the different processors as soon as they have been computed (see, e.g., [20] ). This leads to a large amount of communication during each waveform relaxation sweep, which forms a severe drawback. In Jacobi waveform relaxation, communication is only necessary once per sweep, and this method is attractive for parallel implementation.
Therefore, we think that any improvement of the convergence speed of the Jacobi WR iteration is important. Based on this consideration, in this paper, we attempt to get speed up by taking linear combinations of earlier Jacobi iterates, and this leads to the following special iterative scheme: Since the discrete-time WR iteration is more favourable in practical applications, we will devote ourself to getting the speed up of the discrete-time version of iterative scheme (3) . To solve the ODEs in (3), we first de- 
where the values
are the s initial values which are obtained by, for example, the backward Euler method or some other one-step methods. We denote the new iterative scheme (5) by Acc-Jacobi in the remainder of this paper. We will show that the optimal parameters   =0 m m v  which are used to accelerate the convergence of the original discrete-time Jacobi WR iteration relate closely to the coefficients of the  -th Chebyshev polynomial. Moreover, the effects of the step size h and the matrices , M N on the convergence speed of the Acc-Jacobi method are also presented. We note that, for the sake of economizing memory storage, formula (5) can be performed in special wise which is independent of the parameter  and nearly equals to that of the classical discrete-time Jacobi WR iteration.
The remainder of this paper is organized as follows. In Section 2, we recall the definitions of the so-called
Hblock matrix and M -matrix, and some related proper-ties. In Section 3, the convergence speed of the discrete-time WR iteration (5) is derived and some comparisons about convergence speed between the Acc-Jacobi, the classical Jacobi and the optimal SOR methods are given. In Section 4, we present some numerical results which validate our theoretical conclusions very well. 
Some Basic Knowledge of Matrix


. Then define the block-wise vector and matrix spaces as follows (see also [11] ):
, is exist for = 1, , .
Moreover, for any matrix
provided that the quantities 0
Definition 1 ([21]). A real matrix
  = ij n n a  A with 0 ij a  for all i j  is an M-matrix if A is nonsi- gular and 1 0   A . Definition 2 ([11, 22]). q L  H is an   1 B
H -block matrix, if its block comparison matrix
is 
Lemma 3 ([21]). Let
, and can be splitted as
, then the following results are equivalent: 
Convergence Analysis
As supposed in [11] , we assume in this paper that the matrix   
Lemma 7. Let matrix H and its splitting =  H M N satisfy assumption (A). Then for any real number
where in the first, second and the last inequalities we have used the conclusions 2, 4 of lemma 1, the conclusion 2 of lemma 2 and (9), respectively. Finally, from (10) we know that 
which are real numbers. □ Now, we turn our attention to the convergence analysis of the Acc-Jacobi method defined by (5) . We denote the convergent solution of the Acc-Jacobi method by ,
. We thus define the notations as Equation (11) shows.
Therefore, by careful routine calculations we can equivalently rewritten the Acc-Jacobi iteration (5) as
where
I . This implies the following relation between
Hence, it follows from the convergence theory of Jacobi iteration [21, 23] 
Therefore, we arrive at the following question: 
here and hereafter we set
for convenience. 
at hand, we may consider the following problem
Clearly,
The max-min problem (18) is classical and has been investigated deeply by the famous mathematician Pafnuty Chebyshev (1821-1894)， see, e.g., [24] . The solution of this problem can be obtained by the so called Chebyshev polynomial
which is defined as follows.   . Therefore, we complete the proof by noting
Definition 5 ([21,24])
, we have the following conclusion for the max-min problem (18) .
is the unique polynomial which solves problem (18) . We note that the coefficients of the polynomial p  can be computed conveniently by the three-term recursion relation given by (21) .
Next, we focus on deriving the spectral radius of the matrix (16)), and by lemma 8 we know that they are all real numbers. Therefore, it holds that
. Then it follows, by noting that
and there must exist some
Now, by assumptions (A) and (B), and lemma 7, we know that
Then by the definition of 
We next compare the convergence speed of the AccJacobi method with the classical Jacobi iteration and the optimal SOR iteration. To this end, we first review the discrete-time Jacobi WR iteration and the discrete-time optimal SOR WR iteration investigated in [17, 12] and [25, 3, 4] , respectively. For simplicity, at the moment we just introduce the continuous-time Jacobi and SOR WR iterations, and the discrete-time version can be obtained straightforwardly by applying the linear s -step formula.
The Jacobi WR iteration can be written as
where =  H M N and M is a point or block diagonal matrix. Clearly, the Jacobi WR iteration (28) can be equivalently written as
Analogously, the optimal SOR WR iteration can be written as follows:
where  
with the argument  been defined by (27), and
The matrix M is the point or block diagonal matrix of H just as mentioned in the Jacobi WR iteration (29) and L , U are the strictly lower and upper triangle matrices of the matrix  M H , respectively. Similar to our above analysis, it is easy to know that the convergence speed of the discrete-time Jacobi iteration (after applying the linear s -step formula to (29)) and the discrete-time optimal SOR WR iteration (after applying the linear s-step formula to (30)) can be specified as 
respectively, where
For more details, see [25, 12] . Let  . One can see clearly from these four panels that the convergence speed of the Acc-Jacobi WR iteration method is sharper than that of the classical Jacobi WR iteration, while blunter than that of the optimal SOR method. Moreover, as the argument  becomes larger, the spectral radiuses of the Acc-Jacobi and the optimal SOR methods become nearer.
Numerical Results
To validate our theoretical results given in Section 3, we consider the following problem:
where   =1,2, ,100 = sin 1  is discretized by step size h .We note that the discrete-time optimal SOR WR iteration is a typical sequential algorithm, and therefore we only focus on comparing the convergence speed of the Acc-Jacobi WR iteration defined by (5) and are the k -th iterative solution and the convergent solution of the Acc-Jacobi method, respectively. We choose two different splitting
