Abstract
Introduction
Model checking is an important means of verifying properties of software. Model checking is computationally expensive because its cost depends on the number of states in the model being checked, which for complex systems can be quite large. Thus, previous work has explored ways to reduce the size of the model by abstracting away [5, 13] or simply removing states [1, 6, 7, 17, 23] that cannot affect the satisfiability of the property being checked. This paper introduces a novel method, which we call precision abstraction, for dramatically reducing the number of states in a model without sacrificing the accuracy of property verification.
The key observation is that current model checkers assume a fixed level of precision with respect to all procedure invocations, but this level of precision is not always needed. In particular, model checkers currently obey the semantics of procedure calls, effectively creating a model in which all procedure calls have been inlined. By contrast, the compiler community has long recognized that analysis can be performed at different levels of precision, so analysis time can often be reduced at the expense of precision. For example, an analysis that obeys the semantics of procedures calls is referred to as a context-sensitive analysis, while an analysis that blurs the distinction among different call sites and blurs the distinction among different calling contexts is known as a context-insensitive analysis.
Recently, the notion of adaptive analysis has been introduced [9] . Rather than analyzing every procedure with the same precision, a fast analysis is performed to identify those procedures that must be analyzed context-sensitively to produce an accurate result. All other procedures can be analyzed context-insensitively. Because typically only a handful of procedures require context-sensitive analysis [9] , this adaptive analysis is extremely efficient. In this paper, we use the notion of adaptive analysis to identify those procedures that can be analyzed context-insensitively without affecting the accuracy of the verification of the given property. This information is then be used to construct a model that has significantly fewer states than one that uses full contextsensitivity.
This paper presents preliminary results that this idea, which we refer to as Precision Abstraction, can significantly reduce the number of states required for model checking. This work is part of a larger effort to unify model checking and data-flow analysis techniques to produce precise yet scalable verification tools. In some cases, data-flow analysis can be used to prove that a particular property holds for a given program, so more expensive model checking can be forsaken completely. In other cases, as described above, data-flow analysis can be performed to greatly reduce the cost of the subsequent model checking effort. Because our work attempts to fuse ideas from the model checking and static analysis communities, we also propose an empirical evaluation methodology that reports state space size, actual analysis time, and a measure of accuracy. 
Control abstraction
Control abstraction techniques recognize that not all control flow in the original program affect the satisfiability of the property being checked. Partial order reduction (POR) [18] , and by extension static partial order reduction (SPOR) [15] , are primarily used when analyzing asynchronous systems. These techniques reduce the state space by combining states whose only difference is the relative ordering of changes. For example, assume that multiple processes in an asynchronous system may modify "local" variables, that is variables only visible to one process, and those variables do not affect the satisfiability of the property being checked. Then it suffices to only check one path through the state space containing all of the changes to those variables, instead of needing to examine all possible ordering of those updates. A primary difference between POR and SPOR is that the former is done during the execution of a model checker and the latter is performed when generating the input to a model checker and thus requires no changes to an existing model checker.
Abstraction refinement techniques, such as CEGAR [5] and lazy abstraction [13] , assume an overly simplified model. Then, as the system finds potential errors, it incrementally refines the model by adding back in states and transitions of the more complete model. Predicate abstraction [2, 8] generates an abstracted model given a finite set of predicates over the variables in the model. Within the context of data-flow analysis, these techniques are comparable to path-sensitive analysis, wherein the path taken to a particular statement is considered when analyzing the statement.
Existing control abstraction techniques fit into a larger category that we will call precision abstraction. With precision abstraction, we aim to identify portions of the program/model that do not require the full precision of flowand context-sensitivity. In general, existing control abstraction techniques only focus on flow-sensitivity, in that they operate on a fully context-sensitive representation of a program. We discuss our proposal for precision abstraction in Section 3.
Data abstraction
Data abstraction techniques reduce the state space by restricting or abstracting the data values that variables in the program may assume. For example, it may suffice for a loop count variable to be constrained modulo some integer, or a variable's value may only matter based on its sign (positive, negative, or zero). Similarly, the contents of a queue may only be significant if they contain an element of a certain type and all other values are equivalent and indistinguishable.
In general, data abstraction techniques are not limited by the property being examined. However, these techniques are not easily automated. It is possible that the approximation generated by the data abstractions obscures the validity of the model checking result.
Unnecessary state removal
Unnecessary state removal techniques include slicing [7, 17, 23] and cone of influence (COI) [1, 6] techniques. These techniques rely on the insight that states that do not affect state mentioned in the specification cannot affect the validity of the property. Slicing and COI primarily differ in the representation to which they are applied. Slicing typically occurs on a description of the model (for example, Promela), whereas COI is performed on the actual model, even as it is being generated in an on-the-fly model construction. The literature often uses "slicing" in place of "cone of influence".
Both of these techniques suffer from two main shortcomings. These shortcomings arise because the property being checked may contain several atomic propositions. First, slicing and COI must retain any state which affects any of the atomic propositions without considering the other atomic propositions. If that state does not belong to any path affecting the other atomic propositions, then it will have been needlessly included in the model.
Adaptive Analysis
Iterative flow analysis [19] is an analysis technique that adjusts its precision automatically in response to the quality of the results. Plevyak and Chien use this algorithm to determine the concrete types of objects in programs written using the Concurrent Aggregates object-oriented language.
More recently, Guyer and Lin [9] describe an adaptive pointer analysis algorithm-the Client Driven algorithmthat generalizes this approach to apply to typestate problems [22] , which include the type of flow-sensitive problems that are typically necessary for verifying deep properties about software. In addition, Guyer and Lin's algorithm can provides adaptivity to the pointer analysis, which is often the most costly aspect of static analysis. Our work uses the initial phase of Guyer and Lin's Client Driven algorithm to identify procedures that should be analyzed context-insensitively. We then use this information in model construction.
Precision Abstraction
Analogous to the client-driven analysis technique, our notion of precision abstraction first identifies the portions of a program that require context-sensitivity based on the needs of the property to be model checked. Our compiler then generates a model that matches the determined precision policy. Finally, this property-specific model is model checked using an existing state-of-the-art model checker.
In our compiler, the property to be verified is specified using a simple annotation language [11] that defines a fairly general class of typestate problems. There is a straightforward translation from these property specifications to Linear Time Logic [6] .
Implementation
We have implemented precision analysis using the Broadway and C-Breeze compiler infrastructures [10, 16] . As such, we are currently limited to those properties that can be expressed as a typestate problem [22] . We use the first pass of the client-driven analysis in Broadway to identify the procedures that require context-sensitive analysis.
Then, we use this information to generate a SPIN [14] model that encodes the context-sensitivity information. Because Promela, SPIN's modeling language, does not provide a way to represent this information directly, we must generate a model that encodes our intentions. At the simplest level, procedure calls to context-insensitive procedures are turned into gotos to the single copy of code representing the procedure.
For context-sensitive procedures, we include a copy of the procedure's code at each callsite. In this way, we emulate inlining, which is commonly used to perform contextsensitive analysis.
However, this approach of inlining procedures presents a problem with context-sensitive, recursive (or mutuallyrecursive) procedures. To deal with these procedures, we employ the technique of creating a new Promela proctype for the recursive procedure and using a local chan to return values. In this way, we can represent the recursive procedure call by running the generated proctype, and SPIN will analyze each invocation of the procedure's proctype separately, achieving contextsensitivity. With few exceptions [2] , this work is in contrast to most existing model extractors for software which do not support recursion [7, 3, 4, 12] . 
Evaluation

Methodology
Our work combines ideas from both data-flow analysis and model checking. Thus, it requires comparison to work in both of these areas. Unfortunately, these two areas have different evaluation criteria. The data-flow analysis community is concerned with runtime characteristics and number of potential errors (violations of the specification) identified. However, the model checking community evaluates a solution based on the number of states in the generated model used to verify that there are no violations of a property. Additionally, most model checkers terminate once they have identified the first violation of a property.
The model checking community's choice to present state space size as their primary metric prevents the ability to make qualitative comparisons. As with any exhaustive search technique, the cost of the search heuristic affects the overall performance. In order to make informed comparisons between state space reduction techniques, the model checking community needs to report empirical results that include running time, both total running time and the overhead of the individual heuristic or state space reduction technique.
In general, we feel that the model checking community should adopt a methodology in which all violations are identified and reported. Within the context of checking software, simply identifying the first error places a heavy burden on the user to continuously re-run the analysis after each individual violation has been identified and resolved.
Preliminary Results
We are currently finishing our implementation of precision abstraction. Thus, we cannot provide direct comparison of the running time and state space. However, using the Broadway compiler, we have obtained a measure of the size of the resulting models.
We first present a measure of the number of procedure contexts that are analyzed with three different precision policies: context-insensitive (CI), context sensitive (CS), and client-driven analysis (CDA Guyer's thesis on Broadway presents descriptions of the programs and analyses used [10] . Analogous to procedure locations, in Broadway parlance, a statement location represents a statement in the original program, along with a calling context. Table 2 presents a similar result for statement locations for the same set of programs and analyses. The number of statement locations corresponds to the number of transitions in the resulting model.
Conclusions
Precision abstraction provides a promising approach to combining model checking and data-flow analysis. Using adaptive analysis, we have preliminary results that indicate that the number of transitions in a software program's analysis can be reduced by three orders of magnitude. It still remains to show how this reduction relates to the number of states in the resulting model and to the cost of model checking.
Context-sensitivity presents just one possible approach to reducing the precision of an analysis without impacting the accuracy of the result. We plan to extend this work to support flow-insensitive analysis, which does not respect the order in which program instructions are executed.
In general, the model checking and data-flow analysis communities are increasingly finding common ground in the types of software properties that they wish to verify. Unfortunately, while the theoretical similarities between the two approaches has been recognized [20, 21] , there has been too little cross-pollinization of ideas between the two communities. Precision abstraction presents our first contribution in combining the best of model checking techniques and static analysis techniques.
