Let M n be the space of all n × n matrices with coefficients in R or C, where n 3. The rank subtractivity or minus partial order on M n is defined by A rs B iff rank B = rank A + rank(B − A). We characterize bijective mappings on M n such that A rs B iff (A) rs (B) (A, B ∈ M n ).
Introduction
Let K be R or C and let M n = M n (K) be the space of all n × n matrices with coefficients in K. The rank subtractivity or minus partial ordering on M n is defined by A rs B iff rank B = rank A + rank(B − A), as introduced by Hartwig in [6] and Nambooripad in [12] . Good references for this ordering are [2, 11] . See also [3, 4, 7, 10] .
This order, restricted to idempotents, induces the usual order on idempotents, i.e. P = P 2 rs Q = Q 2 iff P Q = QP = P .
It has applications in statistics, as shown in p. 159 in [8] . Theorem 2.3 in [9] says that A rs B iff (B − A) is (weakly) bi-complementary to A. The concept of bi-complementary matrices has been defined and used in statistics by Werner [15] . Another example of minus partial order in statistics is given in [1] .
We denote by A t the transpose of a matrix A and by A * the adjoint (i.e. the conjugate transpose) of a matrix A. If K = R, A * = A t .
Guterman in [5] characterized bijective linear preservers of this partial order on M n (F), where F is a field with more than n elements. If T is a bijective linear map on M n (F) and A rs B implies T (A) rs T (B), Corollary 4.2 in [5] says that there exist invertible matrices R, L ∈ M n (F) such that
, is an automorphism of the poset (M n , rs ). Šemrl in [14] studies order preserving maps on idempotents and notes that a deep theorem by Ovchinnikov [13] gives a new tool to study linear and non-linear automorphisms of the poset (M n , rs ).
This was the starting point for our research. 
Main result
(II) In the case K = C, there are: an invertible matrix R ∈ M n , an isomorphism ϑ of the field C, and a bijection S : C n → C n , semilinear with respect to ϑ (i.e. S is additive and S(λx) = ϑ(λ)Sx for λ ∈ C, x ∈ C n ), such that, as a mapping on C n ,
It is not difficult to verify that statement (II) is equivalent to: (III) In the case K = C, there are invertible matrices T , L ∈ M n and an isomorphism ϑ of the field C such that
where B is the n × n matrix with entries b ij = ϑ(a ij ) (1 i, j n).
Preliminary results and proofs
Since rs is the only partial order we use in the article, we drop the suffix rs. So In this case rank B rank A + 1.
In particular, for λ / = 0 A B iff λA λB. Now (5) proves that (1) or (2) in Theorem 1 imply that is an automorphism. Let {E ij } be the system of matrix units in M n . We denote
Proof. Let rank A = k. There are invertible matrices R, T such that RAT = E k . Now
Every succeeding term in this sequence has strictly greater rank. Since rank (R −1 T −1 ) n, this implies rank (R −1 T −1 ) = n and rank (A) = k.
Proposition 2 implies that
Then : M n → M n is an automorphism of the poset M n . Also
If P , Q are idempotents in M n , using (5) we see that
Our partial order, restricted to idempotents in M n , is the usual order on idempotents.
If P ∈ M n is an idempotent, P I .
is an idempotent. If we restrict to the poset P of all idempotents in M n , we get an automorphism of P.
The theorem by Ovchinnikov [13, Theorem 3.1] tells us that there is an isomorphism ϑ of the field K and a bijection S of K n , semilinear with respect to ϑ, such that
Since the only isomorphism of R is the identity, S is a linear mapping if K = R.
To prove another part of Theorem 1 we note the following:
Together with (5), this proves that each one of (1)- (4) implies is an automorphism of the poset M n .
If (7) is true, we define :
If (8) is true, let
The same argument as before shows that is an automorphism of the poset M n . Also:
To prove Theorem 1 it remains to show that is the identity mapping on M n .
The rank one operator x ⊗ y on K n , defined by (x ⊗ y)z = z, y x, is an idempotent iff tr(x ⊗ y) = x, y = 1.
Proposition 3. Suppose x ⊗ y is a rank one matrix and A is an invertible matrix in
Proof. Using (6), these are equivalent:
Lemma 4. Let A ∈ M n be invertible and
Proof. Let y be such that x, y = 1. Then x ⊗ y is an idempotent and x ⊗ y < A by Proposition 3. Since preserves idempotents and the order, x ⊗ y < (A), so again by Proposition 3 
This implies that (A)
Proof. Let λ 1 , . . . , λ k be the eigenvalues of A −1 and let
Then Y j is a subspace of K n and dim
Its complement Z is dense in K n , equipped with the usual Euclidean metric.
For x ∈ Z, A −1 x and x are linearly independent and span a two-dimensional subspace W . Let y be such that x, y = 1, A −1 x, y = 1. Then x ⊗ y is idempotent and by Proposition 3, xx ⊗ y < A.
This implies x ⊗ y < (A)
and again by Proposition 3,
It follows that (A) −1 x ∈ W . So,
Thus 
This implies

Ry = t (y)
Cy for all y ∈ K n .
Note that R, C are linear operators. If Cy /
= 0, s ∈ K, s / = 0, t
(sy) = t (y). If Cy, Cz are linearly independent, looking at R(y + z) we see that t (y) = t (z). It follows that:
R = λ(A)C for some λ(A) ∈ K. Proposition 6. Let λ be a scalar, λ / = 0, λ / = 1. Then (λI ) = ϕ(λ)I for some ϕ(λ) ∈ K, ϕ(λ) / = 0, ϕ(λ) / = 1.
Proof. Since λI is invertible, so is B = (λI ).
If B is not a scalar operator, we can find x such that x and B −1 x are linearly independent. There exists y such that
Then x ⊗ y is an idempotent and, by Proposition 3,
Since −1 preserves idempotents and the order,
By Proposition 3,
a contradiction to (10) .
where Q is an idempotent of the same rank as P .
Proof. By (6) P I . This implies λP λI and (λP ) (λI ) = ϕ(λ)I.
Thus 1 ϕ(λ)
(λP ) I,
Remark 8. Since (I ) = I , (0) = 0, this implies
Also, for P = P 2 , (P ) = P = ϕ(1)P .
Remark 9.
If B ∈ M n is invertible, T ∈ M n of rank one, then rank(B − T ) n − 1. Namely,
Proposition 10. Let Q be a rank one idempotent, Q /
We construct an invertible B ∈ M n such that
and µQ < B.
Proof. We distinguish three cases. Let {e 1 , e 2 , . . . , e n } be the standard basis in K n . (I) The first column of Q is zero. Since tr Q = 1, q ii / = 0 for some i 2. Let g be the ith column of Q. The first column of B is e 1 , the ith column of B is µg. Choose the remaining columns so that rank B = n. Now rank(B − E 11 ) = n − 1, so E 11 < B. Also rank(B − µQ) = n − 1, so µQ < B.
(II) The first column of Q is nonzero and q i1 = 0 for i 2.
Then q ij = 0 for i 2. Since tr Q = 1, q 11 = 1. Also, Q / = E 11 implies q 1k / = 0 for some k 2.
Let B = I + tE k1 , where
Since −tµq 1k = 1 − µ, the first and the kth column of C are linearly dependent, so rank(B − µQ) = n − 1. We proved E 11 < B, µQ < B.
(III) The first column q of Q is not a multiple of e 1 . Then b 1 = µq and b 2 = µq − e 1 are also linearly independent. Let b 1 , b 2 be the first columns of B and choose the remaining columns so that rank B = n. Now in B − E 11 the first two columns are equal. And B − µQ has the first column zero. So rank(B − E 11 ) = rank(B − µQ) = n − 1.
Proof. This is obvious for λ = 1, λ = 0 (see Remark 8) . Let λ / = 0, λ / = 1. Idempotents are diagonalizable, so
for some invertible U . Corollary 7 tells us that
where Q is a rank one idempotent. Suppose Q / = P . Then UQU −1 / = E 11 . Proposition 10 gives B invertible such that E 11 < B and
This implies
and
This is impossible by Theorem 2.3 in [2] , but we can show it in three lines. Let P = x ⊗ y. Using Proposition 3, (12) and (13) 
Corollary 12. For every invertible
Proof. Assume first that A is not a scalar matrix. There is x such that x, A −1 x are linearly independent. Let λ / = 0, λ / = 1. There is y ∈ K n such that x, y = 1, A −1 x, y = λ −1 . Proposition 3 implies that λx ⊗ y < A. Applying and Corollary 11,
ϕ(λ)(x ⊗ y) < (A)
and again
.
Proposition 5 tells us
So Since dim(ker B) = n − k and y 1 ∈ ker B, it follows that
Now z ∈ ker(B + x ⊗ y) iff Bz = − z, y x iff Bz = 0 and z, y = 0 (since x / ∈ Im B). So ker(B + x ⊗ y) = ker B ∩ {y} ⊥ and rank(B + x ⊗ y) = k + 1 by (16). 
We prove first that rank of D is at most 1. We fix temporarily x and y. We consider two cases.
(I) The vectors u, x are linearly dependent. Then u = λx and
(II) The vectors u, x are linearly independent.
Since rank B n − 1, Im B is a proper subspace of K n . Since n 3, the linear span Lin{u, x} of u, x is a proper subspace of K n . The union of two proper vector subspaces cannot be equal to the whole space K n . So there is x / ∈ (Im B ∪ Lin{u, x}).
As before, since y / ∈ Im B * , Proposition 13 tells us that 
