Abstract-The Carnegie Mellon University's (CMU) Sphinx framework is increasingly used for the Arabic speech recognition in general and applied to the Holy Quran in particular. Generating the language model includes a tedious task of preparing the transcriptions for all the data. In this paper, we investigate the fault-tolerance of the automatically generated language model as compared to a corrected and uncorrected transcription with and without silence tagging. This editing addresses the different repetitions and pauses encountered during recitations. Experiments show that the average difference between the lowest and highest Word Error Rate (WER) for each configuration of the number of Senones is 0.6% when using all files for the training and 1.6% when using 80% of the files for training the language model of 17 chapters of the Holy Quran. Results show that the performance of trained models without any correction can be close to when all required rectifications of transcriptions are performed.
I. INTRODUCTION Today, Speech Recognition systems have reached a high level of popularity since its debuts around 40 years back [1] . Among the developed systems, the CMU Sphinx framework [2] is a very popular speaker independent system amongst researchers working on Automatic Speech Recognition (ASR). Since the beginning of ASR, the Arabic language has been increasingly being investigated with a great focus on applying its techniques to the Holy Quran. This focus is due to the importance of memorizing the whole Holy Quran or parts of it for all Muslims around the world because it constitutes the centerpiece of their daily prayers. Hence providing tools to assist in the memorization or recitation verification of the Holy Quran will be very much appreciated.
Many researchers focus on using the Sphinx framework in order to develop applications for recitation verification or Tajweed (recitation techniques) teaching and verification as in [3] , [4] , and [5] . However, most of the research was mainly aiming at using Romanized phonemes since it all started with adaptation from the English language. While it some results were achieved using this technique, a major drawback is its difficult adaptation to the Arabic language due to the unnatural representation of Arabic words with Romanized phonemes. This impedes the generation of the language model for the whole Holy Quran since this process involves preparing training data that matches the audio files used for the training. This process is time-consuming because of the need of a very large set of training data for which a transcription matching each audio file for every reciter needs to be prepared and verified. This is a very tedious task. Corrections to transcriptions are needed since recitations do not always match the recited Ayah (sentence) for the reason that it may contain pauses and/or repetitions of part of an Ayah which needs to be correctly prepared for the Sphinx trainer. In this paper, we investigate the robustness of the CMU Sphinx language model for the Holy Quran by comparing the performance of language models with and without correcting the transcriptions.
We will summarize in section 2 the process of generating the language model for the Holy Quran using the CMU Sphinx framework. The experimental setup is explained in section 3 while the results are discussed in section 4, and we conclude and discuss future work in section 5.
II. LANGUAGE MODEL FOR THE HOLY QURAN USING
CMU SPHINX Since CMU Sphinx is a statistical tool that requires a lot of training data in order to generate an accurate language model, we have developed a tool [6] to automatically generate all the files required by the Sphinx trainer based on the selected Holy Quran chapters. Among these files, the transcriptions of the Ayah that is recited are automatically generated without looking at the different variations that each reciter might induce to his recitation either by adding pauses and/or repetitions of some parts of the Ayah. Hence, a manual processing is required in order to verify each audio files to make sure that its transcription is accurate and be able to "feed" the Sphinx trainer accurate training data. However, the amount of training audio files required to generate an accurate language model for the whole Holy Quran is huge which makes it a very hard and time-consuming task.
Furthermore, every word in the transcription needs to be broken down into phonemes that represent the pronunciation ("the sounds") of the word and saved in a dictionary file. The Sphinx trainer will use the training data in order to find a statistical correlation between the different phonemes by using a 3-state HMMs [2] . And in order to easily verify the correctness of the generated files, we used Arabic phonemes instead of the commonly used Romanized ones. Using Arabic phonemes in order to build the language model was tested for a small number of chapters [7] with good results even when a small amount of training data was used. Using Arabic and not Romanized phonemes helps during the verification of the accuracy of the transcriptions of the audio files. In light of these findings, we are investigating in this paper the robustness of the language model for the Holy Quran by comparing the accuracy of the model with different level editing of transcriptions. This will allow us to compare the performance of trained language models with different level of accuracy of audio transcriptions and their tolerance to mistakes due to un-matching training data.
In the next section, we explain the different experiments that were prepared in order to compare the accuracy of the language model and the different levels of transcriptions editing.
III. EXPERIMENTAL SETUP The focus of this paper is on building the language model for 17 Holy Quran chapters, namely the first chapter and the chapters from 99 to 114. In addition, we added recordings of Isti'adah, which is a sentence recited before starting to recite the Holy Quran since in some reciters' folders includes recitations of such sentence. The total number of words reached 326 that required the use of 135 unique Arabic phonemes to represent the pronunciation of the words. Each phoneme consists of an Arabic letter with its diacritics as described in [7] . The Holy Quran text for the selected chapters was downloaded from [8] and saved in a database while the audio files used were downloaded from [9] and [10] resulting in a total of about 8.2 hours of recitations from 47 recitations recorded by 40 different renowned reciters as shown in table 1. The Sphinx trainer reports as a warning that "this is a small amount of data". All the audio files were converted to 16 bits single channel (Mono) WAV file with a sampling rate of 16 kHz. The Sphinx training parameters that are commonly parameterized are the dimension of the Gaussians and the number of Senones. While the first controls the phonemes context dependency, with the second, the more Senones a model is trained with, the less is the accuracy on unseen speech. During all our experiments, the dimension was set to 32 since it obtained a minimal WER in previous trainings as in [7] . Prior to select a set of Senones to use, preliminary experiments were made with the number of Senones starting from 1000 to 10000 with an increment of 50 in order to find the configurations that lead to a minimal WER. These experiments were made using all the audio files for the training phase and resulted in some configurations showing a lower WER as seen in figure 1 . Hence, based on these initial experiments, the following number of Senones were used in all subsequent experimentations: 1000, 1850, 2000, 3800, 4500, 7000, and 10000. The first two values, namely 1000 and 1800, were selected based on their performance in previous experiments [7] , while the remaining number of Senones were chosen based a resulting lower WER.
We didn't find useful to go beyond a number of 10000 Senones since the results seem to show a convergence of the WER to around 4% starting from 3800 Senones. The WER shown in figure 1 is the result of the average of 4 experiments when the number of Senones was set to 1000, 1800, and 2000; and the average of 6 experiments for 3800, 4500, 7000, and 10000 Senones. Two more experiments were added in order to have a more accurate WER since the variation between different experiment results was more than with the first set of Senones. However, after calculating the distance between the minimum and the maximum WERs we found that the average distance is only 0.37% for all selected numbers of Senones, it is clear that there is no real need to repeat experiments for a more accurate WER and we can use the result of the calculation of the WER during the testing phase of a single training scenario to assess its accuracy.
Finally, in order to test the performance of the generated language model, 4 different training scenarios were performed: Scenario #1: Without any changes to the automatically generated model; Scenario #2: With correction to transcriptions in order to make them match the audio files in terms of words sequence; Scenario #3: With transcription corrections of scenario 2 in addition to tagging silences greater or equal to 2.5 seconds; Scenario #4: With transcription corrections of scenario 2 and tagging silences greater or equal to 1.25 seconds.
The more the number of scenarios increase, the more editing is made to audio transcriptions: Scenario #1 does not involve any change from the automatically generated transcriptions. It is assumed that the audio file contains the Ayah that is recited. Since every audio file is named uniquely with a reference to the chapter number and the Ayah number, we know exactly the text of the Ayah for each file to use as transcription. This first scenario is assessing the accuracy of the automatically generated language model regardless of pauses or repetitions that reciters might add during their recitation of the Ayah. Abdul Basit Murattal -40kbps 3.
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Ahmed The other scenarios correct incrementally the transcriptions: we first corrected all the transcriptions that did not match the audio files by only adding the missing words in order to deal with the case of repetitions within an Ayah. This second scenario involves modifying the transcriptions to match the audio files by adding the repeated words and leaving out the pauses in recitations if they are encountered. The remaining 2 scenarios added to the corrections added for the second scenario, the representations of the pauses in recitations. These pauses were labeled by adding to the transcriptions the tag "<sil>" between the words of the Ayah and in the position where the reciter paused his recitation. Therefore, the third scenario involves all the changes of the second scenario in addition to the tagging of the pauses in recitations that were greater than or equal to 2.5 seconds in order to capture medium and long pauses during recitations. The fourth scenario involves all the changes of the third scenario with the addition of the tagging of silences greater than or equal to 1.25 seconds which includes short, medium and long pauses. All these corrections were completed by listening to each audio file and correct the transcriptions accordingly based on the selected training scenario.
Every training is performed by repeating the training for each scenario with a configuration of a dimension of 32 along with each value of the following set of Senones: 1000, 1850, 2000, 3800, 4500, 7000, and 10000.
The WER is calculated during the testing phase by the Sphinx trainer and is performed automatically and immediately after generating the language model based on the different configurations and scenarios. And since the accuracy of the model differs when we test it with previously "seen" or "unseen" audio files we performed all these scenarios by either using all audio data for both the training and testing of the language model or using a percentage of the audio files for training and the remaining percentage of the files for the testing phase. Hence, we performed the 4 scenarios previously described using:
• All the audio files (100%) were used for the training and the testing of the language model; • 80% of all the audio files were randomly selected for the training and the remaining 20% for the testing phase.
This allows assessing the accuracy of the language model when the WER is calculated based on audio data used during the training phase with the performance of the model when tested on data unseen during the training.
The results of the different training scenarios are discussed in the following section.
IV. RESULTS AND DISCUSSIONS
When multiple training scenarios with different level of editing to transcriptions of training audio files were completed, the average training time was about 50 minutes. The training time for all different training configurations is about 3030 seconds on average as shown in figure 2. It indicates that the increase in the number of Senones does not have a significant impact on the training time.
All experiments were done either by using all the files for both the training and the testing of the language model or by using 80% of the audio files for the training and the remaining 20% for the testing. The results of each setup are discussed in the following sub-sections. Average training times when using all files for training
A. Using all audio files for both the training and testing
When using all files for both the training and testing, the best accuracy was obtained, surprisingly, with training scenario number 2 when transcriptions were corrected to match the audio files without tagging the silences. The initial expectation was that the third and fourth scenarios will obtain the best accuracy with the lowest WER. However, the second scenario obtained the lowest WER in all different configurations of Senones with an average WER of 3.8% reached when the number of Senones was set to 4500 and 7000 as in figure 3 . The WER seem to converge to the lowest value starting from 3800 Senones since its WER is 3.9% which is very close to the lower WER found at 4500 Senones. Furthermore, the worst accuracy was mostly reached with the fourth scenario which includes correcting the transcriptions and tagging all silences greater than or equal to 1.25 seconds.
The minimal WER obtained with the first scenario is 4% obtained with a training configuration of 3800 Senones while the third scenario resulted in a minimal WER of 4.1% with the same configuration of 3800 Senones. The lowest WER for the fourth scenario is 4.2% reached with 10000 Senones. Hence, the ranking of the all 4 scenarios from the lowest to the higher average WER is mostly as follows:
This ranking is consistent with all training configuration with the exception of 1850 Senones which the fourth scenario outperformed the third scenario. Moreover, a general trend among all 4 scenarios shows that there is a correlation between the number of Senones and the average WER in a way that the WER decreases with the increase of the number of Senones up to 3800 Senones where it seems to converge to the minimal WER of 3.8%. This is explained by the fact that the same data that was used during the training phase is also used to test the accuracy of the generated model and the more Senones a model is trained with, the more it is bound to the trained data and less accurate with unseen data. Fig. 3 .
Training the language model using all audio files Finally, the average difference between the lower and higher WER for each configuration of the number of Senones is 0.6% regardless of the training scenario. When using all audio data for both the training and the testing, the performance of models built without any modification to the automatically generated transcriptions (scenario #1) was not very far from resulting in the best performance. Because correcting transcriptions is a very time-consuming task, the results indicate that we may train language models without any correction of transcription to manage repetitions and pauses in recitations from the automatically generated transcription. We might use the first scenario to quickly get an estimation of the performance of the generated language model when including more Holy Quran chapters, which will result in adding much more recitation files that would require a lot of time to manually manage the repetitions and pauses in recitations. This will be useful even more when including chapters with long Ayat (sentences) that will most likely have multiple pauses and repetitions that will require much more editing efforts.
B. Using 80% of all audio files for training and 20% for testing
When 80% all the audio files were used during the training, the testing of the generated model is done on completely unseen audio files which result in a much higher WER as compared to testing the model on previously seen audio files. However, by reducing the initially small training data by 20%, the Sphinx trainer will not be able to accurately generate a language model, however, this will allow us to have a better indication of the performance of training configurations and level of editing required for an accurate model. The results show that with less training data, a higher average WER was obtained for all different training configurations when compared to using all audio files for training as seen in figure 4 .
The lowest WER of 29.2% was reached with a number of Senones of 1000 with the fourth scenario when all the repetitions and pauses greater than or equal to 1.25 seconds were tagged in transcriptions. While 43.4% is the highest WER obtained with the first scenario, when transcriptions were not corrected at all. This highest WER was reached when 4500 and 7000 Senones were used as training configurations. Results show that there is a general trend among all training configurations showing that when transcriptions were corrected and pauses tagged, the accuracy of the generated language model increased. The lowest WER obtained by the first scenario is 32.1%, while the second scenario achieved a lower WER of 30.6%, and the third scenario reached a WER of 31.1%. All of these results were reached when 1000 Senones were used during the training.
The ranking of the all 4 scenarios from the lowest to the highest average WER is not as consistent as when all audio files were used for the training. However, the ranking from the most accurate to the least accurate is mostly as follows:
This shows that in many training configurations, the third scenario involving transcription corrections and tagging of medium and long silences resulted in the lowest average WER most of the time. The second best accuracy was mostly obtained when correcting the transcription without silence tagging (scenario #2) while the worst accuracy is achieved by the first scenario which does not involve any transcription editing. Therefore, correcting the transcriptions has a tangible benefit in terms of increasing the accuracy of the language model even without tagging the silences. This shows that the Sphinx trainer can cope with a not so accurate training data with an interesting performance in most configurations of Senones. Furthermore, results show that in some training configurations, the difference between the accuracy of the different scenarios was not very substantial as when the number of Senones were set to 1850, 3800, and 10000. Among all configurations, the average distance between the lowest and highest WER for each configuration is 1.6% with a standard deviation of 0.9%. Fig. 4 .
Training the language model using 80% of the files Nevertheless, 29.2% is the lowest WER among all training configurations and scenarios. It was obtained with the smallest number of Senones used (1000) and with the fourth training scenario which involved tagging even short silences along with correcting all transcriptions. This shows that the combination of a small number of Senones with a high level of editing will obtain the best performance even with a small dataset. However, this is not true when too many Senones are used during the training since with 10000 Senones, the WER of the fourth scenario was the highest among all scenarios.
V. CONCLUSION AND FUTURE WORK Building a language model for the Holy Quran based on widely available recitations is not a trivial task. Pauses and repetitions in recitations are very common and need to be taken into consideration when preparing the data needed by the Sphinx trainer in order to achieve a higher accuracy of the language model. However, this task is very tedious and timeconsuming. We experimented training Sphinx's language model with different levels of editing of transcriptions of audio files in order to assess the robustness of the trained model in different settings of editing scenarios and configurations despite using a small amount of training data.
Experimentations showed that when all audio data were used for both the training and testing, the fault-tolerance of the generated language model was higher than when using 80% of all audio data for the training. The average difference between the lowest and highest WER for all scenarios for each training configuration was 0.6% when using all files for the training and testing, and 1.6% when using 80% of the files for the training and the remaining 20% for testing. The first scenario, that did not involve any modification of the automatically generated audio transcriptions, scored the second best accuracy when using all audio files, while being the worst when 80% of the audio files were used for the training. In addition, the WER decreases with the increase of the number Senones when all data files were used for both the training and testing while the opposite was observed when only 80% of the audio files were used for the training and the remaining 20% used for testing the language model. Additionally, the accuracy of the difference scenarios was very similar regardless of the different editing scenarios since the average distance between the minimum and the maximum of each configuration of the number of Senones is 1.6% with a standard deviation of 0.9%.
The lowest WER of 29.2% was obtained when the configuration of the Senones was set to 1000 and when all short, medium, and long silences were tagged in the transcriptions of the audio files along with the corrections due to repetitions during recitations of Holy Quran Ayat (scenario #4). This is still not enough for a reliable ASR tool and, in the future, we plan to increase the training data by including more recordings of recitations and perform more experiments with a focus on not using all the audio files for the training and testing. Experimenting using a smaller number of Senones will also help in confirming the optimal training configuration. Finally, including more Holy Quran chapters is our next objective in order to increase the training data per number of Arabic phonemes since the statistical nature of the Sphinx trainer requires a lot of data in order to be able to accurately recognize Holy Quran recitations.
