ABSTRACT
INTRODUCTION

In this paper we are concerned with the interactive retrieval of short segments of video commonly referred to as shots, from a potentially large video archive. This is in contrast to the most often used scenario for video searching where we are searching for entire video programmes such as when searching a Personal Video Recorder (PVR) or movie library. Indexing of entire video programs, such as movies, entire TV news broadcasts or TV programs, is easily done using metadata and there are many example systems which support access to video in such a way. Here we are concerned with direct access to video content, based on what is actually appearing in the video frame or from the associated audio track. Scenarios where such retrieval is needed includes trying to locate specific scenes in a movie, such as when Tom Cruise used the gesture-based video search tool in the movie
Minority Report or when the alien creature bursts out of the stomach of John Hurt in the movie Alien. Even when searching an archive of personal video content (from a camcorder, for example), we usually want to locate individual shots, such as the shot of your son blowing out the candles on his 4th birthday or the shot of your children playing on the beach on your vacation last year.
For the most part, the dominant approach to video searching, at the sub-video or "shot" level is based on text from automatic speech recognition (ASR), from video OCR and from closed captions. This works well when the text content is in some way descriptive of the visual content, or at least the on-screen video is illustrative of the text content. This occurs in video genres like broadcast news or TV documentaries, but not in movies, CCTV, home movies, or other kinds of TV program. When text-based video search doesn't work, or even when it does, then a second type of video search that is useful is matching images which illustrate the information need against keyframes. Such matching is usually based on visual similarity between images and will be useful when a searcher has a candidate query image, or can locate a keyframe serving this purpose from the video archive. A third common approach to video shot retrieval involves the definition of semantic concepts whose occurrences can be automatically determined and then used as filters or search criteria if the semantic annotations are reliable and accurate. This latter is what is used in manual video annotation in TV archives and elsewhere but it is manual and expensive to construct and maintain, and there is much work and interest to automate this.
A 
Sivic and his colleagues take an approach whereby the user is asked to perform object segmentation in the query keyframe and this object is then matched and highlighted against similar objects appearing in shots. The approach uses contiguous frames within a shot to improve the estimation of object occurrences by addresses changes in the appearance of an object due to change in camera viewpoint, in illumination, in object occlusion or in object movement. The approach thus goes much further than using jost keyframes, as most other work does, and is illustrated working on the movie Groundhog Day in
3 with a more detailed presentation of the image processing in. 4 
Work reported in 5 addresses object segmentation and retrieval based on a complex approach to motion representation and concentrates on the object tracking without actually segmenting the semantic object. This rather neatly avoids the problem of having to segment objects. The paper reports some preliminary experiments where similar objects which have a similar trajectory to the query clip and appear in similar video compositions, can be located, though a thorough evaluation is needed. Similar work, also operating on video rather than video keyframes, is reported in 6 where they automatically segment video frames into regions based on colour and texture, and then track the largest of these through a video sequence. Like the work of Liu et al in
5 they do not operate on segmented video objects but more like video blobs. In this approach a user query is not a segmented object but an object appearing in a query video clip. The work reported in 6 will search using a query video clip to find video sequences similar in terms of object motion, as well as edges, texture, and colours and this has been tested on a corpus of natural video.
While most of the work mentioned above is quite recent and suggests that object-based video retrieval is a new development, this is not true, with work on video retrieval using objects being reported more than 10 years ago, e.g.. 7 Clearly the notion of using video objects for retrieval has been desirable for some time, but only very recently has technology started to allow even very basic object-location functions on video.
OBJECT MODELING FOR ITERATIVE REFINEMENT
When textual annotation is not available for image retrieval, a description of the targeted concept for retrieval can be difficult for the user. One popular mechanism for query initialization in image retrieval in such scenarios is query-by-example (QBE). The QBE strategy offers an elegant and compact solution to query formulation and
we use this approach in the video object-based retrieval which we illustrate in this paper. In this section we shall describe the system in more detail.
System Description
The system's main capability which we illustrate in this paper is to iteratively improve the object-object similarity measure in the database using a user's query formulations during a search session to dynamically model objects in the database and to retrieve objects according to the formed model. 
Feature Descriptors For Objects
The features we selected for image representation are colour, shape and texture as they are directly related to human perception and independent of each other. In our system the features describe only the image foreground, i.e. the segmented object.
Colour Representation
To represent colour we adopted the MPEG-7 Dominant Colour Descriptor (DCD), 11 which is used by many retrieval systems. The recommended distance to be used with DCD is 12 :
where N is a set of colour vectors c i , and p i their percentages. The similarity coefficient α k,l between two RGB color vectors c k and c l is calculated as:
In expression 2 
where A is the area and P perimeter of the video object defined as:
Texture Representation
In our system texture is represented with the MPEG-7 Texture Browsing Descriptor.
11
This descriptor is expressed as a set of 24 Gabor wavelets 15 g m,n (x, y) (6 orientations, 4 scales) obtained by appropriate rotations and dilations of the a two dimensional Gabor function:
where
is the total number of orientations and a −m is the scale factor. G(x , y ) is the Fourier transform of a two dimensional Gabor g(x, y) function:
Given an image I(x, y) its Gabor wavelet transform is then defined as:
where * indicates the complex conjugate and g m,n are the Gabor wavelets. It is assumed that the local texture regions are spatially homogeneous, and the mean µ m,n and the standard deviation σ m,n of the magnitude of the transform coefficients are used to represent the region classification for retrieval purposes 15 :
The resulting vector has µ m,n , σ m,n feature components. Then the distance between two patterns i and j in the texture space 15 is defined as:
where α(µ m,n ) and σ(µ m,n ) are the standard deviations of the respective features over the entire collection and are used to normalise the individual feature components. Once the user had provided (through relevance feedback) a set of objects as an indication of the objects they wish to retrieve, these are analysed in terms of colour, shape and texture. Considering these features as independent of each other we define an object-to-object similarity measure S object as: 
VIDEO OBJECT RETRIEVAL AND AUTOMATIC QUERY SPLITTING
Our system makes use of implicit explanations by visually showing the query documents (video objects) grouped in clusters based
S object (i, j) = αS colour (i, j) + βS shape (i, j) + γS texture (i, j)(10)p(ε|j) = 1 2π|Σ j | 1 2 exp − 1 2 (ε−µj ) T Σ −1 j (ε−µj )(11)
The mean µ and variance Σ are estimated from examples labelled as relevant (positive). The density probability functions of the Gaussian mixture are estimated through the Estimation-Maximisation (EM)
17 procedure. (12) The components of these vectors are then combined such that each component of the colour vector is grouped with each component of the shape and texture vectors, constructing a query triplet.
At this point we obtain a vector of parameters (µ,Σ) for the Gaussian mixture that models each feature (colour, shape, texture).
v colour = ((µ (1) colour , Σ (1) colour ),.., (µ (n) colour , Σ (n) colour )) v shape = ((µ (1) shape , Σ (1) shape ),.., (µ (m) shape , Σ (m) shape )) v texture = ((µ (1) texture , Σ (1) texture ),.., (µ (p) texture , Σ (p) texture ))query (i,j,k) = ((µ (i) colour , Σ (i) colour )(µ (j) shape , Σ (j) shape )(µ (k) texture , Σ (k) texture ))(13)
Each query triplet is a possible search direction (sub-query). However there is a possibility of the number of queries growing exponentially with the number of feature's components therefore we need to constrain the expansion of the query triplets by merging together close related triplets. The final purpose is to obtain a small number of mutually complementary sub-queries which represent clusters of objects (sub-queries) where the objects included in one cluster do not exist in any other cluster (sub-query). The merging procedure uses the Mahalanobis distance
18 to compute the distances between each two pairs of feature's triplets. The Mahalanobis distance is expressed as:
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where x is the colour, shape and texture triplet, µ i is the mean of the resulting triplet, and Σ 
The video objects associated with the feature's triplets resulted from the merging step the are then presented to the user. The user has the option to select one of the displayed queries (group of objects) as the active query in the next iteration. In one sense what we have done is to automatically split the initial group of query objects in sub-queries where each individual sub-query could represent a set of objects which are similar to each other but dissimilar to rest of the query objects.
In the next retrieval step we calculate the similarity distance from the mean µ and variance Σ of each feature in the active query to the features of the objects in the collection. The objects that have the highest similarity score are retrieved and presented to the user. The estimation-maximisation and query construction steps are repeated when new examples are labelled by the user.
RETRIEVAL SCENARIOS FOR VIDEO OBJECT RETRIEVAL
In this section we illustrate how object segmentation, user interaction with the segmented objects, relevance feedback with objects, object classification and the automatic query splitting mechanism explained in the previous section have all been combined to work together into one operating system. Figure 3 illustrates a shot representation and how the user can interact with it to see the segmented object within a keyframe and to specify the features (colour, shape and texture) of that object that they wish to use in retrieval. The shot representation and the interaction illustrated in Figure 3 is the basic mechanism to allow the user to interact with objects segmented by the system, and to enable object-based actions such as viewing, selecting, saving, and using an object as an example query. Figure 4 is Figure 4) . The user can remove the added object from the query panel or add as many objects as she desires. Clicking on the "find" button on the query panel triggers retrieval from the object database using the objects and its features collected on the query panel, and the result is displayed on the search result column (3rd column in Figure  4) . From the search result the user can further browse objects and add objects into the query panel. At any Figure 4 . Overall interface of the system point of browsing, clicking on the "save" button will copy the entire shot into the saved objects area (the last column in Figure 4 ) -this is the area the user can save objects for whatever use at hand, and can be considered as a "bookmark" or "my favourites". Figure 4 shows the screen after the user has gone through 3 iterations of searching, currently having added four car objects to the query panel, and found three relevant cars which she saved on the saved objects column.
As more and more objects are added to the query panel, the system's underlying classification of objects becomes more and more refined. However, as mentioned in Section 3, retrieval performance depends on weather a "good" set of example objects has been collected in the query panel: if very different objects with conflicting features have been specified in the query panel, the system's classification will become more confused than refined. The automatic object grouping feature of the system is an important search support component of the system to help the user be aware of this possible discrepancy in the objects she has added to the query panel. The four car objects in the query panel in Figure 4, Figure 4 ). In Figure 5 (a) , the query panel part of Figure 4 is illustrated. The user has added four car objects thinking they will all help her search, but not all of these four will be conducive to the accurate classification of the objects in the database: the user clicks on the "group" button, and the system splits the added objects using its internal clustering mechanism as described in Section 3. In this example, three of the added cars are square-shaped and one is more round shape and red colour, thus the system automatically grouped them separately. Now the user realises the difference between the objects she has been adding, and focuses her In Figure 5 ( 
