In this paper we deal with an M/G/1 vacation system with the sojourn time (wait plus service) limit and two typical vacation rules, i.e. multiple and single vacation rules. Using the level crossing approach, explicit expressions for the steady-state distributions of the virtual waiting times are obtained in vacation systems with exponential and constant service times, a general vacation time, and two vacation rules.
Introduction
Single-server queues with service vacations arise as models of many computer, communication, and production systems. A wide class of such vacation models has been studied extensively in the applied probability literature. We consider an M/G/1 vacation model with the sojourn time limit. An M/G/1 model with server vacations and limited sojourn time was studied in Takine and Hasegawa (1990) under a different rule for customers staying for service. A stochastic process of the unfinished work in an M/G/1 vacation model with finite capacity for the workload, which is equivalent to their model with limited sojourn time, was also studied in van der Duyn Schouten (1978) . To the author's knowledge, only these two papers deal with the vacation model with the sojourn time limit. The single-server queue with limited sojourn time and constant service time was studied in Hokstad (1979) ; however, server vacations were not considered. Related references on the single-server queue with limited waiting time are provided in Takine and Hasegawa (1990) .
Using the level crossing approach pioneered by Brill in 1974 (see Brill (2008 ), we derive the steady-state probability density functions of the virtual waiting times for both the multiple and single vacation rules as described below. We describe our mathematical model in detail. Customers arrive at a queue according to a Poisson process with rate λ. They are served by a single server in order of arrival (first-in-first-out (FIFO) discipline), where the service time of a customer is denoted by H . They cannot stay in the system longer than an interval of length T . We assume that the sojourn times of arriving customers are known by a system manager, at their arrival instants, and they are refused entry to the system if their sojourn time exceeds the interval T , i.e. > T . (The system manager may utilize a reneging rule before starting service for the rejected customers). If the queue becomes empty at the end of a service period, the server takes a vacation with vacation time V , (i.e. the so-called exhaustive service vacation). (i) If the system is empty upon the server's return from a vacation, another vacation begins immediately. If the system is not empty upon the server's return, the server starts servicing again (multiple vacation (MV) rule).
(ii) If the system is empty upon the server's return from a vacation, the server does not take another vacation and waits for a new arrival. If the system is not empty upon the server's return, the server starts servicing again, i.e. the server takes exactly one vacation (single vacation (SV) rule).
The service time H and the vacation time V are independent and identically distributed random variables. Given a nonnegative-valued random variable F , we denote its distribution function (DF) by F (t), its probability density function (PDF) by f (t), its Laplace-Stieltjes transform (LST) by F * (s), and its finite first and mth moments of the DF by f and f (m) , m = 2, 3, . . . , respectively. We defineF (t) := 1 − F (t) for t ≥ 0 and ρ := λh.
Level crossing analysis
We first consider a sample path (sample function) W t of the virtual workload process {W t } of the M/G/1 queueing system with sojourn time limit and vacation times, where W t represents the virtual workload (W ) at a time t ≥ 0. The virtual workload is defined as the sum of the unfinished workload in the system and the remaining vacation time, that is, W represents the virtual waiting time under the FIFO discipline. Figures 1 and 2 show typical sample paths of {W t } for the MV and the SV rules, respectively. The virtual workload process {W t } is a stochastic process with independent cycles defined as an interval between successive vacation starting epochs, in which the expected length of a cycle is denoted by E(C). Throughout this section, we assume that the system is in equilibrium. We denote by W (x) the steady-state DF of the virtual waiting time W , and assume that W (x) is differentiable for x > 0. We formulate the level crossing formula (balance equation) in (4) and (5) below. We assume that the service time H has an exponential distribution, i.e. H (t) = 1 − e −µt .
Theorem 1. For the M/M/1 MV system with limited sojourn time (T ), w(x), x > 0, and W (0)
are given by
Proof. The level crossing formula is given by The left-hand side of (4) represents the rate at which W t downcrosses a level x > 0, while the right-hand side represents the rate at which W t jumps from below x to above x > 0. The first term on the right-hand side of (4) corresponds to the case where the server takes vacations, i.e. a vacation (customer) brings to the system the workload V and then W t jumps from below x to above x. The second and third terms correspond to the case where an ordinary customer brings to the system the workload H and then W t jumps from below x to above x; see Figure 1 . The minus terms,H (T ) andH (T −y), correspond to the case where arriving customers are rejected entry to the system because their sojourn time = W + H > T (such arrivals with service time H are shown in Figure 1 using dash-arrowed lines). This argument can also be applied to (5). Note here that W (0) = 0 for the MV rule, and the arrival rate of vacation customers (λ v ) is yet unknown. It follows from (4) andH (x) = e −µx that
e µy w(y) dy.
Setting g 0 (y) := e µy w(y), we obtain
T. KATAYAMA where we have set g 0 (0+) = 0. Furthermore, setting z := e −µ(T −x) and g(z) := g 0 (x), we obtain the following first-order differential equation for g(z), 1 > z > e −µT :
Taking account of the boundary condition g 0 (0+) = 0, the solution is expressed as
e −µT y −ρ e ρy q(y) dy.
Consequently, using the relation w(x) = g 0 (x)e −µx , 0 < x < T , we obtain (1) and (2), where λ v is yet unknown. For x ≥ T , w(x) is given by (5), directly. The arrival rate λ v of vacation customers should be determined from the normalization condition
which concludes the proof.
Theorem 2. For the M/M/1 SV system with limited sojourn time (T ), w(x), x > 0, and W (0)
Proof. For the SV system, the level crossing formula is also given by (4) and (5). Furthermore, using the property of the regenerative process {W t } (see, e.g. Asmussen (2003, pp. 168-171) ), we have
where 1/λ represents the mean nonbusy period, in which W t = 0 and q 0 is the probability that during a vacation no customers arrive; see Figure 2 . Using the same argument as in the proof of Theorem 1, we obtain the following differential equation for g(z), 1 > z > e −µT :
Hence, λ v is given by (7), which follows from (6), (9), and the same argument as in the proof of Theorem 1. Equation (9) leads to (8).
Some results for vacation systems with sojourn time limits
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We assume hereafter that H is constant, i.e. H (t) = 0 (t < h) and H (t) = 1 (t ≥ h).
Theorem 3. For the M/D/1 MV system with limited sojourn time (T ), w(x), x > 0, and W (0)
where the I k , k = 0, 1, . . . , n + 1 (n ≥ 1), are given in (16) and (17) below, the ω k (x), k = 0, 1, . . . , n + 1, are defined by
with the ϕ k (x), k = 0, 1, . . . , n − 1, recursively obtained from (22) below and ϕ −1 (x) ≡ 0, and
Proof. For the M/D/1 vacation system (MV), the level crossing formula is given by (4) and (5). To obtain the solution of (4) and (5), we start by dividing [0, T ) into n+2 subintervals, i.e.
where n is an integer satisfying
Here the n = 0 case is of no interest. The n = 1 case requires a separate treatment, so we first assume that n ≥ 2. Now we introduce
and let w k (x) be the value of w(x) for x ∈ I k . Equation (4) gives, for x ∈ I 0 ,
that is,
where we have used the fact that W (0) = 0 for the MV rule. From (4) we consecutively obtain the following first-order differential equation for W k (x), x ∈ I k , k = 1, 2, . . . , n − 1:
Using the boundary condition W k (kh) = W k−1 (kh), the solution is given by
Furthermore, from (4) we obtain
where
and
Equations (11), (12), and (13) are obtained from (20), (23), and (24), respectively. We have considered only the n ≥ 2 case in (16) and (17). It can also be shown that the above results hold even for n = 1, by dividing the interval [0, T ) into three subintervals, 
which leads to (14). 
where the I k , k = 0, 1, . . . , n + 1 (n ≥ 1), are given in (16) and (17) , the ω k (x), k = 0, 1, . . . , n + 1, are defined by
with the ϕ k (x), k = 0, 1, . . . , n− 1, recursively obtained from (22) 
