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En el presente trabajo se presenta el desarrollo de un análisis longitudinal con la implementación de modelos lineales
mixtos, con el objetivo de encontrar el modelo que mejor describa la variable de respuesta de interés. Se analizaron
datos de grosores corticales cerebrales en dos grupos de estudio: individuos en sus fases iniciales de psicosis (pacientes)
e individuos sanos (controles), recolectados durante 15 años en diferentes puntos temporales.
La información de los valores numéricos de los grosores corticales se extrajo de imágenes potenciadas en T1,
obtenidas con la técnica de resonancia magnética. Su análisis se llevó a cabo utilizando Freesurfer un programa de
análisis de neuroimágenes.
Se implementó el lenguaje de programación en R como herramienta estadística para el análisis de los modelos
lineales mixtos. Se evaluaron tres modelos encontrándose que el mejor fue el que toma en consideración la variabilidad
existente entre cada individuo con respecto a su grosor cortical inicial (efecto aleatorio), a este modelo se le nombró
M2.
Palabras clave. Modelos lineales mixtos, neuroimagen, efectos ﬁjos, efectos aleatorios, Freesurfer, R, MRI.
2
Summary
In this work we present the development of a longitudinal analysis with the implementation of mixed linear models,
in order to ﬁnd the model that best describes the response variable of interest. Cerebral cortical thickness data were
analyzed in two study groups: subjects with initial phases of psychosis (patients) and healthy subjects (controls),
collected over 15 years.
The information of the numerical values of the cortical thickness was extracted from T1-weighted images obtained
with the magnetic resonance technique. Their analysis was carried out using Freesurfer a neuroimaging analysis
program.
The programming language was implemented in R for the achievement of the analysis of mixed linear models.
Three models were evaluated, ﬁnding that the best takes into account the variability existing between each individual
with respect to their initial cortical thickness (random eﬀect), this model was named M2.




En el presente trabajo se analizarán los datos obtenidos de imágenes cerebrales en diferentes puntos temporales
para dos grupos de estudio, sujetos sanos (controles) y sujetos con fases iniciales de psicosis (pacientes). Dichos datos
son provenientes de un programa de atención a las fases iniciales de psicosis (PAFIP). Este es un programa de atención
e investigación clínica que se lleva a cabo en el servicio de psiquiatría del Hospital Universitario Marqués de Valdecilla
en colaboración con el Instituto de Investigación Valdecilla (IDIVAL) desde el año 2001 a cargo del Dr. Benedicto
Crespo Facorro.
El objetivo principal de este trabajo es realizar un análisis longitudinal sobre un conjunto de datos recolectados
durante 15 años de grosores de regiones corticales cerebrales para dos grupos de estudio, paciente y controles. Se
realizará este análisis con el ﬁn de encontrar el mejor modelo que caracterice a la variable de respuesta, que es el
grosor cortical cerebral de diferentes regiones de interés.
Además se tienen los siguientes objetivos especíﬁcos:
Realizar de la obtención de los grosores de la corteza cerebral utilizando el programa Freesurfer.
Encontrar un modelo estadístico apropiado para caracterizar el cambio en el grosor cortical de los dos grupos,
pacientes y controles.
Identiﬁcar qué regiones corticales cambian más de grosor durante el paso del tiempo para los dos grupos de
estudio, pacientes y controles.
La organización de este trabajo es la siguiente:
En el segundo capítulo se presenta una breve introducción de los fundamentos teóricos que permiten la adquisición
de las imágenes cerebrales, la denominada técnica de resonancia magnética nuclear. También se describe un análisis
longitudinal sobre una medida de interés y las herramientas matemáticas detrás de este estudio. Finalmente se explica
un caso particular del análisis longitudinal, conocido como modelos lineales mixtos, presentándose así una breve
explicación de la teoría matemática detrás de estos modelos.
Por otra parte en el tercer capítulo se plantea la metodología aplicada al tratamiento de los datos con los que se
contó. Se explica la adquisición de las imágenes y el programa Freesurfer, el cual se implementó como herramienta
de análisis de imágenes y para la extracción de los datos de grosores corticales. Se tuvo que aprender a usar la
interfase de este programa ya que muchos de los comandos se ejecutaron desde la terminal. También se plantea el
diseño de estudio y se explica cómo se implementó el lenguaje de programación en R como herramienta estadística
sobre los datos de grosor cortical para cada región de interés. En esa misma sección se presenta una explicación de la
modelización de estudios longitudinales, los cuales son adecuados para mediciones repetidas en el tiempo de alguna
variable de interés para cada sujeto de estudio. Para el presente trabajo la variable de respuesta fue el grosor de las
segmentaciones del cuneos, la lingula, la insula, el cíngulo y las circunvoluciones fusiforme y orbitofrontal lateral, ya
que estas segmentaciones son las que en la literatura se ha encontrado cambio para el grupo de pacientes [21, 20].
En el capítulo cuarto se presentan los resultados del análisis realizado en R. Primero se plasman spaguetti plots,
que son gráﬁcos que permiten ver la aleatoriedad de las medidas de grosores entre sujetos. Seguidamente, se muestran
también los gráﬁcos de las medias del grosor cortical de cada grupo sobre el tiempo para cada región de interés.
Además se exponen las propuestas de modelos, presentándose tres alternativas donde el primer modelo ( M1) es una
regresión lineal, y el segundo y tercero (M2 y M3 respectivamente), son modelos lineales mixtos. Se comenta también
que modelo resultó más óptimo para predecir el cambio en el grosor cortical para los dos grupos de estudio (pacientes
y controles) en las diferentes regiones de interés.
Finalmente se tienen el capítulo quien se tienen las conclusiones donde se explica el por qué los modelos lineales
mixtos resultan más adecuados para modelizar este tipo de mediciones a través del tiempo para diferentes individuos




En el presente capítulo se desarrollará una breve explicación de los fundamentos físicos de la resonancia magnética
y los diferentes tipos de imágenes que se obtienen de ella. También se explicará en qué consiste y cuales son las ventajas
de un análisis longitudinal en el estudio realizado. Una vez entendido el análisis antes mencionado se explicara la teoría
de los modelos lineales mixtos (en inglés linear mixed models).
2.1. Resonancia magnética nuclear
La resonancia magnética nuclear es una técnica del campo de la medicina en imágenes diagnósticas que implementa
y aprovecha las propiedades físicas con las que cuentan los núcleos atómicos que componen las moléculas. Principal-
mente son de interés las moléculas de agua y grasa ya que son las que componen en un 63% a los seres humanos. Para
la adquisición de imágenes médicas es de interés el átomo de Hidrógeno.
Un átomo de Hidrógeno esta constituido por neutrones, protones y electrones los cuales tienen masa, carga eléctrica
(exceptuando al neutrón), momento magnético y momento angular intrínseco conocido como spin con valor igual a
± 12 , siendo este último una propiedad fundamental de la materia.
Poseen spin fraccionario ya que se encuentran no apareados1 permitiéndoles esta propiedad estar activos magnéti-
camente, con lo cual dicha propiedad es de vital importancia para la técnica de resonancia magnética. La partícula de
interés aquí es el protón y este, al tener spin, tendrá un momento magnético, véase ﬁgura 2.1.1.
Con momento magnético
Masa atómica impar
(p. ej. Hidrógeno -1) 
Sin momento magnético
Masa atómica par
(p. ej. Carbono-12  y el
Oxígeno-16)
Spin
Figura 2.1.1: Se muestra la propiedad del spin en los elementos no apareados y la ausencia del spin en los elementos pares.
El momento magnético asociado a la partícula se denomina µ que es proporcional al momento angular del spin J ,
véase la ecuación 2.1.1.
µ = γ J (2.1.1)
donde γ es la razón giromagnética que es una propiedad fundamental de cada isótopo nuclear de spin no nulo (para
el hidrógeno, γ= 42.58MHz/T ).
Ahora bien, al introducir la presencia de un campo magnético externo uniforme y constante B0, el momento
magnético nuclear experimenta un torque entrando en un estado de precesión en torno a la dirección de B0 con una
1Lo cual signiﬁca que son impares
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frecuencia ν conocida como la frecuencia de Larmor, la cual es proporcional al campo magnético B0, obteniendo la
ecuación 2.1.2, este fenómeno lo explica la física clásica, véase la ﬁgura 2.1.2.
ν = γB0 (2.1.2)
donde γ es la constante giromagnética.
Figura 2.1.2: Diagrama del momento de preseción de una partícula bajo la inﬂuencia de un
−→
B0 externo, se aprecia también la
dirección de la preseción.
Por otra parte en una escala atómica la explicación de lo que ocurre con la orientación del spin de las partículas se
entiende con física cuántica, que permite discretizar los valores de la energía a partir de dos posibles orientaciones en
el ángulo θ , en la ﬁgura 2.1.2 se aprecia el ángulo θ que se forma entre los vectores del momento magnético nuclear de
la partícula y el campo magnético externo B0. Las partículas, en este caso son los protones del Hidrógeno, presentan
un estado cuantizado tomando así únicamente dos estados de energía para sus spines.
El primer estado de energía del spin es cuando esta orientado paralelo al campo B0, encontrándose así en un estado
de menor energía. El segundo estado de energía del spin es cuando esta orientado de forma anti-paralela al campo B0,
encontrándose en un estado de mayor energía. Estos protones puede cambiar de estado entre ellos ya sea ganando o
perdiendo cierta cantidad de energía, según el estado donde se encuentren.
Este cambio de energías (∆E = E0± 12~ν = E0± 12hγB0 ) se da absorbiendo o emitiendo un fotón y si la frecuencia
de este fotón coincide con la de frecuencia ν de Larmor se dice que existe resonancia magnética nuclear y se induce
una transición entre los dos estados de energía del protón.
Con lo anteriormente expuesto se puede decir que existe un vínculo entre mecánica clásica y cuántica puesto que la
frecuencia de precesión que sufre la partícula bajo la inﬂuencia de un campo magnético externo que explica el punto
de vista clásico es la misma frecuencia que la frecuencia de radiación que permite la transición entre estados de energía
desde el punto de vista cuántico.
Con esto en mente imaginemos ahora un elemento de volumen (vóxel) del tejido del cuerpo humano, el cual contiene
gran cantidad de átomos de Hidrógeno que al no estar bajo la inﬂuencia de un campo magnético externo sus spines
tienen una orientación aleatoria sin ningún efecto magnético. Luego bajo la presencia de un B0 externo las partículas
se orientan ya sea a favor o en contra de este, véase ﬁgura 2.1.3.
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(a) Diagrama de un vóxel ampliﬁcado donde se ven las contribuciones magnéticas
de cada partícula en respuesta a un campo magnético externo
−→
B0 .
(b) Se muestra la orientación del spin de una partícula
ya sea a favor o en contra del campo
−→
B0, o sea su estado
base o excitado respectivamente.
Figura 2.1.3
Existe un pequeño exceso de spines con menor energía (los que son paralelos al campo B0) lo que da como resultado
la orientación de la magnetización colectiva de partículas que se mide como una cantidad macroscópica llamado el
vector de magnetización
−→
M . Evidentemente en ausencia de B0 el vector de magnetización es nulo ya que los momentos
magnéticos de los spines se encuentran orientados completamente al azar. Este vector de magnetización
−→
M tendrá dos
direcciones importantes, la primera es la paralela al campo magnético externo B0 denominada componente longitudinal−→





Figura 2.1.4: Diagrama del vector magnetización
−→
M en un vóxel, también se muestra el plano transversal xy.
Este vector depende de tres factores, el primero es de la concentración de los protones en el elemento de volumen
(vóxel), la sensibilidad magnética del núcleo y la fuerza del campo magnético. Esta cantidad de magnetización que
presentan los tejidos es importante ya que es la que va determinar la intensidad de las señales de radiofrecuencia,
también afectará la calidad y tiempo de imagen.
Dado que el sistema real es más complejo, ya que consta de millones de protones que conforman el cuerpo humano se
requiere uniﬁcar dos partes, el modelo cuántico del comportamiento de una partícula con el modelo clásico del sistéma
de partículas. Esto se puede modelizar a partir de la distribución estadística de Maxwell-Boltzman que presentan los
protones entre los dos posibles estados de orientación del spin. Así la razón de proporción del número de protones en
los dos posibles estados de energía viene dada por la ecuación 2.1.3.














donde kB es la constante de Boltzman, 1.39×10−23JK−1, h es la constante de Planck y T es la temperatura absoluta.
En presencia únicamente de un campo magnético externo, el vector de magnetización M se encuentra en equilibrio, y
por lo tanto, no hay ningún fenómeno de resonancia. Con lo cual para obtener información de los spines es necesario
excitarlos, lo que se consigue aplicando sobre el sistema un pulso de radiofrecuencia de frecuencia igual a la frecuencia
de Larmor.
2.1.1. Pulsos de radiofrecuencia.
Primeramente se deﬁnirá que es el fenómeno físico de la resonancia, se deﬁne como la capacidad de determi-
nados núcleos atómicos, siempre con número impar de electrones y/o protones, de absorber selectivamente energía
electromagnética de radiofrecuncia (RF) si se le coloca previamente bajo la inﬂuencia de un potente campo magnético.
Los pulsos de radiofrecuencia (pulsos RF) tienen duraciones de un tiempo t proporcional a un ángulo α y a una
frecuencia ω0, dichos pulsos se cuantiﬁcan por lo general con α. Los ángulos más usados son α = 90° y 180°. Si el
pulso de radiofrecuencia coincide con la frecuencia de Larmor se consigue el cambio energético necesario para generar
transiciones entre estados paralelos y antiparalelos del spin. Si el núcleo de hidrógeno precesa exactamente en una
frecuencia de 42.5 MHz en un campo magnético de 1 Tesla, la fuente de energía que hay que utilizar debe emplear
exactamente esa frecuencia, ya que sólo así se le transmite energía al protón.
El primer caso de interés es un pulso de radiofrecuencia (pulso de RF) de 90° donde un vóxel se verá afectado por
un nuevo campo magnético externo B1(t) que generará que la magnetización longitudinal pase a ser transversal Mt,
donde el vector de magnetización longitudinal se desplaza realizando un movimiento de giro de espiral hacia el nuevo
campo magnético B1(t), este movimiento se conoce como nutación, véase ﬁgura 2.1.5a. La separación respecto a la
posición de equilibrio se determina por el ángulo α°, conocido como ángulo de inclinación o ﬂip angle.
Aquí también se presenta un balance en los niveles de energía de los spines ya que todos los estados están ocupados




(a) Movimiento del vector magnetización durante la re-





(b) Movimiento del vector magnetización du-
rante la relajación nuclear después de un pul-
so de 180°.
Figura 2.1.5: Relajación nuclear.
El segundo caso de pulso RF es el de 180◦ donde el vector de magnetización longitudinal invierte su dirección con
un movimiento de giro en espiral como se observa en la ﬁgura 2.1.5b.
Por otra parte una vez que ﬁnaliza el pulso de radiofrecuencia el vector de magnetización ya sea el transversal o el
de sentido contrario para los pulsos RF, regresará a su estado original en este retorno se libera energía y se conoce como
un proceso de relajación. Por lo tanto esto hace que existan dos procesos de relajación uno ligado a la magnetización
longitudinal y el otro a la transversal.
2.1.2. Imágenes potenciadas en T1.
En el presente trabajo es de interés la relajación de la magnetización longitudinal (Mz) también conocida como
proceso T1, consisten en que el vector Mz retorna al estado de equilibrio siguiendo un crecimiento exponencial en el
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tiempo con una constante de tiempo T1 (que recibe el nombre de tiempo de relajación o spin-latex) y variación del
tiempo t que determina varios puntos para un tiempo de recuperación, véase la ecuación 2.1.4 y la ﬁgura 2.1.6a. Dicha







La relajación de magnetización longitudinal permite dar una idea de la rapidez con que se alcanza de nuevo el
estado inicial. A partir de la ecuación 2.1.4 en cuanto menor es el valor de T1, más rápidamente se alcanza el estado
de equilibrio, consiguiéndose una relajación más rápida. Por tanto un T1 corto corresponde a una liberación rápida
de energía. [4]




















Mz = M0(1 − e(−t T1))




Figura 2.1.6: Se muestran las gráﬁcas del proceso T1.
Las dependencias que existen con el tiempo de relajación T1 son debidas al tipo y movilidad de las moléculas con
el que el hidrógeno se relaciona, también T1 es fuertemente dependiente del campo magnético principal.
En el caso de su dependencia con las moléculas se sabe que para lípidos existen T1 cortos y para moléculas de
agua libre se tiene un T1 muy largo por su gran movilidad. Cuando el agua se liga a macromoleculas, pierde libertad
facilitándose la liberación energética y en consecuencia disminuyendo el valor de T1. Para visualizar como sería la
escala de grises de una imagen estándar potenciada en T1 véase la imagen de la ﬁgura 2.1.7. Así se puede considerar
que la señal es inversamente proporcional al valor de T1 y por tanto directamente proporcional a la facilidad de la
relajación energética. Las señales se registran en el ordenador una vez que son ampliﬁcadas ya que son de frecuencia
muy baja, se construye la imagen por cada señal que lleva de la contribución de cada vóxel del cuerpo humano.[4]
Figura 2.1.7: Escala de grises orientativa para los valores de T1.[4]
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2.2. Análisis longitudinal.
2.2.1. Introducción.
Un estudio longitudinal es la medición de una misma variable sobre un periodo de tiempo. Estos periodos de tiempo
pueden ser cuantiﬁcados en días o años sobre un mismo sujeto de estudio permitiendo dar información de cambios
individuales. Es importante que las mediciones sean sobre el mismo sujeto para que exista correlación. Una forma de
incrementar el poder estadístico del análisis longitudinal es tomar en cuenta todas las variables implicadas por cada
sujeto de estudio. El objetivo ﬁnal de este análisis es obtener una relación dinámica de las variables de estudio.
Una de las ventajas de un estudio longitudinal es que no solo es de interés el cambio en la media de la variable de
respuesta entre grupos, si no también considera los cambios en varios puntos temporales consiguiendo así una relación
entre la variable de respuesta y el tiempo.
Algunas áreas donde se aplica más comúnmente este estudio son los ensayos de tratamientos clínicos, en cotizaciones
de bolsa y en registros de clima, donde estos últimos dos representan datos en series de tiempo ya que existe un
gran número de mediciones con frecuencias altas. En este trabajo se usaron muestras con no más de cuatro puntos
temporales.
2.2.2. Modelo lineal clásico.
A continuación se presenta la notación de un estudio longitudinal. En primer lugar se indexan los sujetos de estudio
de la siguiente forma: i = 1, 2, ..., N sujetos.
Ahora bien cada sujeto tiene asociadas mediciones de interés a lo largo del tiempo dependiendo del estudio que
se está haciendo. En cada momento temporal pueden existir observaciones de medida por cada individuo o también
puede darse el caso donde falte alguna medición en algún punto del conjunto de momentos temporales, esto se puede
indexar de la siguiente forma:
Con todos lo puntos temporales para todos los individuos:
j = 1, 2, . . . , n observaciones
Con uno o más puntos temporales faltantes en algún individuo:
j = 1, 2, ..., ni observaciones por cada sujetoi




La respuesta a estas observaciones por sujeto se puede expresar por el vector de la ecuación 2.2.1, cada respuesta
corresponde a un sujeto diferente
yi = (yi1, yi2, ..., yini)
T (2.2.1)
Así, yi es la variable de respuesta a estudiar. Lo valores predictores p (de los que depende la variable de respuesta)
para cada sujeto i por cada momento temporal j , se denotan por la ecuación 2.2.2.
xij = p× 1 (2.2.2)
Estos predictores pueden ser constantes o variar con el tiempo, ejemplo de esto pueden ser el sexo y la edad,
respectivamente para cada sujeto. Para describir la matriz completa de variables independientes para cada sujeto i se
usa la ecuación 2.2.3.[3, 12]
Xi = ni × p (2.2.3)
Cada ﬁla de Xi se asocia a una observación y, cada columna a una variable diferente; a cada variable se le asocia un
coeﬁciente o parámetro desconocido; el conjunto de parámetros es un vector de dimensión p, generalmente denotado
por β = [β1, ..., βp]
T .
Así se puede relacionar el vector de observaciones yij con las variables a partir de la ecuación 2.2.4.
yi = β0 +Xiβ + i (2.2.4)
donde β0 es la ordenada al origen, β representa a los parámetros de efectos ﬁjos que no varia de individuo a individuo y
i = (1i, . . . , ini)
T es un vector de errores aleatorios deﬁnido para cada valor de yi. Para la obtención de los estimadores
β′s se aplica el método de mínimos cuadrados. Si se supone una distribución normal con medica cero y varianza
constante para los errores, estos estimadores β se obtienen por el criterio de mínimos cuadrado, teniendo varianza
mínima dentro de la clase de estimadores insesgados, y correspondientes a los estimadores de máxima verosimilitud.
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Aquí yi representa observaciones independientes idénticamente distribuidas. Con lo que este modelo, sólo tiene una
componente para el error, el vector de errores i en donde todas las componentes son variables aleatorios independientes
con distribución normal cero y varianza σ2.
2.2.3. Modelos lineales mixtos.
Los modelos lineales mixtos es una extensión del modelo longitudinal, donde su principal ventaja es aprovechar todo
un conjunto de datos con puntos de seguimiento no uniformes, por sujeto de estudio, esto implica que existen puntos
temporales faltantes por sujeto, ya que frente a otros analisis como ANOVA o MANOVA se requiere . Esto resulta
conveniente para el presente trabajo ya que por la naturaleza del estudio en varias ocasiones se tuvieron individuos
que no contaban con las mediciones en todos los puntos temporales por diversas causas.
Por otra parte en comparación con el modelo longitudinal clásico los modelos lineales mixtos permiten la introduc-
ción de efectos aleatorios (random eﬀects). Estos permiten dar cuenta de la inﬂuencia de los sujetos con sus respectivas
observaciones. Estos efectos también describen la tendencia que siguen los sujetos de estudio a través del tiempo y
explican la estructura de correlación sobre los datos longitudinales. Finalmente indican el grado variacional que existe
en la población de sujetos.
Los modelos lineales mixtos hacen suposiciones especiﬁcas sobre la variación en las observaciones que se atribuyen
sobre un único sujeto y la variación entre sujetos. La variación para un único sujeto se debe a sus observaciones
individuales, yij , y su trayectoria lineal individual. Así los terminos de efectos aleatorios se relaciona con la varianza-
covarianza de yij , simpliﬁcando la identiﬁcación de los distintos elementos de var(y).
En la ecuación 2.2.5 se caracteriza la variable de respuesta para el sujeto i, tij representa los puntos temporales
en los que se realizó cada observación, así se indexa con j, sobre el sujeto i . Con esto cada sujeto tiene su propia
ordenada al origen y pendiente.
yij = βi,0 + βi,1tij + ν0i + εij (2.2.5)
donde v0i representa la inﬂuencia del individuo sobre sus observaciones repetidas y εij ∼ N (0, σ²) es el error.[16]
Existen generalmente tres fuentes de variabilidad en los datos longitudinales que van a inﬂuenciar la estructura de
correlación. La primera fuente son los cambios a lo largo del tiempo para un único sujeto, estos se pueden conocer a
partir de la magnitud de la variación entre sus observaciones y su trayectoria individual: yij − (βi,0 + βi,1tij).
Ahora bien la segunda fuente de variabilidad es referente a los cambios entre sujetos, estos se medirán a partir
de la variación entre las ordenadas al origen y las pendientes entre los sujetos, var(βi,0) y var(βi,i) respectivamente.
Estas variaciones son debidas a que existirán sujetos con medidas más bajas o más altas con respecto a la media de
la población. Finalmente la tercera fuente son las medidas de errores ij .
Los modelos lineales mixtos permiten caracterizar el promedio de la población y la componente de la varianza
heterogénea. Esto lo realiza teniendo en cuenta a los sujetos en su forma individual y grupal, requiriéndose así una
regresión para estimar los parámetros teniendo el cuenta el método de máxima verosimilitud. Así resulta conveniente
que las variables de respuesta y sus errores tengan una distribución normal, para cada sujeto. Formalmente se puede
modelizar con la ecuación 2.2.6
yij = β0 + β1Xij + · · ·+ βnXin︸ ︷︷ ︸
efectos fijos





donde n es el número de efectos ﬁjos a incluir, m el número de efectos aleatorios y bi,0 = (βi,0 − β0) y bi,1 =
(βi,1 − β1) son las desviaciones de la media poblacional de la ordenada al origen y la pendiente (es un vector de
residuos), respectivamente.
En su forma resumida los modelos lineales mixtos se formulan con la ecuación 2.2.7
yi = Xiβ + Zibi + i (2.2.7)
donde yi es un vector de medidas en serie para cada sujeto, Xi es la matriz de diseño de los efectos ﬁjos, β =
(β1, β2, . . . , βn)
T es un vector de los coeﬁcientes de regresión a estimar de los efectos ﬁjos, Zi es la matriz de diseño
de los efectos aleatorios (los que varían de individuo a individuo) y es un subconjunto de las variables en Xi, bi =
(bi1, bi2, . . . , bim) es el vector de efectos aleatorios y ei = (ei1, ei2, . . . , eim) es el vector de los errores de la medida. [16]
Capítulo 3
Metodología.
En este capítulo se explican las herramientas utilizadas para el tratamiento de las imágenes. También se detalla el
análisis longitudinal con modelos lineales mixtos hecho sobre los datos. Se implementó el lenguaje de programación R
para la ejecución de este análisis, así se detalla la sintaxis empleada para su realización.
3.1. Adquisición de las imágenes.
Se utilizó un escáner de MRI marca General Electric SIGNA de 1.5 Tesla, se adquirieron imágenes ponderadas en
T1 tridimensionales resultantes de la relajación longitudinal, con grosor en los cortes de 1.5 mm3 y con tiempo de
adquisición de 5 minutos.
3.2. Freesurfer
Para obtener la segmentación de las regiones de interés en el cerebro de cada sujeto se utilizó Freesurfer. Este
programa permite utilizar la información de todos los puntos temporales para realizar de manera más robusta los
procesos para la segmentación automática de los diferentes volúmenes y grosores corticales. Este programa cuenta
con una serie de algoritmos para cuantiﬁcar las propiedades funcionales, de conexión y estructurales del cerebro
humano. Genera representaciones superﬁciales de la corteza cerebral que convierte después a estructuras visibles
macroscópicamente en el cerebro humano con cualquier imagen de entrada T1. Exige este formato de imágenes ya que
se quieren imágenes con buen contraste y resolución para que el software realice mediciones correctas [6]. Su descarga
es gratuita, funciona para cualquier plataforma (Windows, Linux y Mac) y es de código abierto. Su implementación
en neuroimagen reduce variabilidad, detecta cambios pequeños y realizar marcajes en el proceso de enfermedades de
forma estructural.
El objeto de estudio del presente trabajo es la corteza cerebral de un cerebro humano el cual presenta muchos
pliegues con un grosor en promedio de 2.5 mm, que varía entre 1 y 4.5 mm a través de las diferentes regiones
del cerebro [2]. El análisis de la corteza cerebral permite obtener valiosa información de la anatomía ya sea normal o
anormal de cerebros sanos o enfermos. FreeSurfer es un paquete de software establecido que se utiliza para evaluaciones
corticales automáticas con alta precisión.
3.2.1. Parcelaciones en Freesurfer.
Uno de los grandes retos para conseguir una segmentación correcta en las imagénes de la corteza cerebral humana
es la gran variabilidad anatómica en los pliegues corticales que presentan estas, lo cual diﬁculta el establecer referencias
consistentes y precisas de todo el cerebro.
Freesurfer designa de manera automática etiquetas neuroanátomicas en cada ubicación siguiendo un modelo de
superﬁcie cortical basada en información probabilística estimada a partir de un conjunto de entrenamiento
Este etiquetado permite hacer una parcelación y Freesurfer utiliza un enfoque de cadena de Markov, el cual consiste
en clasiﬁcar las estructuras a partir de un conocimiento a priori en las posiciones considerando siempre las vecindades
de cada punto. El conocimiento a priori lo obtiene a partir de una atlas que permite inicializar y guiar la segmentación
para una nueva imagen a procesar.
3.2.2. Grosor cortical
La medición de los cambios en grosor cortical son de interés ya que existen asociaciones entre estos cambios y la
capacidad cognitiva, los efectos de la edad y de existir alguna enfermedad en el individuo los efectos que causa en él.
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Código Segmentación Código Segmentación
1 Circunvolución parietal superior 17 Circunvolución temporal inferior
2 Circunvolución parietal inferior 18 Pars opercularis
3 Circunvolución occipital lateral 19 Precuneus
4 Circunvolución frontal caudal medial 20 Cuneus
5 Circunvolución rostral medial 21 Circunvolución pericalcarina
6 Circunvolución precentral 22 Circunvolución de la lingula
7 Circunvolución postcentral 23 Circunvolución parahipocampal
8 Circunvolución temporal medial 24 Fusiforme
9 Pars orbitalis 25 Corteza entorrinal
10 Circunvolución orbitofrontal lateral 26 Istmo del cíngulo
11 Circunvolución frontal superior 27 Circunvolución orbitofrontal medial
12 Pars triangularis 28 Cíngulo anterior rostral
13 Circunvolución de Heschl 29 Circunvolución frontal superior
14 Insula 30 Lóbulo paracentral
15 Circunvolución temporal superior 31 Circunvolución del cíngulo posterior
16 Circunvolución supramarginal 32 Cíngulo caudal anterior
Tabla 3.1: Nombres de las segmentaciones de la ﬁgura 3.2.1.
La medida del grosor cortical es determinada por el tamaño, la densidad y los arreglos de neuronas, neuroglias 1
y ﬁbras nerviosas. Una alteración en el grosor cortical puede indicar perdida de dendritas o espinas dendríticas y/o
cambios la mielinización 2 dentro de sistemas cerebrales especíﬁcos [18]
En el presente trabajo se realizó un análisis de las medidas del grosor de las segmentaciones corticales y de áreas
subcorticales para obtener medidas comparables entre el grupo de pacientes y controles. Freesurfer permite hacer estas
medidas en la corteza cerebral y da información para 32 regiones de interés. En la ﬁgura 3.2.1 se presenta la visión
lateral y el corte longitudinal de los lóbulos cerebrales, en la tabla 3.1 se especiﬁca el nombre de la segmentación
correspondiente a la numeración mostrada en la ﬁgura antes mencionada.
Figura 3.2.1: Visión lateral de los lóbulos cerebrales, en la imagen de la derecha se aprecia un corte longitudinal.
Por otra parte aunque Freesurfer permite obtener 32 segmentaciones en este trabajo se estudiaron las regiones
donde se esperan mayores cambios en la población de interés estudiada y se mencionada más habitualmente en la
literatura. Se compararon los cambios en grosor entre dos grupos: Pacientes y controles.
En particular, los grosores más estudiados en la literatura para estudios de psicosis son los correspondientes a la
Ínsula, el cuneos y las circunvoluciones del Cíngulo posterior, la fusiforme, la língula y el orbitofrontal.[20]
3.2.3. Procesamiento de imágenes y extracción de datos.
El procesamiento de las imágenes se realizó de forma automática en Freesurfer 6 siguiendo los pasos que vienen
descritos en el tutorial de la página oﬁcial [6], siendo conscientes de que para cada individuo su conjunto de imágenes
tardará alrededor de 24 hrs en procesar.
El procesamiento de imágenes de Freesufer se llevó a cabo desde la terminal en un entorno bash. Se ejecutó un
script denominado recon-all que consta de varios pasos para optimizar la corrección de la imagen cerebral. Las
1Son células del sistema nervioso.
2Si la vaina de mielina se deteriora o el proceso de mielinización no se lleva a cabo de forma eﬁcaz, las neuronas funcionan mal.
CAPÍTULO 3. METODOLOGÍA. 14
correcciones más signiﬁcativas son la normalización, la eliminación de bordes del cráneo y cuello. Después de realizar
estas correcciones calcula mediciones promedio de volumen, curvatura y grosor.
Por otra parte se utilizaron algunos indicadores (ﬂags) en el entorno bash (dentro de Freesurfer) para obtener los
archivos .stats con las medidas de volumen y grosor cortical de los sujetos de estudio.
Para extraer la estadística de medidas de grosores se tiene el Listado de código 1. Así para obtener los promedios
de las segmentaciones por individuo se especiﬁca un archivo en el inidcador (ﬂag) subjectsﬁle donde se encuentran los
nombres de las carpetas de imágenes para cada sujeto de estudio, con hemi se indica el hemisferio derecho o izquierdo
(lh o rh por sus siglas en inglés), con meas se indica la medición que se quiere extraer y ﬁnalmente el ﬂag tableﬁle
indica el path para almacenar los resultados.
Listado de código 3.1: ﬂag aparcstats2table
#!/bin/bash Freeview
aparcstats2table --subjectsfile ~/ Longitudinal/DosPuntosNames.txt
--hemi lh --meas thickness
--tablefile ~/ Longitudinal/Thickness/all_points_lh.txt
3.3. Diseño del estudio
El conjunto de datos consta de 107 sujetos de estudio, los cuales se dividieron en dos grupos pacientes y controles
con 61 y 46 integrantes respectivamente, en la tabla 3.2 se presenta la demografía de los grupos que se estudiaron.
Grupo Género Porcentaje (%) Promedio de edad (SD) Años de educación promedio(SD)*
Pacientes
Femenino 22.6 33.4 (1.9) 12.6 (3.0)
Masculino 34.0 30.0 (1.1) 10.1 (3.0)
Controles
Femenino 17.0 30.5 (2.0) 10.9 (2.3)
Masculino 26.4 28.0 (1.4) 10. (2.5)
Tabla 3.2: Demografía de los grupos de estudio. SD indica la desviación estándar.(*En el tiempo basal).
Por otra parte se tiene también la variación de los individuos por cada punto temporal, esto se muestra en la
tabla 3.3. Se aprecia como existe un desbalance en la cantidad de individuos en los tiempos 2 y 3, lo cual implicó una
heterogeneidad en las mediciones temporales. El tiempo basal se considera el punto 0, después en los tiempos 2, 3 y
el ﬁnal se tuvo que en promedio eran 1, 3 y 11 años, respectivamente.
Grupo
Tiempos Número de individuos
tiempo basal tiempo 2 tiempo 3 tiempo ﬁnal
Pacientes 61 (100%) 48 (78.7%) 48 (78.7%) 61 (100%)
Controles 46 (100%) 42 (91.0%) 34 (73.9%) 46 (100%)
Tabla 3.3: Variación de los individuos a través del tiempo.
Como se puede observar en la tabla 3.3 el tiempo basal y ﬁna cuentan con el 100% de los datos, son lo únicos
puntos que tienen completud.
Además de incluir como variable predictiva el tiempo βti con i = 1, .., n n = 4 (cada punto temporal considerado)
para el diseño de este estudio también se incluyeron como efectos ﬁjos, los parámetros βi, variables categóricas y
continuas como el sexo, la edad, los años de educación y el volumen total cerebral, βedad, βsexo, βeducacio´n y βvolumen,
respectivamente.
3.4. Estadística.
A continuación se explican brevemente las herramientas y criterios implementados para el análisis estadístico.
Recuérdese que el objetivo del presente trabajo es que a partir de los modelos lineales mixtos se encuentre el mejor
modelo que permita distinguir entre grupos de pacientes y controles.
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3.4.1. Correlación entre variables.
Un análisis de correlación es una herramienta estadística para evaluar el grado en que dos variables se relacionan.
Los análisis de correlación son pertinente en los casos que se desea conocer cómo se puede comportar una variable, y
al mismo tiempo se conoce el comportamiento de otra variable relacionada. Las correlaciones nos permiten conocer la
asociasión entre variables.
Las correlaciones se expresan por medio de un coeﬁciente de correlación, el cual es una expresión numérica que
toma valores de -1 a +1, los cuales indican la magnitud y dirección de la correlación entre dos variables. En cuanto a la
dirección, la asociación entre dos variables puede ser positiva, es decir con puntuaciones altas. Mientras la asociación
negativa conlleva puntuaciones bajas. Se tiene también la asociación nula, que es cuando hay ausencia entre las
puntuaciones de ambas variables.
Las magnitudes de los coeﬁcientes de correlación representan la potencia de asociación que tienen las variables. Se
tiene la correlación perfecta si el coeﬁciente vale ±1, mientras que se indica la ausencia de asociación si es cero.
En este estudio se contó con variables categóricas y continuas con lo cual fue importante conocer si existía correlación
entre algunas de estas, así antes de modelizar se midió dicha correlación. Para evaluar la asociación de las variables se
midió con la función cor() con el método de Spearman la correlación.
Se eligió el método de Spearman, que mide el grado de asociación de dos variables a partir de las transformación
de sus puntuaciones en rangos. Esta correlación es una prueba no paramétrica que se emplea cuando los niveles de
medición de las variables de un estudio son cualitativos y las distribuciones de las variables son diferentes a la normal.
Debido a que dicho estadístico se calcula a partir del orden de puntuaciones originales transformadas en pares de
rangos, los resultados de la correlación resultan menos afectados por los valores extremos.[8]


















)2 ∈ [0, 1] (3.4.1)
donde {Ri} y {Si} son el rango de los datos de cada distribución.
La forma de representa gráﬁcamente se obtuvo con la función pairs.panesl() de R, que desglosa los histogramas con
las distribuciones para cada variables acompañadas de una curva de dispersión, la gráﬁca de correlación entre estas
y el coeﬁciente de correlación ρ. Esto se realizó para cada segmentación de interés de las mediciones de grosor. Estos
gráﬁcos se muestran en la sección de resultados.
3.4.2. Modelos propuestos.
Se propusieron varios modelos para caracterizar la variable observada de los grosores corticales cerebrales de las
regiones de interés para los grupos de pacientes y controles. A continuación se describen los métodos empleados.
3.4.2.1. Regresión lineal
En particular para la regresión lineal utilizada fue múltiple ya que se tenia más de una variable predictora, así la
variable de observación de los grosores dependerá de varias variables.
El modelo propuesto para una regresión lineal es el presentado en la expresión de la ecuación 3.4.3, al cual se va
a denominar modelo M1. Para este modelo se consideraron como variables predictoras el tiempo de medida, la edad,
la educación, el sexo y el volumen total cerebral de cada individuo. Algunas de estas variables dependiendo de la
interacción entre ellas pasarán a formar parte de los efectos aleatorios.
yij = β0 + β1tiempo+ β2Edad+ β3Educacion+ β4Sexo+ β5V olumen+  (3.4.2)
Para conseguir la estimación de los parámetros se usó la función lm() de R sobre los datos, para introducir los
argumentos en esta función se tiene que indicar la variable de repuesta en función de la variables predictoras, la forma
de introducir las variables predictoras después del símbolo de la virgulilla (~). Así en la ecuación 3.4.3 se tiene el
argumento introducido en lm() para el modelo 1 (M1).
Modelo 1 : y ∼ β0 + β1tiempo+ β2Edad+ β3Educacion+ β4Sexo+ β5V olumen (3.4.3)
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3.4.2.2. Modelos lineales mixtos.
En cuanto a los modelos lineales mixtos se propusieron dos modelos que se denominaron M2 y M3, partiendo de
la ecuación 2.2.7 para cada se tiene la siguiente formulación:
Para el modelo M2 se propone como primer nivel para los efectos ﬁjos y segundo nivel el efecto aleatorio las
estructuras de la ecuación 3.4.4. En el segundo nivel de los efectos aleatorios se tiene β0i que es la ordenada al origen
por cada sujeto y b0i es la desviación de la ordenada al origen por sujeto. Con esto se clariﬁca el origen del efecto
aleatorio para el modelo M2 que no es más que la discrepancia entre la ordenada al origen individual y grupal.
Nivel 1 : yij = β0 + βan˜ostiempoij + βedadEdadi + βeducacionEducacioni + βsexoSexoi + βvolumenV olumeni + ij
Nivel 2 : β0 = β0i − b0i
(3.4.4)
Por otra parte, para el modelo M3 se tuvo nuevamente para el primer nivel los efectos ﬁjos y para el segundo
nivel se tuvo una nueva estructura para los efectos aleatorios, véase la ecuación 3.4.5. En este segundo nivel los efectos
aleatorios tienen la contribución de la ordenada al origen por sujeto, como lo que se explico para el modelo M2, y
además tienen la contribución de las pendientes. Así, βan˜os,i representa la pendiente para cada sujeto y ban˜os,i es la
desviación de las pendientes por sujeto.
Nivel 1 : yij = β0 + βan˜ostiempoij + βedadEdadi + βeducacionEducacioni + βsexoSexoi + βvolumenV olumeni + ij
Nivel 2 :

β0 = β0i − b0i
βan˜os = βan˜os,i − ban˜os,i
(3.4.5)
Reescribiendo el modelo M3 para un sólo individuo se tienen la ecuación 3.4.6.
yi = (β0i−b0i)+ tiempoi(βan˜os,i−ban˜os,i)+βedadEdadi+βeducacionEducacioni+βsexoSexoi+βvolumenV olumeni+ i
(3.4.6)
donde tiempoi es la matriz de diseño que representa la separación temporal en cada sujeto. Dando un ejemplo
supongamos el sujeto número 47, este tiene 4 puntos temporales con lo que la matriz de diseño sería:
tiempoi = Z47 =

1 t1 = 0.0
1 t2 = 0.9
1 t3 = 3.0
1 t4 = 13.4

Esta matriz cambia por sujeto debido a que cada sujeto tiene un espaciamiento temporal diferente entre medidas.
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Modelaje en R. Para realizar el análisis de modelos lineales mixtos se siguió utilizando el lenguaje de programación
en R, con esto se instaló el paquete lme4''. Este paquete permite tener herramientas de álgebra lineal más eﬁcientes,
tiene una sintaxis más clara para la modelización al introducir efectos aleatorios. Al igual que lm() se tuvo la función
lmer() donde en el argumento de la función se especiﬁcó la sintaxis para la modelización y los datos sobre los que se
aplicó. Debido a que ahora se tiene efectos aleatorios la sintaxis cambia un poco. Los criterios para un efecto aleatorio
vienen asociados a las características de cada individuo.
Efectos ﬁjos. Los modelos lineales mixtos requieren efectos ﬁjos que se asignan a las variables predictoras a consi-
derar así se quiere encontrar los coeﬁcientes de βi para cada una de estas. En la ecuación 2.2.6 se muestra la expresión
de los efecto ﬁjos. La sintaxis que maneja R es similar a la que se usó en lm(), así después de la virgulilla (~) se pueden
introducir las variables predictivas a utilizar.[15]
Efectos aleatorios. Para los efectos aleatorios la sintaxis puede cambiar de acuerdo a las mediciones que presenten
más variabilidad en cada individuo. Para el problema a abordar en este trabajo los mismos individuos pueden ser
efectos aleatorios, así como su tiempo de medidas. En R dentro del argumento de la función lmer() se introducen los
efectos aleatorios con la siguiente estructura:
(1|subject). Es un efecto aleatorio donde las ordenadas al origen son diferentes para cada sujeto.
(1 + factor|subject) . Indica que el efecto de algún factor variara entre sujetos. Con lo que se tiene ordenadas al
origen aleatorias debido a ese factor y pendientes aleatorias para los sujetos inﬂuenciadas por dicho factor.
(1|subject) + (0 + factor|subject). El primer términ indica ordenas al origen y el segundo pendientes aleatorias,
independientes.
(1 + factor ∗ time|subject). Indica que cada sujeto puede tener sus propias ordenadas al origen, pendientes
aleatorias inﬂuenciadas por un factor y el tiempo, y hay interacciones entre el factor y el tiempo. Aquí todas las
ordenadas al origen y las pendientes pueden estar correlacionadas.
Implementando en R los modelos lineales mixtos propuestos, M2 y M3 de las ecuaciones 3.4.4 y 3.4.5, respectiva-
mente, se introdujó con la sintaxis correspondiente, esto se muestra en las ecuaciones 3.4.7 y 3.4.8.
Modelo 2 : y ∼ β0 + β1tiempo+ β2Edad+ β3Sexo+ β4Educacion+ β5V olumen+ (1|ID) (3.4.7)
Modelo 3 : y ∼ β0 +β1tiempo+β2Edad+β3Sexo+β4Educacion+β5V olumen+(1|ID)+(0 + tiempo|ID) (3.4.8)
De estas ecuaciones y representa la variable de respuesta del grosor por segmentación y se tienen los mismo efectos
ﬁjos en los dos modelos que son el tiempo de medición, la edad, el sexo, la educación y el volumen total del cerebro (este
último efecto ﬁjo se convirtió a unidades de litros para evitar problemas de escala al aplicar lmer() en R). También
resulta importante mencionar que R considera al Sexo como variable categórica asignado el número 1 y 2 a hombres
y mujeres, respectivamente.
Los efectos aleatorios del modelo M2 son las ordenadas al origen que diﬁeren por individuo, así la sintaxis usada
en la función lmer() fue (1|ID). Luego para el modelo M3 se tienen dos efectos aleatorios considerando las ordenas
al origen y pendientes aleatorias para cada sujeto, donde (0 + tiempo|ID) que es la sintaxis en R nos indica que las
pendientes son independientes de las ordenadas al origen aleatorios .
Capítulo 4
Resultados.
En la presente sección se presenta la caracterización de las observaciones por grupos de estudio, pacientes y
controles. Se presentan las trayectorias del cambio en el grosor cortical cerebral de cada grupo, sus medias por cada
punto temporal y su distribución de frecuencias, con el ﬁn de caracterizar las observaciones.
Para la realización de la modelización se utilizó como herramienta el software estadístico R, empleando la librería
lme4. Los resultados obtenidos de las funciones de esta librería son las estimaciones de los coeﬁcientes β's correspon-
dientes a efectos ﬁjos, las varianzas asociadas a cada uno de los efectos aleatorios (σˆi² i Nu´mero de efectos aleatorios) y la
varianza de la perturbación asociada al modelo ˆ(σε²).
4.1. Datos longitudinales
En los estudios longitudinales se acostumbra a reportar gráﬁcos denominados spaguetti plots, donde se muestran
las trayectorias en el tiempo de la variable de respuesta para cada sujeto. Así a continuación en la ﬁgura 4.1.1 se

















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































(b) Circunvolución de la fusiforme derecha e izquierda.
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(c) Cíngulo derecho e izquierdo
Figura 4.1.1: Spaguetti plots de alguna regiones de interés.
Las gráﬁcas de la ﬁgura 4.1.1, no permiten visualizar una tendencia clara del comportamiento de los dos grupos. En
cambio estos gráﬁcos si permiten apreciar que existen ordenadas al origen y trayectorias especiﬁcas para cada sujeto,
lo cual implica una gran variabilidad dentro del mismo grupo.
4.1.1. Medias del grupo sobre el tiempo.
En los spaguettis plots de la ﬁgura 4.1.1 no se aprecia una tendencia clara, así se realizó la media sobre cada
medición del grosor para las diferentes segmentaciones consiguiéndose una mejor visualización de la tendencia. Con lo
cual en las tablas 4.1 y 4.2 se presentan los valores numéricos obtenidos de las medias calculadas por segmentación.
Grosores
Medias observadas pacientes
Grosort1 (SD)(mm) Grosort2 (SD)(mm) Grosort3 (SD)(mm) Grosort4 (SD)(mm)
Cuneos izquierdo 1.91 (0.10) 1.90 (0.11) 1.87 (0.12) 1.85 (0.10)
Circunvolución Fusiforme izquierda 2.69 (0.15) 2.68 (0.15) 2.64 (0.15) 2.64 (0.15)
Obitofrontal lateral izquierda 2.67 (0.14) 2.63 (0.15) 2.59 (0.16) 2.57 (0.13)
Lingula izquierda 2.06 (0.11) 2.05 (0.12) 2.04 (0.12) 2.01 (0.13)
Ínsula izquierda 3.22 (0.14) 3.21 (0.15) 3.18 (0.14) 3.12 (0.12)
Cíngulo izquierdo 2.68 (0.17) 2.69 (0.19) 2.65 (0.19) 2.55 (0.17)
Cuneos derecho 1.98 (0.13) 1.99 (0.13) 1.97 (0.14) 1.93 (0.13)
Circunvolución Fusiforme derecha 2.74 (0.14) 2.73 (0.14) 2.69 (0.14) 2.67 (0.14)
Orbitofrontal lateral derecha 2.64 (0.16) 2.62 (0.14) 2.59 (0.15) 2.58 (0.14)
Lingula derecha 2.14 (0.10) 2.13 (0.11) 2.12 (0.11) 2.09 (0.11)
Ínsula derecha 2.68 (0.18) 2.65 (0.18) 2.64 (0.16) 2.58 (0.15)
Cíngulo derecho 3.21 (0.16) 3.21 (0.16) 3.18 (0.17) 3.12 (0.15)
Tabla 4.1: Medias obtenidas de los grosores de las segmentaciones sin modelar, para pacientes. Estas mediciones
aparecen acompañadas de su desviación estándar (SD).
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Grosores
Medias observadas controles
Grosort1 (SD)(mm) Grosort2 (SD)(mm) Grosort3 (SD)(mm) Grosort4 (SD)(mm)
Cuneos izquierdo 1.98 (0.14) 1.90 (0.13) 1.98 (0.14) 1.95 (0.13)
Circunvolución fusiforme izquierda 2.77 (0.13) 2.68 (0.13) 2.77 (0.11) 2.73 (0.13)
Obitofrontal lateral izquierda 2.73 (0.13) 2.63 (0.13) 2.73 (0.15) 2.66 (0.13)
Lingula izquierda 2.11 (0.13) 2.05 (0.13) 2.11 (0.11) 2.08 (0.13)
Ínsula izquierda 3.29 (0.16) 3.21 (0.16) 3.27 (0.17) 3.19 (0.16)
Cíngulo izquierdo 2.71 (0.18) 2.69 (0.17) 2.69 (0.16) 2.61 (0.17)
Cuneos derecho 2.01 (0.13) 1.99 (0.12) 2.05 (0.11) 2.00 (0.12)
Circunvolución fusiforme derecha 2.8 (0.13) 2.73 (0.15) 2.8 (0.13) 2.77 (0.14)
Orbitofrontal lateral derecha 2.74 (0.15) 2.62 (0.17) 2.75 (0.16) 2.7 (0.14)
Lingula derecha 2.17 (0.14) 2.13 (0.13) 2.17 (0.13) 2.15 (0.12)
Ínsula derecha 2.76 (0.17) 2.65 (0.17) 2.72 (0.18) 2.62 (0.16)
Cíngulo derecho 3.26 (0.13) 3.21 (0.15) 3.25 (0.18) 3.16 (0.15)
Tabla 4.2: Medias obtenidas de los grosores de las segmentaciones sin modelar, para controles. Estas mediciones
aparecen acompañadas de su desviación estándar (SD)
Aunque por normal general se observa que la tendencia de los grosores promedio son mayores en los controles que
en los pacientes la dispersión en las medias es grande, por lo cual hay mucho solapamiento entre ambos grupos. Esto
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Figura 4.1.2: Gráﬁcas donde se muestran las medias de los dos grupos pacientes y controles para algunas regiones de interés.Las barras
de error son la desviación estándar en cada punto temporal medido.
A continuación en las tablas 4.3 y 4.4 se muestran los cambios porcentuales entre cada medición en ambos grupos.
De estas tablas podemos apreciar que existe un mayor cambio en el grosor en los pacientes que en los controles,
al comparar el grosor del tiempo basal con el tiempo ﬁnal. Sólo hubo dos regiones donde los cambios en grosor no
siguieron esta misma tendencia, estas regiones fueron la ínsula derecha y el cíngulo derecho que disminuyeron más en
el grupo de controles.
Además para el grupo de controles se puede observar que para los grosores del cíngulo izquierdo, la orbitofrontal
izquierda, la ínsula de forma bilateral y el cuneos izquierdo cambian en más del 3%. Adicionalmente se tuvo que para
el grupo de pacientes las regiones que cambiaron más de un 3% fueron los grosores de la ínsula y el cíngulo de forma
bilateral.
Grosores
Cambios en el grosor para pacientes.
4Grosort1t2( %) 4Grosort1t3( %) 4Grosort1t4( %)
Cuneos izquierdo 0.52 2.09 3.14
Circunvolución fusiforme izquierda 0.37 1.86 1.86
Obitofrontal lateral izquierda 1.50 3.00 3.75
Lingula izquierda 0.49 0.97 2.43
Ínsula izquierda 0.31 1.24 3.11
Cíngulo izquierdo -0.37 1.12 4.85
Cuneos derecho -0.51 0.51 2.53
Circunvolución fusiforme derecha 0.36 1.82 2.55
Orbitofrontal lateral derecha 0.76 1.89 2.27
Lingula derecha 0.47 0.93 2.34
Ínsula derecha 1.12 1.49 3.73
Cíngulo derecho 0.00 0.93 2.80
Tabla 4.3: Cambios en cantidades porcentuales de los grosores con respecto al tiempo basal para el grupo de pacientes.
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Grosores
Cambios en el grosor para controles.
4Grosort1t2( %) 4Grosort1t3( %) 4Grosort1t4( %)
Cuneos izquierdo 4.04 0.00 1.52
Circunvolución fusiforme izquierda 3.25 0.00 1.44
Obitofrontal lateral izquierda 3.66 0.00 2.56
Lingula izquierda 2.84 0.00 1.42
Ínsula izquierda 2.43 0.61 3.04
Cíngulo izquierdo 0.74 0.74 3.69
Cuneos derecho 1.00 -1.99 0.50
Circunvolución fusiforme derecha 2.50 0.00 1.07
Orbitofrontal lateral derecha 4.38 -0.36 1.46
Lingula derecha 1.84 0.00 0.92
Ínsula derecha 3.99 1.45 5.07
Cíngulo derecho 1.53 0.31 3.07
Tabla 4.4: Cambios en cantidades porcentuales de los grosores con respecto al tiempo basal para el grupo de controles.
A continuación en las gráﬁcas de las ﬁgura 4.1.3, 4.1.4, 4.1.5 y 4.1.6 se muestra un histograma de las medidas de
grosor cortical así como la distribución de probabilidad del grupo de pacientes y controles. Se puede apreciar que en
estos gráﬁcos existe un gran solapamiento entre los dos grupos, así sería complicado distinguir para un individuo en
concreto si esa medición pertenece a un grupo o al otro, pero de forma global las dos distribuciones permiten ver que































































2.8 3.0 3.2 3.4













Figura 4.1.3: Histogramas de las medias del grosor cortical del cíngulo derecho para pacientes y controles de los datos sin modelizar en
los cuatro puntos temporales. Las líneas sólidas indican la distribución de probabilidad para cada grupo mientras que las líneas verticales
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Figura 4.1.4: Histogramas de las medias del grosor cortical de la circunvolución de la fusiforme izquierda para pacientes y controles de
los datos sin modelar en los cuatro puntos temporales. Las líneas sólidas indican la distribución de probabilidad para cada grupo mientras
que las líneas verticales discontinuas indican el correspondiente valor medio.
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Figura 4.1.5: Histogramas de las medias del grosor cortical de la ínsula derecha para pacientes y controles de los datos sin modelar en
los cuatro puntos temporales.Las líneas sólidas indican la distribución de probabilidad para cada grupo mientras que las líneas verticales
discontinuas indican el correspondiente valor medio.
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Figura 4.1.6: Histogramas de las medias del grosor cortical del cuneos izquierdo para pacientes y controles de los datos sin modelar en
los cuatro puntos temporales. Las líneas sólidas indican la distribución de probabilidad para cada grupo mientras que las líneas verticales
discontinuas indican el correspondiente valor medio.
4.2. Modelización.
4.2.1. Correlación entre variables predictivas y de respuesta.
Antes de modelizar se evaluó la relación que existe entre las variables que se van a proponer como predictivas con
la variable de respuesta. Las variables de respuesta fueron los grosores de las segmentaciones del cíngulo, el cuneos, la
ínsula, las circunvoluciones de la fusiforme, la lingua y el orbitofrontal lateral, todas estas de forma bilateral.
A continuación se muestra en la tabla 4.5 la correlación encontrada entre la edad, la educación, el sexo y el volumen
total de los individuos de estudio con respecto a algunas segmentaciones de grosores. El método de correlación usado
fue el de Spearman ya que no todas las variables predictivas son continuas y siguen una distribución gaussiana .
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Grosores
Pacientes Controles
ρedad ρeducacio´n ρvol.total ρedad ρeducacio´n ρvol.total
Cuneos izquierdo -0.10 -0.10 0.05 0.02 0.11 -0.04
Circunvolución fusiforme izquierda -0.24 -0.15 0.05 0.00 0.06 -0.03
Obitofrontal lateral izquierda -0.13 -0.28 0.27 -0.27 0.02 0.02
Lingula Izquierda -0.16 -0.14 0.11 -0.09 0.05 -0.07
Ínsula izquierda -0.21 -0.02 0.09 -0.08 0.00 -0.15
Cíngulo izquierdo -0.39 -0.18 0.04 -0.27 0.04 -0.21
Cuneos derecho -0.23 -0.09 0.17 0.05 0.09 -0.07
Circunvolución fusiforme derecha -0.09 -0.12 -0.03 -0.15 -0.05 0.02
Orbitofrontal lateral derecha -0.23 -0.22 0.06 -0.26 -0.05 -0.19
Lingula derecha -0.12 -0.22 0.22 -0.28 0.04 0.08
Insula derecha -0.17 -0.16 -0.10 0.05 0.01 -0.44
Cíngulo derecho -0.38 -0.03 0.08 0.02 -0.09 -0.13
Tabla 4.5: Se muestra el coeﬁciente de correlación ρ entre las variables predictivas y las variables de respuesta, que en este caso
son los grosores corticales.
Además se realizaron los pairspanels en R para visualizar la correlación entre las dos variables evaluadas, en la ﬁgura
4.2.1 se muestran algunos resultados representativos. Recordando lo que los pairspanels desglosan los histogramas con
las distribuciones para cada variables acompañadas de una curva de dispersión, la gráﬁca de correlación entre estas y
el coeﬁciente de correlación ρ.
Los resultados de la tabla 4.5 indican correlaciones débiles entre la variable de observaciones y las variables predic-
tivas, aún así fue importante realizar este análisis para comprobar que si se pueden incluir en el estudio. También en la
literatura se acostumbra estudiar la interacción de estas variables predictoras, ya sean de tipo continuo o categórico.
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(a) Circunvolución fusiforme izquierda para la dis-
tribución de Pacientes.
Volumen total
















































































































































































(b) Circunvolución fusiforme izquierda para la dis-
tribución de Controles.
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Edad






















































































































































































































(c) Cíngulo derecho para la distribución de Pacien-
tes.
Edad








































































































































































(d) Cíngulo derecho para la distribución de
Controles.
Educación





















































































































































































































































































(f) Circunvolución fusiforme izquierda para la dis-
tribución de Controles.
Figura 4.2.1: Pairs Panels obtenidos del análisis de correlación entre variables.
4.2.2. Modelos.
Para comparar modelos se realizaron las gráﬁcas de residuos que se muestran a continuación en la ﬁgura 4.2.2.
De aquí se puede apreciar como los modelos lineales mixtos M2 y M3 mejoran signiﬁcativamente con respecto a la













































































































































































































































































































































































































































































































































































































Modelo 3 Cíngulo derecho Pacientes
(a) Residuos de los modelos para el cíngulo derecho en Pacientes.

















































































































































































































































































































































































































































Modelo 3 Cuneos izquierdo Controles












































































































































































































































































































































































































































































































































































Modelo 3 Fusiforme izquierda Pacientes
(c) Residuos de los modelos para la Circunvolución fusiforme izquierda en Pacientes.
Figura 4.2.2: Residuos de los modelos M1, M2 y M3 para algunas segmentaciones.
Esto también se puede observar comparando los histogramas de las medidas de los distintos grosores con los
predichos por los tres modelos M1, M2 y M3 en cada tiempo de adquisición (ﬁguras 4.2.3 a 4.2.5). Al igual que se veía
en la ﬁgura 4.2.2, el modelo M1 proporciona un mal ajuste a los datos, mientras que el ajuste es mucho mejor para
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Figura 4.2.3: Gráﬁca de las frecuencias para el grosor del cíngulo derecho para pacientes y controles de los datos originales y los modelos
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Figura 4.2.4: Gráﬁca de las frecuencias para el grosor del cuneos izquierdo para pacientes y controles de los datos originales y los modelos
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Figura 4.2.5: Gráﬁca de las frecuencias para el grosor de la cicunvolución de la fusiforme izquierda para pacientes y controles de los datos
originales y los modelos M1, M2 y M3, en los cuatro puntos de medición. Las curvas suaves indican las correspondientes distribuciones de
probabilidad.
4.2.2.1. Ajuste de la modelización.
En las gráﬁcas representadas en la ﬁgura 4.2.6 se puede visualizar el ajuste obtenido de los modelos M1, M2 y M3.
Se representa un subconjunto de sujetos de ambos grupos (pacientes y controles). El ajuste del modelo M1 se dibujó
con una linea continua en azul, mientras que para los ajustes de los modelos M2 y M3 se representaron con una línea
quebrada en rosa y la punteada en verde, respectivamente.
Se puede observar que los modelos lineales mixtos permiten predecir una tendencia mucho más clara para el grupo
en general ya que tuvieron en cuenta la variabilidad de los sujetos de estudio. Esto es debido a que cada sujeto
individual se ha introducido como efecto aleatorio en los modelos M2 y M3, mientras que en la regresión lineal del















































































































Modelos l l lM1 M2 M3
Modelos Controles
(a) Cíngulo derecho para pacientes y controles.
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Modelos l l lM1 M2 M3
Modelos Controles
(c) Cuneos izquierdo para pacientes y controles.
Figura 4.2.6: En esta gráﬁca se muestran los ajustes para los modelos M1, M2 y M3 que corresponden a la linea continua en azul, la rosa
quebrada y la verde punteada respectivamente. Los puntos son los datos originales. Se muestran solo algunos individuos para los grupos
de pacientes y controles.
4.2.2.2. Comparación de modelos
Debido al resultado anterior, las gráﬁcas de los residuos de la ﬁgura 4.2.2, se puede apreciar que los modelos lineales
mixtos presentaron menos dispersión en los residuos, debido a esto se decidió trabajar unicamente con estos modelos.
Pero ¾cuál será el más apropiado para la modelización de la variable de respuesta?
Para dar respuesta a esta pregunta se compararon los modelos M2 y M3 con la función anova() en R. Su lógica
consiste en plantear como hipótesis nula, H0, el modelo M2 mientras que para la hipótesis alternativa, HA, el modelo
M3, así indicará a partir de un p-value si el modelo M3 mejora signiﬁcativamente con respecto al M2.
Con esto se realizó un test de hipótesis comparando los dos modelos, aquí el modelo M3 es el que contiene un
efecto aleatorio más en comparación con M2, así se comparó la calidad de ajuste de cada modelo. Es decir, no estamos
evaluando los valores de los parámetros per se; estamos comparando el ajuste del modelo que se puede obtener con
algunas restricciones en los valores de los parámetros y sin las restricciones.
Los valores obtenidos se reportan en la tabla 4.6, donde se muestra el valor de χ2 y el p-value. Cuanto más pequeño
es el valor χ2 quiere decir que los dos modelos son equivalentes con una probabilidad indicada por el p-value. Así de
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la tabla 4.6 se puede observar que para una segmentación existió un cambio entre modelos mientras para el resto no
se puede discernir que el modelo M3 sea mejor que M2.
Grosores
Pacientes Controles
χ2 p− value χ2 p− value
Cuneos izquierdo 0.00 1.00 0.67 0.41
Circunvolución fusiforme izquierda 2.34 0.13 0.12 0.73
Orbitofrontal lateral izquierda 0.00 1.00 0.56 0.45
Lingula izquierda 1.32 0.25 0.00 1.00
Ínsula izquierda 0.86 0.35 0.72 0.40
Cíngulo izquierdo 0.38 0.54 0.00 1.00
Cuneos derecho 2.60 0.11 0.02 0.88
Circunvolución fusiforme derecha 2.42 0.12 4.80 0.03*
Orbitofrontal lateral derecha 0.00 1.00 0.00 0.99
Lingula derecha 0.74 0.39 1.74 0.19
Ínsula derecha 0.00 1.00 0.27 0.61
Cíngulo derecho 2.95 0.09 0.09 0.76
Tabla 4.6: Valores del χ2 y el p-value de la comparación entre modelos, donde * indica que hay diferencia signiﬁcativa
ente modelos.
Ahora bien, la prueba de hipótesis realizada entre los modelos M2 y M3 se encontró que no merece la pena introducir
un nuevo efecto aleatorio al usar los modelos lineales mixtos. Esto se concluyó ya que el p-value en la gran mayoría
de las regiones corticales no fue pequeño (p − value > 0.05) lo cual implicó que no hay una mejora entre M2 y M3.
Con este resultado se preﬁrió el modelo M2 por su simplicidad con respecto a M3.
En la ﬁgura 4.2.7 se muestra a manera de ejempliﬁcar un histograma de los datos obtenidos con el modelo M2 para
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Figura 4.2.7: Histogramas de las medias del grosor cortical de la circunvolución de la fusiforme izquierda para pacientes y controles
predichos por el modelo M2, en los cuatro puntos de medición. Las curvas suaves indican las correspondientes distribuciones de probabilidad.
Por otra parte como se puede apreciar en la tabla 4.6 que para la circunvolución de la fusiforme derecha el cambio
en los modelos M2 y M3 fue signiﬁcativo. En la 4.2.8 se muestra el ajuste realizado para esta región cortical con su
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Figura 4.2.8: Gráﬁcas que muestran la diferencia entre los ajuste M1, M2 y M3 (linea continua en azul , linea quebrada en
rosa y linea punteada en verde respectivamente), donde la diferencia entre el modelo M2 y M3 resultó signiﬁcativa para la
circunvolución de la fusiforme derecha.
4.2.2.3. Estimaciones de los coeﬁcientes de los efectos ﬁjos.
En cuanto a los valores obtenidos para cada coeﬁciente de los efectos ﬁjos se presentan en las tablas 4.7 y 4.8.
Estas tablas contienen los estimadores de los parámetros del tiempo de medición, edad, sexo, educación y volumen
total cerebral. También se obtuvo el β0, coeﬁciente asociado a la ordenada al origen, que es la medición en el tiempo
basal. Todo esto para el modelo M2, se decidió presentar los resultados de este modelo ya que tras la comparación de
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modelos realizada esté modelo con respecto al M3 tuvieron la misma signiﬁcancia, lo cual indica que no es necesario
complicar el modelo propuesto con un término de efecto aleatorio extra, con lo que se eligió así el mas sencillo. Esto se
observa también en las gráﬁcas de las distribuciones de frecuencias donde se compararon los modelos con las mediciones
originales, en estas se puede apreciar que M2 y M3 son altamente compatibles con la distribución de los datos reales.
Ahora bien, con respecto a los resultados de las tablas 4.7 y 4.8 que presentan los coeﬁcientes estimados de los
efectos ﬁjos encontrados con el modelo M2. Se muestran los coeﬁcientes β0, βan˜os, βedad, βsexo, βeducacio´n y βvolumen.
De estos coeﬁcientes se encuentra mucha información con respecto a las diferencias y similitudes entre los dos grupos
de estudio (pacientes y controles).
Así analizando el coeﬁciente β0 que no es más que la ordenada al origen en el modelo, se aprecia que ningún
coeﬁciente para los dos grupos es compatible con cero, lo cual tiene mucho sentido ya que ningún individuo indepen-
dientemente del grupo al que pertenezca tendrá grosor cero para ningún tiempo ni región de interés. Otra característica
interesante observada es que las mediciones del grosor cortical en el tiempo basal en ambos grupos no es estadística-
mente signiﬁcativa ya que son compatibles al 2σ.
Por otra parte el coeﬁciente βan˜os de las tablas 4.7 y 4.8 que determina el paso del tiempo entre medidas del grosor
se puede observar que en todas las segmentaciones se ve un decremento más rápido en el grosor en los pacientes con
respecto a los controles.
Además la incertidumbre asociada a los pacientes en los βan˜os es mayor que en los controles con lo cual existe
una mayor variabilidad en el grupo de pacientes ante el paso de los años. También en algunos casos al considerar el
valor absoluto de los βan˜os indican una mayor inﬂuencia ante el tiempo de adquisición para el grupo de pacientes con
respecto al de controles, así como tendencia general el grosor cortical cerebral para estas regiones parece descender
más rápidamente con el paso del tiempo que el de los controles. Con respecto a su signiﬁcancia estadística se puede
observar que todos son signiﬁcativos para ambos grupos al 2σ, exceptuando al cuneos derecho y lingula derecha para
controles los cuales son signiﬁcativos solo al 1σ.
Ahora bien, para el coeﬁciente βedad se obtiene una signiﬁcancia estadística al 1σ para los grosores de la ínsula
derecha, circunvolución de la fusiforme izquierda, cuneos derecho y cíngulo izquierdo. También se encontró signiﬁcancia
al 1σ para el grosor del cíngulo derecho, para el grupo de pacientes.
Luego para el grupo de controles los grosores signiﬁcativos al 1σ fue el grosor de la circunvolución de la fusiforme
izquierda, pero esta región ya no es signiﬁcativa al 2σ. Igualmente, para el mismo grupo de controles se tuvo signiﬁcancia
estadística al 2σ para los grosores de la orbitofrontal lateral de forma bilateral 1y la lingula derecha. Por último, para
ambos grupos se tuvo una signiﬁcancia al 2σ para el grosor del cíngulo izquierdo.
Por otra parte, para el coeﬁciente de βsexo, los grosores del cuneos izquierdo y la orbitofrontal lateral izquierda,
del grupo de pacientes, existió una sginiﬁcancia al 1σ. Además para los grosores de la lingula derecha y la ínsula de
forma biltateal, del grupo de controles se tuvo signﬁcancia al 1σ. Y el único grosor que tuvo signiﬁcancia al 2σ fue la
ínsula izquierda de los pacientes.
Después para el coeﬁciente βeducacio´n se encontró signiﬁcancia al 1σ para el grupo de pacientes los grosores de
la lingula, ínsula, circunvolución de la fusiforme, todos estos de forma bilateral, y el grosor del cíngulo derecho.
Adicionalmente el grosor de la orbitofrontal izquierda de pacientes fue el único compatible al 2σ. Para este coeﬁciente
de educación en el grupo de controles no se encontró signiﬁcancia estadística.
Finalmente el coeﬁciente βvolumen para el grupo de pacientes presentó signiﬁcancia estadística al 1σ para los
grosores de la orbitofrontal izquierda, la lingula bilateralmente y la ínsula izquierda. Mientras que para el grupo de
controles sólo se tuvo un grosor del orbitofrontal izquierdo con signiﬁcancia 1σ. Sin embargo no se encontró ningún
grosor para este coeﬁciente con signiﬁcancia al 2σ.
Por otra parte ahora que se conoce la signiﬁcancia estadística de estos estimadores llama la atención el resultado
de la sección 4.1.1 donde se obtuvieron las diferencias porcentuales del cambio del grosor por segmentación, véanse las
tablas 4.3 y 4.4. Aquí para pacientes y controles en el grosor de la ínsula hubo un mayor cambio en su medición ante
el paso del tiempo en ambos grupos; estudios en la literatura [21] han demostrado que para esta segmentación se ha
tenido un mayor decremento en especial para los pacientes, ya que la ínsula esta asociada con la regulación emocional,
siendo una de las área más afectada para pacientes con psicosis. Además se ha demostrado la dependencia que tiene
1Para el lado izquierdo y derecho.
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con la edad y el sexo del individuo, así con los coeﬁcientes βedad y βsexo que se encontraron con la modelización de
M2 para el grosor de la ínsula izquierda existió signifcancia estadística al 2σ para el grupo de pacientes.
A continuación para ejempliﬁcar de forma visual la siginiﬁcancia estadística de los coeﬁcientes β′s obtenidos con
el modelo M2 se tienen las gráﬁcas de la ﬁgura 4.2.9, en donde se muestran los intervalos de conﬁanza para todas
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(b) Intervalos de conﬁanza para los coeﬁcientes del tiempo βan˜os.
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(d) Intervalos de conﬁanza para los coeﬁcientes del sexo βsexo.
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Figura 4.2.9: Intervalos de conﬁanza al 95% (2σ ) y 68% (1σ ), las líneas delgadas y gruesas respectivamente, para
























β0(SE) βan˜os(SE) βedad(SE) βsexo(SE) βeducacio´n(SE) βvolumen(SE)
Cuneos izquierdo 2.0 (0.1) −4.6× 10−3(8.0× 10−4) −8.8× 10−4(1.6× 10−3) −4.5× 10−2(3.0× 10−2) −4.0× 10−5(3.8× 10−3) −6.3× 10−2(0.1)
Circunvolución fusiforme izquierda 2.8 (0.3) −4.6× 10−3(1.0× 10−3) −2.9× 10−3(2.4× 10−3) −1.1× 10−2(4.6× 10−2) −5.6× 10−3(5.8× 10−3) 1.1× 10−2(0.1)
Orbitofrontal lateral izquierda 2.4 (0.2) −7.7× 10−3(1.2× 10−3) 2.4× 10−4(1.9× 10−3) −4.0× 10−2(3.7× 10−2) −9.3× 10−3(4.6× 10−3) 0.1 (0.1)
Lingula izquierda 1.9 (0.2) −4.5× 10−3(9.5× 10−4) −6.4× 10−4(1.6× 10−3) 3.2× 10−2(3.4× 10−2) −5.5× 10−3(4.2× 10−3) 0.1 (0.1)
Ínsula izquierda 3.6 (0.2) −8.5× 10−3(1.0× 10−3) −3.9× 10−3(2.0× 10−3) −9.0× 10−2(3.9× 10−2) 4.3× 10−3(4.9× 10−3) -0.1 (0.1)
Cíngulo izquierdo 3.2 (0.3) −1.2× 10−2(9.8× 10−3) −7.7× 10−3(2.7× 10−3) −2.5× 10−2(5.2× 10−2) −6.2× 10−3(6.5× 10−3) -0.1 (0.1)
Cuneos derecho 2.0 (0.2) −5.0× 10−3(9.0× 10−4) −3.3× 10−3(2.1× 10−3) −2.7× 10−2(3.9× 10−2) 1.9× 10−3(4.9× 10−3) 5.0× 10−2 (0.1)
Circunvolución fusiforme derecha 2.9 (0.2) −5.6× 10−3(1.0× 10−3) −1.5× 10−3(2.2× 10−3) −1.7× 10−2(4.1× 10−2) −5.6× 10−3(5.2× 10−3) −3.5× 10−2(0.1)
Orbitofrontal lateral derecha 2.9 (0.2) −5.1× 10−3(1.2× 10−3) −4.6× 10−3(2.1× 10−3) −1.5× 10−2(4.1× 10−2) −4.4× 10−3(5.2× 10−3) .6.7× 10−2(0.1)
Lingula derecha 1.9 (0.1) −4.0× 10−3(8.2× 10−4) 1.5× 10−3(1.5× 10−3) −9.4× 10−3(3.0× 10−2) −6.3× 10−3(3.7× 10−3) 0.1 (0.1)
Ínsula derecha 3.1 (0.3) −8.7× 10−3(1.0× 10−3) −2.4× 10−3(2.4× 10−3) 3.0× 10−2(4.7× 10−2) −8.3× 10−3(5.9× 10−3) -0.1 (0.1)
Cíngulo derecho 3.6 (0.3) −7.9× 10−3(1.0× 10−3) −8.8× 10−3(2.3× 10−3) −3.6× 0−2(4.4× 10−2) −6.0× 10−3(5.5× 10−3) -0.1 (0.1)
Tabla 4.7: Coeﬁcientes de los efectos ﬁjos β′s y β0 la ordenada al origen para pacientes, acompañadas por S.E. su error estándar.
Segmentaciones
Controles
β0(SE) βan˜os(SE) βedad(SE) βsexo(SE) βeducacio´n(SE) βvolumen(SE)
Cuneos izquierdo 1.8 (0.3) −2.4× 10−3(8.2× 10−4) 3.5× 10−4(8.2× 10−4) 3.6× 10−2(2.1× 10−3) 2.9× 10−3(7.6× 10−3) 6.0× 10−2(0.1)
Circunvolución fusiforme izquierda 2.7 (0.3) −3.7× 10−3(9.0× 10−4) 1.3× 10−4(2.2× 10−3) 9.5× 10−3(4.3× 10−2) 2.0× 10−3(7.3× 10−3) -0.01(0.1)
Orbitofrontal lateral izquierda 3.1 (0.3) −6.0× 10−3(1.1× 10−4) −5.2× 10−3(2.1× 10−3) −3.6× 10−2(4.1× 10−2) −7.4× 10−4(7.0× 10−3) -0.1(0.1)
Lingula izquierda 2.2 (0.3) −2.0× 10−3(7.7× 10−4) −6.1× 10−4(2.2× 10−3) −1.3× 10−2(4.2× 10−2) −5.2× 10−3(7.1× 10−3) -0.1(0.1)
Ínsula izquierda 3.9 (0.4) −9.3× 10−3(8.8× 10−4) −2.2× 10−3(2.8× 10−3) −7.6× 10−2(5.4× 10−2) −6, 1× 10−5(9.1× 10−3) -0.4(0.2)
Cíngulo izquierdo 3.8 (0.4) −1.0× 10−3(1.0× 10−4) −8.2× 10−3(2.6× 10−3) 3.2× 10−2(5.1× 10−2) −4.5× 10−3(8.5× 10−3) -0.5(0.1)
Cuneos derecho 1.8 (0.3) −1.2× 10−3(8.9× 10−4) 1.1× 10−3(2.1× 10−3) 4.4× 10−2(4.0× 10−2) 6.0× 10−3(6.7× 10−3) 4.1× 10−2(0.1)
Circunvolución fusiforme derecha 3.1 (0.3) −2.5× 10−3(9.8× 10−4) −3.9× 10−3(2.4× 10−3) −2.8× 10−2(4.5× 10−2) −2.9× 10−3(7.6× 10−3) -0.1(0.1)
Orbitofrontal lateral derecha 3.7 (0.3) −3.8× 10−3(1.2× 10−3) −7.1× 10−3(2.4× 10−3) −4.7× 10−2(4.5× 10−2) −7.3× 10−3(7.6× 10−3) -0.4(0.1)
Lingula derecha 2.0 (0.3) −1.3× 10−3(9.7× 10−4) −3.6× 10−3(2.1× 10−3) 6.6× 10−2(4.1× 10−2) 1.9× 10−3(6.9× 10−3) 0.1(0.1)
Ínsula derecha 4.0 (0.3) −1.2× 10−2(1.1× 10−3) −2.5× 10−3(2.5× 10−3) 5.3× 10−2(4.8× 10−2) −4.4× 10−3(8.1× 10−3) -0.7(0.1)
Cíngulo derecho 3.7 (0.3) −8.7× 10−3(1.2× 10−3) 3.8× 10−4(2.6× 10−3) 2.0× 10−2(4.9× 10−2) −6.1× 10−3(8.2× 10−3) -0.2(0.1)
Tabla 4.8: Coeﬁcientes de los efectos ﬁjos β′s y β0 la ordenada al origen para controles, acompañadas por S.E. su error estándar.
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4.2.2.4. Evaluación de los efectos aleatorios.
Con respecto a los efectos aleatorios una forma de observar su variación es a partir de las gráﬁcas de las ﬁguras
4.2.10 y 4.2.11. Estas gráﬁcas representan el valor de los efectos aleatorios asociados a cada al modelo M1 para cada
sujeto del grupo de estudio. Para el caso del modelo M2 sólo se tuvo un efecto aleatorio, donde se consideraron la
ordenadas al origen diferentes para cada individuo, para pacientes y controles, véanse ﬁguras 4.2.10 y 4.2.11. De
estas gráﬁcas donde sólo se tiene un efecto aleatorios se puede ver que para el grupo de pacientes existe una mayor
variabilidad entre sujetos que en el grupo de controles, donde los valores b0i tiende a agrupar para ciertos sujetos .































































































































































































































Figura 4.2.10: Efectos aleatorios del cuneos izquierdo para el modelo M2, donde en el eje y se tiene a cada individuo, por grupo de
pacientes y controles, y en el eje x se tienen los valores de los efectos aleatorios b0i asociados a la ordenada al origen.






























































































































































































































Figura 4.2.11: Efectos aleatorios de la circunvolución de la fusiforme izquierda para el modelo M2, donde en el eje y se tiene a cada




En el presente trabajo se aprendieron y desarrollaron varias técnicas para el estudio de la medición de grosores
corticales en neuroimagen. Uno de los objetivos especíﬁcos fue aprender a usar y entender el software Freesurfer para la
obtención de las medidas de grosores corticales cerebrales, a partir del procesamiento de las imágenes. Dicho objetivo
se cumplió satisfactoriamente con la ayuda del equipo con el que cuenta la unidad de neuroimagen del IDIVAL, el
cual colaboró con el procesado tan laborioso que implica extraer información de las imágenes aunado también con mi
trabajo para la obtención de las mediciones de grosores que ayudaron a la realización del estudio longitudinal.
Se caracterizaron los datos de grosores corticales del cíngulo, el cuneos, la lingula, la circunvolución orbitofrontal
lateral, la fusiforme y la ínsula, bilateralmente, para los grupos de pacientes y controles, comprobándose que como lo
indica la literatura el grupo de pacientes tiende a disminuir más su grosor cortical ante el paso de los años en ciertas
regiones en comparación con los individuos sanos.[19, 20]. Y en particular en nuestros datos se encontraron que los
grosores que más disminuyeron para los pacientes fueron el cíngulo izquierdo, la orbitofrontal izquierda, la ínsula de
forma bilateral y el cuneos izquierdo. Y los grosores que más disminuyeron para los controles fueron la ínsula y el
cíngulo de forma bilateral.
La implementación de los modelos lineales mixtos para el estudio realizado en este trabajo resulta el más optimo
ya que este estudio longitudinal permite caracterizar la muestra aprovechando todos los puntos recolectados por
individuo independientemente del desbalance en las mediciones entre los sujetos que componen al grupo. Esto tiene
como consecuencia aumentar el poder estadístico puesto que se tienen más datos, ya que no se eliminan los faltantes
como en los estudios ANOVA.
Se propusieron modelos predictivos para la variable de respuesta del grosor cortical para las segmentaciones del
cíngulo, el cuneos, la lingula, la circunvolución orbitofrontal lateral, la fusiforme y la ínsula, todas estas regiones
de forma bilateral para pacientes y controles. Para el caso de los modelos lineales mixtos al tener en cuenta cada
interacción por sujeto, estos modelos permiten conseguir una tendencia más clara para el grupo en general y por
sujeto, para los modelos M2 y M3. Es por esto que en contraste con el modelo M1, que es un regresión lineal, al
implementar los modelos lineales mixtos e introducir los efectos aleatorios se consiguió tener una mejor predicción.
De los dos modelos lineales mixtos propuestos en este trabajo, M2 y M3, al realizarse la elección de cual modelo
utilizar se concluyó que el mejor era M2 ya que resulta ser más simple y comparándolo con M3 no hay ninguna
diferencia signiﬁcativa que implique una mejora el usar M3.
Por otra parte la consideración de coeﬁcientes β para los efectos ﬁjos de la edad, el sexo, la educación y el volumen
total en los modelos propuestos fue debido a que se ha demostrado que estos tienen inﬂuencia en el cerebro y se
acostumbra a incluir estos coeﬁcientes en los trabajos de imagen cerebral. En este trabajo se encontró que para algunos
grosores estos coeﬁcientes fueron estadisticamente signiﬁcativos, para el modelo M2. A pesar de haberse encontrado
valores pequeños en estos coeﬁcientes sus contribuciones permiten que al momento de comparar las distribuciones de
los datos originales y los obtenidos con el modelo M2 se encuentre precisión y exactitud en su comparación.
Para estudios futuros se pretende incluir más puntos de medidas de grosor cortical, incluso a individuos con una
única medición, también se espera analizar la inﬂuencia de la edad considerando su interacción al cuadrado y se
extenderá este estudio para volúmenes de regiones cerebrales.
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