ABSTRACT The capacity to accurately predict an individual's phenotype from their DNA sequence is one of the great promises of genomics and precision medicine. Recently, Bayesian methods for generating polygenic predictors have been successfully applied in human genomics but require the individual level data, which are often limited in their access due to privacy or logistical concerns, and are computationally very intensive. This has motivated methodological frameworks that utilise publicly available genome-wide association studies (GWAS) summary data, which now for some traits include results from greater than a million individuals. In this study, we extend the established summary statistics methodological framework to include a class of point-normal mixture prior Bayesian regression models, which have been shown to generate optimal genetic predictions and can perform heritability estimation, variant mapping and estimate the distribution of the genetic effects. In a wide range of simulations and cross-validation using 10 real quantitative traits and 1.1 million variants on 350,000 individuals from the UK Biobank (UKB), we establish that our summary based method, SBayesR, performs similarly to methods that use the individual level data and outperforms other state-of-the-art summary statistics methods in terms of prediction accuracy and heritability estimation at a fraction of the computational resources. We generate polygenic predictors for body mass index and height in two independent data sets and show that by exploiting summary statistics on 1.1 million variants from the largest GWAS meta-analysis (n ≈ 700, 000) that the SBayesR prediction R 2 improved on average across traits by 6.8% relative to that estimated from an individual-level data BayesR analysis of data from the UKB (n ≈ 450, 000). Compared with commonly used state-of-the-art summarybased methods, SBayesR improved the prediction R 2 by 4.1% relative to LDpred and by 28.7% relative to clumping and p-value thresholding. SBayesR gave comparable prediction accuracy to the recent RSS method, which has a similar model, but at a computational time that is two orders of magnitude smaller. The methodology is implemented in a very efficient and user-friendly software tool titled GCTB.
and is efficient on large data sets.
79
We show that SBayesR performs similarly in terms of prediction accuracy to individual 80 data methods and outperforms other state-of-the-art summary methods in five-fold cross- 
Assuming ε 1 , . . . , ε n are independent N(0, σ 2 ε ), the following likelihood can be proposed for the multiple regression coefficients β 
where N (ξ; µ, Σ) represents the multivariate normal distribution with mean vector µ and 
In this paper we implement the BayesR model 28, 31 , which assumes that 
where l j = (x j x j + σ 2 ε /σ 2 β ) and β j = x j w/l j . The term l j only involves the diagonal 196 elements of X X and is easily calculated from summary statistics via X X = D 1 2 BD 1 2 . For β j , we require x j w, which is defined as
where X −j is X without the jth column. This quantity can be efficiently stored and calculated in each MCMC iteration via a right-hand side updating scheme. We define the right-hand side X y corrected for all current β as
where r * is a vector of dimension p × 1. The jth element of r * can be used to calculate
Therefore, once a variant has been chosen to be in the model its effect is sampled from (6),
201
which is the kernel of the normal distribution with mean β j and variance σ 2 e /l j (see the
202
Supplemental Note for more detail). After the effect for variant j has been sampled we
Importantly, after the initial reconstruction of X y = Db from summary statistics, equation
205
(10) only requires X x j , which is the jth column of X X. for each scenario replicate for both methods.
304
To assess prediction accuracy, we calculated the EGV (using the score function in the 305 PLINK 2 software) for each individual using the genotypes from the 10,000 individual 306 tuning and validations data sets and the genetic effects estimated from each method.
307
Parameter tuning was performed for LDpred and P+T, where for each simulation replicate 308 the prediction accuracy was assessed for each of the pre-specified fraction of non-zero 309 effects parameters for LDpred and the p-value thresholds for P+T. The parameter that 310 gave the maximum prediction R 2 in the tuning data set was then used for calculating the
311
EGV for each individual in the validation data set. SNP effects from BayesR and SBayesR
312
were estimated using scaled genotypes and thus each variant's effect was divided by size distribution for BMI and in the lower 5th percentile for height ( Figure S6 ). This left 411 932,969 and 909,293 variants with summary information for height and BMI respectively.
412
These sets of variants were also used in the LDpred and RSS analyses.
413
SBayesR was run as above with the default γ for BMI and γ = (0, 10 −4 , 10 −3 , 1) for 414 height. Empirically, we observed that this constraint on the elements of γ was a further 415 requirement for SBayesR model convergence using these height summary statistics. For chromosome-wise h 2 SNP estimates were then summed to get the genome-wide estimate.
429
To assess prediction accuracy, we calculated EGVs using the genotype data from the 430 independent test data sets using the PLINK 2 software for all methods. Prediction R 2 was 431 calculated via linear regression of the true phenotype on that estimated from each method,
432
which was used as a measure of prediction accuracy for each trait.
433

Results
Genome-wide simulation study 435 Across the simulation scenarios, we observed that BayesR or SBayesR gave the highest or 436 equal highest mean validation prediction R 2 across the 10 replicates (Figure 1 and memory efficient and we therefore did not summarise their resource requirements.
515
SBayesR on mean took approximately one to two hours and required 50 GB of memory to 516 complete a genome wide analysis (1,094,841 HM3 variants) with variability depending on the number of non-zero variants in the model (Figures 3 and S17) . For example, BFP proposed models 27,28,31 .
558
We observed that the cohort used to construct the LD reference matrix influenced the 559 prediction accuracy and h 2 SNP estimation. The LD reference built from a random sample of 560 50k individuals from the UKB showed the maximum prediction accuracy and smallest 561 upward bias in h 2 SNP estimation across all scenarios in the small-scale simulation on two 562 chromosomes although these were marginal relative to those from the smaller UK10K 563 sequence reference. We anticipate that the UKB will contribute to future large-scale GWASs
564
and thus we anticipate that the LD reference built from a large subset of this cohort in this 565 study will be highly beneficial to future summary statistics analyses of complex traits.
566
The simulation studies thoroughly compared prediction methods as a function of genetic 
586
The observation that SBayesR improves on the BayesR prediction accuracy in real data 587 cross-validation and independent out-of-sample prediction is contrary to expectation.
588
In the small-scale simulation we observed that SBayesR using the full LD correlation Each panel displays boxplot summaries of the prediction R 2 (y-axis) in the 10,000 individual validation data set for each method (x-axis) across the 10 replicates. The simulation study contained six scenarios that varied in the number of causal variants, 10,000 (10k) and 50,000 (50k), and the true simulated heritability h 2 SNP = (0.1, 0.2, 0.5). The two genetic architecture scenarios generated were: 10,000 causal variants sampled under the SBayesR model i.e., 2500, 5000, and 2500 variants from each of N(0, 0.01), N(0, 0.1), and N(0, 1) distributions respectively, and 50,000 causal variants sampled from a standard normal distribution. For each replicate a new sample of causal variants was chosen at random from the set of 1,094,841 HapMap 3 variants. In each panel LDpred has two boxplot summaries, one that has been optimised for the polygenicity parameter and the other is LDpred-inf, which is displayed for comparison with SBLUP. The mean prediction accuracy across the 10 replicates is displayed above the boxplot for each method. ,106) , basal metabolic rate (BMR, n=341,819), heel bone mineral density T-score (hBMD, n=197,789), forced vital capacity (FVC, n=317,502), body mass index (BMI, n=346,738), body fat percentage (BFP, n=341,633), forced expiratory volume in one-second (FEV, n=317,502), hip circumference (HC, n=347,231), waist-to-hip ratio (WHR, n=347,198) and birth weight (BW, n=197,778). Each panel shows a boxplot summary of the prediction R 2 across the five folds with the mean across the five folds displayed above each method's boxplot. Traits are ordered by mean estimated h 2 SNP (see Figure S14 ) from highest to lowest. Biobank data sets. Panels depict prediction R 2 (y-axis) generated from regression of the predicted phenotype on the observed phenotype for body mass index (BMI) and height for different methods in the independent HRS and ESTB data sets. P+T refers refers to the prediction R 2 generated from the summary statistics of Yengo et al. 2018 (n ≈ 700,000), which included 6,781 SNPs for BMI and 11,816 SNPs for height from a GCTA-COJO analysis thresholded at p-value < 0.001. The BayesR* and SBayesR* predictions were calculated using 1,094,841 HM3 variants estimated from the full set of unrelated and related UKB European individuals (n = 453, 458 and n = 454, 047 for BMI and height respectively). Summary statistics for SBayesR analysis for the UKB European individuals were generated using the BOLT-LMM software. All other prediction R 2 results were generated using summary statistics methodology and were calculated from the analysis of summary statistics from Yengo et al. 49 for 909,293 and 932,969 variants for BMI and height that overlapped with the 1,094,841 HM3 variants set used for the UKB analyses. The overlap of the sets of variants used in each of the analyses and those available in the imputed HRS and ESTB data sets for prediction had a minimum value of 98%.
