It remains a challenging problem to tightly estimate the worst-case response time of an application in a distributed embedded system, especially when there are dependencies between tasks. Recently, a holistic worst-case response time analysis approach called scheduling time bound analysis has been proposed to find a tight upper bound of the worst-case response times of applications specified by a set of task graphs. Since it assumes that the starting offsets of applications are known and fixed, it fails to make a tight estimation despite increased computation time when the starting offsets are dynamic. To overcome this problem, we propose a novel conservative performance analysis, called hybrid performance analysis, combining the response time analysis technique and the scheduling time bound analysis technique to compute a tighter bound faster. The proposed scheme is proven to be conservative formally. Through extensive experiments with real-life benchmarks and synthetic examples, the superior performance of our proposed approach compared with previous methods is confirmed.
Introduction
For the design of embedded systems that support real-time applications, it is required to guarantee the satisfaction of real-time constraints. After applications are mapped to a candidate architecture, we check the feasibility of the architecture by estimating the performance. Fast estimation enables us to explore the wider design space of architecture selection and application mapping. More accurate estimation will reduce the system cost. The performance analysis problem addressed in this paper is to estimate the worst-case response time (WCRT) of an application that is executed on a distributed embedded system.
Despite a long history of research over two decades, it still remains a challenging problem to tightly estimate the WCRT of an application in a distributed embedded system based on a fixed priority scheduling policy. Since the response time of an application is affected by interference between applications as well as execution time variation of tasks, all possible execution scenarios should be considered to obtain the exact WCRT. There are some approaches proposed, such as a model checking approach (Brekling et al. 2008) and an ILP-based approach (Kim et al. 2012) , to find the accurate WCRT. However, they require exponential time complexity. The exact WCRT analysis problem is known to be NP-complete (Yen and Wolf 1998) .
Analytical techniques have been extensively researched to obtain a tight upper bound of the WCRT with diverse assumptions on target architectures and applications. This paper assumes that an application is given as a directed acyclic task graph that represents data dependency between tasks and the execution time of a task may vary. It is assumed that each task has a fixed priority. In addition, we support an arbitrary mixture of preemptive and non-preemptive processing elements in the system. To analyze the WCRT of an application, this paper proposes a novel technique, called hybrid performance analysis (HPA), subsuming two analysis techniques: scheduling time bound analysis (STBA) (Kim et al. 2013) and response time analysis (RTA) (Lehoczky et al. 1989) . The proposed technique is proven to be conservative and experimental results show that it provides a tighter bound of WCRT than the other state-of-the-art techniques.
The proposed hybrid approach considers intra-graph and inter-graph interferences differently. The intra-graph interference is caused if a task is interfered or preempted by tasks in the same application. When an application modeled by a task graph runs on the multi-core distributed system, tasks in the same graph may interfere with each other. Since tasks in the same graph have an identical period and their relative starting offsets can be predicted by examining the dependency between tasks, intra-graph interference can be estimated accurately by the STBA technique. On the other hand, the inter-graph interference is caused by tasks in the other task graphs. Since applications may have different periods and dynamic starting offsets, inter-graph interference is not easy to analyze with the STBA technique. Therefore, the proposed hybrid approach uses a different analysis method based on RTA for inter-graph interference.
We explain the problem addressed in this paper and the proposed solution with a simple example with two task graphs in Fig. 1a . Application 0 consists of two tasks τ 0 and τ 1 which are executed sequentially, and Application 1 consists of 7 tasks from τ 2 to τ 8 . The execution time bound is specified as [BCET, WCET] on each task where [10, 20] PE2 PE3 [10, 20] BCET and WCET denote the best-case execution time and the worst-case execution time, respectively. The example assumes that a system has two processors; Processor 0 has four cores and processor 1 has a single core. The processors are connected by a non-preemptive bus. It is assumed that task-to-core mapping is given as Fig. 1a . The data produced from τ 3 , τ 4 , τ 5 , and τ 6 should be transferred to τ 7 through the bus.
Since the data transfer on the bus can be regarded as a task whose execution time is the transfer time, we model all cores and buses as processing elements (PEs) in this study. Figure 1b shows the transformed analysis model corresponding to Fig. 1a . In the transformed model, four tasks τ 9 , τ 10 , τ 11 , and τ 12 representing the data transfer from τ 3 , τ 4 , τ 5 , and τ 6 respectively, are added. Due to the varying execution time of tasks τ 4 , τ 5 , and τ 6 , the data transfer tasks may contend on the bus, which incurs intra-graph interference. The worst-case intragraph interference to the task τ 12 can be naively estimated as 15 since there is no direct topological dependency between the tasks mapped on the bus (P E5). Then, the worst-case finish time of τ 12 becomes 70(= 10 + 40 + 15 + 5) as displayed in Fig. 2a . In reality, however, tasks τ 9 , τ 10 , and τ 11 always finish before the release time of τ 12 if τ 12 is released at 50. The table in Fig. 2c summarizes the time ranges that tasks in Application 1 are released or finished. Since τ 2 has a fixed execution time, 10, τ 3 , τ 4 , τ 5 , and τ 6 are all released at 10 which is the finish time of their predecessor task τ 2 . Finish times of τ 4 , τ 5 , and τ 6 are not fixed unlike τ 3 due to varying execution times. τ 9 , τ 10 , τ 11 , and τ 12 are released at the finish time of their parents, τ 3 , τ 4 , τ 5 , and τ 6 respectively. For the minimum finish time computation of a task, we consider the best-case scenario that has minimum interference from the other tasks while it has the minimum execution time. For maximum finish time computation, we should consider the worst-case scenario that experiences the maximum interference from the other tasks and it takes the maximum execution time. Since the finish time bounds of τ 9 , τ 10 , and τ 11 are no larger than 50, the actual worst-case finish time of τ 12 is 55 as shown in Fig. 2b . This example shows that we can compute intra-graph interference more accurately if we compute the schedule time bounds of tasks with a given mapping information.
For the worst-case response time estimation of Application 1, the inter-graph interference from Application 0 that has a dynamic offset should also be considered. In the STBA technique, a dynamic offset is modeled as a release jitter that can be as large as the period. If an application has a large jitter, multiple jobs of the same task can be released in sequence, which is illustrated in Fig. 3a where two jobs of τ 0 and τ 1 preempt τ 7 and τ 8 , respectively. In the proposed technique, we use an RTA-based technique to account for the inter-graph interference as shown in Fig. 3b where τ 0 and τ 1 preempt τ 7 and τ 8 only once.
Unlike the STBA technique that computes the schedule time bounds of all applications simultaneously, we compute the schedule time bound of each application separately and inter-application interference is considered by the response time analysis. Since the interference amount depends on the schedule time bound of tasks and the schedule time bound depends on the interference, there is a cyclic dependency in computation. Thus we iteratively compute the schedule time bounds and interference amounts until all values are converged.
Our contributions are summarized as follows:
-We propose a novel WCRT estimation technique that combines the schedule time bound analysis for intra-graph interference and the response time analysis for intergraph interference analyses, for tight and conservative estimation of the WCRT of each application separately. -We prove the conservativeness of the estimated WCRT from the proposed technique by showing that each task is always scheduled within the analyzed time bound mathematically. The convergence of the proposed technique is guaranteed since all upper bounds increase monotonically and all lower bounds decrease monotonically. -Experimental results show that the proposed technique produces more accurate WCRT estimation than the other existent techniques. The proposed approach improves the WCRT bounds by 31.10, 111.45, and 205.87% compared with STBA (Kim et al. 2013) , MAST (Harbour 2001) , and pyCPA (Diemer and Axer 2012) , respectively, for the randomly created benchmarks and the selected real-life benchmarks.
Note that the proposed technique is based on the task model assumed in this paper. We assume that a task has a well-defined range of varying execution time without unexpected delay due to self-suspension, synchronization operation, and shared resource access during execution. We assume that a task becomes ready or released as soon as all predecessors are finished so that offset-based invocation of a task is not supported. Tasks are assigned distinct priorities and priorities of task graphs are not inter-mixed. Relaxation of those assumptions is left as future work.
The rest of this paper is organized as follows. In Sect. 2 we overview the related work. In Sect. 3, the application model and the system model assumed in this paper are formally described. Section 4 briefly presents the overview of the proposed technique. The proposed technique and some optimization techniques under the restricted deadline are explained in detail in Sects. 5 and 6 respectively. The proposed technique is extended to support arbitrary deadlines in Sect. 7. Experimental results are discussed in Sect. 8. Finally, we conclude this paper in Sect. 9.
Related work
The related work for WCRT estimation is mostly based on the response time analysis. Response time analysis (RTA) was first introduced for a single processor system based on preemptive scheduling of independent tasks that have fixed priorities, fixed execution times, and relative deadline constraints equal to their periods (Lehoczky et al. 1989) . Extensive research efforts (Lehoczky 1990; Audsley et al. 1993) have been performed to release the restricted assumptions. Pioneered by Tindell and Clark (1994) , a group of researchers extended the schedulability analysis technique to distributed systems; for example, supporting dynamic offset of tasks (Palencia et al. 1998) , communication scheduling (Tindell et al. 1995) , partitioned scheduling with shared resources (Schliecker and Ernst 2011) , and earliest deadline first (EDF) scheduling (Pellizzoni and Lipari 2007) .
There exist some researches that consider precedence constraints between tasks. A popular approach is to regard them as independent tasks with different offsets and deadlines by assigning the offset and jitter of each task conservatively considering every possible execution ordering between tasks (Audsley et al. 1993; Tindell and Clark 1994; Pellizzoni and Lipari 2007) . But this approach may incur the significant overhead of overestimation since the worst-case response time of a dependent task is estimated independently without dependency information. On the other hand, we handle the dependent tasks directly, assuming that a task is released immediately after all predecessors are completed.
Another approach is to extend the response time analysis considering the task dependency directly. An offset-based response time analysis technique for linear transactions has been proposed in Palencia and Harbour (1999) , which is implemented in the MAST suite (Harbour 2001) . It supports both preemptive and non-preemptive processing elements. But it supports only chain-structured graphs where a task has a single input and/or a single output port. Henia and Ernst (2006) extends the previous approach to consider the timing correlations between task activation in the tree-structured graphs. The authors in (Kurtin et al. 2016 ) propose a response time analysis technique for homogeneous synchronous dataflow (HSDF). They reduce the pessimism on the amount of interference by considering the precedence constraints and the maximum number of task executions during the busy window. The authors in Schlatow and Ernst (2016) consider synchronously or asynchronously activated linear transactions, and optimize the WCRT of each sub-transaction, called task chain, by considering deferrable task executions due to the interleaved priority assignment. The aforementioned approaches all aim to minimize the pessimism of the response time analysis by considering the task dependency. Guan et al. (2014) proposed an RTA-based approximation technique for a digraph real-time task model. Their task model is different from ours in that edges in a digraph represent possible execution flows between tasks and the run-time execution corresponds to an arbitrary path. For the worst-case analysis, they repeatedly analyze all the possible paths in the digraph. The minimum request interval should be defined between two connected tasks and the parent task execution should finish before the interval, while no interval exists in our model.
Distinguished from the above holistic RTA-based approaches, a compositional approach has been proposed and implemented in SymTA/S (Henia et al. 2005) where the RTA analysis is performed for each processing element separately and communication between processing components is abstracted by event streams that are characterized by a tuple (period, jitter, minimum distance between events). While the compositional approach achieves scalability, it sacrifices estimation accuracy by ignoring the release time constraints caused by data dependencies between tasks running on different processing elements.
Recently, a holistic WCRT analysis approach, called scheduling time bound analysis (STBA), has been proposed (Kim et al. 2013 ). It computes the conservative time bound for each task within which the task will be scheduled, considering all possible scheduling patterns assuming that the starting offsets of applications are known and fixed. The STBA approach compares the time bounds of task instances to check the possibility of interference, expanding the task graphs up to the hyper-period of applications. In case the starting offset of an application varies dynamically, the schedule time bounds of each task become wider, which degrades the estimation accuracy significantly despite increased analysis time complexity.
In the proposed technique, we adopt the idea of the STBA method to analyze the schedule time bounds of tasks in the same task graph. Instead of applying the STBA idea to multiple applications with dynamic offset, however, we adopt the response time analysis technique to consider the interference from other task graphs to overcome the limitations of the STBA technique.
We summarize the related work in Table 1 . Transaction is a set of tasks that share the same period. The third column indicates the supported scheduling policy, where FPP and FPNP denote fixed-priority preemptive scheduling and fixed-priority nonpreemptive scheduling, respectively. Arbitrary deadline is supported in all techniques except the last one. The column "execution time" indicates whether the technique needs the worst-case execution time profile only ("worst"), or both best-case and worst-case execution times ("time bound"). The last column "SR (shared resource)" indicates whether the shared resource is supported and which protocol is assumed for arbitration if it is supported: priority ceiling protocol (PCP), stack resource protocol (SRP), or time division multiple access (TDMA). Note that if the maximum access delay is bounded by an arbitration protocol, it can be included in the worst-case execution time for conservative estimation. The system model of the proposed technique is the same as Kim et al. (2013) .
Problem definition
We formally describe the application model and the system model assumed in this paper. An input application, G i , is represented by an acyclic task graph as illustrated in Fig. 4a . In a task graph, G = {V, E}, V represents a set of tasks and 
∈ V} a set of edges to represent execution dependencies between tasks. If a task has more than one input edge, it is released after all predecessor tasks are completed. Note that an application may have multiple graphs or multiple source nodes. In these cases, we add a single dummy task to make a parent task of all source tasks in our model. An application G can be initiated periodically or sporadically, characterized by a tuple (T G , J G ) where T G and J G represent the period and the maximum jitter, respectively. For sporadic activation, T G denotes the minimum initiation interval. Task graph G is given a relative deadline D G to meet once activated. We assume that D G and J G are not greater than T G in the baseline technique. This assumption will be removed in Sect. 7. The task graph that task τ i belongs to is denoted by G τ i . A system consists of a set of processing elements (PEs) as shown in Fig. 4c . Tasks are mapped onto processing elements and we assume that task mapping is given and fixed. The processing element that task τ i is mapped to is denoted by M i . For each task τ i , the varying execution time is represented as a tuple [C l i , C u i ] indicating the lower and the upper bound on the mapped PE. Note that a communication network can be modeled as a separate PE. For instance, the PE graph of Fig. 4c represents a system that consists of two processors (PE0 and PE2) connected to a bus (PE1). Tasks mapped to a communication network deliver messages between two computation tasks; for example τ 1 indicates message communication between two computation tasks, τ 0 and τ 2 .
We assume that the scheduling policy of a PE can be either a fixed-priority preemptive scheduling or a fixed-priority non-preemptive scheduling. P denotes a set of PEs that have a preemptive scheduling policy, and N denotes a set of PEs with a non-preemptive scheduling policy. A PE belongs to either P or N . In Fig. 4 , PE0 and PE2 use preemptive scheduling while PE1 serves the communication tasks in a non-preemptive fashion; a higher-priority message cannot preempt the current message delivery. The priority of the task τ i is denoted by P R i . We assume that all tasks mapped to each PE have distinct priorities to make the scheduling order deterministic. We also assume that applications are ordered in priorities and so priorities of task graphs are not inter-mixed, meaning that priorities of all tasks in a graph is either higher or lower than those of all tasks in another graph:
This assumption is made to simplify the proof Table 2 Notations used in problem definition Notation Description
The maximum initiation jitter of the task graph G
The mapped processing element of a task τ i
The best-case execution time of a task τ i
The worst-case execution time of a task τ i P R i The priority of the task τ i P
The set of preemptive processing elements N
The set of non-preemptive processing elements R G The worst-case response time of the task graph G in this paper while the proposed technique can be extended to a general case without this assumption. The WCRT of task graph G, denoted by R G , is defined as the time difference between the latest finish time and the earliest release time among tasks in the task graph. Table. 2 summarizes the notations described above.
Overall analysis flow
Before explaining the proposed technique in detail, we show how the analysis is performed with illustrative examples and present the overall flow of the proposed technique in this section.
The proposed approach consists of two analyses: intra-graph and inter-graph interference analyses. At first, we consider the intra-graph interference. Since it is assumed that a deadline D G is not greater than a period T G , we can analyze only one job instance per task; we use "task" to refer to a job instance in this section. The release times of tasks are defined relatively to the graph initiation time, which is assumed zero. We compute the amount of intra-graph interference by comparing the schedule time bounds of tasks. To conservatively compute every possible interference, we compute three pairs of time bound information for each task: Fig. 5 , we plot the best-case schedule and the worst-case schedule for a given task graph G 0 and task mapping information. The tasks in PE0 have no interference since all tasks in PE0 are executed sequentially. For tasks in PE1, however, we have to consider interference from higher priority tasks by comparing the time bounds. Task τ 5 is not preempted by task τ 4 since task τ 4 always finishes earlier than the release time of task τ 5 . For the best-case schedule of task τ 6 , we consider the minimum interference. Task τ 6 is always preempted by task τ 4 since task τ 4 always appears during the execution. On the other hand, we consider the maximum interference for the worst-case schedule of task τ 6 . Task τ 6 can be preempted by both tasks τ 4 and τ 5 since their release times can be earlier than the finish time of task τ 6 . In this way, we derive all time bounds of tasks, considering intra-graph interference. Next, we consider the inter-graph interference and revise the computed time bounds accordingly. Suppose there is a higher priority task τ 0 that belongs to another task graph as shown in Fig. 6 . If we apply the response time analysis independently to the dependent tasks, the number of preemptions may be over-estimated as displayed in Fig. 6a where τ 1 , τ 2 , and τ 3 are all preempted by τ 0 independently. For more accurate estimation, we need to consider the possible schedule scenario of task τ 0 considering its period. Figure 6b shows how the schedule of task τ 0 is considered. When τ 0 preempts τ 1 , τ 2 knows that the next request of τ 0 will occur after 5 time units from the finish time of τ 1 so that τ 0 does not preempt τ 2 . Since the next request of τ 0 occurs 2 time units from the finish time of τ 2 , τ 3 can be preempted by τ 0 . Hence the maximum interference from task τ 0 is computed to 10 as shown in Fig. 6b . In summary, for the inter-graph interference analysis, we compute the time difference from the finish time of a predecessor task to release time of the next job instance of the higher priority task. Figure 7 shows the overall flow of the proposed technique. We compute three pairs of time bound information for each task:
, in the Time Bound Computation module considering the intra-graph interference and the inter-graph interference as explained above. How to compute the intra-graph interference and the inter-graph interference will be explained in Sects. 5.1 and 5.2, respectively. During the time bound computation of each task, optimization techniques in Sect. 6 are used for tighter estimation. Time bound computation is performed for each task graph individually and we repeat this process until all time bounds are converged since time bounds of task graphs affect each other.
Proposed analysis technique: hybrid performance analysis
In this section, we explain the key techniques of the proposed analysis and discuss how to achieve a safe and tight bound of the WCRT. At first, how to compute the schedule time bounds is explained in Sect. 5.1 considering only the interference from tasks in the same task graph. Secondly, we refine the time bounds by incorporating the interference from the other task graphs in Sect. 5.2. Table 3 summarizes the symbols and notations used in this section.
Time bound computation: intra-graph interference analysis
The minimum (R B l t ) and maximum (R B u t ) release time bounds are computed as follows:
The earliest and the latest release times of a non-source task are defined as the maximum value among the earliest and the latest finish times of predecessors, respectively since it becomes executable only after all predecessor tasks are finished. 
The actual release time of a task graph which task τ t belongs to 
The maximum intra-graph blocking delay to τ t Fig. 8 The tasks that cannot contribute to the start time bound
For task τ t to start, it should be already released and the processor must be available: the start time of τ t is not smaller than the release time and the maximum time among finish times of tasks that have higher priority, start earlier, and finish after task τ t is released. Then the earliest start time S B l t is formulated as follows:
where set A τ t for the preemptive scheduling policy is defined as Figure 8a illustrates the tasks that are not included in set A τ t . A higher or lower priority task τ s1 will not interfere τ t if it finishes earlier than R B l t . A higher priority task τ s2 that may start after S B l t is also ignored and a lower priority task τ s3 cannot block τ t . On the other hand, if a higher priority task τ s always starts before S B l t and the earliest finish time of task τ s is greater than R B l t , task τ t should wait for the completion of task τ s . In case a non-preemptive scheduling is used, a lower priority task that starts before R B l t is included.
To estimate the maximum start time S B u t for conservative estimation, we should consider all possible preemptions.
where Delay l t and Delay h t denote the amounts of preemption between the release time and the start time by lower and higher priority tasks respectively. For the preemptive scheduling policy, Delay l t is zero. In case a lower priority task is running when τ t is released, τ t should wait until the current lower priority task finishes in the nonpreemptive scheduling policy, which is accounted as follows:
where
lower priority tasks in the same task graph that may start earlier than τ t and delay the start time of τ t . In Fig. 8b , a lower priority task τ s3 is not included in set B τ t since it always finish earlier than R B u t . A lower priority task τ s4 that always starts later than R B u t also cannot block task τ t . Note that partial blocking is considered in the formula by F B u s − R B u t , which can be smaller than C u s . For a task to be blocked by a lower priority task, a lower priority task should start before and is executing at the release time of target task. In case every predecessor is mapped to the same PE, the target task is released right after the latest predecessor finished its execution and no lower priority task can start between the predecessor and the task so that the blocking term Delay l t is zero. Delay h t is commonly formulated for both scheduling policies as follows:
Set C τ t includes higher priority tasks in the same task graph that can possibly delay the start time of τ t . In Fig. 8b , tasks τ s1 and τ s2 cannot make interference to task τ t between R B u t and S B u t since they either always finish earlier than R B u t or start later than S B u t . Partial preemption is considered similarly to Delay l t formulation. The minimum finish time F B l t is formulated as follows:
where Preempt B t represents the unavoidable preemption delay that is zero for the non-preemptive scheduling policy. For the preemptive scheduling policy, Preempt B t becomes
a set of higher priority tasks which always start to execute and preempt τ t during τ t is running. Tasks τ s1 and τ s2 in Fig. 9a are not included in set D τ t since task τ s1 starts earlier than S B l t and task τ s2 starts after F B l t . The maximum finish time F B u t is formulated as follows:
The minimum possible interference
The maximum possible interference Fig. 9 The tasks that cannot contribute to the finish time bound
where Preempt W t represents the worst-case preemption delay that is zero for the non-preemptive scheduling policy. Preempt W t for the preemptive scheduling policy is formulated as follows:
indicating a set of higher priority tasks which can appear during the execution of τ t . Figure 9b shows two tasks τ s1 and τ s2 that are not in E τ t . Since task τ s2 always starts after F B u t , it is obvious that task τ s2 cannot interfere task τ t . In case of τ s1 , it may seem to make interference to τ t if S B u t ≤ S B u s1 < F B u t . However, we do not consider this case in the finish time bound computation since it is already considered in the start time bound computation as a possible interference between R B u t and S B u t . After determining all time bounds of tasks, we compute the WCRT of each task graph G as follows:
Theorem 1 The HPA technique guarantees the conservativeness of every schedule time bound when there is no inter-graph interference.
Proof See Sect. A.1 in the Appendix.
Time bound computation: inter-graph interference analysis
In this subsection, we explain how the schedule time bounds are adjusted to incorporate the interference from the other task graphs. At first, we formulate the blocking delay by a lower priority task of other task graphs under the non-preemptive scheduling policy:
includes all lower priority tasks in the other task graphs. Since there is no constraint assumed between starting offsets of task graphs, we take the maximum WCET for conservative estimation. In case every predecessor is mapped to the same PE, Delay l Fig. 10 An example that earlier release of a higher priority task than the release time of a target task leads to the maximum interference scheduling policy, the maximum number of preemptions by a task τ s that has a period T G τs and a release time bound (R B l s , R B u s ) will occur when R B u s is aligned with the release time of τ t and the second request appears after the shortest interval of T G τs + R B l s − R B u s , followed by subsequent requests that appear periodically from the second request, which is induced by the critical instant theorem.
On the other hand, under a non-preemptive scheduling policy, earlier release of a higher priority task than the release of the target task may result in the worst-case interference since the higher priority task may be blocked by a lower priority task until the release time of the target task. In the example of Fig. 10 , two processing elements, P E1 and P E2, have similar task profiles: a target task (τ 4 or τ 5 ) is interfered by a higher priority task (τ 0 or τ 1 ) and a lower priority task (τ 7 or τ 6 ). On P E1 where all three tasks are independent, the worst-case interference occurs when all releases are aligned at the same time and τ 7 that is released just before other tasks blocks both τ 0 and the target task τ 4 . It coincides with the observation of conventional response time analysis with independent tasks.
In case there are lower priority tasks in the same graph, release times of tasks may not be aligned as illustrated in Fig. 10b where task τ 6 is in the same graph of the target task τ 5 and may block the target task. The maximum number of preemptions by τ 1 occurs when the release of τ 1 coincides with the start of τ 6 , not with the release of the target task. The figure shows the worst-case scenario that produces the upper bounds of task scheduling time of G 2 ; R B u 6 is the same as F B u 4 , R B u 5 is the same as F B u 3 , and then F B u 5 becomes 90 because τ 1 makes two preemptions onto τ 5 . As shown in this example, it is necessary to find out the release time difference between a higher priority task and the target task that incurs the maximum number of preemptions for conservative estimation when there are dependent tasks with the target task. This time difference is called period shift and denoted as Ψ t (Yen and Wolf 1998) . Note that period shift Ψ t does not actually change the periodic behavior of higher priority tasks. It defines the shifted amount of release time of a higher priority task to make the worst-case interference to the target task. Obviously, Ψ t is zero for a preemptive scheduling policy. For a non-preemptive scheduling policy, we find the maximum possible blocking time of a higher priority task by a task that belongs to the same task graph with the target task and set it as the period shift. If the target task and its all predecessors are mapped onto the same PE, the maximum execution time among predecessors is selected as Ψ t since the higher priority task can be blocked only by a predecessor task and task priorities are not inter-mixed among task graphs. Otherwise, we have to consider all candidate tasks that may block the target task in the same task graph.
Note that a lower priority task affects the blocking delay computation of Delay l t and period shift computation. When a lower priority task τ s blocks τ t by α amount of time, the maximum preemption by a preempting task occurs when it is released right after the start time of τ s , which is equal to r (τ t ) − C u s + α. Let A be a set of preempting tasks of τ t . Then the conventional response time analysis tells that R α t becomes
where C u s − α is the period shift when the blocking time is α. The following lemma says that the response time becomes the worst when α is the maximum blocking time as formulated in Eq. (5).
Lemma 1 Suppose τ s is a task that may block both preempting tasks of other task graphs and the target task τ t . Let R α t be the worst-case response time of τ t when τ s blocks τ t by α amount of time. Then,
Proof See Sect. A.2 in the Appendix.
For the example of Fig. 10 , τ t = τ 5 and τ s = τ 6 Then inter-interference is maximized when τ 6 blocks τ t maximally as 10 and period shift is C u 6 − 10 = 10. Thus we compute the period shift Ψ t as the maximum time difference between the start time of a candidate task τ s and the release time of the target task τ t when τ s maximally blocks τ t as C u s − min(C u s − max(0, F B u s − R B u t )). Among candidate tasks, we find out the task that gives the maximum difference. In summary the period shift of the target task, Ψ t , is formulated as follows:
Since F τ t includes all tasks that may be executed before the target task, the maximum time difference between the start time of the candidate task and the release time of the target task is computed
indicates the maximum blocking time.
Lemma 2 Period shift formulated as Eq. (14) is conservative, which means that Fig. 11 Computation of the maximum number of preemptions from a higher priority task τ 0 a to a single task τ 1 , b to two dependent tasks, τ 1 and τ 2 individually, and (c) to two dependent tasks jointly Proof See subsection A.3 in the Appendix.
So far it is assumed that a higher priority task may appear anytime in the computation of the maximum interference. Now consider a sequence of task executions that have dependencies. Applying response time analysis independently to each task in the sequence may over-estimate the number of requests during the same time interval. In Fig. 11b , preemption by τ 0 is considered independently for τ 1 and τ 2 , which results in excessive counting of preemptions. On the other hand, observing that the next request appears 3 time units after the release time of τ 2 , the interference can be tightly estimated as shown in Fig. 11c . Hence the relative distance to the next request appearance needs to be considered for tight estimation when response time analysis is applied for dependent tasks. To this end, we define three distance values: request phase φ r t,i , start phase φ s t,i , and finish phase φ f t,i , meaning the relative distances from R B u t , S B u t , and F B u t to the next release of preempting task τ i , respectively.
For computing the amount of interference from a higher priority task τ i to τ t during time interval [R B u t , S B u t ], we compute the minimum distance from R B u t to the next appearance of τ i which is denoted as φ r t,i . If τ t is a source task, φ r t,i for each higher priority task τ i in the other task graph is initialized to −(Ψ t + R B u i − R B l i ). Note that the request phase of the source task is set to negative to account for the effect of period shift and release jitter together. If τ t is a non-source task, φ r t,i depends on predecessors. If τ t has one predecessor task as Fig. 11c, φ r t,i can be easily induced from its predecessor τ p : the distance to the next appearance of τ i from F B u p , which is denoted as φ f p,i , becomes φ r t,i since F B u p = R B u t . On the other hand, if τ t has multiple predecessor tasks mapped on the same PE, we have to compute the minimum distance considering φ f p,i of all predecessors for conservative computation. Figure 12 illustrates the case where task τ 6 has two predecessors τ 3 and τ 5 mapped onto the same PE. Since there may exist multiple paths to τ t in the dependency graph, predecessor tasks may see the next request time of τ i differently from each other. In Fig. 12 , there are two paths to target task τ 6 : τ 1 → τ 4 → τ 5 → τ 6 and τ 1 → τ 2 → τ 3 → τ 6 . In case of the first path as shown in Fig. 12a, τ assuming that τ 1 starts its execution at time 0. On the other hand, in case of the second path in Fig. 12b , τ 0 makes maximum preemption when its release time is equal to the release time of τ 3 which is 26. The next appearance will be F B u 3 + φ f 3,0 = 56, which is later than the first case. For conservative estimation, when computing φ r 6,0 based on φ f 3,0 and φ f 5,0 , we choose the earliest invocation, which is φ f 5,0 + F B u 5 , and compute the time difference from R B u 6 . Note that the computed distance can be negative. To avoid excessive overestimation, we set the lower bound of the negative distance as −(Ψ t + R B u i − R B l i ), which corresponds to the upper bound of interference ignoring the task dependency. In case there is a predecessor mapped to a different processor, φ r t,i is again set to −(Ψ t + R B u i − R B l i ) for conservative estimation since the finish time of the predecessor is not known. In summary, we formulate φ r t,i as follows;
(16) For the higher priority tasks in the other task graphs, we perform response time analysis to compute the maximum preemption delay that can appear during a time interval [R B u t , S B u t ]. Since we know that τ s will be released after
is considered in the response time analysis. Thus the amount of interference can be formulated as follows.
"+1" is required in this computation to account for the case when a higher priority task arrives at the same time when the target task is about to start. Now we adjust S B u t after considering all possible interferences from the other applications as follows:
The relative distance from S B u t to the next appearance of τ i , which is denoted as φ s t,i , for each higher priority task τ i / ∈ G τ t is computed based on φ r t,i and S B u t as follows:
In order to find φ s t,i which is the distance from S B u t to the earliest future invocation of τ i after S B u t , we use modulo operation. For instance, suppose φ r t,i = 2, R B u t = 0, S B u t = 10, and T G i = 5. Then τ i appearances at 2 and 7 are considered in Eq. (17). The next τ i appearance after S B u t = 10, which is at 12, is computed by the distance φ s t,i from S B u t : φ s t,i = ((2 + 0) − 10) mod 5 = 2. Then the response time analysis is used for computing the amount of interference during the interval [S B u t , F B u t ) as follows.
Preempt W t is zero when a non-preemptive scheduling policy is used. F B u t is refined to incorporate the interference from all other task graphs during [S B u t , F B u t ] as follows:
Similarly, the distance from F B u t , denoted as φ f t,i , is formulated based on φ s t,i and F B u t as follows:
Since there is no preemption during the execution of τ t when M t ∈ N , φ f t,i refers to the same invocation of the preempting task as φ s t,i . 
Optimization techniques
In this section, we describe two optimization techniques to tighten the time bounds by considering the dependency relation. If two tasks have a dependency, one task cannot interfere the other even if the time bounds of two tasks intersect. In the Exclusion Set Management technique, we manage the set of tasks that cannot preempt the target task by tracing the dependency relation among tasks. In the Duplicate Preemption Elimination technique, on the other hand, we avoid redundant preemption where a single preemption by a higher priority task is considered multiple times in two dependent tasks. When a higher priority task may preempt both tasks that have a dependency, it is observed that preempting the descendant task results in the longer response time than the case of preempting the ancestor task.
Exclusion set management
The exclusion technique manages for each task τ i a set EX τ i which includes tasks that are guaranteed to have no possibility of preempting τ i . It is obvious that successor tasks belong to this set. If τ i always preempts one of the predecessors of τ s , τ s cannot preempt τ i since it will always be scheduled after τ i . In addition, if τ j is excluded by τ i , then all τ s ∈ EX τ j are also excluded by τ i . In summary, the exclusion set EX τ i becomes
where ancestor(τ s ) is a set of ancestors of τ s and descendant(τ i ) is a set of descendants of τ i . Since there is a cyclic dependency in Eq. (23), iterative computation is required for EX τ i , initially defined by descendant(τ i ). After time bound computation, it is updated based on
and F τ t are modified to have an additional condition τ s / ∈ EX τ t . It is obvious that the exclusion technique does not affect the conservativeness of the proposed technique.
Duplicate preemption elimination
In our baseline technique, preemptions may occur redundantly; Fig. 13a shows an elaborated example that experiences two types of duplicate preemptions. The first type of duplicate preemption may occur between tasks in the same task graph in case a higher priority task has large release time variation. In the scheduling time bound analysis, we detect the preemption possibility by checking if a higher priority task can be released during task execution. In Fig. 13a , τ 3 can preempt both τ 4 and τ 5 because its release time varies widely between 20 and 75. The second type of duplicate preemption occurs between tasks in different task graphs. In the phase adjustment technique, it is assumed that a preempting task preempts a predecessor task first. In the example of Fig. 13 , τ 0 preempts τ 4 and phase adjustment is performed afterwards. The request phase of τ 5 to τ 0 is reset to −(Ψ 5 + R B u 0 − R B l 0 ) since τ 8 is assigned to a different processor, according to Eq. (16). Then, τ 5 experiences another preemption by τ 0 . As a result, the WCRT is over-estimated as illustrated in Fig. 13a that contains both types of duplicate preemptions.
To avoid duplicate preemptions, an optimization technique is devised to check the duplicated preemptions on the dependency path and to remove duplicate preemptions on the ancestors. The proposed technique is based on an abstruse fact that a later preemption gives worse response time than an earlier preemption when there are duplicate preemptions. Figure 14 shows the simpler examples where preempting the target task τ s shows a larger response time than preempting its ancestor task τ a .
In Fig. 14a , since two tasks τ a and τ s are linearly dependent and mapped on a same PE, the finish time of τ s remains the same when τ i preempts either τ a or τ s . In case τ s has a predecessor task that is mapped to another PE, preempting τ s results in larger response time than preempting τ a in Fig. 14b . If τ i does not preempt τ a , τ s is released after τ p finishes its execution, making an idle time between the finish time of τ a and the release time of τ s . Thus the finish time of τ s becomes larger if τ i preempts τ s . Finally, consider the case in Fig. 14c where task τ p that belongs to the path from τ a to τ s is mapped on the other processor. When the finish time of τ a is reduced by moving the preemption of τ i to τ s , the release time of child task τ p may not be reduced as much as parent task τ a , due to τ c . Then similarly to the case of Fig. 14b , preempting the target task gives longer finish time. Theorem 2 summarizes that a later preemption on the dependency path gives a worse response time than an earlier preemption. Theorem 2 If a common preemptor τ p can preempt either an ancestor task τ a or the target task τ t , then the finish time of τ t is no smaller when τ p preempts τ t rather than τ a .
Proof See Sect. A.5 in the Appendix.
According to Theorem 2, we can safely reduce the overestimation from duplicate preemption by finding a duplicate preemption on the ancestors of the target task and removing the preemption.
Supporting arbitrary deadline
If the deadline of a task graph is greater than the period, multiple invocations of the task graph may be executed in a pipelined fashion. Then, we need to consider the intra-graph interference from the overlapped execution of those invocations. Figure 15 shows how the overall flow changes when arbitrary deadlines are allowed in the task model. Initially, we create D G T G + 1 graph instances for each task graph G in the Graph Expansion module. Let the i-th instance of task τ t be τ t (i) . Then the release time bounds of a task τ t (i) are computed as follows: 
In case τ t is a source task, its release time depends on the graph activation time. Otherwise, it is released when all predecessors finish. If the previous instance does not finish until the release time of the next instance, the next instance should wait for the finish of the previous instance. We handle this by giving higher priorities to earlier instances than later instances: P R t (i) > P R t ( j) iff i < j. For conservative estimation, we increase the time bounds of each task as the instance index increases as follows.
Note that the first instance τ t (0) has no restriction and Eq. (26) holds from the second instance. This restriction guarantees the convergence of the proposed technique while it may incur over-estimation that is not negligible. Further optimization to reduce the over-estimation is left as a future work. We apply the STBA analysis technique to compute the interference among graph instances of the same task graph. While we use the same intra-graph interference formula without modification, we should consider the interference from task instances that have overlapped time bounds with the target task.
In the inter-graph interference analysis, we consider the worst-case appearance of a task in another task graph by period shift Ψ t . For easy proof of the conservativeness, we make the period shift Ψ t of a task be the same for all graph instances by choosing the maximum value among all of instances τ t (i) :
period shift value computed for τ t (i) using Eq. (14). Then Ψ t which is the maximum among all Ψ t (i) is used in Eq. (16). We reset the request phase φ r t,i to Ψ t for all source task instances in Eq. (16).
After the analysis of the currently expanded graph instance set is completed, the relative schedule time bounds of the last task instance are recorded as the schedule time bounds of a task τ t :
where last(t) is the last index of currently created τ t job instances. We check whether the schedule time bound by Eq. (27) is changed in the "Expansion needed" module in Fig. 15 . If it is changed, we create one more graph instance of the corresponding task graph and perform the analysis again. We repeat graph expansion and WCRT analysis until all schedule time bounds are converged. 
Experiments
In experiment, we compare the proposed technique with four existing tools: MAST suite (Harbour 2001) , pyCPA (Diemer and Axer 2012) , pyCPA_TC (Schlatow and Ernst 2016) . and STBA (Kim et al. 2013) . pyCPA is a freely available compositional performance analysis tool similar to SymTA/S. pyCPA_TC is the implementation of Schlatow and Ernst (2016) based on pyCPA. For MAST suite, we choose the best among the experimental results from three options "offset_based_optimized", "off-set_based_slanted", and "offset_based_approximate_with_precedence_relations". The STBA method is implemented following the formulas in Kim et al. (2013) .
Experiment with real-life benchmarks
Four real-life applications are used for comparison: H.263 decoder, H.263 encoder, MP3 decoder (block level), and MP3 decoder (granule level). They are obtained from SDF3 (Stuijk et al. 2006) with profiled information and transformed to the task graph model assumed in this paper. Task mapping of each application is performed to minimize the latency on the system with eight preemptive cores. The application priority is assigned in the increasing order of latency. The periods and deadlines are set arbitrarily to make the system schedulable. Figure 16 shows the WCRTs of each benchmark estimated by the proposed technique and the other techniques. HPA gives tighter bounds than the other approaches in all benchmarks except for the case of H.263 decoder. Since other applications cannot interfere H.263 decoder which has the highest graph-level priority, both HPA and STBA produce the same WCRT estimation by considering intra-graph interference only with the same schedule time bound computation. The WCRT from STBA becomes loose for the other applications that are interfered by different applications since it conservatively transforms a dynamic offset into a large static offset.
Experiments with synthetic examples
For more experiments, synthetic examples are randomly generated according to the following rules. An example has 3-5 processing elements and 3-5 task graphs in which the total number of tasks is between 30 and 50. C l i and C u i of each task are randomly selected in the range of [500, 1000] and [C l i ,C l i × 1.5], respectively. The deadline is assigned equally to the period. Three different configurations are prepared with different graph topology and scheduling policy. "DAG_MIX" examples have DAG applications and allows a mixture of preemptive and non-preemptive scheduling policy. An application in "LIN_MIX" examples is restricted to be a linear graph. In a linear graph, each task has at most one parent and one child. In "LIN_FPP" configuration, examples have only linear graphs and preemptive scheduling policy.
In the first set of experiments, we generate 1000 examples of "DAG_MIX" and compare the result with STBA and pyCPA. MAST and pyCPA_TC are excluded since both techniques are not applicable for non-linear graphs. For each example, we analyze the worst-case response times of all task graphs and compare the maximum among them. The WCRT estimation gap is computed as the ratio of the difference between the estimated WCRTs over the estimated WCRT from the optimized HPA. Figure 17a shows the experimental result for "DAG_MIX" examples. The graph in the figure means the number of examples that shows smaller WCRT estimation gap than the corresponding x-axis value. In the figure, we also show the result of HPA without optimization technique (HPA(no opt.)). STBA and pyCPA show on average 31.10 and 205.87% looser bounds than the proposed technique. It is observed that our optimization technique increases the estimation accuracy on average by 10.97%. For comparison with MAST, we make another 1000 examples of "LIN_MIX". pyCPA_TC is excluded since it does not support non-preemptive scheduling. Figure  17b shows the comparison results. Note that the average estimation gap of STBA increases to 87.51% since there is no intra-graph interference from which STBA can get benefits most. Note that optimization results in looser bounds in 21 out of 1000 examples compared to HPA(no opt.). While the optimization heuristic helps to remove duplicate preemptions, it may produce a longer WCRT by moving preemptions from ancestors to the target task even in case multiple preemptions are not redundant. Hence, the final implementation of HPA selects the better result between HPA and HPA(no opt.). Again HPA produces tighter bounds than the other approaches in almost all examples even without optimization. And the benefit of optimization increases significantly to 69.16% on average, compared with the previous experiment.
In the third experiment with synthetic examples, we use 1000 examples of "LIN_FPP" and all four reference techniques are used for comparison. The comparison results are shown in Fig. 17c . MAST and pyCPA show slightly better estimations than the previous experiment with "LIN_MIX", which implies that they suffer from the over-estimation of the non-preemptive blocking delay. pyCPA_TC shows better WCRT estimation than pyCPA because they optimize pyCPA by decomposing a linear graph into a set of task-chains each of which executes continuously in one PE. However, since pyCPA_TC is yet based on the compositional approach, the over-estimation still remains.
Experiment for arbitrary deadline model
To examine the performance of the proposed technique for the arbitrary deadline model, we generate 1000 synthetic examples of "DAG_MIX", but each graph in examples has a deadline greater than the period. Specifically, we restrict examples to have only graphs whose estimated WCRTs are larger than period, where WCRT is estimated by the proposed technique. The comparison results for the examples are summarized in Fig. 18 . The average estimation gap of STBA and pyCPA decreases to 14.26 and 170.30% respectively, compared to the experiment with the restricted deadline model. Since we always increase the schedule time bounds of a task instance as the instance index increases, the proposed technique may over-estimate WCRT when many graph instances are involved. The proposed technique shows a looser bound than STBA for 174 examples, but the estimation gap is at most 13.46%. Despite the conservativeness of the proposed technique, it shows tighter WCRT estimation than the reference techniques on average.
Comparison of the computation time
Finally, we conduct an experiment that measures the computation time of each technique while varying the number of tasks. The analysis is performed on a system with i7 3.40 GHz quad-core CPU and 8GB RAM. For each number of tasks, we generate 1000 synthetic examples. Since MAST supports the chain-structured graph only, we used different graphs with the same number of tasks for the MAST technique. than the other techniques in all cases. Even though we could not find any quantitative formula for the convergence speed of the proposed technique, the experimental result confirms that the iterative process of the proposed technique reaches to a fixed point fast. We plot the normalized computation time ratio of each technique in Fig. 19b to observe the scalability of the analysis techniques. All time values of each technique is normalized by the value of that technique for the case the number of task is 1. In Fig.  19b , STBA shows the poorest scalability. The proposed technique shows the similar measure of scalability as pyCPA that is known as the representative scalable technique.
Conclusion
In this paper, we addressed a very challenging problem that is to tightly estimate the worst-case response time of an application that is given as a task graph in a distributed embedded system. We propose a hybrid performance analysis (HPA) method that combines two techniques ingeniously: the scheduling time bound analysis for intragraph interference analysis and the response time analysis for inter-graph interference analysis. It finds a conservative and tight WCRT bound, considering task dependency, execution time variation, an arbitrary mixture of fixed-priority preemptive and non-preemptive processing elements, and input jitters. Experimental results show that it produces tighter bounds than the state-of-the-art techniques such as STBA, MAST, and pyCPA. And the proposed technique is scalable in terms of the number of tasks and faster than the other approaches.
The main restrictions of the proposed technique are that tasks are assumed to have no synchronization, self-suspension, or shared resource access during the execution and we assume that priorities of applications are not inter-mixed. There are many future research topics to extend the proposed technique for more general cases. We need to extend the proposed technique to relax the restrictions above. Considering the shared resource access contention and supporting global scheduling of multi-core processors are some examples of future extensions.
Definition A.2
The start time is formally defined as
for the preemptive scheduling policy, and
Proof will be completed by showing that max
Preemptive case
A τ t − Γ τ t = A P τ t ∩ Γ P τ t c = A P τ t ∩ ({τ s |τ s ∈ G τ t , M s = M t , P R s > P R t } c ∪ {τ s |r (τ t ) < f (τ s )} c ∪ {τ s |s(τ s ) ≤ s(τ t )} c ) = ∅ ∪ A P τ t ∩ {τ s |r (τ t ) ≥ f (τ s )} ∪ ∅ ⊆ {τ s |τ s ∈ G τ t , M s = M t , r (τ t ) ≥ f (τ s )}
non-preemptive case
From (1) and (2), A τ t − Γ τ t ⊆ {τ s |τ s ∈ G τ t , M s = M t , r (τ t ) ≥ f (τ s )} for both preemptive and non-preemptive cases. Therefore, max τ s ∈A τ t −Γ τ t f (τ s ) ≤ r (τ t ) Definition A.3 We define L P intra t = {τ s | τ s ∈ G τ t , M s = M t , P R s < P R t }, a set of lower priority tasks that may interfere τ t , and H P intra t = {τ s | τ s ∈ G τ t , M s = M t , P R s > P R t }, a set of higher priority tasks that may preempt τ t .
Definition A.4 P s [a, b] is defined as the execution amount of τ s in time window [b, a] . Then following conditions hold:
1. Proof We will consider the interference by lower priority tasks and higher priority tasks separately.
1. For the interference by a lower priority task we prove that s(τ t ) ≤ R B u t + Delay l t . For a preemptive scheduling policy, it is impossible for a lower priority task to interfere τ t so that the interference amount is zero. For a non-preemptive scheduling policy, if all predecessors are mapped to the same processor, there is no time interval between the finish time of the latest predecessor task τ p and the release time of τ t . Thus no lower priority task can start after τ p finishes and before τ t is released and the interference amount is zero. Otherwise, at most one lower priority task τ s can delay the execution of τ t if τ s starts before and finishes after τ t is released, or s(τ s ) < r (τ t ) < f (τ s ). We compute the actual start time without the preemptions from higher priority tasks as s(τ t ) = r (τ t ) + max We consider only the case f (τ t ) > S B u Now we restate the theorem and prove it.
1. All predecessors are on the same PE. Then one of the predecessors, τ s ∈ pred[τ t ], is executed right before the release of τ t . Assume some task τ i ∈ A appears earlier than R B u t − max τ p ∈pred(τ t ) C u p . Then τ i will start before τ s instead of being blocked by τ s since τ i has a higher priority than all tasks in G τ t . It means that τ i should not be counted as a preempting task of τ t , which is contradictory to the assumption. 2. Otherwise. Suppose there exists a worst-case scheduling scenario that a lower priority task τ s starts earlier than R B u t − Ψ t and blocks higher priority tasks in A. It means that τ s is not considered in Ψ t computation (τ s / ∈ F τ t ), or larger period shift value should be considered for τ s ∈ F τ t . If τ s ∈ G t and S B l s ≥ R B u t , it cannot start and block tasks in A before R B u t , which is contradictory to the assumption. In case τ s / ∈ G t or τ s ∈ G t ∧ S B l s < R B u t , the larger period shift means lower blocking delay since the sum of the blocking delay and the period shift is equal to the execution time of τ s . By Lemma 1, it decreases the response time, which is contradictory.
From 1 and 2, the conservativeness is proven.
Note that Δ τ m = 0 if there is no predecessor.
Proof We prove it by induction. First, f (τ a ) ≤ F B u a − Δ τ a + pe(τ a , Δ τ a ) = F B u a holds for every source task τ a since Δ τ a = 0. Second, for non-source task τ m ,
for all predecessor tasks of τ m in the induction process. From definition of Δ τ m , we have
For the brevity of further formulation, we define a new notation for the reduced finish time bound, ← − F B u t , after reducing the finish time of an ancestor task τ a by Δ as following:
Definition A.6 The reduced finish time bound ← − F B u t,Δ τa ←Δ after reducing the finish time of a task τ a by Δ is
Lemma A.8 After reducing the finish time of a task τ a by Δ, Δ τ t ≤ Δ holds for all τ t ∈ descendent (τ a ).
Proof We prove it by induction. First, consider a set of descendant tasks {τ t | τ t ∈ descendent (τ a ), ∀ τ i ∈pred(τ t ) (τ i / ∈ descendent (τ a ))}. Then Δ τ t = max τ i ∈pred(τ t )
←Δ of every predecessor task τ i is either F B u i or F B u i − Δ. Second, we prove that Δ τ t ≤ Δ holds for a set of remaining descendant tasks {τ t | τ t ∈ descendent (τ a ), ∃ τ i ∈pred(τ t ) (τ i ∈ descendent (τ a ))} assuming ∀ τ i ∈pred(τ t ),τ i ∈descendent (τ a ) Δ τ i ≤ Δ. For a predecessor task τ i who is also descendant of τ a ,
for every predecessor task τ i . Lemma A.8 implies that the contribution of the maximum finish time reduction of an ancestor task diminishes as it propagates to the child tasks. Now we restate the key theorem in the proposed duplicate preemption elimination technique.
