2+ channels open and release Ca 2+ from an internal store. A simplified model of Ca 2+ sparks has been developed to describe the dynamics of a cluster of channels, which is of the form of a continuous time Markov chain with nearest neighbour transitions and slowly varying jump functions. The chain displays metastability, whereby the probability distribution of the state of the system evolves exponentially slowly, with one of the metastable states occurring at the boundary. An asymptotic technique for analysing the Master equation (a differentialdifference equation) associated with these Markov chains is developed using the WKB and projection methods. The method is used to re-derive a known result for a standard class of Markov chain displaying metastability, before being applied to the new class of Markov chains associated with the spark model. The mean first passage time between metastable states is calculated and an expression for the frequency of calcium sparks is derived. All asymptotic results are compared with Monte Carlo simulations.
Introduction
Cardiac muscle cells contract when the intracellular Ca 2+ concentration rises from a resting level of 0.1 µM to 1.0 µM. The majority of this Ca 2+ is released from an internal Ca 2+ store, called the sarcoplasmic reticulum (SR), through Ca 2+ release channels called ryanodine receptors (RyRs) [1] . The RyRs are situated in clusters of 10-100 on the surface of the SR, with each cell containing approximately 10,000 clusters. A Ca 2+ spark occurs when the majority of the RyRs in a single cluster open, generating a Ca 2+ current from the SR into the intracellular space [2] . Under physiological conditions, Ca 2+ sparks (and transients) are initiated when L-type Ca 2+ channels situated on the extracellular membrane next to a cluster of RyRs open [3] , raising the local Ca 2+ concentration. The Ca 2+ binds to the RyRs in the cluster causing them to open and release Ca 2+ from the SR (this process is called Ca 2+ -induced-Ca 2+ -release). However, under a pathological condition where the Ca 2+ concentration in the SR or intracellular space is raised, it is possible for a Ca 2+ spark to occur spontaneously. In this paper, we analyse a simple model of Ca 2+ sparks [4] and calculate the frequency of spontaneous sparks as a function of SR and intracellular Ca 2+ concentrations. This system is bistable, and a spark can be interpreted as a stochastic transition from the state where all the RyRs are closed to the state where most of the RyRs are open.
Continuous time Markov chains can be used to model discrete birth-and-death processes [5] . We consider birth-and-death process with only nearest neighbour transitions, but where the rate of transitions is a function of the position on the chain. The model of Ca 2+ sparks falls into this category of problems, which also includes models from chemistry [6] , statistical physics [7] and queueing theory [8] . We consider a class of Markov chains which demonstrate metastable behaviour in the limit of a large number of states (N 1). Metastability can occur in systems which contain a small parameter = 1/N 1, and is defined 1 as dynamical behaviour on time-scales of the order e r/
where r > 0 [10] . The Markov chains we consider have two states which are deterministically stable. However, over time-scales of O(e r/ ) the system can switch between these states. Early work on Markov chains with large numbers of states reduced the Master equation to a local diffusion process [11] by truncating the Kramer-Moyal [6, 12] expansions after the second term to yield a Fokker-Planck equation. These expansions are only locally valid, but give a partial approximate solution for the stationary distribution. An analysis of large deviations on a Markov chain, where effective diffusion and drift coefficients are calculated from all moments in the Kramer-Moyal expansion, has successfully calculated the mean first passage times between stable points away from the boundaries [13, 14, 9] . An asymptotic analysis of the full Master equation, using the WKB method, has successfully been used to calculate the mean first passage times between stable points with several types of boundary behaviour [15, 16] . However, the form of boundary behaviour in the Ca 2+ spark model has not been analysed previously. In addition to analyses of continuous time Markov chains in one dimensions, Fokker-Planck equations with homogeneous diffusion constants in one and more dimensions have been studied [17, 18] . While these models demonstrate exponential ill-conditioning and metastable behaviour, the fact that the diffusion constant is homogeneous means that they cannot describe general Markov chains.
The Ca
2+ spark model is outlined in section 2 and is simplified to a Markov chain with a large number of states and metastable dynamics. In sections 3 and 4, we develop a new technique for analysing the metastable behaviour of Markov chains, and re-derive the an expression for the mean first passage time between metastable states [9] . Our method analyses the metastable behaviour of the Master equation, which is a differentialdifference equation, using the WKB and projection methods. The projection method [10] is a technique which has been developed to analyse metastable behaviour in partial differential equations such as Burgers equation [19] and Cahn-Hilliard equation [20] . In section 5, we apply our technique to the special form of Markov chain originating from the Ca 2+ spark model and calculate the mean first passage time from the boundary state. The key difference in the Markov chain originating from the spark model is that the discreteness of the states are essential close to the boundary, so a continuum approximation cannot be used there. This result is then applied to the model of Ca 2+ sparks in section 6 and the rate of spontaneous Ca 2+ sparks is calculated. 
Calcium Spark Model
In this section we give a brief introduction to the Ca 2+ spark model. Full details of the approximations made and estimates of the model parameters from experimental observations are given in [4] . Cardiac myocytes 2 contain an internal store of Ca 2+ called the sarcoplasmic reticulum (SR), and Ca 2+ is released from it through Ca 2+ channels called ryanodine receptors (RyRs). The RyRs are situated in clusters of N ≈ 50 on the surface of the SR, with each cell containing approximately 10,000 separate clusters. The clusters are situated on the SR in positions where the SR meets the t-tubules 3 . There is a small region of the myoplasm 4 , called the diadic space, between the SR and t-tubule membrane which is approximately cylindrically shaped with width 10 nm and radius 100 nm [21] . Each cluster of RyRs face into a different diadic space. Additionally, L-type Ca 2+ channels situated on the t-tubules face into the diadic spaces, however, they are not involved in the generation of spontaneous Ca 2+ sparks due to Ca 2+ overload, so are not included in the model. The diadic space and RyRs together make up a Ca 2+ release unit (CaRU, see Figure 1) . Since the diadic space is a small enclosed volume, its Ca 2+ concentration will be higher than the that in the bulk myoplasm when a Ca 2+ current passes through the RyRs. The ability of the diadic spaces to support an elevated Ca 2+ concentration is the basis of the local control theory of Ca 2+ -induced-Ca 2+ -release [3] . The Ca 2+ concentration in the diadic space is modelled as a compartment, giving
where c is the Ca 2+ concentration in the diadic space, τ ds is the non-dimensional diffusion time constant of the diadic space, J D is the diffusive current from the diadic space to the bulk myoplasm, J RyR is the total Ca 2+ current through the RyRs, and all quantities have been non-dimensionalised (see [4] for full details). The diffusive current is modelled by a Fickian current
where m is the bulk myoplasmic Ca 2+ concentration. The total current through the RyRs is proportional to the number of open RyRs (n) multiplied by the Ca 2+ concentration in 2 A cardiac myocyte is another word for a heart muscle cell. 3 T-tubules are invagination of the extracellular membrane into the myocyte. 4 The myoplasm is the intracellular fluid in myocytes.
the SR [4] , equations 19 and 20) , yields . In the rest of the paper we analyse this Markov chain in the limit that the number of RyRs tends to infinity (N → ∞ and → 0). The Markov chain (2.7) has the following general properties. It is bistable containing two stable fixed-points 8 (x ± ) separated by one unstable fixed-point (x 0 ). The fixedpoints occur where f (x * ) = g(x * ) and are stable if f (x * ) < g (x * ). The fixed-point x − 5 This type of behaviour is called modal gating. 6 It is this positive feedback loop which leads to the bistability. 7 In reality RyRs also contain inactivated states, however, inactivation does not occur at the beginning of a Ca 2+ spark so is not included in this model. 8 These are the fixed-points of the system in the deterministic limit.
describes the system when a spark is not occurring and the fixed-point x + is when a spark is occurring. The frequency of Ca 2+ sparks is therefore the reciprocal of the mean first passage time from x − to x + . When x , the jump functions (2.7) vary slowly between neighbouring states (i.e. f (x + )/f (x) − 1 ∼ O( )). However, when almost all the receptors are closed (x ∼ ), the jump functions vary by an O(1) amount between neighbouring states (i.e.
Additionally, the fixed-point x − occurs within the boundary state x − < . Therefore, although it is possible to consider a continuum limit away from the boundary, it is necessary to consider the discreteness of the chain close to the boundary x = 0.
Spontaneous Ca 2+ sparks are the fundamental release events that make-up Ca 2+ waves, which are the origin of certain ectopic heart beats. Ca 2+ released from one CaRU can diffuse to neighbouring CaRUs and triggers further Ca 2+ release, thus causing a wave of Ca 2+ release to propagate along the myocyte [24] . This mechanism of Ca 2+ waves is called the fire-diffuse-fire model [25] . The stochastic properties of Ca 2+ sparks are important in determining whether a cell displays Ca 2+ waves or global Ca 2+ oscillations (i.e. an array enhanced coherence resonance; [26] [27, 28] . These models involve large-scale Monte Carlo simulations of thousands of CaRUs, however, following a similar reduction to that of the spark model, they can be simplified to derive efficient models of the local control of CICR [29, 30] .
Asymptotic Analysis of Markov Chains
Consider an N +1 state continuous-time Markov chain with nearest neighbour transitions. Define f n as the jump function (i.e. transition rate) from the n to n + 1 position on the chain, and g n as the jump function from the n to n − 1 position on the chain, and let the probability that the system is in the n th position be p n (t). Then p n satisfies the Master equation dp
with boundary equations dp
These equations can be in matrix form
where p = (p 0 , . . . , p N ) and L is the transition matrix. By summing (3.1) and (3.2) over all n, it can be shown that the system conserves probability, i. e.
Define the relative position on the chain by x = n, where = 1/N . Our aim is to analyse the behaviour of this chain in the limit of a large number of states (i. e. as 0), under the assumption that the jump functions vary slowly with position, so that f n = f (x) and g n = g(x).
The first task is to calculate the steady-state solution of (3.1) and (3.2), which we label φ (0) n . Solving the algebraic equations for φ
The term in the exponential can be approximated by an integral in the limit 0 using the trapezium rule, which is valid providing ln(f n /g n ) is bounded. This assumption is violated at the boundaries since g 0 = 0 and f N = 0; the solution close to the boundaries will be considered in detail in section 5. However, the approximation is valid away from the boundaries and we shall first consider cases where the probability that the system is close to the boundaries is negligible. In the limit 0, the steady-state distribution is then given by
where A is a constant chosen to satisfy the condition that the total probability is 1. We now calculate approximate solutions (p ) of the transition matrix, which are exponentially accurate, i. e.
Lp ∼ O(e
where r > 0, by introducing the WKB-ansatz. These solutions will include the steadystate solution (3.6) and eigen-solutions of the Master equation with exponentially small eigenvalues. At leading order (in ), the WKB ansatz solution will fail to uniquely determine the amplitude of the steady-state solution (3.6), and this indeterminacy cannot removed by extending the WKB solution to higher-orders. The problem arises because the transition matrix L has exponentially small eigenvalues, which correspond to dynamical behaviour over exponentially long time-scales (i. e. metastability). In section 4, we will examine this metastable behaviour using the projection method [10] and derive an expression for the mean first passage time between stable fixed-points away from boundaries. This expression has been derived previously using a different technique [9] , which used the WKB method to calculate stationary distributions and analysed the unstable Ornstein-Uhlenbeck process at the unstable fixed-point. In section 5, we extend the analysis to consider the special class of boundary problems which contains the Ca 2+ spark model.
In the limit 0, we propose the WKB ansatẑ
where x = n. Note, we are approximating the discrete probability density functionp n by a continuous function. With this ansatz we find
where ≡ d/dx. Inserting (3.9) into the Master equation (3.1) and expanding in powers of yields 
which becomes R (0)
on using (3.12). Hence
where A is a constant to be determined. This equation is identical to the steady-state solution (3.6) calculated in the previous section. However, the right-hand side (r.h.s.) of the leading-order equation from the WKB method (3.11) vanishes when u = 0, which are turning-points. These turning points occur when f (x) = g(x) (see (3.12) ) and correspond to the fixed-points on the chain. Therefore, we must calculate transition layer solutions in the region of the fixed-points, which will give the connection formulae between the WKB solutions separated by the fixed-points.
We consider a chain with 3 fixed-points 0 < x − < x 0 < x + < 1 (note, we are considering the case where x ± do not occur close to the boundary), with fixed points x ± stable (so g (x ± ) > f (x ± )) and the fixed point x 0 unstable (so g (x 0 ) < f (x 0 )). The solution in the transition layers is calculated by introducing the local variable 17) and writingp n = P (z). Substituting (3.17) into the steady-state master equation (3.1) and expanding in the limit 0 yields
where
Note that γ ± > 0 and γ 0 < 0. Solving gives the solution in each transition layer
where a and b are constants which are determined by matching with the outer solutions.
Stable Fixed-Points
The connection formulae at stable fixed-points (x ± ) are now calculated. Letp L be the solution to the left of the fixed-point (x < x * ) with amplitude A = A L (see (3.16)), and p R be the solution to the right of the fixed-point (x > x * ) with amplitude A = A R .
To satisfy the constraint that P (z) > 0 (i. e. negative probabilities are not allowed), we must set b = 0 in (3.20). The inner and outer solutions can be matched using Van Dyke's matching rule [31] to give the connection formulae
This agrees with (3.6) where the amplitude does not change across the turning-point.
Unstable Fixed-Point
The connection formula at unstable fixed-point (x 0 ) is now calculated. Letp − be the solution to the left of the fixed-point (x < x 0 ) with amplitude A = A − (see (3.16)), and p + be the solution to the right of the fixed-point (x > x 0 ) with amplitude A = A + . The outer solutions (3.16) written in terms of the transition layer variable (3.17) are, in the limit 0,p
These solutions can be matched to the transition layer solution (3.20) using Van Dyke's rule to give
Note that this matching has not determined the relationship between A − and A + . Even proceeding in the expansions and matching at higher orders fails to determine the relationship between A − and A + . This indeterminacy originates from the fact that the transition matrix L (3.3) has exponentially small eigenvalues, and is only resolved when we consider exponentially small terms (section 4). The final thing to note is that the sum of probability over all states is one, so
which we have already shown to be conserved by the Master equation (3.4) . Define T ± by
where x and x are x rounded up and down to the nearest integer, and A − is the constant in the outer solution (3.16) when x < x 0 and A + is the constant in the outer solution (3.16) when x > x 0 . These sums can be approximated, in the limit 0, by replacing the sums with integrals
These integrals can then be evaluated, in the limit 0, using Laplace's method [31] to yield
where γ ± are given by (3.19) . The probability that the system is in a state x < x 0 is P − = A − T − and a state x > x 0 is P + = A + T + . The equation for conservation of probability (3.24) becomes
Solving for A + gives 
Metastability and Exponential Asymptotics
The analysis so far has left one free parameter in the steady-state solution of (3.1). This is because the transition matrix L (3.3) has eigenvalues which are exponentially small in as 0. The eigenvalue problem
has one zero eigenvalue λ 0 = 0 with corresponding eigenfunction φ (0) (the steady-state). Differentiating the WKB solution (3.16) with respect to the undetermined constant A − gives a second function which satisfies Lφ = 0 except for an exponentially small error. Following Ward [10] , we expect there is an exponentially small eigenvalue λ 1 and corresponding eigenfunction φ (1) , to which this derivative of the WKB solution is a good approximation, so that
2) where z = (x−x 0 )/ √ . To evaluate the eigenvalue λ 1 , it is easiest to use the eigenfunctions of the adjoint operator corresponding to λ 0 and λ 1 . The adjoint problem is
with boundary equations
The adjoint eigenvalue problem can be written in matrix form
The adjoint eigenfunction corresponding to λ 0 = 0 is simplyφ (0) = 1. Solving (4.5) away from the turning points for the exponentially small eigenvalue λ 1 similarly gives φ (1) ∼ constant, where the constant can be different in each of the regions separated by the turning points. The solution in the region of the turning points can be calculated by introducing the local inner variable z (3.17) and writingφ (1) n =Φ
(1) (z). Inserting (3.17) into (4.3) and expanding in the limit 0 yields
where γ * is defined by (3.19) . Hencẽ
where a and b are determined by matching to the outer solutions. At the stable fixedpoints (where γ ± > 0), matching to the outer solution yields b = 0 soφ (1) is constant across a stable fixed-point. However, at the unstable fixed-point, matching does not uniquely determine a and b (for the same reason that it failed in the primary problem). Thusφ
(4.8)
The undetermined constants a + and a − can be found by demanding thatφ (i) satisfies the orthonormality condition
which givesφ
(4.10)
We are now in a position to calculate the exponentially small eigenvalue λ 1 . First, we take the inner product of (4.1) with a suitable test function H, to give
where H is any function that is not orthogonal to φ (1) . To find λ 1 we need to evaluate the two inner products in (4.11). Normally it is convenient to use H = 1 [10] , but it cannot be used in this case because it is an eigenfunction of the adjoint problem (i.e.φ (0) and therefore orthogonal to φ (1) ). Instead we use
Note, any test function which is not orthogonal to φ (1) can be used, (4.12) was chosen for simplicity. Inserting (4.12) into the l.h.s. of (4.11) yields
where φ (1) (x) is evaluated in the transition layer (x ≈ x 0 ) and is given by (4.2). Inserting (4.2) into (4.13) yields
(4.14)
The r.h.s. of (4.11) can be evaluated using (3.25) and (3.27)
Equating (4.15) and (4.14) gives the exponentially small eigenvalue (Note that in our casep (x; A − (t)) satisfies the boundary conditions, so additional terms are not needed.) The next step is the projection step ( [10] , equation 2.17). We take the inner product of (3.3) with the adjoint eigenfunctionφ (1) ,
where L is the transition matrix in (3.3). Using (3.16), (3.25) and (4.10) yields a differ- 19) which describes the metastable evolution of the solution. We first note that as t → ∞ rate of transfer of probability for the initial value problem where we start with one of A ± = 0. For the case that A + = 0, the rate at which probability is transfered from the region of
where we have used (3.29), (4.16) and (4.20) . Similarly for the case that A − = 0, we obtain dP
These expressions have been derived previously using a different technique [9] , and can be compared with Monte Carlo simulations of the transition rates between metastable (fixed-)points on a Markov chain. As a concrete example, we consider a Markov chain with nearest neighbour jump functions
which has stable fixed points at x − = 1/2 and x + = 3/4, and an unstable fixed-point at x 0 = 1/2. The argument in the WKB solution (3.12) is simply given by
The stationary distribution (φ (0) ) can be calculated using the asymptotic formula (3.6) and by directly solving (3.5) numerically. Figure 2A error of the asymptotic calculation defined by . Figure 3A shows a typical time series of the position of the system on the Markov chain when N = 30. Note that the system remains in the region of one of the stable fixed-points x ± for long times before making a rapid transition to the other stable fixedpoint. The mean first-passage (τ + ) time from x + to x − was calculated by taking the average of 100,000 (so a 0.3 % error) first-passage times from a Monte Carlo simulation. Computational limitations only allow Monte Carlo simulations to be used when N < 100 (to calculate the mean first-passage time with the required accuracy when N = 100 requires 10 12 random numbers to be generated). The mean first-passage time was also calculated by integrating the Master equation (3.1) using a fourth-order Runge-Kutta method with the initial condition p N x+ = 1 and p i = 0 when i = N x + . The rate of transitions (i. e. 1/τ + ) was calculated using
(4.26) Figure 3B shows k + as a function of time. Note that after the initial (algebraic eigenvalues) transients decay, the rate of transitions is approximately constant (in fact it will decay to 0 with the exponentially long time-scale). Figure 4A shows the Monte Carlo simulation of the mean first-passage time compared with the asymptotic result (4.22) for different values of N . Note that a log-scale is used and that when N = 100, the mean first-passage time is approximately 10 6 . Figure 4B shows the relative error of the asymp- totic calculation as compared to the two numerical calculation of the mean first-passage time. Note that the relative error is linear in .
Fixed-point on the Boundary
We now discuss a special situation which occurs in the model of calcium sparks (2.7). In the model, one of the stable fixed-points lies on the boundary x = 0, such that thê p 1 /p 0 1. We consider the case in which the jump functions can be expanded close to the boundary x = 0 in the form
where a > b ≥ 1, and ρ = µ/ c is an O(1) constant. Note that the function f (x) contains via µ. Using (3.5) tells us thatp
1. The WKB approximation breaks down close to x = 0 because ln(f /g) diverges as x 0, and the discrete nature of the Markov chain becomes important. To overcome this problem, we must recalculatep n in the region of the boundary and match it to the outer WKB solution. The steady-state distribution in the region of the boundary is given by (3.5)
.
Define the inner variable X = −β x and m = β−1 X, where 1/2 < β < 1. The product in (5.2) correspond to the higher order terms in the expansion of f and g about x = 0:
where 2β−1 1 because β > 1/2. Expressing the inner solution in terms of the outer variable, taking the limit → 0 and expanding the gamma functions using Stirling's formula, yieldŝ
where the second line has been re-expressed in terms of m after the limit → 0 was taken. Expressing the outer WKB solution (3.16) in terms of the inner variable, taking the limit → 0 and performing the integration, yieldŝ The exponentially small eigenvalue λ 1 can be calculated using (4.13) and (4.14): 
Discussion

A Ca
2+ spark is a spontaneous release of Ca 2+ from a cluster of RyRs in a cardiac myocyte. A model of Ca 2+ sparks was derived and took the form of a Markov chain with a large number of states and slowly varying jump functions. We studied the metastable behaviour of Markov chains with slowly varying jump functions using the Master equation. In particular we considered a chain with two stable fixed points separated by an unstable fixed point. A WKB analysis of the steady state lead to a one parameter family of solutions in which the probability of being in the neighbourhood of either stable fixed point is undetermined. Such solutions are metastable, evolving on an exponentially long decay to the true steady state. The metastability is associated with an exponen-tially small eigenvalue of the transition matrix. By using the projection method we were able to calculate this slow evolution. This allowed us to evaluate the exponentially small transition rate from one steady state to the other. The asymptotic calculation was in very good agreement with Monte Carlo simulations. After generalising the result to the case where one of the steady states lies close to the boundary, we applied the method to the model of Ca 2+ sparks. The dependence of the frequency of Ca 2+ sparks on the myoplasmic and SR Ca 2+ concentrations was calculated.
