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Abstract
Algorithmic problems are considered that are related to implementing bounded-deterministic
functions by circuits and formulas of the minimum size in automaton bases. The problem of
+nding the asymptotics of the Shannon function is known to be algorithmically undecidable in
the case of complete bases, but the coe/cient in the formula for the Shannon function can be
found with arbitrary accuracy. In the paper the so called strong algorithmic undecidability of the
problem of +nding the asymptotics of the Shannon function in the case of functionally complete
bases is proved. A basis is called cf-equivalent if the constants in the asymptotic formulas for
the Shannon function in the classes of circuits and formulas coincide. The existence of bases
that are not cf-equivalent is proved in the case of functionally complete bases. It is proved that
the recognition problem for the cf-equivalence of a basis is algorithmically undecidable in the
strong sense.
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1. Introduction
The implementation of bounded-deterministic functions (BDF) by circuits and for-
mulas of the minimum size in arbitrary automaton bases is considered.
Without loss of generality we may consider the alphabet {0; 1; : : : ; k − 1}; k¿ 2,
called the k-alphabet. A +nite state automaton with the k-alphabet being its input and
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output alphabet is called a k-automaton. By a k-basis we mean a +nite system of
k-automata to each of which a positive number (weight) is assigned. For simplic-
ity, we shall consider initial automata with one output. In what follows, a basis
is supposed to be a k-basis and a BDF is supposed to be a BDF over the
k-alphabet.
A basis is called complete (functionally complete) if each BDF (each k-valued
function, i.e., truth BDF) can be computed by a circuit in this basis.
In [4], an in+nite sequence of complete bases was constructed for each k¿ 2. This
sequence satis+es the condition that for each basis the asymptotics of the Shannon
function is cH , where c is a constant depending on the basis, and H is a function
depending on the number of implemented BDFs. There is no algorithm that allows,
given a basis, to +nd the constant c, but the constant c can be found with an arbitrary
accuracy.
Thus, in [4] it was proved that the problem of +nding an asymptotic behavior of
the Shannon function in the case of implementing a BDF by circuits in an arbitrary
complete basis is algorithmically undecidable.
In [5] the implementation of a BDF by circuits in incomplete (k + r)-bases (r¿ 1)
was considered. In this case a recursive sequence M and its nonrecursive subsequence
M1 such that the asymptotic formula for the Shannon function is of the form H (2H)
were constructed in the case of bases from M1 (from M \M1). The undecidability of
this type is called the strong algorithmic undecidability.
In the present paper it is proved that for each k¿ 2 the problem of +nding the
asymptotic behavior of the Shannon function in the case of functionally complete bases
(without extending the alphabet) is algorithmically undecidable in the strong sense.
We also compare the complexities of implementing k-valued functions by circuits
and formulas in functionally complete bases.
The size of a circuit S is the sum of weights of its elements and is denoted by L(S).
By LcB(G) (L
f
B(G)) denote the minimum size of a circuit (formula) in a basis B that
implements a system of functions G. By LcB(k; n) (L
f
B(k; n)) denote the maximum of
LcB(f) (L
f
B(f)), where f runs over all functions of the k-valued logic of n variables.
A basis B is called c-regular (f-regular) if
LcB(k; n) ∼ ccB
kn
n
;
(
LfB(k; n) ∼ cfB
kn
logk n
)
:
A basis is called cf-regular if it is c-regular and f-regular. A basis B is called
cf-equivalent if it is cf-regular and ccB = c
f
B.
As proved by Lupanov [2,1], each 2-basis of functional elements is cf-equivalent.
Below it is proved that for each k¿ 2, there exist cf-regular bases that are not
cf-equivalent. We also prove that the recognition problem for the cf-equivalence of
a basis in the case of functionally complete bases is algorithmically undecidable in the
strong sense.
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2. Simulation of deducing words in systems of homogeneous productions by means of
nite automata
Here, we construct automata that simulate using homogeneous productions (see, for
example, [3]).
A system of homogeneous productions T is given by an alphabet A= {a1; : : : ; ah}, a
positive natural number W (a step of the system), and a set of elementary transitions
ai → Ri (16 i6 h); (T)
where Ri is a word over the alphabet A.
To apply the T -production to an arbitrary word R over A means to delete the +rst w
letters from the word R and to augment, on the right side, the word obtained by
the word from the system (T ) that corresponds to the +rst letter of the word R.
The T -production is not applied to words shorter than W . Note that a system of
homogeneous productions is a special case of systems of Post productions.
A word U is said to be T -deducible from a word V if there exists a +nite chain
V; V1; : : : ; Vr; U of words such that each word is obtained by applying the T -production
to the previous word.
The following claim is valid ([3]):
Claim 1. There exists a system of homogeneous productions T and a word R0 such
that the set of all words that are T -deducible from R0 is nonrecursive.
Note that there exists a system of homogeneous productions with an algorithmically
undecidable problem of deducibility when all words Ri are nonempty. In what follows
we consider such a system of productions; a word that is deducible from a word R0
is called deducible.
By |Q| denote the length of a word Q; by Qr , the concatenation of r words Q
(the word Q0 is supposed to be empty). An in+nite sequence of letters is called a
superword. By Q∞ denote a periodic superword QQ : : : Q : : : :
We simulate deducing words in the system of homogeneous productions along the
lines of [4,5]. However, the method of marking the +rst and the last letters in a word is
also used because of more rigid requirements (for the basis to be functionally complete).
To this end, consider alphabets Ab = {ab1; ab2; : : : ; abn} and Ae = {ae1; ae2; : : : ; aen} corre-
sponding to the alphabet A. Let R be an arbitrary word in the alphabet A (|R|¿ 2).
Then the word Rbe is assigned to R which is obtained from R by replacing its +rst and
last letters ai and aj by the letters abi and a
e
j , respectively. A superword of the form
vRbe∞, where v¿ 1, is called a v-code of the word R over the alphabet A.
3. Main lemma
We now consider 2-automata. We shall code letters of the above alphabets by
Boolean tuples of length h + 4; to each letter we assign two tuples that diIer in
the last component.
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We replace each letter of a v-code of a word R over A by any of its two codes.
Each superword obtained this way is called a v-binary code of the word R.
Let D0 be an autonomous automaton with one input that computes a binary code of
a word R0 for v=1 and such that the last components of codes for all letters are equal
to 0. Let D be an automaton with one input that simulates applying the T -production
described above, and E be an automaton with one state and two inputs that computes
the SchJaIer function sh(x1; x2) = Kx1 ∨ Kx2.
The moments when the last components of the codes of letters are sent to the input
of an automaton are called s-moments. Let ER be an automaton with three inputs
that computes the function sh(x2; x3) for t ¿h + 4 at the moments diIerent from the
s-moments. If a superword at the +rst input of the automaton is a binary code of a
word R, then the automaton ER computes the function sh(x2; x3) at the s-moments.
Otherwise, from the moment of distinction, the automaton ER computes the constant
0 at all s-moments. Later on, we shall describe how the automaton ER works for
16 t6 h+ 4.
Let a 2-basis BR that consists of the automata D0; D; E of weight 2, and of ER of
weight 1 correspond to an arbitrary word R over the alphabet A. Note that all bases
BR are functionally complete and constitute a recursive set.
A BDF is called autonomous if its value does not depend on the values of the
arguments.
Let R be an arbitrary word over the alphabet A. The following main lemma is valid.
Lemma 2. An autonomous BDF can be implemented by a circuit in the basis BR if
and only if its output superword is a binary code of a deducible word.
Before proving the main lemma, we describe the automata and the codes of letters;
we also give the de+nitions and auxiliary statements.
4. Alphabets, codes of letters, and the automaton D
To describe the elements of the basis BR, we introduce the following alphabets:
Ad = {ad1 ; ad2 ; : : : ; adh}; A1 = {a1;1; a2;1; : : : ; ah;1}; A1b = {ab1;1; ab2;1; : : : ; abh;1};
A1e = {ae1;1; ae2;1; : : : ; aeh;1}; A1d = {ad1;1; ad2;1; : : : ; adh;1};
A = {; b; e; d}; A = {; b; e; d};
A0 = A ∪ Ab ∪ Ae ∪ Ad ∪ A;
A1 = A1 ∪ A1b ∪ A1e ∪ A1d ∪ A;
A0 = A0 ∪ A1:
We code letters of the above alphabets by Boolean h+4-tuples as follows. Two tuples
that diIer in the last component correspond to each letter. We now describe the other
h+3 components of the codes of letters. A letter ai (16 i6 h) is coded by a Boolean
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tuple 0i+210h−i. The code of the letter abi (a
e
i ; a
d
i ) diIers from the code of the letter
ai only in the second (the third, the second and the third) component. The letter
 (b; e; d) is coded by a Boolean tuple 0h+3 (010h+1; 0210h; 0120h). The codes of
letters over the alphabet A1 diIer from the codes of the corresponding letters over the
alphabet A0 only in the +rst component.
The behavior of an automata will be given by means of a set of transitions of the
form qix → qjy, where qi; qj are the states of the automaton, x is an input string,
and y is an output string. The transitions have the following meaning. Let at some
moment the automaton be at a state qi and accept an input string x. Then according
to the transition qix → qjy, the automaton produces the string y and transfers to the
state qj.
For brevity, we use the following conventions:
the absence of a symbol of an input string means that the right parts of all input
strings are the same;
the record qM ⇒ qjy denotes the set of transitions qix → qjy for all x∈M ;
the record qi ⇒ qjy denotes the set of transitions qix → qjy, where x is the implicit
input for the state qi.
We also omit intermediate states and mainly describe the reaction of automata to
the codes of letters from A0. So, “a letter over the alphabet A0” will mean “a code of
the letter” in the description of automata and their properties.
The second (third) component in the codes of letters that is equal to 1 is called the
b-marker (e-marker). By A2 (A3) denote the set of letters of the alphabet A0 that have
the b-marker (e-marker).
In the description of the automaton D we assume that 16 i; j6 h and 16 r6w−2.
By Re denote the word that is obtained by replacing the last letter aj in the word R
by the letter aej .
The automaton D has the initial state q0 and works in accordance with the following
set of transitions:
q00→ q∗00; q0→ q0; q011→ q∗111; q0 ⇒ q∗0;
q∗0 → q∗00; q∗1 → q∗11;
q0→ q0; q0abi → q11; i; q0 ⇒ q∗w;
qr1; iA→ qr+11; i ; qr1; i ⇒ q∗r+1;
qw−11; i A→ q2; i; qw−11; i Ae → q01; i; qw−11; i ⇒ q∗0;
q2; iaj → q3; iabj ; q2; i→ q4; ib; q2; iaej → q02; iabj ;
q2; ie → q∗1; ib; q2; i ⇒ q∗0;
q3; iaj → q3; iaj; q3; iaej → q02; iaj; q3; i ⇒ q4; i;
q4; iA3 → q∗1; i; q4; i ⇒ q4; i:
At state q01; i (q
0
2; i ; q
∗
1; i), the automaton D operates as an autonomous automaton with
the output superword Rbei 
∞ (Rei 
∞; |Ri|−1e∞).
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At the state q∗w (q
∗
r+1 16 r6w − 2) the automaton D operates as an autonomous
automaton with the output superword w−1∞ (w−r−1∞).
It is easy to verify that the description of the automaton D is consistent. The behavior
of the automaton D at Boolean strings of length h + 4 that diIer from the codes of
letters of the alphabet A0 is irrelevant. Therefore, the de+nition of the automaton can
be extended consistently.
We next describe the functioning of the automaton D in the form of word transfor-
mations. We write the pre+x of the input word on the left, and we write the output
superword on the right.
By ar;U denote the rth letter of an arbitrary word U ; by R (Q), an arbitrary word
(possibly empty) over the alphabet A (over the alphabet A0 \A3). Let R− (|R|¿w) be
the word obtained from the word R by deleting the +rst w letters. By R(r) denote the
word that is obtained from R by consecutively applying r T -productions (and putting
R(0) = R).
(1) a(a∈A0 \ )→ 0∞; 1∞ or ∞.
(2) va (a∈A0 \ Ab)→ v+w∞.
(3) vabi Ra (|R|¡w − 2; a∈A0 \ A)→ v+w∞.
(4) vabi Ra
e
j (|R|¿w − 2)→ (v+ w)−the binary code of the word (aiRaj)(1).
(5) vabi Ra (|R|= w − 2; a∈A0 \ (A ∪ Ae))→ v+w∞.
(6) vabi Re (|R|= w − 1)→ v+wb|Ri|−1e∞.
(7) vabi RQa (|R|= w − 1; a∈A3)→ v+wb|Q|+|Ri|e∞.
(8) vabi Ra (|R|= w − 1; a∈A0 \ (A ∪ Ae ∪  ∪ e))→ v+w∞.
(9) vabi Ra (|R|¿w; a∈A3 \ Ae)→ v+wabw;RR−|Ri|e∞.
(10) vabi RaQe (|R|¿w; a∈A0 \ (A ∪ A3); e∈A3)→ v+wabw;RR−|Q|+|Ri|+1e∞.
The automaton ER for 16 t6 h+ 4 is given by
q0(0; x2; x3)→ q∗00; q∗0 → q∗00; q0(1; x2; x3)→ q1sh(x2; x3):
At the state q1 the automaton ER computes the function sh(x2; x3) for 26 t6 h + 3.
If the string  is sent to the +rst input (the string other than ), then for t= h+4 the
automaton ER computes the function sh(x2; x3) (the constant 0).
5. Properties of circuits in the basis BR
A circuit in the basis BR with n inputs and m outputs is de+ned as follows. We
choose n poles (called the inputs of the circuit) and some collection of elements of the
basis (possibly with repetitions). Each input of each element is connected either with
the output of an element or with an input of the circuit. We choose any m elements.
The outputs of these elements are called outputs of the circuit. Each input of the circuit
is connected with an input of at least one element of the circuit. The output of each
element (except for possibly an output of the circuit) is connected with an input of
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some element. The outputs of elements that diIer from the outputs of the circuit are
called internal nodes of the circuit. And there is another restriction.
First, we consider circuits whose all elements are automata with one state (functional
elements). We delete all insigni+cant inputs of all elements. The resulting circuit of
functional elements cannot contain a cycle, i.e., a chain whose output is connected with
an input of its +rst element.
The set of states of elements in a circuit is called the state of a circuit.
At each state a +nite automaton computes a function. Thus, there exists a circuit of
functional elements that corresponds to a circuit of “automatic” elements at each state.
A circuit in an automaton basis is a circuit of “automatic” elements such that there is
a circuit of functional elements that corresponds to this circuit of “automatic” elements
at each state (that is accessible from the initial state).
It is known that each circuit in an automaton basis computes a BDF.
It is easy to check that at the initial state all elements of the basis BR compute
functions essentially depending on all their variables. Thus, no circuit in BR contains
cycles.
By an sD-chain (s¿ 0) we mean a circuit that consists of s automata D such that
the output of each of them (except for the last) is connected with an input of the next
automaton. A sD-chain for some s is called a D-chain. An input of a D-chain is an
input of its +rst element, the rth output is the output of the rth element. We connect
the output of the automaton D0 with an input of the sD-chain. The circuit obtained is
called an (D0; sD)-chain.
Without loss of generality we can assume that each circuit in BR contains only one
(D0; D)-chain.
From the functioning of automaton D as a word transformer, it follows
Lemma 3. For r¿ 0 the superword at the (r + 1)th output of the (D0; D)-chain is a
(wr + 1)-binary code of the word R(r)0 .
The collection of components of a code from the 4th to the (h + 3)th for a letter
from A0 is called its stem.
It is easy to check the validity the following Lemmas 3 and 4 concerning properties
of superwords at outputs of the (D0; D)-chains that simulate the deduction from a word
R0 in the system of homogeneous productions.
Lemma 4. For any natural numbers p and s; the stems of the pth letters of the
superwords either coincide or di6er in only one component (depending on p) for all
outputs of a (D0; sD)-chain.
Put dr = |R(r)0 |.
Lemma 5. For any natural numbers s and r6 s + 1; the superword obtained at the
rth output of a (D0; sD)-chain has a pair of letters abi and a
e
j at the (wr + 2)th and
(wr + dr + 1)th positions; respectively.
230 V.A. Orlov /Discrete Applied Mathematics 135 (2004) 223–233
Let BE be a basis that consists of elements D0; D, and E of weight 2. Consider
properties of circuits in the basis BE whose input superwords are 1-binary codes of the
word R0. These circuits are called (E; R0)-circuits.
A maximal connected subcircuit that consists of elements E is called a functional
unit. Note that the inputs of the functional unit are connected with the outputs either
of automata D0, or D, or else with inputs of the circuit; its outputs either are connected
with the inputs of automata D or are outputs of the circuit.
We distribute the outputs of a functional unit and the D-chains among layers. The
0th layer contains the D-chain of a (D0; D)-chain and the output of the functional
unit such that all inputs of the functional unit on which it essentially depends are
connected either with outputs of the (D0; D)-chain or with inputs of the circuit. The
ith level (i¿ 1) contains a D-chain whose input is connected with an output of a
functional unit of the (i− 1)th level and the output of a functional unit having at least
one essential input connected with an output of an D-chain of the ith level, while its
other inputs are connected with outputs of D-chains of the jth level (j6 i) or with
inputs of the circuit.
A Boolean function that preserves constants 0 and 1 is called an +-function. The
output of the functional unit that computes an +-function is called an +-output.
By induction on the number of levels it is easy to check the following statement.
Lemma 6. If an input of an element of a D-chain in the (E; R0)-circuit is connected
up to an output of a functional unit that is not an +-output; then the superword 0∞
or the superword 1∞ comes out at the output of this element.
Therefore, in what follows we consider only those circuits in which the inputs of
D-chains are connected to +-outputs.
The de+nition of an +-output implies
Lemma 7. Let the inputs of a functional unit that are essential to an +-output of
the unit receive words whose letters at the pth position do not belong to the alphabet
A2 (A3; A1). Then the letter at the pth position of the word computed at this output
does not belong to the alphabet A2 (A3; A1); too.
Thus, a functional unit can neither create nor shift markers.
From Lemmas 4, 5, 7, the description of a functional unit D in the form of trans-
formations of words, and the de+nition of an +-output, by induction on numbers of
layers it is not di/cult to obtain the following statement.
Lemma 8. All letters of the word computed at an +-output of a (E; R0)-circuit belong
to the alphabet A0. The output superword computed at the +-output either does not
contain markers; or it includes markers by pairs; in which case the letters that contain
these markers are at the (wri + 2)th and (wri + dri + 1)th positions (r1; r2; : : : are
appropriate numbers). For each r; the stems of letters with numbers from wri +2 to
wri + dri + 1 either coincide with stems of letters in the word R
(ri)
0 having the same
numbers or coincide with the stem of the letter .
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6. Proof of main results
Proof of Lemma 2. The +rst statement of the lemma follows from Lemma 3. The
possibility of computing binary codes for words over the alphabet A by a circuit in the
basis BR does not depend on the behavior of this circuit at s-moments. Since computing
autonomous BDF is considered; to prove the second statement of Lemma it su/ces to
deal with (E; R0)-circuits.
Let S be a (E; R0)-circuit computing an autonomous BDF whose output superword
is the binary code of a word P over the alphabet A not deducible from the word R0.
It is easy to check that a superword which is computed at the output of the (E; R0)-
circuit and is not an +-output fails to be the binary code of a word over the alphabet
A. Therefore, an output of the circuit S is either an +-output or an output of D-chain.
By Lemma 8, if a superword computed at an +-output is the binary code of a word
Q over the alphabet A, then Q = R(r)0 for some r.
From the description of functioning the automaton D in the form of transformations
of words, we see that if a superword at the +-output is not the binary code of a word
over the alphabet A, then a superword that is computed at the output of a D-chain
with an input connected with this +-output also fails to be the binary code of a word
over the alphabet A. If a superword computed at the +-output is the binary code of a
word Q over the alphabet A, then a superword that is computed at the pth output of
a D-chain with an input connected with this +-output either is the binary code of the
word Q(p) = R(r+p)0 , or is not the binary code of a word over the alphabet A. Lemma
1 is proved.
Theorem 9. (a) If a word R is deducible; then
LcBR(2; n) ∼
2n
n
:
(b) If a word R is not deducible; then
LcBR(2; n) ∼ 2
2n
n
:
Proof. In Case (a); we construct a circuit that computes an arbitrary Boolean function
of n variables such that its output superword is the binary code of the word R. This
construction is made from elements ER whose +rst inputs are connected with an output
of a (D0; D)-chain.
In Case (b), let g be the number of elements D of a circuit S in a basis BR that
computes an arbitrary Boolean function of n variables. Let W = max16i6h |Ri|. It is
easy to check that dg6 (W − w)g. Each automaton D can increase the number of
initial letters  in the input word by w. Thus, from a number at most wg+ dg6Wg,
all superwords computed at the outputs of the (D0; gD)-chain consist of the letter 
only.
We assume that a pre+x of the length Wg of each input word of the circuit S
coincides with a pre+x of a 1-binary word for a word R0. Whether or not a word
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is binary over the alphabet A can be determined before the +rst appearance of the
letter .
By Lemma 2 it follows that Wg-pre+xes of words at the +rst inputs of automata
ER diIer from Wg-pre+xes of the binary code of the word R. Therefore, for t = (h+
4)j; j¿Wg, the automata ER computes the constant 0.
Hence, the number of elements of E in the circuit S is asymptotically at least 2n=n.
Theorem 9 is proved.
Theorem 10. For each word R over the alphabet A;
LfBR(2; n) ∼ 2
2n
log2 n
:
Proof. Assume that a circuit S f in the basis BR computes a Boolean function of n
variables; and an output of each element either is connected with an input of an element
or is an output of the circuit.
The upper bound is obtained by constructing a circuit of functional elements E with
the use of Lupanov’s method [1].
We assume that all input words of the circuit S f begin with symbol 0. Automata ER
whose +rst inputs are connected with an input of the circuit can be deleted because
they compute constant 0.
Let the +rst input of the automaton ER be connected with an output of an element
K . If an input superword at the +rst input of the automaton ER is not (is) a binary
code of the word R, then we delete the element K and the automaton ER (and replace
the latter with element E). Thus, a circuit BE is obtained from the circuit S f such that
the complexity of BE is at most that of S f .
The proof of the theorem is now completed by standard cardinality arguments.
7. Conclusion
The analogs of Lemma 2 and Theorems 9 and 10 are valid for each k ¿ 2. In order
to prove upper bounds in the class of circuits (formulas), we apply a method from [5, p.
153]. Theorem 9 (and its analog) combined with Claim 1 imply the strong algorithmic
undecidability of the problem of +nding asymptotic behavior of the Shannon function in
the case of functionally complete bases follows. Theorems 9 and 10 (and their analogs)
along with Claim 1 yield the existence of cf-regular bases that are not cf-equivalent and
the strong algorithmic undecidability of the problem of recognizing the cf-equivalence
of the basis.
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