Abstract. We introduce a quantisation of the Coxeter-Conway frieze patterns and prove that they realise quantum cluster variables in quantum cluster algebras associated with linearly oriented Dynkin quivers of type A. As an application, we obtain the explicit polynomials arising from the lower bound phenomenon in these quantum cluster algebras.
1. Introduction, notations and background 1.1. Introduction. Quantum cluster algebras were introduced by Berenstein and Zelevinsky as quantum deformations of cluster algebras [BZ05] . The aim of introducing quantum cluster algebras was to provide a combinatorial model for studying dual canonical bases in quantum groups and several recent articles showed the relevance of these structures with respect to this goal, see for instance [Lam10, Kim10, Lam11, GLS11, HL11] .
The simplest (quantum or classical) cluster algebras are those associated to Dynkin quivers of type A which, besides their simplicity, carry very nice combinatorial structures and play an important role with respect to certain quantum groups associated to sl n+1 , see for instance [Lam11] .
One of the various combinatorial techniques for studying the classical cluster algebras of type A are frieze patterns, which first appeared in the early 70's in an article by Coxeter, see [Cox71] . In the context of cluster algebras, frieze patterns first arose in [CC06, Section 5] where it turned out that they mimic the mutations along sinks or sources in a cluster algebra of type A. More generally, as it was observed in [ARS10] , friezes can be used in order to realise certain cluster variables in arbitrary acyclic cluster algebras. These friezes were then studied in numerous articles, see for instance [Pro08, Dup11a, BM09, AD11, ADSS11], and they found interesting applications, in particular with respect to positivity, see [ARS10, ADSS11, Dup11b] .
The aim of this article is to define a quantum analogue of Coxeter's frieze patterns and to show that they play a similar role in the context of quantum cluster algebras of type A as the (classical) frieze patterns do in the context of (classical) cluster algebras of type A.
As an application of these quantum frieze patterns, we obtain the explicit polynomials arising from the lower bound phenomena in quantum cluster algebras associated with a linearly oriented quiver of type A. These polynomials are quantum deformations of the so-called generalised Chebyshev polynomials which appeared in the context of classical cluster algebras in [Dup11a] , or in the context of SL(2, Z)-tilings of the plane under the name of signed continuant polynomials in [BR10] . These polynomials turn out to be completely different from another deformation of the generalised Chebyshev polynomials, which was introduced in [Dup10] under the name of quantized Chebyshev polynomials. In order not to get confused by this unfortunate choice of terminology, we refer to the polynomials introduced in the present article as quantum signed continuant polynomials.
1.2. Notations for quantum cluster algebras. We shall make free use of the standard notations and terminology from the theory of quantum cluster algebras. Our reference is [BZ05] .
Throughout the article, n is a positive integer, Q is the quiver with vertices indexed by Q 0 = {1, . . . , n} and arrows i−→ i + 1 for any 1 ≤ i ≤ n − 1 and B = (b i,j ) 1≤i,j≤n ∈ M n (Z) is the incidence matrix of Q, that is the skew-symmetric matrix given by
Since we want to embed B into a quantum seed, we need it to be invertible and therefore we assume throughout the article that n is an even integer. We set Λ = (B t ) −1 = (Λ i,j ) 1≤i,j≤n ∈ M n (Z) the matrix given by
if i is odd, j is even and i < j ; −1 if i is even, j is odd and i > j ; 0 otherwise.
Note that we shall usually identify Λ with the bilinear form over Z n with matrix Λ when expressed in the canonical basis {e 1 , . . . , e n } of Z n . We fix an indeterminate ν over Z and we set q = ν 2 . Note that we usually write q instead of ν −1 . We denote by T (Λ) the based quantum torus, that is the Z[q
For any 1 ≤ i ≤ n, we set X i = X ei and we finally set X = (X 1 , . . . , X n ). Therefore, Σ = (B, Λ, X) is a quantum seed in the sense of [BZ05] . Note that, up to a scalar multiple, the above choice of Λ is the unique one such that (B, Λ) is a compatible pair. Since T (Λ) is an Ore domain, it is contained in its skew-field of fractions which we denote by F (Λ).
From now on, A Σ denotes the quantum cluster algebra associated with the quantum seed Σ. It is the Z[q ± 1 2 ]-subalgebra of F (Λ) generated by the so-called quantum cluster variables, that is, the elements in F (Λ) which are obtained from the initial cluster X by a finite number of mutations.
1.3. Notations for additive categorifications. Even if our results can be stated in purely combinatorial terms, we found it more enlightening to sometimes refer to the classical background of additive categorifications of acyclic cluster algebras via cluster categories. We refer the reader to [Kel10] for an overview of these categorifications but the results should nevertheless be readable independently on this background.
In this context, we shall use the following notations : k is an algebraically closed field, kQ is the path algebra of Q over k and mod-kQ is the category of finitely generated right kQ-modules. 1.4. Organisation of the article. The article is organised as follows. Section 2 introduces the notion of quantum frieze pattern. Section 3 proves that quantum cluster variables in a cluster algebra of type A satisfy the quantum frieze relations. Finally, Section 4 exhibits the explicit polynomials arising from the lower bound phenomena in the quantum cluster algebras of type A.
Quantum frieze patterns
In this section, we introduce quantum frieze patterns which, in simple words, can be viewed as tilings of the plane by 2 × 2 matrices with quantum determinant 1 over the skew field F (Λ).
We denote by ZQ the repetition quiver of Q, that is, the quiver whose vertices are indexed by Q 0 × Z and with arrows (i, k)−→ (j, l) whenever k = l and i−→ j in Q or l = k + 1 and j−→ i in Q.
Example 2.1. The following figure depicts ZQ when Q is a linearly oriented Dynkin quiver of type A with four vertices.
(1, −1) 
for any (i, j) ∈ Q 0 × Z with the convention that f (n + 1, j) = 1 and f (0, j) = 1 for any j ∈ Z.
If a, b, c, d ∈ F (Λ), we use the classical notations from quantum determinants :
Therefore, a quantum frieze pattern on ZQ is a map which satisfies the quantum unimodular rule
for any (i, j) ∈ Q 0 × Z and can thus be viewed as a SL ν (2, F (Λ))-tiling of the plane where SL ν (2, F (Λ)) denotes the set of 2 × 2 matrices over F (Λ) with quantum determinant 1. We recall that ZQ is isomorphic to the Auslander-Reiten quiver of the category D b (mod-kQ), see [Hap88] . The autoequivalence F on D b (mod-kQ) induces an automorphism φ of the quiver kQ sending (i, j) to (n−i+ 1, j+i+1). We denote by Γ = ZQ/ φ the quotient quiver, which is isomorphic to the Auslander-Reiten quiver of the cluster category of Q. Therefore, the set Γ 0 of vertices of Γ is identified with a fundamental domain for the action of φ on the vertices of ZQ and we chose {(i, j) | j ≥ 0, i + j ≤ n + 1} as such a fundamental domain.
Example 2.3. The following figure depicts Γ when Q is a linearly oriented quiver with four vertices. The grey zone corresponds to the choice of a certain fundamental domain for the action of the automorphism φ. 
Quantum frieze patterns can easily be computed recursively with particular choices of values. For instance, we have the following lemmas which are proved with a straightforward induction : Lemma 2.5. A quantum frieze pattern on ZQ (or on Γ) is entirely determined by its values on the set
Lemma 2.6. A quantum frieze pattern on Γ is entirely determined by its values on the set {(1, j) | 0 ≤ j ≤ n}.
Quantum frieze patterns and quantum cluster variables
In this section, we prove that quantum friezes on Γ realise quantum cluster variables in A Σ . According to Lemma 2.5, there exists a unique quantum frieze pattern on ZQ such that f (i, 0) = X i for any i ∈ Q 0 . This quantum frieze pattern is referred to as the quantum frieze of variables associated with Q.
Example 3.1. The following figure depicts the quantum frieze of variables associated with a linearly oriented quiver of Dynkin type A with 2 vertices.
Theorem 3.2. Let f be the quantum frieze of variables associated with Q. Then f induces a quantum frieze pattern on Γ which realises a bijection from Γ 0 to the set of quantum cluster variables in A Σ .
Proof. We denote by X Σ the set of quantum cluster variables in A Σ .
We first prove that f (i, j) ∈ X Σ for any (i, j) ∈ Q 0 ×Z. We set Σ 1 = (B, Λ, X) and for any 1 ≤ k ≤ n, we set
Note that the k-th column of B k only contains non-negative numbers and that mutating B k in the direction k only changes the sign of the k-th column. The same holds for Λ k .
We now prove by induction on i that X ′ i = f (i, 1) for any 1 ≤ i ≤ n. Performing the above sequence of mutations, we get the quantum cluster variables :
and thus X ′ 1 = f (1, 1). We now fix 2 ≤ i ≤ n. Then,
We know that Λ i differs from Λ only by sign changes. Therefore, Λ 
. Therefore, by induction hypothesis, we get
and thus X ′ i = f (i, 1) for any 1 ≤ i ≤ n. We now observe that B n+1 = B and Λ n+1 = Λ, so that we can again perform the same sequence of mutations and, by the same argument, the newly obtained quantum cluster variables satisfy the quantum frieze relations. Therefore, f (i, j) ∈ X Σ for any (i, j) ∈ Q 0 × Z ≥0 . The same argument works "backwards" performing the sequence µ 1 •· · ·•µ n of mutations along the sinks and thus f (i, j) ∈ X Σ for any (i, j) ∈ Q 0 ×Z.
We now fix a n-tuple x = (x 1 , . . . , x n ) of indeterminates over Z and we denote by Σ the (classical) seed (B, x). The corresponding (classical) cluster algebra is denoted by A Σ and the set of cluster variables in A Σ is denoted by X Σ . We denote by σ the specialisation map from F (Λ) to Q(x 1 , . . . , x n ), which is the Z-algebra homomorphism sending q to 1 and X i to x i for any 1 ≤ i ≤ n. Finally, we denote by f the classical frieze pattern associated with Q, that is, the map f :
for any (i, j) ∈ Q 0 × Z with the convention that f (n + 1, j) = 1 and f (0, j) = 1 for any j ∈ Z. It is well-known (see for instance [ARS10] ) that f is φ-periodic and that it induces a bijection between the vertices in Γ 0 and X Σ .
We now observe that f (i, j) = σ(f (i, j)) for any (i, j) ∈ Q 0 × Z. Since Berenstein and Zelevinsky proved in [BZ05] that σ induces a bijection between X Σ and X Σ , it follows that f is also φ-periodic and induces a quantum frieze pattern on Γ. Moreover, we have the commutative diagram
where ι is the inclusion given by the above discussion. As f = σ • f is bijective, σ : f (Γ 0 ) → f (Γ 0 ) is surjective and f is injective. And since σ : X Σ → X Σ is a bijection, we obtain
and therefore f (Γ 0 ) = X Σ , that is, f induces a bijection between Γ 0 and X Σ .
Lower bounds and quantum signed continuant polynomials
Lower bounds for classical cluster algebras were initially introduced in [BFZ05] and an analogue was defined in the quantum settings in [BZ05, Section 7]. For any 1 ≤ i ≤ n, we denote by X ′ i the quantum cluster variable obtained by mutating the initial cluster X in the direction i (note that the notation X ′ i differs from the one used in the proof of Theorem 3.2). The lower bound of A Σ is the Z[q
According to [BFZ05, Theorem 7.5], since Q is acyclic, we have A Σ = L Σ and therefore, every quantum cluster variable in A Σ can be expressed as a polynomial in the quantum cluster variables X 1 , X ′ 1 , . . . , X n , X ′ n . Explicit formulae for these polynomials in type A were for instance obtained in classical settings, see [ST09] or [Dup11a] .
We define a family of polynomials {P m,i } m≥0 where, for any 1 ≤ i ≤ m and m ≥ 1 such that The main result of this section is the following :
Theorem 4.1. Let f be the quantum frieze of variables associated with Q. Then for any (i, j) ∈ Γ 0 , the quantum cluster variable in A Σ corresponding to (i, j) is
The rest of the section is devoted to the proof of the theorem. We start with some technical lemmas :
Lemma 4.2. For any 1 ≤ i < n, we have :
Proof. For any 1 ≤ i ≤ n, we have
. For any 1 ≤ i < n and any 1 < k ≤ n − i, we have
Lemma 4.3. The following hold for k > 1 and 1 ≤ i ≤ n − (m − 1 + k) :
Proof. It is enough to prove the statement for the particular case where i = 1 and therefore, in order to simplify notations, we set P m = P m,1 . We have
We assume that the statement is true for P m and P m+1 . Then, if m + 2 is odd, we have
, which proves the induction step.
Lemma 4.4. For every m ≥ 1 and 1 ≤ i ≤ n − m, the following holds :
Proof. Again, we use the notation P m (X ′ 1 , · · · , X ′ m ) = P m since it is enough to prove the result for i = 1. If m is even, we have
Using Lemma 4.3, we thus get
We can now prove the key relation for these polynomials :
Proposition 4.5. The P m satisfy the quantum frieze relation :
Proof. Without loss of generality, we assume that i = 1. Assume that the relation holds for a given P m . If m is odd, then We can now finish the proof of Theorem 4.1.
Proof of Theorem 4.1. Let f be the quantum frieze of variables associated with Q. Mutating the initial seed in the direction i, it is easily seen that f (1, i) = X −ei+ei+1 + X −ei+ei−1 = X ′ i = P 1 (X ′ i ) for any 1 ≤ i ≤ n. Therefore, the theorem follows from Lemma 2.6, Theorem 3.2 and Proposition 4.5.
We thus obtain a very simple description of the quantum cluster variables in A Σ , which directly proves the lower bound phenomenon in this particular case : Corollary 4.6. Let Σ = (B, Λ, X) be a quantum seed where B is the incidence matrix of a linearly oriented quiver of Dynkin type A (with an even number n of vertices). Then
