Abstract-In the next generation of cellular networks, millimeter wave (mmWave) communications will play an important role. With the utilization of mmWave communications, the massive multiple-input multiple-output (MIMO) technique can be effectively employed, which will significantly improve system capacity. However, an effective channel estimation scheme is the prerequisite of system stability and in great need for improvement in massive MIMO systems. In this paper, a channel estimation scheme based on training sequence (TS) design and optimization with high accuracy and spectral efficiency is investigated in the framework of structured compressive sensing. As a new perspective to optimize the block coherence of the sensing matrix, the autocoherence and cross-coherence of the blocks are proposed and specified as two kinds of key merit factors. In order to optimize the two factors, specific TS is designed and obtained from the inverse discrete Fourier transform of a frequency domain binary training sequence, and a genetic algorithm is adopted afterwards to optimize the merit factors of the TS. It is demonstrated by the simulation results that the block coherence of the sensing matrix can be significantly reduced by the proposed TS design and optimization method. Moreover, by using the proposed optimized TS's, the channel estimation outperforms the conventional TS design obtained by the brute force search in terms of the correct recovery probability, mean square error, and bit error rate, and can also approach the Cramer-Rao lower bound.
I. INTRODUCTION

I
N THE future 5G communications, a significantly large number of applications will be supported compared with 4G communications [1] . Therefore, the demand of data capacity will dramatically increased. One important resolution of this problem is to improve the bandwidth. As one of the most effective and innovative solutions to realize the aforementioned 5G vision and requirements, the use of a large band of spectrum in the very high frequencies such as the millimeter wave (mmWave) bands has recently gained significant interests. The utilization of mmWave communications [2] - [7] , which are applied under the frequency of 30-300GHz corresponding to wavelengths from 1 to 10 mm, can provide an extremely broad bandwidth that none of the existence cellular communications have ever seen. MmWave also has the advantage of limited inter-cell interference, low transmission latency, and improved security. Therefore, it has already been applied in commercial products by standards like IEEE 802.11ad [8] , and thus as an potential technique in the future 5G communications [5] , [9] .
The history of the mmWave technology began in 1895, when an Indian physicist J. C. Bose demonstrated wireless signaling at frequencies as high as 60GHz [10] . In 1947, J. H. Van Vleck observed that the oxygen molecule absorbs electromagnetic energy more significantly at 60-GHz than at other frequencies [11] , whose investigation and study would be mainly driven by military and space applications during the 1960s to 1980s [12] . Later when microcellular communication became the major driver from the late 1980s to the early 1990s, people tried to limit the link distance and allow for higher frequency reuse to increase the network capacity [13] . In the mid-1990s, it was realized that unlicensed use could be an appropriate regime for using mmWave spectrum. The first 60-GHz regulations was issued by Japan for unlicensed utilization in the 59 − 66 GHz band in 2000, whose maximum transmit power is limited to 10 dBm with the maximum transmission bandwidth of 2.5 GHz [14] . After then, a number of countries such as the United States, Canada, and Europe issued their mmWave regulations. Now, the mmWave technique has become an important candidate for future 5G communications.
With the utilization of mmWave communications, massive multiple input multiple output (MIMO) is available to be applied in the future 5G communications [15] . Massive MIMO has become one of the key techniques in communication systems with the rapid development of the wireless cellular network technology [16] - [19] , mainly due to its high spectral and energy efficiency. Meanwhile, orthogonal frequency division multiplexing (OFDM) can also improve system performance and increase spectral efficiency under frequencyselective channels. Therefore, integration of both massive MIMO and OFDM technologies, which is usually denoted as massive MIMO-OFDM, is essential to enhance system capacity. Massive MIMO-OFDM is becoming a promising alternative among the upcoming 5G technologies.
As the modern cellular networks aim at providing a high data rate, accurate channel estimation is critical [20] , especially for the massive MIMO-OFDM system with the utilization of mmWave communications. To accurately recover the data, each receiver has to acquire multiple channel state information (CSI) whose amount is equal to the amount of the transmit antennas. As a result, the complexity and resource consumption in a massive MIMO-OFDM system are usually much more complicated than those in a single input single output (SISO) system. The state-of-the-art channel estimation schemes are usually implemented by exploiting timedomain training sequences (TS's) [21] or frequency-domain pilots [22] . However, in the conventional orthogonal channel estimation schemes, the overhead will also increase with the number of transmit antennas, inevitably causing significant degradation in spectral efficiency.
Fortunately, it is possible to recover a sparse signal through only a small amount of observations by utilizing the compressive sensing (CS) theory [23] - [28] , which is an effective method to improve spectral efficiency. Since the number of distinguishable multipath delays are much smaller compared with the channel delay spread, the channel impulse response (CIR) of the wireless channel is usually a sparse vector [20] . Therefore, CS theory can be applied to channel estimation naturally. Some work has been done in the CS-based channel estimation [29] - [35] . Time-domain TS was adopted to perform SISO-OFDM channel estimation [29] , [30] . A non-orthogonal frequency-domain pilot scheme was proposed [31] , while an approach using frequency-domain pilot with the time-domain TS as an auxiliary information was investigated [32] . For mmWave channel estimation, literature [33] proposed a novel hierarchical multi-resolution codebook to perform channel estimation, while a distributed compressive sensing based channel estimation scheme was proposed in [34] . A fast channel estimation (FCE) and rate-adaptive channel estimation (RACE) algorithm were proposed in [35] . These works assumed that the mmWave channels exhibit the angle-domain sparsity because the path loss for non-line-of-sight (NLOS) is much higher than that for line-of-sight (LOS). However timedomain training sequence based channel estimation scheme is not considered in those literatures. The TS optimization is worthy to be addressed, which is very important to improve system performance, and thus requires thorough investigation.
In this paper, a novel channel estimation scheme with timedomain TS design and optimization is proposed for a MIMO-OFDM based mmWave system to solve these problems. Numerical simulation results demonstrate that the proposed TS design and optimization method can significantly reduce the block coherence of the sensing matrix. Furthermore, the optimized TS has a better channel estimation performance than the counterparts, which is reflected in the correct recovery probability, mean square error (MSE), and bit error rate (BER), and can approach the Cramer-Rao lower bound (CRLB). The contributions of this paper is summarized as follows.
• A novel approach of channel estimation based on TS is proposed. The receiver takes advantage of the inter block interference free (IBI-free) region [30] in the TS between OFDM data blocks to perform the sparse channel estimation. Using the knowledge of the spatial correlation among different channels from the transmit antennas, a block sparse model can be adopted and the structured compressive sensing (SCS) framework is built, which effectively increases spectral efficiency.
• The auto-coherence and cross-coherence of the blocks are proposed as two key merit factors for block coherence optimization, which brings a new perspective to optimize the block coherence of the sensing matrix. It is explained that minimizing the auto-coherence and cross-coherence, which is more simple and convenient, is equivalent to minimizing the block coherence.
• To optimize the auto-coherence, the inverse discrete Fourier transform (IDFT) TS pattern with the cyclic extension structure is adopted, which has a relatively small value of auto-coherence in nature. Moreover, the genetic algorithm (GA) [36] is applied to perform the cross-coherence optimization, which can acquire a small value of cross-coherence. The remainder of this paper is organized as follows. The wireless channel model and the massive MIMO-OFDM system model are introduced in Section II. The proposed TS design and optimization criterion based on SCS is investigated in Section III. The proposed auto-coherence and cross-coherence optimization are investigated in Sections IV and V, respectively. Simulation results and discussion are addressed in Section VI. Finally, we draw conclusions in Section VII.
Notation: Uppercase and lowercase boldface letters are adopted to denote matrices and column vectors; (·)
, and A(i ) denote transpose, conjugate transpose, l p norm operations, the expectation of a random variable, and the i -th column of the matrix or the i -th element of a vector, respectively.
II. SYSTEM MODEL
In this paper, the TS design and optimization scheme are mainly applied in the time-domain synchronous OFDM (TDS-OFDM) systems [37] , whose guard interval can be adopted as the TS. The OFDM frame t is composed of the guard interval c and the OFDM data block x, which can be represented as t = [c T , x T ] T . Apart from protection of the data block, the guard interval can also be padded by the TS, which is used for channel estimation in this paper. For a MIMO system with N t transmit antennas and N r receive antennas, in order to distinguish different OFDM frames from different transmit antennas, an additional subscript is used to describe the OFDM frame from the i -th transmit antenna, i.e.,
where
Here c i, j and x i, j are the elements of the M-length TS and K -length data block, respectively. For mmWave communications, the channel in the delaydomain can be modeled as [38] ,
where τ l is the delay of the l-th path, s is the number of the multipath, H, H l ∈ C N r ×N t are the CIR matrix associate with the l-th path, whose elements are CIR from the specific transmit and receive antennas. H l can be given by
where α l is the complex gain of the l-th path, θ l , ϕ l ∈ [0, 2π] are azimuth angles of arrival (AoA) and angles of departure (AoD). a R (θ l ) and a T (ϕ l ) are steering vectors at the receiver and transmitter, respectively, and can be denoted as
where λ and d are wavelength and antenna spacing, respectively. These formulas are valid when the uniform linear arrays (ULAs) are assumed for the antennas, which is utilized in the simulations. Equation (2) is the CIR expression and relation among different transmit and receive antennas. However, this model may face a severe problem of power leakage caused by the continuous angels of arrival or departure [34] . Therefore, a more general channel model is utilized in this paper. For the channel from one transmit and receive antenna, the CIR associated with the i -th (0 ≤ i < N t ) transmit antenna can be modeled as
where L is the channel length. As the processing at each receiver after passing through the channel is identical for every receive antenna, the receive antenna index is omitted in this paper. It is widely known that the CIR of the wireless channel can be modeled as a sparse vector [39] . Besides, according to (2), only s multipaths are non-zero in the delay domain in the mmWave channel. In other words, the number of the non-zero elements s in vector h i is much less than the channel length L, e.g., s L, which is shown in Fig. 2 . The non-zero support of h i can be represented as
. Through the channel, the received signal r i from the i -th transmit antenna is the convolution of the transmit signal and the CIR vector, i.e.,
where n i denotes the additive white Gaussian noise (AWGN) vector in which each element is subject to a Gaussian independent and identical distribution (i.i.d.) with zero mean and variance of σ 2 . For channel estimation, we only focus on the TS part within the received signal r TS,i and (6) can be rewritten as
where n TS,i is the corresponding noise vector. i is a Toeplitz matrix determined by the previous OFDM data block and the current TS, which can be denoted as
where x i,k is the k-th element of the previous OFDM data block. When the TS is used to perform the channel estimation, there is a significant challenge that the TS is contaminated by the previous OFDM data block, whose influence is significant under multipath channels with long channel delay. In other words, sensing matrix i has the elements of the previous OFDM data block as illustrated in (8), which is not available for CIR recovery. A new approach utilizing the IBI-free region to perform channel estimation under the framework of CS has been proposed in [30] . The IBI-free region is the rear part of the TS, which is immune from the influence of the previous OFDM data block as shown in Fig. 1 intuitively. It should be noted that only one receive antenna is shown in the figure because the receive antennas is independent with each other.
In this way, the received signal in the IBI-free region can be represented as
where r i and h i are the received TS in the IBI-free region and the CIR vector from the i -th transmit antenna, respectively. n i is the AWGN vector, in which each element is subject to an i.i.d. Gaussian distribution with zero mean, variance σ 2 , and size of M − L. The sensing matrix i is given by
where N = M − L + 1. Actually, equation (9) is the subequation of (7) with respect to the last N rows. For each receive antenna, the received signal in the IBI-free region is the superposition of all the signal from different transmit antennas as shown in Fig. 1 , which can be represented as,
where and h are made up of sensing matrices and CIR vectors from different transmit antennas, i.e., =
T . The channel model used in this paper is different from that in [33] - [35] , whose channels of different antennas will have only phase difference. In the model of this paper, both the amplitude and the phase of the different channel taps can be variant. However, the propagation delay is roughly the same for all transmit-receive antenna pairs, there exists a spatial correlation for the channels among different antennas. The non-zero supports are identical for all the channels within the same receive antenna [40] , [41] , whereas the non-zero coefficients are different. We rearrange the elements of the CIR vector and extract the taps of the CIR with the identical index from different transmit antennas into a group. Then the received signal in (11) can be rewritten as
Considering the identical non-zero support of the different CIR vector, the entries of g i will be either all zero or all non-zero. In this way, the integrated CIR vector is divided into sparse blocks and the channel estimation can be performed in the framework of SCS which will be investigated in the next section.
III. TS DESIGN AND OPTIMIZATION
In the framework of CS, the CIR recovery performance is related with the sensing matrix , which is determined by the TS's of all transmit antennas. A properly designed TS will improve the performance of the sensing matrix, and thus increase the channel estimation accuracy. Based on CS theory, a significant approach to evaluate the performance of a sensing matrix is the restricted isometry property (RIP) [42] . If there exists a constant δ(0 < δ < 1) and for all S-sparse vectors η ∈ C L satisfying
the sensing matrix is considered to fulfill RIP. However, there is no polynomial time computational algorithm to identify RIP satisfaction of a matrix [43] . As an alternative evaluation method, the mutual incoherence property (MIP), which is the maximum coherence between different columns, is easy to be calculated and can be a necessary and sufficient condition especially when the greedy algorithms are adopted in the recovery process. The critical merit factor of the sensing matrix, the coherence is defined as
where ϕ l and ϕ k are the l-th and the k-th column of the sensing matrix, respectively. Many researchers have successfully improved the sparse signal recovery performance by optimizing the coherence of the sensing matrix [44] , [45] , including our previous work in literature [29] .
Extending MIP to SCS, the coherence is inefficient and poorly performed as the column number of the sensing matrix become larger. The SCS framework emphasizes the signal with a block sparse property, which needs to be taken into account for the MIP criterion. Considering the block sparse property, the columns of the sensing matrix with respect to the identical supports should be combined as block sets. The block coherence, which is the merit factor in the SCS-MIP framework, should evaluate the coherence among the block sets. Therefore, the so-called block coherence is proposed [46] , which is defined as
where ρ ( A) is the spectrum norm of a matrix and represents the maximum singular value of matrix A. The columns of blocks are normalized for convenience. The block coherence helps analyse the maximum coherence between different blocks of the sensing matrix instead of column coherence, and is adopted to evaluate the sensing matrix in this paper.
The block sparse signal recovery will be simpler when each block of the sensing matrix can be easily distinguished from others. Therefore, a small value of block coherence can decrease the probability of confusing different blocks in the recovery process, which is an important approach to improve the accuracy of recovery performance. Therefore, to obtain a well-performed sensing matrix, optimizing the block coherence is vital, i.e., opt = arg min (μ B ( )) .
For this problem in (16), a closed form solution can hardly be acquired and the brute force search is also impossible as the search space is tremendous. A suboptimal design scheme can be based on two considerations. One is to compress the search space with adding some restricted conditions of the TS's, while the other is to investigate some efficient search algorithms.
We first address a simple case with N t = 2 transmit antennas as an example. Two arbitrary blocks are selected, which are denoted as α = [α 0 , α 1 ] and β = [β 0 , β 1 ]. The coherence between the two blocks can be represented as 
where 
Therefore, the lower bound of μ 2 B ( α , β ) can be derived as μ
The equality is satisfied if and only if when
and
Based on the column rearrangement of α and β , α H 0 β 0 and α H 1 β 1 in (19) are coherences from the identical TS, while α H 0 β 1 and α H 1 β 0 are coherences from different TS's, which are also called as auto-coherence and cross-coherence, respectively. We assume that the auto-coherence is zero to simplify the TS optimization, e.g.,
Then, from (22), we can also derive that the absolute values of different cross-coherence results are the same, i.e.,
According to (24) and (25), the lower bound in (21) can be rewritten as
Therefore, based on (24), (25) , and (26), the optimization of μ B requires a zero value of auto-coherence and a small value of cross-coherence. In our specific case, where the sensing matrix is combined by the transmitted TS's, a realistic objective is to optimize both the auto-coherence and crosscoherence. The two aspects can be achieved independently, and will be investigated in the next two sub-sections.
IV. AUTO-COHERENCE OPTIMIZATION: TS WITH CYCLIC EXTENSION STRUCTURE IN AN IDFT PATTERN
The auto-coherence is minimized in this section. In this context, the TS's for different transmit signals can be designed and optimized separately to achieve a relatively small value of auto-coherence for each TS. Note that, the sensing matrix based on a specific TS is a Toeplitz matrix according to (10) . The IDFT pattern TS with the cyclic extension structure [29] can be adopted in this auto-coherence optimization scheme.
Since we focus on the auto-coherence which is only related to one transmit antenna, the transmit antenna index i is omitted in this section. As a simplified case, when N = L, the sensing matrix is a square matrix. If the matrix is a unitary matrix, it is obvious that the auto-coherence of the sensing matrix is zero. However, an arbitrary unitary matrix hardly satisfies the Toeplitz property. Therefore, the TS should be well-designed. Consider a constant amplitude sequence q = q 0 , q 1 , ..., q L−1 T with normalized amplitude |q i | = 1 for
The IDFT pattern of TS's adopted in this paper can be denoted as
In this condition, the last column of the matrix is an IDFT pattern of TS p with length of L and the rest of the columns of the matrix are all its cyclic extension sequences. Consequently, the sensing matrix can be rewritten as
The columns of the matrix are orthogonal, which implies the auto-coherence of the matrix is zero. Under these conditions, the sequence can be represented as
Under normal circumstances, when N < L, it is impossible for all columns to be orthogonal with each other and the autocoherence can hardly be zero. As a suboptimal approach, the sensing matrix can be truncated through N continuous rows of . According to the cyclic property of the sensing matrix, the auto-coherence of the new matrix is independent with the starting row to truncate. Without loss of generality, the first N rows of are selected. The new sensing matrix and time-domain TS are given in (30) and (31) In this approach, a constant amplitude IDFT pattern of TS's with its cyclic extension is adopted. For each transmit antenna, the TS structure is determined to maintain a relatively small value of auto-coherence. It is worthy mentioning that the auto-coherence cannot be minimized to 0 when N < L in the normal case. The value of auto-coherence is determined by the normalized amplitude sequence. Different initialized sequences may lead to different values of auto-coherence.
Algorithm 1 Genetic Algorithm for TS Optimization.
Inputs:
1) TS length M; 2) Channel length L; 3) Number of transmit antennas N t ; 4) The crossover probability p c ; 5) The mutation probability p m ; 6) Number of individuals in each generation n d ; 7) Maximum number of simulation generations n g ; 8) A discrete probability distribution P;
Output:
1: Generate n d individuals. 2: while simulation generation does not reach n g do 3: Calculate the fitness value of current generation individuals and sort them descending. 4: Distribute the selection probability through P according to the fitness value of the individuals. 5: for interaction time from 1 to n d /2 do 6: Select two individuals based on the selection probability.
7:
For the chromosome pairs selected, determine whether to be exchanged based on p c . 8: For each chromosomes of an individual, determine whether to perform a mutation based on p m .
9:
After crossover and mutation, the two new individuals comprise part of the next generation. 10: end for 11: Obtain a new generation. 12: end while 13: Obtain the smallest fitness value of TS's.
However, an iteration and update process will be performed through a genetic algorithm, which will achieve two goals. One is to determine the suitable TS's with a low value of auto-coherence. The other is to minimize the cross-coherence among the TS's. The process will be presented in the next section.
V. CROSS-COHERENCE OPTIMIZATION: A GENETIC ALGORITHM
As for the cross-coherence, which reflects the correlation between different TS's, a joint optimization algorithm is needed. To accommodate the requirements of the TS's with low cross-coherence and further lower the values of autocoherence, a genetic algorithm [36] is applied to optimize the TS's from different transmit antennas. which is addressed in Algorithm 1.
A. Algorithm Description
The optimization sequences in the algorithm are called individuals. Each individual is the integration of N t TS's. In detail, N t TS's with the cyclic extension structure is first randomly generated. And then, the first L elements of each TS with the constant amplitude without IDFT operation are extracted and combined to a new vector. In this way, an individual is obtained as shown in Fig 3. The individuals can be mapped to a sensing matrix defined in (12) . The block coherence of the sensing matrix is the fitness value of the corresponding individual which is the parameter to be optimized.
After n d individuals are generated, each individual is distributed with a selection probability according to the fitness value and a probability distribution for selection. We randomly select two individuals based on the selection probability, and perform the operations of crossover and mutation for every element of the two individuals one by one. According to the definition of the individuals, the value of individual elements are in the set of {1, −1}, which is convenient for the operation of crossover and mutation. The operation of crossover is an operation of exchange an element of the two individuals, while the operation of mutation is changing one element of an individual. Appropriate crossover and mutation probabilities are essential to avoid the fitness value going to a local convergence.
The loop ends either when individuals of a new generation are within an error bound or a maximum amount of n g generations are passed. The convergence of the algorithm can be seen in [36] . After that, an individual with a small block coherence is filtered out, which can be divided into the timedomain TS's of the transmit antennas.
B. Computational Complexity
For the fitness value computation of one individual, block coherence between different blocks is firstly calculated, which has L(L − 1)/2 block pairs. For each pair of blocks, an operation of matrix multiplication and an N t × N t matrix spectrum norm calculation should be performed, whose computational complexity is O (N 2  t N) . Therefore, the computational complexity for a block coherence is O ((N t L) 2 N) . For one generation, n d fitness values need to be calculated. The sorting, crossover and mutation is not time-consuming process. Thus, for n g generations, the total algorithm computational complexity is O((N t L) 2 
Nn d n g
). It is clear that the algorithm computational complexity is proportional to the times of n d and n g . Optimal value selection of the two coefficients can help reduce the complexity and ensure the optimization performance at the same time.
VI. SIMULATION RESULTS AND DISCUSSION
The performance of the proposed TS design and optimization scheme based channel estimation with massive MIMO-OFDM for a mmWave communication system is evaluated in this section. The simulation setup is configured in the uniform linear array-based mm-Wave massive MIMO system where d = λ/2. In the simulation, the center frequency is 30GHz and the bandwidth is 0.5GHz. The channel model in (2) and (3) are considered with the discrete sparse model in (5) . The AoAs/AoDs are assumed to take continuous values, i.e., not quantized, and are uniformly distributed in [0, 2π] [33] . The maximum channel delay is 200ns, which is equivalent to the channel length of 100. The number of paths s = 3 [33] . The OFDM data block length is K = 4096.
A. Block Coherence of Optimized TS
In Fig. 4 , the block coherence convergence process of the proposed genetic algorithm is intuitively illustrated. optimization performance of brute force searching is also illustrated as a benchmark. It can be seen that the block coherence decreases as the generation number increases. All the examples can come to a convergence after about 70 generation passes. The optimization result by the GA is much lower than that of brute force searching, which proves the effectiveness of the algorithm.
The optimized block coherence of the proposed GA under different simulation parameters is shown in Fig. 5 . The minimum values of block coherence using the brute force search method, which costs the same runtime of GA, are also given as comparison. Antenna number of N t = 2, 8, 32, and 64 are simulated, respectively. The number of observations is the length of IBI-free region N. The figure shows that, as the number of observations increase, the sensing matrix of the CS recovery model becomes less flat. Therefore, the value of block coherence become smaller. The figure also shows that the proposed GA can optimize the TS's with a significantly small value of block coherence than those optimized by brute force searching, whatever the number of transmit antennas and observations are. Therefore, the proposed GA is effective in optimizing the block coherence.
B. Performance of Channel Estimation
In the simulation of channel estimation performance, the SCS recovery algorithm is block orthogonal matching pursuit (BOMP) [47] , which is an evolutional algorithm to orthogonal matching pursuit (OMP) in CS theory. The columns which are zero or non-zero identically are divided into blocks. The algorithm selects blocks one by one whose columns are the most correlated with the residual vector. The least square (LS) process is performed by the selected columns in blocks and the residual vector can be obtained. After the selection of all the blocks, the LS process is finally performed to acquire the coefficients of the non-zero supports. Fig. 6 compares the probability of a correct recovery with the optimized TS's under different numbers of transmit antennas. The TS's without optimization [30] - [32] are also illustrated as the benchmark. The correct recovery here is defined as the accurate estimation of the non-zero support. The signal-to-noise radio (SNR) is configured as 25 dB. Different numbers of observations are simulated. It can be seen that all the TS's under different numbers of transmit antennas outperform the TS's without optimization. The performance improvement mainly comes from low coherence between different blocks of sensing matrix, which facilitates more accurate block sparse channel recovery. In the concrete, the proposed optimized TS's reach a successful recovery probability of 0.9 at the observation number of less than 30, 70, 200, and 270, for the transmitted antenna number of N t = 2, 8, 32, and 64, respectively. Furthermore, TS's without optimization require at least 18, 10, 15, and 11 more observations for the same cases. Therefore, the results indicate that the proposed designed and optimized TS's are more efficient in block sparse signal recovery than those without optimization. Fig. 7 presents the MSE of CIR for different TS patterns under a typical static mmWave channel. The performances of TS's without optimization [30] - [32] are shown for comparison, while the ideal CRLB's are also illustrated as the benchmarks (CRLB = S N t σ 2 /N, whose proof can be seen in Appendix). The length of the TS is M = 256, 384, 512, and 768 for N t = 2, 8, 32, and 64, respectively. As the antenna number becomes large, the MSE performance have a little degradation naturally. However, the channel estimation performance by utilizing the proposed design and optimization TS can always approach the CRLB. In detail, tt can be seen that the proposed TS's have over 1 dB improvement compared with the TS's without optimization when the MSE of 10 −2 is considered. Moreover, the MSE is less than 0.2 dB away from the theoretical CRLB above 25 dB SNR. Therefore, the proposed TS design and optimization scheme can have a superior performance in channel estimation for massive MIMO-OFDM systems. Fig. 8 presents the MSE of CIR for different TS patterns under the time-variant mmWave channel. The performances of TS's without optimization [30] - [32] are shown for comparison. The length of the TS is the same with those in Fig. 7 corresponding to different number of antennas. It can be seen that, under the time-variant channel, the proposed TS's also have about 1 dB improvement compared with the TS's without optimization when the MSE of 10 −2 is considered. The difference between the simulations of the two channels is that, the MSE performance degrades in high SNR levels under the time-variant channel. This is mainly because that, the variant channel in time domain can reflect as noise when performing channel estimation. Therefore, in high level of SNR, the MSE results will no longer decrease linearly and the performance can hardly be as good as that under static channel. After all, the optimized TS's can outperform the ones without optimization in channel estimation under time-variant mmWave channel. Fig. 9 shows the MSE performance with different values of channel sparsity. The sparsity level S = 2 and S = 3 are simulated for comparison. In the simulation result, the MSE is lower when the sparsity level is small. About 2 dB gain can be obtained when S = 2 is utilized compared with that when S = 3, which means the channel estimation performs better and the accuracy is higher when the sparsity is smaller. Fig. 10 compares the BER performance when low density parity check code (LDPC) with code rate of 0.4 and code length of 7493 specified by DTMB are adopted [37] in a 64 × 64 MIMO system with 256QAM and 16QAM constellations under the static channel. The BER performances with the ideal CSI are also illustrated as benchmarks. The ideal CSI means the channel estimation result when knowing the accurate non-zero support. It can be observed that the CS-based channel estimation scheme can support high-order modulation schemes like 256QAM well. Moreover, for low-order modulation schemes like 16QAM, the CS-based channel estimation scheme has great performance with low SNR requirement. The proposed TS design schemes outperform the conventional nonoptimization ones [30] - [32] , which have about 1.3 dB and 1 dB gain when the BER of 10 −3 is considered for 16QAM and 256QAM, respectively. Furthermore, the two schemes are both only about 0.2 dB away from the ideal cases. Fig. 11 illustrates the BER comparison under the timevariant channel. LDPC is also utilized with the same code rate and code length in Fig. 10 for a 64 × 64 MIMO system. QPSK and 16QAM constellations are considered. It can be observed that the proposed TS design schemes outperform the conventional non-optimization ones, which have about 0.6 dB and 1 dB gain at the BER of 10 −3 for QPSK and 16QAM schemes, respectively. This means our method for TS design and optimization is also available for time-variant mmWave channel estimation in massive MIMO-OFDM system.
VII. CONCLUSIONS
In this paper, the TS design and optimization algorithm suitable for massive MIMO-OFDM channel estimation in mmWave communications is proposed. Considering the spatial correlation between different channels, the spatial correlated channel model is utilized and the SCS method is adopted by utilizing the IBI-free region to perform the channel estimation. In order to improve the recovery accuracy, the auto-coherence and cross-coherence of the blocks are proposed as two key merit factors, which is a new perspective to optimize the block coherence of sensing matrix. The application of the proposed IDFT sequence and the genetic algorithm are two main approaches to optimize the merit factors. Simulation results indicate that the proposed TS design and optimization method can significantly reduce the block coherence with different numbers of transmit antennas. The optimized value of block coherence is rather smaller than that of brute force searching TS. Furthermore, by utilizing the optimized TS's in different transmit antennas, the channel estimation can have better performance in terms of correct recovery probability, MSE, and BER, which means smaller length of TS is required and higher capacity of communication can be achieve. Better performance can be realized under both static channel and the time-variant channel. Hence, the proposed scheme is a promising physical layer technique for the mmWave communications which can be applied in the future 5G communications to improve the system performance. Some of the promising research is detailed below which outline some important areas requiring some future work.
A. Multi-User MIMO (MU-MIMO) System
The proposed time-domain training sequence design based channel estimation scheme is applied to single-user MIMO (SU-MIMO) scenarios. Fortunately, the SU-MIMO scenarios proposed in this paper can be directly extended to MU-MIMO condition. To make full use of the characteristic of multiusers, the relationship among different users should also be considered, as well as their joint influence to the whole system.
B. Pilot Contamination in Cellular Network
The frequency-domain pilot contamination [48] does not exist in our proposed scheme due to the utilization of timedomain training sequence. Actually, the contamination of time-domain training sequence will also appear in the multicell scenarios. Similar approach with frequency-domain pilot contamination elimination can be adopted, such as, using different time-blocks for different cells [48] . The study of pilot contamination will be an important research direction in the future.
C. Joint Design for Multiple Antennas
In this paper, the reception at different receive antennas are considered independently while a joint design is not investigated. Moreover, the training sequence design at transmitter side for beamforming will also be considered in future work.. Further research can be performed for the training sequence joint design for the multiple antennas.
APPENDIX PROOF OF CRLB OF MSE FOR STATIC CHANNEL
In the ideal case, the non-zero support is estimated correctly, which can be denoted as D( D 0 = S N t ). Therefore, the entries outside the support D are set to zeros. Ignoring the noise n, equation (12) is simplified as
which can be estimated by solving an over-determined equation under the Maximum Likelihood (ML) criterion.
Then, the CRLB of g can be denoted as
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