A three-dimensional (3D) matrix multiplication algorithm for massively parallel processing systems is presented. The P processors are con gured as a \virtual" processing cube with dimensions p 1 , p 2 , and p 3 proportional to the matrices' dimensions|M, N, and K. Each processor performs a single local matrix multiplication of size M=p 1 N=p 2 K=p 3 . Before the local computation can be carried out, each subcube must receive a single submatrix of A and B. After the single matrix multiplication has completed, K=p 3 submatrices of this product must be sent to their respective destination processors and then summed together with the resulting matrix C. The 3D parallel matrix multiplication approach has a factor P 1=6 less communication than the 2D parallel algorithms. This algorithm has been implemented on IBM POWERparallel T M SP2 T M systems (up to 216 nodes) and has yielded close to the peak performance of the machine. The algorithm has been combined with Winograd's variant of Strassen's algorithm to achieve performance which exceeds the theoretical peak of the system. (We assume the MFLOPS rate of matrix multiplication to be 2MNK.)
Introduction
A parallel high performance matrix multiplication P GEMM 1 algorithm based on a three-dimensional approach is presented. For the parallel case, the algorithm is a natural generalization of the serial GEMM routine. 1 The symbol stands for S, D, C, and Z 17, 18], i.e., Single, Double, Complex single, and complex double (Z) precision.
GEMM computes C = C + op(A) op(B) where , are scalars, A, B, and C are matrices, and op(X) stands for X, X T , or X C . (Superior T indicates transpose, and superior C conjugate transpose.) The algorithm described has been implemented in both the double-precision and the complex double-precision IEEE format, as well as for all combinations of matrix products involving matrices in their normal form, their transposed form, and their conjugates. For all these data combinations, performance was the same.
Most parallel matrix multiplication algorithms used as building blocks in scienti c applications are 2D algorithms. The primary issue is that the 3D algorithm moves a factor of P 1=6 less data than the known 2D algorithms. From this standpoint the 3D algorithms appear to be better choice than 2D algorithms. We show, in Section 3, that the 3D algorithm yields better performance than the 2D ScaLAPACK PDGEMM algorithm 18].
The literature describing matrix multiplication algorithms is very extensive. Some descriptions are given by Demmel, Heath, and van der Vorst 7] , by Choi 2 A 3D parallel P GEMM algorithm A matrix multiplication of size (M, N, K) requires MNK multiply-adds. This can be represented by a rectangular parallelepiped of size (M, N, K) in the computing space. To achieve computational load-balance using P = p 1 p 2 p 3 processors, each processor must compute 1=Pth of this computational rectangular parallelepiped. Thus, the volume of the computational space assigned to each processor is xed at MNK=P. This guarantees computational load-balance if each such processor performs an identical computation of size MNK=P. In addition, to minimize communication, each processor must do this much computation with a minimum amount of data movement (communication). Assuming that each processor does a subcube (of size m = n = k) of the computation, the three faces of the subcube (corresponding to equal square submatrices of A, B, and C) represent a data movement of size 3Pm 2 , since these submatrices must be brought/sent to these P subcubes in order to perform the P GEMM computations. We note that data movements of m 2 numbers is proportional to the area of a square of size m. Hence, our problem of minimal data communication can be viewed as the classical problem of minimizing surface area for a given volume. The optimal solution of this problem is that each of the P rectangular parallelepipeds must be a subcube of identical sides. This fact establishes a lower bound on the amount of communication necessary to perform this parallel multiplication; namely, 3Pm 2 . Assuming a three-dimensional processing grid of size (p 1 ; p 2 ; p 3 ), the subparallelepiped computed at each processor is of size (M=p 1 , N=p 2 , K=p 3 ). To minimize communication, the following relationship must be true: M=p 1 = m = N=p 2 = n = K=p 3 = k. Finally, we note that when this relationship holds, the algorithm presented in this paper achieves this lower bound: i.e., the total amount of data moved for A, B, and C is Pm 2 .
For simplicity, we consider a 2 2 2 processing cube. (This example is consistent with a description of the general case; i.e., no information that would be given by such a description is altered or omitted.) The underlying idea can be described in terms of block matrices for a single 2 To describe the 3D matrix multiplication algorithm, we de ne the following variables: (m; n; k) = (M=p 1 ; N=p 2 ; K=p 3 ), k 2 = k=p 2 , n 1 = n=p 1 , and n 3 = n=p 3 . We use the colon notation 10] to describe submatrices of the global matrices A, B, and C. Thus 6) with 0 i < p 1 , 0 j < p 2 , and 0 l < p 3 .
We choose to have the matrix A associated with the d 1 {d 3 plane, with d 2 being the orthogonal dimension as illustrated in Figure 1 . The matrix B is similarly laid out in the d 2 {d 3 plane, having d 1 as its orthogonal dimension. The d 1 {d 2 plane holds the output matrix C, thereby making d 3 its orthogonal dimension. We must de ne certain submatrices of the submatrices A il , B lj , and C ij . We consider the submatrix A il and partition its k columns into p 2 sets, each of size k 2 , of contiguous columns. We use the notation A il (j), 0 j < p 2 , to denote the submatrix of A il that consists of the jth set of contiguous columns of A il . Similarly we need B lj (i), 0 i < p 1 , and C ij (l), 0 l < p 3 . This is a 3D block distribution, where the (rows,columns) of A are distributed on a (p 1 ,p 2 p 3 ) grid ( Figure 1 ) and similarly for the other matrices B and C. In particular, all matrices are equidistributed. These submatrices of submatrices are easily de ned in terms of the colon notation:
A il (j) = A il (:; jk 2 : jk 2 + k 2 ? 1); Let G il be the group of processors j on which the matrices A il (j) reside, 0 j < p 2 ( Figure 2) . G jl and G ij are similarly de ned for the group of processors associated with B lj and C ij . The 3D algorithm features a single matrix multiplication, A il B lj on every processor (i; j; l). We de ne an auxiliary m by n matrix D l ij to denote this product (Figure 3 We are now in position to de ne the algorithm. The input matrices that reside on processor (i; j; l) are the matrices A il (j), B lj (i), and C ij (l) given by Equations 7, 8, and 9, respectively. Algorithm 1 3D parallel P GEMM algorithm 1. i. De ne p 1 p 3 groups of processes G il (0 i < p 1 and 0 l < p 3 ) 9], each of size p 2 , to handle the communication involving the global matrix A (Figure 2) .
ii. De ne p 2 p 3 groups of processes G lj (0 j < p 2 and 0 l < p 3 
Combining Strassen's algorithm with the 3D P GEMM algorithm
A straightforward variation of the 3D algorithm allows the use of an O(n 2:81 ) matrix multiplication algorithm devised by Strassen 22] . Our approach is to use Winograd's variant of Strassen's algorithm to perform the local computation instead of using GEMM. In Step 4., we replace the single call to GEMM with a call to GEMMS 17] .
include the cost of communication and computation. For each experiment we report either the wall clock time or the \nominal MFLOP rate" per processor, or both. Figures 5 and 6 illustrate that even for relatively small matrices and/or a large number of processors this approach yields very high performance. Table 1 Table 2 : Performance results for the 3D matrix multiply algorithm when using the Strassen-Winograd variant at the lowest level. The matrices to be multiplied are square of dimension 5000
The MFLOPS rates presented in Table 2 for the Winograd variant of the Strassen algorithm are \nominal" rates computed by dividing 2n 3 (the number of operations that would be executed by the conventional algorithm) by the actual compute time. This permits us to illustrate the improvements achieved by using Strassen's algorithm. In the complex case, there is an additional advantage, since it is possible to multiply two complex matrices together using three real matrix multiplications and ve real matrix additions instead of four real matrix multiplications and two real matrix additions 17]. ( 93) 6473 (202) 2.17 Table 3 : Performance results for the 3D matrix multiply algorithm and the PESSL DGEMM on a 32 node SP-2.
In Table 3 , we compare the 2D ScaLAPACK PDGEMM algorithm, as implemented in PESSL 18] , with the 3D algorithm for P = 32 processors.
The PESSL numbers are preliminary numbers. Unfortunately we were not able to obtain a full set of performance numbers for a large number of processors. The 3D algorithm shows relatively better performance for small matrices and more uniform performance for di erent values of the TRANS (type) parameter.
Conclusion
We have shown that our 3D approach to parallel matrix multiplication yields very high performance on massively parallel processing systems such as the IBM Powerparallel
system. Our algorithm is perfectly loadbalanced for both communication and computation. We have introduced a new scheme for partitioning matrices across processors on distributed memory computers that allows multiple use of the MPI collective communication primitives: all-gather and all-to-all. Additionally, this choice of data distribution reduces the amount of communication from that required by the other 3D algorithms by a factor of 5/3. Our 3D algorithm not only results in less communication but also produces better node performance, as the subma-trices multiplied at each node are larger, and have a better aspect ratio. This is evidenced by the fact that most 2D algorithms perform P 1=2 local matrix multiplications of size N=P 1=2 while our 3D algorithm performs only one local matrix multiply of size N=P 1=3 . Our performance results for small matrices also emphasize this result. Another important result is that Winograd's variant of Strassen's algorithm can be incorporated in this algorithm in a straightforward manner to yield extremely high performance.
The amount of communication required to reshu e the data from 2D to 3D is proportional to the sum of the sizes of the matrices A, B, and C. The 3D algorithm moves a factor P 1=6 less data than the 2D algorithms, which move a total amount of data equal to P 1=2 times the sum of the sizes of the A and B matrices. This means that even when the extra communication costs of reshu ing back and forth between 2D and 3D is added to the total communication cost of the 3D algorithm it still has less total communication cost than the 2D algorithms. Further investigations are still needed with respect to the reshu ing of the data between the two data distributions. We are interested in 2D block and block cyclic layouts as well as in only rearranging submatrices of the global matrices A, B, and C.
The new scheme for partitioning matrices across processors presented in conjunction with the 3D matrix multiplication algorithm is applicable to most of the level-3 BLAS. Gustavson has shown that 26 of the 30 level-3 BLAS can be expressed in terms of this 3D distribution. This work is still ongoing research.
Instead of applying Strassen's algorithm at the local level, it can be used at the global level. This approach is of interest when the matrices to be multiplied are too big to t into local memory. The variant of the 3D algorithm using the Strassen algorithm at a global level is on our list of future work.
