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Abstract
System identiﬁcation consists in ﬁnding a model of an unknown system starting from a ﬁnite set of noise-
corrupted data. A fundamental problem in this context is to asses the accuracy of the identiﬁed model. In this
paper, the problem is investigated for the case of nonlinear systems within the Set Membership—Information
Based Complexity framework of [M. Milanese, C. Novara, Set membership identiﬁcation of nonlinear sys-
tems, Automatica 40(6) (2004) 957–975]. In that paper, a (locally) optimal algorithm has been derived, giving
(locally) optimal models in nonlinear regression form. The corresponding (local) radius of information, pro-
viding the worst-case identiﬁcation error, can be consequently used to measure the quality of the identiﬁed
model. In the present paper, two algorithms are proposed for the computation of the local radius of informa-
tion: The ﬁrst provides the exact value but requires a computational complexity exponential in the dimension
of the regressor space. The second is approximate but involves a polynomial (quadratic) complexity.
© 2007 Elsevier Inc. All rights reserved.
Keywords: Radius of information computation; Nonlinear systems identiﬁcation; Set membership; Information based
complexity
1. Introduction
Consider a nonlinear discrete-time dynamic system in regression form
yt+1 = f0
(
wt
)
,
wt = [yt . . . yt−ny+1 ut . . . ut−nu+1], (1)
where yt ∈ R, ut ∈ Rm, n = ny + mnu and f0 : W ⊂ Rn → R.
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The problem of system identiﬁcation is to ﬁnd, from a set of noise-corrupted measurements
of yt and wt , an estimate f̂ of f0 giving small, possibly minimal, identiﬁcation error
∥∥f0 − f̂ ∥∥,
where ‖·‖ is a suitable norm. This error is not known and, since data are ﬁnite and noise corrupted,
a reliable estimate of the identiﬁcation error can be obtained only if some information on f0 and
on noise is available.
In the literature, [20,10,15], the information on f0 is typically given by assuming that it belongs
to some ﬁnitely parametrized subset F() of functions. In some cases, the knowledge of the laws
governing the system (mechanical, economical, biological, etc.) generating the data, may allow
to have information on its structure, where some basic parameters  have to be calibrated from
available data. In other situations, when the laws are too complex or not sufﬁciently known,
the usual approach is to consider that f0 belongs to a ﬁnitely parametrized set of functions
F() .= {f (w, ) = ∑ri=1 ii (w, i) , i ∈ Rq} where  = [, ] and the i’s are given
functions. Then, measured data are used to derive an estimate ̂ of  and f
(
w, ̂
)
is used as
estimate of f0. Basic to this approach is the proper choice of the parametric family of functions
f (w, ), typically realized by some search on different functional forms of the i’s, e.g. linear,
polynomial, sigmoidal, wavelet, etc. and on the number r [20]. This search may be quite time
consuming, and in any case leads to approximate model structures. The evaluation of the effects
of this approximation on identiﬁcation errors is at present a largely open problem. Another critical
point is that the estimate ̂ of  is usually obtained by minimization of a non-convex error function.
Such a minimization may trap into local minima and thus provide a bad estimate.
In [12] an alternative approach is proposed, formulating the problem in a set membership
(SM)—information based complexity (IBC) framework. The SM framework is used in systems
identiﬁcation to deal with approximate model structures and ﬁnite sample accuracy evaluation,
see, e.g. [13,14,11,18,1]. The SM framework, being related to approximation and interpolation of
multivariable functions with bounded derivatives, from the knowledge of a ﬁnite number of their
values, has strong connection with the IBC framework, see, e.g. [21,16,22].
In the nonlinear SM-IBC approach of [12], no assumptions on the functional form of f0 are
required. An assumption on f0 regularity is used instead, given by a bound on its gradient.
Moreover, the noise is assumed bounded, in contrast with statistical approaches, which rely on
assumptions such as stationarity, ergodicity, uncorrelation, type of distribution, etc. The validity
of these assumptions may be difﬁcult to test in many applications and is certainly lost in presence
of approximate modelling.
In the nonlinear SM-IBC approach a locally optimal identiﬁcation algorithm is derived, which
gives an estimate of f0 with minimal guaranteedLp identiﬁcation error, without requiring iterative
minimization and thus avoiding the problem of local minima. A quantity rI, called (local) radius of
information, giving the worst-case identiﬁcation error, is also deﬁned. The radius of information
rI allows to assess the accuracy achieved by the optimal estimate. More in general, rI allows to
asses the quality of the overall identiﬁcation procedure, involving speciﬁc problems such as input
type selection, sampling time choice, input channels selection, regressors choice, model order
selection [17]. These problems are quite relevant in system identiﬁcation [10,4].
In this paper, the problem of computing the radius of information rI is considered. Two algo-
rithms are proposed: The ﬁrst provides the exact value of rI but requires a computational com-
plexity which increases exponentially with the dimension n of the regressor space. The second
provides an approximate value of rI and involves a polynomial (quadratic) complexity.
The paper is organized as follows. Section 2 summarizes the nonlinear SM-IBC method. In
Section 3, we introduce the notion of hyperbolic voronoi diagram (HVD), which are used to
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compute the radius of information. Section 4 illustrates the two algorithms for the computation
of the local radius of information. In Section 5, a numerical example is shown.
2. SM-IBC identiﬁcation of nonlinear systems
In this section the main concepts and results of the nonlinear SM-IBC identiﬁcation method
[12] are summarized.
Consider that a set of noise corrupted data Y˜ T = {y˜t , t = 1, . . . , T } and W˜T = {w˜t , t =
1, . . . , T } generated by (1) is available. Then
y˜t+1 = f0(w˜t ) + dt , t = 1, . . . , T , (2)
where the term dt accounts for the fact yt+1 and wt are not exactly known.
The aim is to derive an estimate fˆ of f0 from available measurements (Y˜ T , W˜ T ).
An identiﬁcation algorithm  is an operator mapping available data (Y˜ T , W˜ T ) into an estimate
fˆ of f0: (Y˜ T , W˜ T ) = fˆ  f0. The algorithm  should be chosen to give small (possibly
minimal) Lp error ‖f0 − fˆ ‖p, where:
‖f ‖p .=
{ [∫
W
|f (w)|p dw]1/p , p ∈ [1,∞),
ess supw∈W |f (w)| , p = ∞
(3)
and W is a bounded convex set in Rn.
Whatever algorithm  is chosen, no information on the identiﬁcation error can be derived,
unless some assumptions are made on the function f0 and the noise d. The typical approach in
the literature is to assume a ﬁnitely parametrized functional form for f0 (linear, bilinear, neural
network, etc.) and statistical models for the noise [6,20,15,9]. In the SM-IBC approach, different
and somewhat weaker assumptions are taken, not requiring the selection of a parametric form for
f0, but related to its derivatives. Moreover, the noise sequence DT = {dt , t = 1, . . . , T } is only
supposed bounded.
Prior assumptions on f0: f0 ∈ K .=
{
f ∈ C1(W) : ∥∥f ′(w)∥∥ ,∀w ∈ W}.
Prior assumptions on noise: DT ∈ D .= {{dt , t = 1, . . . , T } : |dt |ε, t = 1, . . . , T }.
Here, f ′(w) denotes the gradient of f (w) and ‖x‖ .=
√∑n
i=1 x2i is the Euclidean norm.
As typical in any estimation theory, the problem of checking the validity of prior assumptions
arises. This problem is considered in [12], where a validation analysis is provided, which also
allows to properly choose the values of the bounds  and ε.
A key role in this SM framework is played by the feasible systems set, often called “unfalsiﬁed
systems set”, i.e. the set of all systems consistent with prior information and measured data.
Deﬁnition 1. Feasible systems set:
FSST
.= {f ∈ K :
∣∣∣y˜t+1 − f (w˜t)∣∣∣ εt , t = 1, . . . , T }. (4)
The feasible systems set FSST summarizes all the information on the mechanism generating
the data that is available up to time T . If prior assumptions are “true”, then f0 ∈ FSST , an
important property for evaluating the accuracy of identiﬁcation.
Using the notion of feasible systems set, we can deﬁne an identiﬁcation algorithm  as an
operator mapping all available information about function f0, noise d, data (Y˜ T , W˜ T ) until time
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T , summarized by FSST , into an estimate fˆ of f0:

(
FSST
)
= fˆ  f0.
For given estimate, 
(
FSST
) = fˆ , the related Lp error ∥∥∥f0 − fˆ ∥∥∥
p
cannot be exactly computed,
but its tightest bound is given by
∥∥∥f0 − fˆ ∥∥∥
p
 supf∈FSST
∥∥∥f − fˆ ∥∥∥
p
. This motivates the follow-
ing deﬁnition of the identiﬁcation error, often indicated as local worst-case or guaranteed error.
Deﬁnition 2. The local identiﬁcation error of the estimate fˆ =  (FSST ) is
E
[

(
FSST
)]
= E(fˆ ) .= sup
f∈FSST
∥∥∥f − fˆ ∥∥∥
p
.
Looking for algorithms that minimize the identiﬁcation error, leads to the following optimality
concepts.
Deﬁnition 3. An algorithm ∗ is called locally optimal if:
E
[
∗
(
FSST
)]
= inf

E
[

(
FSST
)]
= rI.
The quantity rI, called local radius of information, gives the minimal identiﬁcation error that
can be guaranteed by any estimate based on the available information up to time T .
Deﬁne the functions:
f (w)
.= min
t=1,...,T
(
h
t +  ∥∥w − w˜t∥∥) ,
f (w)
.= max
t=1,...,T
(
ht −  ∥∥w − w˜t∥∥) ,
h
t .= y˜t+1 + ε, ht .= y˜t+1 − ε, (5)
where “min” and “max” are to be intended for ﬁxed w (the same holds for “inf” and “sup” in
statement (iii) of Theorem 1 below).
The next result shows that the algorithm:
c(FSS
T ) = fc .= 12
(
f + f
)
is optimal for any Lp norm, the corresponding minimal identiﬁcation error can be actually com-
puted, and the functions f and f , called optimal bounds, are the tightest upper and lower bounds
of f0.
Theorem 1 (Milanese and Novara [12]). For any Lp(W) norm, with p ∈ [1,∞]:
(i) The identiﬁcation algorithm c
(
FSST
) = fc is locally optimal.
(ii) E (fc) = 12
∥∥∥f − f ∥∥∥
p
= rI = inf E
[

(
FSST
)]
.
(iii) f (w) = supf∈FSST f (w), f (w) = inff∈FSST f (w).
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Note that the functions fc, f and f are not C1(W), since they are deﬁned by means of “min”
and “max” over ﬁnite sets of functions. Nevertheless, in [12] it is shown that they are C1 almost
everywhere on W .
Remark. The local identiﬁcation error actually depends on f0 and DT , i.e. E
(
f̂
) = E (f̂ , f0 ,
DT
)
. In IBC literature [21,16], a global error of given algorithms  is often considered,
deﬁned as
Eg ()
.= sup
f0∈F()
DT ∈D
E
(

(
FSST
)
, f0,D
T
)
.
An algorithm g is called globally optimal if Eg
(
g
) = inf Eg (). Note that a locally optimal
algorithm∗ is globally optimal, butg is not in general locally optimal. Thus, the local optimality
concept considered in this paper is stronger than the global optimality concept. In the rest of the
paper the local optimality concept will be considered and the term local will be omitted.
3. Hyperbolic Voronoi diagrams
In this section, the notion of HVD introduced in [12] is recalled. The HVD are a generalization
of standard Voronoi diagrams (see, e.g. [2]) and are used in the present paper to compute the
radius of information.
Consider the set of points: W˜T = {w˜t , t = 1, 2, . . . , N} and a T × T antisymmetric matrix .
Let t	 be the element of  at the t th row and 	th column. Then deﬁne:
• The (n − 1)-dimensional hyperbola Ht	:
Ht	
.= {w ∈ Rn : ∥∥w − w˜t∥∥− ∥∥w − w˜	∥∥ = t	, t = 	}.
• The n-dimensional regions St	 containing w˜t :
St	
.= {w ∈ Rn : ∥∥w − w˜t∥∥− ∥∥w − w˜	∥∥ < 	t , t = 	}.
• The hyperbolic cell Ct : Ct .= ⋂	=t St	.
The cells Ct are also called n-faces. The surfaces Ĥ t	 = Ht	 ∩ [Ct ], where [Ct ] is the closure of
Ct , are called (n − 1)-faces. The intersections between the (n − 1)-faces generate other cells of
dimension d, with 0d < n − 1, called d-faces. The 0-faces are called vertices.
Deﬁnition 4. The HVD V (W˜T , ) is deﬁned as the set of all d-faces, 0dn.
If t	 = 0,∀t, 	, all hyperbola Ht	 degenerate into hyperplanes and the deﬁnitions become the
ones of standard Voronoi diagrams [2]. The next theorem shows some properties of HVD useful
for characterizing the optimal bounds f and f .
Theorem 2 (Milanese and Novara [12]).
(i) Ct = ∅ ⇐⇒ ∥∥w˜t − w˜	∥∥ > t	,∀	 = t ,
(ii) Ct ∩ C	 = ∅, t = 	, and
(iii) ⋃Tt=1 [Ct ] = Rn, where [Ct ] is the closure of Ct .
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This result shows that the non-empty cells of an HVD give a complete partition of Rn, so
that any w ∈ Rn belongs to some (n − 1)-dimensional hyperbola Ht	 or to one (and only one)
cell Ct .
Now, for given functions f and f , consider the HVD V and V deﬁned as
V
.= V
(
W˜T , 
)
, V
.= V
(
W˜T , 
)
,
where 	t =
(
h
	 − ht
)
/, 	t = (ht − h	) /. Let Ct , t = 1, 2, . . . , T be the cells of V and
Ct , t = 1, 2, . . . , T be the cells of V . The following result and the comments below show the
connection between the HVD V and V and the optimal bounds f (w) and f (w).
Theorem 3 (Milanese and Novara [12]).
(i) Let Ct be a non-empty cell of V . Then f (w) = ht +  ∥∥w − w˜t∥∥ , ∀w ∈ Ct .
(ii) Let Ct be a non-empty cell of V . Then f (w) = ht −  ∥∥w − w˜t∥∥ , ∀w ∈ Ct .
This theorem shows that, for w belonging to a non-empty cell Ct , the function f (w) is given
by the cone in Rn ×R deﬁned by the equation y = ht +  ∥∥w − w˜t∥∥, with vertex of coordinates(
w˜t , h
t
)
and axis along the y-dimension. Since from Theorem 2 the non-empty cells of V give
a complete partition of the regressor space Rn, f is a piece-wise conic function over a suitable
partition of Rn that can be derived from the HVD V . Indeed, the intersection of two cones y =
h
t + ∥∥w − w˜t∥∥ and y = h	+ ‖w − w˜	‖, projected onRn gives the hyperbola Ht	 = {w ∈ Rn :∥∥w − w˜t∥∥ − ‖w − w˜	‖ = t	, t = 	} that deﬁne the HVD V . Similar considerations hold for
the relation between f and V .
4. Radius of information computation
Let us deﬁne the following error function:
fe(w)
.= 12
[
f (w) − f (w)
]
,
which allows to write the radius of information as rI = ‖fe‖p, where the norm is deﬁned in (3).
The analytical computation of ‖fe‖p does not appear feasible, since fe is a quite “complicated”
function (see Section 2). Let us consider the numerical computation of ‖fe‖p.
The standard approach (see, e.g. [21,23] and the references therein) for the numerical compu-
tation of the Lp norm of a function f (w) ∈ Cr(W) is to evaluate f (w) on a set of m points:{
f (w1), f (w2), . . . , f (wm) : w1, w2, . . . , wm ∈ W
}
.
Then, the norm is approximated as
‖f ‖p  ‖̂f ‖p =
{ [∑m
k=1 ak
∣∣f (wk)∣∣p]1/p , p ∈ [1,∞),
maxk=1,...,m
∣∣f (wk)∣∣ , p = ∞,
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where ak are suitably chosen. For ak = 1/m, we have the widely used quasi-Monte Carlo
algorithms. This approach is simple and easy to implement but is affected by two relevant
problems:
(1) For ﬁnite m, ‖̂f ‖p is only an approximation of ‖f ‖p.
(2) In general, the number of points m required to obtain a certain degree of approximation grows
exponentially with the dimension n of the set W :
mc
−n/r ,
where c is a positive number, 
 = ∣∣‖f ‖p − ‖̂f ‖p∣∣ is the approximation error, and f ∈ Cr(W)
(see [21,23]). This is the well-known curse of dimensionality, by which norm computation is
intractable for large values of n.
In this paper, we focus on the L∞ norm, which is a most relevant case in nonlinear SM
identiﬁcation. Two methods for the computation of rI = ‖fe‖∞ are introduced. The ﬁrst method
provides exact evaluation of rI using a ﬁnite set of points. Such a method is still affected by the
exponential dependence on the dimension n. The second method is approximated but not affected
by the exponential dependence on n.
Consider the HVDs individuated by the functions f and f , introduced in Section 3:
V
.= V
(
W˜T , 
)
, V
.= V
(
W˜T , 
)
.
Let Ct , t = 1, 2, . . . , T be the cells of V and Ct , t = 1, 2, . . . , T be the cells of V . Denote with
[X] the closure of set X, with (X) the boundary of set X and deﬁne:
Btk .= [Ct ] ∩ [Ck] ∩ W, t, k = 1, 2, . . . , T . (6)
We refer to the set Btk0 using the term cell. The boundary (Btk) of a cell is composed of surfaces
called (n − 1)-faces of Btk . Each (n − 1)-face of Btk is either a portion of an (n − 1)-face of
V , or a portion of an (n − 1)-face of V , or a portion of (W). The intersections between the
(n − 1)-faces generate other surfaces of dimension d, with 0d < n − 1, called d-faces of Btk .
The 0-faces are called vertices of Btk and are indicated with Btk0 . The set of all vertices is denoted
as
B0 .=
T⋃
t,k=1
Btk0 .
Assume that W ⊂ Rn is a convex polytope. The following result shows that the exact value of
rI can be calculated by evaluating the error function over the ﬁnite set of points B0.
Theorem 4. The radius of information rI is given by
rI = max
w∈B0
fe(w).
Proof. From point (iii) of Theorem 2 it directly follows that the sets Btk constitute a complete
partition of W , i.e. that W = ⋃Tt,k=1 Btk . The radius of information can thus be expressed as
rI = ‖fe‖∞ = ess sup
w∈W
|fe (w)| = max
t,k=1,...,T maxw∈Btk
fe(w).
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Hence, let us consider the computation of maxw∈Btk fe(w). From Theorem 3 we have
fe(w) = 12 (h
t − hk) + 
2
(
∥∥w − w˜t∥∥+ ∥∥∥w − w˜k∥∥∥), w ∈ Btk. (7)
This expression shows that fe(w) is a convex function onBtk , since
∥∥w − w˜t∥∥ and ∥∥w − w˜k∥∥ are
convex functions. A function that is convex on a compact set has its maximum on the boundary
of the set, see, e.g. [19]. Then, deﬁning:
wtkM
.= arg max
w∈Btk
fe(w)
we have that
wtkM ∈ (Btk). (8)
The boundary (Btk) is composed of the (n − 1)-faces of Btk , hence wtkM is on an (n − 1)-face
of Btk . An (n − 1)-face of Btk is either an portion of an (n − 1)-face of V , or a portion of an
(n − 1)-face of V , or a portion of (W).
Consider the case that wtkM lies on an (n − 1)-face of V . Then wtkM ∈ H
t	 for some 	, where
H
t	 is the (n − 1)-dimensional hyperbola deﬁned by
H
t	 .= {w ∈ Rn : ∥∥w − w˜t∥∥− ∥∥w − w˜	∥∥ = (h	 − ht) /}.
Suppose that this hyperbola has curvature oriented towards w˜	. Since the level surfaces of fe(w)
are ellipsoids with curvature oriented towards w˜t , it follows fe(w) is convex on the (n − 1)-face
individuated by Ht	. This implies that wtkM is on the boundary of the (n−1)-face. If the hyperbola
H
t	 has curvature oriented towards w˜t , we can write fe(w) as
fe(w) = 12 (h
	 − hk) + 
2
(
∥∥w − w˜	∥∥+ ∥∥∥w − w˜k∥∥∥), w ∈ Ht	.
The level surfaces of this function are ellipsoids with curvature oriented towards w˜	 and thus wtkM
is on the boundary of the (n− 1)-face. Similarly, it can be seen that this property holds also if the
maximum lies on a (n − 1)-face of V . Therefore, if wtkM lies on a (n − 1)-face of V or V , it is on
the boundary of the (n − 1)-face, i.e. on a (n − 2)-face of Btk .
This property holds also in the case that wtkM is on an (n − 1)-face B˜tk1 belonging to (W).
Indeed, B˜tk1 is a portion of a plane and thus a convex set. This implies that the error function fe
is convex on B˜tk1 and that its maximum is on the boundary of B˜tk1 , i.e. on an (n − 2)-face of Btk .
Iterating this argument for n − 3, n − 4, . . . , 0, we have that wtkM is on a 0-face of Btk , i.e.
wtkM ∈ Btk0 . The claim of the theorem follows, since wtkM ∈ Btk0 for all t, k = 1, 2, . . . , T . 
The computation of rI indicated in Theorem 4 requires to calculate the vertices of the sets
Btk . An algorithm for this calculation has been developed in Matlab. The main functions of the
algorithm (main program and function vertices) are reported below in a code-like format. The
other functions are only qualitatively described, since their code is quite complex and not essential
to understand how the algorithm works.
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Algorithm
Main program
VERT = [];
for t = 1 : T
for k = 1 : T
Vert=vertices(ŵtk);
VERT = [VERT Vert];
end
end
Function vertices
v = vert_search(ŵtk);
Vert = v;
Vpv = v;
a = 0;
while a == 0
V = Vpv;
Vpv = [];
b = 0;
for i = 1:size(V , 2)
[Vfn, b(i)] = ﬁrst_neighbours(V (:, i));
Vpv = [Vpv Vfn];
end
a = all(b == 1);
Vert = [VM Vpv];
end
Function vert_search: This function takes a starting point ŵtk as input and gives a vertex
v ∈ Btk0 as output.
Function ﬁrst_neighbours: This function takes a vertex V (:, i) ∈ Btk0 as input and gives
the set Vfn of all vertices of Btk0 which are ﬁrst neighbours of V (:, i) as output. The function
ﬁrst_neighbours also allows to check if all the points of Btk0 have been computed. In particular,
if b = 1 for all the steps of the for loop in the function vertices, then Vert = Btk0 . In this case,
the while loop stops and the points of Btk0 are all contained in Vert. On the contrary, if b = 1 for
some step of the for loop, the while loop continues until Vert = Btk0 .
The function vertices allows to evaluate the vertices Btk0 of a cell Btk for given t, k. In order to
evaluate all the vertices of
⋃
t,k Btk0 , the main program runs this function for all t, k = 1, 2, . . . , T .
Clearly, a vertex of a cell is also a vertex of other cells. In order to avoid unnecessary computations,
the function ﬁrst_neighbours also recognizes if a vertex has already been evaluated and then skips
its computation.
A simpliﬁed version of the algorithm, requiring only one for loop in the main program, has
been implemented for the computation of the vertices of a HVD V
(
W˜T , 
)
.
The computation of rI as indicated in Theorem 4 and in the above algorithm can be performed in
principle for any dimension n of the regressor space. However, as it happens for standard Voronoi
diagrams [2], the computational complexity needed to evaluate the vertices is exponential in
n. This issue can be overcome by means of the theorem below, which allows to compute an
approximate radius of information with low computational cost.
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Deﬁne the following HVD: H .= V (W˜T , 0). Let Ct .= [At ] ∩ W , where At are the cells of
H . The following lemma, describing some properties of the sets Ct and Bt t , is essential for the
calculation of the approximate radius of information.
Lemma 1. The sets Ct and Bt t are convex and Bt t ⊆ Ct .
Proof. The HVD H is a standard Voronoi diagram (see Section 3), then the cells At are poly-
hedrons, i.e. convex sets. It follows that Ct is a convex set, being the intersection between two
convex sets (W is assumed convex).
From the deﬁnition of Ct and Ct in Section 3, we have that Bt t is given by
Bt t =
⎡⎣⋂
	=t
S
t	
⎤⎦ ∩
⎡⎣⋂
	=t
St	
⎤⎦ ∩ W,
S
t	 .= {w ∈ Rn : ∥∥w − w˜t∥∥− ∥∥w − w˜	∥∥ < (h	 − ht )/},
St	
.= {w ∈ Rn : ∥∥w − w˜t∥∥− ∥∥w − w˜	∥∥ < (ht − h	) /}. (9)
Note that St	 ⊆ St	 if h	ht , or St	 ⊆ St	 if h	 > ht . Eq. (9) can thus be written as
Bt t =
⎡⎣⋂
	=t
S˜t	
⎤⎦ ∩ W,
S˜t	
.= {w ∈ Rn : ∥∥w − w˜t∥∥− ∥∥w − w˜	∥∥ < ˜	t },
with ˜	t = (h	 − ht )/ if h	ht , or ˜	t = (ht − h	)/ if h	 > ht .
It is easy to see that S˜t	 are convex regions. Indeed, the surface that deﬁnes S˜t	 individuated
by the equation
∥∥w − w˜t∥∥− ‖w − w˜	‖ = ˜	t is a (n − 1)-dimensional hyperbola with curvature
oriented towards w˜t , i.e. towards S˜t	. It follows that Bt t is convex, being the intersection between
convex sets.
The cells At are deﬁned by
At
.=
⋂
	=t
Ŝt	,
Ŝt	
.= {w ∈ Rn : ∥∥w − w˜t∥∥− ∥∥w − w˜	∥∥ < 0}.
Being ˜	t0, we have that S˜t	 ⊆ Ŝt	. This implies that Bt t ⊆ Ct . 
Consider the following optimization problems:

ti = max
w∈Ct
∣∣wi − w˜ti ∣∣ , i = 1, 2, . . . , n, (10)

t = max
i
∥∥∥i,t − w˜t∥∥∥ , i,t = arg max
w∈Bt t
∣∣wi − w˜ti ∣∣ , i = 1, 2, . . . , n. (11)
The following theorem provides upper and lower bounds of the radius of information.
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Theorem 5. The radius of information rI is bounded as
rrIr, (12)
where r = ε + maxt
∥∥∥
t∥∥∥ , r = ε + maxt ∥∥
t∥∥.
Proof. From Theorem 3 we have that the error function can be expressed as
fe(w) = 12 (h
j − hk) + 
2
(∥∥∥w − w˜j∥∥∥+ ∥∥∥w − w˜k∥∥∥) ,
where
j = arg min
t
(
h
t +  ∥∥w − w˜t∥∥) ,
k = arg max
t
(
ht −  ∥∥w − w˜t∥∥) . (13)
The HVD H is a standard Voronoi diagram (see Section 3), then the sets Ct constitute a complete
partition of W . Suppose that w ∈ Ct . From (13) it follows that
h
j + 
∥∥∥w − w˜j∥∥∥ ht +  ∥∥w − w˜t∥∥ ,
−hk + 
∥∥∥w − w˜k∥∥∥  − ht +  ∥∥w − w˜t∥∥ .
We have therefore:
fe(w) 
1
2
(h
t − ht ) + 
2
(
∥∥w − w˜t∥∥+ ∥∥w − w˜t∥∥)
= ε +  ∥∥w − w˜t∥∥ , w ∈ Ct .
Hence maxw∈Ct fe(w) maxw∈Ct
(
ε +  ∥∥w − w˜t∥∥).
From the deﬁnition of 
t , it is easy to see that maxw∈Ct
∥∥w − w˜t∥∥  ∥∥
t∥∥, which yields:
max
w∈Ct
fe(w)ε + 
∥∥
t∥∥ .
Since the cells Ct , t = 1, 2, . . . , T deﬁne a complete partition of W , we have
rI = ‖fe‖∞ = ess sup
w∈W
|fe (w)| = max
t=1,...,T maxw∈Ct
fe(w)
and then
rI = max
t=1,...,T maxw∈Ct
fe(w) max
t=1,...,T
(
ε +  ∥∥
t∥∥) ,
which proves that r is an upper bound of rI. Let us now show that rrI.
Since Bt t ⊆ Ct (see Lemma 1), we have that
rI = max
t=1,...,T maxw∈Ct
fe(w) max
w∈Bt t
fe(w) ∀t.
Theorem 3 shows that, for w ∈ Bt t , the error function can be expressed as
fe(w) = ε + 
∥∥w − w˜t∥∥ .
948 M. Milanese, C. Novara / Journal of Complexity 23 (2007) 937–951
From the deﬁnition of 
t it follows that maxw∈Bt t
∥∥w − w˜t∥∥  ∥∥∥
t∥∥∥, ∀t . We have thus:
rIε +  max
t=1,...,T
∥∥∥
t∥∥∥
which shows that r is a lower bound of rI. 
Note that the optimization problems (10) and (11) can be easily solved. Indeed, (10) is equivalent
to the following optimization problems: a = maxw∈Ct
(
wi − w˜ti
)
, b = minCt
(
wi − w˜ti
)
, 
ti =
max (|a| , |b|). The ﬁrst two problems are convex since Ct is a convex set (see Lemma 1) and(
wi − w˜ti
)
is a convex function; the third one is trivial. The same argument holds for the second
of Eqs. (11). The ﬁrst of Eqs. (11) is trivial.
The following approximate radius of information:
r̂I
.= 12
(
r + r) (14)
is an estimate of rI and can be used when the dimension n of the regressor space is large.
Remark. The computational complexity of evaluating r̂I is O(n2). Indeed, a complexity O(n) is
required for the evaluation of 
ti or 
i,t
, since it must be veriﬁed that constraints such as
∥∥w − w˜t∥∥
− ‖w − w˜	‖  	t are satisﬁed. Clearly, the complexity involved by the computation of the norm
‖x‖ .=
√∑n
i=1 x2i is O(n). Since 

t
i and 
i,t must be calculated for i = 1, 2, . . . , n, it follows that
the computation of 
t and 
t , and thus the computations of r , r and r̂I have complexity O(n2).
Note that, while the calculation of rI becomes intractable in practice for n5 or 6, the calculation
of r̂I can be performed for large values of n without signiﬁcant problems.
5. Example
The radius of information allows to assess the accuracy achieved by the optimal estimate
provided by Theorem 1. More in general, the radius of information allows to asses the quality
of the overall identiﬁcation procedure, involving speciﬁc problems such as input type selection,
sampling time choice, input channels selection, regressors choice, model order selection [17].
These problems are quite relevant in system identiﬁcation [10,4]. In the literature, much effort has
been spent to solve them for linear systems, see, e.g. [10,3,7]. On the contrary, very few studies
on nonlinear systems are available [5,8].
In this example, we have considered an input type selection problem for the following nonlinear
system
y(t + 1) = 0.88y(t) − 0.12 tanh[15y(t)] + 0.06u(t). (15)
The initial condition y(1) = 0 has been assumed. Three input types have been used:
U(1) = {3 sin(0.2t), t = 1, 2, . . . , T },
U(2) = {3 sin(0.0009t2), t = 1, 2, . . . , T },
U(3) = {WN(0, 4, t), t = 1, 2, . . . , T } (16)
where WN(0, 4, t) is a white Gaussian noise of mean 0 and variance 4.
For each input type, a simulation of system (15) of length T = 300 has been performed and
the corresponding exact radius of information rI, approximate radius of information r̂I, lower
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Fig. 1. Input sequences.
bound r I, and upper bound r I have been computed. The sequences U(1), U(2), U(3) used in these
simulations are shown in Fig. 1. The regressor has been deﬁned as
w(t) = [y(t) u(t)].
The regressor domain of interest has been assumed to be the rectangular region indicated in Fig. 2
and deﬁned by
W
.= {w : w10.35, w1 − 0.35, w23.5, w2 − 3.5} .
The values ε = 0 and  = 1.5 have been taken on the basis of the procedure proposed in [12]. The
values of the exact radius of information rI, approximate radius of information r̂I, lower bound
r I, and upper bound r I obtained are shown in Table 1.
The fact that U(3) provides a lower radius of information, and then a higher identiﬁcation
accuracy, could be related to the more uniform exploration of the regressor domain W provided
by U(3) with respect to U(1) and U(2). This can be observed in Fig. 2, where the “measured”
regressors are shown for the three simulations.
Considering the values of exact and approximate radius of information in Table 1, we can
conclude that U3 is the best input type among {U(1), U(2), U(3)} to be used for system (15)
identiﬁcation.
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Fig. 2. “Measured” regressors.
Table 1
Values of rI, r̂I, r I, r I corresponding to input sequences U(1), U(2), U(3)
rI r̂I r I r I
U(1) 1.08 0.88 0.66 1.1
U(2) 0.97 1 0.96 1.04
U(3) 0.49 0.49 0.47 0.51
6. Conclusions
Within the SM-IBC approach for nonlinear systems identiﬁcation, a quantity called radius of
information, giving the worst-case identiﬁcation error, is deﬁned. The radius of information is
important in order to assess the quality of a given model and, more in general, of a whole iden-
tiﬁcation procedure. In this paper, two algorithms for the evaluation of the radius of information
have been proposed: The ﬁrst is exact but requires a complexity exponential in the dimension of
the regressor space. The second is approximate and involves a quadratic complexity.
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