Since we are interested in properties of the Jacobian of f , the genericity statement is expressed in terms of linearizations of f . For simplicity, we study the case of time-invariant linear systemsẋ = Fx (dot indicates time derivative) whose matrix F has the following form:
where the F ij 's are fixed coefficients and the p j 's are the parameters being perturbed.
(We view such a matrix as a possible linearization of f around a particular state. A result may also be proved for time-dependent matrices, corresponding to linearizations along trajctories, but the present approach is sufficient in order to show that one gets a full rank even when perturbations only directly affect one of the variables.) We will show that for this system, and for generic values of the F ij 's, the parameters p j 's, the initial condition x(0), and the time T , the sensitivity matrix R(t, P i ) with respect to the parameters p j at time T has full rank.
Let us first define everything precisely.
For any given n × n matrix F = (F ij ) and n-vector P = (p 1 , . . . , p n ), we write:
Observe that, for any n-vector x = col (x 1 , . . . , x n ), we have that:
for each j = 1, . . . , n. We next introduce the sensitivity matrices with respect to the parameter vector P along solutions ofẋ = F(F, P)x. Pick any nvector ξ and consider the following initial value problem, a system of (n+1)n differential equations:
We define the sensitivity matrix as folows
for any positive time T . This is the same as "R(t, P i )" in the main text, except that we are showing the dependence on initial states and constants defining the system.
Theorem.
For generic values of T, F, ξ, P, det R(T, F, ξ, P) = 0.
The meaning of "generic" is: consider the set of vectors of size 1 + n 2 + n + n which list T and the entries of F, ξ, P; for all such vectors except for a set of measure zero, the matrix is nonsingular.
Proof. Solutions of the shown initial value problem are real-analytic functions of time and of the parameters defining the system (see for instance [2] ). Therefore, to show that the determinant is generically nonzero, it is enough to show that R(T, F, ξ, P) = 0 for just one choice of (T, F, ξ, P). We pick T = 1, P = 0 (zero vector),
, and:
Notice that F(F, P) = F, because P = 0.
We have that the jth coordinate of the solution ofẋ = Fx with initial condition ξ is:
From this, one verifies induction that: z j (t) = col (z 1j (t), . . . , z nj (t)) where:
We pick, in particular, t = 1. Therefore, R(1, F, 0, 0) = Z, where Z is the following n × n matrix:
To show that Z is nonsingular, we first multiply the i-th row by (i − 1)! and the j-th column by (j − 1)!, so we may without loss of generality assume that Z is the n × n matrix with entries:
This is the n-th Hankel matrix H n of the expansion of the exponential. The matrix H n has full rank, since its determinant is nonzero:
(this well-known formula can be derived using the computer-algebra system CLD, developed by Doron Zeilberger, and can be verified by application of "Dodgson's rule" for determinants, cf. [1] 
Initial conditions. We assume that at t=0, all four genes were inactive (the catalytic constants of transcription rates and [mRNA i ] equaled zero). When t = +0, the constants were assigned the values given in the Supplementary The finite differences between the control and perturbed transitions were calculated according to Eq. 7 of the main text. 
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Supplementary Table 2 continued Differential equation system: Concentrations of unphosphorylated forms:
Initial conditions. In all simulations, the initial condition (t=0) corresponded to the steady state of the MAPK pathway with a low Ras activity, Perturbations. The finite differences between the control and perturbed transitions were calculated for perturbation magnitudes of 5, 25 and 50% according to Eq. 7 of the main text. Perturbations. The following parameters were perturbed in order to calculate the appropriate row of Jacobian elements: row 1: k 3 , k 4 , V 5 , V 6 , k 7 row 2: V 1 , V 2 , k 8 , V 9 , V 10 row 3: V 1 , V 2 , k 3 , V 6 , k 7 row 4: V 1 , V 2 , k 3 , k 4 , V 5 row 5: k 3 , k 4 , V 5 , V 6 , V 10 There are additional requirements on the experimental protocol applied to sustained (limit cycle) oscillations. In fact, we have shown elsewhere that because of the phase differences between the original and perturbed trajectories, the sensitivities to parameter change tend to infinity when the time after perturbation infinitely increases [6] . Therefore, experimental setup should allow to effectively restart perturbation responses following oscillatory behavior, e.g., applying perturbing agents to aliquots of unperturbed cells at the selected time points.
1* V 1 ⋅[MKKK]/((1 + ([MAPK-PP]/K I ) n )⋅(K 1 + [MKKK])) V 1 =150; n=1; K I =9; K 1 =10; 2 V 2 ⋅[MKKK-P]/(K 2 + [MKKK-P]) V 2 = 15; K 2 = 8; 3 k 3 ⋅[MKKK-P]⋅[MKK]/(K 3 + [MKK]) k 3 = 1.5; K 3 = 15; 4 k 4 ⋅[MKKK-P]⋅[MKK-P]/(K 4 + [MKK-P]) k 4 = 1.5; K 4 = 15; 5 V 5 ⋅[MKK-PP]/(K 5 + [MKK-PP]) V 5 = 45; K 5 = 15; 6 V 6 ⋅[MKK-P]/(K 6 + [MKK-P]) V 6 = 45; K 6 = 15; 7 k 7 ⋅[MKK-PP]⋅[MAPK]/(K 7 + [MAPK]) k 7 = 1.5; K 7 = 15; 8 k 8 ⋅[MKK-PP]⋅[MAPK-P]/(K 8 + [MAPK-P]) k 8 = 1
