We used several machine learning algorithms to predict the defective modules in five NASA products, namely, CM1, JM1, KC1, KC2, and PC1. A set of static measures were used as predictor variables. While doing so, we observed that a large portion of the modules were small, as measured by lines of code (LOC). When we experimented on the data subsets created by partitioning according to module size, we obtained higher prediction performance for the subsets that include larger modules. We also performed defect prediction using class-level data for KC1 rather than method-level data. In this case, the use of class-level data resulted in improved prediction performance compared to using methodlevel data. These findings suggest that quality assurance activities can be guided even better if defect predictions are made by using data that belong to larger modules.
INTRODUCTION
Defective modules pose considerable risk by decreasing customer satisfaction and by increasing the development and maintenance costs. Therefore, in software development life cycle, it is desirable to predict defective modules as early as possible. Effective risk prediction models can improve software developers' ability to identify the defect-prone modules and focus quality assurance activities such as testing and inspections on those modules.
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. To copy otherwise, to republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Static measures obtained from source code, such as size, complexity, coupling, and cohesion measures, have been associated with the risk factors such as defects and change. Some researchers found a strong relationship between these measures and risk factors (e.g. [4] ), whereas the other researchers found weak or nonsupportive evidence as explained by Shepperd and Ince [9] in depth. To a certain extent, the differences in the research results can be due to the variation in the nature of software development because of the differences in development processes, skill levels or expertise of the programmers, problem difficulty, and so on. However, the differences in the results were wide enough to create two groups; one believing in the merits of static measures and prediction models, and the other remaining skeptical. The recently emerging software repositories allow us to bring additional empirical evidence by working on the same data sets and by having an open discussion about our methodologies and results.
For this purpose, we studied the publicly available data that belong to five NASA products, CM1, JM1, KC1, KC2, and PC1 1 . For each module, the related data sets included a set of static measures and a binary variable that takes true value if there are one or more defects reported for that module, and false otherwise. We built several prediction models using the machine learning algorithms available in the tool Weka [12] . The results were neither discouraging nor very promising. However, when we took a closer look at the data, our first observation was that the majority of the modules in these data sets can be categorized as small modules. Therefore, we decided to investigate the effect of module size on the performance of defect prediction models.
Recently, El-Emam et al. mentioned the confounding effect of class size on the validity of the object oriented measures [2] . They found that after controlling for size, none of the object-oriented metrics they studied were associated with fault-proneness anymore. In our study, our focus was not on validating individual measures, but on applying data mining techniques and using all available data to build defect prediction models. However, while doing so, our observations were generally aligned with those made by El-Emam et al.
Size is an important measure because the other static measures usually depend on size. A number of previous studies showed that defect count is positively correlated with size. Therefore, normally, machine learning algorithms can be expected to predict the large modules as defectives with a higher probability. However, to obtain better predictions, machine learning algorithms should detect more specific patterns for defective modules. When a data set is greatly populated by small modules, the following reasons can limit the ability of machine learning algorithms to find such patterns: 9 1 The data sets are available on-line at: http://promise.site.uottawa.ca/SERepository/datasets-page.html n Min. • For small modules, the static measures other than LOC are also likely to be small, or in other words, closer to zero. Therefore, the characteristics of small modules might show little variation. This similarity can make it difficult for a machine learning algorithm to distinguish between small defective and small non-defective modules.
• The measurements for large modules will have a better chance to show variation. However, the small percentage of large modules in a data set may not be enough to train the models to distinguish between defective and non-defective large modules.
To overcome the above problems, measurements, defect counting, and defect prediction could be done for larger modules. We should mention that, to do so, the system should be large enough to provide enough number of data points which would allow statistically meaningful conclusions. In this case, instead of using binary (true/false) values to indicate defectiveness for each module, defect count could be obtained. In such a scheme, high-defect modules, for example the top N% in defect ranking, could be labeled as "risky", and prediction models could be built to predict those risky modules.
In this paper, we report the results of our study which explored the effect of module size on defect prediction and the potential benefits of using larger modules for prediction.At this point, it is useful to give the definition of defect in this study because it might have an effect on the prediction models as mentioned by Nikora and Munson [8] . Defect is defined as "a change needed in a software module because of a problem or a combination of related problems in software". Next, we start with a preliminary analysis of the data sets.
PRELIMINARY DATA ANALYSIS
Considering the relationship between size and the effectiveness of the defect prediction models, we first examined the module size in the products that we studied. Table 1 shows a summary of the size data for all products. From the median and average values, it can be seen that the module size of these products can be categorized as small. For example, in KC1, the median value corresponds to 9 LOC. PC1 included relatively larger modules with the median of 23 and the mean of 42.02. However, Table 1 demonstrates that it is fair to say that most modules in these data sets are small modules.
Following that, for each product, we examined the LOC histogram of the product and that of the defective modules in the product. Figure 1 compares the LOC histogram of KC1 with the LOC histogram of the defective modules in KC1. It can be seen that the defective modules are shifted to the right of the whole set in terms of LOC distribution. The same situation occurred in all five products. We also used formal hypothesis testing to test the null hypothesis that the two samples come from the same distribution. Wilcoxon Rank-Sum test [3] , which is robust to non-normality, rejected this null hypothesis for all products. The W and p-values for Table 2 .
From the results of the preliminary analysis, we can say that the larger modules have a higher chance to be defective which is in accordance with the observations made by the previous studies. However, the average and median values for module size in these data sets are very small. It should be noted that the average module size in the previous studies of defect prediction was much higher. For example, in [6] , Khoshgoftaar et al. measured 13 million LOC for 7,000 modules, having an average module size of approximately 1,860 LOC. In [5] , Khoshgoftaar et al. reported their results for a sample of 1.3 million LOC for 1,980 modules, having an average around 650 LOC. Tian and Nguyenta used tree-based models for Nortel Networks products which had 1,000 modules with the average of 1,000 LOC [11] .
DEFECT PREDICTION ON SUBSETS
At this step, for each original data set, we obtained fifteen subsets by recursively partitioning in half after ranking the modules according to their size. After each partitioning, we mixed the data points in the subsets randomly to provide an unbiased learning scheme for the cross-validation runs. Figure 2 shows the naming scheme for these subsets. We found it appropriate to stop at the third level where the subsets still included enough number of data points for machine learning.
After that, we ran several machine learning algorithms on the subsets in an exploratory manner and made some observations about the prediction performance. The measures of prediction performance, precision, recall, and F-measure, are explained in Figure 3 . Normally, the choice of the machine learning algorithm and adjustment of the model parameters affect the performance of the mod-S1 S2 S4 S8 S9 S5 S10 S11 S3 S6 S12 S13 S7 S14 S15 els. Among many machine learning algorithms implemented in Weka, we chose to report our results for two algorithms J48 and KStar. We generally obtained better prediction performances with J48 and KStar. However, it should be noted that comparing the performances of different algorithms was not the focal point of this study.
J48 is a decision tree learner and has been also used for defect detection by Menzies et al. on the same original data sets [7] . The model generated by a decision tree learner is a simple tree structure where non-terminal nodes represent tests on one or more attributes and terminal nodes reflect decision outcomes. Besides, a nice feature of J48 is that tree-based models are easy to interpret directly by human experts. The foundations of tree-based models are explained in detail in [1] . KStar is an instance-based learner. The classification is done for an instance based on the majority classes of K closest instances where the closeness is measured through some similarity measure (here, entropic distance measure). More information on both algorithms can be found in [12] .
In some other algorithms available in the tool Weka, the models are generated based on the statistical information about the overall effects of all features and all instances. These models are known to give unsatisfactory performance on very skewed data which is the case in our data sets. Some examples are Bayes Network, Neural Network, and Support Vector Machine. In our exploratory analyses, we found that the prediction performance was poor using these algorithms. For instance, when Neural Networks (or Multilayer Perceptrons) is run for CM1 by its default parameters, precision, recall, and F-measure for defective modules were 0.067, 0.02, and 0.031, respectively.
We developed a set of PERL programs and shell scripts which call the related classes of the tool Weka to execute J48 and KStar using a comprehensive set of parameter-value combinations. They recorded the best precision, recall, and F-Measure results and the parameters corresponding to those best results. When presenting the results, we use F-Measure because it takes both precision and recall into account. F-Measure is used popularly when reporting the performance of prediction models. The resulting plots can be seen in Figure 4 and Figure 5 for J48 and KStar, respectively. The plots are divided by dashed lines vertically to show the different levels of the partitioning scheme shown in Figure 2 . It can be seen that, at each level, F-Measure values are higher for the subsets that contain larger modules and, generally, there is an upward trend of F-Measure. We should note that, in PC1, there were some small 
Figure 5: F-measures of Subsets Using KStar
modules with the same measurement values that caused many machine learning algorithms to predict them as defective modules but no other modules. We considered it as a rather unusual case and removed those data points before the analysis.
DEFECT PREDICTION USING CLASS LEVEL DATA FROM KC1
From our analyses on the subsets of the available data sets, we concluded that the module size has an effect on the performance of defect prediction. In the datasets that include small modules, the prediction performance was poor. Therefore, we looked for additional data that belong to the same products but collected for modules that are at a higher abstraction level.
We found that KC1 has both class and method level measures posted on-line at the NASA Metrics Program web site 2 . In addition to using the already available class level measures, for each class, we aggregated the method level measures to class level. During this process, we took the minimum, maximum, sum, and average values. There was also a defect file, in which, each defect entry was associated with a method. We obtained the defect data at class level too. We made the resulting data sets and the R function used to create them on-line and publicly available 3 . The class level data for KC1 included 145 data points. The summary of the size and defect data for this data set can be seen in Table 3 From Table 3 , it can be seen that when we accept classes as modules, the median and average module size is a bit closer to those appeared in the literature. This time instead of only having a binary value to indicate defectiveness, we also had defect count for each class. We built our models both to predict the defective classes (DF), which were associated with at least one defect record, and to predict the top 5 percent (TOP5%DF) classes in the defect ranking. Table 4 gives a summary of the size and defect count in these groups of modules.
We used J48 to predict the modules that fall into these top defect module groups. The specific program call was:
We set the minimum number of instances at any leaf node to 8. Again, 10-fold cross validation was used. To obtain even better estimates, we found the averages for these values over 10 different runs with different randomization seed values used for crossvalidation shuffling in each run. 
DISCUSSION OF KC1 RESULTS
As mentioned before, in the KC1 data set posted at the PROMISE workshop web site, modules are labeled as defective or not defective. In Table 5 , it can be seen that using this data set, recall was .24.
The precision and recall when predicting the defective classes (DF) is high, however, since there are 60 modules with at least one or more defects covering 72% of the total source code, predicting the defective classes is perhaps not an ambitious purpose.
In TOP5%DF, precision was .5 and recall was equal to .63. This means that, out of the 8 modules in TOP5%DF defect ranking, 5 of them was predicted correctly. Weka did not allow us to identify exactly which instances (data points or modules) were correctly classified because cross-validation in Weka shuffles the instances and changes their order in the output. However, considering that the average defect count for TOP5%DF was around 37, we can say 185 defects from 669 would be caught.
Another advantage of using large modules is that the managers and programmers can easily recognize them and make their judgements to further investigate them or not. When the inspectors or testers are given larger modules that have a very high probability to contain a large number of defects, they can better locate the problems and see overall opportunities to eliminate the defects and improve code quality because the surrounding code will also provide some context information.
The use of tree-based algorithms such as J48 can help managers and developers to both predict and characterize the top defect modules. For example, the decision tree that we obtained for TOP5%DF using the whole data set was a very simple 1-level tree that can be defined by the rule: sumNUM_UNIQUE_OPERATORS <= 285: LMR sumNUM_UNIQUE_OPERATORS > 285: HR In this tree-based model, the whole set of data points in KC1 located in the root node are divided into two parts using the cutoff value of 285 of the metric sumNUM_UNIQUE_OPERATORS. The classes with greater values are predicted as HR (in this case TOP5%DF) and those with smaller values are predicted to be LMR. Such models can be easily understood and interpreted by human experts. Of course, the model can be extended to have more levels and to fit the data for better characterization of the data set, however the prediction performance on cross validation and on new data sets will drop in that case.
CONCLUSIONS
Based on our experiments on the data subsets obtained by partitioning according to size, we observed that predictability was poor for the subsets that included small components. In KC1, we observed that using class level data was a preferable alternative. Considering these results, it can be preferred to perform defect prediction for large components rather than small components. Another action could be, for small components, shifting the level of static measures and defect count to a higher abstraction level similar to what we have done in KC1 by shifting the static measures and defect data from method level to class level.
