Abstract. The purpose of this paper is to prove a gluing theorem for a given special Lagrangian submanifold of a Calabi-Yau 3-fold. The proof will be an adaption of the gluing techniques in J-holomorphic curve theory, [7] , [10] , [12] , [15] . It is a well known procedure in geometric analysis to construct new solutions to a given nonlinear partial differential equation by gluing known solutions [14] . First an approximate solution is constructed and then using analytic methods it is perturbed to a real solution. In this paper the gluing theorem will be used for smoothing a singularity of a special Lagrangian submanifold. In particular, we will show that given a special Lagrangian submanifold L of a Calabi-Yau manifold X with a particular codimension-two self intersection K it can be approximated by a sequence of smooth special Lagrangian submanifolds and therefore L is a limit point in the moduli space.
Introduction
Special Lagrangian submanifolds has become an important subject of study [1] , [3] , [4] , [5] , [11] due to recent developments in Mirror Symmetry. In 1996, Strominger, Yau and Zaslow [18] proposed a geometric construction of the mirror manifold via special Lagrangian tori fibration. They claimed that the mirror of a Calabi-Yau can be obtained by some suitable compactification of the dual of this fibration. Therefore to find a compactification and understand the close relations with the mirror symmetry one first should understand the singularities of the moduli space of special Lagrangian submanifolds and how to characterize them.
Another motivation to study this moduli space is the hope to obtain new invariants for symplectic manifolds. In [13] , McLean showed that the moduli space of all infinitesimal deformations of a smooth, compact, orientable special Lagrangian submanifold L in a Calabi-Yau manifold X within the class of special Lagrangian submanifolds is a smooth manifold of dimension equal to b 1 (L), the first Betti number of L. So if we can obtain some compactification of this moduli space then we will be able to count rational homology special Lagrangian spheres (hoping that there are finitely many of them) in a Calabi-Yau manifold [8] . McLean's result has been extended to symplectic manifolds by the author [16] and with a suitable compactification we can also obtain invariants for symplectic manifolds. Unfortunately, this program is far from complete and so far we don't know much about the global picture. With this work we hope to give some idea about possible singularities that can occur in this moduli space.
In this paper we will consider a 3-dimensional compact special Lagrangian submanifold L in a Calabi-Yau manifold X 6 and we will assume that L has a codimension two irreducible self-intersection K. The local model for this intersection will be explained in detail in section 2. For simplicity we will work in an open ball V around K and call the two parts of L which come together and intersect along K, as L 1 and L 2 . We will also assume that L 1 and L 2 intersect perpendicularly along K and the normal bundles have opposite Euler classes: e(N L 1 K) + e(N L 2 K) = 0. Also note that by McLean's result [13] the corresponding linearized operators D L 1 and D L 2 are surjective and this means that the corresponding moduli spaces of infinitesimal deformations of L 1 and L 2 are smooth manifolds near L 1 and L 2 , respectively. Under the given assumptions our goal will be then to show that L is a limit point in the moduli space of special Lagrangian submanifolds.
More precisely for a given singular special Lagrangian submanifold L, we will first construct an approximate special Lagrangian submanifold in an open ball V around the singular set K and use the Implicit Function Theorem to prove that there exists a true special Lagrangian submanifold nearby. Inside V the smoothing of the singularity can be represented as L 1 #L 2 . In order to prove the existence of a true special Lagrangian we need to get a uniform estimate for the right inverse for the linearized operator D L 1 #L 2 .
In this paper we will prove the following theorem for the simplest type of singularity of the form z 1 .z 2 = 0.
Theorem 1.1. : Given a connected immersed special Lagrangian submanifold L
3 of a Calabi-Yau manifold X 6 with a particular irreducible self intersection K of codimension-two (singularity of type z 1 .z 2 = 0) it can be approximated by a sequence of smooth special Lagrangian submanifolds and therefore L is a limit point in the moduli space. Remark 1.1. : We need the irreducibility condition only in proving the eigenvalue estimate in section 4. Other parts of the proof do not require this condition. We hope to extend our result to the reducible case later. Also our gluing construction can be generalized to higher dimensional special Lagrangians L n , (n > 3) by taking K to be of dimension n − 2 but since there are some regularity problems to be resolved in higher dimensions [9] , in this paper we did our construction only for Calabi-Yau 3-folds.
First we recall some basic definitions: Definition 1.1. : A Calabi-Yau manifold X n is a Kähler manifold of complex dimension n with a covariant constant holomorphic n-form.
(equivalently it is a Riemannian manifold with holonomy contained in SU(n)).
One other equivalent definition for Calabi-Yau manifolds is that they are Kähler manifolds with first Chern class c 1 = 0.
Calabi-Yau manifolds are equipped with a Kähler 2-form ω, an almost complex structure J which is tamed by ω, the compatible Riemannian metricg and a non-vanishing holomorphic (n, 0)-form ξ.
Equivalently, Re(ξ) restricts to be the volume form on L with respect to the induced metric. [6] 
Connected Sums of Special Lagrangian Submanifolds
In this section, we will first define the local model for the singularity and for a given gluing parameter δ, we will define a gluing map, smooth the singularity, and construct a smooth approximate special Lagrangian submanifold H δ = L 1 # δ L 2 nearby. Recall that inside an open ball V around K, the two parts of L which come together and intersect along K can be studied as a pair of special Lagrangian submanifolds L 1 and L 2 with opposite Euler classes. Here our goal is to construct a one-parameter family of approximate special Lagrangian which agrees with L 1 and L 2 outside a tubular neighbourhood of their intersection K. Our model locally consists of two special Lagrangian immersions l 1 and l 2 ,
intersecting orthogonally along K. The local geometry of K will be explained in detail later. The connected sum L 1 # δ L 2 is obtained by removing the tubular neighbourhoods of K in L 1 and L 2 , and joining the boundaries of these cylinders. It is clear that for L 1 # δ L 2 to have an orientation compatible with the given orientations of L 1 and L 2 , the boundaries of the tubular neighbourhoods must be joined by an orientation reversing map. The condition that the special Lagrangian submanifolds have opposite Euler classes and their intersection K is codimension-2 guarantees the existence of an orientation-reversing diffeomorphism.
2.1. PreGluing. We are given a pair of three dimensional special Lagrangian submanifolds
2 × K which are intersecting along K. This intersection can be smoothed at one of its points Y = (κ, 0, 0), κ ∈ K as in the figure (1). Here T 1 = l 1 (S 1 × S 1 ) and T 2 = l 2 (S 1 × S 1 ) both represent two dimensional torus. The construction of the approximate special Lagrangian submanifold is as follows:
where the singularity has the form K × {0} × {0}. We can identify the small disks D 1 and D 2 with the complex plane C.
Let z 1 = (x, y) and z 2 = (u, v) be the complex valued coordinates on T 1 and T 2 , respectively. Then T 1 ∧ T 2 is given by identifying z 1 = 0 in T 1 with z 2 = 0 in T 2 . We then cut off |z 1 | ≤ δ 2 and |z 2 | ≤ δ 2 from T 1 and T 2 , respectively and glue the remaining parts along
. Here the norms come from the induced metrics and to do gluing, we will assume that the induced metrics on L 1 and L 2 are compatible in the intervals |z 1 | < √ δ and |z 2 | < √ δ. The approximate special Lagrangian submanifold will be locally a product manifold H δ = T δ × K where T δ is the smoothing of T 1 ∧ T 2 with respect to the gluing parameter δ.
More precisely, we can think of K as a curve in C 3 with tangent T . (T b being the value at point b.) Let N b be the complex two dimensional subspace of C 3 orthogonal to T b and J.T b . Then starting with some complex basis V 1 b 0 , V 2 b 0 for one of the vector spaces N b (say N b 0 ), use orthogonal projection to define nearby complex bases
Then one gets a real five dimensional manifold locally the image of
where c(t) ∈ C 3 is the image point on the curve K under the parameterization c : R → K ⊂ C 3 . Within this real 5 dimensional manifold one has a real 3 dimensional manifold H δ where
for some cutoff function β.
When we do the smoothing for T 1 ∧ T 2 the new surface can be written as a graph over T 1 and similarly over T 2 . Therefore, locally, one can write the approximate special Lagrangian submanifold
β(z i ) being equal to 0 when |z i | > √ δ, and β(z i ) being equal to 1 when
. Moreover we will assume that β(z i ) is radially symmetric with respect to z i . This means that β satisfies x
where the complex coordinate z 1 is represented by (x, y) for x, y ∈ R and similarly u
satisfies the necessary properties and after smoothing we can use this as the cutoff function.
Note that this construction is symmetric around
and therefore it will be sufficient to investigate the other properties on one side.
This construction also shows that if we take L 1 as the graph of a function f and L 2 as the graph of another function g then L 1 # δ L 2 can be viewed as the graph of β δ (z 2 )f + β δ (z 1 )g which depends on the choice of the gluing parameter δ.
The map H δ is not special Lagrangian however we will see that the error term converges to zero as δ → 0 and our goal is to construct a true special Lagrangian submanifold near H δ . While the special Lagrangian equations are non-linear, it will be enough to find a solution of the corresponding linearized equation with estimates on the solutions which are independent of δ. Here δ is the parameter defining the conformal structure of the connected sum and we will assume that it is small in our constructions.
Lagrangian Property.
After constructing the approximate special Lagrangian submanifold the next step is to show that
is Lagrangian. In other words the symplectic 2-form ω on the ambient Calabi-Yau manifold X 2n restricts to zero on L 1 # δ L 2 . Therefore we need to introduce the symplectic structure in a small neighbourhood of the singular set.
Also let x 1 , x 2 , x 3 be the local coordinates for L 1 and x 4 , x 5 , x 6 be the local coordinates for L 2 . The basis e 1 , ..., e 6 will generate the the tangent space, T b X. Then we can take the dual basis ω 1 , ...ω 6 for the basis e 1 , ..., e 6 of T b X 6 and without loss of generality we can assume that the restriction of e 1 , e 2 , e 3 will be the basis for T b L 1 and similarly e 4 , e 5 , e 6 will be the basis for T b L 2 . Then we can find the dual basis ω 1 , ω 2 , ω 3 for T * b L 1 and ω 4 , ω 5 , ω 6 for T * b L 2 with respect to the induced metric. Recall that we have the local model:
Therefore, without loss of generality we can assume that ω 1 , ω 2 ∈ T * (T 1 ), ω 5 , ω 6 ∈ T * (T 2 ) and ω 3 , ω 4 ∈ T * K. Then in local coordinates, the symplectic structure in a small neighbourhood of the singularity is given as follows:
is a Lagrangian submanifold of X with respect to the symplectic structure defined as above.
Proof: We will show that the symplectic two form ω restricts to
Recall that this construction is symmetric around
and therefore it will be sufficient to prove the lemma for only one side. So here we will work with the interval
be the standard basis for R n . Then the tangent space of L at any point is generated by the following vectors:
, where
Similarly the tangent space of the approximate special Lagrangian H δ is generated by 3 vectors.
Then
where we used the property of the cutoff function x ∂β ∂y = y ∂β ∂x . This calculation shows that the restriction of ω onto the tangent space of H δ is zero for any δ. This implies that H δ is Lagrangian independent of δ.
Recall that L 1 # δ L 2 can be viewed as the graph of β δ (z 2 )f + β δ (z 1 )g where L 1 is the graph of a function f and L 2 is the graph of another function g. Also we know that a Lagrangian submanifold of the cotangent bundle T * W of a manifold W , is locally defined as the image of a section dΦ : W → T * W for some function Φ : W → R. Since L 1 and L 2 are both Lagrangian there are functions F, G such that f = ∇F and g = ∇G. Using the given cutoff function β(z i ) and showing that β = ∇Φ for some functionΦ, one can easily see that
Induced Metric and The
Lemma 2.1 says that the approximate special Lagrangian L 1 # δ L 2 is Lagrangian and the error term for being a special Lagrangian will
In this section we will show that ||error term|| L 2 2,δ approaches to zero as the gluing parameter δ → 0. In our estimates we will always use C to denote a uniform constant independent of the gluing parameter δ but its actual value may vary in different places. Also note that since there is symmetry in our construction, it is sufficient to show this for only the interval
where the tangent space is generated by the vectors E 1 , E 2 , E 3 as in Lemma 2.1.
Since (−1)
n(n−1)/2 (i/2) n ξ ∧ ξ = ω n /n! for any n, we can write the complex 3-form ξ in local coordinates as follows:
Again as in Lemma 2.1, we will use the vectors E 1 , E 2 , E 3 which span the tangent space of the approximate special Lagrangian. Then we get
Therefore the error term is given as ∂β ∂y
. This implies that for the intervals where β = 0 or β = 1, the error term will be zero. In other words, the approximate special Lagrangian will be a true special Lagrangian for these intervals.
Next we will show that the value of the L 2 2,δ norm of the error term approaches to zero as δ → 0. Note that since the volume form depends on the metric the L 2 2,δ norm also depends on the induced metric.
Recall that at Y the singularity is smoothed by the formula
where z 1 = (x, y) and z 2 = (u, v) are the complex valued coordinates on T 1 and T 2 , respectively and K is the codimension two singularity. Since we work with Lagrangian submanifolds here we will switch back to real coordinates x,y and u,v.
We will find the induced metricg δ on H δ = T δ × K where T δ is the smoothing of T 1 ∧ T 2 with gluing parameter δ.
For the intervals where the cutoff function β = 1 we have
2(x 2 +y 2 ) 2 dy, and dv =
The induced metric for β = 1 will be of the form
4(x 2 +y 2 ) 2 )dydy + Adκdκ where A is some small but not necessarily a constant function. If A = 1 this implies that our model is a geometric product. Recall that the dvol δ is given by detg δ,ij dx 1 ...dx n and we can easily calculate this term since we now know the induced metric and how it depends on δ.
2 ) The next step is to find the volume form in general so that we can show that L 2 2,δ norm of the error term goes to 0 as the gluing parameter goes to 0. For the other intervals we cannot ignore the cutoff function, in fact the interval 0 < β < 1 is the region where the error term is nonzero.
and v = βδ 2 y 2(x 2 +y 2 )
.
As we did before, we can find du and dv terms:
∂β ∂y ]dy and
For simplicity, we will write du =Ãdx +Bdy and dv =Cdx +Ddy. Then as before the induced metric will be of the form
where β x = ∂β ∂x and β y = ∂β ∂y
. Using the basic properties of β, we can estimate the terms ( 
Then for a small ball B δ around the singular point, ||error term||
where B δ = {δ 2 < x 2 + y 2 < δ} × R ⊂ R 3 and has coordinates x, y, κ. Switching to polar cordinates for x, y and integrating each term separately over B δ (for 0 ≤ θ ≤ 2π and δ ≤ r ≤ √ δ) we get ||error term||
where C is a constant independent of δ. Here we also used the fact that L is compact and B δ √ Adxdydκ can be bounded by some constant which does not depend on δ.
The error term is a combination of terms which approach to 0 with different rates as δ goes to 0. It is sufficient to bound the error term with
which is the slowest term in this combination. So we can write ||error term||
. Similar calculations and writing
Combining all these estimates we can finally conclude the following lemma.
Lemma 2.2. : There exists a constant C, independent of δ such that the following holds:
≤ C.δ and this error term converges to zero as δ → 0.
Special Lagrangian Equation
In this section, we will study the submanifolds close to the approximate special Lagrangian submanifold
More precisely we will write a nonlinear partial differential equation such that the solution set gives the special Lagrangian submanifolds near H δ . Then we will study the linearized operator D δ = D H δ for this equation and show that it is Fredholm.
Since H δ is compact there is a tubular neighbourhood of H δ in X which is identified via the normal exponential map to a neighbourhood N γ (H δ ) = {V ∈ N(H δ )|||V|| < γ} of the zero section in the normal bundle N(H δ ). Therefore we can identify nearby submanifolds with small vector fields.
Also for a small normal vector field V in Γ(N(H δ )), the space of sections of the normal bundle, we can define the deformation map for the approximate special Lagrangian H δ as follows,
The deformation map F is the restriction of −ω and Im(ξ)) to (H δ ) V and then pulled back to H δ via (exp V ) * . Then F −1 (0, 0) will correspond to the space of special Lagrangian submanifolds near H δ .
We showed in 2.2 that H δ is a Lagrangian submanifold of X independent of δ. In order to simplify the calculations we will assume that the deformation vector field V preserves this property. It is well known that for a special Lagrangian submanifold the linearization of F at 0 is d + * d * , [13] . Here we will show that the linearized operator of F at 0 for an approximate special Lagrangian is given by d + * (Ψ · d * ) where Ψ is a small function which is equal to 1 in the intervals with zero error term. Since H δ is deformed as Lagrangian we obtain d as the first part of the linearization as before and therefore in this section we will only study the second part of F which depends on δ.
Again let z 1 ∈ T 1 and z 2 ∈ T 2 be the complex valued coordinates. Away from the singularity, for √ δ ≤ |z 1 | and √ δ ≤ |z 2 |, H δ can be identified with L 1 and L 2 , respectively and therefore H δ is a real special Lagrangian and the linearized operator is given by d + * d * as before. Recall that the error term is zero in the middle of the neck area where
< |z 2 | < δ and also
So it remains to investigate the special Lagrangian equation and in
First we will find a condition on the deformation vector field V such that the approximate special Lagrangian can be deformed as Lagrangian.
A Lagrangian submanifold of the cotangent bundle T * W of a manifold W , (for which the projection to W is a local diffeomorphism) is locally defined as the image of a section dΦ : W → T * W for some function Φ : W → R. This implies that the deformation vector field V should be of the form V = J. grad(Φ) for some function Φ on the approximate special Lagrangian submanifold and an almost complex structure J. One can easily show that this is equivalent to saying that the one-form that corresponds to the deformation is an exact one form, i.e. V is a Hamiltonian deformation vector field.
One other advantage of assuming the deformation vector field V preserves Lagrangian property is that we will be able to switch from one forms to functions when we work with the second part of the linearized operator.
Next we will find the condition which gives nearby special Lagrangian submanifolds. Recall that we can view a nearby special Lagrangian submanifold as a graph of a smooth function f. The graph of f is special Lagrangian if it is Lagrangian (i.e. f = ∇F for some scalar function F : H δ → R and Imξ(e 1 + i . Therefore on the approximate special Lagrangian submanifold we will use the coordinates u, v instead of x, y. The tangent space of the approximated special Lagrangian is generated by 3 vectors.
The set of vectors that span the tangent space of the nearby submanifolds which can be written as a graph of a function f . Note that f depends on the gluing parameter δ but for simplicity we will just write f instead of f δ . They are given as )e 2 + e 6 )
))
The special Lagrangian equation is ∆G + (1−detHess G)∆F + ∆G(
where ∇F δ = f δ and
Note that in this equation the operator ∆G is given in terms of x, y variables and ∆F is given in terms of u, v. The linearization gives (1−detHess G)∆F which is equivalent to ∆F for the intervals where the cutoff function β = 0 and β = 1.
One can show that
|detHess G δ | 2 dvol δ is uniformly bounded and for small values of δ, ||detHessG δ || will be small. For 0 < β < 1 we have
and for sufficiently small δ, we can take ||detHessG δ || to be arbitrarily small. Hence to invert the operator (1−detHessG δ )∆ δ it is sufficient to check the invertibility of ∆ δ . In the next section, we will show this by the eigenvalue estimates.
An Eigenvalue Estimate for the Linearized Operator
In section 3 we showed that the second part of the linearized operator is given by Ψ·(d * d) which depends on δ and to invert this it is sufficient to check the invertibility of ∆ δ . Next we obtain uniform estimates in the first eigenvalue of ∆ δ . More precisely we will show that for sufficiently small gluing parameter δ, the linear operator D δ = ∆ δ has a right inverse Q δ which satisfies the following uniform inequality:
for any g ∈ L p (H δ ) and k ≤ 2 where C is independent of the gluing parameter δ.
The main estimate in this section is Lemma 4.1. : There is a constant C > 0 independent of the gluing parameter δ, such that for δ sufficiently small, the first (nonzero) eigenvalue λ 1 (∆ δ ) of ∆ δ is bounded below by C.
Proof: We prove it by contradiction. Suppose that the lemma is not true. Then we may assume that the first eigenvalue λ 1 (△ δ ) converges to zero as δ tends to zero. Let φ δ be the eigenfunction of λ 1 (∆ δ ) satisfying H δ |φ δ | 2 = 1 and
Here λ 1,δ determines the dependence of the first eigenvalue on the gluing parameter δ and H δ is the smoothed approximate special Lagrangian. Note that every time we change δ, we change the induced metric on the approximated special Lagrangian and since the Laplacian operator depends on the metric, the eigenvalues of ∆ δ depend on δ. For simplicity we will use λ δ for λ 1,δ .
For small compact sets away from singularity, the L 2 δ norm is uniformly equivalent to the usual L 2 norm. On these compacts sets there exists a subsequence of φ n that converges smoothly to a limit ∆φ 0 = 0. Following the same argument for the sequence of compact sets, and passing to a diagonal subsequence, we obtain a nonzero eigenfunction φ 0 as the limit defined in the complement of the singularity satisfying |φ 0 | 2 = 1 and φ 0 = 0
We now explain why φ 0 cannot be zero. If φ 0 = 0 then for very small δ, φ δ will be very small everywhere (almost zero) which contradicts the fact that
So we have a nonzero function φ 0 in the limit and since λ δ → 0 we get ∆ 0 φ 0 = 0.
On a compact manifold the only harmonic functions are constant functions. Therefore φ 0 should be some nonzero constant. On one component φ δ will converge to a constant and on the other component it will converge to another constant. Since we assume that the singularity is irreducible these two constants should be same and since φ 0 = 0 this is only possible if φ δ converges to zero. This contradicts the fact that φ 0 is nonzero.
Next we should check the possibility where eigenfunctions are concentrating in the neck area. In this case the eigenfunctions can get trapped in the neck region and as the gluing parameter δ goes to 0 they converge to maps which are identically zero everywhere but blow up at one point. Recall that the neck region, the region close to the singularity is locally a product T 2 δ × K ⊂ C 2 × C where T δ is the neck area of T 1 # δ T 2 and K is the codimension-2 singularity. Using compactly supported functions and Theorem 4.2 which is a well known fact from Geometric Measure Theory [17] , we will show that we can also find a uniform lower bound for the first eigenvalue close to the singularity.
Theorem 4.2. : Suppose
where N is an n-dimensional domain and H is the mean curvature of N .
In order to use Theorem 4.2 in our eigenvalue estimates we need to show that for any N δ , the L 2 norm of the mean curvature H δ is uniformly bounded and can be made arbitrarily small. Proof: It is easy to see that H δ is uniformly bounded. The derivative of the cutoff function β is non-zero only in a region that is uniformly bounded away from the singularity and in that region the approximate special Lagrangians are converging in C 1 to the limit Lagrangian, which has H = 0. Therefore the mean curvatures of the approximate special Lagrangians are converging to 0 uniformly. Next, we need to measure the deviation of the metric from the product metric on T δ × K and the contribution of the mean curvature of K itself. Recall that locally we can work in C 3 and since K is one dimensional we can take K = c(t) to be a curve in C 3 . Then one gets a real five dimensional manifold locally the image of
where V 1 =P + iR and V 2 =Q + iS are complex valued normal vectors that span the complement of c(t) in C 3 and z 1 ∈ T 1 , z 2 ∈ T 2 .
Within this real 5 dimensional manifold one has a real 3 dimensional manifold which locally represents the approximate special Lagrangian as the image ofl wherel(t, z 1 ) =θ(t, z 1 ,
). Note that V 1 and V 2 are changing as we move along K.
Using this local model, one can calculate the mean curvature of N δ as
whereZ is some bounded function. Here we will also assume that |c ′′ (t)|, |V ′′ 1 (t)| and |V ′′ 1 (t)| are all bounded and do not depend on δ. Then one can show that
Similar calculations for the other terms imply that ||H δ || L 2 can be made arbitrarily small in the region B δ = {δ 2 < x 2 + y 2 < δ} × R. This is also true for ||H δ || L 3 . Showing that all Christoffel symbols are uniformly bounded will generalize this fact to other Calabi-Yau manifolds. This gives the proof of Lemma 4.3.
Next, we will use Theorem 4.2 and Lemma 4.3 to obtain a uniform lower bound for the first eigenvalue in N δ . 
Proof: Recall from Theorem 4.2 that for h ∈ C 1 0 (N δ ) , we have the following inequality :
First we will show that for n = 2 this inequality will imply C ≤ ||∇h|| L 2 ||h|| L 2 and then generalize this to dimensions n > 2.
(
From Lemma 4.3 we know that the mean curvature is uniformly bounded and can be made small. So we can replace ||H δ || L 2 with some small number C 1
. This implies that for n=2 we get a uniform lower bound for the first eigenvalue in the neck area N δ .
Remark 4.1. : In Theorem 4.2, n is the dimension of N δ . The theorem holds for p=2 only when n n−1 ≥ 2, so only when n=1 or n=2. Since we work with a 3-dimensional Lagrangian we need to generalize this fact to higher dimensions.
Next we will generalize to n > 2. First for any h ∈ C 1 0 (N δ ) we will replace h with h α for some α ∈ Q. Then h α ∈ C 1 0 (N δ ) and we have the following inequality :
Since we need the L 2 norm of h on the left, we will choose α = 2n−2 n . Then
and for our purposes we choose
, and q ′ = n. Then the inequality becomes
Since ||H δ || L n is uniformly bounded, (here n = 3) we can replace it with some small constant C 1 . Then
< 2, and ||∇h||
Therefore the lemma 4.1 is proved.
Proof: We multiply both sides of the equation ∆ δ f = ψ by f and integrate by parts, we get
Also by the eigenvalue estimate (Lemma 4.4) we get
where C is a constant that comes from the eigenvalue estimate which does not depend on δ and we get the lemma proved.
Next we will generalize the above estimate to general p.
Proof: We multiply both sides of the equation ∆ δ f = ψ by f p−1 and integrate by parts, we get
where we have the identity
We will also assume that q ≤ p.
We also have
Again by the eigenvalue estimate (Lemma 4.4) we get
and again we get the lemma proved.
Next we will show that we have the basic elliptic estimates in the neck region. Note that the constant C in these estimates depends on the geometry of the domain and as δ approaches to zero the neck region becomes almost singular. Therefore, we need to show that we can control that constant C and obtain the elliptic estimates for the norms || · || 
Proof: First we write the Laplace operator in local coordinates,
Here we will assume that K is of dimension n − 2. For simplicity we will also assume that A = 1 in the induced metric. Then we can write the metric in the neck region bỹ
4(x 2 +y 2 ) 2 )(dxdx + dydy) + dκ 1 dκ 1 + ... + dκ n−2 dκ n−2 and
For simplicity put µ = (1 +
4(x 2 +y 2 ) 2 ) . Using the metric we get ∆f = [µ −1 (
is the standard n-dimensional Laplacian.
Since ∆ has constant coefficients we have the following estimate for some C independent of δ from Lemma 4.5 and basic elliptic estimates for flat Laplacian [2] .
We have sup|µ| = 1 + in the annulus defined by δ
It remains to show that ||
4(x 2 +y 2 ) 2 is independent of κ 1 , ...κ n−2 we can rewrite the above equation as follows:
We will takeṽ = ν 2 (f κ j ) where ν is a cutoff function ν with uniformly bounded derivatives in U. By strict ellipticity and Cauchy Schwarz inequality we get
where C depends on the derivatives of ν.
and we get the result. Generalization this to L p , for p > 2 is straightforward.
Using a similar argument, one can improve the above inequality:
Lemma 4.8. : For ∆ δ f = ψ there exists a constant C, independent of δ such that the following estimate holds:
Proof: As before we write the Laplace operator in local coordinates and we get
is the standard n-dimensional Laplacian with constant coefficients.
Then we have the following estimates for flat Laplacian [2] .
As before it remains to show that ||
By Lemma 4.7 we have ||
So we only need to show that ||∇(
In order to prove the first inequality we will follow the same arguments as before. The only change will be to replace the test functionṽ with ν 2 (∇ * ∇f κ j ) where ν is a cutoff function ν with uniformly bounded derivatives in U.
The proof of the inequality ||∇ 2 (
follows exactly the same way. The combination of these inequalities will prove lemma 4.8.
Using Lemmas 4.7 and 4.8 we can finally state the following theorem about the uniform invertibility of the Laplacian. 
has a right inverse Q δ under the norm ||.|| δ in the sense that there exists a constant C, independent of δ, such that for sufficiently small δ,
Note that we assume in the beginning that the almost special Lagrangian is deformed under Hamiltonian deformations, in other words for any given η there exists a function g satisfying dg = η. Therefore in this case the invertibility of Laplacian △ δ on smooth functions will be equivalent to the invertibility of d * δ on (exact) one forms. So we can restate the above theorem as follows:
has a right inverse P δ under the norm ||.|| δ in the sense that there exists a constant C, independent of δ, such that for sufficiently small δ,
) and k ≤ 2.
Implicit Function Theorem
In this section we will write the Taylor expansion for the special Lagrangian equation: The map F has the following Taylor expansion:
where D H δ F (w) is the linearization of the deformation map F and O(w) is the non-linear term.
It is obvious that for given δ the solution set of the following equation is the set of vector fields that corresponds to the real special Lagrangian submanifold near H δ .
As before we can replace the one form w = ∇h with a smooth function and rewrite the equation in terms of h as follows:
By Theorem 4.9, the operator D H δ F has a well defined inverse G δ . If we apply G δ to the equation above we get
For simplicity, we will call the operator
Then if h is a solution to W δ h = h, it is a solution to the equation F (h) = 0. It is a basic fact that an operator W δ has a fixed point if the contraction mapping principle holds for W δ .
First we will recall a basic fact in Banach space calculus. The next step will be to show that the operator W δ (h) = −G δ F (H)− G δ O(h) satisfies the following inequality: where We will prove this inequality term by term. For simplicity we will write Remark 5.1. : Note that when we constructed the almost special Lagrangian we showed that it could be represented as a graph of some smooth function. Then among these graphs, the solution set of an elliptic equation gives the real special Lagrangian submanifolds. This implies that the special Lagrangian submanifold that we obtain as the fixed point of the map W is in fact smooth and it can not be the same submanifold as the original singular submanifold L.
Finally we can conclude the following theorem for the singularity of the form z 1 .z 2 = 0. Remark 5.2. : We hope to extend this result to the cusp-type singularities in a Calabi-Yau manifold. The details of this construction for both the Calabi-Yau and the symplectic case will appear somewhere else.
