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Abstract We obtain a number of new general properties, related to the closedness 6
of the class of long-tailed distributions under convolutions, that are of interest them- 7
selves and may be applied in many models that deal with “plus” and/or “max” 8
operations on heavy-tailed random variables. We analyse the closedness property 9
under convolution roots for these distributions. Namely, we introduce two classes of 10
heavy-tailed distributions that are not long-tailed and study their properties. These 11
examples help to provide further insights and, in particular, to show that the prop- 12
erties to be both long-tailed and so-called “generalised subexponential” are not 13
preserved under the convolution roots. This leads to a negative answer to a conjec- 14
ture of Embrechts and Goldie (J. Austral. Math. Soc. (Ser. A) 29, 243–256 1980,Q1 15Stoch. Process. Appl. 13, 263–278 1982) for the class of long-tailed and generalised 16
subexponential distributions. In particular, our examples show that the following is 17
possible: an infinitely divisible distribution belongs to both classes, while its Le´vy 18
measure is neither long-tailed nor generalised subexponential.
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1 Introduction24
We assume F to be a distribution on the real line, with the (right) tail distribution25
function F(x) = 1 − F(x). The notation F1 ∗ F2 is reserved for the convolution of26
two distributions F1 and F2; further F ∗n = F ∗ . . . ∗ F denotes the n-fold convo-27
lution of F with itself for n ≥ 2, and F ∗1 = F and F ∗0 denotes the distribution28
degenerate at zero. All limits are taken as x tends to infinity. For two positive func-29
tions f and g, the notation f (x) ∼ g(x) means that lim f (x)/g(x) = 1; the notation30
f (x) = o(g(x)) means that lim f (x)/g(x) = 0; and f (x) = O(g(x)) means that31
lim sup f (x)/g(x) < ∞. The indicator function I(A) of an event A takes the value 132
if the event occurs and the value 0 otherwise.33
Recall that a distribution F on the real line is heavy-tailed if
∫ ∞
0 e
βyF (dy) = ∞34
for all β > 0, otherwise F is light-tailed. A distribution F is long-tailed, denoted35
by F ∈ L, if F(x + 1) ∼ F(x). A distribution F on the positive half-line is36
subexponential, denoted by F ∈ S, if F ∗2(x) ∼ 2F(x). A distribution F on the37
whole real line is subexponential if the distribution F+ is subexponential, where38
F+(x) = F(x) · I(x ≥ 0) for all x, or, equivalently, if F ∈ L and if F ∗2(x) ∼ 2F(x).39
Note that both subexponentiality and long-tailedness are the tail properties: if a dis-40
tribution F has such a property and F(x) ∼ G(x), then G also has this property.41
It is known that any subexponential distribution is long-tailed and any long-tailed42
distribution is heavy-tailed.43
More generally, let γ ≥ 0 be fixed. A distribution F on the whole real line belongs44
to the distribution class L(γ ) if, for any fixed c > 0,45
F(x − c) ∼ F(x)eγ c.
A distribution F belongs to the class S(γ ) if ∫ ∞0 eγyF (dy) < ∞, F ∈ L(γ ) and if46
F ∗2(x) ∼ 2F(x)
∫ ∞
−∞
eγyF (dy).
In particular, L = L(0) and S = S(0). Clearly, distributions from the class L(γ )47
are light-tailed if γ > 0. For all γ ≥ 0, the class L(γ ) \S(γ ) is non-empty, see, e.g.,48
Pitman (1980), Leslie (1989), Murphree (1989), Klu¨ppelberg and Villasenor (1991)49
and Lin and Wang (2012) for examples and further analysis.50
Recall that the classes S and L were introduced by Chistyakov (1964) and, for γ >51
0, the class S(γ ) of distributions supported by the positive half-line was introduced52
and analysed by Chover et al. (1973a, 1973b). The class L is closely linked to slow53
variation (F ∈ L iff F(log x) is slowly varying). For γ > 0, the class L(γ ) was54
introduced by Embrechts and Goldie (1980) and is linked to regular variation.55
It is known that if F ∈ L (or if F ∈ S), then F ∗n ∈ L (correspondingly F ∗n ∈ S),56
for any n ≥ 2. These results continue to hold when F ∗n is replaced by the com-57
pound distribution
∑∞
n=0 pnF ∗n where 0 ≤ pn ≤ 1 for n = 0, 1, . . ., p0 < 1,58 ∑∞
n=0 pn = 1, given than pn decay to zero sufficiently fast as n → ∞. In the case of59
subexponential distributions this is a classical result (based on “Kesten’s lemma”; see60
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also Denisov et al. (2010) and the references therein for modern results in this direc-
Q4
61
tion), while the result for long-tailed distributions is quite recent (Albin 2008; Leipus 62
and ˇSiaulys 2012). Similar results hold for the class S(γ ) for any γ > 0. Therefore, 63
we may say that all these distribution classes are closed under convolution. 64
Embrechts et al. (1979) (see also Embrechts and Goldie 1981) proved the converse Q565
result for subexponential distributions: if F ∗n ∈ S for some n ≥ 2, then F ∈ S (and, 66
in turn, F ∗m ∈ S, for all m ≥ 2). They also proved an analogous result related to the 67
compound distribution, and then similar results for the class S(γ ) for any γ > 0. In 68
short, one can say that, for any γ ≥ 0, the class S(γ ) is closed under convolution 69
roots. 70
Embrechts and Goldie (see Embrechts and Goldie 1980, page 245 and Embrechts 71
and Goldie 1982, page 270) formulated the conjecture that a similar converse result 72
may hold for long-tailed distributions and, more generally, for any class L(γ ), γ ≥ 0. 73
Conjecture 1 Let γ ≥ 0. If there is n ≥ 2 such that F ∗n ∈ L(γ ), then also F ∈ 74
L(γ ). 75
The following two closely related conjectures may be viewed as natural extensions 76
of Conjecture 1 onto compound distributions and infinitely divisible distributions. 77
Conjecture 2 Let γ ≥ 0 and ∑∞n=0 pn = 1, with pn ≥ 0 for all n and p0 + p1 < 1. 78
If a compound distribution ∑∞n=0 pnF ∗n belongs to the class L(γ ), then also F ∈ 79
L(γ ). 80
Conjecture 3 Let γ ≥ 0. If an infinitely divisible distribution H belongs to the class 81
L(γ ), then the distribution generated by its Le´vy spectral measure belongs to the 82
class L(γ ) too. 83
In this paper, we restrict our attention to the study of the class of long-tailed 84
distributions, and also of its subclass consisting of the so-called generalised subex- 85
ponential distributions. 86
A distribution F is generalised subexponential, denoted by F ∈ OS, if F(x) > 0 87
for all x and if 88
C∗(F ) := lim sup F ∗2(x)/F (x) < ∞.
Note that (a) for any heavy-tailed distribution F on the whole real line, C∗(F ) ≥ 2 89
(see Theorem 1.2 in Yu et al. (2010) for this and further results); (b) clearly, C∗(F ) ≥ 90
lim inf F ∗2(x)/F (x) ≥ 2 for any distribution on the positive half-line. 91
The class OS was first introduced by Klu¨ppelberg (1990) for distributions on the 92
positive half-line and was called “weakly idempotent”. Later Shimura and Watanabe 93
(2005a) called it “O-subexponential”, or “generalised subexponential”, by analogy 94
to“O-regularly varying” in the terminology of Bingham et al. (1987). The definition 95
of the class OS was extended in Watanabe (2008) to the whole real line. 96
In this paper, we prove a number of novel properties of long-tailed distributions 97
(see Theorem 2.1) that, in particular, allow us to provide a number of counter- 98
examples to Conjectures 1–3 (see Theorem 2.2 and Proposition 2.1) where the class 99
L is replaced by the class L ∩ OS. We also provide a simple sufficient condition for 100
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the equivalence “F ∈ L if and only if F ∗2 ∈ L” to hold, see Proposition 2.2. Simi-101
lar problems for light-tailed distributions (with counterexamples to Conjectures 2–3)102
will be analysed in a companion paper.103
The remainder of this paper is organised as follows. In Section 2 we formulate and104
discuss our main results and their corollaries. In Section 3 we prove Theorem 2.1 and105
Corollary 2.1. The proofs of Theorem 2.2, Proposition 2.2 and Lemma 2.1 are given106
in Section 4. Finally, the Appendix includes comments related to the condition (13)107
and a sketch of the proof of Proposition 2.1.108
2 Main results and related discussions109
To formulate our first result, we need further notation. For a distribution F and any110
constants a ≤ b, we let F(a, b] = F(b) − F(a) = F(a) − F(b). Let X1, X2, . . .111
be independent (not necessarily identically distributed) random variables with corre-112
sponding distributions F1, F2, . . .. For n = 0, 1, . . ., let Sn = ∑ni=1 Xi be the partial113
sum with distribution Hn = F1 ∗ · · · ∗ Fn, where H0 degenerates at 0. Let τ be an114
independent counting random variable with distribution function G(x) = ∑n≤x pn115
where pn = P(τ = n), n = 0, 1, . . .. We denote by Hτ the distribution of the116
random sum Sτ = ∑τi=1 Xi . Clearly, Hτ =
∑∞
n=0 pnHn. In the particular case117
where {Xi, i ≥ 1} are i.i.d. with common distribution F , we have Hn = F ∗n for118
n = 0, 1, . . . and we also use notation F ∗τ for Hτ = ∑∞n=0 pnF ∗n.
Q6
Q7
119
Theorem 2.1 (1) Let n ≥ 2.120
(1a) If Hn ∈ L, then121
Fi(x − c, x + c] = o(Hn(x)) and Hi (x − c, x + c ] = o(Hn(x)), (1)
for any c > 0 and all i = 1, . . . , n.122
(1b) Assume Hm ∈ L for some 1 ≤ m ≤ n and123
Fi (x − c, x + c ] = o(Hm(x)), (2)
for some c > 0 and all i = m + 1, . . . , n. Then Hn ∈ L.124
(2) Let τ be an independent counting random variable with bounded support:125 ∑n
k=0 pk = 1 and pn > 0, for some n ≥ 1. Then Hτ ∈ L if and only if126
Hn ∈ L.127
(3) Assume that P(τ ≥ n) > 0 for some n ≥ 1 and Hk ∈ L for all k ≥ n. Assume128
further that there exists a positive constant C such that, for every n = 1, 2, . . .,129
the following concentration inequality holds:130
sup
x
Hn(x − 1, x] ≤ C/
√
n (3)
and that, for any ε > 0, there exists x0 > 1 such that, for all k ≥ n,131
sup
x≥k(x0−1)+x0
Hk(x − 1)/Hk(x) ≤ 1 + ε. (4)
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If, in addition, for any a > 0, 132
G(ax) = o
(
x1/2Hn(x)
)
, (5)
then Hτ ∈ L. 133
(4) Let F1, F2 and L2 be three distributions such that F 2(x) ∼ L2(x) and F1 ∗ 134
F2 ∈ L. Then F1 ∗ L2(x) ∼ F1 ∗ F2(x) and, therefore, F1 ∗ L2 ∈ L. 135
Remark 2.1 Statement (1b) of Theorem 2.1 is equivalent to the following: 136
Assume Fn ∈ L for some n ≥ 2 and 137
Fi(x − c, x + c] = o
(
Fn(x)
)
,
for some c > 0 and all i = 1, . . . , n. Then Hn ∈ L. 138
Remark 2.2 Condition (3) is very general. It holds if random variables Xi, i ≥ 1, 139
are i.i.d. with any non-degenerate distribution (see, e.g., Petrov 1995, Theorem 2.22). 140
More generally, (3) holds if random variables Xi are assumed to be independent, but 141
not necessarily identically distributed, and there exists c > 0 such that 142
inf
i≥1 P(Xi ∈ [−c, c]) > 0 and infi≥1 Var(Xi | Xi ∈ [−c, c]) > 0, (6)
see e.g. Foss and Korshunov (2000), Lemma 4.1. Moreover, it is enough to assume 143
that (6) holds only for a positive proportion of the summands: if cn is the number of 144
Xi , i ≤ n that satisfy (6), then cn/n ≥ c > 0 for some c > 0 and for all sufficiently 145
large n. 146
Some other conditions for the concentration inequality can be found in theorems 147
that precede Theorem 2.22 of the book (Petrov 1995) (e.g., Theorems 2.17 and 2.18). 148
In the case of i.i.d. summands, Theorem 2.1 leads to the following corollary. 149
Corollary 2.1 (1) Assume a distribution F to be such that F ∗n ∈ L, for some 150
n ≥ 1. Then F ∗k ∈ L, for all k ≥ n. 151
(2) Let τ be a counting random variable with bounded support: ∑nk=0 pk = 1 and 152
pn > 0, for some n ≥ 1. Then F ∗τ ∈ L if and only if F ∗n ∈ L. 153
(3) If, for some n ≥ 1, P(τ ≥ n) > 0 and F ∗n ∈ L, and if 154
G(ax) = o
(
x1/2F ∗n(x)
)
(7)
for any a > 0, then F ∗τ ∈ L. 155
(4) Let F and L be two distributions such that F ∗2 ∈ L and F(x) ∼ L(x). Then 156
L∗2(x) ∼ F ∗2(x) and, therefore, L∗2 ∈ L. 157
In order to illustrate the above results and to formulate the new ones, we need fur- 158
ther notion and notation. Recall that a distribution F is dominatedly-varying-tailed, 159
denoted by F ∈ D, if for some (or equivalently, for all) c ∈ (0, 1), 160
lim sup F(cx)/F (x) < ∞.
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A distribution F belongs to the generalised long-tailed distribution class OL, if161
F(x) > 0 for all x and if, for any c > 0,162
C(F, c) = lim sup F(x − c)/F (x) < ∞.
The class OL is significantly broader than the class L and, in particular, the class OL163
covers all classes L(γ ), γ ≥ 0.164
The classes D and OL were introduced by Feller (1969) and Shimura and Watan-165
abe (2005a), respectively. Note that OS is a proper subclass of the class OL, see e.g.166
Shimura and Watanabe (2005a) or Watanabe (2008).167
Remark 2.3 Statement (1a) of Theorem 2.1 is quite general – in particular, it may168
be applied in the case where n = 2, F2(x) = o(F1(x)) and F1 is not long-tailed169
itself. We present two examples in the Appendix below. In Example 1, there are two170
distributions F1 ∈ OL\L and F2 such that F2(x) = o(F1(x)); and in Example 2,171
there are two distributions F1 /∈ OL and F2 such that lim inf F2(x)/F1(x) = 0 and172
lim sup F2(x)/F1(x) = ∞. In both examples, F1 /∈ L ∪ D and F1 ∗ F2 ∈ L.173
Remark 2.4 In Corollary 2.1, parts (1) and (3), if n ≥ 2, then distributions F ∗k may174
be not long-tailed for 1 ≤ k ≤ n − 1, in general – see, e.g., families of distribu-175
tions Fi (0), i = 1, 2 that are introduced below. Therefore this result is a reasonable176
generalisation of Theorem 6 of Leipus and ˇSiaulys (2012). Also, Leipus and ˇSiaulys177
(2012) require condition (7) with n = 1 that is stronger than our condition if F does178
not belong to the class OS.179
Remark 2.5 The results of part (1) of Theorem 2.1 may be generalised onto the case180
of weakly dependent random variables. Here is an example for n = 2, with a partic-181
ular choice of a weak dependence structure of random variables. Let Xi be a random182
variable with the distribution Fi supported on whole real line, i = 1, 2. Assume183
that a random vector (X1, X2) has the two-dimensional Farlie-Gumbel-Morgenstern184
(FGM) joint distribution:185
P
( 2⋂
i=1
{Xi ≤ xi}
)
=
2∏
i=1
Fi(xi)(1 + θ12F1(x1)F2(x2)), (8)
where θ12 = 0 is a constant such that a =| θ12 |≤ 1.186
For any 0 < Ti ≤ ∞, i = 1, 2, direct calculations show that187
P
( 2⋂
i=1
{Xi ∈ (xi , xi + Ti ]}
)
=
2∏
i=1
Fi (xi , xi + Ti ]
(
1 + θ12
2∏
i=1
(1 − Fi(xi + Ti) − Fi(xi))
)
. (9)
188
Then, by Eq. 9, we have for 1 ≤ i = j ≤ 2 and all xi, xj ,189
P(Xi ∈ (xi, xi + Ti ] |Xj = xj ) = Fi(xi, xi + Ti]
· (1 + θ12(1 − Fi(xi + Ti) − Fi(xi))(1 − 2Fj (xj ))
)
. (10)
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Take a < 1. One may show that the statements (1a) and (1b) of Theorem 2.1 still 190
hold under new assumptions by simply following their proofs, with a suitable use of 191
equalities (8) and (10). 192
Now we discuss the closedness property under convolution roots related to the 193
class L ∩ OS. We show that all three Conjectures 1–3 do not take place in the class 194
L ∩ OS. We provide precise examples and the intuition behind. All our examples 195
involve absolutely continuous distributions. In more detail, we introduce below two 196
families of distributions, F1(0) and F2(0), that have different properties and are built 197
up around random variables of the form 198
ξ = η(1 + U) (11)
where η has a discrete and heavy-tailed distribution and U is an independent random 199
variable with a smooth distribution with bounded support. For simplicity, we assume 200
U to be uniformly distributed, but its distribution may be taken from a larger class. 201
Further, classes F1(0) and F2(0) may be extended, thanks to part (4) of Corollary 202
2.1 on the tail-equivalence. 203
Definition 2.1 Class F1(0) is a 4-parametric family of distributions F = 204
F(α, b, t, A) of random variables 205
ξ = η(1 + U1/b)t (12)
with density f = f (α, b, t, A). Here α ∈ [1/2, 1), b > 0 and t ≥ 1 are constants. 206
Further, η is a discrete random variable with distribution P(η = an) = Ca−αn , where 207
C = (∑∞n=0 a−αn )−1 is the normalising constant and a sequence A = {an} is defined 208
as follows. Let r = 1 + 1/α > 2 and a constant a > 1 be so large that ar > 2t+2a, 209
then an = arn for n = 0, 1, . . .. Finally, U is a random variable having uniform 210
distribution in the interval (0, 1), and U and η are mutually independent. 211
A number of “good” properties of the class F1(0) is given in the following theo- 212
rem. In particular, the theorem provides a negative answer to Conjectures 1–3 related 213
to the class L ∩ OS. 214
Theorem 2.2 For any distribution F ∈ F1(0), the following conclusions hold. 215
(1) F is neither long-tailed nor generalised subexponential, while F ∈ OL and 216
F ∗n ∈ L ∩ OS \ S, for all n ≥ 2. 217
(2) F ∗τ ∈ L \ S, for any counting random variable τ with distribution G such 218
that P(τ ≥ 2) > 0 and for any a > 0 219
G(ax) = o
(
x1/2F ∗2(x)
)
. (13)
(2a) Further, if condition (13) is replaced by the following: for any 0 < ε < 1, 220
there is an integer M = M(ε) ≥ 2 large enough such that 221
∞∑
n=M
pnF ∗n(x) ≤ εF ∗τ (x), for all x ≥ 0, (14)
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then F ∗τ ∈ L ∩ OS.222
(2b) Assume now that Eτ < ∞. Then Eq. 14 implies that223
lim inf F ∗τ (x)/F (x) = Eτ ≥ 2 lim inf F ∗τ (x)/F ∗2(x) ≥ 2
∞∑
m=1
(p2m + p2m+1)m. (15)
224
Further, if condition225
∞∑
m=1
⎛
⎝
2m∑
k=2(m−1)+1
pk
⎞
⎠
(
C∗(F ∗2) − 1 + ε0
)m
< ∞ (16)
holds for some ε0 > 0, then226
2 lim sup F ∗τ (x)/F ∗2(x) ≤ 2
∞∑
m=1
m(p2m−1 + p2m)(C∗(F ∗2) − 1)m−1 < ∞
(17)
while lim sup F ∗τ (x)/F (x) = ∞.227
(3) For any distribution F ∈ F1(0), there is an infinitely divisible distribution H228
such that F is generated by its Le´vy measure and the following holds: H ∈229
(L ∩ OS) \ S, while F is neither long-tailed nor generalised subexponential.230
Remark 2.6 Assume a random variable τ has a Poisson distribution with parameter231
μ = Eτ . Let r = (C∗(F ∗2) − 1)1/2. Direct computations show that the lower bound232
in Eq. 15 is equal to233
μ + (1 − e−2μ)/2,
and the upper bound in Eq. 17 is equal to234
μ + 1
2r
(
eμ(r−1) − e−μ(r+1)
)
+ μ
2
(
eμ(r−1) + e−μ(r+1)
)
.
The same (lower and upper) bounds hold for the lower and upper limits of235
2H(x)/F ∗2(x) in part (3) of Theorem 2.2. In this case, μ is precisely given in the236
proof, see Section 3.237
Lemma 2.1 The following condition implies (15): there exist n ≥ 1 and ε0 > 0 such238
that239
∞∑
m=1
⎛
⎝
mn∑
k=(m−1)n+1
pk
⎞
⎠
(
C∗(F ∗n) − 1 + ε0
)m
< ∞. (18)
One can see that condition (16) is a particular case of condition (18), with n = 2.240
Remark 2.7 Condition (18) holds if a distribution G is either Poisson (pk =241
λke−λ/(k!), k = 0, 1, . . .) or Geometric (pk = qpk, k = 0, 1, . . ., with p <242
1/(C∗(F ∗n)− 1 + ε0), for some ε0 > 0). Note that Eq. 18 is a natural generalisation243
of the classical sufficient condition for subexponentiality of a random sum (where
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n = 1 and C∗(F ) = 2), see e.g. Theorem 4 in Chover et al. (1973a) or Theorem 3 244
and its Remark in Embrechts et al. (1979). Clearly, a distribution G satisfying (18) is 245
light-tailed. 246
Here is an example of a heavy-tailed distribution G that satisfies condition (14). 247
Example 2.1 Let n = 1. Assume F ∈ D, then by Theorem 3 of Daley et al. (2007), 248
there are two positive constants C and α such that 249
sup
x≥0
F ∗k(x)/F (x) ≤ Ckα, for all k ≥ 1. (19)
Take a counting random variable τ with distribution G given by P(τ = k) = pk = 250
Kk−β for some β > α + 2, where K = (∑∞k=1 k−β
)−1 is the normalising constant. 251
Clearly, condition (14) takes place and G is a heavy-tailed distribution. However, 252
condition (18) in Remark 2.7 does not hold. 253
Remark 2.8 Note that all distributions F considered in Theorem 2.2 are gener- 254
alised long-tailed, that is F1(0) ⊂ OL. One may guess that such a condition may 255
be essential for F ∗2 to be long-tailed. However, this is not the case: we introduce 256
below another family F2(0) of heavy-tailed distributions F such that F /∈ OL while 257
F ∗2 ∈ L and, moreover, F ∗2 ∈ OS. 258
Definition 2.2 Class F2(0) is a 3-parametric family of heavy-tailed distributions 259
F = F(α, t, A) of random variables 260
ξ = η1/t (1 + U)1/t (20)
with density f = f (α, t, A). Here t ∈ (1, 2), α ∈ ((1 − t)/t, 1/t) and the sequence 261
A = {an} and random variables η and U are defined as in Definition 2.1. 262
Properties of the class F2(0) are summarised in the following proposition. 263
Proposition 2.1 Let F ∈ F2(0), then F ∗n ∈ L \ S, for all n ≥ 2. Further, for any 264
n ≥ 2, F ∗n ∈ OS when α ∈ [1/2, 1/t) and F ∗n /∈ OS when α ∈ ((t − 1)/t, 1/2), 265
while F /∈ OL, and therefore F /∈ L ∪ D. 266
Remark 2.9 In addition, for the class F2(0) with α ∈ [1/2, 1/t), the natural 267
analogues of statements (2) and (3) of Theorem 2.2 do hold. 268
The proof of Proposition 2.1 is quite similar to that of Theorem 2.2. For the sake 269
of completeness, we decided to give it in Subsection 4.2 of Appendix. 270
Theorem 2.2 and Proposition 2.1 provide a good number of new examples of 271
distributions from the classes L \ S and (L ∩ OS) \ S. 272
Remark 2.10 Watanabe and Yamamuro (2010) commented in Remark 2.3 that 273
Shimura and Watanabe (2005b) provided a counter-example to Conjecture 1. Also,
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Watanabe and Yamamuro (2010) pointed out that Shimura and Watanabe (2005b) did274
not find an answer to the corresponding Conjectures 2–3 related to distributions of275
random sums (compound distribution or random convolution) and infinitely divisible276
distribution. In addition, Watanabe and Yamamuro (2010) stated that the class OS is277
not closed under convolution roots, but we did not find any corresponding result for278
the intersection of the classes L ∩ OS.279
Recently we were in touch with Dr Shimura who has sent us privately an unpub-280
lished English translation of Research Report (Shimura and Watanabe 2005b). We281
have found that the counter-example there seems to be correct, but is described282
implicitly, so it is difficult to follow. Also, the example relates to a distribution that283
is neither absolutely continuous nor discrete.284
Finally, we show that the long-tailedness property is preserved under convolution285
roots within the class OS. Namely, the following result holds.286
Proposition 2.2 If F ∈ OS, then F ∈ L if and only if F ∗2 ∈ L.287
3 Proofs of Theorem 2.1 and Corollary 2.1288
In order to prove Theorem 2.1, we first recall a number of known properties of long-289
tailed distributions. We consider here distributions on the whole real line.290
The definition of the class L and the diagonal argument lead to the following291
result.292
Property 1 Distribution F is long-tailed if and only if there exists a monotone293
increasing function h(x) ↑ ∞ such that h(x) < x and F(x − h(x), x + h(x)] =294
o(F (x)) (then we say that F is h-insensitive).295
See, e.g., Foss et al. (2013), Chapter 2 for Property 1 and for h-insensitivity and296
other properties of class L. Further, Embrechts and Goldie (1980) and Embrechts and297
Goldie (1982) show that the class L is closed under convolution and mixture.298
Property 2 Let F1 and F2 be two distributions.299
(1) Assume F1 ∈ L. Then F1∗F2 ∈ L if either (a) F2 ∈ L or (b) F2(x) = o(F1(x)).300
In the latter case, F 1(x) ∼ F1 ∗ F2(x).301
(2) If F1, F2 ∈ L, then pF1 + (1 − p)F2 ∈ L, for any p ∈ [0, 1].302
Albin (2008) and then Leipus and ˇSiaulys (2012) extended Property 2 (1) onto303
random convolutions.304
Property 3 If F ∈ L and if (7) holds for n = 1 and for all a > 0, then Fτ ∈ L.305
We proceed now with the Proof of Theorem 2.1.306
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Proof of (1a) First, we prove (1) for i = 1. By Hn ∈ L, we may choose h(x) ↑ ∞ 307
such that Hn is nh-insensitive. Then, by Property 1, 308
P (Sn ∈ (x − nh(x), x + nh(x)]) = o
(
Hn(x)
)
.
Note that 309
P (Sn ∈ (x − nh(x), x + nh(x)]) ≥ P (X1 ∈ (x − h(x), x + h(x)]) ·
n∏
j=2
P
(
Xj ∈ (−h(x), h(x)]
)
310
and 311
P
(−h(x) < Xj ≤ h(x)
) → 1, j = 2, . . . , n.
Then the first part of Eq. 1 follows. Since H1 = F1, the second part follows too. 312
If i > 1, then the proof of the first part of Eq. 1 is the same. For the second 313
part, we may represent Sn as a sum of mutually independent random variables Sn = 314
Si + Xi+1 + . . . + Xn and apply the arguments from above. 315
Proof of (1b) It is enough to prove the result for m = 1 and n = 2, and then use 316
the induction argument. First, by monotonicity of distribution functions and since F1 317
is long-tailed, we may obtain that F2(x − c, x + c] = o(F1(x)) for any c > 0 and, 318
therefore, 319
αc(x) =: sup
y≥x
(
F2(x − c, x + c]/F1(y)
) ↓ 0.
Then one can use the diagonal argument to conclude that there exists a positive 320
function h1(x) ↑ ∞ such that 321
F2(x − 2h1(x), x + 2h1(x)] = o(F1(x)). (21)
Further, since F1 is long-tailed, one can find a function h2(x) ↑ ∞ such that F1 is 322
2h2-insensitive. Let h(x) = min(h1(x), h2(x)). Then F1 is 2h-insensitive and (21) 323
holds with h in place of h1. 324
Let X1, X2 be two independent random variables where X1 has distribution F1 325
and X2 has distribution F2. Then, for any c > 0 and for x such that h(x) > c, 326
F1 ∗ F2(x − c, x + c] = P(X1 + X2 ∈ (x − c, x + c])
≤ F2(x − 2h(x), x] +
(∫ x−2h(x)
−∞
+
∫ ∞
x
)
F2(dy)F1(x − y − c, x − y + c].
There are three terms on the right-hand side. The first term is o(F1(x)), by 327
condition (21). It is also o(F1 ∗ F2(x)) since F1 ∗ F2(x) ≥ F1(x0)F (x − x0) ∼ 328
F1(x0)F1(x), where x0 is any number such that F2(x0) > 0. 329
Then the second term is not bigger than 330
αc(2h(x) − c)
∫ x−2h(x)
−∞
F2(dy)F1(x − y) ≤ αc(2h(x) − c)F1 ∗ F2(x) = o(F1 ∗ F2(x)).
331
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Finally, the last term is not bigger than332
∞∑
k=0
F2(x + kc, x + (k + 1)c]F1(−(k + 2)c,−(k − 1)c]
≤ 3 sup
y≥x
F2(y, y + c]F1(c)
= o(F1(x)) = o(F1 ∗ F2(x)).
Thus F1 ∗ F2 ∈ L.333
Proof of (2) Assume first that Hn ∈ L. Then, by property (1a), Hk(x − c, x + c] =334
o(Hn(x)), for all k = 1, . . . , n and for any fixed c > 0. Then335
Hτ (x − c, x + c] =
n∑
k=1
pkHk(x − c, x + c] = o(Hn(x)),
and Hτ ∈ L follows.336
Vice versa, if Hτ ∈ L, then337
Hk(x − c, x + c] ≤ Hτ (x − c, x + c])/pk = o(Hτ (x))
for each k such that pk > 0 and, in particular, for k = n. Let x1, . . . , xn be positive338
numbers such that F i(xi) > 0. Clearly, Hn(x) ≥ Hk(x−∑ni=k+1 xi)
∏n
i=k+1 Fi(xi),339
for all k = 1, . . . , n − 1 and then340
Hτ (x) ≤
n∑
k=1
pkHk
⎛
⎝x −
n∑
i=k+1
xi
⎞
⎠ ≤ Hn(x)/
(
n∏
i=1
Fi(xi)
)
.
Thus Hn ∈ L follows from341
Hn(x − c, x + c] = o(Hτ (x)) = o(Hn(x)).
342
Proof of (3) We may assume, without loss of generality, that pn = P(τ = n) > 0.343
Further, we may assume that P(τ > n) > 0 – otherwise the result follows from the344
previous statement.345
Let Pn = P(τ ≤ n) = ∑nk=0 pk and Qn = P(τ > n) =
∑∞
k=n+1 pk . Further, let346
H(1)(x) = ∑nk=1 pkHk(x)/Pn and H(2)(x) =
∑∞
k=n+1 pkHk(x)/Qn. Since H =347
PnH
(1) +QnH(2), it is enough to show that both H(1) and H(2) are long-tailed – see348
Property 2 (2). By the previous statement (2), we have H(1) ∈ L. Then the argument349
from Leipus and ˇSiaulys (2012) implies350
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H(2)(x − 1) =
∑
n+1≤k≤(x−x0)/(x0−1)
pkHk(x − 1)/Qn +
∑
k>(x−x0)/(x0−1)
pkHk(x − 1)/Qn
≤ (1 + ε)H(2)(x) +
∑
k>(x−x0)/(x0−1)
pkHk((x − 1, x])/Qn
≤ (1 + ε)H(2)(x) + G((x − x0)/(x0 − 1))
Qn
√
(x − x0)/(x0 − 1)
= (1 + ε)H(2)(x) + o(H(2)(x)).
351
Since ε > 0 is arbitrary, the distribution H(2) is long-tailed. 352
Proof of (4) By part (1) of the theorem, there exists a function h(x) ↑ ∞ such that 353
F1 ∗ F2 is h-insensitive and F1(x − h(x)) − F1(x) = o(F1 ∗ F2(x)). Then 354
∫ x
x−h(x)
F1(dy)F 2(x − y) ≤ F1(x − h(x), x] = o(F1 ∗ F2(x))
and, similarly,
∫ x
x−h(x) F1(dy)L2(x − y) = o(F1 ∗ F2(x)). 355
Next, 356
F1 ∗ F2(x)/F 1(x) ∼ F1 ∗ F2(x−h(x))/F 1(x) ≥ F 1(x)F 2(−h(x))/F 1(x)=1−o(1)
and then 357
F 1(x) ≥
(∫ x+h(x)
x
+
∫ ∞
x+h(x)
)
F1(dy)F 2(x − y)
≥ o(F1 ∗ F2(x)) +
∫ ∞
x+h(x)
F1(dy)F 2(−h(x))
= o(F1 ∗ F2(x)) + (F 1(x + h(x)) − F 1(x))(1 + o(1)) + F 1(x)(1 + o(1))
= o(F1 ∗ F2(x)) + F 1(x).
Therefore,
∫ ∞
x
F1(dy)F 2(x − y) = F 1(x) + o(F1 ∗ F2(x)) and the same holds with 358
L2 in place of F2 in the left-hand side of the latter equality. 359
Further, due to the monotonicity of distribution functions, F 2(x −y) ∼ L2(x −y) 360
uniformly in x − y ≥ h(x). Therefore 361
∫ x−h(x)
−∞
F1(dy)F 2(x − y) ∼
∫ x−h(x)
−∞
F1(dy)L2(x − y).
Finally, 362
F1 ∗ L2(x) =
∫ ∞
x
F1(dy)L2(x − y) +
∫ x−h(x)
−∞
F1(dy)L2(x − y) +
∫ x
x−h(x)
F1(dy)L2(x − y)
∼
∫ ∞
x
F1(dy)F 2(x − y) +
∫ x−h(x)
−∞
F1(dy)F 2(x − y) + o(F1 ∗ F2(x))
∼ F1 ∗ F2(x),
363
and therefore F1 ∗ L2 ∈ L. 364
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Proof Corollary 2.1 We need to prove statements (1), (3) and (4) only.365
Proof of (1) If F ∗2 ∈ L, then by statement (1a) of Theorem 2.1, F(x − t) − F(x +366
t) = o(F ∗2(x)) for any t > 0. Further, by statement (1b) of Theorem 2.1, we have367
F ∗3 = F ∗2 ∗ F ∈ L. Then Property 2 and the induction argument complete the368
proof.369
Proof of (3) Condition (3) follows from Petrov (1995), Theorem 2.22. So we have to370
verify (4) only. Due to Lemma 2.1 from Albin (2008) or Lemma 4 from Leipus and371
ˇSiaulys (2012), for any long-tailed distribution V and for any ε > 0, there is x0 > 1372
such that, for all i ≥ 1,373
sup
x≥n(x0−1)+x0
V ∗n(x − 1)/V ∗n(x) ≤ 1 + ε. (22)
Clearly, if there are, say, m long-tailed distributions V1, . . . , Vm, then Eq. 22 holds374
again for some x0 > 1 and for any Vi in place of V . Using similar arguments, one375
can also show that , for any i ≥ 1, inequalities (22) hold for Un in place of V ∗n where376
Un is any convolution of n distribution functions taken from the set {V1, . . . , Vm} –377
namely, Un = V ∗j11 ∗ . . . ∗ V ∗jmm where j1 + . . . + jm = n. As the corollary, we may378
take m = n and then Vl = F ∗(n+l), for l = 1, . . . , n, to conclude that inequalities379
(22) continue to hold for i ≥ n, with F ∗n in place of V ∗n.380
Proof of (4) We have to apply part (4) of Theorem 2.1 twice, first to move from F ∗2381
to F ∗ L and then from F ∗ L to L∗2.382
4 Proofs of Theorem 2.2, Proposition 2.2 and Lemma 2.1383
We start with a simple auxiliary result.384
Lemma 4.1 Assume that a distribution F is absolutely continuous with density f . If385
f (x) = o(F (x)) a.e., (23)
then F is long-tailed.386
Proof Indeed, let ε(x) = supy≥x f (y)/F (y). Since ε(x) ↓ 0, we have387
F(x + 1) ≤ F(x) = F(x + 1) +
∫ x+1
x
f (y)dy ≤ F(x + 1) + ε(x)F (x),
and the result follows.388
Proof of Theorem 2.2 Start with Proof of (1). Recall that F /∈ L implies with neces-389
sity that F ∗n /∈ S for all n ≥ 2. Then, by Corollary 2.1 of the present paper and390
Proposition 2.6 from Murphree (1989), we only need to prove that F /∈ L ∪ OS,391
F ∈ OL and F ∗2 ∈ L ∩ OS.392
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First, we find closed-form representations for distribution F and its density f . 393
Clearly, η ≤ ξ ≤ 2t η. Since 394
Eηs = C
∞∑
n=0
as−αn < ∞ (24)
if and only if s < α, the same holds for ξ , and distribution F is heavy-tailed with 395
infinite mean. Further, by Eq. 12 we have, for n ≥ 1, 396
F(an, x]I(x ∈ [an, an+1))
= P(η = an)P(1 < (1 + U1/b)t ≤ x/an)
(
I(x ∈ [an, 2t an)) + I(x ∈ [2t an, an+1))
)
= Ca−αn
(
(a−1n x)1/t − 1
)b
I(x ∈ [an, 2t an)) + Ca−αn I(x ∈ [2t an, an+1)).
Then 397
f (x) = Cbt−1
∞∑
n=0
x1/t−1a−α−1/tn
(
(xa−1n )1/t − 1
)b−1
I(x ∈ [an, 2t an)) (25)
and 398
F(x) = I(x < a0) +
∞∑
n=0
(P(ξ ∈ (an, an+1]) − P(ξ ∈ (an, x]) + P(ξ > an+1)) I(x ∈ [an, 2t an))
+
∞∑
n=0
(
P(ξ ∈ (2t an, an+1]) − P(ξ ∈ (2t an, x]) + P(ξ > an+1)
)
I(x ∈ [2t an, an+1))
= I(x < a0) +
∞∑
n=0
(( ∞∑
i=n
Ca−αi − Ca−αn
(
(x/an)
1/t − 1
)b
)
I(x ∈ [an, 2t an))
+
∞∑
i=n+1
Ca−αi I(x ∈ [2t an, an+1))
⎞
⎠ , x ∈ (−∞,∞). (26)
399
Now, we prove that F ∈ OL\L. Note that an+1a−2n → ∞ as n → ∞, so for any 400
K > 0, 401
∑
n≥N
a−Kn ∼ a−KN , F (an) ∼ P(η = an) and P(η > an) = o(P2(η = an)).
(27)
From Eqs. 26 and 27, we have 402
F(2t an) ∼ P(η = an+1) = Ca−αn+1 = Ca−1−αn
and 403
F(2t an−1)−F(2t an) = Ca−αn
(
1 −
(
(2t − a−1n )1/t − 1
)b) ∼ Cbt−12−t+1a−α−1n ,
as n → ∞. Therefore 404
lim sup
x→∞
F(x − 1)/F (x) = bt−12−t+1 + 1, (28)
so F /∈ L, but F ∈ OL. 405
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Next, we prove that F ∗2 ∈ L. Let (ηi, Ui), i = 1, 2 be two independent copies of406
(η, U), and let ξi = ηi(1 +Ui1/b)t and S2 = ξ1 + ξ2. The random variable S2 has an407
absolutely continuous distribution, say, H = F ∗2 with density function408
h(x) =
∫ x
0
f (y)f (x − y)dy = 2
∫ x
x/2
f (y)f (x − y)dy, x ∈ (−∞,∞). (29)
Clearly, h(x) > 0 if and only if an + a0 < x < 2t+1an, for n = 0, 1, . . .. According409
to Lemma 4.1, it is enough to show that410
h(x) = o(H(x)). (30)
We consider two cases: (i) x ∈ Jn,1 = [an + a0, 3 · 2t−1an) and (ii) x ∈ Jn,2 =411
[3 · 2t−1an, 2t+1an) for n = 0, 1, . . ..412
In the case (i), representations (25) and (29) lead to413
h(x) ≤ 2Cbt−1a−α−1/tn
∫ 2t an
an
y1/t−1
(
(ya−1n )1/t − 1
)b−1
f (x − y)dy
≤ 2Cbt−1a−α−1n
∫ 2t an
an
f (x − y)dy ≤ 2Cbt−1a−α−1n ,
while by Eq. 26414
H(x) ≥ F 2(x/2) ≥ F 2(3 · 2t−2an) ≥ C2a−2αn
(
1 −
(
2 · (3 · 4−1)1/t − 1
)b)2
.
Since α < 1, supx∈Jn,1 h(x)/H(x) → 0 as n → ∞.415
In the case (ii), representations (25) and (29) imply that416
h(x) = 2Cbt−1a−α−1/tn
∫ 2t an
2−1x
y1/t−1
(
(ya−1n )1/t − 1
)b−1
f (x − y)dy
≤ 2Cbt−1a−α−1n
∫ x/2
x−2t an
f (y)dy
≤ 2Cbt−1a−α−1n F (2t−1an) ≤ 2C2bt−1a−2α−1n ,
and by Eq. 26 we get that417
H(x) ≥ F(x) ≥ Ca−α−1n .
Then again supx∈Jn,2 h(x)/H(x) → 0 as n → ∞.418
We may conclude that Eq. 30 holds, therefore F ∗2 ∈ L.419
In order to prove F ∗2 ∈ OS, we only need to show that420
T (x) =
∫ x
x/2
H(x − y)h(y)dy = O(H(x)). (31)
It is clear that T (x) > 0 if and only if an + a0 < x < 2t+2an, for n = 0, 1, · · ·.421
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By Eqs. 25 and 29, it is easy to see that, for n = 0, 1, . . . , if x ∈ [an + a0, 2t an), 422
then 423
h(x) = 2
∫ x
an
f (x − y)f (y)dy ≤ 2Cbt−1a−α−1n , (32)
and if x ∈ [2t an, 2t+1an), then 424
h(x) = 2
∫ 2t an
x/2
f (x − y)f (y)dy ≤ 2Cbt−1a−α−1n F (x − 2t an). (33)
Then we estimate T (x) separately in three cases: (i) x ∈ [an + a0, 3 · 2t−1an), (ii) 425
x ∈ [3 · 2t−1an, 2t+1an) and (iii) x ∈ [2t+1an, 2t+2an) for n = 0, 1, . . .. 426
In the case (i), representations (26), (32) and (33) lead to 427
T (x)/H(x) ≤ max
y∈[x/2,x]
{h(y)}
∫ x
x/2
H(x − y)dy/F 2(2−1x)
≤ 2Cbt−1a−α−1n
∫ 3·2t−2an
0
H(y)dy/F
2
(3 · 2t−2an) < ∞.
In the case (ii), representations (26), (32) and (33) imply that 428
T (x)/H(x) ≤
(∫ 2t an
x/2
+
∫ x
2t an
)
H(x − y)h(y)dy/
(
F(x) +
∫ x
x/2
F(x − y)F (dy)
)
 2bt−1
∫ 2t an
x/2
H(x − y)dy/
(
1 +
∫ 2t an
x/2
F(x − y)dy
)
+2bt−1
∫ x
2t an
H(x − y)F (y − 2t an)dy
≤ 4bt−1
∫ x/2
x−2t an
(
F(y) +
∫ y
y/2
F(y − z)F (dz)
)
dy/
(
1 +
∫ x/2
x−2t an
F (y)dy
)
+2bt−1
(∫ x/2−2t−1an
0
+
∫ x−2t an
x/2−2t−1an
)
H(y)F (x − 2t an − y)dy
≤ 4bt−1
(
1 + 2Cbt−1a−α−1n (2t an − 2−1x)
∫ 4−1x
0
F(z)dz
)
+2bt−1
(
F(2t−2an)
∫ 2t−1an
0
H(y)dy + H(2t−2an)
∫ 2t−1an
0
F(y)dy
)
≤ 4bt−1 + O(a2α−1n ) < ∞.
429
Recall that, for two positive functions f and g, notation f (x)  g(x) means that 430
lim supx→∞ f (x)/g(x) ≤ 1. 431
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In the case (iii), representations (26) and (33) show that432
T (x)/H(x) =
∫ 2t+1an
x/2
H(x − y)h(y)dy/H(x)
 bt−1
∫ 2t+1an
2t an
H(2t+1an − y)F (y − 2t an)dy
= bt−1
(∫ 2t−1an
0
+
∫ 2t an
2t−1an
)
H(y)F (2t an − y)dy
≤ bt−1F(2t−1an)
∫ 2t−1an
0
H(y)dy + bt−1H(2t−1an)
∫ 2t−1an
0
F(y)dy
= O(a2α−1n ) < ∞.
We may conclude that Eq. 31 holds, therefore F ∗2 ∈ OS.433
Finally, since F /∈ L and F ∗2 ∈ L, Proposition 2.2 leads to the conclusion that434
F /∈ OS.435
Proof of (2) Since F /∈ L, we have F ∗τ /∈ S, by Embrechts et al. (1979). Under436
condition (13), F ∗τ ∈ L follows from F ∗2 ∈ L and part (3) of Theorem 2.1.437
Under condition (14) with any fixed 0 < ε < 1 and M = M(ε) ≥ n large enough,438
Corollary 2.1 implies that439
(1 − ε)F ∗τ (x − 1) ≤
M∑
n=1
pnF ∗n(x − 1) ≤ (1 + ε)
M∑
n=1
pnF ∗n(x) ≤ (1 + ε)F ∗τ (x),
for x large enough. Since ε > 0 is arbitrary, we get F ∗τ ∈ L.440
Further, we prove that F ∗τ ∈ OS under condition (14). Without loss of generality,441
we may assume that pM > 0. By F ∗2 ∈ OS and Proposition 2.6 in Shimura and442
Watanabe (2005a), we have F ∗M ∈ OS. Further, by Eq. 14, we have443
(1 − ε)F ∗τ (x) ≤
M∑
i=1
piF ∗i (x) = O(F ∗M(x)).
On the other hand, relation F ∗M(x) = O(F ∗τ (x)) is clear. Therefore, F ∗τ ∈ OS444
follows from F ∗M ∈ OS.445
Next, we prove (15). Recall that all distributions from the class F1(0) are sup-446
ported by the positive half-line. Since EX1 = ∞ and Eτ < ∞, Theorem 1 of447
Denisov et al. (2008) implies the first equality in Eq. 15 (see also Rudin 1973, for448
a particular case of power tails). Then the first inequality in Eq. 15 follows, say, by
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Foss and Korshunov (2007). Further, since τ ≥ 2[τ/2] a.s. (here [x] is the integer 449
part of x), the second inequality is straightforward: 450
lim inf F ∗τ (x)/F ∗2(x) ≥ lim inf F ∗2[τ/2](x)/F ∗2(x)
= lim inf
∞∑
m=1
(p2m + p2m+1)F ∗2m(x)/F ∗2(x)
≥
∞∑
m=1
(p2m + p2m+1) lim inf F ∗2m(x)/F ∗2(x) =
∞∑
m=1
(p2m + p2m+1)m,
451
where the last equality follows again by Denisov et al. (2008). 452
Finally, we prove (17). Since F /∈ OS and F is supported by the positive half- 453
line, the last equality in Eq. 17 follows. By F ∗2 ∈ L ∩ OS and the corresponding 454
Kesten’s type inequality, see Lemma 5 in Yu and Wang (2014), for any ε > 0 there 455
is a constant K = K(ε) > 0 such that, for all n ≥ 1 and x ≥ 0, 456
F ∗2m(x)/F ∗2(x) ≤ K(C∗(F ∗2) − 1 + ε)m.
Further, by Lemma 4 or Remark 2 in Yu and Wang (2014), for all m ≥ 1, 457
lim sup F ∗2m(x)/F ∗2(x) ≤ m(C∗(F ∗2) − 1)m−1.
Thus, by condition (18) with n = 2 and the dominated convergence theorem, we 458
obtain the first inequality in Eq. 17: 459
lim sup F ∗τ (x)/F ∗2(x) ≤ lim sup F ∗2[(τ+1)/2](x)/F ∗2(x)
= lim sup
∞∑
m=1
(p2m−1 + p2m)F ∗2m(x)/F ∗2(x)
≤
∞∑
m=1
m(p2m−1 + p2m)(C∗(F ∗2) − 1)m−1 < ∞.
460
Proof of (3) Let H be an infinitely divisible distribution on the positive half-line. The 461
Laplace transform of H is given by 462
∫ ∞
0
exp{−λy}H(dy) = exp{−aλ −
∫ ∞
0
(1 − eλy)υ(dy)}
where a ≥ 0 is a constant and the Le´vy measure υ is a Borel measure supported 463
by (0,∞) with the properties μ = υ((1,∞)) < ∞ and ∫ 10 yυ(dy) < ∞ – see, for 464
example, Feller (1971), page 450. Let F(x) = μ−1υ(x) = μ−1υ((0, x]) for x > 0. 465
It is well-known that the distribution H admits the representation H = H(1)∗H(2), 466
where H(1)(x) = O(e−βx) for some β > 0 and 467
H(2)(x) = e−μ
∞∑
n=0
μn
n! F
∗n(x).
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Let a random variable τ have a Poisson distribution, pn = e−μ μnn! for n =468
0, 1, · · · . Take a distribution F ∈ F1(0). Since a Poisson distribution has unbounded469
support and is light-tailed, condition (18) is fulfilled and H 2 ∈ L ∩ OS, by part (2)470
of Theorem 2.1. Since H(1) is light-tailed, we have H(x) ∼ H(2)(x), by Property 2.471
Then, clearly, H ∈ L ∩ OS. Since distribution G is Poisson, condition (17) holds.472
Finally, since F /∈ S, Theorem 1 of Embrechts et al. (1979) leads to H /∈ S.473
Proof of Proposition 2.2 By Theorem 3.1 (b) of Embrechts et al. (1979), we need474
to prove the implication ⇐ only. By F ∗2 ∈ L and Corollary 2.1 (2), we know that475
G2 =: pF + qF ∗2 ∈ L for any p + q = 1 and 0 < q < 1. Further, since F ∈ OS,476
we have G2(x) = O(F(x)). Therefore, F ∈ L follows from Lemma 2.4 of Yu et al.477
(2010).478
Proof of Lemma 2.1 By F ∗n ∈ L ∩ OS and Lemma 5 of Yu and Wang (2014), for479
any 0 < ε0 < 1, there exists a constant K = K(ε0) > 0 such that, for all x > 0 ang480
m ≥ 1,481
F ∗mn(x) ≤ K(C∗(F ∗n) − 1 + ε0)mF ∗n(x).
Then, by Eq. 18, for any 0 < ε < 1, there exists an integer M0 = M0(ε) > 1 large482
enough such that483
∞∑
k=(M0−1)n
pkF ∗k(x) ≤
∞∑
m=M
⎛
⎝
mn∑
k=(m−1)n+1
pk
⎞
⎠F ∗mn(x) ≤ εF ∗τ (x).
Take M = (M0 − 1)n, then Eq. 14 holds.484
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491
Appendix492
On condition (2)493
The following two examples show the feasibility of condition (2).494
Example 1 Take a distribution G1 given by
Q8
495
G1(x) = I(x < 0) + e−
√
xI(x ≥ 0).
496
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Xu et al. (2010) in their Example 2.1 introduce a distribution F1 on the positive 497
half-line such that, for x ∈ (−∞,∞), 498
F1(x) = G1(x)I(x < x1) +
∞∑
n=1
(
G1(xn)I(xn ≤ x < yn) + G1(x)I(yn ≤ x < xn+1)
)
,
499
where {xn, n ≥ 1} and {yn, n ≥ 1} are two sequences of positive constants satis- 500
fying xn < yn < xn+1 and G1(xn) = 2G1(yn), n ≥ 1. One can easily verify 501
that F1 ∈ OL \ L and F1(x)  G1(x), that is 0 < lim inf G1(x)/F 1(x) ≤ 502
lim sup G1(x)/F 1(x) < ∞. Further, take a distribution F2 such that 503
F2(x) = I(x < 0) + G1(x)I(x ≥ 0)/ log(x + 2).
Clearly, F2 ∈ S ⊂ L, F2(x) = o(F1(x)) and condition (2) holds. Then Remark 2.1 504
or, equivalently, part (1b) of Theorem 2.1 imply that F1 ∗ F2 ∈ L. 505
Example 2 Assume F2(x) = x−α for x ≥ 1, where α > 0. Let 1 > εn ↓ 0 be any 506
decreasing sequence. Given two sequences {an, n ≥ 1} and {bn, n ≥ 1} such that 507
1 = a1 < b1 < . . . < an < bn < an+1 < bn+1 < . . . ,
we let 508
F1(x) = I(x < a1) +
∞∑
n=1
cnI(x ∈ [an, bn]) +
∞∑
n=1
dnx
−2αI(x ∈ (bn, an+1)).
Here c1 = 1, dn = cnb2αn and cn+1 = dna−2αn+1 εn. Then we may determine sequences 509{an, n ≥ 1} and {bn, n ≥ 1} recursively in such a way that 510
F1(bn)
F2(bn)
=cnbαn = 2n → ∞ and
F1(an − 0)
F2(an)
= dn−1a−αn = 2−n+1 → 0, as n → ∞.
(34)
511
Informally, we proceed as follows. Let a1 = c1 = 1 and choose b1 such that 512
F2(b1) = 1/2, then d1 = b2α1 . Then choose a2 such that d1a−2α2 = 2−1a−α2 and then 513
c2 = d1a−2α2 ε1. By the induction argument, given an and cn, we keep F1(x) constant 514
in the interval [an, bn]. Since G decreases to 0 continuously, we may choose bn so 515
large that the first equation in Eq. 34 holds. Then, by the symmetric argument, we 516
may choose an+1 so large that the second equation in Eq. 34 holds, with an+1 in place 517
of an. 518
One can see that F1 /∈ OL. However, condition (2) is satisfied, thus F = F1∗F2 ∈ 519
L, by Remark 2.1 or part (1b) of Theorem 2.1. 520
Sketch of the Proof of Proposition 2.1 521
The proof mostly follows the lines of the proof of Theorem 2.2, so we provide its 522
sketch only, and also a complete proof of the last new statement. 523
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We first analyse the distribution F of the random variable ξ and its density f .524
Clearly, η1/t ≤ ξ ≤ (2η)1/t . Since525
Eηs/t = C
∞∑
n=0
a
s/t−α
n < ∞
if and only if s < tα, the same holds for ξ , and the distribution F is heavy-tailed526
with infinite mean. Next, for all x, we get527
P(a1/tn < ξ ≤ x)I(x ∈ [a1/tn , a1/tn+1))
= Ca−αn
(
a−1n xt − 1
)
I(x ∈ [a1/tn , (2an)1/t )) + Ca−αn I(x ∈ [(2an)1/t , a1/tn+1)),
then528
f (x) = Ct
∞∑
n=0
xt−1a−α−1n I(x ∈ [a1/tn , (2an)1/t ))
and529
F(x) = I(x < a0) + C
∞∑
n=0
(( ∞∑
i=n
a−αi − a−αn
(
a−1n xt − 1
)
)
I(x ∈ [at−1n , (2an)t
−1
))
+
∞∑
i=n+1
a−αi I(x ∈ [(2an)1/t , a1/tn+1))
⎞
⎠ .
Then we follow the lines of the proof of Theorem 2.2 to show that F /∈ OL and530
that F ∗2 ∈ L, by considering again the three cases.531
Then we come to the proof of the two last statements: F ∗2 ∈ OS if α ∈ [1/2, 1/t),532
and F ∗2 /∈ OS if α ∈ (1 − 1/t, 1/2). The proof in the case α ∈ [1/2, 1/t) is again533
analogous to the corresponding part of the proof of Theorem 2.2, so we turn to the534
proof of the latter result.535
Let again H = F ∗2, h be the density of H , and T (x) = ∫ x
x/2 H(x − y)h(y)dy.536
For α ∈ (1 − 1/t, 1/2), we have537
T (2(2an)1/t )/H(2(2an)1/t )
≥
∫ 2(2an)1/t
(21/t+1)a1/tn
2H(2(2an)1/t − y)
∫ (2an)1/t
y/2
f (y − z)f (z)dzdy/H(2(2an)1/t )
 ta1−1/tn
∫ 2(2an)1/t
(21/t+1)a1/tn
H(2(2an)1/t − y)(F (y − (2an)1/t ) − F(y/2))dy
≥ Cta−α−1/tn
∫ 2(2an)1/t
(21/t+1)a1/tn
H(2(2an)1/t − y)((2an)1/t − y/2)(y/2)t−1dy
≥ C2−1ta1−α−2/tn
∫ (21/t−1)a1/tn
0
H(y)ydy → ∞, n → ∞.
Here notation f (x)  g(x) is equivalent to g(x)  f (x) and means that538
lim infx→∞ f (x)/g(x) ≥ 1. Thus, F ∗2 /∈ OS.539
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