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Ce rapport présente un aperçu des activités de recherche en hydrologie menées depuis mon
recrutement comme maître de conférences en septembre 2006. Ce recrutement correspond à un
changement, relatif, de thématique puisque ma thèse concernait les écoulements en rivière :
j’ai donc remonté le chemin de l’eau, du fleuve en aval vers les versants en amont. J’ai depuis
eu l’occasion de retravailler dans des projets en lien direct avec l’estimation de paramètres en
hydraulique fluviale, suite logique de ma thèse (cf. AnnexeC). Néanmoins, j’ai volontairement
choisi de me concentrer ici sur le domaine de l’hydrologie. Il s’agit effectivement de la thématique
majeure animée depuis mon recrutement mais surtout elle arrive, me semble-t-il, à un tournant
de sa carrière : jusqu’ici le modèle développé à l’IMFT a pu évoluer au fur et à mesure de
la compréhension des phénomènes, compréhension rendue possible par la confrontation entre
simulation et observation de la réponse du système. Comme ce mémoire va le détailler, et
sans compromettre définitivement le suspens, la recherche menée en est arrivée au point où
les observations généralement disponibles ne sont plus suffisantes pour évaluer efficacement les
chemins de l’eau représentés par la modélisation. Bien sûr, plusieurs pistes sont envisageables et
envisagées pour approfondir la connaissance de la relation pluie-débit mais plus nécessairement
sous la même forme et j’avais envie de profiter de cette occasion pour faire un bilan synthétique
de cette thématique.
Contexte scientifique
Au début des années 2000, la recherche en hydrologie s’est progressivement orientée du simple
calage des modèles vers une amélioration de la compréhension des processus accompagnée d’un
diagnostic de la structure des modèles. En effet, compte-tenu du manque de données à différentes
échelles spatio-temporelles ainsi que de la connaissance insuffisante des phénomènes, obtenir
une prévision hydrologique pertinente était difficile sur les rares bassins versants instrumentés
existants et absolument impossible partout ailleurs. L’initiative Predictions in Ungauged Basins
(PUB) de l’International Association of Hydrological Sciences (IAHS) a été lancée en 2003 avec,
sur une période de 10 ans, le programme suivant (Hrachowitz et al., 2013) :
— améliorer les capacités des modèles hydrologiques existants à réaliser des prévisions sur les
bassins versants non jaugés,
— développer de nouvelles modélisations prenant en compte la variabilité spatio-temporelle
des phénomènes hydrologiques représentés.
La zone méditerranéenne est caractérisée par une forte variabilité climatique inter-annuelle (Me-
rheb et al., 2016). Cette mer presque fermée, entourée de chaînes de montagnes et de littoraux
fortement urbanisés est le siège de nombreuses interactions entre mer, atmosphère et continents
et ce contexte particulier en fait une région de recherche privilégiée. Plusieurs projets inter-
nationaux ont été lancés sur l’étude du cycle de l’eau en région méditerranéenne. Coordonné
par Météo-France et le CNRS, le programme international HyMeX 1 œuvre pour une meilleure
compréhension de l’ensemble des processus impliqués dans le cycle de l’eau, avec une attention
particulière portée aux évènements extrêmes : pluies intenses et crues rapides, vents violents,
1. Hydrological cycle in Mediterranean Experiment : http://www.hymex.org
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sécheresses, ... qui provoquent de façon récurrente d’importants dégâts sur le pourtour méditer-
ranéen (Drobinski et al., 2014). HyMeX prévoit des observations simultanées au sein des trois
compartiments – atmosphérique, continental et océanique – et à leurs interfaces, ainsi que dans
le domaine des sciences humaines et sociales. Il a organisé sa stratégie en périodes d’observations
emboîtées à trois niveaux dans le temps et l’espace sur la période 2010-2020. HyMeX s’inscrit
dans le méta-programme interdisciplinaire MISTRALS 2, dédié à la compréhension du fonction-
nement du bassin méditerranéen sous la pression du changement global. MISTRALS est porté
par le CNRS, il réunit actuellement 13 partenaires et implique plus de 1 000 scientifiques issus
de 26 pays. Le projet HYDRATE 3 propose quant à lui une harmonisation au niveau européen
des stratégies d’observations des crues soudaines, en se basant sur le développement d’outils
numériques et technologiques dédiés à la gestion du risque. Les thèmes développés concernent
à la fois la collecte de données historiques, l’élaboration d’une méthodologie d’observations des
nouveaux évènements, l’archivage de toutes ces données et la prévision sur les bassins non jaugés
avec une vingtaine de partenaires dans une douzaine de pays.
Figure 0.1. – La zone critique : siège des interactions entre l’air, l’eau et les roches (Source :
CRITEX, Équipements innovants pour la zone critique https://www.critex.fr/)
Les initiatives se construisent également au niveau national. L’infrastructure de recherche
OZCAR 4, créée en 2016, met en réseau les sites consacrés à l’observation de la zone critique
(Fig. 0.1), c’est-à-dire la pellicule superficielle de la terre, comprise entre la basse atmosphère et
les roches. Elle comprend en particulier le réseau RBV 5 des bassins versants, dédié à l’observation
hydrologique, hydrométéorologique, géomorphologique et biogéochimique de bassins versants à
différentes échelles d’espace et de temps. C’est l’un des 13 SOERE 6 dont s’est dotée la recherche
française. Le RBV regroupe une quinzaine d’observatoires élémentaires, situés aussi bien dans
les pays du Sud où ils font l’objet de collaborations scientifiques avancées, que sur le territoire
2. Mediterranean Integrated STudies at Regional And Local Scales : http://www.mistrals-home.org/
3. HYdrometeorological Data Resources And Technologies for Effective flash flood forecasting : http://www.
hydrate.tesaf.unipd.it/
4. Observatoires de la Zone Critique Applications et Recherches : http://www.insu.cnrs.fr/node/5680
5. Réseau des Bassins Versants : http://portailrbv.sedoo.fr/
6. Systèmes d’Observation et d’Expérimentation au long terme pour la Recherche en Environnement
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français, comme l’OHM-CV 7 qui fédère les compétences de chercheurs de disciplines variées
(météorologie, hydrologie, géophysique, géographie, mathématiques appliquées, socio-économie,
... ) pour améliorer les connaissances et les capacités de prévision du risque hydro-météorologique
associé aux pluies intenses et aux crues éclair en région méditerranéenne.
Objet d’étude et axes de recherche explorés
Dans ce contexte de réorientation de la recherche en hydrologie et des nombreuses initiatives
associées, l’IMFT s’est lancée dans l’étude des crues à cinétique rapide. Ces crues soudaines sont
définies comme des crues intenses caractérisées par un temps de réponse très court, conséquences
de phénomènes orageux sévères généralement localisés. Il n’existe toutefois pas de quantification
unique du caractère intense, localisé, ni du temps de réponse au niveau mondial. Braud et al.
(2014) récapitulent plusieurs tentatives de caractérisation issues de différentes études : les crues
soudaines font suite à des pluies extrêmes dont l’intensité dépasse en général les 100 mm en
quelques heures. Toutefois, autour de la Méditerranée, elles sont parfois la conséquence de préci-
pitations d’intensité moyenne et de plus longue durée, supérieure à 24 h. La compilation de 550
évènements réalisée par Gaume et al. (2009) présente des débits spécifiques de pointe variant
entre 0.5 et 40 m3.s−1.km−2. Par la suite, ce sont les critères suivants qui ont été globalement
retenus, en fonction des observations disponibles : un temps de montée de l’hydrogramme très
court (de quelques heures à la journée, en fonction de la taille du bassin versant) et un débit de
pointe spécifique élevé, supérieur à 0.5 m3.s−1.km−2.
Les travaux de recherche présentés dans ce mémoire sont majoritairement dédiés à l’améliora-
tion de la compréhension de la dynamique des crues soudaines, avec en particulier l’identification
des processus dominants en fonction des caractéristiques de l’évènement de pluie et du bassin
versant considérés. La modélisation distribuée est l’outil utilisé pour apporter ces éléments de
compréhension. Il en résulte qu’une attention toute particulière est également consacrée à l’es-
timation de paramètres dans les modèles hydrodynamiques de façon générale, ainsi qu’à l’éva-
luation et la propagation des incertitudes associées à ce type de modélisation. Pour ce faire,
il a été nécessaire de s’approprier et d’adapter différentes techniques mathématiques, en parti-
culier d’analyse de sensibilité ou d’assimilation de données, afin de les mettre au service de la
modélisation en hydrodynamique.
L’ensemble de ces activités s’appuie sur :
— le développement d’un modèle pluie-débit dédié aux crues soudaines : MARINE 8 est un
modèle hydrologique distribué, basé sur des approximations des équations de la physique
décrivant les principaux processus responsables de la genèse des crues soudaines,
— l’utilisation d’outils et de techniques mathématiques permettant de comprendre, d’analyser
et d’optimiser le fonctionnement des modèles, ces outils sont élaborés et mis en œuvre sur
les modèles hydrodynamiques de façon générale, aussi bien en hydrologie qu’en hydraulique
fluviale,
— l’étude de jeux de données collectés au cours de différents projets ou auprès des acteurs
opérationnels (SCHAPI 9, SPC 10, DREAL 11, ...)
Ce mémoire est organisé en trois parties. Sont d’abord présentés les outils (chapitre 1) : outils
physiques que sont les modèles hydrodynamiques et outils mathématiques que sont les tech-
niques d’analyse de sensibilité et d’estimation de paramètres. Les chapitres suivants résument
les étapes marquantes franchies dans l’analyse et la modélisation des crues soudaines à partir
7. Observatoire Hydro-météorologique Méditerranéen Cévennes-Vivarais : http://www.ohmcv.fr/
8. Modélisation et Anticipation du Ruissellement et des Inondations pour les évèNements Extrêmes
9. Service Central d’Hydrométéorologie et d’Appui à la Prévision des Inondations
10. Services de Prévision des Crues
11. Directions Régionales de l’Environnement, de l’Aménagement et du Logement
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d’observations de débit (chapitre 2) puis lorsque ces observations sont manquantes ou forte-
ment incertaines (chapitre 3). Seuls quelques outils proposés et quelques résultats sont présentés
en appui à l’analyse menée, les travaux exhaustifs correspondants sont cités entre crochets et
référencés en AnnexeB pour les publications et conférences, et AnnexeD pour les thèses et mas-
ters. Les perspectives de recherche sont finalement développées. Une sélection de publications
significatives est regroupée en AnnexeE.
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1. Méthodologies élaborées
L’objectif de cette partie est de décrire les modèles mathématiques et numériques qui seront
utilisés pour représenter les sytèmes étudiés dans ce mémoire. Seront détaillés en particulier les
approximations qui sont faites et l’incertitude qui en résulte.
1.1. Un outil de modélisation en hydrologie : le modèle MARINE
Phénomènes pris en compte et équations correspondantes
MARINE est un modèle spatialement distribué selon un maillage carré régulier construit à
partir du maillage du MNT (Modèle Numérique de Terrain). C’est un modèle évènementiel, qui
ne représente que les processus considérés comme prépondérants dans la genèse des crues sou-
daines. Les phénomènes physiques pris en compte dans le modèle hydrologique sont les suivants :
— Infiltration : la schématisation proposée par Green & Ampt (1911) considère un front
d’humectation horizontal, séparant la zone saturée de la zone du sol non saturée. Cette
hypothèse appliquée à la loi de Darcy permet de calculer un taux d’infiltration i (t) dans
le sol (Éq. (1.1)),









où F (t) est l’infiltration cumulée [m], Ksat est la conductivité hydraulique à saturation[
m.s−1
]









, ψ la force de succion au front d’humectation [m].
— Ruissellement sur les versants : les variations dans l’espace et dans le temps des fonctions du
champ de l’écoulement sont considérées comme suffisamment faibles pour que localement
tout se passe comme si l’écoulement était permanent et uniforme (Ancey, 2010). Dans
le bilan de quantité de mouvement, tous les termes sont négligeables devant le terme
moteur (i.e. la gravité) et le terme de frottement. Le bilan de quantité de mouvement est
















la hauteur d’eau sur la maille [m]. En exprimant une relation hauteur-débit fondée sur la








= p− i (1.2)




, p est le taux de précipitation[
m.s−1
]





— Ruissellement dans le réseau de drainage : la modélisation adoptée est la même que pour
le ruissellement sur les versants mais la relation hauteur-débit est calculée en prenant
explicitement en compte une géométrie synthétique des profils en travers comprenant lits
mineur/majeur et rugosités associées (cf. Fig. 1.1) :
U = Umin × Sw, min + Umaj × Sw, maj
Sw
(1.3)
avec U = KR2/3h I







rayon hydraulique [m], Sw
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, Pw périmètre mouillé [m], l’indice min (respectivement maj) fait référence






— Écoulement de subsurface : TOPMODEL a servi de référence pour la modélisation de
ces écoulements (Beven & Kirby, 1979). Les hypothèses principales sont introduites dans
l’équation de Darcy (Éq. 1.4), à savoir : le gradient hydraulique est approximé par la pente
topographique locale I et la transmissivité est représentée par une fonction exponentielle
décroissante du déficit en eau (Beven, 1984).
qsstf (t) = T (θ)× grad (H) (1.4)




, θ teneur en eau locale
[−], grad (H) gradient hydraulique [m.m−1]. Finalement, en tenant compte des hypothèses
susmentionnées, la loi de Darcy pour le flux de subsurface s’écrit comme suit (Éq. 1.5).










, zsol profondeur de sol [m],
hsat = θs × zsol capacité totale de stockage du sol [m], hsstf hauteur d’eau dans le sol à l’instant
t [m], m paramètre de décroissance de la transmissivité avec la profondeur [m]. m représente
une épaisseur efficace de sol où aurait lieu la majorité des écoulements de subsurface : à une
profondeur de 2×m, la transmissivité est égale à 85 % de la transmissivité totale (Datin, 1998).
— Échange nappe/rivière : lorsque l’écoulement arrive dans une maille appartenant au réseau
de drainage, une partie de l’écoulement de subsurface est exfiltrée dans la rivière. Ce flux
qexf d’échange nappe-rivière est également paramétré selon une représentation de type loi
de Darcy/TOPMODEL (Éq 1.4) mais le gradient hydraulique est cette fois-ci approximé







Figure 1.1. – Forme synthétique des profils en travers dans le modèle MARINE
Le bilan de masse résolu par le modèle à chaque pas de temps est résumé sur la Fig. 1.2 pour
une maille versant et sur la Fig. 1.3 pour une maille du réseau de drainage.
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Figure 1.2. – Bilan de masse sur une maille du versant
Précipitation Ruissellement de surface 




Figure 1.3. – Bilan de masse sur une maille du réseau de drainage
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Figure 1.4. – Exemple de réseau de drainage (en blanc) détecté par MARINE sur le bassin
versant de la Têt (en gris) à partir d’un MNT SRTM à 90 m, comparaison avec le cours d’eau
fourni par la BD CARTHAGE® de l’IGN (en noir). La BD CARTHAGE® est la base de
données complète du réseau hydrographique français
Approximations et erreurs de modélisation
Réaliser une simulation hydrologique avec le modèle MARINE fait appel à plusieurs types
d’approximations :
— Sur la géométrie de l’écoulement : la taille des mailles utilisées est généralement de l’ordre
de ∆x ∼ 100 m. Les cellules du MNT d’origine sont agrégées à cette taille puis l’altitude
de chaque maille est utilisée pour calculer plusieurs paramètres liés à la topographie : la
pente, la direction de descente, l’aire drainée, la position du réseau de drainage (Fig. 1.4),
... Dans le réseau de drainage, les profils en travers sont représentés de manière synthétique
(Fig. 1.1) et leur forme évolue de façon géomorphologique avec l’aire drainée par la maille
i, notée aDi (cf. Éq. 1.6 ; Liu & Todini (2002)).


















Où WDi , respectivement HDi , est la largeur, respectivement la profondeur, du lit mineur de
la maille i (Fig. 1.1), variant entre une valeur minimale (WDmin , HDmin) pour l’aire draînée
seuil ath à partir de laquelle le ruissellement est considéré comme concentré dans le réseau de
drainage, et une valeur fixée (WDmax , HDmax) correspondant à l’aire draînée atot. Les valeurs de
ces paramètres (WDmin , HDmin , ath,WDmax , HDmax , atot) peuvent être fixées à partir de mesures
de profils en travers in situ disponibles sur certains cours d’eau.
— Sur la dynamique de l’écoulement : le modèle ne résout pas l’ensemble des phénomènes
intervenant dans le cycle de l’eau et en particulier certains processus considérés comme
négligeables pour reproduire le comportement du système lors d’une crue soudaine. Les
principaux phénomènes négligés sont l’évapotranspiration et les écoulements souterrains
ou écoulements de nappe. Le modèle étant évènementiel, l’échelle de temps représentative
est la journée, or ces écoulements sont généralement significatifs sur des durées beaucoup
plus longues. Les équations de Saint-Venant utilisées pour représenter le ruissellement
de surface sont fondées sur l’approximation d’écoulement peu profond (ondes longues).
L’écoulement est de plus ici considéré comme monodimensionnel et les équations 1D sont
simplifiées : compte-tenu des pentes topographiques importantes sur les bassins versants
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étudiés, seuls le terme de frottement et la gravité sont conservés. En ce qui concernent
les écoulements de subsurface, la loi de Darcy est utilisée bien que le milieu ne soit pas
toujours saturé mais la transmissivité latérale évolue en fonction du contenu en eau en sol
afin de prendre en compte le caractère non saturé.
— Sur l’échelle spatiale de résolution : le modèle MARINE est un modèle déterministe, c’est-à-
dire que la connaissance de la condition initiale et du forçage détermine de façon univoque
l’évolution future de l’état du système. Or, ce modèle ne résout pas toutes les échelles.
Le passage de l’échelle locale, domaine de validité des équations, à l’échelle de la maille
est représenté par une paramétrisation du modèle. L’évolution du système n’est alors pas
univoquement déterminée par la condition initiale car elle dépend d’une description plus
détaillée de l’état du système (Brankart, 2014).
De plus, le passage du modèle mathématique au modèle physique introduit des approximations
supplémentaires (discrétisation, ...). L’erreur de modélisation résulte donc d’effets multiples.
Pour le modèle MARINE, interviennent en particulier le choix des processus modélisés, l’en-
semble des approximations réalisées ainsi que l’erreur liée à la paramétrisation du changement
d’échelle.
Incertitudes
Figure 1.5. – Origine des sources d’incertitudes (tirets) dans la modélisation hydrologique
(Adapté de Castaings (2007))
Dans la modélisation hydrologique, les sources d’incertitudes sont nombreuses (Fig. 1.5 d’après
Castaings (2007)) :
— Incertitudes sur les observations du forçage (hauteur d’eau précipitée en un point du bassin
versant en fonction du temps) et de la réponse du système (débit en un point du cours
d’eau en fonction du temps),
— Incertitudes sur la condition initiale (contenu en eau du sol à l’instant initial),
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— Incertitudes sur la valeur des paramètres : bien que la plupart des paramètres utilisés
puissent être reliés aux caractéristiques du bassin versant, cette information a priori est
souvent limitée à une plage de variation, parfois relativement large. De plus, il s’agit d’une
indication valable souvent à l’échelle du point quand les équations sont résolues à l’échelle
de la maille (∆x ∼ 100 m),
— Incertitudes liées à la structures du modèle : ce sont celles inhérentes aux approximations
réalisées lors de la modélisation.
Paramètres nécessaires et données utilisées
Les paramètres intervenant dans les équations du modèle sont récapitulés dans le tableau
(Tab. 1.1). Finalement, le calcul requiert :
— 7 paramètres spatialisés (Ksat, θs, ψ, I, Ks, Tsat, zsol) et 1 paramètre constant (m) sur
chaque maille versant,
— 9 paramètres spatialisés (Ksat, θs, ψ, I, Tsat, zsol, SD, WD, HD) et 3 paramètres constants
(m, Kmin, Kmaj) sur chaque maille drain.
Théoriquement, ces paramètres sont tous représentatifs d’un mécanisme physique et devraient
donc pouvoir être mesurés. Toutefois, certains d’entre eux résultent de la paramétrisation d’un
processus, comme le coefficient de Strikler, et ne sont donc pas directement mesurables. De plus,
il n’est pas possible de mesurer l’ensemble des paramètres dans chaque maille sur tous les bassins
versants d’étude et la transposition d’une mesure locale à l’échelle d’une maille d’une centaine
de mètres de côté est loin d’être évidente (cf. p. 10). Il est donc nécessaire de caler le modèle,
c’est-à-dire de corriger certains de ces paramètres afin de faire en sorte que les simulations du
modèle correspondent au mieux aux observations de la réponse du système. La signification de
“correspondre au mieux” sera discutée plus en détail par la suite (§ 1.2.1 et § 3.3.3). Cette étape
de calage permet également dans une certaine mesure de compenser l’impact des différentes
sources d’incertitude sur les résultats obtenus.
Compte-tenu du nombre relativement conséquent de paramètres du modèle, il va pratique-
ment toujours être possible d’atteindre ce résultat : “correspondre au mieux aux observations
de la réponse du système” pour un évènement donné. Néanmoins, les performances en prévision
de ce type de calage sont à peu près nulles tout comme l’apport en matière de compréhension
des phénomènes. Il est donc nécessaire de mettre au point une méthodologie qui permette a
minima d’obtenir des performances satisfaisantes en prévision et si possible un éclairage sur les
processus mis en jeu lors des évènements considérés. Malheureusement, les différentes incerti-
tudes, cumulées aux approximations et autres erreurs de modélisation se traduisent en pratique
par le désormais célébre concept d’équifinalité (Beven, 2009) :
The concept that there may be many models of a system that are acceptably
consistent with the observations available, derived from the General Systems Theory
of von Bertalanffy (1976) and adopted in environmental modelling by Beven (1993,
2006).
Plusieurs systèmes de modélisation complets - c’est-à-dire l’ensemble équations, discrétisation,
méthode de résolution, valeurs des paramètres, etc... - permettent d’obtenir des résultats égale-
ment satisfaisants, sans qu’il soit possible de les discriminer par rapport aux seules observations
disponibles. Une première étape pour contourner le problème consiste à diminuer au maximum
la paramétrisation du modèle, en se servant d’analyses de la sensibilité de la réponse du modèle
aux paramètres nécessaires (§ 1.2), et en utilisant toutes les informations a priori disponibles.
Dans ce cadre et afin de réduire le nombre de degrés de liberté lors de la calibration du modèle,
plusieurs choix sont faits pour le modèle MARINE :
— les paramètres calculés à partir du MNT sont utilisés tels quels dans le modèle (Ex.
Fig. 1.4),
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— les paramètres estimés à partir de bases de données sol et occupation du sol sont corrigés
en appliquant à la carte spatialisée des valeurs du paramètre un coefficient de correction
constant sur tout le bassin versant (Tab. 1.1),
— la variabilité spatiale de la transmissivité à saturation est calculée à partir de la conducti-
vité hydraulique à saturation et de la profondeur de sol, avec application d’un coefficient
de correction CT comme indiqué ci-dessous (Éq. 1.7).
Tsat = CTKsatzsol (1.7)
L’article Roux et al. (2011) [P9] fourni au §E.1 détaille les différentes étapes d’application
du modèle MARINE sur un bassin versant d’étude. Le modèle étant évènementiel, il nécessite
une condition initiale : l’état de saturation du bassin versant avant chaque évènement. À la
lumière des résultats obtenus lors des travaux de Roux et al. (2011) [P9], une initialisation
systématique a été choisie, basée sur les sorties quotidiennes de la chaîne opérationnelle SIM
de Météo-France (Habets et al., 2008). Le modèle SIM peut en effet être considéré comme un
indicateur satisfaisant de l’état de saturation des bassins versants (Tramblay et al., 2010).











Porosité de la données USDA (Fig. 1.6 ; Tab. 1.2)
colonne de sol sol (Rawls et al., 1992)











Coefficient de Strickler Occupation Table de Chow (1959)






Coefficient CT à saturation
zsol [m] Profondeur de sol BD-sol Spatialisée
Coefficient CZ
m [m] Paramètre de décroissance - Taha et al. (1997)







Pente transversale MNT Spatialisée
des berges
WD [m] Largeur du lit Géomorphologie
mineur MNT (Éq. 1.6 ; (Liu & Todini, 2002))






Coefficient de Strickler -





Coefficient de Strickler -
du lit majeur
Table 1.1. – Paramètres du modèle MARINE et modes d’obtention
13








































Figure 1.6. – Triangle des textures USDA (Rawls et al., 1992)








C1 : Sable 0.437 49.5 117.8
C2 : Sable limoneux 0.437 61.3 29.9
C3 : Limon sableux 0.453 110.1 10.9
C4 : Limon 0.463 88.9 6.6
C5 : Limon silteux 0.501 166.8 3.4
C6 : Limon argilo-sableux 0.398 218.5 1.5
C7 : Limon argileux 0.464 208.8 1.0
C8 : Limon argilo-silteux 0.471 273.0 1.0
C9 : Argile sableuse 0.430 239.0 0.6
C10 : Argile silteuse 0.479 292.2 0.5
C11 : Argile 0.475 316.3 0.3
C12 : Silt 0.501 166.8 3.4
Table 1.2. – Paramètres du modèle de Green & Ampt (1911) d’après les textures de sol USDA
(Rawls et al., 1992)
1.2. Analyses de sensibilité
D’après Saltelli (2000) :
Sensitivity analysis is the study of how the variation in the output of a model can
be apportioned, qualitatively or quantitatively, to different sources of variation, and
of how the given model depends upon the information fed into it.
À l’origine, l’analyse de sensibilité a été conçue pour traiter simplement les incertitudes sur les
variables d’entrée et les paramètres du modèle. Mais il est apparu que d’autres sources d’incer-
titude pouvaient être étudiées grâce aux mêmes méthodes : les incertitudes sur la conception du
modèle en particulier, c’est-à-dire la structure du modèle, les hypothèses, ...
Les analyses de sensibilité permettent au modélisateur d’étudier plus spécifiquement (Saltelli,
2000) :
— si un modèle se rapproche du système étudié,
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— les facteurs qui contribuent à la variabilité des simulations,
— les paramètres du modèle qui n’ont que peu d’impact sur les simulations et peuvent donc
être fixés a priori,
— les régions de l’espace des paramètres à privilégier pour une calibration pertinente.
Les différentes méthodes d’analyse de sensibilité testées dans ces travaux peuvent être regroupées
en deux grandes familles. Les analyses de sensibilité globales permettent d’étudier l’impact de
la variation d’un paramètre du modèle sur un grand intervalle et l’incertitude résultante sur la
simulation. Les méthodes locales se concentrent au contraire sur une petite région de l’espace
des paramètres. Elles nécessitent généralement le calcul des dérivées partielles d’une fonction
coût par rapport aux paramètres d’entrée, autour d’un point de fonctionnement. Ces méthodes
locales fournissent la sensibilité locale, temporelle ou spatiale, du modèle aux paramètres testés.
Les procédures d’analyse détaillées ci-dessous ont été implémentées aussi bien en modélisation
hydrologique qu’en hydraulique fluviale.
1.2.1. Analyse de sensibilité globale
L’analyse de sensibilité globale mise en œuvre par la suite est basée sur des simulations Monte-
Carlo. Un grand nombre de simulations est réalisé à partir de tirages aléatoires des paramètres
d’entrée. L’évaluation de la performance de chacune de ces simulations est ensuite utilisée pour
estimer l’incertitude sur la prévision du modèle mais également pour rapporter cette incertitude
à celles sur les paramètres d’entrée. Les étapes sont les suivantes :
— choix d’un intervalle de variation et d’une distribution a priori pour chacun des paramètres
du modèle xi. Le choix d’un intervalle de variation est facilité lorsqu’il s’agit d’un para-
mètre ayant une signification physique. En l’absence d’informations supplémentaires, une
distribution uniforme est souvent choisie : les résultats de l’analyse de sensibilité dépendent
en effet plus de l’intervalle de variation que de la distribution initiale (Saltelli, 2000).
— tirage aléatoire des valeurs des paramètres à l’intérieur de cet intervalle de variation,
compte-tenu de leur distribution, et réalisation des simulations,
— évaluation de chaque prévision du modèle selon le critère choisi. En hydrologie, le critère
de Nash & Sutcliffe (1970) est très fréquemment utilisé pour évaluer les performances d’un
modèle (Éq. 1.8).















. Une des caractéristiques
de LN est de surestimer les erreurs à fort débit et de les sous-estimer à faible débit (Krause
et al., 2005), ce critère n’est pas non plus très sensible à un biais systématique en particulier
à l’étiage. Ces propriétés font de LN un indice d’évaluation qui semble globalement adapté à
un objectif de prévision des crues soudaines car très sensible aux forts débits. Afin d’éviter les
écueils reconnus de ce critère (Moussa, 2010) et pour privilégier une bonne simulation du pic de




























, TP l’heure du pic (h) et T oC le temps de concentration
du bassin versant (h).
— estimation de l’incertitude : l’espérance E (y) et l’écart-type [V (y)]1/2 de la sortie y du
modèle sont estimés à l’aide de l’équation (1.10).
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E (y) = 1
N
ΣNi=1yi





yi − Eˆ (y)
)2 (1.10)
— analyse de sensibilité : la méthode la plus directe consiste à tracer le critère de perfor-
mance, par exemple LNP, i en fonction des paramètres d’entrée, pour chaque paramètre
xj où i = 1, · · · , N est le nombre de simulations Monte-Carlo et j = 1, · · · , k est le
nombre de paramètres d’entrée. Ces nuages de points représentent une mesure globale de
la sensibilité du modèle. Il s’agit toutefois d’une estimation purement qualitative puisque
si la sensibilité de chaque paramètre peut être examinée, elle ne peut en revanche pas
être quantifiée. Hornberger & Spear (1981) proposent une méthode générale d’analyse de
sensibilité en divisant les simulations Monte-Carlo en deux jeux, l’un correspondant aux
simulations représentatives du comportement du système et l’autre aux simulations non
représentatives. La représentativité de chaque simulation est évaluée en fonction du critère
de performance : une valeur seuil de ce critère est subjectivement fixée pour réaliser la
division. Le test de Kolmogorov-Smirnov est ensuite utilisé pour identifier et classer les
paramètres les plus sensibles : plus la séparation est importante entre la fonction de répar-
tition des simulations représentatives et celle des simulations non représentatives (Fig. 1.7),

























Figure 1.7. – Principe de l’analyse de sensibilité générale proposée par Hornberger & Spear
(1981)
Les simulations Monte-Carlo sont également une alternative à la calibration par recherche
d’un optimum local.
L’article Roux & Dartus (2006) [P2] (§E.2) propose un exemple détaillé d’analyse de sensibilité
généralisée en hydraulique fluviale, appliquée à l’estimation du débit d’un cours d’eau à partir
d’observations sur l’étendue de la zone inondée lors d’une crue.
1.2.2. Analyse de sensibilité temporelle : indices de sensibilité
L’idée à l’origine des indices de sensibilité est l’utilisation de la variance de la sortie comme
indicateur de la sensibilité du modèle. Soient (X1, ..., Xk) ∈ Rk les paramètres d’entrée indépen-
dants d’un modèle et Y = M (X1, ..., Xk) la sortie de ce modèle, il s’agit d’estimer comment
16
CHAPITRE 1. MÉTHODOLOGIES ÉLABORÉES 1.2. ANALYSES DE SENSIBILITÉ
varie la sortie Y lorqu’une des entrées Xi est fixée : Xi = x∗i . Le problème du choix de la valeur x∗i
est résolu en considérant l’espérance de Xi pour toutes les valeurs possibles de x∗i : E [V (Y/Xi)].
Ainsi, plus la sortie Y du modèle est sensible au paramètre Xi, plus la quantité E [V (Y/Xi)]
sera petite. Étant donnée la formule de la variance totale V (Y ) = V (E [Y/Xi]) + E [V (Y/Xi)],
il est possible d’utiliser comme indicateur de sensibilité la quantité V (E [Y/Xi]), qui sera elle
d’autant plus importante que la sortie Y du modèle est sensible au paramètre Xi. L’indice de
sensibilité de Y à Xi est alors défini comme suit :
Si =
V (E [Y/Xi])
V (Y ) (1.11)
Sobol’ (1993) appelle Si indice de sensibilité au premier ordre : il quantifie la part de la
variance de Y qui est due au paramètre Xi. Les indices de sensibilité proposés par Sobol’ (1993)
sont basés sur la décomposition d’une fonction en composantes de dimensions croissantes :






Mi,j (Xi, Xj) + . . .+M1,...,k (X1, ..., Xk) (1.12)
où
M0 = E [Y ]
Mi (Xi) = E [Y/Xi]− E [Y ]
Mi,j (Xi, Xj) = E [Y/Xi, Xj ]− E [Y/Xi]− E [Y/Xj ] + E [Y ]
(1.13)







Vi,j + . . .+ V1,...,k (1.14)
où
Vi = V (E [Y/Xi])
Vi,j = V (E [Y/Xi, Xj ])− Vi − Vj (1.15)
Cette décomposition permet de définir des indices de sensibilité d’ordre supérieur à un. L’in-
terprétation de ces indices est aisée : compte-tenu de l’équation (1.14), leur somme est égale à 1
or ils sont tous positifs donc plus l’indice est proche de 1, plus le paramètre est important. L’in-
dice de sensibilité totale exprime la sensibilité de Y à un paramètre Xi sous toutes ses formes,
c’est-à-dire la sensibilité à ce paramètre seul mais également la sensibilité aux interactions de





où #i représente tous les ensembles d’indices contenant i. Ces indices de sensibilité totale
peuvent être estimés directement lorsque les indices de sensibilité au premier ordre sont connus :
ST i =
E [V (Y/X∼i)]
V (Y ) = 1−
V (E [Y/X∼i])




où V∼i est la variance de l’espérance de Y conditionnelle à toutes les variables sauf Xi.
Le calcul exact des indices de Sobol est la plupart du temps impossible. Une méthode classique
pour les estimer consiste à utiliser des échantillonnages de Monte-Carlo (Saltelli, 2000), cette
méthode ayant l’avantage de permettre des estimations non biaisées et convergentes. Toutefois,
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il faut garder en tête qu’il ne s’agit que d’une estimation, dépendant donc de la qualité et de la
taille de l’échantillonnage.
La Fig. 1.8 présente un exemple d’application de ce type de méthode à la modélisation hy-
drologique pour trois évènements sur le bassin versant de l’Ardèche à Vogüé (Fig. 2.1). Avant le
début des précipitations, le coefficient de frottement en lit mineur (KD1 ou Kmin) explique la
majeure partie de la variance du modèle : le contenu en eau initial du bassin versant active les
écoulements de subsurface et une faible quantité d’eau circule ainsi dans le réseau de drainage.
Cela est dû au fonctionnement du modèle qui n’est pas adapté aux périodes sans pluie. Lors
des épisodes pluvieux proprement dits, tous les processus sont successivement activés (infiltra-
tion, flux de subsurface, ruissellement de surface, écoulements en lit mineur et lit majeur). La
contribution du coefficient de correction de la profondeur de sol (CZ) est toutefois systémati-
quement la plus importante : elle explique plus de 80 % de la variance du modèle aux forts
débits. L’impact des flux de subsurface est quant à lui maximal durant les périodes de réces-
sion : le coefficient de correction de la transmissivité (CKss ou CT ) explique alors entre 60 %
et 90 % de la variance totale. L’article Garambois et al. (2013) [P10] (§E.3) détaille l’ensemble
des résultats obtenus sur plusieurs bassins versants et montre comment l’analyse de sensibilité
temporelle permet d’identifier les processus intervenant lors des différentes phases de la crue.
Figure 1.8. – Analyse de sensibilité temporelle sur le bassin versant de l’Ardèche à Vogüé pour
les évènements 20081020, 20081031 et 20111103. En haut : débits observés et quantiles Q10 et
Q90 des débits simulés ; en bas : indices de sensibilité au premier ordre (Éq. 1.11) (Garambois
et al., 2013) [P10]
1.2.3. Analyse de sensibilité spatiale
Les méthodes d’analyses de sensibilité locales permettent d’estimer la pente de la sortie du
modèle dans l’espace des paramètres, autour d’un point de fonctionnement. Il s’agit donc d’une
estimation locale de la sensibilité de chacun des paramètres et de l’incertitude résultante sur
la sortie du modèle : plus la pente locale est importante, plus le paramètre est sensible et plus
grande sera l’incertitude résultante sur la simulation si ce paramètre est mal estimé.
Soit le système décrit par un jeu d’équations aux dérivées partielles avec conditions initiales
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y (0) = y0
(1.18)
y est le vecteur des variables du système, de dimension n, k est le vecteur des paramètres du
modèle de dimension k et y0 le vecteur de conditions initiales. La résolution du système (1.18)
donne l’évolution temporelle des variables du système y.
L’effet d’un changement de paramètres sur les variables de ce système peut être exprimé à
l’aide d’un développement en série de Taylor :














∆kl∆kj + . . . (1.19)
Les dérivées partielles ∂y
∂kj
sont appelées sensibilités locales au premier ordre, les termes
∂2y
∂kl∂kj
sont les sensibilités locales au deuxième ordre et ainsi de suite. Il existe plusieurs mé-
thodes possibles pour le calcul des sensibilités locales qui permettent d’obtenir des résultats plus
ou moins précis. L’information obtenue est de plus relative à un unique point de l’espace des
paramètres, traditionnellement le point de fonctionnement du système c’est-à-dire le point où
les sorties du modèle correspondent le mieux aux observations du système en fonction du critère
d’erreur choisi. Les variations des paramètres investiguées doivent être petites devant la valeur
du paramètre : une analyse de sensibilité locale ne fournit pas d’information sur l’impact d’une
variation importante des paramètres.
La méthode des différences finies (Éq. 1.20) produit un résultat approché des sensibilités




y (kj + ∆kj)− y (kj)
∆kj
, j = 1, . . . , k (1.20)
Une approche variationnelle permet de remplacer cette approximation numérique par une dé-
rivation analytique produisant un résultat exact (Castaings, 2007). La mesure de la sensibilité
locale de la réponse du modèle au paramètre kj devient ainsi indépendante du choix de la per-
turbation ∆kj . La méthode de l’état adjoint permet le calcul exact des dérivées d’une fonction
scalaire, avec un coût de calcul indépendant du nombre de variables k, c’est-à-dire indépendant
de la taille de l’espace des paramètres (Castaings, 2007; Garambois, 2012). Un outil de diffé-
rentiation automatique (TAPENADE, développé par l’INRIA (Hascoët & Pascual, 2012)) est
utilisé pour dériver l’adjoint du code MARINE.
Cette méthode de sensibilité locale permet de déterminer les régions pour lesquelles la réponse
du modèle est particulièrement sensible à un paramètre :
— si cette sensibilité est positive, augmenter localement la valeur du paramètre, toute chose
égale par ailleurs, conduira à augmenter la valeur du critère d’erreur choisi,
— si cette sensibilité est négative, augmenter localement la valeur du paramètre, toute chose
égale par ailleurs, conduira à diminuer la valeur du critère d’erreur choisi.
Sur la Fig. 1.9 représentant le bassin versant du Garcon à Anduze (Fig. 2.1), les sensibilités
indiquent qu’une augmentation du frottement sur l’aval du réseau de drainage, en lit mineur
comme en lit majeur, diminuerait le critère SSE (Éq. 1.21), alors que sur la partie amont,
c’est une diminution du frottement qui améliorerait légèrement les performances. En effet, lors
de l’évènement 20020908, les précipitations sont tombées principalement sur l’aval du bassin
du Gardon, en un laps de temps très réduit (jusqu’à 800 mm en moins de 48 h), générant un
ruissellement considérable : augmenter le frottement sur l’aval du réseau de drainage permet de
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Avec Qoi le débit observé et Qsi le débit simulé, au temps i.
Figure 1.9. – Variabilité spatiale de la sensibilité du critère SSE (Éq. 1.21) aux coefficients
de frottement du lit mineur (à gauche) et du lit majeur (à droite) pour l’évènement 20020908
sur le bassin versant du Gardon à Anduze (Gard) (Garambois, 2012) [THE3]
Ces cartes de sensibilités spatiales peuvent permettre par exemple de déterminer à quel endroit
il est judicieux de réaliser des mesures in situ.
1.3. Outils de calibration
Afin d’estimer l’état d’un système, les paramètres ou les conditions aux limites, l’approche
variationnelle consiste à minimiser une fonctionnelle mesurant l’écart entre les sorties du modèle
et les observations de la réponse du système. Cet écart est une évaluation de l’erreur et doit être
en adéquation avec les objectifs visés par le modèle. Deux critères d’évaluation classiques des
performances du modèle ont déjà été présentés au § 1.2.1, un autre critère, incluant l’incertitude
sur les données observées, sera proposé au § 3.3.3. Une fois ce critère défini, reste à l’optimiser, ce
qui passe généralement par des méthodes de minimisation. Ce problème d’optimisation est dé-
licat car la surface de réponse des modèles hydrologiques peut s’avérer extrêmement complexe,
les phénomènes représentés étant fortement non linéaires et le nombre de paramètres parfois
important. Le critère d’erreur quel qu’il soit comporte plusieurs minima locaux et les méthodes
d’optimisation locale sont donc fortement dépendantes du point de départ choisi pour l’algo-
rithme. Pour s’affranchir de cette dépendance, les méthodes d’optimisation globale cherchent
alors à explorer de façon systématique l’ensemble de la surface de réponse. Une discrétisation
régulière de cette surface de réponse étant très coûteuse en temps de calcul, la solution peut
consister en une méthode de recherche locale, répétée à partir de plusieurs points de départ
(Garambois, 2012) [THE3]. C’est le choix qui a été fait pour le modèle MARINE : un algo-
rithme de descente local avec une méthode de type quasi-newton, dite BFGS (Formule due à
Broyden, Fletcher, Goldfarb et Shanno), avec contraintes de bornes (N2QN1 - INRIA/ESTIME
(Lemaréchal & Panier, 1983)).
Une première illustration de la méthode est présentée Tab. 1.3 et Fig. 1.10 : trois points de
départ sont définis pour l’optimisation du critère d’erreur LN (Éq. 1.8) sur la crue 19940921
du Gardon à Anduze (Gard). Les trois tests convergent vers des valeurs de paramètres diffé-
rentes (Tab. 1.3) mais une valeur identique du critère d’erreur (Fig. 1.10 d), illustrant le concept
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d’équifinalité précédemment décrit (p. 12). La Fig. 1.11 montre les hydrogrammes avant et après
optimisation à partir de ces trois points initiaux de l’algorithme d’optimisation.
n°1 n°2 n°3
Ini Fin Ini Fin Ini Fin
CK 1 2.2 5 8.9 10 13.4







0.20 0.21 0.10 0.18 0.05 0.17
LN -2.27 0.85 0.78 0.84 0.48 0.85
Table 1.3. – Trois jeux de paramètres équivalents pour le critère d’erreur choisi LN (Éq. 1.8)
(Ini : point de départ de la minimisation, Fin : valeur obtenue après optimisation). Évènement
19940921 sur le bassin versant du Gardon à Anduze (Gard) (Bessière, 2008) [THE1].
a) b)
c) d)
Figure 1.10. – Convergence de trois paramètres (a) Coefficient de correction de la conductivité
hydraulique à saturation CK (b) Coefficient de correction de la profondeur de sol CZ (c)
Coefficient de Manning du lit majeur des drains nd = 1/Kmaj et (d) Évolution correspondante
de la fonction coût 1−LN à partir de trois points de départ différents (n°1 en noir, n°2 en vert,
n°3 en bleu) pour l’évènement 19940921 sur le bassin versant du Gardon à Anduze (Gard)
(Bessière, 2008) [THE1]
21
1.3. OUTILS DE CALIBRATION CHAPITRE 1. MÉTHODOLOGIES ÉLABORÉES
Figure 1.11. – Hydrogrammes avant optimisation (tirets verts) et après optimisation (en noir),
comparés aux observations (points rouges) pour les trois tentatives d’optimisation (Tab. 1.3)
de l’évènement 19940921 sur le bassin versant du Gardon à Anduze (Gard) (Bessière, 2008)
[THE1]
Une deuxième illustration montre un échantillonnage de l’espace des paramètres avec cinq
points de départ pour les cinq paramètres à optimiser (§ 2.3.1), sur le bassin versant de la Têt
à Marquixanes (Pyrénées Orientales). Afin de réduire l’équifinalité, le calage du modèle a été
réalisé sur 4 évènements de crue, représentatifs de différents comportements du bassin versant
(§ 2.3.2). La Fig. 1.12 montre la convergence des paramètres pour chaque tentative : il est par
exemple clair que la tentative n°5 aboutit tout de suite à un minimum local, d’où l’importance
d’en réaliser plusieurs.
La Fig. 1.13 montre l’évolution de la fonction coût LN (Éq. 1.8), évènement par évènement, et
celle globale qui est en fait le critère d’erreur optimisé : les fonctions coûts de chaque évènement
ne sont en effet pas monotones, alors que la globale l’est bien puisque l’algorithme utilisé est une
méthode locale. Les tentatives n°1 et n°2 (en noir et en vert) ont finalement été retenues pour
l’étape de validation, les tentatives 3 à 5 donnant visiblement de moins bons résultats.
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Figure 1.12. – Convergence de cinq paramètres : Coefficient de correction de la conductivité
hydraulique à saturation CK , Coefficient de correction de la profondeur de sol CZ , Coefficient
de correction de la transmissivité CT , Coefficient de Strickler du lit mineur des drains Kmin
et Coefficient de Strickler du lit majeur des drains Kmaj à partir de cinq points de départ
différents (n°1 en noir, n°2 en vert, n°3 en bleu, n°4 en rose, n°5 en rouge) pour les évène-
ments 20101007, 20110312, 20111103, 20130303 sur le bassin versant de la Têt à Marquixanes
(Pyrénées Orientales)
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Figure 1.13. – Évolution de la fonction coût LN (Éq. 1.8) pour cinq points de départ différents
(n°1 en noir, n°2 en vert, n°3 en bleu, n°4 en rose, n°5 en rouge), par évènement et pour tous
les évènements (Global) : évènements 20101007, 20110312, 20111103, 20130303 sur le bassin
versant de la Têt à Marquixanes (Pyrénées Orientales)
1.4. Bilan
Différents outils mathématiques, mis au service de la modélisation numérique des crues sou-
daines, ont permis d’identifier les processus essentiels à représenter pour la genèse des crues
soudaines. Le modèle pluie-débit construit est environné d’un dispositif complet, destiné non
seulement à faciliter sa mise en œuvre sur un nouveau site d’étude mais également à analyser les
chemins de l’eau simulés par le modèle pour pouvoir les confronter aux observations disponibles.
Ces mêmes méthodes sont également appliquées à la modélisation en hydraulique fluviale à
partir des équations de Saint-Venant 1D ou 2D. Le projet TOSCA 1 du CNES 2, résumé en
AnnexeC, implémente par exemple analyses de sensibilité et assimilation de données dans des
modèles hydrodynamiques, afin de réaliser des estimations de débit sur les grands fleuves à partir
de mesures issues de la télédétection.
1. Terre solide, Océan, Surfaces Continentales, Atmosphère
2. Centre National d’Études Spatiales
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2. Représenter les crues soudaines : une
évolution guidée par les observations
2.1. Compréhension des phénomènes en jeu et améliorations
successives de la modélisation
Le modèle MARINE est à présent appliqué à de nombreux bassins soumis à des crues soudaines
et les résultats de ces études permettent l’évolution du modèle lui-même. Il est ainsi apparu
successivement nécessaire :
— de prendre explicitement en compte le réseau de drainage afin de mieux représenter la
dynamique des écoulements de surface (Bessière, 2005) [M2R2],
— de prendre en compte les écoulements de subsurface qui, bien qu’ayant lieu à des échelles de
temps plus longues que les écoulements de surface, contribuent néanmoins à la génération
des crues soudaines (Larnier, 2006) [M2R3] ; (Hewlett & Hibbert, 1967),
— de représenter les échanges entre ces écoulements de subsurface et le réseau de drainage.
Une thèse récente (Douinot, 2016) [THE4] visait à l’amélioration de la représentation de ces
écoulements de subsurface, en lien avec les résultats de l’étude menée par Garambois (2012)
[THE3].
La réponse du modèle est notamment étudiée au moyen de différents types d’analyse de
sensibilité (§ 1.2.1) : les principales constatations issues de ces travaux sont abordées ci-dessous
après une brève présentation des bassins versants concernés.
2.2. Jeu de données
La Fig. 2.1 présente les différents sites d’étude, une description détaillée des caractéristiques
du jeu de données est faite dans les thèses de Garambois (2012) [THE3] et Douinot (2016)
[THE4]. L’article Garambois et al. (2014) [P11] propose également une analyse exhaustive des
évènements pluvieux à l’origine des crues soudaines sur la zone allant des Pyrénées Orientales à
l’Aude. Les données à disposition sur l’ensemble des sites permettent de caractériser :
— la topographie : MNT BD ALTI® 25 m (IGN) ou SRTM-3 90 m (NASA),
— l’occupation du sol : base de données européenne Corine Land Cover 2000 (Service de
l’Observation et des Statistiques (SOeS), 2000),
— la pédologie : bases de données régionales BDSol-Ardèche et BDSol-LR (Robbez-Masson
et al., 2002) ou données FAO (Land and Water Development Division, FAO, Rome),
— la géologie : base de données nationale BD Million-Géol du BRGM.
Les données de précipitations disponibles sont issues de plusieurs sources :
— un réseau de stations pluviométriques géré par différents SPC (Grand-Delta, Méditerranée
Ouest),
— le réseau de radar ARAMIS de Météo-France (Tabary, 2007), et en particulier les réanalyses
horaires Météo-France ANTILOPEJP1 (Laurantin, 2008).
Le modèle hydrologique a également été forcé par des prévisions fournies par différents modèles
météorologiques (§ 3.3.2).
Les données hydrométriques utilisées proviennent de la base de données nationale la Banque
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Hydro 1 alimentée principalement par les services de l’État et administrée par le SCHAPI.
L’état des bassins versants avant chaque évènement est basé sur les sorties quotidiennes de la
chaîne opérationnelle SIM de Météo-France (Habets et al., 2008).
Figure 2.1. – Bassins versants méditerranéens étudiés
2.3. Obtention de paramètres hydrologiques robustes
2.3.1. Analyse globale de la réponse du modèle
Plusieurs analyses de sensibilité globales ont été menées sur l’ensemble des paramètres du
modèle MARINE (Bessière, 2008; Garambois, 2012; Douinot, 2016) [THE1 ; THE3 ; THE4],
sur plusieurs bassins versants et sur plusieurs évènements pour chaque bassin. Ces travaux ont
montré que les sensibilités globales du modèles sont systématiquement significatives pour cinq
paramètres :
— le coefficient de correction de la profondeur de sol CZ ,
— le coefficient de correction de la conductivité hydraulique à saturation CK ,
— le coefficient de correction de la transmissivité à saturation CT ,
— le coefficient de Strickler du lit mineur du réseau de drainage Kmin,
— le coefficient de Strickler du lit majeur du réseau de drainage Kmaj .
Les trois premiers paramètres déterminent le volume d’eau qui peut rentrer dans le sol lors d’un
évènement : la profondeur de sol agit sur la capacité de stockage et conductivité et transmissi-
vité définissent les flux entrant et sortant. Leurs valeurs impactent donc directement la forme
1. http://www.hydro.eaufrance.fr/
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de l’hydrogramme et le débit de pointe. Les coefficients de frottement du réseau de drainage
caractérisent la dynamique de l’écoulement et agissent en particulier sur le temps de montée de
l’hydrogramme : ils sont spécialement déterminants pour une bonne simulation de la date du
pic. Les résultats de ces analyses ont donc permis de réduire le nombre de paramètres de calage
à cinq. Les autres paramètres ayant moins d’impact sur le comportement simulé par le modèle
sont fixés sur la base des informations détaillées dans le Tab. 1.1.
2.3.2. Sélection des évènements de calibration
Un autre résultat marquant des analyses de sensibilité (§ 1.2.1) est une aide à la sélection
des évènements de calibration. En effet, après application de la méthode de Monte-Carlo, en
traçant les fonctions de répartition a posteriori des paramètres du modèle et, en particulier, du
très sensible coefficient de correction de la profondeur de sol CZ , il est possible de mettre en
évidence :
— un (ou des) comportement(s) moyen(s) du bassin versant,
— les épisodes pluvieux pour lesquels les mesures de précipitations sont douteuses ou la
structure du modèle inadaptée.
La Fig. 2.2 présente un exemple des fonctions de répartition obtenues pour CZ sur le bassin
versant de la Têt.
CZ [-]

































Figure 2.2. – Fonctions de répartition de CZ pour les simulations représentatives sur le bassin
de la Têt à Marquixanes (Fonction coût : LN (Éq. 1.8), seuil des simulations représentatives :
LN = 0.5)
L’analyse qui peut alors être menée est la suivante :
— Deux comportements sont mis en évidence : pour les évènements de printemps (20110312,
20130303, 20130428), les simulations représentatives du comportement du bassin sont glo-
balement obtenues pour des valeurs de CZ inférieures à 5. Pour les évènements d’automne
(20101007, 20111103, 20141128) au contraire, les simulations représentatives sont globale-
ment obtenues pour des valeurs de CZ supérieures à 7. Cette possible variabilité saisonnière
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de la réponse hydrologique est confortée par d’autres études (Penna et al., 2015; Zuecco
et al., 2016),
— L’évènement 20131116 présente une fonction de répartition atypique par rapport à l’en-
semble des autres évènements simulés. Il n’est bien entendu pas possible de conclure di-
rectement que les précipitations observées sont douteuses dans ce cas. Par contre, cet
évènement sera écarté du processus de calage puisque la fonction de répartition indique
qu’il se distingue du comportement moyen du bassin versant,
— L’évènement d’hiver 20060127 semble présenter un comportement similaire aux évènements
d’automne en ce qui concerne CZ . Toutefois, la fonction de répartition du coefficient de
correction de la transmissivité à saturation CT pour ce même évènement présente, quant
à elle, un comportement similaire aux évènements de printemps. De plus, la probabilité
d’occurrence de précipitations solides difficilement mesurables est forte à cette époque de
l’année. L’évènement 20060127 est donc également écarté du processus de calibration.
Sur le bassin versant de la Têt, la conclusion à tirer de cette analyse est que pour obtenir
une calibration représentative d’un comportement moyen, il est nécessaire de caler le modèle
en utilisant à la fois des évènements de printemps et des évènements d’automne. Les deux
évènements atypiques sont à exclure du processus. Une autre stratégie possible serait de réaliser
deux calages distincts : un pour les évènements d’été et un pour les évènements d’automne. De
façon plus générale, la méthodologie proposée permet de sélectionner pour la calibration des
évènements représentatifs de la réponse hydrologique et d’exclure certains évènements a priori
problématiques (Garambois et al. (2015b) [P12], § E.4). Ici, le terme évènement est à prendre
également au sens d’observations de l’évènement : c’est-à-dire mesures des précipitations et/ou
mesures de débit. Cette analyse doit ensuite être confirmée lors de l’étape de validation.
2.3.3. Exemple de validation
Conformément à la conclusion de l’analyse précédente, la calibration sur le bassin versant de
la Têt a été réalisée sur quatre évènements : deux de printemps (20110312, 20130303) et deux
d’automne (20101007, 20111103). Les valeurs des paramètres calés ainsi que les performances
en calibration/validation sont récapitulées dans les Tab. 2.1 et Tab. 2.2.
Les résultats obtenus (Tab. 2.2) corroborent les conclusions de l’analyse de sensibilité : les
résultats des simulations pour les évènements 20060127 et 20131116 ne sont pas bons. Les débits
simulés par le modèle pour ces deux évènements sont surestimés, ce qui peut provenir de mesures
de précipitations douteuses, comme mentionné au § 2.3.2 pour 20131116 et 20060127. La Fig. 2.3
montre par exemple un pic de précipitation observé le 2 février 2006 après-midi, qui se traduit
par un pic de débit simulé 2h après, alors que les observations de débit ne traduisent pas ce
phénomène. L’évènement 20130428 est également relativement mal reproduit par le modèle,
ce qui peut s’expliquer par un débit de pointe faible pour un modèle dédié aux évènements
extrêmes : Qmax = 94.2 m3.s−1 soit un débit spécifique qmax = 0.11 m3.s−1.km−2 alors que
Braud et al. (2014) n’ont pas retenu comme crue soudaine les évènements dont le débit spécifique
de pointe est inférieur à 0.5 m3.s−1.km−2.
La Fig. 2.3 montre également le résultat de la meilleure simulation obtenue lors de l’analyse
de sensibilité globale (trait plein noir). La calibration d’un comportement moyen (trait plein
bleu) dégrade bien entendu ce résultat mais permet de mettre au point un modèle performant
en prévision.
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Figure 2.3. – Simulation issue du calage global sur le bassin (en bleu), meilleure simulation
(en noir), médiane (Q50) et intervalles d’incertitude à 80% (Q10, Q90) pour les 250 meilleures
simulations (Fonction coût : LN ) sur le bassin de la Têt à Marquixanes, comparaison avec les
débits observés (points rouges)
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Table 2.1. – Valeurs des paramètres calés. Évènements de calage : 20101007, 20110312,











Table 2.2. – Critères de performance LN (Éq. 1.8) pour l’ensemble des évènements simulés sur
le bassin de la Têt à Marquixanes (Moyenne : LN = 0.45)
2.3.4. Résultats marquants
La méthodologie présentée ci-dessus a été menée sur une base de données conséquente, com-
posée de 43 évènements de crues sur 11 bassins versants, détaillée dans l’article Garambois
et al. (2015b) [P12] (§E.4). Les performances (Fonction coût : LN (Éq. 1.8)) sont de l’ordre de
LN = 0.9 en calage et de LN = 0.7 en validation pour des crues soudaines survenues sur des bas-
sins de quelques centaines de km2 et modélisées à l’aide de forçages sélectionnés (pluviomètres,
lames d’eau radar, réanalyses Météo-France). Les conclusions principales sont les suivantes :
— la fonction de répartition du paramètre CZ permet une sélection pertinente des évènements
de calibration, avec en particulier mise en évidence des forçages pouvant être douteux. Ce
constat a été effectué avec des données de sol provenant de différentes sources (BD-sol LR
(Robbez-Masson et al., 2002) et données FAO : Land and Water Development Division,
FAO, Rome, cf. exemple de la Têt § 2.3.2).
— la sélection des évènements de calibration s’avère plus difficile pour des bassins versants
dont le comportement est le mieux reproduit par un coefficient CZ proche de 1,
— la capacité de stockage des bassins versants dont le socle est de type granit ou roches
altérées doit être corrigée par un coefficient CZ supérieur à 2 en général. Ce résultat est
vraisemblablement dû au fait que les données de sol utilisées correspondent uniquement
au sol meuble (horizons A - couche supérieure du sol - et B - sous-sol). Le socle du bas-
sin versant n’est pas pris en compte (horizons C - roche altérée - et R - roche-mère). Or
plusieurs études convergent vers l’idée que ces horizons soient actifs d’un point de vue hy-
drologique lors des crues soudaines en particulier (Adamovic, 2014; Vannier et al., 2013).
Ceci expliquerait le fait que la profondeur du sol doit être augmentée pour reproduire cor-
rectement le comportement des bassins versants dont le socle est de ce type. Pour estimer
les ordres de grandeur mis en jeu, le volume d’eau stocké dans le sol lors d’un évènement
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peut être estimé par la différence entre le volume précipité et le volume observé à l’exutoire







le volume de stokage disponible sur le bassin est fonction de la capacité totale de sto-





Fig. 2.4 représente le rapport entre les deux sur des bassins versants ayant des socles de
caractéristiques différentes (Douinot, 2016) [THE4]. Cette estimation confirme bien qu’au
moins un rapport supérieur à 1 est obtenu pour pratiquement tous les bassins versants :
c’est-à-dire que le volume d’eau stocké dans le sol estimé à partir des observations d’au
moins un évènement est supérieur au volume de stockage total estimé à partir des données

















































































































































































































































Figure 2.4. – Estimation du rapport entre le volume d’eau stocké dans le sol et la capacité
de stockage du sol V olobsstock/V ol
disp
stock pour tous les évènements de chaque bassin versant. En
bas : diagrammes en camembert représentant respectivement les caractéristiques pédologiques
et géologiques de chaque bassin versant, selon la légende indiquée à droite (Douinot, 2016)
[THE4]. Les textures de sol sont détaillées dans le Tab. 1.2
2.4. Analyse des chemins de l’eau dans le sol
2.4.1. Le modèle hydrologique distribué : un outil pour la compréhension de la
dynamique des écoulements dans le sol
Une thèse récemment soutenue (Douinot, 2016) [THE4] a étudié en détail les écoulements de
subsurface dans le modèle MARINE et l’impact d’un certain nombre de choix effectués pour
les décrire. En particulier, le modèle de référence (§ 1.1) représente le sol par une colonne de
propriétés homogènes à l’échelle de la maille. Or plusieurs études convergent vers la contribution
d’un écoulement dans le socle rocheux fracturé lors des évènements extrêmes. Lors de cette thèse,
ces deux entités ont donc été modélisées afin de prendre en compte notamment la formation de
chemins préférentiels à l’interface sol/socle.
La représentation choisie propose de représenter à la fois les écoulements dans une couche de sol
superficielle, ou sol meuble, et ceux dans une couche plus profonde, ou socle, tout en maintenant
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une modélisation parcimonieuse (Fig. 2.5). Pour ce faire, seule la conductivité hydraulique à
saturation est modifiée entre les deux compartiments : une étude bibliographique a permis de
la déterminer par rapport à celle du compartiment supérieur (Éq. 2.1) : elle est fixée comme
50 fois inférieure (Ksat/50). Les flux latéraux qss1 (θ1) et qss2 (θ2) sont toujours représentés à
partir du concept TOPMODEL (§ 1.1) mais avec comme variable d’état le taux de saturation
en eau moyen de la couche de sol au lieu de la hauteur d’eau (Éq. 2.1) (Walter et al., 2002).
Un flux vertical q (θ1, θ2) est également mis en place dans la colonne de sol sur la base d’une
simplification des équations de Richards (1931).












q (θ1, θ2) = −Ksat50
(
−1 + ψ (θ2)− ψ (θ1)∆z
) (2.1)
Où qss1 (θ1) et qss2 (θ2) sont les écoulements de subsurface dans les couches sol et socle respec-
tivement ; θ1 et θ2 les taux de saturation en eau moyens des couches sol, notée 1, et socle, notée
2 ; q (θ1, θ2) est l’écoulement à l’interface sol/socle ; ψ (θ1) et ψ (θ2) les forces de succion dans les
couches sol et socle respectivement, calculées à partir des caractéristiques du sol et de la formule
de Brooks & Corey (1964). La profondeur de la couche supérieure est fixée à la profondeur de
sol issue des données sol (Tab. 1.1) et l’épaisseur de la couche inférieure est calibrée : le para-
mètre de calage CZ , coefficient de correction sans dimension dans le modèle original, devient
une profondeur de roches fracturées uniforme sur le bassin versant, exprimée en mètre, dans la
nouvelle modélisation.
Figure 2.5. – Représentation des écoulements dans deux couches de sol (Douinot, 2016) [THE4]
Lorsque la couche superficielle est saturée, un flux vertical de type piston permet d’éviter un
refus à l’infiltration avant que toute la colonne de sol ne soit saturée. Ce modèle cherche ainsi à
reproduire la formation d’une zone saturée à l’interface sol meuble/roche mère, de type nappe
perchée, sans ajouter de nouveau paramètre de calibration.
2.4.2. Résultats marquants
La nouvelle modélisation a tout d’abord été comparée avec le modèle original sur un évène-
ment fictif de référence, le but étant de vérifier la cohérence de la nouvelle dynamique d’écoule-
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ment par rapport à l’objectif fixé. La Fig. 2.6 compare les hydrogrammes simulés par le modèle
avant modification (Ref_theta) et le modèle avec prise en compte des deux horizons de sol
(Ref_theta_2R) pour cet évènement de référence. La subdivision en deux couches de sol ac-
célère l’arrivée des écoulements de subsurface à l’exutoire (Qsub sur la Fig. 2.6), les rendant
concomitants aux écoulements de surface et occasionnant ainsi un pic de crue plus important.

















































Figure 2.6. – Impact de la nouvelle modélisation (Ref_theta_2R) sur l’hydrogramme de crue
simulé pour un évènement de référence, Ref_theta : simulation du modèle original, Qsim :
débit total, Qsub : débit ayant transité par le sol (Douinot, 2016) [THE4]
La Fig. 2.7 détaille l’évolution temporelle de l’humidité, et des flux latéraux, en moyenne sur le
bassin versant, dans le modèle original Ref_theta et dans les deux couches du nouveau modèle
Ref_theta_2R, permettant ainsi d’analyser les chemins de l’eau dans chaque configuration. Il
apparaît ainsi que les flux latéraux sont pratiquement inexistants dans la couche profonde de
la nouvelle modélisation (Ref_theta_2R couche 2, Fig. 2.7 au milieu et en bas). Cela est dû
au choix de fixer la conductivité hydraulique à saturation du compartiment profond comme 50
fois inférieure à celle du compartiment supérieur : la couche profonde sert donc principalement
de zone de stockage. La couche supérieure est quant à elle plus vite saturée que dans le modèle
original (Fig. 2.7, en haut) car son épaisseur est plus faible, ce qui permet des flux latéraux plus
importants et correspond donc bien à la formation d’une nappe perchée à l’interface entre le sol
meuble et le socle rocheux.
Comme pour le modèle original (§ 2.3.1), une analyse de sensibilité systématique a été réalisée
(Douinot, 2016) [THE4] : la définition de la capacité de stockage via les paramètres CK [−] et
CZ [m] reste de première importance. L’étude des corrélations entre les différents paramètres
montre que plusieurs mécanismes peuvent se compenser pour fournir des résultats également
satisfaisants pour la simulation du débit à l’exutoire. Sur chaque bassin versant testé, deux jeux
de paramètres choisis parmi les dix meilleures simulations (Critère DEC, § 3.3.3) sont passés
au crible pour examiner les processus intervenant dans ces modèles. La Fig. 2.8 présente un
exemple d’analyse sur le bassin versant du Gardon à Anduze (Gard). La première configura-
tion (G1) privilégie le ruissellement de surface (Fig. 2.8 a) : les tirets représentent la proportion
d’écoulement de subsurface pour chaque configuration), la capacité de stockage est inférieure à
celle de la deuxième configuration (G2) et la vitesse de transfert en subsurface est également
moindre (Fig. 2.8 c)) : CZ |G1 < CZ |G2, CK |G1 < CK |G2 et CT |G1 < CT |G2. La vitesse d’écou-
lement sur les versants est donc plus importante pour la configuration G1 (Fig. 2.8 d)) car la
hauteur d’eau est plus grande. Afin de reproduire correctement la date du pic, l’écoulement dans
le réseau de drainage doit être ralenti pour G1 (Fig. 2.8 e)), c’est-à-dire que le frottement dans
le réseau de drainage doit alors être plus fort : Kmin|G1 < Kmin|G2 et Kmaj |G1 < Kmaj |G2. La
capacité de stockage de configuration G1 étant inférieure à celle de la configuration G2 et les
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flux de subsurface plus lents, l’humidité moyenne du bassin versant est plus importante (Fig. 2.8
b)).
Evolution de l’humidité moyenne


















Evolution des vitesses moyennes des flux latéraux

















Evolution des débits linéiques

















Figure 2.7. – Impact de la nouvelle modélisation (Ref_theta_2R) sur l’évolution tempo-
relle : de l’humidité moyenne du bassin versant (en haut), de la vitesse moyenne des écou-
lements latéraux (au milieu), du débit latéral moyen (en bas). Ref_theta : modèle origi-
nal, Ref_theta_2R : couche supérieure du modèle deux couches, Ref_theta_2R couche 2 :
couche inférieure du modèle deux couches (Douinot, 2016) [THE4]
Ces dynamiques différentes sont bien visibles sur la répartition spatiale des variables d’état
(Fig. 2.9 pour l’humidité du sol et la vitesse en subsurface). Les valeurs obtenues ne sont pas
incompatibles avec les ordres de grandeurs issus des mesures in situ. À partir de traçages d’écoule-
ment en conditions forcées, Anderson et al. (2009) observent des flux de subsurface sur un versant
forestier pentu (30%) de 12 à 30 mètres de long : les vitesses observées varient de 1×10−2 cm.s−1
à 1× 10−1cm.s−1. Wienhofer et al. (2009) caractérisent les propriétés hydrauliques d’un versant
montagneux des alpes autrichiennes suivant des expériences similaires et mesurent des vitesses
d’écoulement interne au sol variant entre 3.42 × 10−2 cm.s−1 et 3.95 × 10−1 cm.s−1 (Douinot,
2016) [THE4]. La comparaison reste néanmoins sujette à caution compte-tenu de l’écart entre
échelle d’observation (locale) et échelle de modélisation (maille ∆x ∼ 100 m).
Les configurations obtenues ne peuvent pas être discriminées sur la seule base du débit observé
à une ou plusieurs stations de mesure. Un travail a été mené en parallèle, afin d’exploiter les
chroniques de débit aux stations hydrométriques pour en extraire des informations sur les che-
mins de l’eau lors des crues soudaines (Voirin, 2015) [M2R10]. Cette étude consiste notamment
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à exploiter différentes techniques d’analyse de courbes de décrue, appelées courbes de récessions,
pour en extraire des informations sur l’activité hydrogéologique. Alors que la montée de crue est
fortement dépendante du forçage météorologique, la décrue est reconnue pour être représenta-
tive des caractéristiques du bassin versant. L’étude s’est concentrée sur deux axes. Un premier
travail a consisté à évaluer la contribution des écoulements en horizons profonds grâce à la mise
en place d’une méthode automatique de décomposition d’hydrogrammes inspirée du BRGM.
Celle-ci a permis de faire une première estimation des volumes d’écoulement de subsurface et
d’écoulement souterrain, et ce, à partir de chroniques de débit. Ce travail est un premier pas
vers une évaluation de la modélisation des écoulements souterrains dans le modèle MARINE.
Le second axe d’étude s’est concentré sur la mise en œuvre de la méthode de Kirchner (2009)
d’analyse des courbes de récession. Celle-ci a pour but d’identifier de possibles corrélations entre
les caractéristiques des courbes de décrue et la nature géologique du bassin versant. Il ressort
que les bassins ayant un socle majoritairement sédimentaire ont un taux de décroissance de dé-
bit plus rapide. Les tendances obtenues corroborent les analyses de plusieurs études précédentes
mais ne sont toutefois pas encore directement exploitables pour l’évaluation de la modélisation
des écoulements dans le sol. En revanche, les dynamiques spatiales (Fig. 2.9) et temporelles
(Fig. 2.8) variées qui résultent des modèles possibles restent la meilleure piste d’investigation
pour conclure quant à leur pertinence respective. Pour cela, d’autres observations sont bien en-
tendu nécessaires : traçage des écoulements ou répartition spatiale de la saturation, accessible
par télédétection, constituent des directions prometteuses.
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a) Hydrogramme à Anduze (Gardon)






























b) Evolution de l’humidité des versants













c) Vitesse d’écoulement de subsurface

















d) Vitesse d’écoulement sur les versants 







































e) Vitesse d’écoulement dans le réseau de drainage











G1 :  Cz = 1.01;  Ckga =  2.45;  Ckss = 16681;  Cd1 = 24;  Cd2 = 6.3
G2 :  Cz = 1.48;  Ckga = 11.43;  Ckss = 46253;  Cd1 = 36;  Cd2 = 5.8
Figure 2.8. – Comparaison de la variation temporelle des variables d’état pour deux modèles,
G1 et G2, également vraisemblables, pour quatre évènements sur le bassin versant du Gardon à
Anduze (Gard), avec valeurs des paramètres correspondants (en bas) (Douinot, 2016) [THE4]
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Figure 2.9. – Évolution de la répartition spatiale de l’humidité de la couche supérieure (en
haut) et de la vitesse d’écoulement latérale dans cette même couche (en bas) pour les deux
configurations G1 et G2, à différents instants de l’évènement du 20140916 sur le bassin versant
du Gardon à Anduze (Gard) (Heure 28 : Qobs = 7 m3.s−1, Heure 30 : Qobs = 700 m3.s−1,
Heure 32 : Qobs = 817 m3.s−1) (Douinot, 2016) [THE4]
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2.5. Modélisation du transport en suspension
L’analyse menée au § 2.4 met en évidence le manque d’observations nécessaires à l’évaluation
des chemins de l’eau représentés par MARINE : les différents modèles possibles, également
satisfaisants lorsque confrontés aux débits observés, font intervenir des proportions variables
d’écoulements en surface et en subsurface. Le débit seul, observation intégrée de la réponse du
système à l’exutoire, ne permet pas de conclure quant à la pertinence de ces représentations.
Des méthodes géochimiques de traçage pourraient fournir les informations manquantes sur les
proportions de flux contribuant à un évènement (Bouvier et al., 2017), mais la mise en œuvre
restant très lourde, les données sont rares. Un autre indicateur intéressant de la dynamique des
écoulements lors des crues est le transport de matières en suspension (Seeger et al., 2004). Lors
des crues soudaines, la contribution des cours d’eau côtiers en apport de matières en suspension
au Golfe du Lion peut en effet être très élevée : jusqu’à 90% du débit solide mensuel d’après
Sadaoui et al. (2016). Le choix a donc été fait d’introduire la représentation de ce phénomène
dans le modèle hydrologique.
Le transport par charriage a lieu dans un couche très fine situé au niveau du lit. L’interface
entre le charriage (bed load) et la suspension (suspended load) est localisée en z = zref [m].
Par la suite zref sera appelée hauteur de référence au-dessus du fond du lit. Dans la partie
supérieure de l’écoulement z > zref , la concentration en sédiment peut être considérée comme
un scalaire passif qui suit l’écoulement (vitesse moyenne et fluctuations turbulentes), avec un
terme additionnel lié à la vitesse de chute. Dans un premier temps, seul le transport advectif









= E −D (2.2)
Avec h = zs − zf ≈ zs − zref la hauteur d’eau, en faisant l’hypothèse que la couche mobile
(charriage) est d’épaisseur négligeable, c’est-à-dire que la cote de référence est confondue avec la
cote du fond zf ≈ zref [m] ; C la concentration du traceur, sans dimension (fraction massique).









; C est la valeur moyenne de C sur la verticale (z ∈ [zref ;h]) [−] ; U la vitesse









. Ce flux net de sédiment est déterminé par le modèle de concentration à
l’équilibre (Éq. 2.3).
(E −D)zref = wc (Ceq − Cref ) (2.3)




, Ceq est la concentration à
l’équilibre au niveau du lit [−] et Cref la concentration au niveau du lit [−], calculée à l’interface
entre le charriage et la suspension en z = zref .
La concentration à l’équilibre peut être calculée via une formulation semi-empirique. Dans







Avec d50 la médiane de la distribution granulométrique [m], i.e. 50% des sédiments ont un
diamètre inférieur/supérieur ; T un paramètre de transport T = τp − τc
τc
[−] ; τp la contrainte




et τc la contrainte de cisaillement critique au-delà de




, elle est calculée à partir de θc, critère de Shields
adimensionnel, défini comme θc =
τc
gd50 (ρs − ρ) [−], et calculé selon la formule de Tassi & Villaret
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0.24D−1∗ D∗ ≤ 4
0.14D−0.64∗ 4 < D∗ ≤ 10
0.04D−0.10∗ 10 < D∗ ≤ 20
0.013D0.29∗ 20 < D∗ ≤ 150
0.045 150 < D∗
(2.5)














. Moyennant ces différentes hypothèses, l’expression finale de la







La concentration de référence est calculée à partir de la concentration moyenne en intégrant
l’équation de Rouse sur la verticale. Le profil de Rouse (Éq. 2.7) est théoriquement valable
pour un écoulement permanent et uniforme (Viollet et al., 2003), ce qui correspond également
à l’hypothèse faite dans MARINE pour le bilan de quantité de mouvement sur chaque maille
(§ 1.1).








Avec R = wc
κu∗
le nombre de Rouse [−]. La vitesse de chute verticale de la particule wc est
paramétrée par la formule de van Rijn (1984) (Éq. 2.8), en accord avec le choix effectué pour le
calcul de la concentration à l’équilibre.
wc =
(s− 1) gd250









 10−4 < d50 < 10−3 m




est la densité de la particule [−] ; κ la constante de von Karman (valeur standard
κ ∼ 0.41) [−] ; u∗ la vitesse de cisaillement, définie à partir de la contrainte de frottement au
niveau du lit τp = ρu2∗. u∗ peut être calculée à partir de la vitesse débitante U et du coefficient
de perte de charge linéaire λc selon la formule suivante u∗ =
√
λc
8 U où λc est le coefficient de
perte de charge linéaire de Darcy-Weisbach. Le terme de frottement sur le fond et les berges J
peut s’exprimer en fonction de ce coefficient : J = λc
U2
8gRH
. Sous l’hypothèse d’un écoulement




: I = J . D’où
l’expression du coefficient de perte de charge : λc = I
8gRH
U2







; RH le rayon hydraulique [m].
Intégrer l’équation de Rouse sur la verticale permet d’écrire une relation entre la concentration
de référence et la concentration moyennée sur la verticale : Cref = FC.
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Lorsque R = 1, l’expression exacte de F est calculable analytiquement (Éq. 2.9). Pour pouvoir
intégrer numériquement lorsque R 6= 1, le profil de concentration est approximé par un profil































transportés en suspension dans la colonne d’eau s’écrit




C (z)u (z) dz (2.12)
Soit, compte-tenu des hypothèses faites précédemment : qmes = CU .
Le calcul nécessite la connaissance du d50, médiane de la distribution granulométrique. Il est
estimé à partir de la texture du sol, selon la méthode proposée par Foster et al. (1980), également
implémentée dans le modèle SWAT 2 (Neitsch et al., 2011). La distribution des particules érodées
est estimée à partir des propriétés de texture du sol (Tab. 2.3). La masse volumique des particules
érodées est fixée à ρs = 2650 kg.m−3 pour l’argile, le limon et le sable, et ρs = 1800 kg.m−3
pour les agrégats.






0.03 si %A < 0.25
0.20 (%A− 0.25) + 0.03 si 0.25 ≤ %A ≤ 0.60
0.10 si 0.60 < %A
Gros agrégats %GA 2×%A
Table 2.3. – Caractéristiques des sédiments érodés, adapté de Foster et al. (1980)
L’équation (2.13) permet le calcul des fractions de sable (PSA), de limon (PSI), d’argile
(PCL), de petits agrégats (SAG) et de gros agrégats (LAG) dans les sédiments érodés. À l’aide
des diamètres correspondants (Tab. 2.3), il est alors possible de tracer la distribution granulo-
métrique des particules susceptibles se détacher, issue de la texture de sol, et d’en déterminer le
diamètre médian.
2. Soil & Water Assessment Tool
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0.2%A si %A < 0.25
0.28 (%A− 0.25) + 0.5 si 0.25 ≤ %A ≤ 0.50
0.57 si 0.50 < %A
LAG = 1.0− PSA− PSI − PCL− SAG
(2.13)
La Fig. 2.10 présente une cartographie des zones d’érosion et de dépôt pour un diamètre médian
d50 = 10× 10−6 m lors d’un cas test sur le bassin versant de la Têt (Pyrénées Orientales), avec
des précipitations présentant une répartition spatiale uniforme et une intensité maximale de
25 mm.h−1.
Figure 2.10. – Cartographie des zones d’érosion/dépôt lors d’un évènement synthétique,
uniforme sur le bassin versant de la Têt (Pyrénées Orientales), et d’intensité maximale
25 mm.h−1, après 20 h de simulation (en haut), 26 h (en bas) (Douinot, 2017) [POST3]
Ce modèle est actuellement en cours de validation dans MARINE et va être testé sur un
bassin versant de l’Ardèche, grâce à la base de données Nord (2016), décrite dans Nord et al.
(2017) (Douinot, 2017) [POST3]. Pour l’instant, aucune évolution de la topographie n’a été
implémentée : les ordres de grandeur des hauteurs déposées et/ou érodées sont de la dizaine de
centimètres (Fig. 2.10) et la topographie utilisée n’atteint pas cette précision, même à l’échelle
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de la maille de calcul (∆x = 500 m sur la Têt). Cet aspect sera toutefois à prendre en compte
lors de l’application du modèle avec des données très précises (MNT LIDAR à ∆x = 1 m par
exemple).
2.6. Bilan
Le modèle MARINE se construit au fur et à mesure des recherches menées à l’IMFT. Il a
montré des performances satisfaisantes en matière de prévision des crues sur de nombreux bassins
de l’arc méditerranéen, et ce aussi bien avec des données à fine résolution spatiale (MNT IGN BD
ALTI® 25 m, base de données sol nationale, précipitations issues de réanalyse radar), qu’avec des
données plus grossières mais mondialement disponibles (MNT SRTM 90 m, données sol FAO,
réseau de pluviomètres). La variabilité spatiale des précipitations lors des évènements de crues
soudaines reste néanmoins un facteur prépondérant pour une simulation correcte (Garambois
et al. (2015b) [P12] ; Le Lay & Saulnier (2007); Borga et al. (2008)). MARINE est implémenté
dans la plateforme de modélisation hydrologique PLATHYNES 3 du SCHAPI, en cours de test
par plusieurs SPC pour une mise en œuvre opérationnelle.
En ce qui concerne la compréhension de la dynamique des écoulements accessible par la modé-
lisation, MARINE est arrivé à un stade de développement où la seule observation de la réponse
intégrée du système en une ou plusieurs stations de mesure n’est plus suffisante pour évaluer
les différentes configurations possibles. Reste bien sûr à exploiter d’autres types d’observation,
plus rares mais néanmoins ponctuellement disponibles, comme le traçage des écoulements ou
les matières en suspension. À cet effet, l’implémentation du transport en suspension dans le
modèle a été réalisée et est en cours de test. Cet aspect transport solide constitue de plus un axe
de recherche à part entière, avec plusieurs applications primordiales : transport de polluants,
libre circulation des sédiments (directive-cadre sur l’eau 2000/60/CE) et sédimentation dans les
ouvrages, ... qui concernent aussi bien la modélisation hydrologique à l’échelle du bassin versant
que la modélisation hydraulique à l’échelle d’un bief de rivière, objet d’une thèse qui a débuté
cette année (Yassine, En cours) [THE6].
Finalement, les observations issues de la télédétection spatiale, désormais accessibles à des
échelles spatio-temporelles pertinentes pour la modélisation des crues soudaines, fournissent une
autre piste à explorer pour corroborer la répartition spatiale des variables d’état simulées.
3. PLATeforme HYdrologique pour la modélisatioN des Écoulements Spatialisés
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3. Que faire lorsque les observations font
défaut ?
Les paragraphes précédents présentent les différentes étapes de mise en place d’un modèle
hydrologique sur un bassin versant, à condition de disposer d’observations de la réponse du
système, généralement des débits mesurés à une ou plusieurs stations hydrométriques sur le site.
Or, les crues soudaines sont particulièrement meurtrières sur les petits bassins versants (Fig. 3.1),
sur lesquels il n’existe souvent pas de stations hydrométriques et donc pas d’observations directes
de la réponse du système. Dès lors, les méthodologies proposées ci-dessus ne sont plus exploitables
en l’état et il devient nécessaire de tester l’applicabilité d’un modèle hydrologique distribué sur
ces bassins versants non jaugés.
Figure 3.1. – Enjeux de la prévision hydrologique sur les petits bassins versants (< 100 km2),
Source : Vannier (2013) d’après Ruin et al. (2008)
3.1. Valorisation des retours d’expérience
En raison de la difficulté de réalisation des mesures classiques en temps de crue, des estima-
tion de débit réalisées a posteriori sont de plus en plus fréquemment utilisées. Des méthodologies
alternatives sont développées, comme l’initiative d’hydrométrie participative (Lowry & Fienen,
2013; Le Coz et al., 2016) ou encore les enquêtes terrain post-crues (Gaume & Borga, 2008).
Une étude a été menée dans le cadre du programme Prediction of Ungauged Catchment (PUB)
afin d’évaluer la pertinence de modèles hydrologiques distribués sur de petits bassins versants
non jaugés (Braud et al., 2010) P7]. Les simulations des modèles MARINE et CVN (plateforme
LIQUID, Branger et al. (2010)) ont été menées à bien pour l’évènement extrême des 8-9 sep-
tembre 2002 dans le Gard et les retours d’expérience réalisés dans les mois qui ont suivi la crue
ont été utilisés pour examiner les performances des modèles testés. Ces retours d’expérience
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consistent en des estimations de débit maximum, calculées à l’aide des laisses de crue, et des
dates correspondantes déterminées à partir de témoignages recueillis. 17 bassins versants d’une
superficie allant de 2.5 à 50 km2 ont été étudiés, ainsi qu’un bassin versant plus étendu : 99 km2
(Fig. 3.2), sur lequel des observations de débits sont disponibles.
Slope 
Figure 3.2. – Localisation des sites d’étude et carte des pentes correspondantes (Braud et al.,
2010) [P7]
Les deux modèles différent principalement par :
— leur discrétisation spatiale : maillage rectangulaire structuré pour MARINE, unité de ré-
ponse hydrologique pour CVN,
— la représentation de l’infiltration : plus fine pour CVN avec l’équation de Richards (1931)
1D contre celle de Green & Ampt (1911) pour MARINE,
— la représentation du ruissellement sur les versants et dans le réseau de drainage : plus
fine pour MARINE avec l’approximation de l’onde cinématique contre une formulation
empirique de type vitesse de transfert pour CVN.
Afin d’être en mesure d’étudier les réponses hydrologiques simulées par les deux modèles, les
mêmes jeux de données et forçages ont été utilisés et les modèles n’ont pas été calés sur les bassins
testés. La Fig. 3.3 présente les hydrogrammes simulés par les deux modèles sur quelques-uns des
sites d’étude. Les estimations de débit maximum, l’incertitude correspondante, et les dates des
pics issus du retour d’expérience sont également matérialisées. Compte-tenu des conditions de
simulation, cette comparaison présente des résultats raisonnables pour la moitié des sites. Le
modèle CVN a tendance à réagir plus rapidement que le modèle MARINE, avec des pics plus
prononcés, largement surestimés (Fig. 3.3 : #3, #15 et #18), la représentation du ruissellement
dans MARINE occasionne des hydrogrammes plus lissés, avec des pics généralement moins
importants. Ces différences augmentent avec la superficie du bassin versant. Les informations sur
la date du maximum de crue, lorsque disponibles, correspondent bien avec les pics simulés. Les
écarts peuvent toutefois atteindre 1h (Fig. 3.3 : #1 premier pic), ce qui reste élevé pour de petits
bassins versants dont le temps de réponse peut être de l’ordre de la demi-heure. Dans cette étude,
l’importance des retours d’expérience a été particulièrement mise en lumière : il s’agit des seules
informations disponibles à ces échelles. La comparaison des deux modèles a également porté
sur la dynamique de saturation des bassins, l’impact de la répartition spatiale des propriétés
du sol ainsi que de la représentation des écoulements de subsurface. Les enquêtes post-crue ne
permettent pas à elles seules de conclure quant à la pertinence de la structure des modèles testés
mais les résultats obtenus fournissent plusieurs pistes d’investigation, concernant à la fois la
mise en œuvre des modèles : comment caler un modèle sur ces bassins non jaugés (§ 3.2.1), mais
également sur les données qui seraient nécessaires pour aller plus loin dans l’analyse, corroborant
les conclusions exposées au § 2.4.
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Figure 3.3. – Exemples d’hydrogrammes obtenus par MARINE (tirets) et CVN (traits pleins)
sur les bassins testés. Les traits pleins horizontaux représentent les estimations de débit maxi-
mum issues des enquêtes post-crue et les tirets horizontaux leurs intervalles de confiance
respectifs. Les croix matérialisent la date du débit de pointe sur la base des témoignages re-
cueillis. Les carrés noirs correspondent aux débits observés sur le bassin de Saumane (#18).
Les bassins sont triés sur la figure par ordre croissant d’aire drainée (#1 : 2.5 km2, #3 : 4 km2,
#9 : 12 km2, #15 : 24.1 km2, #17 : 50.2 km2, #18 : 99 km2) (Braud et al., 2010) [P7]
3.2. Régionalisation des paramètres du modèle sur l’arc
méditerranéen français
3.2.1. Méthodologies de régionalisation
En hydrologie, le terme de régionalisation s’applique à la détermination de variables hydro-
logiques en l’absence d’observations. Le transfert des paramètres d’un modèle entre un bassin
versant doté de stations hydrométriques et son voisin non instrumenté en fait par exemple par-
tie. Un des aspects originaux du travail présenté ici réside dans les caractéristiques du modèle
hydrologique utilisé : évènementiel, distribué et à base physique. Les études de régionalisation
existantes sont souvent basées sur des modèles empiriques ou conceptuels, globaux et continus.
Régionaliser les paramètres d’un modèle consiste à choisir quels bassins versants vont pouvoir
échanger leur paramétrisation. Par la suite, le bassin versant instrumenté, sur lequel la calibra-
tion des paramètres a été réalisée, sera qualifié de bassin donneur, le bassin versant non jaugé
sur lequel la calibration va être transférée sera appelé bassin receveur. Une possibilité de ré-
gionalisation consiste à trouver un bassin versant donneur le plus similaire possible au bassin
versant receveur : c’est la méthode du plus proche voisin. Tous les paramètres de calibration du
modèle sont alors directement transférés du bassin donneur au bassin receveur. Cela présente
l’avantage de conserver les éventuelles compensations/corrélations entre ces paramètres d’une
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part, d’autre part aucune hypothèse n’est nécessaire sur la relation entre les paramètres et les
caractéristiques des bassins versants. Étant donné que le jeu de paramètre du plus proche voisin
ne fournit pas forcément les meilleurs résultats, plusieurs bassins versants similaires peuvent être
utilisés comme donneurs. Reste à définir cette notion de similarité, mais également un nombre
pertinent de bassins donneurs. Ici deux approches ont été testées, deux bassins versants sont
considérés comme similaires si :
— ils sont géographiquement voisins : deux bassins peu distants auraient alors des caracté-
ristiques hydrologiques voisines,
— ils présentent certaines caractéristiques similaires. Afin de déterminer quelles sont les ca-
ractéristiques pertinentes à considérer, les coefficients de corrélation linéaire de Bravais-
Pearson entre les paramètres du modèle et un certain nombre de descripteurs des bassins
versants ont été calculés pour 16 bassins versants et 61 évènements. Les valeurs les plus
élevées (>0.5) correspondent à la corrélation entre le coefficient de correction de la profon-
deur de sol CZ et les attributs géologiques du bassin versant, c’est-à-dire le pourcentage de
surface du bassin versant avec un socle constitué de roches magmatiques, sédimentaires ou
métamorphiques. Viennent ensuite les corrélations entre CZ toujours et la profondeur de
sol ou encore le dénivelé entre point le plus haut et exutoire du bassin versant. Le fait que
les corrélations avec CZ soient les plus élevées correspond bien à l’importante sensibilité
du modèle à ce paramètre.
La principale difficulté de la méthode du plus proche voisin s’avère être la définition d’un critère
permettant de mesurer le niveau de similarité entre deux bassins versants. Un critère couramment
utilisé est la distance euclidienne Dw (i, j) entre deux bassins i et j, dans l’espace à n dimensions
de leurs caractéristiques (ou attributs) (Viviroli et al., 2009) :




attrib∗k (i)− attrib∗k (j)
]2 (3.1)
attrib∗ correspond aux n caractéristiques, normalisées par leurs valeurs maximales étant don-
nés les unités et intervalles de variation différents. Un poids wk peut, le cas échéant, être assigné
à chaque attribut afin de tenir compte de leur importance respective.
Des tests de régionalisation des paramètres du modèle ont été réalisés sur 16 bassins versants
de l’arc méditerranéen sur lesquels 117 évènements extrêmes ont été enregistrés. Afin de tester
les approches proposées ci-dessus, chaque bassin versant est considéré à tour de rôle comme non
jaugé, les 15 autres bassins versants de la base de données étant alors traités comme des donneurs
potentiels. Lors de la mise en place de la procédure de régionalisation, plusieurs questions se
posent, comme soulevé notamment par Oudin et al. (2008). L’article Garambois et al. (2015a)
[P13] (§E.5) détaille l’ensemble de l’étude et les discussions majeures sont résumées ci-après.
Comment sélectionner les attributs à prendre en compte pour la régionalisation ?
La Fig. 3.4 donne quelques éléments de réponse à cette question. Les méthodes de régionalisa-
tion de type plus proche voisin ne tenant pas compte de l’attribut PrimG (% du socle constitué
de roches plutoniques ou volcaniques) produisent en effet les moins bonnes performances. Il
semble donc que cet attribut caractérisant le socle du bassin versant soit déterminant pour me-
surer la similarité entre deux bassins versants, telle que vue par le modèle MARINE. Les tests
de corrélation pointaient d’ailleurs déjà dans ce sens.
Tous les bassins versants jaugés peuvent-ils être utilisés comme donneurs ?
Un critère raisonnable semblerait être de ne prendre en compte comme bassin versant donneur
que les bassins versants présentant de bonnes performances en calibration et en validation.
L’expérience montre cependant que les performances en régionalisation ne sont pas garanties.
De plus, il arrive que des bassins versants dont la calibration et/ou la validation n’ont pas été
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satisfaisantes présentent de meilleures performances en régionalisation. Ces résultats soulignent
la quantité variable d’informations disponibles dans les observations pour contraindre le modèle.

















2desc: primG & Hsoilmoy
2desc: primG & Hsoilmin
2desc: primG & Ksat
2desc: Hsoilmoy & Ksat
2desc: PrimG & Deniv
2desc: tan(α) & Ksat
3desc: PrimG & Ksat & Deniv
3desc: PrimG & Hsoilmoy & Deniv
Figure 3.4. – Impact du nombre de bassins donneurs sur la performance en régionalisation,
mesurée par le critère LNP (Éq. 1.9), pour différentes méthodes : proximité géographique et
plus proche voisin avec 2 ou 3 attributs (Garambois et al., 2015a) [P13] (PrimG : % du socle
constitué de roches plutoniques ou volcaniques, Hsoil : profondeur de sol, Ksat : conductivité
hydraulique à saturation, Deniv : dénivelé entre point le plus haut et exutoire du bassin
versant, tan (α) : pente moyenne des versants)
Combien de bassins donneurs sont nécessaires ?
Bien que dépendant de la méthode de régionalisation utilisée, les résultats obtenus dans le
cadre de cette étude montrent que les performances peuvent diminuer en augmentant le nombre
de donneurs (Fig. 3.4). En effet, le nombre de bassins versants considéré étant limité, plus le
nombre de bassins donneurs est grand, plus il y a de possibilités de prendre comme donneur
un bassin versant dont le comportement est finalement relativement éloigné du bassin versant
receveur (cf. Éq. 3.1). Pour l’ensemble des méthodes testées, le nombre de donneurs optimal se
situe entre 2 et 4 (Fig. 3.4).
3.2.2. Résultats marquants
Compte-tenu des observations précédentes (§ 3.2.1), trois méthodes de régionalisation ont été
privilégiées (Tab. 3.1).
La Fig. 3.5 récapitule l’ensemble des résultats. Les performances obtenues en régionalisation
sont encourageantes par rapport à celles obtenues lors de la phase de calibration/validation du
modèle. La baisse moyenne de 10% entre calibration/validation et régionalisation correspond
aux ordres de grandeur de la littérature.
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Méthode Type Nombre de Attribut
donneurs Nombre Description
Reg1 proximité géographique 2 - -
Reg2 plus proche voisin 2 3 PrimG, Ksat, Deniv
Reg3 plus proche voisin 3 3 PrimG, Hsoilmoy, Deniv
Table 3.1. – Méthodes de régionalisation privilégiées (Garambois et al., 2015a) [P13] (PrimG :
% du socle constitué de roches plutoniques ou volcaniques, Ksat : conductivité hydraulique à
saturation, Deniv : dénivelé entre point le plus haut et exutoire du bassin versant, Hsoilmoy :
profondeur de sol moyenne)
Figure 3.5. – Performance des 3 méthodes de régionalisation (Critère LNP , Éq. 1.9) pour
chaque bassin versant considéré comme non jaugé (Garambois et al., 2015a) [P13] (cf. Tab. 3.1)
Plusieurs configurations sont observées (Fig. 3.5 et Fig. 3.6) :
— des bassins versants présentant des performances également satisfaisantes en calibration/
validation et en régionalisation, avec différentes méthodes (Beaume, Gardon, Salz, Ga-
peau). Dans ce cas, bassins donneurs et récepteur ont une géologie similaire. Les méthodes
de régionalisation, les attributs choisis et les donneurs sont pertinents, les valeurs du coef-
ficient CZ calibré et régionalisé sont très proches,
— des bassins versants pour lesquels les simulations ne sont satisfaisantes ni en calibra-
tion/validation, ni en régionalisation (Tech et surtout Nartuby). Dans ce cas de figure,
c’est la structure du modèle qui est probablement mise en défaut. Le bassin versant de la
Nartuby est par exemple majoritairement karstique,
— des bassins versants ayant de bonnes performances en calibration/validation et pour les-
quels seule une des deux méthodes de régionalisation par similarité, Reg2 ou Reg3, est
satisfaisante (Têt et Aille avec Reg3 ; Orbieu, Hérault et Real Martin avec Reg2). Là en-
core, les valeurs du coefficient CZ calibré et régionalisé sont très proches, mais en fonction
du bassin, ça n’est pas le même attribut qui permet la transmission de l’information hy-
drologique importante (Conductivité hydraulique à saturation pour Reg2, profondeur de
sol moyenne pour Reg3). Toutefois, ces attributs sont tous les deux liés à la quantité d’eau
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qu’il est possible d’infiltrer dans le sol,
— des bassins versants ayant de bonnes performances en calibration/validation et pour les-
quels aucune méthode de régionalisation ne fournit de résultats satisfaisants (Réart, Ar-
dèche). Il est probable qu’il n’y ait pas de donneurs hydrologiquement similaires pour les
attributs testés parmi les sites étudiés,
— des bassins versants présentant de meilleures performances en régionalisation qu’en calibra-
tion/validation (Verdouble avec Reg3, Agly avec Reg2 et Reg3, Cesse avec Reg2). Les jeux
de paramètres utilisés pour la régionalisation contiennent vraisemblablement une informa-
tion hydrologique plus pertinente que celle accessible uniquement à partir des évènements
sur le bassin versant receveur.
Figure 3.6. – Meilleure méthode de régionalisation par bassin versant (Contour du bassin en
bleu, vert ou rouge), bassin non jaugé numéroté en noir, donneurs correspondants numérotés
en marron ; géologie simplifiée en fond et illustration de quelques hydrogrammes simulés à
partir des paramètres issus de la procédure (Garambois et al., 2015a) [P13]
3.3. Propagation des incertitudes
L’évaluation des incertitudes sur la prévision est l’un des enjeux forts de la modélisation
hydrologique, comme formulé dans les conclusions de l’initiative PUB (Hrachowitz et al., 2013) :
It is now commonly accepted that hydrology needs systematic and consistent un-
certainty assessment, acknowledging and quantifying different sources of uncertainty
as well as differents types of errors, although no consensus has been reached as to
how this is best done.
L’estimation des paramètres de calage ainsi que les données d’entrée (forçages, observations, ...)
sont des sources majeures d’incertitudes (Fig. 1.5) : des propositions pour les prendre en compte
et estimer leur impact sur les prévisions hydrométéorologiques sont exposées ci-dessous.
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3.3.1. Incertitudes liées à la modélisation hydrologique
L’analyse de sensibilité à partir de la méthode de Monte-Carlo (§ 1.2.1) permet également de
traduire l’incertitude sur les prévisions du modèle, incertitudes liées aux paramètres, à l’initia-
lisation et à la structure du modèle lui-même (Fig. 1.5). Les valeurs des critères de performance
(LN ou LNP par exemple, éq. 1.8 et 1.9) associées aux jeux de paramètres considérés peuvent
être ré-échantillonnées de façon à ce que leur somme sur l’ensemble des simulations Monte-Carlo
soit égale à 1. Ces valeurs ré-échantillonnées sont alors utilisées comme des coefficients de pon-
dération : la valeur du critère ré-échantillonnée, obtenue à partir d’un jeu de paramètres, est
appliquée à la prévision du modèle (variables de sortie) fournie par ce même jeu de paramètres.
Il en résulte une fonction de répartition cumulative des variables de sortie, à partir de laquelle,



























Figure 3.7. – Calcul des marges d’incertitude sur les prévisions y du modèle : exemple des
limites à 10%, 50% et 90% des simulations
Il est également envisageable de ne prendre en compte que les simulations considérées comme
représentatives de la réponse observée du système en fixant un seuil de performance (§ 1.2.1).
Ce seuil, critère de différentiation entre les catégories “représentative” et “non représentative”
est une valeur subjective de la mesure de performance. Cette méthode GLUE (Generalized
Likelihood Uncertainty Estimation) a été proposée par Beven & Binley (1992) et a fait depuis
l’objet de controverses (Mantovan & Todini, 2006) qui ont conduit à la proposition de nouvelles
méthodologies (§ 3.3.3, chapitre 3.4). Ces controverses contestaient principalement le caractère
bayésien de l’approche GLUE, et donc ses propriétés d’inférence statistique, et critiquaient
la nécessaire subjectivité du choix d’un seuil. Le résultat serait des intervalles d’incertitude
grandement surestimés par la méthode GLUE. Toutefois, plusieurs études menées à la suite
de cette controverse ont finalement montré que la méthode GLUE, appliquée avec un seuil de
performances élevé, fournit des intervalles d’incertitude très similaires à ceux issus de la méthode
bayésienne (Jin et al. (2010) ; Li et al. (2010)). Bien entendu, la méthode GLUE est très sensible
à la valeur de ce seuil, ainsi un seuil plus faible produira un intervalle d’incertitude beaucoup
plus large.
La Fig. 3.8 présente quelques exemples d’intervalles de confiance calculés à partir de la mé-
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thode GLUE sur un échantillon aléatoire de Monte-Carlo : 5000 jeux de paramètres distribués
uniformément dans leur intervalle de variation (Tab. 3.2). Le seuil choisi pour la fonction ob-
jectif est relativement élevé : LNP = 0.7, comme le montre la largeur réduite des intervalles
de confiance. Les observations sont bien comprises dans l’intervalle de confiance pour les cas
présentés, ce qui est généralement le cas pour les forts débits.










Coefficient de Strickler du lit majeur 1 30
CZ [−] Correction de la profondeur de sol 0.1 10.0
CK [−] Correction de la conductivité hydraulique à saturation 0.1 10.0
CT [−] Correction de la transmissivité à saturation 102 104





































































Figure 3.8. – Intervalles de confiance à 80% (gris) pour un seuil LNP = 0.7 (Éq. 1.9), meilleures
simulations (en bleu) et débits observés (points rouges) sur le bassin versant du Gardon à
Anduze (Gard) : à gauche évènement 20020908, à droite 20061018 (Garambois, 2012) [THE3]
En revanche, il arrive que le début de la crue et la fin de la récession soient moins bien
reproduits par le modèle comme il est déjà possible de le constater pour les deux meilleures
simulations de l’évènement 20061018 (Fig. 3.8, à droite) et sur la Fig. 3.9 sur le bassin versant
de l’Agly, qui comporte plusieurs zones karstiques, dont une région située juste à l’amont de la
station hydrométrique Saint-Paul-de-Fenouillet. En effet, le critère d’erreur choisi accorde une
importance majeure au pic dans un objectif de prévision des crues : les meilleures simulations
sont donc celles qui reproduisent au mieux les forts débits. De plus, la structure du modèle
elle-même n’est pas dédiée à la simulation des débits plus faibles (pas de débit de base, ni
d’écoulements souterrains à échelle de temps longue).
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Figure 3.9. – Intervalles de confiance à 80% (gris) pour un seuil LN = 0.75 (Éq. 1.8), meilleure
simulation (en noir) et débits observés (points rouges) sur le bassin versant de l’Agly à Saint-
Paul-de-Fenouillet (Pyrénées Orientales) : à gauche évènement 20110314, à droite 20130304
3.3.2. Prévisions d’ensemble hydrométéorologiques
La prévision d’ensemble est l’outil numérique généralement utilisé pour la quantification des
incertitudes dans les modèles météorologiques en particulier. Une étude détaillée a été menée
sur l’évènement pluvieux qui a touché le sud-est de la France en novembre 2011, à partir du
modèle MARINE et des sorties du modèle météorologique AROME (Heymes, 2014) [M2R9].
L’incertitude sur la pluie est calculée à partir d’une version expérimentale de la PEARO7 1, qui
a été évaluée par le CNRM 2 sur l’évènement de novembre 2011 dans le cadre d’HyMeX. Elle
est ensuite combinée avec un panel de membres du modèle MARINE, construit à partir d’une
analyse de sensibilité sur les paramètres influençant le comportement du modèle hydrologique.
La quantification des incertitudes est déterminée à l’aide de scores probabilistes classiquement
utilisés pour évaluer des prévisions d’ensemble. Les principaux résultats montrent que l’incer-
titude sur le forçage d’entrée varie peu selon le bassin. La combinaison des deux ensembles
(paramètres et forçage d’entrée) permet de calculer la dispersion associée à une prévision de
débit. Des simulations sur trois bassins versants (Hérault, Gardon, Beaume) d’un évènement
hydro-météorologique très complexe justifient l’intérêt de l’utilisation de la prévision d’ensemble
pour la prévision opérationnelle de débits.
Suite à ces premiers tests, deux systèmes de prévisions d’ensemble hydrométéorologiques ont
été mis en œuvre sur des bassins des Pyrénées Orientales, à partir de deux modèles météorolo-
giques différents :
— le modèle Meso-NH, modèle atmosphérique de méso-échelle non-hydrostatique de la com-
munauté de recherche française, mis en œuvre par le Laboratoire d’Aérologie (Projet
CRUE-SIM, RTRA STAE, cf. AnnexeC),
— le modèle Weather Research & Forecasting (WRF), modèle atmosphérique de méso-échelle
utilisé aussi bien en recherche qu’en opérationnel, mis en œuvre par l’Université des Iles
Baléares (Projet PGRI-EPM, Eurorégion Pyrénées-Méditerranée, cf. AnnexeC).
De façon générale, les prévisions d’ensemble permettent d’améliorer la pertinence des résultats
par rapport à une prévision déterministe pure comme le montrent les deux exemples ci-dessous
1. Prévision d’Ensemble AROME
2. Centre National de Recherches Météorologiques
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issus des deux systèmes de prévisions implémentés (Meso-NH/MARINE et WRF/MARINE).
La Fig. 3.10 concerne le système Meso-NH/MARINE et compare les débits simulés à Mar-
quixanes sur le bassin versant de la Têt (Pyrénées Orientales) pour l’évènement 20131116. Le
graphe de gauche (Fig. 3.10) rassemble les débits simulés à partir de différentes sources de don-
nées/prévisions :
— Q PLU : débit simulé à partir du forçage issu du réseau de pluviographes (10 pluviographes
sur la zone concernée),
— Q JP1 : débit simulé à partir du forçage issu de la réanalyse radar Météo-France ANTI-
LOPEJP1 (Laurantin, 2008) (∆x = 1 km),
— Q MNH : débit simulé à partir du forçage issu de la prévision déterministe Meso-NH
(∆x = 500 m), initialisée à partir de la prévision du Centre européen pour les prévisions
météorologiques à moyen terme 3 (∆x = 10 km),
— Q MNH-ARO : débit simulé à partir du forçage issu de la prévision déterministe Meso-NH
(∆x = 500 m), initialisée à partir de la prévision AROME de Météo-France (∆x = 2.5 km),
— QMNH-ECMWF2 : débit simulé à partir du forçage issu de la prévision déterministe Meso-
NH (∆x = 500 m), initialisée à partir de la prévision du Centre Européen (∆x = 10 km)
avec deux domaines imbriqués.
Seuls les débits simulés à partir du réseau de pluviographes, de la réanalyse radar et de la
prévision MNH-ARO présentent un critère de performance LN positifs (respectivement LN =
0.88, LN = 0.60 et LN = 0.01), soit mieux que la moyenne des débits observés. Le graphe
de droite (Fig. 3.10) montre les débits simulés à partir des forçages issus de la prévision Meso-
NH initialisée avec les 10 membres de la prévision d’ensemble opérationnelle de Météo-France
PEARO. L’impact de la prise en compte des incertitudes liées à la prévision météorologique
est positif : la prévision d’ensemble (médiane Q50 et intervalle d’incertitude à 80% : Q10, Q90)
est sensiblement meilleure que la prévision déterministe. Elle reste toutefois grandement sous-
estimée, mais il s’agit là d’une caractéristique connue de la prévision des précipitations avec la
PEARO. Les évaluations réalisées à Météo-France recommandent en effet d’utiliser le quantile






























Figure 3.10. – Débits simulés sur la Têt à Marquixanes du 17/11/2013 00 :00 au 19/11/2013
00 :00 à partir de précipitations observées (PLU, JP1), des prévisions Meso-NH déterministes
(à gauche : MNH, MNH-ARO et MNH-ECMWF2) et initialisées avec les ensembles PEARO
(à droite)
3. European Centre for Medium-Range Weather Forecasts, ECMWF : https://www.ecmwf.int/
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La Fig. 3.11 concerne le système WRF/MARINE et compare les débits simulés à deux stations
du bassin versant de l’Agly (Pyrénées Orientales) pour l’évènement 20141128 : à gauche, les ré-
sultats à la station Saint-Paul-de-Fenouillet, située au nord-ouest du bassin versant, à droite
ceux à la station Tautavel dans la partie nord-est (cf. Fig. 3.12 en haut). Les simulations d’en-
semble météorologiques considérées (PILB pour Perturbed Initial and Lateral Boundaries) ont
été configurées afin de prendre en compte les incertitudes dans la représentation de l’état de
l’atmosphère. Elles sont initialisées à partir des 20 membres du Centre Européen (ECMWF-
EPS) présentant la plus grande diversité sur le domaine considéré. Sur la Fig. 3.11 à gauche, la
prévision d’ensemble (membres en bleu clair, médiane Q50 et intervalle d’incertitude à 80% :
Q10, Q90) améliore globalement la prévision déterministe (wrf, en bleu foncé) : suppression d’un
premier pic de débit non observé, volume global moins sous-estimé et observations incluses dans
l’intervalle d’incertitude. Mais l’amélioration est également notable sur la Fig. 3.11 à droite où la
prévision déterministe (wrf, en bleu foncé) prévoit le premier pic de crue avec 12h d’avance sur le
pic observé tandis que la prévision d’ensemble repositionne ce premier pic à la date correcte. Le
deuxième pic est toutefois complétement manqué par la prévision hydrométéorologique même
ensembliste. Ce deuxième pic arrive en effet au bout de 32h de simulation : la prévision de ce

































































Figure 3.11. – Débits simulés à Saint-Paul-de-Fenouillet (Agly, à gauche) et à Tautavel (Ver-
double, à droite) du 29/11/2014 00 :00 au 01/12/2014 00 :00 à partir de précipitations ob-
servées (ANTILOPEJP1, pluvios) et des prévisions WRF déterministes et initialisées avec les
20 membres du Centre Européen (ECMWF-EPS) : Perturbed Initial and Lateral Boundaries
(PILB)
Les résultats obtenus montrent donc qu’il reste difficile d’obtenir une prévision satisfaisante de
la forme de l’hydrogramme avec une anticipation de 48h. Reste à savoir si ces prévisions peuvent
se montrer utiles pour l’émission d’une alerte en cas de risque de crue, c’est-à-dire si elles sont
capables de prévoir le dépassement d’un seuil de débit à une station donnée (Alert 1, en jaune
sur la Fig. 3.11). L’étude sur le bassin versant de l’Agly a donc été poussée jusqu’au calcul de
critères classiques d’évaluation d’une prévision. Lorsque la prévision concerne l’occurrence ou
non d’un phénomène, ici le dépassement d’un seuil : le débit de période de retour 2 ans, il est
possible de construire un tableau de contingence en comptabilisant les alertes observées ou pas
et celles prévues ou pas (Tab. 3.3). Ce tableau permet de définir les cas suivants :
— Succès : l’alerte observée a effectivement été prévue,
— Raté : l’alerte observée n’a pas été prévue,
— Fausse alerte : l’alerte prévue n’a pas été observée,
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— Non correct : aucune alerte n’a été prévue ni observée.
Observations
Oui Non
Prévisions Oui Succès Fausse alerteNon Raté Non correct
Table 3.3. – Tableau de contingence dans le cas d’une prévision en deux catégories : oui cor-
respond à l’émission d’une alerte, non à l’absence d’alerte
À partir de ces différents cas, il est possible de calculer un grand nombre de scores de vérifi-
cation. Parmi les scores usuels, il a été choisi, à titre d’illustration, de présenter ici les résultats
de deux d’entre eux permettant d’établir une hiérarchie cohérente (Bontron, 2004) :
— Indice de succès critique (Critical Success Index ou CSI ∈ [0; 1], Éq. 3.2) : il mesure la
fraction d’alertes correctement prévues et correspond à une forme de précision. En effet, il
ne prend pas en compte les “Non correct” considérés comme moins importants dans le cadre
de l’émission d’une alerte. Le meilleur score correspond à CSI = 1 : aucune Fausse alerte
et aucun Rate´.
CSI = Succe`s
Succe`s+ Fausse alerte+Rate´ (3.2)
— Biais (Biais ∈ [0; +∞]) : il indique si les prévisions ont une tendance générale à sous-
estimer les évènements (Biais < 1, plus de Rate´ que de Fausse alerte) ou au contraire
à les sur-estimer (Biais > 1, plus de Fausse alerte que de Rate´). Le meilleur score
correspond à Biais = 1 : autant de Fausse alerte que de Rate´, la prévision n’est pas
biaisée.
Biais = Succe`s+ Fausse alerte
Succe`s+Rate´ (3.3)
Les Fig. 3.12 et Fig. 3.13 montrent les scores obtenus sur les 5 stations hydrométriques du bas-
sin versant de l’Agly pour deux stratégies différentes de prévisions d’ensemble météorologiques
avec le modèle WRF, comprenant 20 membres dans les deux cas. Les simulations d’ensemble
PILB déjà citées et les simulations d’ensemble Multi-Physiques (MPS pour Multi-Physics Si-
mulations) qui prennent en compte les incertitudes dans la paramétrisation physique du modèle
WRF i.e. les schémas de couche limite planétaire et microphysiques (Ravazzani et al., 2015).
D’un point de vue de l’émission d’alerte, les résultats sont globalement meilleurs sur la partie
ouest du bassin, plus montagneuse, que sur la partie est, plus proche de la mer. De façon géné-
rale, les estimations sont assez peu biaisées. Il apparaît par ailleurs difficile de discriminer entre
les deux types de stratégies de prévisions d’ensemble météorologiques testées. Il semble perti-
nent de proposer une stratégie de simulation d’ensemble météorologique qui prenne en compte
simultanément les incertitudes sur la paramétrisation physique et celles sur la représentation de
l’état de l’atmosphère (Vincendon et al., 2011).
De plus les incertitudes hydrologiques dans ces différents travaux n’ont pas fait l’objet d’une
analyse complète en association avec les incertitudes sur la prévision météorologique. L’étude doit
donc être poursuivie avec des simulations d’ensemble hydrologique et l’évaluation du système
hydrométéorologique complet à partir de scores spécifiques dédiés aux prévisions probabilistes
(Bontron, 2004).
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Figure 3.12. – Indice de succès critique sur les 5 stations hydrométriques du bassin versant
de l’Agly et 7 évènements de 2 jours, à partir de précipitations observées (ANTILOPEJP1,
pluvios), des prévisions WRF déterministes et des prévisions d’ensemble WRF : à gauche
ensemble Multi-Physique (MPS), à droite ensemble Perturbed Initial and Lateral Boundaries
(PILB), en haut : localisation des stations dans le bassin versant




















Figure 3.13. – Biais sur les 5 stations hydrométriques du bassin versant de l’Agly et 7 évène-
ments de 2 jours, à partir de précipitations observées (ANTILOPEJP1, pluvios), des prévisions
WRF déterministes et des prévisions d’ensemble WRF : à gauche ensemble Multi-Physique
(MPS), à droite ensemble Perturbed Initial and Lateral Boundaries (PILB) ; localisation des
stations dans le bassin versant : Fig. 3.12 en haut
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3.3.3. Méthodologie de calibration incluant les incertitudes d’observations
Le paragraphe précédent (§ 3.3.2) étudiait l’impact des incertitudes sur le forçage du modèle.
Les observations de la réponse du système, généralement des débits mesurés à une ou plusieurs
stations hydrométriques sur le site, sont également incertaines, en particulier aux forts débits.
En effet, les stations hydrométriques mesurent des hauteurs d’eau qui sont ensuite traduites en
débits à l’aide d’une courbe de tarage Q (h). Cette courbe de tarage est déterminée à partir de
quelques mesures hauteur-débit, généralement réalisées pour des conditions moyennes d’écou-
lement (débit autour du module), et extrapolées aux forts débits. Les pics de crue se situent
pratiquement toujours dans la zone extrapolée, principalement à cause des conditions de jau-
geage particulièrement dangereuses lors de ces évènements. Il est donc important de prendre
en compte ces incertitudes sur les observations de la réponse du système utilisées pour caler le
modèle, en accord avec les objectifs de la modélisation. La Fig. 3.14 montre bien l’importance de
construire le critère d’erreur nécessaire au calage en se basant sur le but visé par la modélisation :
les processus physiques entrant en jeu au cours des phases d’un hydrogramme ne sont pas les
mêmes et il est pratiquement impossible de trouver un jeu de paramètres qui permette de tous
les représenter successivement de façon satisfaisante.
Figure 3.14. – Exemple d’hydrogrammes obtenus à partir de critères d’erreur visant différents
objectifs : prévision des crues (DRMS : bonne simulation des forts débits), gestion des débits
réservés (HMLE : bonne simulation des périodes d’étiage) (Gupta et al., 1998)
Pour la prévision opérationnelle des crues soudaines, il est avant tout important de reproduire
au mieux la montée de crue, en particulier la date de début de montée, et les forts débits : pic
de crue, date du pic et début de décrue. La simulation de la phase de récession ainsi que les
périodes de faibles débits ne font pas partie de l’objectif visé d’un point de vue opérationnel.
De plus, les observations de débit sont généralement assez précises pour les faibles débits et
très incertaines pour les forts débits. La méthodologie mise au point propose donc de prendre
explicitement en compte l’intervalle de confiance des séries hydrométriques, issu de l’obtention
de la courbe de tarage ou bien estimé, en cohérence avec l’objectif de modélisation, c’est-à-dire
pour la prévision des crues : peu d’importance accordée aux faibles débits, forte importance
accordée aux forts débits, très incertains. La Fig. 3.15 représente la façon de définir l’erreur en





L’erreur de modélisation mod,i à l’instant i est calculée comme le rapport de di, la distance du
débit simulé à l’intervalle de confiance du débit observé à l’instant i, avec σmod,i, la largeur de la
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zone d’acceptabilité à l’instant i. Cette zone d’acceptabilité traduit l’objectif visé par la modé-
lisation, elle est donc choisie par l’utilisateur : large pour les périodes sans enjeu (ici les faibles
débits) et étroite pour les zones à fort enjeu (ici les forts débits). Ainsi si σmod,i > 1, le débit
simulé est situé en dehors de la zone d’acceptabilité du modèle et l’objectif de modélisation n’est
pas atteint, au contraire si σmod,i ≤ 1, le débit simulé est compris dans la zone d’acceptabilité
du modèle et l’objectif est atteint.
Figure 3.15. – Définition du modèle d’erreur mod,i (Douinot et al., 2017) [P21]







avec DEC = E90mod, le quantile 90 du vecteur Emod = (mod,i) des erreurs de modélisation
à chaque instant. Le 90e`me quantile a été choisie afin de mettre en avant les erreurs les plus
importantes et la décroissance exponentielle permet d’éviter le choix subjectif d’un seuil entre
simulations représentatives et simulations non représentatives du comportement du système, un
des reproches majeurs fait à la méthode GLUE (§ 3.3.1).
Cette fonction objectif DEC, pour Discharge Envelop Catching, et la calibration correspon-
dante ont fait l’objet d’une étude détaillée pour la calibration/validation du modèle MARINE,
en comparaison avec plusieurs autres méthodologies issues de la littérature (Douinot et al. (2017)
[P21], § E.6), sur 14 évènements de crue du Gardon (Gard). La méthode DEC offre des perfor-
mances sensiblement plus satisfaisantes de façon générale, en permettant notamment de corriger
les erreurs principalement lors des périodes à enjeux majeurs, c’est-à-dire lors de la montée de
crue et aux forts débits en ce qui concerne la prévision des crues.
3.4. Bilan
Les enquêtes terrain post-crue ont montré leur apport fructueux dans la modélisation hydro-
logique sur des bassins versants non jaugés et, en particulier, l’importance de mettre au point
des méthodologies de calage des modèles sur ces bassins versants. Les résultats obtenus avec
MARINE en régionalisation sont encourageants : pour 13 bassins versants sur les 16 testés, les
paramètres régionalisés ont permis de simuler des évènements de crue avec un critère d’erreur
LNP (Éq. 1.9) supérieur à 0.6 et même à 0.8 pour certains cas. Les paramètres calés, tout comme
les paramètres régionalisés, permettent la simulation d’un comportement moyen pour un bassin
versant donné. La procédure de calibration/validation ainsi que la régionalisation sont donc plus
aisées pour des bassins versants présentant un comportement hydrologique plus régulier, comme
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par exemple le Gardon ou l’Ardèche. En effet, les chemins de l’eau activés diffèrent d’une crue
à une autre, en fonction de la spatialisation de la pluie, de son intensité ainsi que du contenu en
eau du bassin versant. Étant donné que la modélisation présentée ne permet de reproduire qu’un
comportement moyen, plus ces chemins de l’eau varient d’un évènement à un autre (Présence de
zones karstiques avec effet de remplissage/vidange, par exemple), plus il est difficile de caler le
modèle sur le bassin versant concerné. Si au contraire le comportement hydrologique du bassin
versant est plus régulier, c’est-à-dire proche d’un comportement moyen, plus la procédure de
calibration/validation va être facilitée. Il en va de même pour la régionalisation.
Les études exposées mettent également en évidence l’importance du paramètre réglant la
profondeur de sol dans le calage du modèle, ainsi que dans la régionalisation. Ce paramètre
CZ apparaît comme relié à la nature du socle des bassins versants. En effet, il est nettement
supérieur à 1 pour les bassins versants à socles métamorphique ou plutonique. Cette constatation
est par ailleurs corroborée par d’autres études similaires (Adamovic, 2014; Vannier et al., 2013)
et l’importance de la capacité de stockage reste vérifiée avec la nouvelle modélisation comportant
deux horizons de sol (§ 2.4).
Un critère d’erreur prenant en compte à la fois l’incertitude sur les observations de la réponse
du système mais également les objectifs du modèle hydrologique a été élaboré. Il permet une
calibration plus pertinente en terme de prévision, en corrigeant les erreurs principalement lors
des périodes à enjeux majeurs.
La méthode GLUE d’estimation des incertitudes a été testée de façon intensive, aussi bien
en hydraulique à surface libre (Roux & Dartus, 2008) [P5] qu’en hydrologie. Par ailleurs, les
études menées sur l’évaluation des différentes sources d’incertitude et leur impact sur la réponse
du modèle montrent que, sur les petits bassins versants méditerranéens étudiés, obtenir une
prévision satisfaisante de la forme de l’hydrogramme avec une anticipation de 48h reste un défi.
Néanmoins, les prévisions d’ensemble permettent d’améliorer la pertinence des résultats par
rapport à une prévision hydrométéorologique déterministe. Ces prévisions se montrent de plus
profitables pour l’émission d’une alerte en cas de risque de crue, c’est-à-dire dans la prévision
du dépassement d’un seuil de débit à une station donnée. L’étape suivante consiste à proposer
un système complet de propagation des incertitudes à travers la chaîne hydrométéorologique
comprenant :
— une statégie de simulation d’ensemble météorologique qui prenne en compte simultanément
les incertitudes sur la paramétrisation physique et celles sur la représentation de l’état de
l’atmosphère (Vincendon et al., 2011) (§ 3.3.2),
— une évaluation des incertitudes liées au modèle hydrologique (§ 3.3.1),





Les travaux menés en hydrologie de surface ont mené au constat qu’une meilleure compréhen-
sion de la réponse hydrologique, et en particulier des écoulements de subsurface, est essentielle
(Garambois, 2012) [THE3]. Plusieurs études mettent en effet en évidence le fait que différentes
dynamiques d’écoulement sont successivement activées au cours d’une crue. Une meilleure com-
préhension des processus à l’origine des crues soudaines est par conséquent une étape primordiale
afin d’être en mesure d’améliorer les modèles en conséquence. Différentes applications ont par
exemple démontré qu’il pouvait être nécessaire de prendre en compte les écoulements dans les
roches fracturées dans la simulation des crues rapides (Garambois et al., 2015a) [P13] ; (Vannier
et al., 2013). Une thèse (Douinot, 2016) [THE4], soutenue en décembre 2016, avait pour objectif
de mieux déterminer la répartition des précipitations entre écoulement de surface et écoulement
de subsurface, et de façon plus générale quels sont les chemins de l’eau qui sont activés lors
d’une crue rapide. Le modèle MARINE a été utilisé comme un outil d’analyse des processus
hydrologiques. Les comportements de plusieurs bassins versants ont été inventoriés, en particu-
lier la contribution de chaque type d’écoulement lors des différentes phases de crue ainsi que les
dynamiques spatiales mises en jeu. De façon générale, les flux simulés transitent majoritairement
par le sol : entre 40% et 60% du volume de la crue en fonction du bassin versant, ce qui est
corroboré par les rares mesures disponibles de traçage des écoulements (Bouvier et al., 2017).
Toutefois, plusieurs modèles se révèlent également satisfaisants lorsque confrontés aux débits
observés, même en prenant en compte l’incertitude sur ces observations (§ 3.3.3). Or ces modèles
présentent des dynamiques d’écoulements différentes pour arriver à des simulations de la crue
équivalentes, par exemple :
— le modèle n°1 permet une infiltration importante, il faudra donc une transmissivité plus
élevée en subsurface pour que le pic de crue arrive à la bonne date. Le frottement dans
le réseau de drainage sera en revanche moins important puisque le flux de surface est
moindre,
— le modèle n°2 produit un ruissellement plus important, le frottement dans le réseau de
drainage devra alors être suffisamment grand pour que le pic de crue n’arrive pas trop tôt.
C’est la dynamique des écoulements de subsurface qui sera cette fois moins cruciale pour
une simulation satisfaisante.
Une incertitude demeure donc quant aux proportions effectives des processus contribuant à la
crue : le débit seul, observation intégrée de la réponse du système à l’exutoire, n’est plus une
information suffisante, même lorsqu’il est disponible à plusieurs stations sur le bassin versant.
Des pistes existent toutefois pour tenter de réduire cette incertitude : les modèles également
vraisemblables se distinguent par des ordres de grandeur et des répartitions spatiales différentes
des variables d’état : vitesses d’écoulement en surface, vitesses d’écoulement en subsurface, satu-
ration du sol, ... Trop peu de mesures in situ existent pour l’instant pour pouvoir discriminer les
modèles à partir de vitesses d’écoulement. En revanche, des observations issues de la télédétec-
tion spatiale apportent déjà des informations sur l’humidité de la couche superficielle du sol, à
des échelles spatio-temporelles qui commencent à devenir intéressantes pour la modélisation des
crues soudaines. Les mesures du radar à synthèse d’ouverture Sentinel 1 (S1, en bande C 5,405
GHz) fournissent par exemple des données à une résolution spatiale de 10 m, tous les 5 jours.
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Un projet 4 a été déposé au RTRA STAE 5, avec pour objectif l’amélioration de la représentation
des variables du cycle hydrologique terrestre et de la végétation, à partir de l’intégration dans
les modèles de mesures micro-ondes des surfaces observées depuis l’espace. L’IMFT intervient
dans l’approche descendante (top-down) proposée où des estimations de variables biogéophy-
siques obtenues à partir de mesures de télédétection seront utilisées pour évaluer la pertinence
des dynamiques vraisemblables représentées dans MARINE. Les différentes échelles de travail
(continentale, régionale et de la parcelle) seront confrontées pour étudier l’apport des mesures
à haute résolution.
Des travaux sont toujours en cours sur l’amélioration de la structure du modèle, en lien
cette fois-ci avec le ruissellement de surface et donc l’hydraulique des cours d’eau. Le projet
REGARD du RTRA-STAE (AnnexeC) se focalisait plus particulièrement sur les conditions
d’étiage, période où la pression sur la ressource en eau est la plus forte. Le niveau d’eau est alors
très faible dans la rivière, si bien que la taille des rugosités du lit est du même ordre de grandeur
que la hauteur d’eau, voire même supérieur. La question de la validité d’une paramétrisation
du frottement de type Manning-Strickler se pose alors. Cette même problématique se présente
lors de la modélisation hydrologique des écoulements de surface sur les versants. L’établissement
de modèles de rugosités compatibles avec des conditions d’écoulements à la fois à faible et fort
tirant d’eau apparaît nécessaire. Des connaissances existent à l’IMFT sur les écoulements en
présence de macrorugosités (Cassan et al., 2017) [P22] et l’intégration de lois de frottement
continues entre obstacles (émergés, partiellement ou totalement immergés) pour améliorer cette
paramétrisation dans un modèle hydrologique est à l’étude. Ces lois présentent l’avantage d’être
basées uniquement sur des configurations géométriques du fond et d’être analytiques. Ainsi elles
peuvent s’intégrer facilement dans des codes de calculs actuels (1D ou 2D).
Par ailleurs, pour être pertinente, la réponse d’un modèle doit nécessairement être accompa-
gnée d’une estimation de son incertitude. La prévision d’ensemble est l’outil numérique géné-
ralement utilisé pour la quantifier. Afin d’évaluer l’impact relatif des différentes sources d’in-
certitudes, plusieurs évènements de crues soudaines, pour lesquels des prévisions d’ensemble
météorologiques sont disponibles, ont déjà été considérés. Ce travail va être poursuivi, en in-
cluant notamment, outre les incertitudes dues précipitations, celles liées au contenu en eau initial
du sol (cf. projet POMME-V), ainsi que les incertitudes paramétriques qui ont déjà fait l’objet
d’analyses séparées.
Le projet MERCI (Modèle causal pour l’Evaluation des Risques de Crues et d’Inondations,
cf. AnnexeC) s’inscrit également dans ce contexte de propagation des incertitudes liées à la
modélisation. Il a pour ambition d’améliorer la connaissance actuelle du risque de crue par utili-
sation contemporaine de modèles mécanistes et empiriques dans un même contexte, permettant
de mieux appréhender la part aléatoire liée à l’occurrence et au niveau atteint par certaines
variables clés dans la réalisation de l’évènement redouté. Les modèles graphiques, en particulier
les réseaux bayésiens, sont les modèles empiriques utilisés pour représenter les processus hydro-
logiques et estimer l’impact des différentes sources d’incertitude, en comparaison avec le modèle
à base physique MARINE.
La thèse de Boutkhamouine (En cours) [THE5] financée dans le cadre de ce projet ambitionne
de fournir dans ce cadre une méthodologie pour l’anticipation des risques liés aux inondations.
Le travail conduira à l’établissement d’une comparaison de modèles hydrologiques permettant
la caractérisation du risque induit. Il visera :
1. à anticiper les conséquences d’un évènement par propagation probabiliste et/ou mécaniste
des évènements élémentaires et des observations réalisées sur le terrain,
2. à évaluer les apports respectifs et la complémentarité des deux modèles probabiliste et
4. Potentiel de l’Observation Micro-ondes dans les Modèles Eau-Végétation (POMME-V)




mécaniste, en général conceptuellement opposés dans l’approche mais complémentaires en
termes d’objectifs,
3. à comparer les causes identifiées par le modèle mécaniste avec les causes probables du
modèle cognitif dans l’optique de l’établissement d’un diagnostic a posteriori.
Sur un plan pratique, le travail mené devrait contribuer à l’information des autorités sur les
risques de débordement dans un but de protection des populations et de sauvegarde des infra-
structures. Les actions de recherche menées conjointement par l’IMFT et le SCHAPI depuis de
nombreuses années faciliteront grandement cette étape. Un premier modèle de type réseau bayé-
sien a été implémenté pour représenter la fonte des neiges (Boutkhamouine et al., 2017) [C28].
Le travail se poursuit actuellement avec une comparaison des intervalles de confiance fournis par
le réseau bayésien avec ceux calculés à partir du modèle déterministe selon la classique méthode
GLUE (§ 3.3.1), afin d’évaluer plus précisément l’apport potentiel des modèles graphiques pour
la prévision des crues et du risque associé.
Un autre aspect de la modélisation des crues éclair, le transport de matière, a été abordé
dans le cadre du projet CRUE-SIM du RTRA STAE (AnnexeC) : la possibilité de transporter
simplement les flux de matière en suspension est à présent intégrée dans le modèle MARINE,
elle est en cours de test sur un bassin versant sur lequel plusieurs mesures sont disponibles (Nord
et al., 2017).
Cette thématique du transport solide est également au cœur d’un projet de restauration d’un
cours d’eau dans les Hautes-Pyrénées qui fait l’objet d’une thèse (Yassine, En cours) [THE6].
En effet, deux seuils de stabilisation, mis en place dans les années 1990 sur le Gave de Pau,
ont été engravés par la crue de juin 2013. La situation actuelle conduit à une accumulation
de matériaux dans cette zone du lac des Gaves, avec un risque important d’avulsion vers les
enjeux, et un déficit de matériaux en aval jusqu’à Lourdes. La thèse qui démarre abordera sous
un angle multi-critère (enjeux sécuritaires, économiques, écologiques, ...) et multidisciplinaires
(hydrologie, morphologie, gestion du risque, ...) l’évaluation de la situation actuelle ainsi que des
solutions d’aménagement possibles, via la modélisation hydrodynamique fine du site d’étude. Ce
projet passe nécessairement par une phase de caractérisation du bassin versant et des sources
potentielles d’apports solides en amont du lac des Gaves. Un protocole de suivi du transport
solide sur le terrain a déjà été mis en place, il devra être complété par une évaluation des apports
liquide et solide à la zone d’étude, lors de la crue de juin 2013, et pour juger de la pertinence
d’éventuels aménagements futurs. Le modèle MARINE est en train d’être mis en place sur le
bassin pour fournir ces informations au modèle hydrodynamique.
L’axe de recherche transport solide présente plusieurs applications primordiales, notamment
la libre circulation des sédiments (directive-cadre sur l’eau 2000/60/CE), et est amené à être
développé rapidement : plusieurs projets sont actuellement en cours de discussion concernant
cette thématique. Une intercomparaison de modèles prenant en compte des phénomènes diffé-
rents est envisagée avec l’IGE 6 (Cea et al., 2015), afin d’analyser les processus prépondérants
dans les mécanismes d’érosion lors des crues soudaines sur de petits bassins versants. Des études
de dynamique de sédimentation dans les ouvrages hydrauliques sont également en cours d’élabo-
ration avec des partenaires industriels (SHEM : Société Hydro-Electrique du Midi notamment).
Les deux aspects de la recherche menée à l’IMFT sont ainsi perpétués : amélioration de la com-
préhension des phénomènes physiques et transfert à court terme de ces connaissances vers des
applications opérationnelles.
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Liste des sigles et acronymes
ARAMIS Application Radar à la Météorologie Infra-Synoptique
BD CARTHAGE® Base de Données sur la CARtographie THématique des AGences de l’eau
et du ministère chargé de l’Environnement
BDSol-LR Base de Données Sols du Languedoc-Roussillon
BFGS Méthode d’optimisation de Broyden-Fletcher-Goldfarb-Shanno
BRGM Bureau de Recherches Géologiques et Minières
CNES Centre National d’Études Spatiales
CNRM Centre National de Recherches Météorologiques
CNRS Centre National de la Recherche Scientifique
CRITEX Parc national d’équipements innovants pour l’étude spatiale et temporelle
de la Zone Critique des Bassins Versants, projet Investissement d’Avenir
Equipements d’excellence
DREAL Directions Régionales de l’Environnement, de l’Aménagement et du Loge-
ment
ECMWF European Centre for Medium-range Weather Forecasts
ECMWF-EPS European Centre for Medium-range Weather Forecasts - Ensemble Predic-
tion System
FAO Food and Agriculture Organization of the United Nations
GLUE Generalized Likelihood Uncertainty Estimation
HYDRATE HYdrometeorological Data Resources And Technologies for Effective flash
flood forecasting
HyMeX HYdrological cycle in the Mediterranean EXperiment : programme visant
à une meilleure compréhension du cycle de l’eau en Méditerranée avec une
attention spécifique portée aux événements extrêmes
IAHS International Association of Hydrological Sciences
IGN Institut national de l’information géographique et forestière
IMFT Institut de Mécanique des Fluides de Toulouse
INRIA Institut National de Recherche en Informatique et en Automatique
LIDAR LIght Detection And Ranging
MARINE Modélisation et Anticipation du Ruissellement et des Inondations pour les
évèNements Extrêmes
Meso-NH Modèle atmosphérique Meso-échelle Non-Hydrostatique
MISTRALS Mediterranean Integrated STudies at Regional And Local Scales
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MNT Modèle Numérique de Terrain
MPS Simulations d’ensemble météorologiques : Multi-Physics Simulations
NASA National Aeronautics and Space Administration
OHM-CV Observatoire Hydro-météorologique Méditerranéen Cévennes-Vivarais
OZCAR Observatoires de la Zone Critique Applications et Recherches
PEARO Prévision d’Ensemble AROME
PILB Simulations d’ensemble météorologiques : Perturbed Initial and Lateral Boun-
daries
PLATHYNES PLATeforme HYdrologique pour la modélisatioN des Écoulements Spatiali-
sés
PUB Predictions in Ungauged Basins
RBV Réseau des Bassins Versants
RTRA STAE Réseau Thématique de Recherche Avancée Sciences et Technologies pour
l’Aéronautique et l’Espace
SCHAPI Service Central d’Hydrométéorologie et d’Appui à la Prévision des Inonda-
tions
SIM Chaîne hydrométéorologique Safran-Isba-Modcou
SOERE Systèmes d’Observation et d’Expérimentation au long terme pour la Re-
cherche en Environnement
SPC Services de Prévision des Crues
SRTM Shuttle Radar Topography Mission
SWAT Soil and Water Assessment Tool
TOPMODEL TOPography based hydrological MODEL
TOSCA Terre solide, Océan, Surfaces Continentales, Atmosphère. Appel à projet
annuel du CNES
USDA United States Department of Agriculture
WRF Modèle atmosphérique Weather Research and Forecasting
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C. Programmes et actions de recherche
Financeur Intitulé Période Responsable Montant HT (€)
scientifique IMFT IMFT
ANR TCCyFLAM 2006-2009 Dartus 27 724
SCHAPI Prévision MARINE 2008-2009 Dartus 40 000
RTRA CYMENT 2008-2011 Dartus 120 000
SCHAPI Prévision MARINE 2009-2010 Roux/Dartus 40 000
SCHAPI Prévision MARINE 2009-2012 Roux/Dartus 108 000
Thèse P.-A. Garambois
SCHAPI Prévision MARINE 2010-2011 Roux/Dartus 30 000
ANR AMAC 2010-2013 Dartus 266 264
SCHAPI Prévision MARINE 2011-2012 Roux/Dartus 30 000
CNES-TOSCA SWOT Débit 2012-2015 Roux 100 000
SCHAPI Prévision MARINE 2012-2013 Roux/Dartus 30 000
SCHAPI Prévision MARINE 2013-2014 Roux/Dartus 20 287
SCHAPI Développement MARINE 2013-2016 Roux/Dartus 80 000
RTRA CRUE-SIM 2014-2017 Roux 60 000
Chantier SEDILION
RTRA REGARD 2014-2017 Roux 30 000
Chantier REGARD
Eurorégion PGRI-EPM 2015-2017 Roux 52 000
APR MERCI 2015-2018 Roux 147 500
Grand Tarbes
CNES-TOSCA SWOT Débit (Suite) 2016-2020 Roux 50 000
Table C.1. – Liste des financements
Les paragraphes suivants décrivent brièvement les projets les plus récents.
Projet SWOT Débit (2012-2015, 2016-2020)
L’un des principaux objectifs de la future mission spatiale d’altimétrie large fauchée Surface
Water and Ocean Topography (SWOT - NASA/CNES) est d’estimer le débit des fleuves à partir
des mesures de l’interféromètre SAR KaRIn (Ka-band Radar Interferometer). SWOT ne mesu-
rera pas directement le débit mais les cotes d’eau, pentes et étendues des zones en eau. Pour
estimer le débit à partir de ces observations, il est nécessaire de disposer de données complé-
mentaires telles que la bathymétrie du cours d’eau, les coefficients de frottement et des modèles
numériques et/ou analytiques. L’objectif principal du projet SWOT Débit est de quantifier l’ap-
port potentiel des données SWOT pour calculer le débit des cours d’eau à l’échelle mondiale.
Le premier projet se focalisait essentiellement sur le bassin de la Garonne. Cette proposition
se plaçait également dans le contexte de la création de la Science Definition Team (SDT) de
SWOT, afin d’apporter une expertise scientifique notamment sur la définition des algorithmes
de calcul du débit.
91
PROGRAMMES ET ACTIONS DE RECHERCHE
Le deuxième projet, suite directe du précédent, poursuit la validation et l’amélioration des
méthodes développées lors du premier projet, avec extension à plusieurs sites d’étude et pro-
position d’assimilation de données SWOT dans des modèles à la fois hydrologique (modèles de
bilan d’eau avec relation pluie – débit et incluant un système de routage fluvial) et hydraulique
(dynamique des écoulements).
Partenaires du projet :
— Centre Européen de Recherche et Formation Avancée en Calcul Scientifique (CERFACS)
— EDF - Laboratoire d’Hydraulique Saint-Venant
— Géosciences Environnement Toulouse (GET)
— Institut de Mathématiques de Toulouse (IMT)
— Institut de Mécanique des Fluides de Toulouse (IMFT)
— Irstea - UMR G-eau
— Laboratoire d’études en géophysique et océanographie spatiales (LEGOS)
— Laboratoire des sciences de l’ingénieur, de l’informatique et de l’imagerie (ICUBE)
Projet CRUESIM (2014-2017) : Transport de l’eau et de matière depuis les bassins
versants jusqu’à la mer dans les systèmes méditerrannéens caractérisés par des crues éclair
Un autre aspect de la modélisation des crues éclair, le transport de matière, est abordé dans
le cadre du projet CRUE-SIM issu du chantier SEDILION 1 du RTRA. CRUE-SIM réunit phy-
siciens de l’atmosphère, hydrologues et océanographes pour modéliser et étudier de manière in-
tégrée les crues éclair méditerranéennes depuis les pluies intenses jusqu’à la mer. Le projet met
en œuvre tout d’abord le couplage atmosphère/océan/état de mer afin de prendre en compte les
rétroactions mais également une véritable continuité des forçages d’un milieu sur l’autre tout au
long des évènements intenses mais brefs qui seront étudiés. La matière particulaire en suspension
mobilisée par la crue dans les sols et les rivières est suivie jusqu’à la mer. C’est dans cette étape
de transport de la matière qu’intervient l’IMFT : la possibilité de transporter simplement les
flux de matière en suspension est intégrée dans le modèle MARINE. Afin de tester l’influence
de la montée du niveau de la mer à l’exutoire du bassin versant sur l’hydrodynamique de la
crue, une modélisation hydraulique plus fine est mise en œuvre sur l’aval du cours d’eau. Elle
est forcée par les apports amont et latéraux de la modélisation hydrologique et par la surcote
simulée par le modèle océanique en aval.
Partenaires du projet :
— Centre de Formation et de Recherche sur les Environnements Méditerranéens (CEFREM)
— Laboratoire écologie fonctionnelle et environnement (ECOLAB)
— Institut de Mécanique des Fluides de Toulouse (IMFT)
— Laboratoire d’Aérologie (LA)
Projet REGARD (2014-2017) : Modélisation des Ressources en Eau sur le bassin de la
GARonne : interactions entre les composantes naturelles et anthropiques et apport de la
téléDétection
Une conséquence de l’anthropisation de nombreux bassins versants est l’accroissement de
la pression sur la ressource en eau et la création de nouveaux couplages entre les différents
compartiments (surface, rivières, nappes, retenues), ce qui entraîne une gestion parfois difficile
en conditions d’étiage. Le projet REGARD, issu du chantier TEREAU 2 du RTRA, a pour
objectif de montrer comment les informations satellitaires, les informations sur l’activité humaine
combinées à la modélisation peuvent fournir une vision spatialisée de la ressource en eau à des
pas de temps et d’espace fins. L’apport des données satellitaires et des activités humaines dans la
1. Transfert de matière associé à l’eau le long du continuum bassin versant - cours d’eau - océan
2. Télédétection et Ressources en Eau
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simulation des différents processus mis en jeux est évalué puis ces données sont intégrées au sein
de modèles hydrologiques appliqués à l’ensemble du bassin versant de la Garonne. Dans ce cadre,
l’IMFT a mis au point, à l’échelle d’un tronçon de Garonne, une modélisation fine forcée par le
modèle de nappe du BRGM afin d’améliorer la représentation des interactions entre la rivière
et sa nappe alluviale. L’objectif de cette modélisation hydrodynamique à petite échelle est de
caractériser la dynamique des échanges d’eau à l’interface nappe-rivière, dynamique complexe
et mal comprise.
Partenaires du projet :
— Bureau de Recherches Géologiques et Minières (BRGM)
— Centre d’Etudes Spatiales de la BIOsphère (CESBIO)
— Centre Européen de Recherche et Formation Avancée en Calcul Scientifique (CERFACS)
— Centre national de recherches météorologiques - Groupe d’étude de l’Atmosphère Météo-
rologique (CNRM-GAME)
— Institut de Mécanique des Fluides de Toulouse (IMFT)
— Laboratoire d’études en géophysique et océanographie spatiales (LEGOS)
— Laboratoire écologie fonctionnelle et environnement (ECOLAB)
— UMR AGroécologie, Innovations et terRitoires (AGIR)
Projet PGRI-EPM (2015-2017) : Prévision et Gestion du Risque d’Inondation en
Eurorégion Pyrénées Méditerranée
L’objectif du projet PGRI-EPM est l’intégration des méthodologies actuellement utilisées
dans différents domaines de l’Eurorégion pour la prévision et la gestion opérationnelle du risque
d’inondation, en tenant compte des caractéristiques spécifiques de l’Eurorégion (climat méditer-
ranéen, régime hydrologique torrentiel, rivières à fortes pentes). Le choix d’outils et de méthodes
spécifiques, et donc plus appropriés, devrait permettre une gestion plus efficace, mais aussi plus
durable, moins invasive et moins coûteuse. La méthodologie proposée intègre la chaîne com-
plète : prévision météorologique, modélisation hydrologique puis hydraulique et enfin évaluation
du risque. L’ensemble de la procédure se base sur plusieurs outils et méthodes déjà existants,
développés par les quatre partenaires, et donc adaptés aux particularités de la région.
Deux sites pilotes permettent le calage et la validation des méthodes proposées : le bassin
versant de l’Agly (Pyrénées Orientales), et le bassin versant de la Muga (Catalogne). En se
basant sur ces deux zones d’étude, le but est de proposer une méthodologie d’optimisation de
la gestion des crues pour maintenir ou améliorer la fonction de laminage des barrages existants,
tout en préservant les ressources hydriques, problématique critique sur l’arc méditerranéen. Cette
méthodologie aura pour objectif d’être transférable aux autres bassins de l’Eurorégion et pourra
être intégrée, par les autorités compétentes, à l’élaboration des plans de gestion des risques
d’inondation, tâche prévue dans la Directive Européenne Inondations (2007/60/CE).
Partenaires du projet :
— Institut de Mécanique des Fluides de Toulouse (IMFT, FR)
— Institut Flumen – Universitat Politècnica de Catalunya (SP)
— ISL Ingénierie (FR)
— Universitat de les Illes Balears (SP)
Projet MERCI (2015-2018) : Modèle causal pour l’Évaluation des Risques de Crues et
d’Inondations
Le projet MERCI propose d’améliorer la connaissance actuelle du risque de crue par utilisation
contemporaine de modèles analytiques et empiriques dans un même contexte permettant de
mieux appréhender la part aléatoire liée à l’occurrence et au niveau atteint par certaines variables
clés dans la réalisation d’un l’évènement donné.
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PROGRAMMES ET ACTIONS DE RECHERCHE
La thèse financée dans le cadre de ce projet ambitionne de travailler à une méthodologie
opérationnelle pour l’anticipation des risques liés aux inondations. Le travail conduira à l’éta-
blissement d’une comparaison de modèles appliqués à la prévision des crues rapides permettant
la caractérisation du risque induit. Il visera :
1. dans le but de pronostiquer l’évolution d’un phénomène, à anticiper les conséquences d’un
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mécaniste, en général conceptuellement opposés dans l’approche mais complémentaires en termes
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3. à comparer les causes identifiées par le modèle mécaniste avec les causes probables du
modèle cognitif dans l’optique de l’établissement d’un diagnostic a posteriori.
Sur un plan pratique, le travail mené devrait contribuer à l’information des autorités sur
les risques de débordement dans un but de protection des populations et de sauvegarde des
infrastructures.
Partenaires du projet :
— Institut de Mécanique des Fluides de Toulouse (IMFT)
— Laboratoire Génie de Production (LGP) de l’Ecole Nationale d’Ingénieurs de Tarbes
(ENIT)
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MARINE sur un bassin versant d’étude.
99
Nat. Hazards Earth Syst. Sci., 11, 2567–2582, 2011
www.nat-hazards-earth-syst-sci.net/11/2567/2011/
doi:10.5194/nhess-11-2567-2011




A physically-based parsimonious hydrological model for flash floods
in Mediterranean catchments
H. Roux1,2, D. Labat1,2,3, P.-A. Garambois1,2, M.-M. Maubourguet1,2, J. Chorda1,2, and D. Dartus1,2
1Universite´ de Toulouse, INPT, UPS, IMFT (Institut de Me´canique des Fluides de Toulouse), Alle´e Camille Soula,
31400 Toulouse, France
2CNRS, IMFT, 31400 Toulouse, France
3LMTG-Universite de Toulouse-CNRS-IRD-OMP, 14 Avenue Edouard Belin, 31400 Toulouse, France
Received: 2 June 2010 – Revised: 17 June 2011 – Accepted: 20 June 2011 – Published: 27 September 2011
Abstract. A spatially distributed hydrological model, dedi-
cated to flood simulation, is developed on the basis of phys-
ical process representation (infiltration, overland flow, chan-
nel routing). Estimation of model parameters requires data
concerning topography, soil properties, vegetation and land
use. Four parameters are calibrated for the entire catchment
using one flood event. Model sensitivity to individual param-
eters is assessed using Monte-Carlo simulations. Results of
this sensitivity analysis with a criterion based on the Nash ef-
ficiency coefficient and the error of peak time and runoff are
used to calibrate the model. This procedure is tested on the
Gardon d’Anduze catchment, located in the Mediterranean
zone of southern France. A first validation is conducted using
three flood events with different hydrometeorological char-
acteristics. This sensitivity analysis along with validation
tests illustrates the predictive capability of the model and
points out the possible improvements on the model’s struc-
ture and parameterization for flash flood forecasting, espe-
cially in ungauged basins. Concerning the model structure,
results show that water transfer through the subsurface zone
also contributes to the hydrograph response to an extreme
event, especially during the recession period. Maps of soil
saturation emphasize the impact of rainfall and soil proper-
ties variability on these dynamics. Adding a subsurface flow
component in the simulation also greatly impacts the spatial
distribution of soil saturation and shows the importance of
the drainage network. Measures of such distributed variables
would help discriminating between different possible model
structures.
Correspondence to: H. Roux
(helene.roux@imft.fr)
1 Introduction
Flash floods are defined as sudden floods with high peak dis-
charges produced by severe thunderstorms that are generally
of limited area extent (IAHS-UNESCO-WMO, 1974). They
represent one of the most destructive hydrological hazards in
the Mediterranean region and have caused billions of euros
of damages in France over the last two decades (Gaume et
al., 2004). Flash flood prediction and risk assessment still
lack efficient procedures, mainly because these events are
poorly monitored and understood (Marchi et al., 2010). Ef-
fectively, this kind of hydrological event is often concerned
with poorly gauged small catchments. Moreover, hydromet-
ric stations are vulnerable to destruction or damage in case of
flooding and the data flow continuity requirement may not be
satisfied. Gaume et al. (2009) and Gaume and Borga (2008)
also point out that flash floods are poorly documented phe-
nomena and propose a methodology to increase the existing
knowledge of such events using post-flood surveys.
In the Mediterranean climatic zone, precipitation is highly
variable, both in time and space, and this variability increases
with elevation in mountainous regions (Moussa et al., 2009).
Norbiato et al. (2007) studied a flash flood generating storm
occurring in the eastern Italian Alps in August 2003 and
found extreme spatial gradients up to 80 mm km−1 in pre-
cipitation accumulations on 12 h. As a consequence, hydro-
logical processes are also highly variable and therefore diffi-
cult to predict (Moussa et al., 2009). Intense, short-duration
precipitation rates usually cause flash flood events primarily
dominated by overland flow (Gaume et al., 2003).
Modeling the hydrological response of Mediterranean
catchments has been explored by several authors who em-
phasized the importance of the topic. Pin˜ol et al. (1997)
Published by Copernicus Publications on behalf of the European Geosciences Union.
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applied TOPMODEL to simulate the hydrological response
of two catchments located in northeastern Spain. The authors
emphasized that the major difficulties encountered for such
catchments consists in the spatial soil depth heterogeneity as
well as the characteristics and the localized nature of down-
slope flows of water in the soil. They also pointed out that
models with very large numbers of parameters would not be
easy to calibrate. Several other applications of TOPMODEL
in the Mediterranean environment have already been made
(Datin, 1998; Durand et al., 1992; Saulnier, 1996; Saulnier
and Le Lay, 2009), and lead to promising results even though
improvements are needed in modeling wetting-up periods or
extreme storm events. Moussa et al. (2009) proposed a spa-
tially distributed model based on simplified physical process
representations of the water cycle and flood genesis. This
model is well adapted to event-based simulations of floods
when surface runoff is the main hydrological process. How-
ever, their results show that when the calibrated model pa-
rameters were constrained to simulate intense flood events,
then the model’s performance decreased during years with
low rainfall rates. Thus the question arises of the domain
and limit of application of the model. It seems difficult to
well represent hydrological processes during both drought
and flood periods.
Blo¨schl et al. (2008) developed a distributed flood fore-
casting system that they evaluated over the 622 km2 Kamp
catchment (Austria). They adopted a modeling strategy
based on (i) a model structure defined at the model element
scale and (ii) multi-source model identification and verifica-
tion. Within the proposed model structure, the adjustment of
21 parameters for each pixel, 6 routing parameters for each
catchment and 7 stream routing parameters for each river
reach is required. On the studied catchment, there was a to-
tal of 1550 pixels, 12 sub-catchments and 10 stream reaches.
The authors relied on the interpretability of model parame-
ters and on their multi-source model identification procedure
to facilitate the estimation of model parameters in a realistic
way. In their study, they used runoff data along with spa-
tial data including piezometric heads or inundation patterns,
both from satellite and ground-based data. However, these
are not easily available data and they might not be accessible
in the case of poorly-gauged catchments. The study of Reed
et al. (2007) was flash flood forecasting dedicated, too: their
model produces high-resolution grids of peak flow forecast
frequencies during rainfall events. Forecasters can therefore
compare these grids to locally derived threshold frequency
grids to aid in warning decisions. Their model can be imple-
mented using any continuous simulation distributed hydro-
logic model. However, if this approach can be helpful for
real time forecasting, it doesn’t lead to any improvement on
the understanding of flash flood hydrological processes.
In this study, rather than adopting directly an existing
model and simply going through a calibration/validation
exercise, we propose an approach based on building the
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Fig. 1. MARINE model structure.
Mediterranean catchments’ hydrological processes. The hy-
drological rainfall-runoff model MARINE (Mode´lisation de
l’Anticipation du Ruissellement et des Inondations pour des
e´ve´Nements Extreˆmes) introduced in this paper aims at (i)
exploiting the potential of distributed models (ii) using phys-
ically meaningful parameters while (iii) maintaining a simple
and parsimonious parameterization. The present paper ex-
plains the overall structure and methodology of the MARINE
model, the infiltration, the subsurface and surface runoff cal-
culation, the data requirements and the model calibration
procedure. The MARINE model is applied to the Gardon
d’Anduze basin (southern France) to clarify the model data
and calibration requirements together with its flood forecast-
ing capabilities. In the present study, water transfer through
the subsurface zone was first assumed too slow to contribute
to the hydrograph response to an extreme rainfall event and
therefore the MARINE model was run without activation of
the subsurface lateral flow component. In a second step, the
impact of including it in the modeling is discussed.
2 Structure and methodology of the MARINE model
The modeling approach followed herein consists in building
a distributed model for flash flood forecasting. The predomi-
nant factor determining the formation of runoff is represented
by the topography: slope and downhill directions. MARINE
runs on a fixed time step and is structured into three main
modules (Fig. 1). The first module allows separating the
precipitation into surface runoff and infiltration; the second
module represents subsurface downhill flow, and the third
one the overland and channel flows: the transfer function
component allows routing the rainfall excess to the catch-
ment outlet using different approximations of Saint-Venant
equations. Both infiltration excess and saturation excess
are represented within MARINE. The spatial discretization
of the catchment is performed using the Digital Elevation
Model grid resolution, a regular grid of squared cells. Evap-
otranspiration is not represented since the model’s purpose
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was to simulate individual flood events during which such
process is negligible.
The model simulates the flood hydrograph at any point of
the drainage network. It is also possible to follow the evolu-
tion of the distributed variables such as soil moisture or over-
land flow velocities all over the catchment. A description of
each procedure is detailed hereafter.
2.1 Infiltration
Local scale infiltration is described assuming one-
dimensional flow to occur into independent, vertically
homogeneous soil columns using the Green and Ampt
model. Infiltration rate is equal to rainfall intensity as long
as rainfall intensity doesn’t exceed potential infiltration rate.
When rainfall rate exceeds the infiltration rate, ponding
occurs (Gourley and Vieux, 2006).
The infiltration rate i (m s−1) is given at the local scale by:
i (t)=
{
r (t) t ≤ tp
K
(





where r is rainfall rate (m s−1), tp is time to ponding (s),
K is the saturated hydraulic conductivity (m s−1), ψ is the
soil suction at wetting front (m), θ s and θ i are saturated
and initial water contents (m3 m−3) respectively and I is
the cumulative infiltration (m). I is calculated from rainfall




Infiltration stops when soil water content θ (m3 m−3) ex-
ceeds saturated water content θ s .
2.2 Subsurface flow
The subsurface model is based on Darcy’s law. Using fre-
quently invoked assumptions, (i) the slope of the water ta-
ble in the saturated zone is assumed to coincide with local
topographic slope, (ii) the local transmissivity is an expo-
nential function of the local storage deficit (Original TOP-
MODEL assumption, Beven and Kirkby, 1979), the flow per







where T0 is the local transmissivity of fully saturated soil
(m2 s−1), θ s and θ are saturated and local water contents
(m3 m−3), m is transmissivity decay parameter (–), and β is
local slope angle (rad). When soil water reaches the drainage
network, it is assumed that the flow into the drainage network
occurs with a velocity calculated using Eq. (2).
This subsurface model represents the horizontal flow in
the unsaturated zone which usually occurs in a layer of lim-
ited thickness and with high hydraulic conductivity due to








Fig. 2. Geometry of the network reach cross-section.
2.3 Surface water
The surface runoff calculation is divided into two parts: the
overland flow and the flow along the drainage network. Both
are simulated using the 1-D kinematic wave approximation
of the Saint-Venant equations with the Manning friction law.
2.3.1 Overland flow
To represent the overland flow, it is assumed that conditions
hold for the application of the kinematic model. The one-
dimensional water mass balance equation for the overland





= r− i (3)
where h is water depth (m), t is time (s), u is overland flow
velocity (m s−1), x is space variable (m), r is rainfall rate
(m s−1), and i is infiltration rate (m s−1). In the kinematic
wave analogy, the momentum equation reduces to S0 = Sf ,
where S0 stands for bed slope (m m−1) and Sf for energy
gradient line (m m−1). The Manning friction law provides a






where no is the Manning roughness coefficient (m−1/3 s).
Along with the mass conservation Eq. (3), this law allows












= r− i (5)
The forcing function on the right hand side of Eq. (5) ex-
presses the rainfall excess that is the difference between the
rainfall rate and the soil infiltration rate. Soil infiltration is
treated by the Green and Ampt equation as explained above.
2.3.2 Drainage network
When the drainage area becomes greater than 1 km2, the
overland flow is structured in a drainage network. Flow in
this drainage network is simulated using the kinematic wave
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Fig. 3. Soil texture triangle (Rawls et al., 1992).
approximation by taking into account the width of the net-
work reach. A hypothesis is made on the network reach
cross-section geometry (Fig. 2). This leads to a new trans-
port equation in the drainage network. Characteristics of the
network reach are calculated using geomorphological con-
siderations (Liu and Todini, 2002): network reach widthWDi
and depth HDi are taken to increase as a function of the area















where WDmax is the maximum width at the basin outlet,
WDmin is the minimum width, corresponding to the threshold
area estimation of Giannoni et al. (2000) ath=1 km2, which
is the minimum upstream drainage area required to initiate a
channel, atot is the total area and adi is the area drained by
the ith cell.
3 Parameter description and data requirements
Parameterization of the MARINE model and the required in-
put data to run the MARINE model without activation of the
subsurface lateral flow component are described below.
3.1 Parameter description
On each cell, the model needs the following parameters: (i)
5 parameters for the estimation of the surface runoff and in-
filtration, namely the saturated hydraulic conductivityK , the
saturated and initial water contents θ s and θ i , the soil suction
at wetting front ψ , and the soil thickness Z, (ii) 2 parameters
for the calculation of overland flow if the cell is not in the
drainage network, namely the local slope S0 and the surface
roughness no, (iii) 6 parameters for the transfer function in
the drainage network, namely the hillslope S0, the depthHD,
the widthWD and the cross-sectional slope SD of the network
reach, and two roughness coefficients nD1 and nD2 (river bed
and flood plain Manning coefficient). Coefficient no varies
from 0.03 up to 0.1 m−1/3 s and nD1 varies from 0.025 up
to 0.05 m−1/3 s. Hence the model needs 7 parameters for a
hillslope cell and 11 parameters for a cell in the drainage net-
work. Most of these parameters can be estimated using infor-
mation on topography, soil and land cover as explained later
in Sects. 3.2 and 4. When a separate modeling of the channel
hydrodynamic is required, that is to say when the kinematic
wave assumption doesn’t hold in the river (Moussa and Boc-
quillon, 1996), the mass transfer model requires more knowl-
edge about the geometric characteristics of the river (cross
sections geometry, roughness, hydraulic structures).
3.2 Data requirements
The MARINE model requires field data, usually from Dig-
ital Elevation Models (DEM), soil survey and vegetation or
land-use, as well as precipitation measurements. The DEM
application consists in identifying connections between cells,
thereby giving the catchment extent and the flow pathways,
calculating the hillslope and cumulating the drainage area for
detecting the drainage network and calculating the geomet-
ric characteristics of the network reaches. In the MARINE
model, as in many rainfall-runoff models (Liu and Todini,
2002), drainage is only possible along the cardinal directions
for the four adjacent cells at each edges. The overbank cross-
sectional slopes SD of each network reach are also derived
from the DEM. The SD parameter is approximated by the
slope between the cell in the network reach and the neigh-
bouring cells in the catchment.
Soil surveys, provided by INRA and BRGM, allow de-
riving soil texture and thickness. Soils are assumed to be
vertically homogeneous. According to the soil texture, a
Rawls and Brakensiek (1983) soil class is assigned to each
cell (Fig. 3). For each soil class, the estimated values for the
Green and Ampt front suction, saturated hydraulic conduc-
tivity and porosity are determined according to the results of
Rawls and Brakensiek (1983). The vegetation and land-use
map (2000 Corine Land Cover: Service de l’Observation et
des Statistiques) is used to derive distributed surface rough-
ness (Chow, 1959).
4 Model calibration and formulation of calibration
criteria
The chosen approach for model calibration and validation
followed by the sensitivity analysis procedure is described
in the following section.
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Fig. 4. Gardon d’Anduze river basin and elevations (m).
4.1 Estimated parameters and calibration procedure
Parameterization and calibration is a crucial issue for hydro-
logic models. As it is physically based, the MARINE model
can take advantage of the information on topography, soil
characteristics and land cover for parameter estimation. In
order to avoid a model over-parameterization, the number of
parameters to estimate was kept as low as possible. Accord-
ing to Refsgaard’s (1997) recommendations, this can be done
by fixing a spatial pattern of a parameter and allowing its ab-
solute value to be modified by calibration. This approach
has been chosen for two parameters, namely the distributed
saturated hydraulic conductivities K and soil thicknesses Z.
The spatial patterns of these parameters are derived from
soil surveys and a unique coefficient of correction is then
applied to each parameter map. The calibration procedure
consisted in estimating (i) these two coefficients of correc-
tion: one for the saturated hydraulic conductivities, named
CK and the other one for the soil thicknesses, named CZ , (ii)
the overbank roughness of the drainage network nD2, (iii)
the initial soil saturation condition θ i . The choice of these
calibration parameters followed observations made during a
first calibration process carried out manually using a trial-
and-error procedure. As a matter of fact, the model was not
very sensitive to some parameters, especially to both other
roughness coefficients no (surface roughness) and nD1 (main
channel roughness of the drainage network), therefore they
were chosen according to vegetation and land-use informa-
tion and nD1 was kept constant all over the catchment. The
estimation of CK , CZ and nD2 has been implemented for one
flood event and then, as a validation procedure, the estimated
values were used to simulate other events that occurred in the
same catchment. The initial soil saturation condition θ i had
to be set for each event. Eventually, only four parameters
needed to be calibrated for the whole catchment.
Calibration of the MARINE model has more to do with an
adjustment than with a conventional calibration and could
have been carried out by a simple trial-and-error method.
However, in order to be able to qualify model outputs, the
chosen procedure was to achieve Monte-Carlo simulations
to derive the sensitivity of the model to individual parame-
ters and to determine a calibrated parameter set defined as
the set giving the best simulated hydrograph according to a
chosen criterion. Calibration criterion and sensitivity analy-
sis procedure are introduced in the following paragraphs.
4.2 Model performance criterion and sensitivity
analysis
The first step of the sensitivity analysis consists in the def-
inition of a likelihood measure intended as an evaluation of
how well the model conforms to the observed system behav-
ior. The possibility of including various types of criteria into
the likelihood measure makes the concept attractive for eval-
uating reliability in flood extent modeling, as demonstrated
in several examples (Aronica et al., 1998, 2002; Romanowicz
and Beven, 2003; Werner, 2004). Well known performance
criterion functions have been used to build a criterion evalu-
ating the performance of the MARINE model: it consists in
a linear combination of the efficiency coefficient (Nash and
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)
where N is the number of observation data, Qs and Qo are
respectively the simulated and the observed runoff, QsP and
QoP are respectively the simulated and observed peak runoff,
T sP and T
o
P are respectively the simulated and observed time
to peak, T oC is the time of concentration of the catchment.
The error of peak time and runoff is designed to aid in warn-
ing decisions in emphasizing peak flow characteristics. That
is one of the attractive aspects of this method: in formulating
the likelihood measure, explicit thought must be given to how
model performance is assessed in the light of model applica-
tion. This LNP criterion is therefore an attempt to conciliate
real time flood forecasting requirements with a better under-
standing of the physical phenomena involved in flood event
generation. It has been calculated only for specific observed
discharges Qo greater than 0.3 m3 s−1 km−2 at the Anduze
station since the aim was to focus on reproducing extreme
events and very high flows. Therefore, smaller discharges
were neglected in the evaluation of the goodness of simu-
lated hydrographs.
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In order to derive the sensitivity of the model to individ-
ual parameters, Monte-Carlo simulations were achieved by
running the model with different randomly chosen sets of pa-
rameter values. Initial range of parameter values to be con-
sidered is selected with the intent of preserving physically
realistic parameter values. Uniform parameter distributions
within their range of variation are mainly used in lack of prior
information. Each set of parameter values is then assigned a
likelihood of being a simulator of the system, on the basis of
the chosen likelihood measure (Eq. 7).
5 Model implementation on the Gardon d’Anduze
river basin
Since its advent in 2000, the MARINE model has been ap-
plied to several catchments for uses such as flood forecast-
ing or extreme flood analysis. For instance, it has been im-
plemented on the Thore´ river (Goutorbe et al., 2002) and
on the Orbieu river (Estupina-Borrell et al., 2006) for de-
veloping a real time flood forecasting system. Castaings
et al. (2009) provide an example of MARINE model ap-
plication for extreme flood analysis. A case study ap-
plying the MARINE model to the Gardon d’Anduze river
is presented in details below. The Gardon catchment is
part of a hydrological rainfall runoff model intercompari-
son project for flood forecasting called BVNE (Bassins Ver-
sants Nume´riques Expe´rimentaux) lead by the French central
hydrometeorological service for flood forecasting (SCHAPI)
(Tanguy et al., 2005).
5.1 Catchment characteristics
The Gardon d’Anduze river is located in southern France,
70 km northeast of the city of Montpellier. The catchment
drains an area of 545 km2. The river flows in a southeast
direction to the confluence with the Rhoˆne river. Over its
course, the Gardon d’Anduze river is joined by tributaries in-
cluding the Gardon de Sainte Croix, Gardon de Mialet and
Gardon de Saint Jean (Fig. 4). The river water course has
a total length of approximately 50 km. Local climatic ten-
dencies produce the highest flooding risk in autumn with
the maximum rainfall rate in this period. Summers are hot
and dry; however summer storms can also present a non-
negligible flooding risk. The WDmin parameter (Eq. 6) is
equal to the nearest value of drain width corresponding to
intermittent flow process in the region and is set to one meter
according to field observation. Field observations also led us
to propose that WD varies from 1 m to 30 m, and HD varies
from 0.1 m up to 2 m.
5.1.1 Topography
The catchment has a highly marked topography consisting
of mountain peaks, narrow valleys and steep hillslopes. The
Fig. 5. Maps of (a) soil thicknesses (m) and (b) Rawls and Braken-
siek soil classes (3 = sandy loam, 4 = loam, 7 = clay loam, 12 = silt)
on the Gardon d’Anduze catchment.
highest areas are found in the Ce´vennes, where the eleva-
tion rises till 1200 m a.s.l. near the mount Aigoual. The
river basin elevation at Anduze is approximately 130 m. A
DEM data file of the study site with a grid scale of 50 m was
available from the National Geographic Institute (IGN – BD
TOPO®) (Fig. 4). The mean slope of the whole river basin
is approximately 20 %.
5.1.2 Soils
About 64 % of the catchment area develops on metamorphic
terrain. The substrate is made of shale and crystalline rocks
overlain by silty clay loams – on 83 % of the area – and sandy
loam top soil (Moussa and Chahinian, 2009). Soil thick-
nesses and Rawls and Brakensiek soil classes were available
from the BDSol-LR (Robbez-Masson et al., 2002) (Fig. 5).
Soil classes allow the determination of saturated hydraulic
conductivities, saturated water contents and soil suctions.
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Max : 841.2 mm
Fig. 6. Total cumulated rainfall (mm), events of 1994, 1995, 2000 and 2002.
5.1.3 Vegetation and land use
Vegetation is dense and mainly composed of chestnut trees,
pasture, Holm oaks, conifers, waste land and garrigue.
Chestnut trees are located in the upstream area and on the
south-facing slopes (sunny sides or adret) while forested gar-
rigues and Holm oaks are located in the downstream area and
on the north-facing slopes (shady sides or ubac). A vegeta-
tion and land-use map (2000 Corine Land Cover provided
by the Service de l’Observation et des Statistiques (SOeS) of
the French Ministry of Environment, www.ifen.fr) was used
to derive distributed surface roughnesses.
5.2 Hydrometeorological data availability
Radar rainfall measurements combined with rain gauge data
have been available since 1994, with a 6 min time step from
1994 to 2001, and 5 min since 2002. Measurement grid spa-
tial resolution is 1 km by 1 km. Several floods have been ex-
perienced in this catchment since 1994. Four events, occur-
ring in 1994, 1995, 2000 and 2002, were retained according
to their representativeness of the various hydrological behav-
iors observed in the basin. The flood of 2002 is an excep-
tional event with a return period of more than 50 yr. This
maximal water level at Anduze has been exceeded in 1907
and 1958. The events of 1994, 1995 and 2000 are medium
ones but the flood of 1994 is the consequence of two distinct
rainfall events separated by a 30-h interval while the flood of
1995 occurred in October. October often presents high soil
moisture, but it also occurs that the first rain after summer
takes place in November. The total rainfalls range between
187 mm for the flood of 1995 and 297 mm for the flood of
2002, the runoff coefficients – that is to say the ratio of total
streamflow volume to the total precipitation over the catch-
ment area for the considered event - between 24 % for the
flood of 2000 and 48 % for the flood of 1995 and the maxi-
mum discharges between around 800 m3 s−1 for the flood of
1994 and around 3600 m3 s−1 for the flood of 2002. Charac-
teristics of the studied flood events are summarized in Table 1
and total cumulated rainfalls are shown in Fig. 6.
6 Model calibration and validation
6.1 Sensitivity analysis and model calibration
Sensitivity analysis was achieved on two flood events: the in-
termediate flood of 1994 and the exceptional flood of 2002.
The aim was to compare the model sensitivity to individual
parameters for different kinds of flood. Sensitivity to the es-
timated 4 parameters was tested: the two correction coef-
ficients – CK for the saturated hydraulic conductivities and
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Table 1. Characteristics of the studied flood events, peak discharge and time of peak are observed at the Anduze station.
Flood event September 1994 October 1995 September 2000 September 2002
Total rainfall (mm) 231 187 195 297
Runoff coefficient 31 % 48 % 24 % 39 %
Peak discharge (m3 s−1) 750–775 1411 1184 3634
Time of peak (UTC) 23 Sep, 16:00–23:00 14 Oct, 07:00 29 Sep, 13:00 9 Sep, 06:00
Table 2. Parameter ranges used in Monte-Carlo simulations and values of the parameters corresponding to the best simulation in terms of
likelihood measure LNP (Eq. 7) for the flood of 1994.
Parameter Description Minimum Maximum LNP=0.69
CK Correction coefficient of the hydraulic conductivities (–) 0.1 10 9.3
CZ Correction coefficient of the soil thicknesses (–) 0.1 10 5.3
θ i Initial soil water content (%) 0 100 58
nD2 Manning roughness coefficient of the overbanks (m−1/3 s) 0.06 1 0.2
CZ for the soil thicknesses – the overbank roughness of the
drainage network nD2 and the initial soil saturation condition
θ i . Parameter variation ranges are listed in Table 2. Prior
parameter distributions have been chosen uniform.
The scatter plots of Fig. 7 correspond to the results ob-
tained for the flood of 2002 but the results obtained for the
flood of 1994 are quite similar. The values of simulated dis-
charges seem to be very sensitive to the overbank roughness
of the drainage network nD2. In Fig. 7, it can be seen that
good and poor simulations are available throughout the same
range for the 4 parameters. It suggests that the parameter re-
sponse surface is very complex and confirms that the value of
one single parameter has little meaning when taken outside
the context of the other parameter values. Parameters CK ,
CZ and θ i show a large range of equifinality. However, low
values of the correction coefficients CK andCZ and high val-
ues of the initial soil moisture content θ i always correspond
to negative likelihood values. There seems to be a thresh-
old in those three parameter values: above this threshold –
or below this threshold for θ i – the model is less sensitive
to the chosen parameter. These parameters govern the infil-
tration mechanism, they determine how much water is infil-
trated and at which rate: they therefore control the value of
the simulated runoff coefficient.
The model was calibrated on the basis of these Monte-
Carlo simulations using the medium flood of 1994. The
parameter set giving the best simulated hydrograph for the
likelihood measure LNP is described in Table 2. With these
parameter values, the soil depths range from 0 m to 5.3 m
with an average of 1.5 m and the hydraulic conductivities
range from 9 mm h−1 to 101 mm h−1 with an average of
61 mm h−1.
The next step was to test the calibration by simulating
other flood events with the parameters estimated from the
flood of 1994.
6.2 Model validation
Using the parameter values of Table 2, simulations were car-
ried out for the floods occurring in 1995, 2000 and 2002.
Comparison of observed and simulated hydrographs for all
floods is shown in Fig. 8. Table 3 summarizes the simu-
lation results: they show a good agreement with the cor-
responding observations for all three events, except for the
simulated runoff coefficient and peak discharge of the 1995
event. Indeed, the floods of 1994, 2000 and 2002 occurred in
September and show similar runoff coefficients, below 40 %.
The flood of 1995 occurred in October and has therefore a
greater runoff coefficient. If it seems to be relevant to use
the same initial soil moisture content θ i for the floods of
1994, 2000 and 2002, this is not the case for the flood of
1995. This may explain the lower value of the LNP criterion
for this event: 0.57 against 0.94 for the 2000 flood and 0.91
for the 2002 flood. Indeed, using the same parameters but a
higher value of the initial soil moisture content – θ i = 78 %
– the goodness criterion value increases to LNP = 0.82 as it
can be seen in Fig. 9. This emphasizes the need for a model
initialization related to the time of occurrence of each event.
6.3 Simulated hydrographs at upstream locations
Output hydrographs are available at any point of the drainage
network, as it can be seen in Fig. 10. It is consequently
possible to follow the evolution of the discharge along the
drainage network. Therefore, the hydrographs simulated us-
ing the parameters estimated from the observed discharges
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Table 3. Estimated and simulated peak discharges, time of peak and runoff coefficient at the Anduze station, corresponding values of the
LNP criterion. The flood of September 1994 at the Anduze station is the calibration event.
























31 % 28 % 0.69
October 1995 1411 958 14 Oct, 07:00 14 Oct, 06:36 48 % 24 % 0.57
September 2000 1184 1136 29 Sep, 13:00 29 Sep, 13:30 24 % 26 % 0.94
September 2002 3634 3202 9 Sep, 06:00 9 Sep, 06:25 39 % 38 % 0.91
Table 4. Estimated and simulated peak discharges, time of peak and runoff coefficient at the Mialet station, corresponding values of the LNP
criterion.
























17 % 40 % −0.85
October 1995 249 397 14 Oct, 06:00 14 Oct, 05:45 29 % 34 % 0.16
September 2000 428 626 29 Sep, 12:12 29 Sep, 12:50 32 % 33 % −0.28
September 2002 915 1208 9 Sep, 05:50 9 Sep, 05:50 33 % 39 % 0.36
Table 5. Estimated and simulated peak discharges, time of peak and runoff coefficient at the Saumane station, corresponding values of the
LNP criterion.

























24 % 27 % 0.25
October 1995 – 61 – 14 Oct, 04:45 – 13 % –
September 2000 240 231 29 Sep, 10:00 29 Sep, 10:51 21 % 25 % 0.57
September 2002 833 783 9 Sep, 04:40 9 Sep, 05:05 38 % 32 % 0.45
www.nat-hazards-earth-syst-sci.net/11/2567/2011/ Nat. Hazards Earth Syst. Sci., 11, 2567–2582, 2011
E.1. ROUX ET AL. (2011) ANNEXE E. SÉLECTION DE PUBLICATIONS
108





































Fig. 7. Scatter plot of efficiency results for each parameter in Monte-Carlo simulations of the flood of 2002; likelihood measure LNP of
Eq. (7).
of the 1994 event at Anduze have also been compared with
the observations made at Saumane and Mialet, two discharge
gauging stations located upstream of the Anduze station
(Fig. 4). Results are shown in Tables 4, 5 and Fig. 11.
The hydrographs at the Mialet station present poor LNP
values as discharges are systematically overestimated. Trib-
utaries on this area of the catchment are indeed signifi-
cantly affected by karst processes: part of the discharge
probably flows in fissure-karstic paths and is therefore not
measured by the gauging station at Mialet. Simulated hy-
drographs at the Saumane station show a better agreement
with observed discharges, especially for the 2000 event with
LNP = 0.57 against LNP =−0.28 at Mialet and LNP = 0.94
at Anduze. However, even at the Saumane station, simu-
lated discharges are less satisfactory than at the Anduze sta-
tion. Indeed, the estimated parameters enabling the model
to reproduce the integrated response at Anduze and the
Saumane subcatchment characteristics differ from the ones
of the entire catchment: for instance, the mean soil depth
is approximately 1m for Saumane catchment against 1.5 m
for the Gardon catchment. This emphasizes the need for
regionalization methods and the assessment of the relation-
ship between local parameter identifiability and catchment
characteristics (Wagener and Wheater, 2006).
6.4 Soil saturation dynamics
Figure 12 maps the saturation state of 1994 and 2002 events,
at the beginning and at the end of the events. Saturation in
the upstream part of the catchment was more important at
the end of 1994 event than at the end of 2002 event despite
a total rainfall of 297 mm for 2002 against 231 mm for 1994.
This shows the impact of rainfall spatial distribution on sat-
uration dynamics as the major part of the 2002 rainfall event
occurring on the downstream part of the catchment as it can
be seen in Fig. 6, whereas it occurred on the upstream part
in 1994. Moreover, in the upstream part of the catchment,
soil depths are lower than in the downstream part as it can be
seen in Fig. 5a).
To emphasize the importance of soil properties spatial dis-
tribution on the evolution of soil saturation dynamics, the
mean saturation state of 1994 event has been calculated for
7 soil categories combining Rawls and Brakensiek’s (1983)
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Figure 8. Simulated hydrograph (solid line) compared with observed discharges (circle 3 

























































































Fig. 9. Simulated hydrograph (solid line) compared with observed
discharges (circle symbols) for the event of 1995, initial soil water
content θi = 78 %.
soil classes and soil depths existing in the catchment
(Fig. 13). It can be seen that soil properties’ spatial vari-
ability has a great impact on this dynamic. Soils with high
hydraulic conductivities (classes 3, sandy loam, and 4, loam)
and low depths are rapidly saturated: the mean saturation
state for C4, depth 0–1 m increases from 58 % at the begin-
ning of the event till 93 % in only 12 h to reach 100 % after
36 h. Soils with low hydraulic conductivity and high depth
(class 7, silt and depths ranging between 4 m and 5 m) ex-
hibit little dynamic: mean saturation state at the end of the
event is of 66 % against 58 % at the beginning.
6.5 Impact of subsurface flow
The influence of including subsurface flow in the simula-
tions has been tested using the same parameters of Table 2
and adding a subsurface flow component with an horizon-
tal hydraulic conductivity presenting the same spatial dis-
tribution as the vertical one but 1000 times greater. As it
can be seen in Fig. 14a for the 1994 event, the resulting hy-
drograph modifications are most important at the beginning
of the rainfall event, between the two peaks and during the
recession period. Assuming that water transfer through the
subsurface zone is too slow to contribute to the hydrograph
response to an extreme event may not be true for periods with
a lower rainfall rate. Indeed, simulations including subsur-
face flow show better agreement with observed discharges
for these periods (Fig. 14). The likelihood criterion LNP is
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Fig. 10. Discharge map on the catchment for the 29 September 2000 at 12:00 UTC and examples of output hydrographs at different points



































































































Fig. 11. Simulated hydrograph (solid line) compared with observed
discharges (circle symbols) for the 2002 event at the upstream gaug-
ing stations of (a) Saumane and (b) Mialet.
therefore higher: 0.92 and 0.95, respectively, for the 1994
and 1995 events with subsurface component against 0.69 and
0.82 without subsurface.
The inclusion of subsurface flow also greatly modifies
the soil saturation dynamics. Figure 15 clearly shows the
importance of the drainage network on saturation dynamics
when subsurface flow is activated. This is due to the fact
that exfiltration can occur in the drainage network. Measures
describing the spatial distribution of saturation state would
be helpful to choose which physical phenomenon should be
included in the model.
7 Discussion and conclusions
The MARINE model is structured around the understanding
of Mediterranean catchment hydrological response in order
to be dedicated to flash flood prediction and analysis. It was
tested on the Gardon d’Anduze river basin as part of a hy-
drological rainfall runoff model intercomparison project lead
by the French central hydrometeorological service for flood
forecasting (Ministe`re de l’e´cologie du de´veloppement et de
l’ame´nagement durables, 2003). Model construction and as-
signments of prior values to model parameters were based on
easily available spatial data. Only four parameters needed to
be estimated in the model. Two flood events were chosen to
implement a sensitivity analysis of the model prediction to
these parameters using Monte-Carlo simulations. The model
was then calibrated on one flood event and tested on three
others. Simulation results were compared on the basis of a
model performance criterion representing both efficiency and
the error of peak time and runoff.
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Fig. 12. Spatial distribution of the simulated soil saturation state for 1994 event (22 September, 08:00 UTC–24 September, 07:00 UTC) and




































Fig. 13. 1994 event: time evolution of mean saturation state for
the different types of soil existing on the Gardon catchment (Rawls
and Brakensiek soil classes: C3 = sandy loam, C4 = loam, C7 = clay
loam, C12 = silt ; 5 classes of soil depths ranging between 0 m and
5 m with 1 m step are distinguished).
In the following section, the overall quality of the results
is discussed taking into account the sensitivity analysis, the
modeling hypothesis and the model structure.
7.1 Sensitivity analysis
The MARINE model aims at using physically interpretable
parameters in order to facilitate their estimation. Results of
the sensitivity analysis show that the model is very sensitive
to the Manning roughness coefficient of the overbanks nD2.
Indeed, this parameter is related to the transfer time to the
outlet and then to the peak position. As shown on the scatter
plots, the model is also sensitive to the three other parameters
CK , CZ and θ i as they directly affect the runoff rate by fixing
the infiltration rate and the soil capacity. However it is likely
that there are interactions between these parameters and this
may explain that the corresponding scatter plots are not as
meaningful as the one of the roughness coefficient (Fig. 7).
7.2 Calibration, validation and model structure
Consistent results were found between calibration and veri-
fication events at the Anduze station. Results concerning the
1995 event show that a possible improvement of the model
concerns the initialization: the soil moisture at the begin-
ning of each flood strongly depends on the date of occur-
rence of this event as it has been shown in Sect. 6.2. An ini-
tial soil moisture specification based on the SAFRAN-ISBA-
MODCOU model provided by Meteo-France (Habets et al.,
2008) is currently being tested (Braud et al., 2010). Outputs
of the SIM model have indeed proved to be a good predictor
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Fig. 14. Comparison between simulated hydrographs with (dashed
line) and without (solid line) subsurface flow for (a) 1994 and (b)
1995 events. Circle symbols represent observed discharges at An-
duze.
of initial moisture conditions prior to a flood event where no
measurements are available (Tramblay et al., 2010).
The hydrographs simulated at stations located upstream
the station used for calibration are less satisfactory. Results
emphasize the need for implementation of regionalization
methods.
The MARINE model has been built for flash flood pre-
diction and analysis on ungauged catchments. It is therefore
compatible with raster-based Geographic Information Sys-
tems and may be used with spatial data sets. The choice of
a distributed model was borne out by the importance of the
spatial variability of rainfall and topography in the flash flood
generation. When performing tests for assessing whether dis-
tributed model simulations are different from lumped model
simulations under parametric and input uncertainties repre-
sentative of present-day operational flow-forecasting condi-
tions, Carpenter and Georgakakos (2006) found that a dis-
tributed model showed better performance with respect to
peak flow magnitude in approximately 60 % of the events
for the two study catchments, whereas the lumped model
showed better performance in less than 25 % of the events.
Their main conclusion is that even on the scales of current
Fig. 15. Spatial distribution of the soil saturation state at the end
of 1994 event (24 September, 07:00 UTC) for simulation including
subsurface flow.
lumped operational forecasting models, distributed models
offer clear performance advantages under present day para-
metric and input uncertainties, when used to produce ensem-
ble streamflow simulations. On the contrary, Saulnier and Le
Lay (2009) found that spatial extent of the rainfall patterns
is not always of major importance. However their results
show that for the 8–9 September 2002 event, the accurate
geographical localization of the storm cells was needed to
significantly improve the discharges simulations. Examining
the impact of spatial aggregation of rainfall and soil proper-
ties on extreme flood modelling, Sangati et al. (2009) confirm
that a correct rainfall volume is not enough for an accurate re-
production of flash flood events characterised by large rain-
fall variability. Moreover they found that the soil properties’
aggregation length exerts a similar effect on peak discharge
errors as increasing the rainfall aggregation length. The im-
pact of the spatial variability of soil and rainfall description is
also supported by the results presented here, especially those
concerning soil saturation dynamics (Figs. 12 and 13).
Concerning the model structure, the results show that as-
suming that water transfer through the subsurface zone was
too slow to contribute to the hydrograph response to an ex-
treme event may not be true for the recession period in par-
ticular (Fig. 14). Adding a subsurface flow component in the
simulation also greatly impacts maps of soil saturation and
emphasizes the importance of the drainage network in this
dynamic. Measures of such distributed variables would help
discriminating between different possible model structures.
Concerning the values of CK and CZ , the multiplicative con-
stants of soil maps’ properties contain underlying physical
properties. A correction coefficient CK greater than 1 may
be interpreted as the accountancy of vertical macropores ex-
istence which accelerates the wetting front vertical displace-
ment. A correction coefficientCZ greater than 1 appears nec-
essary to simulate the total outflow volume during the flash
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flood integrating a soil volume increase. This could be inter-
preted as a loss term which could represent bedrock percola-
tion.
Table A1. Notation.
ad (m2) Drainage area
CK (–) Correction coefficient of the saturated
hydraulic conductivity
CZ (–) Correction coefficient of the soil
thickness
I (m) Cumulative infiltration
HD (m) Depth of the network reach
h (m) Water depth
i (m s−1) Infiltration rate
r (m s−1) Rainfall rate
K (m s−1) Saturated hydraulic conductivity
LNP (–) Performance criterion
no (m−1/3 s) Manning roughness coefficient of the
overland
nD1 (m−1/3 s) Manning roughness coefficient of the
main channel (drainage network)
nD2 (m−1/3 s) Manning roughness coefficient of the
overbanks (drainage network)
Q (m3 s−1) Discharge
Sf (m m−1) Friction slope
S0 (m m−1) Bed slope
tp (s) Time to ponding
u (m s−1) Overland flow velocity
WD (m) Width of the network reach
Z (m) Soil thickness
θ i (m3 m−3) Initial water content of the soil
θ s (m3 m−3) Saturated water content of the soil
9 (m) Soil suction at wetting front
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E.2. Article “Use of parameter optimization to estimate a flood
wave : Potential applications to remote sensing of rivers”
L’article Roux & Dartus (2006) [P2] suivant propose un exemple détaillé d’analyse de sensi-
bilité globale pour l’estimation du débit d’un cours d’eau à partir d’observations sur l’étendue
de la zone inondée lors d’une crue (§ 1.2.1).
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Summary In this paper, the potential for identifying discharge and/or flood hydrograph from
remotely sensed data is explored. The parameter identification process is based on the min-
imization of the difference between the solution of the model equations and the observed
system response which consists in maximum inundation extent. The river geometry is sup-
posed to be known, effect of the accuracy of these data on the estimation has been tested.
Sensitivity of the model to individual parameters is then assessed using an extension of the
generalized sensitivity analysis. Synthetic data have been used to test the methodology.
Results show that the Nash criterion of the estimated flood hydrograph is higher than 0.9









According to Bjerklie et al. (2003) and Fekete et al.
(1999), less than 60% of the runoff from the continents is
monitored at the point of inflow in the ocean, and the dis-
tribution of runoff within the continent is even less moni-
tored. Moreover, the number of operating hydrometric
gauges is decreasing since 1980s, the delivering time is of-
ten greater than several months, and there is a great dis-
parity in the gauges spatial distribution (Bjerklie et al.,
2005; Seyler, 2003). Barrett (1998) points out that hydro-
graphic data obtained from satellites and other remote
sources offer the possibility of broad and potentially fre-
quent global coverage of river discharge estimates. Esti-
mating river discharge using remotely sensed data may
then be a mean to increase the global streamflow monitor-
ing network. Moreover, remote sensing is able to provide
information over large areas, including those where
ground-based data is difficult to obtain. There is therefore
a need to develop discharge estimation procedures that do
not require ground-based information. Estimating dis-
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charge in river from hydraulic information obtained exclu-
sively from aerial and satellite platforms has been ex-
plored by Bjerklie et al. (2003), Bjerklie et al. (2005)
and Smith (1997). They mainly develop general relation-
ships between river characteristics than can be observed
from space-based platforms and river discharge.
The methodology presented in this paper takes advan-
tage of optimization methods to minimize discrepancies be-
tween simulations and observations of flood extent fields in
order to estimate river discharge. As assessed before, there
is a clear case for the estimation of effective values of dis-
charge from space observations. Water surface width can be
measured from a variety of sensors and imagers mounted on
satellites and aircrafts. The accuracy of the water surface
estimates measured from the images is, in part, a function
of the resolution of the images and the accuracy of the mea-
suring tool (Bjerklie et al., 2005). For instance, panchro-
matic images have spatial resolution as high as a few
meters and synthetic aperture radar (SAR) imagers as high
as 10 m (Bjerklie et al., 2003). However, width estimates
using any imagers may be subject to other errors associated
for instance with clouds, vegetation obscuring the banks or
wind roughening in the case of SAR. Valley and channel fea-
tures such as channel length can be observed from different
data sources including visible images, DEMs and topographic
map information (Bjerklie et al., 2003).
This paper presents an analysis of the possibility to mon-
itor discharge from space using imaging sensors. The analy-
sis is carried out by applying a Saint-Venant based routing
routine to a flood wave in a synthetic river channel. The
routing parameters are identified by minimizing the differ-
ence between simulated and observed river top widths.
The channel geometry and flow resistance variables are
known. An evaluation of the uncertainties introduced by er-
rors in the observations of the river channel surface is also
proposed. The paper initially describes the model which
has been applied, and then it discusses the sensitivity anal-
ysis. This is followed by a presentation of the parameter
identification procedure and the results. Results presented
in this paper have been obtained with synthetic data that
have been used in order to develop the method. Implemen-
tations using field data are now in progress.
Approach
Model description
One-dimensional flow routing approaches still form the
majority of traditional numerical models used in practical
river engineering (Pappenberger et al., 2005). Moreover,
when Horritt and Bates (2002) compared 1D and 2D model
codes (HEC-RAS, LISFLOOD-FP and TELEMAC-2D) in an opti-
mization framework, they found that in some cases, 1D
models may be very effective in predicting flood extent.

















where A is the cross-sectional area, Q the discharge, U the
cross-sectional averaged velocity, g the gravitational accel-







Manning roughness coefficient, RH the hydraulic radius, t
the time and x the distance along the channel.
The compound channel modeling considered uses the
Einstein formula which supposes the equality of friction
slopes and velocities in all the cross-sectional subdivisions
(Carlier, 1982; USACE, 1997):
Sfji ¼ Sfjiþ1; i ¼ 1; . . . ; I
Uji ¼ Ujiþ1; i ¼ 1; . . . ; I

ð2Þ
Sfji is the friction slope of subdivision i, Uji the averaged
velocity of subdivision i and I the total number of subdivi-
sions in the cross-section. It allows calculation of a compos-
ite coefficient of roughness, function of the water depth.
Notation
A cross-sectional area [m2]
B flow top width [m]
B0 main channel width [m]
g gravitational acceleration (9.81 m s2)
H water depth [m]
Lsill sill length [m]
‘ parameter affecting the length of the generated
flood wave
n Manning roughness coefficient [s m1/3]
P sill height [m]
Q discharge [m3 s1]
Qb base flow [m
3.s1]
Qp peak flow [m
3.s1]
RH hydraulic radius [m]
Sf friction slope (slope of energy grade line)
[m m1]
t time [s]
tp time to peak [s]
U cross-sectional averaged velocity [m s1]
x distance along the channel [m]
X model state vector
Z stage [m]
lD energy-loss coefficient of the sill







L related to the left bank
R related to the right bank
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Case study
The basis for the gauged data to be used in the identification
process was generated by simulating a hydrodynamic wave
through a 5 km long model river. Fig. 1 represents the uni-
form channel cross-section. The channel roughness was cho-
sen to be representative of natural rivers with a Manning
value of 0.033 s m1/3 for the main channel and 0.1 s m1/3
for the overbanks. The upstream inflow Q(x = x1,t) at time
t was generated by the following formula (Khatibi et al.,
1997):







The chosen parametric values are the following: base flow
Qb = 100 m
3 s1, peak flow Qp = 500 m
3 s1, time to peak
tp = 5 · 103 s and exponent ‘ = 16. The value of the parame-
ter ‘ affects the length of the flood wave as it can be seen in
Fig. 2. A flow depth relationship based on the Manning equa-
tion was assumed to describe the downstream boundary
condition:







where H(x = xJ,t) is total head, lD = 0.38 an energy-loss
coefficient, Lsill = 50 m sill length and P = 4 m sill height. In
order to solve the Saint-Venant unsteady flow equation,
the state of flow – Z(x,t = 0) and Q(x,t = 0) – must be
known at all cross-sections at the beginning of the simula-
tion. The initial condition has been chosen as steady flow
condition: discharge at t = 0 is equal to base flow
Qb = 100 m
3 s1 at each cross-section. The stage Z(x,t = 0)
associated with the steady flow is computed by solving the
steady-state Saint-Venant equations using the fourth-order
Runge–Kutta method.
These data were sufficient to simulate inflow flood wave
through the model river. The system of governing Eq. (1) is













Left overbankMain channelRight overbank
SECTION j
mmain, L
Figure 1 Representation of the uniform channel cross-section.





















Figure 2 Effect of the value of the length of the flood wave ‘ on the shape of the hydrograph.
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issmann, 1961). The resulting system of finite difference is
solved by a direct decomposition method called double
sweep method or Thomas algorithm (Langendoen, 2000).
The channel has been divided into sectional nodes spaced
out at 100 m. The simulation was carried out using a time
step Dt of 500 s and an implicit difference weighting factor
of 2/3. The total duration of the simulation is of 15,500 s.
The numerically true simulated values where obtained by
running the model to predict the discharges and stages
throughout the system. Knowing the stage and the cross-
section geometry, it is then possible to calculate the true
extent of the flow B(x,t) throughout the system, which is
the basis for the generation of the observation data neces-
sary for identification of the discharge.
Discharge estimating methodology
Identification procedure
Flow state equations describe open-channel hydrodynamics
through a number of complex equations in terms of dis-
charge and stage. These equations involve geometric and
hydrometric parameters and sometimes a number of empir-
ical parameters specifying the system particulars. Given the
values of these parameters, it is possible to solve the Saint-
Venant equations to simulate the flow conditions. As some
open-channel parameters often lack exact values, flow-
state equations may be formulated to ascertain the values
of these parameters. The formulation of flow-state equa-
tions to this end is referred to under the generic name of in-
verse problem (Khatibi et al., 2001). This study formulates
Saint-Venant based equations to estimate the upstream
boundary inflow of a flood event.
The inverse problem is formulated as a non-linear optimi-
zation model. X is the vector of unknown parameters. The
unknown parameters will be selected so as to minimize an
objective function that measures the distance between
the numerical solution and the observations (Eq. (5)). This
distance is chosen as the sum of squares of the differences
between the simulated and measured values of flow top








j is the spatial subscript. It varies recursively from 1 to J, J
being the number of cross-sections. Boj is the observed flow
top width of cross-section j and BðXÞjsj is the flow top width
at cross-section j, simulated using the estimated parame-
ters X. In order to minimize the performance function U
in Eq. (5), an iterative minimization procedure is required
(Ding et al., 2004). The minimization is carried out using
traditional algorithms based on the non-linear least square
technique (Madsen, 2003): a quasi-Newton method has been
chosen in this study.
The numerical test procedure consists of two steps: (i)
selecting a set of reference parameters Xref, solving the
flow equations to generate the basis for the observed data.
The numerically true simulated values at each computa-
tional node are then contaminated with Gaussian noise in
order to emulate remote sensing data, Bo (Following §).
(ii) The inverse problem is implemented to identify the set
of reference parameters Xref from the observations B
o
(i.e. the flow top widths contaminated with noise).
Generation of gauged data
Assuming that noise contained in satellite data is normally
distributed, noise-free top width values B = B(x,t), as de-
scribed above, were contaminated with Gaussian noise,
emulating satellite data. Samples of data-errors have been
generated by changing the seeding of the random number
generator with a prescribed noise level r, allowing a study
of the effect of data-errors on the identified parameters,
similar to Khatibi et al. (2001). Noise level r refers to the
standard deviation of noises within a sample. Six noise lev-
els have been introduced, resulting in an average variation
of flow top width at nodal points jBo  Bj from 1 to 4 m (Ta-
ble 1) which is approximately the resolution that can be pro-
vided by the panchromatic images of IKONOS for instance.
At the maximum extent, averaged flow top width is about
3 km.
The use of synthetic data provides the following facili-
ties: (i) as the true value of the parameters to be estimated
is known, it becomes possible to evaluate the performances
of the proposed model; (ii) there is no restriction on the
number of synthetically-generated gauged events whereas
the field data are often scarce. Notwithstanding the above,
synthetic data cannot replace field data, as a model theo-
retically studied using synthetic data has to be tested using
field data. As already discussed in the introduction, both
water surface width and water surface area can be mea-
sured from satellites or aircrafts. Panchromatic imagers
have spatial resolution as high as 1 m (1 m for IKONOS,
2.5 m for SPOT 5) and SAR imagers as high as 5 m (5 m for
NASA/JPL AIRSAR, 10 m for ERS-1 SAR). However, the ability
of a sensor to observe water surface width not only depends
on the imager resolution. Indeed, width estimates are sub-
ject to errors associated with vegetation obscuring the
water surface and clouds, or surface wind in the case of
SAR which can observe through the cloud cover. To improve
the accuracy, the width can be estimated by dividing the
measured total water surface area of the reach by the reach
length. In that case, a suggested reach length for averaging
is at least 10 times the channel width. Bjerklie et al. (2005)
uses aerial photos at 1:10,000 scale and found an accuracy
for width measurement of approximately 4 m. They also
emphasize the fact that the accuracy would generally be
greater for large rivers.
Table 1 Induced data error for each noise level,
jBo  BjL or R is the variation of flow top width for each bank,
jBo  Bj is the total variation of flow top width
Noise level r jBo  BjL or R (m) jBo  Bj (m)
No. 1 (lowest) 0.5 0.7
No. 2 1.0 1.4
No. 3 1.4 2.0
No. 4 1.9 2.7
No. 5 2.4 3.4
No. 6 (highest) 2.9 4.0
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Another constraint of remote sources is the repeat cycle:
high resolution data have to be consistently acquired at a
high frequency to detect brief flood event (Smith et al.,
1996). In that case, aerial observations can provide denser
time series than satellite ones.
Sensitivity to individual parameters
In this section, part of the generalized likelihood uncer-
tainty estimation (GLUE) methodology is introduced; it will
then be implemented to assess sensitivity of the model to
individual parameters. A widely used criterion, the effi-
ciency of the model (Eq. (6)), is taken as a measure to eval-
uate model predictions.
Methodology of the sensitivity analysis
GLUE is a Bayesian Monte-Carlo method which allows that
different parameter sets within a model structure might
perform equally well in reproducing the observations (Beven
and Binley, 1992; Freer et al., 1996; Pappenberger et al.,
2005). Uncertainty is generic to the application of environ-
mental models and it might be difficult to decide between
different sets of effective parameter values (Beven,
2004). The result is the equifinality problem, defines by Bev-
en (1993). In GLUE, this problem is acknowledged by running
the model with different randomly chosen sets of parameter
values. The procedure used in this study can be summarized
as follows (Beven and Binley, 1992; Freer et al., 1996):
Step 1. Definition of a likelihood measure intended as a
measure of how well the model conforms to the observed
behavior of the system. An example of likelihood measure
is the model efficiency Le, defined by




; r2e < r
2
o ð6Þ
where r2e is the variance of the errors and r
2
o is the variance









Bo is the average of the observed flow top widths.
Step 2. Definition of the initial range or distribution of
parameter values to be considered. Uniform distributions
are mainly used in lack of prior information.
Step 3. Monte-Carlo simulations achieved by running the
model with different randomly chosen sets of parameter
values. Each set of parameter values is assigned a likelihood
of being a simulator of the system, on the basis of the cho-
sen likelihood measure.
Step 4. Sensitivity to individual parameters. The sensi-
tivity of the model predictions to the individual parameters
can be tested by using the generalized sensitivity analysis
(Hornberger and Spear, 1981). The authors constructed dis-
tributions for each parameter conditioned on a classifica-
tion of the Monte-Carlo simulations into two classes:
behavioral and non-behavioral. The criterion for differenti-
ating between the two classes is a subjectively chosen value
of a goodness of fit measure, like the likelihood measure
used in the GLUE procedure. A strong difference between
distributions reveals a sensitive parameter. A direct
measure of the separation of the cumulative distribution
functions can be the statistic drs used in the Kolmogorov–
Smirnov two sample test:
drs ¼ sup
X
jSrðXÞ  SsðXÞj ð8Þ
where Sr and Ss are the sample distribution functions of the
parameter X corresponding to the cumulative distribution
functions of the behavioral and non-behavioral categories
respectively, for r behaviors and s non-behaviors. Large val-
ues of drs indicate that the parameter is important for sim-
ulating the behavior. However, this is only a univariate
analysis, it is possible that cumulative distribution functions
of one parameter exhibit no separation under the behavioral
classification and yet this parameter could be crucial to a
successful simulation, by virtue of a strong correlation with
other parameters under the behavior.
Results
Sensitivity to 4 parameters has been tested. Ranges of var-
iation of the parameters are listed in Table 2. Prior param-
eter distributions have been chosen uniform. The behavior
criterion is defined as followed: (i) Le > 0:8: simulations
behavioral, (ii) Le 6 0:8: simulations non-behavioral.
Of 5000 simulation runs conducted in the Monte-Carlo
experiments, 1132 fell in the behavior category with 3868
in the non-behavior class. In Fig. 3 it can be seen that good
and poor simulations are available throughout the same
parameter range. It suggests that the parameter response
surface is very complex and confirms that the value of a sin-
gle parameter has little meaning when taken outside the
context of the values of the other parameters.
A ranking of individual parameters on the basis of the
separation in the distribution functions (Eq. (8)) classified
1 of the 4 parameters as unimportant for mimicking the
behavior (Table 3). Values of the flow top width seems to
be very sensitive to the base flow Qb. Parameters Qp, tp
and ‘ show a large range of equifinality. Next step will be
to test the possibility of identifying the hydrograph using a
traditional optimization method.
Estimating river discharge
Implementation of the optimization method
In a first step, the discharge along the channel at the initial
time Q(x,t = 0) is estimated. Then, starting from this initial
condition, the identified discharge along the channel, the
discharge at the upstream boundary for each time step
Table 2 Parameter ranges used in Monte-Carlo simulations
Parameter Description Minimum Maximum
Qb Base flow (m
3 s1) 90 110
Qp Peak flow (m
3 s1) 450 550
tp Time to peak (s) 4500 5500
‘ Length of flood wave (–) 14.4 17.6
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Q(x = x1,t) is estimated. The cross-section geometry is con-
sidered as known (Fig. 4(a)). The true values of the geomet-
ric parameters – depth, slope, flow resistances – have been
contaminated with Gaussian noise for the emulation of
noise normally contained in field data (Fig. 4(b)). These geo-
metric data are necessary to estimate discharge according
to the methodology that has been implemented here. Chan-
nel features such as channel slope can be observed from
DEMs and topographic map information, the channel width
can be measured from different sensors and imagers in
the same way as the water surface width (§ Generation of
gauged data). Lots of work has been done in the estimation
of riverbed roughness, see for instance Khatibi et al. (1997);
Atanov et al. (1999); Werner et al. (2005), but there are
only few attempts to retrieve information on riverbed
geometry using remote sensing observations (Roux and Dar-
tus, 2005). Measuring or estimating these variables from re-
mote sources still remains a difficult task.
Performance function
In order to take into account the asymmetry of the flooded
area, the chosen objective function represents the sum of
squares of the differences between gauged flow top widths
and simulated flow top widths for each bank. At each time












k is the temporal superscript. The subscript R concerns the
values related to the right bank, the subscript L the ones re-
lated to the left bank.
This performance function is minimized at each time
step. At t = 0, X0 is the discharge along the channel:
X0 = Q(x,t = 0); for t = k,k varying from 1 to K, Xk is the dis-
charge at the upstream boundary: Xk = Q(x = x1,t = k).
The following results have been obtained by assimilation
of 32 data sets, each set is a (51,1) vector of noisy flow top
widths at time t = k. For each time step and for each noise
level r, 30 gauged samples have been generated by changing
the seeding of the random number generator as explained
before. Sample here is used in the sense of gauged event.
All the figures in this section represent an average of the
identified values of each 30 samples of the different data
sets. The initial estimates of the parameters and the bound
constraints of the algorithm are listed Table 4.
Identification of the initial state of flow
If the geometry is known exactly (Fig. 4(a)), that is to say
without introduction of noise, estimates of the initial dis-
charge at nodal points oscillate around the true value as it
can be seen on Fig. 5. Further investigation was also carried
out using Student’s t distribution to calculate confidence
intervals (Khatibi et al., 2001). If we consider the mean of
































































Length of the flood wave
Figure 3 Scatter plot of efficiency results for each parameter in Monte-Carlo simulations; likelihood measure of Eq. (7).
Table 3 Ranking of individual parameters on the basis of
the Kolmogorov–Smirnov statistic and corresponding level of
significance for 1132 behavioral simulations of 5000 simula-
tion runs
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from 99.8 m3 s1 for the lowest observation noise level to
97.9 m3 s1 for the highest observation noise level. The true
value of the initial discharge is estimated with a relative er-
ror of less than 2% for each noise level.
When the geometry is contaminated with Gaussian noise
for the emulation of measurement uncertainties
(Fig. 4(b)), the estimate of the initial discharge could be
not satisfactory: it can present a relative error of approx-
imately 30% for each noise level. The oscillations of the
estimated discharge may be due to the lack of a prior or
background estimate of the parameters. Indeed, for data
assimilation methods, regularization may be provided in
this form. A new objective function may then be formu-
lated as the sum of a background term and an observation
term. The background term measures the distance be-
tween the prior and the current estimate; the observation
term represents the distance between observation and
simulation.
Figure 4 (a) Noise free geometry, (b) geometry contaminated with Gaussian noise.
Table 4 Initial estimates and bound constraints of the
minimization algorithm
Q(x,t = 0) Q(x = x1,t = k)
Initial estimate (m3 s1) 150 Q(x = x1,t = k  1)
Lower bound (m3 s1) 80 100
Upper bound (m3 s1) 180 1000
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Identification of the flow at the upstream end
The initial stages at nodal points are calculated by solving
the steady-state Saint-Venant equations using the estimates
of the initial discharge at nodal points (§ Identification of
the initial state of flow). These stages and discharges at no-
dal points are the initial conditions necessary to solve the
Saint-Venant unsteady flow equations. The discharge at
the upstream boundary is estimated at each time step by
minimization of the performance function (Eq. (9)).
When the geometry is known exactly the upstream dis-
charge is estimated with a Nash criterion (Eq. (10)) of more
than 0.99 for all the data noise levels.
Nash ¼ 1
PK




k¼1 Qx¼x1 jk  Qx¼x1
 	2 ð10Þ
Qx¼x1 jk ¼ Qðx ¼ x1; t ¼ kÞ is the true upstream discharge at
time t = k, Q sx¼x1 j
k is the estimated upstream discharge at
time t = k and Qx¼x1 is the average of the true upstream dis-
charges during the considered period (Nash and Sutcliffe,
1970). Even using the geometry contaminated with Gaussian
noise, the discharge at the upstream end of the reach is al-
ways identified with a Nash criterion greater than 0.9
(Fig. 6) which is a good performance for flood prevention.
Conclusions
There are lots of applications for remote discharge esti-
mates, for rivers that have poor accessibility, for a global
coverage which will provide frequent estimate of discharge
over large areas.
The approach presented in this paper uses the most com-
mon hydraulic property studied by remote sensing: the inun-
dation extent field (Bates et al., 1997). Measurements of
width using remote sources can reach accuracy as high as
some meters, as the synthetic gauged data used in this
study. The accuracy would generally be greater in the case
of large rivers. Moreover, the frequency of satellite obser-










Distance along the channel (m)
Q (m3.s )
True initial discharge Q(x,t=0)
Mean of the identified discharge
Confidence limit, lower bound
Confidence limit, upper bound
Figure 5 Mean identified initial discharge and confidence
interval for the highest observation noise level, noise free
geometry.




















Figure 6 Mean of identified discharge at the upstream end of the reach for the highest observation noise level, geometry
contaminated with Gaussian noise.
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wave. From these perspectives, potential application of the
method presented in this paper to remote sensing can be
considered in the context of large rivers. Aerial observations
constitute an alternative to obtain denser time series and
detect a brief flood wave. The successful use of this meth-
odology will also depend on the ability to measure and/or to
estimate river geometry from space. To this end, develop-
ment and verification of this technology will greatly en-
hance the potential ability to measure river discharge
from space (Bjerklie et al., 2003).
Estimation of discharge over a reach by minimization of
an objective function (Eq. (9)) can be used to derive a reach
averaged value with reasonable accuracy, provided that the
geometry of the river is well known. Estimation of discharge
over a time period by minimization of the same objective
function (Eq. (9)) gives good results, even when the geome-
try of the river is contaminated with noise. For all the obser-
vation noise levels, a comparison of the estimations with
the ‘‘true’’ hydrograph shows that the procedure gives good
estimates, with accuracy better than 20%. Traditional
ground based, non-contact measurements, like the slope-
area method usually provide an accuracy of ±20% (Bjerklie
et al., 2005), accuracy of the estimate provided using re-
mote sensed information may then be comparable.
A strong point of the methodology of this study is that it
is easily adaptable to the new sorts of data that the pro-
gresses in telemetry are going to make available in a few
years (Smith, 1997). Indeed, satellite altimetry (TOPEX/
POSEIDON launched in August 1992, or ENVISAT launched
in March 2002) has been able to measure time series of
water levels on very large rivers, such as the Amazon (Birk-
ett, 1998; Koblinsky et al., 1993), the Parana´ or the Gange.
If water levels were also available, the assimilation problem
could be formulated in a multi-objective context in which
different cost functions those measure different distances,
one related to the water level and one related to the flow
top width for instance, can be optimized simultaneously.
In this framework, the calibration will be tailored to the
specific model application being considered (Madsen, 2003).
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E.3. Article “Characterization of process-oriented hydrologic model
behavior with temporal sensitivity analysis for flash floods in
Mediterranean catchments”
L’ article Garambois et al. (2013) [P10] détaille une analyse de sensibilité locale appliquée
à la modélisation hydrologique (§ 1.2.2) : comment l’analyse de sensibilité temporelle permet
d’identifier les processus intervenant lors des différentes phases de la crue ?
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Abstract. This paper presents a detailed analysis of 10 flash
flood events in the Mediterranean region using the distributed
hydrological model MARINE. Characterizing catchment re-
sponse during flash flood events may provide new and valu-
able insight into the dynamics involved for extreme catch-
ment response and their dependency on physiographic prop-
erties and flood severity. The main objective of this study
is to analyze flash-flood-dedicated hydrologic model sensi-
tivity with a new approach in hydrology, allowing model
outputs variance decomposition for temporal patterns of pa-
rameter sensitivity analysis. Such approaches enable rank-
ing of uncertainty sources for nonlinear and nonmonotonic
mappings with a low computational cost. Hydrologic model
and sensitivity analysis are used as learning tools on a large
flash flood dataset. With Nash performances above 0.73 on
average for this extended set of 10 validation events, the
five sensitive parameters of MARINE process-oriented dis-
tributed model are analyzed. This contribution shows that
soil depth explains more than 80 % of model output variance
when most hydrographs are peaking. Moreover, the lateral
subsurface transfer is responsible for 80 % of model vari-
ance for some catchment-flood events’ hydrographs during
slow-declining limbs. The unexplained variance of model
output representing interactions between parameters reveals
to be very low during modeled flood peaks and informs
that model-parsimonious parameterization is appropriate to
tackle the problem of flash floods. Interactions observed af-
ter model initialization or rainfall intensity peaks incite to
improve water partition representation between flow com-
ponents and initialization itself. This paper gives a practi-
cal framework for application of this method to other mod-
els, landscapes and climatic conditions, potentially helping
to improve processes understanding and representation.
1 Problem framework
1.1 Flash flood modeling complexity
The Mediterranean climatic zone is prone to heavy rain-
fall events especially during the fall season. Either quasi-
stationary mesoscale convective systems, which can last sev-
eral hours, or frontal disturbances blocked by the mountains
can produce high precipitation totals (Nuissier et al., 2008)
that trigger severe flash floods. The high variability of pre-
cipitations (Moussa et al., 2007) along with topography in-
fluence and spatial distribution of soil and land use proper-
ties makes hydrological processes largely variable both in
time and space (Pilgrim et al., 1988). Flash floods are ex-
treme catchment responses with high peak discharge often
produced by severe localized thunderstorms. They are one of
the most destructive hazards in the Mediterranean region and
have caused casualties and billions of euros of damages in
France over the last two decades (Gaume et al., 2009).
These events often reveal aspects of hydrological behav-
ior that either were unexpected on the basis of weaker re-
sponses or highlight anticipated but previously unobserved
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behavior (Delrieu et al., 2005). Characterizing the response
of a catchment during flash flood events thus may provide
new and valuable insight into processes for extreme flood
response and their dependency on catchment properties and
flood severity (Borga et al., 2008).
In the literature, several approaches are proposed for flash
flood events modeling and/or prediction, each with its speci-
ficities depending on perception and parameterization of
the dominant hydrological processes (Moussa et al., 2007;
Saulnier and le Lay, 2009; Braud et al., 2010; Roux et al.,
2011) among others for the Mediterranean region. These
models often take advantage of available data in order to as-
sign spatially distributed forcing as well as distributed catch-
ment parameters. However, increasing model complexity can
lead to overparameterization and equifinality problems be-
cause of high dimensionality and multi-modal response sur-
face. As a result, parameter values might not be identifiable
in the calibration process (Beven, 1989). Sieber and Uhlen-
brook (2005) have highlighted that sensitivity analysis (SA)
can not only identify the most important parameters but also
contribute to understanding and improving the structure of
hydrologic model.
1.2 Understanding uncertainty with sensitivity analysis
Sensitivity analysis (SA) assesses the impact of model pa-
rameters on the output, and is therefore a convenient tool
to investigate model behavior and especially the importance
of particular parameterizations within the model. SA has be-
come a popular tool in catchment modeling to explore high
dimensional parameter spaces, assess parameter identifiabil-
ity, and understand sources of uncertainty (Hornberger and
Spear, 1981; Freer et al., 1996; Wagener et al., 2001; Hall
et al., 2005; van Griensven et al., 2006; Tang et al., 2007).
Some studies highlight the usefulness of sensitivity analysis
for the improvement of hydrological models (Andre´assian et
al., 2001; Oudin et al., 2006; Castaings et al., 2007; Ratto et
al., 2007b; Tang et al., 2007; Pushpalatha et al., 2011). Other
studies used SA to better understand model behavior with re-
spect to inputs such as precipitation (Xu et al., 2006; Meselhe
et al., 2009).
With the current shift toward model complexification
and/or real-time hydrometeorological forecasts, of prior im-
portance is the understanding of uncertainty and its sources.
In catchment modeling it can be achieved with various meth-
ods, of which formal Bayesian methods (Kuczera and Parent,
1998) and the GLUE method (Beven and Binley, 1992) are
the most popular, as well as recursive application of RSA
for dynamic identifiability analysis (Wagener et al., 2003)
or Bayesian total error analysis (BATEA) method (Kavet-
ski et al., 2006) for comprehensive calibration and uncer-
tainty estimation. According to Saltelli et al. (2004) sensi-
tivity analysis is the study of how uncertainty in the output
of a model can be apportioned to different sources of uncer-
tainty in the model input. Sensitivity analysis is recognized
as a helpful parameter-space screening tool to identify key
parameters controlling the performances. It can help in re-
ducing problem dimensionality with factor fixing (FF) for
noninfluential parameters, and factor prioritization (FP) for
those controlling the most model output uncertainty (Saltelli
et al., 2000). Besides the selection of the appropriate method
for analyzing parameter sensitivity depends strongly on the
goal of the sensitivity analysis (Saltelli et al., 2006). Of par-
ticular interest is the analysis of the dependence of the model
output variance to simultaneously modified parameters; this
can be achieved with methods based on variance decomposi-
tion (Efron and Stein, 1981; Sobol, 1993). The application of
three sensitivity analysis methods including Sobol’s method
by Massmann and Holzmann (2012) shows that the two most
important parameters of their conceptual continuous rainfall–
runoff model are correctly identified as being sensitive by all
methods.
1.3 Variance-based methods and temporal sensitivity
analysis
Variance-based methods result in reliable estimates of sensi-
tivities even for nonlinear and nonmonotonic models, as was
often demonstrated using examples where analytical solu-
tions can be calculated (Saltelli and Bolado, 1998). The price
to be paid in order to relax all assumptions on model behavior
is that the required number of model runs is relatively high
(> 1000) for most approaches. Some variants of this method,
in terms of partial variances calculation, are Sobol’s method
(Sobol, 1990, 2001) and the extended Fourier amplitude sen-
sitivity test ((E)FAST) (Cukier et al., 1973; Saltelli and Bo-
lado, 1998; Fang et al., 2003; Reusser et al., 2011).
Variance-based sensitivity analysis methods aim to quan-
tify the amount of variance that each parameter contributes
to the unconditional variance of the model output. These
amounts are characterized by first order or interaction effects
expressed as sensitivity indices (Si’s). Despite its high com-
putational demands contributions (Saltelli, 2002) and try-
ing to make it more effective, the powerful Sobol SA tech-
nique, for example, has recently become more popular in en-
vironmental modeling (Pappenberger et al., 2007, 2008; Van
Werkhoven et al., 2008; Jing, 2011; Li et al., 2012).
Tang et al. (2007) compared state of the art in sensitiv-
ity analysis including Sobol’s method and found it to be the
most effective in estimating first-order parametric sensitivi-
ties and overall influence including interaction effects. Tang
et al. (2007) make a step-wise analysis of a conceptual grid-
base-distributed rainfall–runoff model (HL-RDHM). Their
sensitivity analysis reveals the impact of rainfall distribution
on spatial sensitivities and input variables mostly controlling
HL-RDHM’s behavior. The use of Sobol indices for sensitiv-
ity analysis purposes is investigated by Nossent et al. (2011)
in the case of a SWAT model. They conclude that in general
the Sobol sensitivity analysis can be successfully applied for
factor fixing and factor prioritization with respect to the input
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parameters of a SWAT model, even with a limited number of
model evaluations. The analysis also supports the identifi-
cation of model processes, parameter values and parameter
interaction effects. Some of the recent studies applying SA
to rainfall–runoff, flood inundation, and water quality mod-
els are listed by Reusser et al. (2011); 8 out of the 18 studies
use variance-based methods. In seven studies, on the order of
10 000 model runs were computed to calculate sensitivities,
which is impossible for computationally expensive models.
As highlighted by Reusser et al. (2011), analyzing tempo-
ral dynamics of parameter sensitivity (TEDPAS) of model
output variables, such as discharge, we can quantify which
model components dominate the simulation response. Their
analysis reveals that temporal dynamics of model parame-
ter sensitivity can be a powerful tool for hydrological model
analysis, especially to identify parameter interaction as well
as the dominant hydrological response modes. Reusser and
Zehe (2011) with TEDPAS (temporal dynamics of parameter
sensitivity) and TIGER (time series of grouped error) meth-
ods investigate parameter uncertainty for periods of poor
model efficiencies. With modeling and temporal sensitivity
analysis used as learning tools, WaSIM-ETH complex grid-
based model hypotheses are shown to be insufficient to de-
scribe Weisseritz headwater catchment behavior and future
developments seem required.
1.4 Scope of the paper
The core idea of this paper is to approach hydrologic model
sensitivity with temporal sensitivity analysis, here in the
case of quick and strong catchment flash flood responses.
The originality lies in TEDPAS analysis calculated from
variance-based decomposition that may reveal sensitivity
peaks and thus flow dynamics at key instants. This kind of
analysis is new for hydrologic models especially for event-
process-oriented distributed models. Using TEDPAS as a di-
agnostic tool joins the idea of dynamic identifiability intro-
duced by Wagener et al. (2003). But these two methods serve
a different purpose since it is a necessary but insufficient con-
dition that parameters must be sensitive in order to be identi-
fiable whereas sensitive parameters may not be identifiable.
In this contribution, a temporal sensitivity analysis of the
process-oriented spatially distributed MARINE model dedi-
cated to flash floods is carried out. Based on the understand-
ing of Mediterranean catchments hydrological processes the
hydrological rainfall–runoff model MARINE (Mode´lisation
et Anticipation du Ruissellement et des Inondations pour des
e´ve`Nements Extreˆmes) aims at (i) exploiting the potential of
distributed models (ii) using physically meaningful parame-
ters, while (iii) maintaining a simple and parsimonious pa-
rameterization (Roux et al., 2011). Given a validated model
structure for flash floods in the French Mediterranean region,
the question of sensitivity is approached in a probabilistic
framework. One parameter set for each of the six catchments
is tested on validations events for which the analysis of TED-
PAS is performed. The procedure is implemented for con-
trasted hydrometeorological events in the Ce´vennes and the
Pyrenean region (France) with the view to bring understand-
ing in model behavior for contrasted catchments and flash
flood events on steep terrains and complex geo-pedological
formations.
The paper is organized as follows. Section 2 describes
variance decomposition method and sensitivity indices cal-
culation. MARINE model and the six Mediterranean catch-
ments of interest are presented in Sect. 3. Catchment param-
eter sets and their efficiencies on 10 validation events are
calculated and temporal sensitivity analysis hypotheses are
tested in Sect. 4. Then TEDPAS on these validation events
are examined in Sect. 5. After a conclusion on the results,
processes, variables and parameters that require further de-
scription or observations are emphasized and the possibility
of applying this method to improve the understanding of the
major processes involved in flood events is discussed.
2 Background on model analysis with variance
decomposition methods
Thoughtful descriptions of sensitivity analysis methods can
be found in Saltelli et al. (2000). Variance-based meth-
ods are part of the practices Saltelli and Annoni (2010)
recommended as an alternative to OAT analysis (one at a
time method: local analysis evaluating separately the effect
of each individual parameter). Variance-based methods are
based on a decomposition of the model output variance.
Let k ∈ <k denote the set of all possible values that the
model parameters can assume. Let X ∈k be a possible
value of the k model parameters normalized by their varia-
tion range. We denote by Y = g(X)= g(X1, . . .,Xk) the re-
lationship that links the model inputs to the model output.
The parameters X have a domain of validity linked to the
uncertainty about their precise value.
Assuming that g is a square integrable function overk =
{X |0 ≤Xi ≤ 1; i = 1, . . .,k}, it can be decomposed using an
expansion with summand gi...p (X1, . . .,Xp) of increasing
dimensionality p<k:









+. . .+ g1,2,...,k(X1,X2, . . .,Xk). (1)
Sobol (1993) proved that this HDMR decomposition (high-
dimension model representation) was unique if each term in
the expansion has zero mean, then all the terms of the de-
composition are orthogonal in pairs:∫
k
gi1,...,ipgi1,...,isdX = 0. (2)
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g2(X)dX− g20 . (3)
The partial variances which are the components of the to-







g2i1,...,ip (Xi1 , . . .,Xip )dXi1 , . . .,dXip . (4)
The relation (3) expressed with Eqs. (1) and (4) leads to the









Vij + . . .+V1,2,...,k, (5)
where V (Y ) is the total variance, Vi is the variance caused
by parameter Xi (first-order variance), Vij is the covariance
caused by Xi and Xj (second-order variance), and higher or-
der terms show the variance contribution from multiple pa-
rameters. The two factorsXi andXj are said to interact when
their effect on Y cannot be expressed as the sum of their sin-
gle effects Vi and Vj . Interactions may imply, for instance,
that extreme values of the model output are uniquely associ-
ated with particular combinations of model inputs in a way
that is not described by first-order effects Si .
From this relation (5), sensitivity indices can be defined
in order to assess the sensitivity of Y to X when X is un-
certain. The first-order effect representing the average output




= V (Y )−EXi [V (Y |Xi )]
V (Y )
= VXi [E(Y |Xi )]
V (Y )
. (6)
The partial variance Vi in Eq. (6) is given by the variance of
the conditional expectation Vi = VXi [E(Y |Xi )] and is also
called the main effect of Xi on Y . The impact on the model
output variance of the interactions between parameters Xi
and Xj is given by Sij = Vij/V and it can be generalized in
interactions effects up to order k by replacing the index i by
the corresponding set of input factors.
The estimation of partial variances could be very expen-
sive with brute-force methods, but a shortcut was proposed
by Sobol to reduce the calculation of the double-loop inte-
grals of Eq. (4). Efficient methods such as extended FAST
from Saltelli (1999) or improved Sobol from Saltelli (2002)
were proposed in order to estimate both Si and ST i for all in-
puts factors for a computational cost of N(k+ 2). However,
alternatives techniques were introduced recently, allowing
the estimation of S′is and low interaction effects (up to order
3) for a computational cost independent from k (i.e., equal to
N the sample size) (RBD-FAST from Tarantola et al., 2006;
Mara, 2009; Storlie and Helton, 2007; Oakley and O’Hagan,
2004; Sudret, 2008; Crestaux et al., 2009).
The method used in this paper is the state-dependent pa-
rameter (SDP) metamodeling method (Ratto et al., 2007a)
which is based on recursive filtering and smoothing estima-
tion to build an approximation of the computational model.
Ideas and tools from signal processing and time series analy-
sis are used to estimate the terms in the ANOVA-HDMR de-
composition using a special recursive fixed-interval smooth-
ing algorithm that estimates the parameters in an SDP for-
mulation of the input–output mapping (Ratto et al., 2007a).
It is a very efficient method that does not require any spe-
cific rule for sampling inputs, and provides fastly accurate
and unbiaised results for both sensitive and insensitive in-
puts according to (Gatelli et al., 2009). Ratto et al. (2007a)
show that even for a large number of parameters the SDP
method allows a good estimation of variance-based sensi-
tivity indices with a mild computational cost for models
with up to 20 input factors. In the following we use the
routine SS-ANOVA (available at http://sensitivity-analysis.
jrc.ec.europa.eu/software/index.htm). The recursive filtering
and smoothing procedure provides standard errors of the esti-
mated state-dependant parameters and hence the relative sig-
nificance of estimated HDMR terms and sensitivity indices.
3 Model and site description
3.1 MARINE flash flood model
The modeling approach is the distributed model MARINE
for flash flood forecasting (Roux et al., 2011) with a sub-
surface transfer module. The predominant factor determin-
ing the formation of runoff is represented by the topogra-
phy: slope and downhill directions. MARINE runs on a fixed
time step and is structured into three main modules (Fig. 1).
The first module allows separating the precipitation into sur-
face runoff and infiltration using the Green and Ampt model;
the second module represents subsurface downhill flow with
an approximation of the Darcy’s law and the standard TOP-
MODEL transmissivity profile (Beven and Kirkby, 1979)
and the third one the overland flow (over hillslopes and in
the drainage network): the transfer function component al-
lows routing the rainfall excess to the catchment outlet us-
ing the kinematic wave approximation. Both infiltration ex-
cess and saturation excess are represented within MARINE.
The spatial discretization of the catchment is performed us-
ing the digital elevation model grid resolution, a regular grid
of squared cells. Evapotranspiration is not represented since
the model purpose was to simulate individual flood events
during which such process is negligible. Cell soil moisture
deficit is initialized from a continuously distributed water
balance model output briefly described later. For a complete
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Figure 1: MARINE model structure, parameters and variables. Green and Ampt 3 
infiltration equation: infiltration rate i (m.s−1), cumulative infiltration I (mm), saturated 4 
hydraulic conductivity K (m.s−1), soil suction at wetting front ψ (m), saturated and initial 5 
water contents are respectively θs and θi (m3 m−3). Subsurface flow: local transmissivity of 6 
fully saturated soil T0 (m2s−1), saturated and local water contents are θs and θ (m3 m−3), 7 
transmissivity decay parameter is m (–), local slope angle β (rad). Kinematic wave: water 8 
depth h (m), time t (s), overland flow velocity u (m.s−1), space variable x (m), rainfall rate 9 
r (m.s−1), infiltration rate i (m.s−1), bed slope S (m.m−1), Manning roughness coefficient n 10 
(m−1/3.s).  11 
 12 
 13 
Fig. 1. MARINE model structure, parameters and variables. Green
and Ampt infiltration equation: infiltration rate i (m s−1), cumula-
tive infiltration I (mm), saturated hydraulic conductivityK (m s−1),
soil suction at wetting front ψ (m), saturated and initial water con-
tents are respectively θs and θi (m3 m−3). Subsurface flow: local
transmissivity of fully saturated soil T0 (m2 s−1), saturated and lo-
cal water contents are θs and θ (m3 m−3), transmissivity decay pa-
rameter is m (–), local slope angle β (rad). Kinematic wave: water
depth h (m), time t (s), overland flow velocity u (m s−1), space vari-
able x (m), rainfall rate r (m s−1), infiltration rate i (m s−1), bed
slope S (m m−1), Manning roughness coefficient n (m−1/3 s−1).
description of the MARINE model the reader can refer to
Roux et al. (2011).
3.2 Study zone
The proximity of the Mediterranean Sea and the steep sur-
rounding orography can promote low-level flow lifting in an
unstable atmosphere, as for the Alps and Pyrenees (Davolio
et al., 2009; Tarolli et al., 2012). The highest flooding risk is
in autumn with wet soils and maximum rainfall rates. Sum-
mers are hot and dry; however summer storms also represent
a nonnegligible flooding risk. The density of both hydrom-
eteorological radar and hourly rain gauge coverage offers
interesting possibilities for flood-triggering rainfall monitor-
ing and quantitative precipitation estimation (Fig. 2). Thus
the French Mediterranean region rather frequently affected
by intense rainfalls represents an interesting area for flash
flood study in a regional manner (Garambois et al., 2012b)
with contrasted catchment properties, rainfall distributions
and hydrological response characteristics (Garambois et al.,
2012a).
From the Pyrenean foothills and the Corbie`res Mountains
in the south to the Ce´vennes foothills and the Arde`che region,
six flood-prone catchments with areas ranging from 144 to
619 km2 and contrasted physiographic properties are selected
(Table 1). They present a highly marked topography with nar-
row valleys and steep hillslopes (Fig. 2). A DEM data file of
the study site with a grid scale of 25 m was available from the




Figure 2: (Left) France topography (source: SRTM image, NASA/JPL). (Right) (white 3 
contour) Topography of the six catchments of interest (France), BD TOPO® IGN, 4 
(concentric circles) Hydrometeorological radars, (white dots) operational raingauges.  5 
 6 
Fig. 2. (Left) Topography of France (source: SRTM image,
NASA/JPL). (Right) (white contour) Topography of the six catch-
ments of interest (France) from BD TOPO® IGN, (concentric
circles) hydrometeorological radars, (white dots) operational rain
gauges.
2008. © (SCHAPI)). The mean elevation ratios of the whole
river basins are above 0.025 m m−1.
The Salz and Verdouble catchment areas mainly develop
on sedimentary formations contrarily to the other catch-
ments, where substrates develop on metamorphic and plu-
tonic terrains. Soil thicknesses and textures were available
from the BDSol-LR (Robbez-Masson et al., 2002) (IGCS –
BDSol-LR – version no. 2006, INRA – Montpellier SupA-
gro) (Table 1). Soil-saturated hydraulic conductivities, satu-
rated water contents and soil suctions are determined with
(Rawls and Brakensiek, 1985) pedotransfer functions as pro-
posed by Manus et al. (2009). Braud et al. (2010) and Roux et
al. (2011) highlight the importance of soil thickness and tex-
ture on hydrological process and catchment flood response.
It has recently been shown with a comparative hydrologic
study that flood response in Austria is significantly controlled
by geology (Gaa´l et al., 2012).
For the Gardon, Beaume and Arde`che catchments, vege-
tation is dense and mainly composed of chestnut trees, pas-
ture, holm oaks, conifers, waste land and garrigue. Chest-
nut trees are located in the upstream area and on the
south-facing slopes (sunny sides or adret), while forested
garrigues and holm oaks are located in the downstream
area and on the north-facing slopes (shady sides or ubac).
The Tech catchment’s vegetation is rather dense also, with
broadleaved and coniferous forests. Mainly Mediterranean
forest, garrigue, holm oaks and vineyards are encountered
on the Salz and Verdouble catchments. A vegetation and
land use map (Corine Land Cover provided by the Service
de l’Observation et des Statistiques (SOeS) of the French
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Table 1. Catchments physiographic properties, elevation ration is height difference divided by longest flow path length, K mean is the mean
soil saturated hydraulic conductivity. Hsol is the spatially distributed soil depth estimated from pedologic data.
Max.
Height flow Elevation Hsol Hsol Hsol Hsol Soil K
Area diff. length ratio min. max. mean std volume mean
Catchments (km2) (m) (km) (m m−1) (m) (m) (m) (m) (m3) (mm h−1)
Tech (Pas-du-Loup) 250 2730 34.5 0.079 0.00 0.69 0.16 0.13 5.3× 107 2.5
Verdouble (Tautavel) 299 915 37.0 0.025 0.08 0.63 0.33 0.16 1.0× 108 2.4
Salz (Cassaignes) 144 995 17.2 0.058 0.00 0.74 0.31 0.19 4.2× 107 3.9
Gardon (Anduze) 543 1065 45.1 0.024 0.08 0.64 0.28 0.12 1.5× 108 05.0
Beaume (Rosie`res) 212 1360 29.0 0.047 0.05 0.49 0.25 0.07 5.2× 104 8.7
Arde`che (Vogu¨e´) 619 1380 52.5 0.026 0.05 0.50 0.28 0.08 1.7× 108 8.7
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Figure 3: Simulated peak discharge versus observed peak discharge for validation events 3 
with first bisector (blue line). 4 
Fig. 3. Simulated peak discharge versus observed peak discharge
for validation events with first bisector (blue line).
Ministry of Environment, www.ifen.fr) is used to derive
distributed surface roughness.
4 Preliminary analysis
Initialization is an important step in the case of flash flood
event-based models running on a time window of few days.
Soil saturation at the beginning of each event is estimated
with SAFRAN-ISBA-MODCOU (SIM), a continuous hy-
drometeorological model (Habets et al., 2008). This contin-
uous water balance model is run over the whole country on
8 km× 8 km cells and outputs such as soil moisture with at
least daily time step are available. This systematically avail-
able spatial–temporal model outputs for catchment initial
soil moisture accountancy is chosen. We keep in mind that
soil moisture is related to soil parameters in defining catch-
ment soil infiltrability and storage capacity. But an accurate
estimation of soil moisture at the catchment scale is still
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Figure 4: (Top) Gardon d’Anduze 08/09/2002 flash flood event and quintiles Q10 and Q90 3 
of simulated discharges for α = 5, 10 and 15 %. (Bottom) First order effects for CZ and 4 
three sampling ranges. 5 
 6 
Fig. 4. (Top) Gardon d’Anduze: 8 September 2002 flash flood event
and quintiles Q10 and Q90 of simulated discharges for α = 5, 10
and 15 %. (Bottom) First-order effects or CZ and three sampling
ranges.
sensed data and numerous in situ point measurements lead to
promising results (Brocca et al., 2012; Albergel et al., 2012).
An estimation of uncertainty for soil moisture model outputs
would be welcome but it remains a hard task given that a very
good knowledge of soil properties and structure seems to be
required.
4.1 Calibrated parameter sets
In order to avoid a model overparameterization, spatial pat-
terns of several parameters are derived from soil surveys, and
a unique correction coefficient is then applied to each param-
eter map. This approach has been chosen for three parame-
ters – namely the distributed saturated hydraulic conductivity
K , the lateral transmissivity T0 and soil thicknesses Z. The
calibration procedure consists in estimating the following:
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Figure 5: (Top) Ardèche at Vogüé (619 km²), 20/10/2008, 31/10/2008 and 03/11/2011 3 
flash flood events and quintiles Q10 and Q90 of simulated discharge. (Bottom) first order 4 
effects representing first order contribution, partial variances out of model output variance 5 
(-). 6 
Fig. 5. (Top) Arde`che at Vogu¨e´ (619 km2): 20 October 2008, 31 October 2008 and 3 November 2011 flash flood events and quintiles Q10











































































Figure 6: (Top) Gardon at Anduze (543 km²), 28/09/2000, 08/09/2002 and 18/10/2006 3 
flash flood events and quintiles Q10 and Q90 of simulated discharge. (Bottom) first order 4 
effects. 5 
 6 
Fig. 6. (Top) Gardon at Anduze (543 km2): 28 September 2000, 8 September 2002 and 18 October 2006 flash flood events and quintilesQ10
and Q90 of simulated discharge. (Bottom) First-order effects.
three coefficients of correction for spatialized data; one for
the saturated hydraulic conductivities, named CK ; another
one, CKSS, for the lateral subsurface flow transmissivity (T0);
and the last one for the soil thicknesses, named CZ , the
Strickler roughness of the main channel KD1 and the Strick-
ler roughness of the overbank of the drainage network KD2
(Roux et al., 2011; Garambois et al., 2012a). Concerning the
transmissivity T0 the spatial variability is taken from the hy-
draulic conductivity map. Catchment parameter sets that will
be used in this paper are given in Table 2. For each catch-
ment, model calibration is performed by estimating a param-
eter set over several flash flood events (Table 3); that is, a cost
function equal to 1-Nash is minimized over multiple flood
events (called global Nash hereafter). The minimization tech-
nique is a BFGS (Broyden–Fletcher–Goldfarb–Shanno) al-
gorithm considering multiple starting points in the parameter
space. The validation is performed on other available flash
flood events, and efficiencies are given in Table 3. We do not
pretend to have reached “the best parameter sets” for these
catchments, the word optimal needing to be defined in func-
tion of the modeling goals, especially if modeling (and data)
uncertainties and parameter values are considered variable in
time. Nevertheless, performances of the model on the events
considered in calibration and in validation are rather high
over the six catchments of interest (Table 3). Performance de-
crease is slight for the whole catchment set from calibration
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to validation with mean Nash values of 0.86 and 0.7, respec-
tively (Table 3).
4.2 Selected validation flash flood events for sensitivity
analysis
Monitoring flash floods remains a hard exercise (Borga et
al., 2008) since conventional measurement networks of rain
and river discharges are not able to sample effectively be-
cause of scales problems. Hydrometric data are provided by
the SCHAPI (Service Central Hydrome´te´orologique d’Appui
a` la Pre´vision des Inondations – French central flood fore-
cast center) and the SPC Grand Delta located in Nıˆmes and
the SPC Mediterrane´e Ouest located in Carcassone (Service
de Pre´vision des Crues – Regional flood forecast center).
Radar rainfall measurements (Me´te´o France – Nıˆmes radar)
combined with rain gauge data are available at 5 min time
steps and 1 km× 1 km spatial resolution since 2002 for the
whole French Mediterranean region and since 1994 on the
Ce´vennes region. Few floods of several years return period
have been experienced in the six catchments of interest catch-
ment since 2002 (resp. 1994). In this paper an interesting set
of 10 validation events is used. This constitutes a large val-
idation dataset given the scarcity of data about flash flood
events in general.
Validation event hydrographs with distinct shapes rep-
resent contrasted hydrological responses to different res-
onances between rainfall spatio-temporal distribution and
catchment physiographic properties, in other words a catch-
ment’s spatial and temporal dampening effect (cf. Table 4
and Figs. 5 to 8):
– single-peak medium events (15 March 2011 at Pas-du-
Loup, 20 December 2000 at Cassaignes, 28 Septem-
ber 2000 and 18 October 2006 with a slow-rising limb
at Anduze),
– single-peak medium events with slow-rising and/or -
declining limb (16 November 2006 at Rosie`res, 20 Oc-
tober 2008 and 31 October 2008 at Vogu¨e´),
– multipeak events (15 March 2011 at Tautavel, 3 Novem-
ber 2011 at Vogu¨e´),
– and a 50 yr return period extreme event (8 Septem-
ber 2002 at Anduze).
In addition to classical normalized least-squares criterion,
LNP (Table 5) considers features characterizing the flood
peak (discharge value and time to peak) (Roux et al., 2011).
Efficiencies for these validation events considered in the fol-
lowing are high, withLNP efficiencies above 0.73 and of 0.83
on average. Mean peak flow discharge and timing relative er-
rors are inferior to 0.17 and 0.13.
Most validation events present observed specific peak dis-
charge ranging from 1.13 to 2.69 m3 s−1 km−2 (Fig. 3). The
extreme event of September 2002 at Anduze has an estimated
peak discharge of 6.08 m3 s−1 km−2. Differences between
simulated and observed discharges are satisfactory with an
R2 of 0.87 with respect to the first bisector, so the model
presents no significant bias for these catchments floods.
Performances of the model on the events considered in cal-
ibration and in validation are rather high over the six catch-
ments of interest and may therefore be considered as suffi-
cient for flash flood prediction purpose. Yet we would like to
point out that the aim of this paper is not to test the predictive
performances of the model, which would require a larger set
of events under various conditions.
4.3 Evaluation of temporal sensitivity analysis method
Using the variance-based sensitivity analysis method de-
scribed in Sect. 2, a region of the parameter space around
calibration point is explored and sensitivity indices are es-
timated in order to analyze the relative importance of MA-
RINE model inputs for validation events. Concerning the
locality (in the parameter space) of the proposed analysis,
global sensitivity analysis of MARINE model has already
been tested (Roux et al., 2011). The present paper investi-
gates the other types of information that a temporal sensi-
tivity analysis can provide. The answer to the question of
how sensitivities change for different parameter sets is not
straightforward, and further studies would be welcome – for
example with several parameter sets for one catchment.
For each catchment we use the calibrated parameter sets
of Section 4.1 for validation events and temporal parame-
ter sensitivity (S′is) calculation. The tested input factors are
the five calibrated ones: three coefficients of correction CK ,
CKss, CZ , the Strickler roughness of the overbank of the
drainage network KD2 and the main channel roughness co-
efficient KD1.
We use a 1024-parameter-set quasi-random Monte Carlo
sample. The S′is are calculated for MARINE discharge at
each time step in a ±α % interval around the nominal pa-
rameter value with the method described in section above.
Ideally for each parameter, the sampling range around nom-
inal parameter value could be defined with information on
parameter posterior distribution function with the strength of
methods such as Markov chain Monte Carlo (Smith and Mar-
shall, 2008; Vrugt et al., 2009; Kuczera et al., 2010). These
methods are, however, too computationally demanding for
our extended study and the choice of α is tested here.
From 5 to 15 % around the nominal parameter values, the
choice of α reveals to have a rather limited influence on tem-
poral dynamics of parameter sensitivity (TEDPAS) and their
values (Table 6). The first-order effect Si1 measures the rel-
ative importance of an individual input variable Xi in driv-
ing the uncertainty. Parameter ranking remains the same with
a total standard error lower than 0.03. Low error and high
first-order metamodel R2 attest the good convergence of the
SDR algorithm on the 1024 sample size. Si values quanti-
fying model output sensitivity to each parameter are quite
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Table 2. Catchment parameter sets and Nash efficiencies for multiple events calibration.
Area Global
Catchments (km2) CZ CK CKSS KD1 KD2 Nash
Tech (Pas-du-Loup) 250 4.34 11.0 1515 4.83 3.24 0.90
Verdouble (Tautavel) 299 1.30 15.0 4486 5.00 3.99 0.88
Salz (Cassaignes) 144 0.95 20.0 5595 5.00 2.54 0.89
Gardon (Anduze) 543 4.60 10.3 4540 11.70 9.70 0.88
Beaume (at Rosie`res) 212 5.30 7.40 3712 21.40 14.70 0.80
Arde`che (at Vogu¨e´) 619 3.40 2.10 4891 10.00 19.10 0.80
Calibration ranges 0.1–10 0.1–15 100–10 000 4–40 2–30
Table 3. Number of events used for calibration and validation, event and global model efficiencies of parameter sets presented in Table 2.
Number of Nash Min. event Max. event Number of Mean Nash Min. event Max. event
calibration global Nash Nash validation (LNP) Nash (LNP) Nash (LNP)
Catchments events calibration calibration calibration events validation validation validation
Tech (Pas-du-Loup) 3 0.90 0.80 0.91 3 0.50 (0.41) 0.20 (0.00) 0.70 (0.73)
Verdouble (Tautavel) 4 0.88 0.74 0.95 2 0.74 (0.73) 0.63 (0.66) 0.82 (0.79)
Salz (Cassaignes) 3 0.88 0.83 0.90 1 0.76 (0.75) 0.76 (0.75) 0.76 (0.75)
Gardon (Anduze) 6 0.88 0.60 0.95 4 0.86 (0.88) 0.60 (0.80) 0.97 (0.97)
Beaume (Rosie`res) 3 0.80 0.57 0.87 3 0.49 (0.72) 0.26 (0.58) 0.64 (0.82)
Arde`che (Vogu¨e´) 5 0.80 0.60 0.94 3 0.88 (0.86) 0.85 (0.73) 0.93 (0.96)
Average 4 0.86 0.69 0.92 3 0.70 (0.72) 0.55 (0.59) 0.80 (0.81)
similar, with relative variation lower than 5 % for the three
alpha values.
Figure 4 shows a limited influence of sampling range on
temporal sensitivity index to CZ , which is the most sensi-
tive parameter on average. Si1 CZ estimation differences are
lower than 15 % after model initialization and during hydro-
graph late recession, and lower than 5 % for the rest of the
simulation, especially when most hydrographs are peaking
(t = 20 to 27 h).
Small to large parameter sampling ranges show limited in-
fluence on sensitivity calculations with similar event first-
order effects for each parameter. Observations made after
testing Si estimation lead us to select a ±10 % sampling in-
terval around the nominal parameter values for TEDPAS cal-
culation with small errors in the following.
Temporal sensitivity presents the same pattern for the dif-
ferent sampling ranges with low standard errors. Rapid oscil-
lations (Fig. 4, bottom) can be apportioned to strong tempo-
ral gradients in nonzero-simulated discharges and different
trends between the 1024 hydrographs. Let us recall that the
MARINE model runs on a 200 m mesh and a time step of a
few seconds verifying CFL (Courant–Friedrichs–Lewy) con-
ditions, it is then not surprising to obtain such temporal varia-
tions in sensitivities with 5 min time resolution radar rainfalls
inputs and observed discharges. Important oscillations can
also be remarked on TEDPAS calculated for TOPMODEL
and WaSIM-ETH models (Reusser et al., 2011).
5 Temporal analysis of flash flood model behavior
5.1 Event-averaged first-order effects
This measure indicates the relative importance of an individ-
ual input variable Xi in driving the uncertainty. It is good
to notice that sensitivities are not calculated with a cost
function but with simulated discharge at the outlet. Differ-
ent phases in catchment saturation and runoff generation are
aggregated into discharge and their temporal variation is re-
ported in terms of the partial variance explained by an input
factor at this time step. For example, a value of around 0.8 at
23 h when most hydrographs (1024 parameter sets sample)
are peaking indicates that 80 % of the observed variation be-
tween model runs can be explained by this parameter (Fig. 4).
First-order sensitivity indices and the related standard er-
ror and first-order metamodel R2 constitute basic outputs of
SDR method; in a first time they are averaged on each vali-
dation event for the catchments of interest (Table 7). R2 of
first-order metamodel are above 0.93 and indicate a good
convergence of the method. Event-averaged standard error on
S′is is 0.03 and the following parameter ranking CZ >CKSS
>KD1>KD2>CK is obtained for the whole catchment
flood dataset. According to results displayed in (Table 7), soil
profile storage capacity controlled by parameter CZ is the
most important input factor for 8 of the 10 events considered.
Soil storage capacity has a large impact on soil saturation
dynamics and thus runoff generation mechanisms. Relation
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Figure 7: (Top) 15/03/2011 flash flood event and Q10 and Q90 quintiles of simulated 3 
discharge on (Left) the Tech at Pas-du-Loup (250 km²) and (right) the Verdouble at 4 
Tautavel (299 km²). (Bottom) first order effects. 5 
Fig. 7. (Top)Flash flood event of 15 March 2011 and Q10 and Q90 quintiles of simulated discharge for (left) the Tech at Pas-du-Loup
(250 km2) and (right) the Verdouble at Tautavel (299 km2). (Bottom) First-order effects.
Table 4. Validation events characteristics in increasing order of specific peak flow. Mean initial soil moisture is the spatially averaged daily
SIM output over a catchment.
Mean Specific Cumulated
Area Validation initial soil peak flow rainfall
Catchments (km2) events moisture (%) (m3 s−1 km−2) (mm)
Beaume (Rosie`res) 212 16 November 2006 56 1.1 111
Verdouble (Tautavel) 299 15 March 2011 52 1.2 217
Gardon (Anduze) 543 28 September 2000 56 1.4 203
Salz (Cassaignes) 144 20 December 2000 48 1.5 141
Arde`che (Vogu¨e´) 619 3 November 2011 50 1.5 370
Arde`che (Vogu¨e´) 619 20 October 2008 48 1.6 195
Arde`che (Vogu¨e´) 619 31 October 2008 59 1.6 211
Tech (Pas-du-Loup) 250 15 March 2011 62 2.2 270
Gardon (Anduze) 543 18 October 2006 62 2.6 237
Gardon (Anduze) 543 8 September 2002 58 6.7 284
between soil profile storage capacity and flood event magni-
tude seems nonmonotonous according to parameters sensi-
tivities (Tables 4 and 7). Previous global sensitivity analysis
studies already show that the model response is sensitive to
CZ (Bessie`re, 2008; Roux et al., 2011), which seems to indi-
cate that sensitivity may change little for a different optimal
parameter set.
For the other parameters, relation is monotonous. The rel-
ative importance of catchment infiltrability (CK) and fric-
tion in the drainage network (i.e.,KD1 andKD2, channel and
overbank correction coefficients) increases with the magni-
tude of the event. On the contrary, given the reduction of the
proportion subsurface flow represents, the influence of sub-
surface flow velocity (i.e., CKSS) decreases with the magni-
tude of the event (Table 3). CKSS is particularly sensitive for




Si is lower than one with low stan-
dard errors (Table 7) and the equality would mean that the
model is additive (Saltelli et al., 2000).
5.2 Temporal evolution of first-order effects
In order to analyze the temporal dynamics of model input
factors influence on the simulated discharge for the 10 flood
events on six catchments, the explored variability of model
response (top) and the temporally variable sensitivity indices
(bottom) are represented on Figs. 5 to 8. Whatever the rain-
fall patterns and volume, for some aspects of the model re-
sponse, catchments behaviors characterized by the first-order
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Figure 8: (Top) Q10 and Q90 quintiles of simulated discharge on (left) 20/12/2000 for the 3 
Salz at Cassaignes (144 km²), (right) 16/11/2006 for the Beaume at Rosières (212 km²). 4 
(Bottom) first order effects. 5 
 6 
Fig. 8. (Top) Q10 and Q90 quintiles of simulated discharge on (left) 20 December 2000 for the Salz at Cassaignes (144 km2), (right)
16 November 2006 for the Beaume at Rosie`res (212 km2). (Bottom) First-order effects.
Table 5. Validation events and efficiencies in terms of1Q comparing simulated and observed peak dischargeQsP andQoP, and1T comparing
simulated and observed peak time normalized by concentration time T oC , determined from Bransby formula T
o
C = 21.3LA0.1S0.2 , whereL is channel
length (m), A is watershed area (m2) and S is linear profile slope (m m−1).
Area Validation
1Q= 1T =




∣∣∣T sp−T op ∣∣∣
T oC
Nash (1−1Q)+ (1−1T ))
Tech (Pas-du-Loup) 250 15 March 2011 0.15 0.32 0.70 0.73
Verdouble (Tautavel) 299 15 March 2011 0.13 0.32 0.82 0.79
Salz (Cassaignes) 144 20 December 2000 0.18 0.32 0.76 0.75
Gardon (Anduze) 543
28 September 2000 0.03 0.02 0.95 0.97
8 September 2002 0.12 0.00 0.97 0.95
18 October 2006 0.03 0.15 0.60 0.80
Beaume (Rosie`res) 212 16 November 2006 0.32 0.10 0.64 0.75
Arde`che (Vogu¨e´) 619
20 October 2008 0.02 0.02 0.93 0.96
31 October 2008 0.13 0.04 0.87 0.89
3 November 2011 0.23 0.40 0.85 0.73
Average 0.13 0.17 0.81 0.83
sensitivity indices are similar. First, before rainfall starts,CZ ,
CKSS and KD1 – i.e., soil depths, lateral subsurface flow and
main channel roughness – explain most of the variability be-
cause the initial soil water content (above 48 %, Table 4) ac-
tivates subsurface flow and exfiltration in the drainage net-
work. Only the main channel represented by KD1 is con-
cerned by these small amounts of water at the outlet (a few
m3 s−1).
Then we can distinguish the 16 November 2006 event at
Rosie`res (Fig. 8, right), the smallest one in terms of spe-
cific discharge, from the nine others obviously activating all
model flow components. This event is underestimated by
MARINE and is characterized by an important sensitivity to
CZ , especially at peak time and early recession (11 to 22 h)
of the hydrograph. CK and KD1 play a small role during the
rising limb. Moreover, while the influence of the parameter
driving infiltrability (i.e., CK) is low, subsurface flow repre-
sented by parameter CKSS plays an important role (10 % of
total variance). Only “minor flow components” are activated
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Table 6. Gardon d’Anduze: 8 September 2002 flash flood event, first-order effects and standard error averaged in time, and first-order
metamodel R2 for different sampling ranges around nominal parameter values.
α Si1 CZ Si1 CK Si1 CKSS Si1 KD1 Si1 KD2 Sum (Si1) Sum (Si1 std err) R2 Sum (Si1)
±5 % 0.392 0.183 0.119 0.198 0.091 0.983 0.020 0.972
±10 % 0.413 0.170 0.109 0.195 0.079 0.967 0.028 0.975
±15 % 0.376 0.169 0.117 0.196 0.081 0.940 0.030 0.971
Table 7. First-order effects (–), standard error and first-order metamodel R2 averaged in time for each event of the validation set sorted in
ascending order of specific peak flow. For each event 1024 events are analyzed.
Area Sum Sum
Catchments (km2) Validation events Si1 CZ Si1 CK Si1 CKSS Si1 KD1 Si1 KD2 (Si1) (Si1 stdev) R2
Beaume (Rosie`res) 212 16 November 2006 0.73 0.00 0.23 0.00 0.00 0.979 0.038 0.99
Verdouble (Tautavel) 299 15 March 2011 0.36 0.06 0.22 0.13 0.22 0.992 0.021 0.97
Gardon (Anduze) 543 28 September 2000 0.49 0.01 0.17 0.20 0.07 0.943 0.056 0.94
Salz (Cassaignes) 144 20 December 2000 0.29 0.03 0.42 0.11 0.09 0.941 0.038 0.99
Arde`che (Vogu¨e´) 619 3 November 2011 0.51 0.04 0.27 0.05 0.13 0.997 0.019 0.98
Arde`che (Vogu¨e´) 619 20 October 2008 0.47 0.15 0.23 0.07 0.07 0.993 0.016 0.99
Arde`che (Vogu¨e´) 619 31 October 2008 0.33 0.04 0.49 0.04 0.07 0.967 0.011 0.99
Tech (Pas du Loup) 250 15 March 2011 0.49 0.02 0.26 0.16 0.02 0.948 0.046 0.94
Gardon (Anduze) 543 18 October 2006 0.57 0.00 0.15 0.14 0.08 0.947 0.035 0.93
Gardon (Anduze) 543 8 September 2002 0.41 0.17 0.11 0.20 0.08 0.966 0.028 0.98
Average 0.43 0.05 0.24 0.11 0.08 0.92 0.034 0.92
for that catchment and event – i.e., moderate solicitation of
flow components without floodplain invasion.
At the beginning of rainfalls, and during heavy rainfalls, a
similar general sensitivity pattern can be found for the nine
other events (Figs. 5 to 8); most flow components are ac-
tivated: infiltration, lateral subsurface flow, hillslope runoff,
main channel and floodplain flow. The temporal evolution
of parameter’s influence involves in the following order the
different processes: infiltrability, transfer and limitation by
maximum soil storage capacity. In fact, CK determining in-
filtration capacity is sensitive for significant rainfall intensity
variations (Fig. 5 at 15 h, Fig. 6 at 47 and 57 h, Fig. 7 (right) at
8 h, Fig. 8 (left) at 25 h). Before the hydrograph’s rising limb,
KD1, the main channel friction coefficient, drives the uncer-
tainty, and then soil depth coefficient CZ is sensitive, which
defines cells total storage capacity. This highlights sensitivity
to the soil volume, which influences saturation dynamics and
so on to water volumes partitioning among the catchment.
Let us remark that CZ explains more than 80 % of model
output variance when most hydrographs are peaking.
However, the presence of some peaks of CKSS influence
during simulations (Fig. 5 around 10, 60 and 160, 210 and
240 h; Fig. 6 around 15, 55 and 87 h; Fig. 7 (left) around
50 h, (right) around 52 h; Fig. 8 (left) around 15 h) can be
explained by a significant contribution of subsurface flow.
Indeed, CKSS is the adjustment parameter of soil lateral con-
ductivity for subsurface flow. It can have an impact on sim-
ulated discharge by modifying the distribution of soil wa-
ter content and thus infiltration dynamics. During recession,
CKSS sensitivity generally increases, which can show the role
of subsurface in recession dynamics according to the model.
Let us consider the high CKSS sensitivities explaining
more than 80 % of model output variance for slow recessions
in the case of 31 October 2008 and 3 November 2011 floods
on the Arde`che at Vogu¨e´ for instance (Fig. 5), as for slow hy-
drograph rising limb in the case of the 15 March 2011 flood
of the Verdouble at Tautavel (Fig. 7, right, at 51 h) or the
20 December 2000 flood of the Salz at Cassaignes (Fig. 8,
left, between 10 and 20 h)
KD2 the overbank roughness coefficient is sensitive during
late rising and early falling limbs, when saturation is high
and a huge amount of water is transferred to the outlet by
overbank flow (Fig. 5 around 20, 90 h and between 170 and
225 h; Fig. 6 around 35, 67 and 115 h; Fig. 7 (left) around
90 h, (right) around 40, 65 and 100 h; Fig. 8 (left) around
45 h).
Finally, it can be remarked that in the case of the 8 Septem-
ber 2002 extreme event at Anduze, a complex catchment be-
havior reflected by quickly variable and marked sensitivities
is caused by an extreme storm in the very lower part of the
catchment causing short response delays (more than 400 mm
cumulated rainfall on half of the catchment with maxima
greater than 700 mm located close to the outlet). On the con-
trary, the 18 October 2006 and 28 September 2000 gener-
ating storms hit the medium or upper part of the Gardon
d’Anduze catchment with less violence. For these longer rain
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Figure 9: (Top) Ardèche at Vogüé, 20/10/2008, 31/10/2008 and 03/11/2011 flash flood 3 
events and quintiles Q10 and Q90 of simulated discharge. (Bottom) ∑−
i
iS1 . 4 
Fig. 9. (Top) Arde`che at Vogu¨e´: 20 October 2008, 31 October 2008 and 3 November 2011 flash flood events and quintiles Q10 and Q90 of





































































Figure 10: (Top) Gardon at Anduze, 28/09/2000, 08/09/2002 and 18/10/2006 flash flood 3 
events and quintiles Q10 and Q90 of simulated discharge. (Bottom) ∑−
i
iS1 . 4 
Fig. 10. (Top) Gardon at Anduze: 28 September 2000, 8 September 2002 and 18 October 2006 flash flood events and quintiles Q10 and Q90
of simulated discharge. (Bottom) 1−∑
i
Si .
events the temporal sensitivities vary more slowly. Moreover,
for sensitivity peaks of CZ and then KD1, KD2, (Fig. 6 be-
tween 20 and 30 h, and between 95 and 122 h) corresponding
to rainfall peaks responses, CZ sensitivity stays above the
other during the flood. This can be attributed to a catchment
spatio-temporal dampening effect: when a storm hits catch-
ment headwaters, a larger soil storage volume is involved in
flood generation.
5.3 Analysis of temporal interaction effects
Using variance-based sensitivity analysis methods, an essen-
tial aspect is that the estimated S′is have interesting normal-
ization properties. Indeed, from Eq. (5) normalized by V (Y )
and with Eq. (6), the sum of nicely scaled sensitivity mea-









Sij + . . .+ S1,2,...,k. (7)
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Figure 11: (Top) 15/03/2011 flash flood event and Q10 and Q90 quintiles of simulated 3 
discharge on (left) the Tech at Pas-du-Loup and (right) the Verdouble at Tautavel. 4 
(Bottom) ∑−
i
iS1 . 5 
Fig. 11. (Top) Flash flood event of 15 March 2011 and Q10 and Q90 quintiles of simulated discharge for (left) the Tech at Pas-du-Loup and






































































































































Figure 12: (Top) Q10 and Q90 quintiles of simulated discharge on (left) 20/12/2000 for the 3 
Salz at Cassaignes, (right) 16/11/2006 for the Beaume at Rosières. (Bottom) ∑−
i
iS1 . 4 
Fig. 12. (Top) Q10 and Q90 quintiles of simulated discharge on (left) 20 December 2000 for the Salz at Cassaignes and (right) 16 Novem-
ber 2006 for the Beaume at Rosie`res. (Bottom) 1−∑
i
Si .
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Given that the sum of all sensitivity indices (up to order k,
with k the number of input factors) sum up to 1, it is possible
to apprehend the importance of interactions using first-order
sensitivity indices. By definition the difference 1−∑
i
Si gives
the sum of all higher order sensitivities and is therefore an in-
dicator of the presence of interactions according to (Ratto et
al., 2007a; Saltelli et al., 2000). Indeed the formulation of
each summand of the HDMR (including second-order vari-
ances) is a conditional variance; that is to say the integral of
the square of a real function (cf. Eq. 4), which implies the
positivity of Vij ’s and therefore Sij ’s.
The difference 1−∑
i
Si is presented for the validation
events from Figs. 9 to 12. During hydrograph peaks, less
than 10 % of model outputs variance is explained by corre-
lations between the five sensitive MARINE model parame-
ters. Moreover, the highest correlation is at 0.6 after initial-
ization (Fig. 9 at 1, 53 and 141 h; Fig. 10 at 5, 42, 53 and
77 h; Fig. 11 (left) at 8 h; and Fig. 11 (right) at 1 h) or af-
ter first rainfall intensity peak (Fig. 10 at 12, 53 and 84 h;
Fig. 11 (right) at 12 h). These interactions reaching 60 % of
model variance when the model starts running or when it is
first raining might be due to water partition among the model
components, which can lead to parameter interactions. This
indicates that water partitioning representation can be im-
proved and begs questions about initialization data.
This low interacting behavior of MARINE model in gen-
eral, with some differences in function of the catchment-
flood type and magnitude, can be interpreted as an indicator
of a correct process parameterization, especially during ris-
ing limbs. In summary, interactions play an important role at
the initial stage of the rising limb (with peaks corresponding
to the beginning of precipitation), and the model inputs influ-
ence tend to be more orthogonal (few interactions) when the
flow is significant.
6 Conclusions
The aim of this contribution was to analyze hydrologic model
sensitivity in the case of flash floods with a new approach
in hydrological modeling – namely model output variance
decomposition for temporal patterns of parameter sensitiv-
ity. Given a simple and parsimonious parameterization of
MARINE model structure, TEDPAS are calculated on a sig-
nificant number of contrasted validation flood events in the
Ce´vennes and the Pyrenean region (France). Our results
show the huge impact of soil depth on model sensitivity,
which is consistent with recent case studies of the Ce´vennes
(Braud et al., 2010; Roux et al., 2011). First-order sensitiv-
ity to the soil depth map multiplicative constant CZ explains
more than 80 % of model outputs variance when most hydro-
graphs are peaking. Moreover, first-order sensitivity to sub-
surface lateral transmissivity constantCKSS is responsible for
80 % of model output variance for slow recessions or multi-
ple peak hydrograph rises. Using models as learning tools
with TEDPAS gives information on the different processes
giving rise to the flood hydrograph in the following order: in-
filtrability, transfer and limitation by maximum soil storage
capacity. Concerning the transfer function, successive sen-
sitivity to drainage network’s main channel and flood plain
roughness likely depends on event dynamics and amplitude.
The small part of variance explained by correlations be-
tween MARINE parameters probably stems from model par-
simony. First hours of simulations or rainfall intensity peaks
are yet to be determined as the instant when correlation oc-
curs, pointing to soil water content initialization or water dis-
tribution problems. Reduction of model uncertainty can be
achieved by improving water partition between lateral flow
components and other mechanisms such as exfiltration in the
drainage network and its own representation. Measurements
at different scales are still necessary to better constrain these
flow dynamics. Moreover, in situ soil moisture measurements
and smaller scale water balance modeling (Vincendon et al.,
2010) would strengthen representation of soil saturation dy-
namics and increase simulation realism for catchment flash
flood responses.
A general pattern of model response is found for Mediter-
ranean flash flood events, but some peaks of sensitivity to
infiltrability, subsurface during recession or friction coeffi-
cients, for example, can indicate particular process dynam-
ics attributable to singular rainfall distributions. Combin-
ing variance-based sensitivity analysis in a regionalization
framework along with spatial and temporal sensitivities de-
rived from variational methods, following the intent of Cas-
taings et al. (2009), could bring understanding in spatial
temporal aggregation of flash-flood-generating processes and
data/modeling uncertainties. The resonance between rainfall
spatial and temporal distribution and catchment properties, in
other words the catchment temporal dampening effect, could
be accessible that way.
Ultimately it can be concluded that the variance-based
temporal sensitivity analysis method presented here can be
successfully applied to distributed hydrological models, al-
lowing the following:
– analysis of the model processes temporal dynamics for
each flood event,
– derivation of patterns of model responses according to
the different characteristics of each event,
– emphasis of model structure or parameterization prob-
lems when an important part of the model variance is
explained by correlations.
This method can be implemented with a very reasonable
computational cost, and studies for other litho-pedological
conditions, landscapes and climatic regions could bring in-
sight, for example, to help the number of possible hydrolog-
ical process representations to converge.
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ad [m2] Drainage area
CK [-] Correction coefficient of the
saturated hydraulic conductivity
CZ [-] Correction coefficient of the soil
thickness
I [m] Cumulative infiltration
T0 [m2 s−1] Local transmissivity of fully
saturated soil
CKSS [-] Correction coefficient of local trans-
missivity of fully saturated soil
M [-] Transmissivity decay parameter
H [m] Water depth
I [m s−1] Infiltration rate
R [m] Rainfall rate
K [m s−1] Saturated hydraulic conductivity
LNP [-] Performance criterion
Ko [m−1/3 s−1] Strickler roughness coefficient of
the overland
KD1 [m−1/3 s−1] Strickler coefficient of the main
channel (drainage network)
KD2 [m−1/3 s−1] Strickler coefficient of the hack
overbanks (drainage network)
Q [m3 s−1] Discharge
Sf [m m−1] Friction slope
S0 [m m−1] Bed slope
tp [s] Time to ponding
U [m s−1] Overland flow velocity
Z [m] Soil thickness
θi [m3 m−3] Initial water content of the soil
θs [m3 m−3] Saturated water content of the soil
9 [m] Soil suction at wetting front
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Editor D. Koutsoyiannis
Abstract Accurate flash flood prediction depends heavily on rainfall data quality and knowledge of catchment
behaviour. A methodology based on global sensitivity analysis and hydrological similarity is proposed to analyse
flash storm-flood events with a mechanistic model. The behaviour of medium-sized catchments is identified in
terms of rainfall–runoff conservation. On the basis of this shared behaviour, rainfall products with questionable
quantitative precipitation estimation (QPE) are excluded. This facilitates selection of rainfall inputs for calibra-
tion, whereas it can be difficult to choose between two rainfall products by direct comparison. A substantial
database of 43 flood events on 11 catchment areas was studied. Nash-Sutcliffe efficiencies for this dataset are
around 0.9 in calibration and 0.7 in validation for flash flood simulation in 250-km2 catchments with selected
QPE. The resulting calibration framework and qualification of possible losses for different bedrock types are also
interesting bases for flash flood prediction at ungauged locations.
Key words flash floods; global sensitivity analysis; catchment behaviour; QPE; hydrological model calibration; regionalization;
bedrock loss
Caractérisation de comportements de bassins versants et sélection de pluies pour la calibration de
modèles hydrologiques dans le cas de crues éclair : bassins de l’est des Pyrénées
Résumé La précision des prévisions de crues éclair dépend largement de la qualité des données de pluie et de la
connaissance du comportement des bassins versants. Une méthodologie basée sur de l’analyse de sensibilité
globale et des similarités hydrologiques est proposée afin d’analyser des évènements de crues éclair à l’aide d’un
modèle pluie débit mécaniste. Le comportement de bassins versants de taille moyenne est identifié en termes de
conservation du volume d’eau entre la pluie et le débit. A partir d’un comportement hydrologique, les produits de
pluie présentant des estimations quantitatives de précipitation (EQP) douteuses sont exclus. Ainsi, la sélection de
données de pluie pour la calage est facilitée alors qu’il peut être difficile de choisir un produit de pluie plutôt
qu’un autre par une comparaison directe. Une base de données conséquente et composée de 43 évènements de
crues sur 11 bassins versants a été étudiée. Les performances (Nash) sont de l’ordre de 0,9 en calage et de 0,7 en
validation pour des crues éclair survenues sur des bassins de 250 km2 et modélisées à l’aide d’EQP sélectionnées.
La méthode de caage et l’identification de pertes potentielles vers le socle rocheux sont des bases intéressantes
pour la prévision de crues éclair sur des bassins non jaugés.
Mots clefs crue éclair ; analyse de sensibilité globale ; comportement hydrologique de bassin versant ; EQP ; calage de modèle
hydrologique ; régionalisation ; perte vers le socle rocheux
1 INTRODUCTION: PROBLEM
FRAMEWORK
Like the storms that cause them, flash floods are very
variable and nonlinear phenomena in time and space,
with the result that understanding and anticipating
flash flood genesis is far from straightforward.
Flash floods are generally triggered by intense and
localized storms, and water depth in the drainage
network can reach peak levels in a few minutes or a
few hours (Georgakakos 1992). Monitoring flash
424 Hydrological Sciences Journal – Journal des Sciences Hydrologiques, 60 (3) 2015
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floods is particularly difficult (Borga et al. 2008), as
conventional measurement networks monitoring rain-
fall and river discharges cannot sample effectively
due to problems of scale (Creutin and Borga 2003).
That is why hydrological forecasts focus increasingly
on remote sensing techniques, such as radar
(Krajewski and Smith 2002), high-resolution hydro-
meteorological prediction models (Seity et al. 2011,
Vincendon et al. 2010, 2011), knowledge of climatic
antecedents of a catchment or region and initializa-
tion of event models (Tramblay et al. 2010, Roux
et al. 2011). Taking into account the uncertainty due
to the model structure itself or to spatio–temporal
rainfall is recognized as important in hydrological
modelling (Kirstetter et al. 2010, Delrieu et al.
2014). As highlighted by Looper and Vieux (2012),
flood prediction accuracy is linked to the quality of
rainfall estimates and forecasts. The robustness of
rainfall–runoff models might be increased and
knowledge of uncertainty might be improved by the
availability, the anteriority and the quality of hydro-
meteorological time series, and, in several cases, by
their space–time resolution.
Estimated precipitation can be considered as one
of the most important inputs required for hydrologi-
cal prediction. Rainfall distribution and amount deter-
mine surface hydrological processes and therefore
catchment response dynamics. An adequate charac-
terization of rainfall input is fundamental for success
in rainfall–runoff modelling: no model, however well
founded in physical theory or empirically justified by
past performance, can produce accurate runoff pre-
dictions forced by inaccurate rainfall data (e.g. Beven
2002, Moulin et al. 2009).
Although radar-based weather coverage has
increased considerably over the last two decades
enabling high-resolution spatial and temporal mea-
surements of rainfall, quantitative precipitation esti-
mation (QPE) still presents difficulties due to the
limitations of radar measurements. Radar QPE there-
fore still currently relies strongly on gauge
measurements.
An important question is how many raingauges
are needed to get a correct QPE and to model error,
or what radar-to-gauge ratio is required? In the case
of catchment hydrology the underlying question is:
does the proportion of the rainfall measured by the
raingauge network explain most of the hydrological
response, and with what accuracy? Indeed the sig-
nificance of in situ measurements can be directly
affected by catchment rainfall space–time dynamics
(Viglione et al. 2010, Zoccatelli et al. 2011). For
instance, the speed and direction of movement of
rain cells seem to exert a strong control on the hydro-
logical response of an arid catchment (Yakir and
Morin 2011).
However, rainfall estimation errors, like other
sources of uncertainty, can be mainly compensated
by hydrological model parameter values often deter-
mined through a calibration process. Bárdossy and
Das (2008) show that the semi-distributed HBV
model using different rainfall measurement networks
needs to be recalibrated. Specifically they state that
calibration of the model with relatively sparse rainfall
data leads to good performance with dense precipita-
tion measurement, while the model calibrated on
dense precipitation information fails on sparse data.
There are several studies of Mediterranean flash
floods at the regional scale in the literature. Ayral
et al. (2007), with the ALTHAIR model, and Le Lay
and Saulnier (2007), with the event-based
TOPMODEL approach, tested different levels of
sophistication in the regionalization of inputs and
model parameters. Ayral et al. (2007) obtained a
systematic overestimate of peak discharge and a
satisfactory simulation of the time of the peak when
the model was used with spatially homogeneous
parameters. Le Lay and Saulnier (2007) show that
the efficiency of the model significantly increases
when the spatial variability of rainfall is taken into
account. Nevertheless, for some catchments the per-
formance failures remain unexplained. Tramblay
et al. (2011) used soil moisture initialization with
SIM data (SAFRAN-ISBA-MODCOU; Habets
et al. 2008) and show the benefit of using spatial
radar to measure rainfall on the Gardon d’Anduze
catchment (545 km2) in the Cévennes region, France,
particularly for the largest flood events. Versini
(2012) shows that in the Gard region, France, the
predictive power of a road submersion system in
cases of flash floods is affected by rainfall uncer-
tainty which drastically drops for lead times exceed-
ing two hours. The effects of uncertainty in the
rainfall forecast are highlighted by a recent study in
the Besos River basin, Catalonia, Spain (Quintero
et al. 2012). However, little information can be
found in the literature about the calibration of flash
flood models and the problem of rainfall uncertainty.
The problem of rainfall uncertainty is particu-
larly crucial when attempting to develop flash flood
regionalization methodologies, especially on fast-
responding catchments involving several difficult
problems, such as structural, parametric or data
uncertainties. Regionalization of model parameters
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to ungauged catchments is generally performed on
the basis of knowledge acquired from modelling on
gauged catchments (Merz and Blöschl 2004,
Wagener et al. 2004, Blöschl 2005). Different
approaches may give considerably different results,
particularly if unusual conditions prevail, e.g. regard-
ing soil, geology, or climatology (Weingartner et al.
2003). For this reason, it is particularly important to
understand catchment response through a sensitivity
analysis of model parameters. Sensitivity analysis
that assesses the impact of model parameters on the
output is indeed a convenient tool for investigating
model behaviour and particularly the importance of
certain choices of parameterization within the model.
It is possible to explore high-dimensional parameter
space and some studies show the usefulness of sensi-
tivity analysis for hydrological model improvement
(Andréassian et al. 2001, Oudin et al. 2006, Tang
et al. 2007, Pushpalatha et al. 2011), or to better
understand model behaviour with respect to inputs
such as precipitation (Xu et al. 2006, Meselhe et al.
2009).
Hydrological models are characterized by com-
plex response surfaces due to the mathematical for-
mulation used to describe the rainfall–runoff
phenomenon. It can therefore be difficult to deter-
mine optimal parameter combinations given multiple
convergence zones, anisotropic curving, or singular
points responsible for discontinuities of derivatives
(Johnston and Pilgrim 1976, Duan et al. 1992). This
poses the problem of local extrema for both calibra-
tion and sensitivity analysis. In this context, global
sensitivity analysis methods, unlike local ones, have
been proposed for examining multiple locations in
the physically possible parameter space. Regional
sensitivity analysis (RSA) was originally developed
by Hornberger and Spear (1981) and later called
generalized sensitivity analysis (GSA) by Freer
et al. (1996) in the context of environmental model-
ling to reduce the number of model parameters. This
approach is particularly important with the current
shift towards distributed hydrological models. In the
case of flash flood event modelling, it is indeed
interesting to perform an analysis of the sensitivity
of model outputs to parameter variations over large
ranges. The GSA method is a global approach. It
tackles the question of sensitivity by sampling the
space of uncertain model inputs (parametric uncer-
tainty is usually considered) in order to enable the
conditioning of model predictions on available obser-
vations using a likelihood measure (Beven and
Binley 1992).
Understanding the sources of uncertainty is cur-
rently a central question in hydrology. This can be
achieved by various methods, of which formal
Bayesian methods (Kuczera and Parent 1998) and
the generalized likelihood uncertainty estimation
(GLUE) method (Beven and Binley 1992) are the
most popular, along with recursive application of
GSA for dynamic identifiability analysis (Wagener
et al. 2003) or Bayesian total error analysis
(Kavetski et al. 2006) for comprehensive calibration
and uncertainty estimation. They have been widely
discussed with respect to their philosophy and the
mathematical rigour on which they rely (Gupta et al.
2003, Beven 2006, Mantovan and Todini 2006,
Todini 2007, Beven et al. 2008, Yang et al. 2008,
Vrugt et al. 2009, Jin et al. 2010, Yang 2011). These
contributions show that results of the GLUE method
are notably influenced by threshold values on the
cost function and parameter variation ranges (Yang
et al. 2008, Yang 2011). In addition, Li et al. (2010)
performed a comprehensive evaluation of the para-
meters and total uncertainty estimated by GLUE and
a formal Bayesian approach to quantify the conse-
quences of (a) threshold values or the acceptable
sample rate (ASR), and (b) the number of sample
simulations on the results of GLUE.
Moreover, the need to define limits of accept-
ability before model runs when applying the GLUE
methodology is highlighted in Beven (2006). For
example, limits of acceptability for discharge are
defined using an estimated rating curve error at five
sites within the Skalka catchment in the Czech
Republic, and then relaxed to allow a strong realiza-
tion effect in predicted flood frequencies (Blazkova
and Beven 2009).
In this study we focus on the quality of the
rainfall estimate for rainfall–runoff modelling and
the selection of calibration events for the regionaliza-
tion of flash flood models. Indeed for regionalization,
a rainfall–runoff model may need to be calibrated on
gauged catchments. This raises the questions: How
do we select the calibration/validation events? Should
all possible events be used? What about the intrinsic
quality of the mean areal precipitation for each event
and its impact on the estimated values of the para-
meters? For the catchments of interest in the
Mediterranean region, several rainfall products are
often available and for most events it is difficult to
choose between them using direct comparison of the
different rainfall products. This study proposes a
methodology using sensitivity analysis of the
MARINE rainfall–runoff model, dedicated to flash
426 P.A. Garambois et al.
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flood analysis and forecasting in the Mediterranean
region (Roux et al. 2011). Based on the results of this
sensitivity analysis, water conservation controls and
simulated runoff coefficients are explored. In particu-
lar, cumulative distribution functions of the para-
meters often show mean catchment behaviours,
which help to select flash flood events for model
calibration. This enables rainfall products with ques-
tionable QPE to be excluded. The aim is to prepare
the calibration of catchment parameter sets and
reduce the significant uncertainty introduced by rain-
fall QPE data in the case of flash flood modelling.
The chosen catchments possess contrasting physio-
graphic properties, thus helping to provide a holistic
understanding of hydrological controls (Gaál et al.
2012).
The present paper is organized as follows.
Section 2 is a presentation of the study zone and
the catalogue of catchments and events considered,
with some characteristics of soils and geology for
comparative general sensitivity analysis. Section 3
briefly presents the MARINE model and its hypoth-
esis. Section 4 investigates the influence of different
radar or interpolated rainfall products measured with
raingauges on model calibration and sensitivities,
particularly for soil volume. Section 5 presents catch-
ment parameter sets calculated with a multiple event
calibration method, with, for each event selected, the
best rainfall products by comparing their respective
sensitivities. Finally, Section 6 presents a discussion
on modelling performance and the resulting under-
standing of hydrological processes, regarded as a first
essential step towards prediction of flash floods in
ungauged catchments.
2 STUDY ZONE AND CATCHMENT
PROPERTIES
The proximity of the Mediterranean Sea and the steep
surrounding topography can promote low level
uplifting in an unstable atmosphere, as for example
in the Alps and Pyrenees (Davolio et al. 2009, Tarolli
et al. 2012). The region of interest is thus fairly
frequently affected by intense rainfall, and represents
an interesting area for regional studies of flash floods,
considering the number of small to medium-sized
responding catchments. The dataset for this study is
composed of 11 catchments in the foothills of the
eastern Pyrenees with areas ranging from 36 to
776 km2 (Fig. 1), representing a significant number
of flood events (43) ranging from moderate flood to
strong flash flood. The events selected are the stron-
gest flood responses recorded during the period
1980–2011 for the catchments of interest. In order
Fig. 1 (Left) Main rivers and mountains of France. (Right) Study zone: Pyrenean foothills and Montagne Noire catch-
ments, showing Opoul radar station, 50-km and 80-km range markers, operational raingauge network, and main cities.
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to study all the strongest flood responses we selected
those with specific peak flow over 0.2 m3 s-1 km-2 for
the selected catchments.
2.1 Flood-generating rainfall measurements
The selected catchments are located near the Opoul
meteorological radar station (Fig. 1). The dense
French raingauge and radar network coverage offers
interesting possibilities for capturing the variability of
flood-triggering storms (Fig. 1). In this paper we use
an operational hourly raingauge network for flood
monitoring purposes and data provided by the regio-
nal flood forecast service for the Languedoc
Roussillon zone, the Service de Prévision des Crues
Méditerranée Ouest (SPCMO). We have at least three
operational raingauges for the smallest catchments
and seven for the largest (Têt) with records going
back decades. The average density is two raingauges
per 100 km2, with at least one per 100 km2 for the
catchments of interest (Fig. 1).
Radar rainfall measurements are available since
2002 with the radar located at Opoul. This radar
station belongs to ARAMIS, the operational radar
network of Meteo France, which has developed
good expertise and algorithms for rainfall estimation
from radar reflectivity (Tabary 2007, Tabary et al.
2007). Twenty years of radar hydrology have led to
the creation of several radar products with combina-
tions of radar and/or raingauge data for QPE adjust-
ments. In this study we use:
(a) Raingauges interpolated with the Thiessen
method (RG_Interp), dt = 1 h.
(b) Radar rainfalls recalibrated on raingauges
(Tabary 2007, Tabary et al. 2007):
– Rainfalls recalibrated by flood forecasters
after flood events, available for the west
French Mediterranean (SPCMO) and in the
Cévennes-Vivarais region from the Service
de Prévision des Crues du Grand Delta
(SPCGD) (RA_Calibr), dt = 5 min and
dx = 1 km;
– A new Meteo France rainfall re-analysis pro-
duct available for the whole of Metropolitan
France before 2010 (RA_ReanH), dt = 1 h
and dx = 1 km; and
– PANTHERE rainfalls produced by Meteo
France for the whole of Metropolitan
France since 2005 (RA_ReanP), dt = 5 min
and dx = 1 km.
The RA_ReanP product is considered only after
2010 when RA_ReanH is not available, as the re-
adjustment algorithm and data used might differ
between those products. The smallest time resolu-
tion of some rainfall products does not exceed 1 h,
which is lower than the concentration time of the
catchments considered, where the average is about
7 h. Moreover, the results given below might not be
strongly affected since they are generally integrated
over the duration of an event. The average rainfall
duration is 30 h for this dataset, including a few
hours with high rainfall intensities. We do not give a
detailed description of the development of rainfall
products because our purpose is to study them
through hydrological modelling over an entire
hydrological region and to take advantage of all
the available products.
To describe rainfall products we use first- and
second-order moments Δ1, Δ2 integrated over storm
duration (Zoccatelli et al. 2011), where Δ1 describes
the distance of the centroid of catchment rainfall with
respect to the catchment centroid (average value of
the flow distance): a value close to one reflects either
a spatially homogeneous rainfall event or rainfall
concentrated on the catchment centroid, a value less
than one reflects rainfall near the basin outlet, and
values greater than one indicate a rainfall distribution
closer to the catchment headwaters; and Δ2 describes
the dispersion of rainfall, with a value close to one
reflecting uniform rainfall, while values of less than
one mean that rainfall has a unimodal trend along the
flow distance.
For our dataset, the rainfall products can give
different QPE (Fig. 2). Radar range and topography
are factors that condition the quality of radar QPE
especially for mountainous catchments, as well as
the raingauge data used for radar QPE readjust-
ment. From a direct comparison of the different
rainfall products for most events, it is difficult to
select one rainfall product rather than another. For
instance, raingauges might not have seen a signifi-
cant part of a rainfall field, or masking can directly
affect radar QPE. The impact on hydrological
simulations can be considerable, for example
because of large differences in spatial and temporal
distributions of different rainfall products. Rainfall
moments integrated over storm duration are
reported in Fig. 2 and show the differences of
cumulated rainfall, but also the spatial and tem-
poral variability of the different rainfall products
available for a given event.
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2.2 Physiographic characteristics
The region of interest is located in southwestern
France on the Mediterranean coast. The characteris-
tics of the 11 catchments selected for this study are
presented in Table 1. Topography is described with
a 25 m resolution digital elevation model (DEM)
available from the National Geographic Institute
(BD TOPO® © IGN, Paris, 2008). Some of these
catchments are tributaries of the River Aude that
drains an area of high hills (Corbières) and flows
through a narrow valley. Downstream from the city
of Carcassonne, the morphology of the valley
becomes a broad alluvial valley bordered by the
Montagne Noire massif to the north (north and
northeast of Carcassonne) and the Corbières hills
to the south.
We consider catchments with a sharply marked
topography consisting of narrow valleys and steep
hill slopes (Fig. 1). Physiographic factors may affect
flash flood occurrence in specific catchments by a
combination of two main mechanisms: orographic
effects that augment precipitation, and topographic
effects promoting rapid concentration of stream
flow (Costa 1987, O’Connor and Costa 2004).
From the Orbieu to the Tech, all the catchments
present a strong topographic gradient with an eleva-
tion ratio (the height difference divided by the max-
imum flow path length) ranging between 0.022 and
0.086 (Table 1).
The properties of the superficial layers of the soil
such as texture and thickness (Table 1) are extracted
from the Languedoc Roussillon soil database
Fig. 2 Characteristics of rainfall fields for the different rainfall products for each catchment-flood considered: (a) cumulated
rainfall (mm); (b) first-order moment Δ1 integrated over storm duration; (c) second-order moment Δ2 integrated over storm
duration.
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(referred to as BDSol-LR) provided by the INRA1
(Robbez-Masson et al. 2002) (IGCS2 programme,
BDSol-LR version 2006).This database gives infor-
mation on pedological landscapes, which are known
as cartographic soil units, at a resolution of 1/250 000
(Manus et al. 2009). The importance of soil thickness
and hydraulic properties on hydrological processes
such as soil saturation, and the determination of
what constitutes excess rainfall, is highlighted in the
case of flash floods (Braud et al. 2010, Roux et al.
2011). Moreover, the geology of this region is quite
complex and bedrock faults or karstic formations can
play a role in water conservation or karst outflows
triggered by a flood (Nou et al. 2011).
Land cover is very varied in this study area, with
moderate slopes occupied by vineyards in the valleys
of the River Aude and its tributaries, while the upper
slopes are covered by garrigue and scrub. Forest is
encountered in the central part of the Montagne Noire
and the Pyrenees foothills. Land use maps are
derived from remote sensing data (2000 Corine
Land Cover: Service de l’Observation et des
Statistiques). The substrate of the Aude watershed is
mainly composed of silt and sand, developed from
limestone and clay-limestone rocks (Fig. 3 and
Table 2). Locally, the limestone bedrock is highly
karstified, especially in the Montagne Noire (Gaume
et al. 2004, Nou et al. 2011). The spatially contrast-
ing bedrock composition can be divided into four
groups of catchments with similar bedrocks, most
of which are close geographically (Garambois et al.
2014).
3 DESCRIPTION OF THE MODEL
The modelling approach chosen for the catchment set
is the distributed model MARINE for flash flood
forecasting (Roux et al. 2011) with subsurface flow
modelling. It takes advantage of distributed forcing
and soil spatial properties. The predominant factor
considered to give rise to stream discharge is repre-
sented by the topography i.e. slope and downhill
directions. The model runs on a regular grid of
squared cells, 200 × 200 m. This mesh is more
refined than any of those available for rainfall field
description, whose cells usually cover 1 km2.
MARINE runs with an adaptive time step (a few
seconds to 1 minute) using the Courant-Friedrichs-
Lewy (CFL) condition to reduce calculation time.
The model is structured in three main modules
(Fig. 4), the first two representing vertical and lateral
soil saturation dynamics. The first module separates
the precipitation into surface runoff and infiltration
using the Green and Ampt model. The second mod-
ule represents subsurface downhill flow with an
approximation of Darcy’s law. The third represents
the overland flow (over hillslopes and in the drainage
network): the transfer function component conveys
the excess rainfall to the catchment outlet using the
kinematic wave approximation. Both infiltration
excess and saturation excess are represented in
MARINE. Model parameters are calculated from
soil surveys and remote sensing data. Soil thickness
and texture maps are derived from the Rawls and
Brakensiek definition of soil classes (Rawls and
Table 1 Catchment characteristics; elevation ratio is the max-min elevation divided by the longest flow path. Soil
























Ballaury 36 2.3 890 10.4 0.086 0.21 3.59E+06 5.6
Salz 144 3.6 995 17.2 0.058 0.31 4.19E+07 1.4
Réart 145 5.8 780 28.8 0.027 0.41 5.76E+07 3.4
Lauquet 173 6.4 795 29.1 0.027 0.36 6.41E+07 1.2
Agly 216 6.4 1640 33.5 0.049 0.25 5.31E+07 1.0
Cesse 231 5.7 970 36.1 0.027 0.28 6.62E+07 1.3
Tech 250 4.4 2730 34.5 0.079 0.16 5.33E+07 2.4
Orbiel 253 5.5 1200 34.8 0.034 0.36 8.89E+07 1.2
Orbieu 263 5.8 840 37.6 0.022 0.38 9.93E+07 1.1
Verdouble 299 5.5 915 37 0.025 0.33 1.03E+08 1.7
Têt 776 7.9 2540 47.3 0.054 0.19 1.50E+08 1.3
1The French National Institute of Agronomical Research.
2IGCS: Inventaire, Gestion et Conservation des Sols -voir http://gissol.orleans.inra.fr/.
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Brakensiek 1985). Soil saturation at the beginning
of each event is estimated with SAFRAN-ISBA-
MODCOU (SIM), a continuous hydrometeorologi-
cal model (Habets et al. 2008). Evapotranspiration is
not represented since the purpose of the model was
to simulate individual flood events during which
such a process is negligible. Bedrock is not taken
into account in the governing equations of the
MARINE model since deep percolation is still a
poorly understood phenomenon and there are few
measurements available with which to constrain a
model. But geological maps are useful for analysing
the results of flood simulation, especially for com-
parative hydrology on several physically contrasted
catchments. For a complete description of the
MARINE model the reader can refer to Roux
et al. (2011).
In order to avoid model over-parameterization,
the number of parameters to estimate via calibration
was kept as low as possible. Spatial patterns of sev-
eral parameters were derived from soil surveys and a
unique correction coefficient was then applied to
each parameter map. This approach was chosen for
three parameters, namely the distributed saturated
Fig. 3 (a) Soil depth map (source: BD-sols Languedoc Roussillon, INRA), (b) simplified geological formations
(red = metamorphic, blue = plutonic, yellow = sedimentary, purple = volcanic, grey = no data) and faults (source: BD
Million-Géol, BRGM).
Table 2 Main components of catchment bedrock, referring to Fig. 3, right.
Catchments Geology
Tech, Têt - Granite and/or Primary era formations (mainly schist but locally highly karstified limestone)
Verdouble, Agly,
Ballaury
- Granite and/or Primary era formations, (top right Verdouble and bottom left Agly on the map)
- Mesozoic mainly cretaceous formations (limestone, marl)
Salz, Lauquet,
Orbieu
- Primary era formations
- Mesozoic, mainly cretaceous formations,
- Tertiary era detritic formations (sand, molasses, conglomerate)
- Quaternary alluvia
Cesse, Orbiel, Réart - Granite and/or Primary era formations (mainly schist but locally highly karstified limestone)
- Tertiary era detritic formations (sand, molasses,conglomerate)
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hydraulic conductivity K, the lateral transmissivity T0
and soil thickness Z. The calibration procedure con-
sists of estimating three coefficients of correction,
one for saturated hydraulic conductivity, named CK,
a second for lateral subsurface flow transmissivity,
CKSS, and the third for soil thickness, CZ. The
Strickler roughness of the main channel KD1 and
the Strickler roughness of the overbank of the drai-
nage network KD2 are also calibrated. The choice of
these parameters follows observations made during a
calibration process in the Mediterranean region
(Roux et al. 2011). Concerning the subsurface lateral
transmissivity KSS, the spatial variability is taken
from the vertical hydraulic conductivity map, and
the correction coefficient ranges from 100 to 10 000
as horizontal flows are considered faster than vertical
ones (see Maidment 1992). Calibration parameters
and variation range are reported in Table 3. In prac-
tice, initial ranges of parameter values for Monte
Carlo sampling are chosen with the intention of
exploring a large range of model behaviours.
Uniform parameter distributions within their range
of variation are mainly used in the absence of prior
information.
4 EVENT MODEL SENSITIVITY ANALYSIS
4.1 Objective of the sensitivity analysis
The aim of this section is to analyse the main char-
acteristics of MARINE model response via a compar-
ison based on the entire dataset for each flood event
and for each catchment. The sensitivity analysis of
the MARINE model to the five parameters presented
Fig. 4 MARINE model structure, parameters and variables. Green and Ampt infiltration equation: i: inﬁltration rate (m s-1);
I: cumulative inﬁltration (mm); K: saturated hydraulic conductivity (m s-1); ψ: soil suction at wetting front (m); θs and θi:
saturated and initial water contents, respectively (m3 m-3). Subsurface flow: T0: local transmissivity of fully saturated soil
(m2 s-1); θs and θ: saturated and local water contents, respectively (m
3 m-3); m: transmissivity decay parameter (-); β: local
slope angle (rad). Kinematic wave: h: water depth (m); t: time (s); u: overland ﬂow velocity (m s-1); x: space variable (m); r:
rainfall rate (m s-1); i: inﬁltration rate (m s-1); S: bed slope (m m-1); and n: Manning roughness coefficient (m-1/3 s).
Table 3 Parameter description and variation range for Monte Carlo analysis.
Description Min Max
Ck Correction coefficient of the hydraulic conductivity (-) 0.1 10
CZ Correction coefficient of the soil thickness (-) 0.1 10
CKSSs Correction coefficient of the soil lateral transmissivity (-) 100 10000
KD1 Strickler roughness coefficient of main channel (m
1/3 s-1) 1 40
KD2 Strickler roughness coefficient of the overbank (m
1/3 s-1) 1 30
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above is performed for various hydrological
responses within a catchment, and across various
physiographic conditions within our catchment data-
set. The whole parameter space defined in Table 3 is
explored for different physical behaviours. Moreover,
different rainfall products are used for several flood
events. For each of them, water conservation controls
and simulated runoff coefficients are explored using
the sensitivity analysis results and particularly the
cumulative distribution function of the parameter
CZ, which is the main control on water balance. As
previously mentioned, the aim of the sensitivity ana-
lysis is to prepare for the calibration of catchment
parameter sets and reduce the significant uncertainty
introduced by rainfall QPE data in flash flood
modelling.
The global sensitivity analysis method with cost
function considering features characterizing the flood
peaks is presented. The impacts of the cost function
and the threshold choice on the uncertainty interval
and best simulations are shown. Monte Carlo simula-
tions with several rainfall products are presented,
with a discussion on water balance modelling.
Catchment sensitivity averaged over flood events is
then calculated. The most sensitive parameter of the
MARINE model on average, CZ, is studied through
its posterior distribution functions (pdfs) for each
catchment and flood. With respect to this parameter,
mean catchment behaviour can be found, enabling
comparison and selection of QPE for a flood given
the identified catchment behaviour.
4.2 Sensitivity analysis method: GSA-GLUE
The generalized sensitivity analysis is performed fol-
lowing the method proposed by Hornberger and
Spear (1981). For each flood event (and each rainfall
product for a given flood) the sensitivity analysis is
performed, based on a 5000-member Monte Carlo
sample obtained with a standard random generator.
The MARINE model is run with these 5000 para-
meter sets. Each set of parameter values is then
assigned a likelihood of being a simulator of the
system, on the basis of the chosen likelihood mea-
sure. All model realizations are weighted and ranked
on this likelihood scale. On the basis of this like-
lihood measure, a classification is applied to the
model output, resulting in a classification of each
model run as behavioural or non-behavioural. The
threshold for differentiating between the two classes
is a chosen value of the likelihood measure. The cost
function and the threshold are determined subjec-
tively, as discussed by Freer et al. (1996).
The separation between the prior and posterior
marginal cumulative distributions is subsequently
used as a sensitivity measure (Hornberger and Spear
1981): for each parameter αk, the distributions rela-
tive to behavioural and non-behavioural simulations
are plotted. A separation between these distributions
indicates that the parameter is important for simulat-
ing the behaviour studied. The contrary is not always
true. Indeed the distributions may show no separation
whereas the parameter αk can be crucial for the simu-
lation because of correlations with other parameters.
It is a necessary but not sufficient condition that
parameters must be sensitive to be identifiable.
Moreover, sample size and sampling variability
should be increased systematically to ensure conver-
gence and robustness of the confidence interval
respectively.
In the GLUE approach, the likelihood weights
associated with the behavioural simulations are
applied to their respective model discharges at each
time step to give a cumulative distribution of dis-
charges at each time step. Uncertainty quantiles can
be calculated from these distributions to represent
model uncertainty (Freer et al. 1996).
4.3 Cost function and threshold value
The highly nonlinear mathematical formulation of
rainfall–runoff transformation produces complex
response surfaces for hydrological models. The first
step of a sensitivity analysis consists of defining a
method that evaluates how well the model conforms
to the observed behaviour. But, there is no consensus
defining a unique criterion to assess model perfor-
mance and different objective functions can lead to
identification of different parameter combinations
(Zin 2002). Besides, we can distinguish methods
that use either a partitioning or complete rainfall–
runoff records, such as multi-objective optimization
(Vrugt et al. 2003). Wagener et al. (2003) propose the
concept of dynamic identification with moving win-
dows and, more recently, Choi and Beven (2007)
proposed working on sub-periods characterized by
similar hydrological behaviour.
This study is focused on a dataset composed of
contrasting catchment flood responses (Garambois
et al. 2014). The advantages of including several
criteria for model performance evaluation, especially
for flood modelling, have been pointed out (Aronica
et al. 1998, 2002, Werner 2004). The cost function,
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LNP, introduced by Roux et al. (2011) is used, which,
in addition to the classical normalized least squares
approach, considers features characterizing the flood
peak (discharge value and time to peak) (Lee and
Singh 1998):
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o are respectively
the simulated and observed time to peak, and Tco is










where Nobs is the number of observation data, and Qs
and Qo are respectively the simulated and the
observed runoff. The time of concentration of the





where L is the channel length (m), A is the watershed
area (m2) and S is the slope of the linear profile.
Discharge data are available at 1-h intervals before
2005 and at 5-min intervals thereafter.
Compared to the Nash criterion (equation (2))
the LNP cost function grants more importance to peak
flow value and timing, which is particularly appro-
priate for the MARINE model, as it focuses more on
flash flood peak flow modelling than on baseflow or
recession. It is shown to be the correct compromise
for exploring a range of catchment flood behaviours,
since it enables simulations to be selected that can be
of great use in flood forecasting. The best simulations
are shown below.
As explained above, for each flood event and
rainfall product, confidence intervals and parameter
posterior distribution functions are calculated with
the GSA-GLUE method. The influence of the thresh-
old is visible in Fig. 5; a higher value gives a nar-
rower uncertainty interval and a smaller number of
behavioural simulations. Moreover, the added value
of LNP, with respect to the classical Nash, is shown
for this major flood event on the Orbieu: relative
error on peak discharge is lower for the best simula-
tions (Fig. 5).
The threshold chosen on LNP for this method
is 0.7 in order to have a sufficient number of
behavioural simulations on contrasting catch-
ments. This choice appears reasonable since it
ensures (on average 500 behavioural simulations
out of 5000 parameter sets) that the number of
behavioural simulations ranges from 300 to nearly
1000 for the best-simulated events. For some
floods the best simulations can result in LNP
greater than 0.95. This threshold is relatively
high for the LNP function in flash floods, as
attested by the narrow uncertainty interval
(Fig. 6). The observations fall within this interval
for most of the flood hydrograph. Moreover the
uncertainty, especially for peak flow, is below
40%, which is similar to the high flow gauging
uncertainty for some catchments and thus the limit
of acceptability as defined by Blazkova and
Beven (2009). We focus on peak dynamics,
according to our cost function, and so it is not
surprising if the confidence interval does not fit
the observed discharges for the early rising limb
or during recession (Fig. 6(a)). It should be
remembered that neither baseflow nor recession
curves are used in the MARINE model.
4.4 Event analysis with several rainfall products
Monte Carlo simulations were performed for each
catchment with different rainfall products for some
events, when available. A colour scale is applied
(Table 4) in order to help visual qualification of
performance for event calibration with the different
rainfall products (Table 5). Dark green is for the
best Monte Carlo simulations for which GSA-
GLUE is possible with respect to the hypothesis
presented before. We can observe that Monte Carlo
simulations give good results for all the catchments
considered. Indeed, for each catchment, the four
rainfall products give at least one flood with the
best mark, i.e. (Nash, LNP) > 0.8 and two above,
(Nash, LNP) > 0.7. All the rainfall products can
therefore be considered suitable for flash flood mod-
elling purposes on these 11 Mediterranean
catchments.
Radar rainfall data seem to improve the possibi-
lity of flood modelling, since many of the floods
simulated with RA_Calibr give satisfactory
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performances, with (Nash, LNP) > 0.7. The two that
do not give correct results for RA_Calibr are very
low flow events (6 February 2005 for the Orbieu and
10 April 2002 for the Têt), which seems reasonable,
as MARINE was originally developed to simulate
extreme events. Interpolated raingauges from the
dense measurement network give good results
(Table 5). It should be noted that even a dense cover-
age with five raingauges for the Verdouble catchment
(299 km2) did not provide good modelling results for
the 8 January 1996 and 14 December 1995 events.
The rainfall measurement network may not have seen
Fig. 6 Observed discharge (dots), two best simulations (solid and dashed lines) and confidence interval for: (a) the Orbieu
at Lagrasse (263 km2) 15 November 2005 flood event, performed with RA_Calibr radar rainfall data, LNP threshold = 0.7,
900 behavioural simulations; (b) the Tech at Pas-du-Loup (250 km2), 15 November 2005 flood event, performed with
RG_Interp interpolated rainfall data from five raingauges, LNP threshold = 0.7, 480 behavioural simulations.
Fig. 5 Observed discharge (dots), best simulations (solid and dashed lines) and uncertainty interval (5–95% quantiles) for
the Orbieu at Lagrasse (263 km2), 15 November 2005 flood event performed with RA_Calibr radar rainfall data: (a) Nash
threshold = 0.5; (b) Nash threshold = 0.9; (c) LNP threshold = 0.5; (d) LNP threshold = 0.9.
Rainfall selection and catchment behaviour for flash flood model calibration 435
ANNEXE E. SÉLECTION DE PUBLICATIONS E.4. GARAMBOIS ET AL. (2015B)
157
Table 4 Efficiency intervals and colour correspondence.
Performance condition for the couple (Nash, LNP) > 0.8 > 0.7 > 0.65 > 0.5 < 0.5
Colour correspondence           
Table 5 Event calibration efficiencies. Not all the cells are filled, as a storm-flood event can concern
several catchments without affecting the whole dataset. Rainfall products selected with the CZ pdf
similarity method for each catchment since 2002 for calibration (✓), products selected but not used for
calibration (), Ø is for flood events where no rainfall product is chosen.
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part of rainfall explaining catchment response for
these two events.
Simulations in yellow or orange (Table 5),
mostly for interpolated raingauges (RG_Interp) or
RA_ReanH, are simulations that do not reproduce
the observed hydrograph correctly. A low value of
LNP often corresponds with simulations with under-
estimated peak flow, but still good temporal
dynamics and simulated peak time. That is to say
for the simulation marked in yellow and orange, the
model water balance is not able to reproduce the
order of magnitude of peak discharge, and conse-
quently the flood water balance.
Most floods and catchments are correctly mod-
elled with MARINE. Although parameter sets are
sampled in relatively wide ranges in order to be
able to reproduce different catchment behaviour for
several events, all 5000 simulations result in signifi-
cant underestimates of peak flow. This addresses the
question of which phenomenon leads to such an error
in water conservation modelling.
In our modelling of rainfall-to-runoff conserva-
tion, the four most important sources of error are
probably:
(a) QPE under- or over-estimates;
(b) High-flow gauging errors;
(c) model structure and parametric compensation
(bedrock loss and evapotranspiration not
simulated);
(d) initial soil moisture estimates.
First, the sources of uncertainty (b)–(d) are con-
stant for a given event, so, when considered with
different rainfall products, comparisons are possi-
ble. We are conscious of problems relating to rat-
ing curve quality and initialization errors, but this
is not the purpose of this study and it may have a
limited impact on the results under our hypothesis.
Indeed, most events are of comparable order of
magnitude for a given catchment, so we can
neglect gauging errors between events. The initia-
lization error inherent in event models is not taken
into account since in the MARINE model soil
saturation is fixed by the root zone moisture, simu-
lated by the continuous water balance model SIM
(Habets et al. 2008) at the beginning of each flood
event. The initial soil moisture for the 43 flood
events dataset is on average 57.7% with a rather
low standard deviation of 6.6%, so from this varia-
tion range its impact on MARINE sensitivity is
considered limited.
4.5 Catchment sensitivity to parameters
Monte Carlo simulations for each catchment are per-
formed under identical mathematical and physical
hypotheses and with the same data types, in order
to be able to compare MARINE results and sensitiv-
ity between events and catchments. Table 6 shows
mean parameter rank for each catchment, obtained by
averaging Kolmogorov-Smirnov test values for all
the events considered for GSA-GLUE analysis per
catchment, with selected rainfalls (Table 7). Mean
parameter rank (and thus model sensitivity to flow
components) varies as a function of the catchment;
CZ, the spatial soil multiplicative constant, is the
most sensitive parameter on average followed by
CK, whereas CKSS, lateral soil transmissivity, is the
least sensitive. No clear tendency appears for KD1
whose sensitivity depends mainly on catchment prop-
erties. No clear trend appears for the overbank rough-
ness KD2 either, whose rank can vary from 1 to 5,
with an average of 3.
On average, MARINE evaluated with the LNP
cost function is mostly sensitive to CZ and CK,
defining catchment storage capacity and infiltrabil-
ity. These two sensitive parameters thus indicate that
MARINE is mainly sensitive to runoff production
dynamics and amounts for flash flood events. The
sensitivity of the channel transfer function, repre-
sented by main channel roughness and floodplain
roughness, is also considerable, whereas subsurface
transfer is less sensitive according to the model.
Low interactions were found between parameters
through covariance analysis with global sensitivity
analysis.
Table 6 Mean catchment parameter ranking according to
Dmax calculated for each parameter and event, Dmax
being the maximum separation between the behavioural
and non-behavioural distributions. Mean parameter rank is
obtained by averaging each parameter rank for all the
catchments.
Catchments CZ CK KD1 KD2 CKSS
Tech 1 2 4 5 3
Têt 1 2 3 5 4
Réart 2 1 4 3 5
Verdouble 3 2 4 1 5
Agly 2 1 4 3 5
Salz 2 1 2 3 5
Lauquet 3 4 1 2 5
Orbieu 3 1 2 4 5
Cesse 1 2 3 5 4
Orbiel 3 4 2 1 5
Ballaury 2 5 3 1 4
Mean rank 2.1 2.3 2.9 3.0 4.5
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4.6 Sensitivity to spatial soil depth and water
volume control
In this section we focus on the spatial soil depth multi-
plicative constant, CZ, which, on average, is seen to be
one of the most sensitive parameters of the MARINE
model for the 11 catchments. Indeed, CZ is responsible
for catchment storage capacity and water balance
adjustments: it controls a catchment’s soil volume
and can compensate runoff volume in a non-negligible
but still physical range (CZ ∈ [0.1, 10]). Roux et al.
(2011) previously showed the sensitivity of
MARINE to CZ on the Gardon d’Anduze catch-
ment in the Cévennes; this parameter is found to
explain 80% of model output variance when hydro-
graphs peak on several Mediterranean catchments
(Garambois et al. 2013). Le Lay and Saulnier
(2007) with TOPMODEL, and Braud et al.
(2010) with CVN and MARINE models showed
that soil depth strongly influences the flash flood
response of catchments in the Cévennes. After
applying the MARINE model to 11 Mediterranean
catchments, we present CZ posterior distribution
functions (pdfs) (Figs 7–12). Several events are
plotted on one graph in order to compare the pdf
shapes, each pdf coming from one Monte Carlo
sample. The following interpretations are based
on the results of the sensitivity analysis (posterior
distribution functions Figs 7–12 summarized in the
parameter ranking of Table 6).
According to the Kolmogorov-Smirnov tests
performed above, CZ is the most sensitive parameter
for Tech, Têt and Cesse compared to the eight other
catchments (Table 6). Concerning Tech and Têt, the
shape of the pdfs shows that most of the behavioural
simulations are for CZ values greater than 4, espe-
cially for the Têt (CZ > 5, Fig. 7(b)). Sensitivities are
similar for these two catchments, which are mainly
located on metamorphic terrain.
The Cesse (Fig. 8(a)), Ballaury (Fig. 8(b)), Réart
(Fig. 9(a)), Agly (Fig. 10(b)) and Salz (Fig. 12)
catchments are also very sensitive to CZ, and most
of the behavioural simulations are for CZ values of
between 1 and 4. The physiographic and bedrock
properties are complex for these catchments: Cesse
is highly karstified (Nou et al. 2011) and Réart pre-
sents mixed and complex physiographic properties.
The Verdouble (Fig. 10(a)), Lauquet (Fig. 11(b)) and
Orbieu (Fig. 11(a)) catchments from the Corbières
Hills, and the Orbiel catchment (Fig. 9(b)) from the
Montagne Noire are less sensitive to CZ than the
previous catchments, and overall most of the beha-
vioural simulations are for values of CZ > 1. The
substrates of these basins were mainly developed
from sedimentary bedrock (Table 2) overlain by
loam and silty loam.
Bedrock loss is not represented in the model.
This might be responsible for CZ values greater
than one, as suggested by Castaings et al. (2009)
and Roux et al. (2011). The modeller therefore
needs to increase soil volume and thus storage capa-
city, to produce a correct runoff volume for hydro-
graph formation given a QPE. Bedrock type and
alteration might explain the large differences between
catchment sensitivity and parameterization for CZ.
4.7 Selection of rainfall QPE with the sensitivity
analysis method and mean catchment
behaviour
For each catchment, most of the flood events
recorded and simulated with Monte Carlo sampling
are eligible for GSA-GLUE (Table 5), (Nash,
LNP > 0.8). In other words, it is possible to find
parameter sets producing good performances for
one or more rainfall inputs. The final objective is to
find correct sets of events/rainfalls for gauged catch-
ment calibration, in order to be able to calibrate the
Table 7 Calibrated catchment parameter sets, Nash cost
function. Global Nash is the cost function for the whole
calibration set, min Ev Nash corresponds to single-event
Nash and max EV Nash to single-event maximum Nash
for each part of the multiple events hydrograph. Simulated
and observed runoff coefficients and efficiencies for vali-
dation events.
Catchment Salz Tech Verdouble
Calibration:
CZ 0.95 4.34 1.3
CK 20 11 15
CKSS 5595 1515 4486
KD1 5 4.83 5
KD2 2.54 3.24 3.99
Global Nash 0.89 0.9 0.88
min Ev Nash 0.61 0.89 0.74
max Ev Nash 0.9 0.91 0.95
Validation:







Nash 0.61 0.69 0.89
LNP 0.7 0.74 0.87
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Fig. 8 Event posterior distribution functions: (a) Cesse at Bize-Minervois, and (b) Ballaury at Banyuls (solid line: beha-
vioural simulations, dash-dot line: non-behavioural simulations).
Fig. 9 Event posterior distribution functions: (a) Réart at Salleilles, and (b) Orbiel at Villedubert (solid line: behavioural
simulations, dash-dot line: non-behavioural simulations).
Fig. 7 Event posterior distribution functions: (a) Tech at Pas du Loup, and (b) Têt at Marquixane (solid line: behavioural
simulations, dash-dot line: non-behavioural simulations).
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model. The results of the sensitivity analysis show
that, on each catchment, the different events can
present different shapes of posterior distribution func-
tions for the same parameter, namely CZ. The meth-
odology of event selection starts from the
consideration that events with similar sensitivity to
CZ are likely to present similar averaged behaviours
in terms of rainfall-to-runoff volume conservation.
We therefore take into consideration the rainfall
input leading to the a posteriori CZ pdf closest to
those of other events, i.e. producing comparable
mean behaviour. Strong or extreme events regarding
their peak flow are not used for SA and calibration
but rather kept for validation. The procedure to select
one rainfall product uses event sensitivity analysis
(SA) with radar rainfall records (RA_Calibr) by
default, other rainfall products (radar RA_ReanH,
RA_ReanP or raingauges RG_Interp) are then
Fig. 11 Event posterior distribution functions: (a) Orbieu at Lagrasse, and (b) Lauquet at St Hilaire (solid line: behavioural
simulations, dash-dot line: non-behavioural simulations).
Fig. 12 Event posterior distribution functions, Salz at
Cassaignes (solid line: behavioural simulations, dash-dot
line: non-behavioural simulations).
Fig. 10 Event posterior distribution functions: (a) Verdouble at Tautavel, and (b) Agly at St Paul de Fenouillet, (solid
line: behavioural simulations, dash-dot line: non-behavioural simulations).
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considered if: (a) there are not enough behavioural
simulations with RA_Calibr to perform a GSA-
GLUE analysis, and (b) one event presents a very
dissimilar a posteriori CZ pdf with respect to the
other events. Indeed, for a given catchment, large
dissimilarities between events for CZ sensitivity and
unusual CZ values identified can be attributable to
QPE errors under our hypothesis. While keeping
such events for the calibration phase, we examine
the other pdfs obtained from different rainfall types,
if available for an event. However, all the events
considered are not systematically simulated with all
rainfall products, because of availability issues, for
example.
Several rainfall products were selected with this
method, especially in cases where unusual catchment
behaviour were detected, for example:
– On the Tech catchment (Fig. 7(a)), pdfs from
RA_Calibr show different sensitivities and result-
ing CZ values, whereas pdfs from RG_Interp
show similar behaviour for the events of 24
February 2003, 4 April 2003 and 15 November
2005: the RG_Interp rainfall product of these
three events was chosen for calibration.
– On the Têt catchment (Fig. 7(b)), for the events of
15 April 2004, 2 May 2004 and 28 January 2006,
RG_Interp and RA_ReanH products were chosen
as presenting similar behaviour.
Interpolated raingauge data (RG_Interp) can give
good results in terms of Nash and LNP and for pdf
similarity in several cases. This may be attributable to
raingauge density and locations that seem to capture
enough rainfall variability for satisfactory flood mod-
elling. The case of the event of 4 December 2003 on
several catchments particularly highlights the pro-
blem. Different rainfall products were chosen for
this event, according to the location of the considered
catchment. On the Cesse (Fig. 8(a)) and the Agly
(Fig. 10(b)), pdfs from RA_Calibr are consistent
with pdfs of other events on the same catchment.
On the Tech (Fig. 7(a)), RG_Interp gave pdfs with
the greatest similarity to other events, while on the
Salz (Fig. 12), the Lauquet (Fig. 11(b)) and the
Orbiel (Fig. 9(b)), RA_ReanH provided the most
similar pdfs. It seems that depending on the location
of the catchment with respect to the radar, rainfall
variability is not always well captured by the same
rainfall product. As already mentioned, for the Tech
and Têt catchments, raingauges give better results
than radar data, maybe because they are the catch-
ments at the greatest distance from the radar. In
addition, high-relief topography with deep narrow
valleys may disturb radar measurements.
However, pdf similarity does not exclude various
hydrological behaviours for a particular catchment.
For example, both small events and strong events that
certainly activate different flow paths and runoff for-
mation dynamics within a catchment, can present
similar pdfs, as for 15 November 2005 for the
Verdouble (3.3 m3 s-1 km-2) and the Orbieu
(2.65 m3 s-1 km-2) or 2 December 1987 for the
Cesse (2 m3 s-1 km-2). This is true for catchments
that are both sensitive and less sensitive to CZ. As a
result we do not exclude various catchment beha-
viours that can be caused by different rainfall spa-
tio-temporal variability.
The method enabled us to select a rainfall pro-
duct on almost all the catchments (Table 5). However
the selection was particularly difficult on the Orbieu
catchment for which it seems impossible to identify a
mean behaviour (Fig. 11(a)). Altogether, the selection
has been more difficult for the catchments for which
the behavioural simulations were for CZ close to 1
and easier for catchments for which the behavioural
simulations were for greater CZ values.
Different sensitivity and calibrated values of the
CZ coefficient between catchments can indicate differ-
ent rainfall-to-runoff volume conservation relations for
catchments. The pdf analysis is applicable to different
rainfall types such as radar or interpolated raingauge
data, as results can attest. It seems that Opoul radar
rainfall data quality is quite variable in time and space
with QPE errors sometimes significantly affecting
hydrological modelling sensitivity and performance.
5 CALIBRATION OF CATCHMENT
PARAMETER SETS WITH SELECTED
RAINFALL EVENTS
To perform real time predictions and regionalization,
one parameter set per catchment may be required.
The objective of this section is two-fold: to document
the difficult problem of calibration for flash-flood
event models with results performed for three med-
ium-sized catchments, Salz, Tech and Verdouble
(144–299 km2), areas located on contrasting bed-
rocks, and showing the benefit of selecting the right
rainfall dataset. Several events and rainfall data types
were selected with the SA method presented above.
Here, we use an optimization technique over
several calibration flood events considered together.
Calibration is performed using a BFGS minimization
algorithm (Broyden-Fletcher-Goldfarb-Shanno) called
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M2QN1 (Lemaréchal and Panier 2000) with a sum of
square error (SSE) cost function. The five sensitive
parameters of the MARINE model are calibrated for
five random starting points in the parameter ranges
(Table 6). This multiple direction optimization algo-
rithm is used both for calibration and real time varia-
tional data assimilation within the MARINE model
(Castaings et al. 2009). The LNP would be suitable
for a multi-objective calibration, but its implementa-
tion requires additional observation data. The aim
here is not to discuss the calibration method, which
often converges on the same parameter combination
from different starting points in the parameter space,
but to illustrate the usefulness of pdf selection for
rainfall analysis.
The calibration leads to satisfactory Global Nash
efficiencies of around 0.9 for complete sets (Table 7),
and peak simulation errors below 30%, which is
reasonable in the case of flash floods (Figs 13–15).
Validations are presented on one event for each
catchment, and (Nash, LNP) efficiencies range from
(0.61, 0.7) for Salz to (0.89, 0.87) for Verdouble
(Table 7). It should be noted that validation efficien-
cies are fairly close to calibration efficiencies.
The example of the 15 March 2011 event on the
Tech illustrates the benefits of this method. Indeed
the CZ pdf of this 15 March 2011 (RA_Calibr) event
on the Tech was not similar to the other pdfs and
suggested that QPE was underestimated, as con-
firmed by validation (Fig. 16) and the runoff coeffi-
cient (Table 7). Single calibration for this event give
CZ values around 2.5. In validation with the cali-
brated parameter set of Table 7, peak flow is under-
estimated by about 40% (Fig. 16, right). Considering
(RG_Interp) rainfalls, the peak flow underestimation
is smaller, at about 15% (Fig. 14).
A larger CZ parametric compensation
(CZ = 4.34) is required for the Tech catchment,
while the two other catchments need CZ ≈ 1
(Table 7). Initial and maximal soil saturations are
comparable for the three catchments and the soil
data (pedology) from the BD-sol give a mean soil
thickness of 0.31 and 0.33 m for the Salz and
Verdouble, respectively, and 0.16 m for the Tech
(Table 1). So catchment storage capacity has to be
increased by a factor of 2 or more for the granite and
primary era altered substrates, as for the Tech or Têt
catchments.
The calibration procedure leads to relatively low
main channel KD1 and overbank KD2 roughness, i.e.
significant friction is necessary to delay the flow.
This might be due to water partition, with a surplus
drained quickly with surface runoff on hillslopes and
in the drainage network. Subsurface lateral transfer
tends to be slower. This indicates that water distribu-
tion between lateral flow components and other
mechanisms, such as exfiltration in the drainage net-
work, and its representation need to be improved.
Measurements at different scales are still necessary
to better constrain these flow dynamics.
Maps of maximum soil moisture deficit are
plotted for Tech and Verdouble validation events
(Fig. 17). Nearly the whole Verdouble catchment is
saturated at 10 h, just before peak time, whereas, for
the Tech, several areas close to the main drain and the
middle of the catchment have a minimum deficit of
27%. Peak flow underestimation on the Tech catch-
ment might be explained by underdevelopment of
contributing areas mainly because of rainfall under-
estimation and location errors (Fig. 14(b)). The pos-
sibility of mapping state variables (Fig. 17) is
interesting to compare, for example, the development
of the extent of contributing areas for typical soil
configurations.
6 CONCLUSION
The 11 catchment headwaters of the eastern Pyrenees
foothills, with areas ranging from 36 to 776 km2, are
interesting study sites for flash-flood generating
mechanisms, given the quantity of static, meteorolo-
gical and hydrometric data available. They present
contrasting physical properties and behaviours that
can be detected with the help of statistics
(Garambois et al. 2011).
Global sensitivity analysis of the MARINE
model is performed on each event for a catchment
given various flood responses. MARINE model for-
mulation was found to be an appropriate tool for
flash-flood modelling with various rainfall data
types, even for small catchments, as the number of
event simulations eligible for GSA-GLUE can attest.
Global mean behaviours are identified for each catch-
ment and differences between catchment sensitivity
and parameterization for the water balance parameter
CZ can be attributed to deep percolation in altered
bedrock, as suggested by other authors (Castaings
et al. 2009, Roux et al. 2011). Indeed, catchments
needing a larger CZ value present substrates that
develop on granite, schist and primary era formations
and that seem to present the highest bedrock storage
as shown by Vannier et al. (2014) with recession
analysis in the Cévennes-Vivarais region. This may
be due to the fact that the soil depth used in
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Fig. 15 Verdouble catchment (299 km2): (a) calibration (blue solid line) and observed discharge (red dotted line) over four
different flood events, 11 April 2002 (RA_Calibr), 15 November 2005 (RA_Calibr), 28 January 2006 (RA_Calibr), 10
October 2010 (RA_Calibr); and (b) parameter set validation for 15 March 2011 (RA_ReanP).
Fig. 13 Salz catchment (144 km2): (a) calibration (blue solid line) and observed discharge (red dotted line) over three
different flood events, 4 December 2003 (RA_ReanH), 10 January 2004 (RA_Calibr), 11 October 2010 (RA_Calibr); and
(b) parameter set validation for 23 December 2000 (RG_Interp).
Fig. 14 Tech catchment (250 km2): (a) calibration (blue solid line) and observed discharge (red dotted line) over three
different flood events, 24 February 2003 (RG_Interp), 4 December 2003 (RG_Interp), 15 November 2005 (RG_Interp); and
(b) parameter set validation for 15 March 2011 (RG_Interp).
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modelling only takes soil horizons A (surface soil)
and B (subsoil) into account. Horizons C (parent
rock) and R (bedrock) are not taken into account
even though they may be hydrologically active.
Moreover, the sensitivity of the soil thickness
multiplicative constant controlling the water balance
of the MARINE model enables the selection of rain-
fall input with respect to an identified catchment
behaviour. This method was seen to be useful in
this study for rainfall product selection on some
catchments, whereas it can be difficult to choose
between two rainfall products with a direct compar-
ison, as shown in Section 2.1. Among the possible
reasons for the fluctuating quality of the data there
might be the lumpy topography, the readjustment
procedure or the position of the radar, which can
cause wet radome situations or other sources of
attenuation.
The method proposed here is applicable for any
conservative hydrological model with an explicit sto-
rage parameter. Model calibration with the selected
events was performed using the MARINE model.
Multiple event calibration and validation give perfor-
mances ranging from 0.7 to 0.89. For model calibra-
tion, it is useful to understand how to parameterize
soil volume (and thus storage capacity) for several
types of substrates/bedrocks. Moreover, good calibra-
tion and validation efficiencies with a soil similarity
approach are an interesting basis for flash flood pre-
diction at ungauged locations with a distributed
model. Indeed, this calibration process aims at find-
ing a mean physical behaviour through flood water
balance for each catchment which can be interesting
for transferring parameter sets to ungauged catch-
ments with respect to physiographic descriptors of
the catchment for example.
Fig. 16 Tech at Pas du Loup: (a) event posterior distribution function, and (b) calibrated parameter set test (blue solid line)
and observed discharge (red dotted line) for 15 March 2011 (RA_Calibr).
Fig. 17 Maximum soil saturation for the 15 March 2011 event: (a) Verdouble at Tautavel at 10 h, and (b) Tech at Pas du
Loup at 22 h.
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s u m m a r y
This contribution is one of the ﬁrst studies about the regionalization of parameter sets for a rainfall–run-
off model process-oriented and dedicated to ﬂash ﬂoods. MARINE model performances are tested on a
large database of 117 ﬂash ﬂoods occurred during the last two decades in the French Mediterranean
region. Given the scarcity of ﬂash ﬂood data, the dataset used in this study represents a large sample
of hydrology and landscapes from Pyrenean, Mediterranean, Cévennes–Vivarais and Provence regions.
Spatial proximity and similarity approaches with several combinations of descriptors are tested.
Encouraging results are obtained with two similarity approaches based on physiographic descriptors
with two and three donor catchments. There is only a small decrease of performance of 10% from cal/val
to regionalization for these two methods. For 13 catchments out of 16 there is at least one ﬂood event
simulated with rather good performance. This study highlights the importance of hydrological informa-
tion that is available in calibration events for a gauged catchment and from donor catchment(s) for
regionalization. Moreover it is found that regionalization is easier for catchments with an apparently
more regular behaviour. The most sensitive parameter of MARINE model, CZ, controlling soil volume
and water balance, is rather well constrained by the two similarity approaches thanks to bedrock
descriptors.
 2015 Elsevier B.V. All rights reserved.
1. Introduction
1.1. Context of the issue: ﬂash ﬂoods predictions at ungauged locations
With the current and increasing water management require-
ments, prediction of hydrological variables for ungauged basins
(PUB) has been singled out by the IAHS as one of the important
challenges for the hydrological community (Sivapalan et al.,
2003). Determining peak ﬂow values of various return periods
and the associated uncertainty is an indispensable prerequisite
for planning mitigation measures which reduce or even prevent
ﬂood damages (see e.g. (Pilon, 2004)). This is particularly true in
the case of ﬂash ﬂoods, often constituting extreme catchment’s
response. They are one of the most destructive hazards in the
world (Jonkman, 2005) and they caused casualties and billions
euros of damages in France over the last two decades (Gaume
et al., 2009). Regarding response time decreasing with catchment
areas, small ungauged catchments (10 km2) are often the most
destructive ones as for the extreme ﬂash ﬂood event of
September 2002 in the Cévennes region (France) (Ruin et al., 2008).
In the literature, various approaches, in terms of perception and
parameterization of the dominant hydrological processes, are pro-
posed for ﬂash ﬂood events modelling and/or prediction (Braud
et al., 2010; Moussa et al., 2007; Roux et al., 2011) among others
for the North-Western Mediterranean region). Illustrating the cur-
rent shift toward distributed modelling, these models often take
advantage of available data in order to assign spatially distributed
forcing as well as distributed catchment parameters.
The problem of rainfall measurement/prediction uncertainty is
particularly crucial when attempting to develop ﬂash-ﬂood
regionalization methodologies, especially on fast-responding
catchments involving several difﬁcult problems, such as structural,
parametric or data uncertainties. For some catchments studied in
this paper, rainfall spatial and temporal organization has been dis-
cussed in Garambois et al., 2014 and in Garambois et al., 2015 the
latter also investigating the impacts of rainfall errors on the
http://dx.doi.org/10.1016/j.jhydrol.2015.03.052
0022-1694/ 2015 Elsevier B.V. All rights reserved.
⇑ Corresponding author at: IMFT, Allée du Pr. Camille Soula, 31400 Toulouse,
France.
E-mail address: pierre-andre.garambois@insa-strasbourg.fr (P.A. Garambois).
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response surface and the performances of MARINE model.
Systematic propagation of errors on forcing and initial conditions
through a hydrological prediction system would be of prior inter-
est. However, error structure itself appears to be complex and
the development of error metrics, for example from geostatistical
techniques, is still a research topic (e.g. (Delrieu et al., 2014a,
2014b)). In the present study most ﬂash ﬂood events are modelled
with radar rainfalls recalibrated on raingauges with a spatial res-
olution of 1 km at 5 min time steps (hourly interpolated raingauges
otherwise) (Garambois et al., 2014), rainfall moments integrated
over storm duration (e.g. (Zoccatelli et al., 2011)) are reported in
Appendix A, Table 1.
The process-oriented distributed model MARINE (Roux et al.,
2011) has already been tested without parameter calibration on
2.5–99 km2 ungauged catchments in the Cévennes region for the
purpose of dominant processes analysis (Braud et al., 2010).
Simulations were assessed using post ﬁeld estimates of timing
and maximum discharge of peak ﬂow and the authors show the
importance of soil characteristics and initial water content before
a ﬂash ﬂood event. From those studies, it appears that a better
knowledge about the dependency of hydrological processes on
catchment properties can be useful for tailoring physics-based
hydrological models for predicting ﬂoods in ungauged areas.
In the present study, the soil saturation is systematically initial-
ized from a continuous water balance model for each catchment as
performed by Roux et al. (2011), Tramblay et al. (2010), Vincendon
et al. (2010). Using a process-oriented model such as MARINE
model on a mesh at a few hundred meters resolution, i.e. on a ﬁner
grid than rainfall’s one, allows coupled modelling of non-linear
hydrological processes for ﬂash ﬂood generation at the scale of
catchment areas of a few hundred square kilometres. Indeed the
SIM model does not take into account the kind of ﬂow processes
giving rise to ﬂash ﬂood hydrograph.
As a matter of facts, it is not possible to calibrate data-driven
models at ungauged locations. Hydrologists have therefore been
attempting for 40 years to develop estimation methodologies
describing rainfall to runoff process without calibration (see e.g.
(James, 1972)). Originally dealing with hydrological regime clas-
siﬁcation and catchment grouping (e.g., (Gottschalck et al., 1979;
Pardé, 1933)), the term regionalization was later extended to the
transfer of rainfall–runoff model parameters from a gauged donor
catchment to ungauged ones. Transferring parameters is often per-
formed in the case of geographically close catchments. However,
nearby catchments can present signiﬁcant contrasts in terms of
physiographic properties and hydrological behaviours, especially
during ﬂoods or even ﬂash ﬂoods involving rapid responses and
highly nonlinear and coupled physical processes in time and space
as their generating storm (Borga et al., 2008; Garambois et al.,
2014).
1.2. Regionalization methods: a compromise between available
physical descriptors, stream gage density and rainfall runoff model
features
Among the numerous techniques proposed for the regionaliza-
tion of catchment model parameters, generally for continuous
(conceptual) rainfall runoff models, three kinds of approaches
can be distinguished with their speciﬁc advantages and inherent
drawbacks (Oudin et al., 2008): regression based methods, geo-
graphical proximity, and similarity methods. Several regionaliza-
tion studies mostly for rather large datasets are brieﬂy presented
in (Table 2).
Regionalisation problem for catchment hydrology has been
explored for several (instrumented) regions of the world with dif-
ferent catchments datasets without reaching a consensus on the
method, the modelling options of the hydrological process or the
physical descriptors to use. Even for large datasets, modellers’
choices, rainfall to runoff model’s structure and parameterization
(Bárdossy, 2007; Kay et al., 2006), or physical descriptors availabil-
ity (Merz et al., 2006) inﬂuence regionalization performances and
the possible physical interpretations.
A comparison of the three methods mentioned above with two
lumped conceptual models (GR4J and TOPMO) shows that in
France, where the gauging network is relatively dense, spatial
proximity provides the best regionalization results for a 913 catch-
ments dataset (Oudin et al., 2008). It is argued that the failure of
methods based on catchment descriptors might be attributable
to the lack of key physical descriptors of soil hydrology, and that
there is room for progress by learning how to merge the different
methodologies. For example, for a regionalization study in
Switzerland built on 140 catchments and tested on 49 catchments,
the most favourable regionalization results are those obtained by
combining nearest neighbour, spatial krigging of parameters and
regression (Viviroli et al., 2009).
Those regionalization studies are generally performed with con-
tinuous models on mesoscale catchments. Tackling the problem of
ﬂash ﬂood regionalization on a large data set with an event-based
rainfall–runoff model, process-oriented and spatially distributed
has not yet been documented in the literature to our knowledge.
Following results of other regionalization studies on very large
datasets (Table 2), the choice is made not to explore regression
methods given the lower performances compared to other meth-
ods using donor catchments for entire parameter sets. As shown
later, single correlation coefﬁcients found between calibrated
parameters and physiographic attributes are not high enough to
ensure good predictions and build regional regressions to calculate
model parameters at ungauged location. Moreover, calibrated
parameter sets contain some compensation of measurements and
model errors.
The present study uses the MARINE model which is spatially
distributed and as exposed in Section 2.2, unique multiplicative
constants are applied to parameter maps (Bandaragoda et al.,
2004; Francés et al., 2007; Pokhrel et al., 2008; Roux et al., 2011;
Vélez et al., 2009; Vieux et al., 2003). Calibrated parameter sets
composed of calibrated multiplicative constants will be transferred
from gauged catchments to ungauged ones.
1.3. Scope of the paper: regionalization with an event physically based
distributed model
The present paper seeks to explore the potential of a process-
oriented distributed model for regionalization in the case of a large
and various ﬂash ﬂoods dataset. It focuses on ﬂash ﬂoods in the
French Mediterranean region which is quite complex in terms of
soils, geology and ﬂood-triggering rainfall patterns. Storm variabil-
ity along with catchment properties engenders nonlinear physical
processes, which makes the understanding of ﬂash ﬂoods not
straightforward, especially when catchments are small with mod-
erate dampening effect on rainfall signal. In that case, catchment
behaviour can be very different from one ﬂood event to another
and compensations with hydrologic model parameters can be
more difﬁcult; particularly for longer time scales. The core idea
of the research published here is to evaluate whether a physically
based distributed hydrological model can be used for predicting
ﬂash ﬂoods at ungauged locations within the French
Mediterranean region. In the context of Mediterranean ﬂash ﬂoods
two questions can be formulated: how is catchment’s uniqueness
reﬂected in a regionalization procedure (Wagener and Wheater,
2006) and how and which information is best transferred (Merz
et al., 2006)? Regionalization methods are elaborated in view to
predict ﬂash ﬂoods for ungauged catchments. Its originality lies in:
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Table 1
General characteristics of the 117 ﬂash ﬂood events dataset. No rainfall indices are calculated for 8 events on the Salz since only one raingauge is available. Initial soil moisture is
50 for the Réal Martin, Nartuby, Gapeau and Aille catchments since we do not dispose of SIM data for these 4 locations.














Agly 216 04_12_2003 57 81 0.67 0.39 0.69 4 0.44
Agly 216 21_02_2004 56 50 0.94 0.85 0.25 5 0.30
Agly 216 15_11_2005 70 97 0.98 0.80 0.70 3 0.56
Agly 216 11_10_2010 43 176 1.03 0.84 0.91 5 0.47
Agly 216 15_03_2011 60 172 0.99 0.77 1.08 5 0.71
Cesse 231 27_02_1981 58 91 0.91 0.75 0.62 7 0.90
Cesse 231 02_12_1987 60 317 1.03 0.70 1.99 10 0.67
Cesse 231 18_10_1994 60 139 1.00 0.92 1.58 6 0.30
Cesse 231 13_10_1996 60 117 1.00 0.93 0.56 10 0.35
Cesse 231 04_12_1996 48 249 1.02 0.77 1.13 9 0.47
Cesse 231 03_11_1997 50 50 0.95 0.66 0.30 4 0.20
Cesse 231 11_11_1999 55 254 1.05 0.92 1.30 8 0.35
Cesse 231 04_12_2003 62 73 0.95 0.94 0.64 7 0.90
Cesse 231 15_11_2005 61 131 0.95 0.88 1.13 9 0.78
Cesse 231 28_01_2006 58 133 1.00 0.95 1.13 6 0.74
Cesse 231 16_03_2011 51 299 1.06 0.86 2.27 4 0.70
Gardons 545 13_10_1995 62 177 0.85 0.57 2.60 4 0.51
Gardons 545 10_11_1996 56 220 1.03 0.69 1.28 6 0.39
Gardons 545 17_05_1999 56 133 1.08 0.67 1.30 5 0.48
Gardons 545 28_09_2000 51 203 1.02 0.78 1.45 6 0.23
Gardons 545 14_03_2002 57 66 0.58 0.47 1.23 5 0.37
Gardons 545 08_09_2002 48 284 0.79 0.86 6.69 4 0.39
Gardons 545 18_10_2006 56 237 1.07 0.66 2.65 10 0.36
Gardons 545 22_10_2008 47 139 0.62 0.47 1.98 5 0.24
Gardons 545 31_10_2008 56 75 1.04 0.66 1.93 10 0.90
Gardons 545 10_11_2011 57 258 1.01 0.72 1.91 7 0.90
Herault 786 18_10_2006 65 154 0.90 0.88 0.98 12 0.61
Herault 786 02_11_2008 64 157 0.87 0.76 0.59 8 0.55
Herault 786 15_03_2011 57 263 1.01 0.89 0.50 17 0.51
Herault 786 03_11_2011 58 312 0.93 0.88 1.34 8 0.59
Orbieu 263 12_02_1990 57 157 1.06 0.85 0.87 7 0.23
Orbieu 263 05_05_1991 57 122 1.07 0.80 0.57 8 0.38
Orbieu 263 26_04_1993 56 92 1.00 0.94 0.49 10 0.37
Orbieu 263 23_12_1993 57 69 1.10 0.68 0.30 7 0.30
Orbieu 263 09_01_1996 55 45 1.17 0.65 0.53 7 0.48
Orbieu 263 09_01_2004 57 33 1.08 0.87 0.28 6 0.74
Orbieu 263 13_10_2005 46 113 0.94 0.73 0.88 10 0.47
Orbieu 263 15_11_2005 55 149 0.97 0.85 2.65 5 0.71
Orbieu 263 28_01_2006 55 229 1.11 0.93 1.27 4 0.46
Orbieu 263 10_10_2010 42 211 1.06 0.88 0.97 8 0.37
Orbieu 263 16_03_2011 51 172 1.05 0.84 0.68 6 0.72
Reart 145 16_11_2003 62 128 0.89 0.51 0.44 3 0.31
Reart 145 04_12_2003 66 100 0.91 0.87 0.25 8 0.24
Reart 145 16_04_2004 61 60 1.01 0.94 0.90 8 0.21
Reart 145 03_05_2004 66 54 1.06 0.85 0.23 3 0.22
Reart 145 15_11_2005 61 111 0.90 0.77 0.71 5 0.18
Reart 145 03_11_2011 57 62 0.93 0.83 0.08 3 0.17
Rosieres 212 18_10_2006 55 202 1.14 0.53 1.07 6 0.43
Rosieres 212 16_11_2006 58 146 1.03 0.71 1.12 4 0.51
Rosieres 212 18_04_2008 52 142 1.04 0.78 0.75 4 0.74
Rosieres 212 20_10_2008 57 206 0.87 0.79 1.34 4 0.37
Rosieres 212 31_10_2008 65 283 1.10 0.62 1.44 6 0.66
Rosieres 212 05_05_2010 53 102 1.02 0.74 0.72 5 0.57
Salz 144 20_04_1981 50 71 – – 0.56 7 0.55
Salz 144 14_01_1982 50 98 – – 1.63 5 0.89
Salz 144 03_04_1988 50 55 – – 1.03 4 0.87
Salz 144 23_04_1988 50 66 – – 0.49 4 0.60
Salz 144 23_03_1991 50 124 – – 1.10 7 0.58
Salz 144 09_01_1996 50 44 – – 0.74 4 0.72
Salz 144 30_11_1996 50 64 – – 0.69 6 0.47
Salz 144 10_06_2000 57 113 1.04 0.99 1.40 5 0.73
Salz 144 20_12_2000 50 141 – – 1.42 8 0.45
Salz 144 10_01_2004 64 49 0.97 0.96 0.46 5 0.29
Salz 144 11_10_2010 47 136 1.05 0.91 2.19 7 0.59
Tech 250 02_12_1991 50 396 1.02 0.89 1.56 6 0.68
Tech 250 25_09_1992 50 213 1.13 0.97 2.51 3 0.20
Tech 250 13_11_1999 50 294 0.95 0.87 1.15 7 0.18
Tech 250 23_12_2000 50 226 1.04 0.98 0.79 8 0.25
Tech 250 24_02_2003 54 70 1.07 0.99 0.57 8 0.30
(continued on next page)
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– The attempt of regionalizing the parameters of a ﬂash-ﬂood
dedicated model: to our knowledge, this is the ﬁrst study of
regionalization for ﬂash ﬂood events.
– MARINE parsimonious formulation and parameters physical
meaning (cf. Section 2).
– The large dataset of catchments and ﬂash ﬂoods gathered,
including radar rainfalls at 5 min time step, despite the difﬁcul-
ties involved in monitoring ﬂash ﬂoods (cf. Section 2).
– The possibility of investigating the link between catchment’s
ﬂood behaviours with soil and bedrock structure, thanks to
the availability of spatially distributed pedological and geologi-
cal data for the French catchments of interest.
This study is organized as follows. Section 2 presents the
modelling framework, the study zone and the ﬂash ﬂood events.
Physiographic descriptors of catchment are presented along with
MARINE model and the calibrated parameter sets, the cost func-
tions used to assess model performance and the regionalization
methodologies. Section 3 discusses the results from calibra-
tion/validation to regionalization. Documentation about calibra-
tion/validation efﬁciencies is provided for the whole ﬂash ﬂood
events dataset. In the light of those performances, regionaliza-
tion results are analysed with global statistics on model efﬁ-
ciency for the whole dataset, for each catchment and for each
event.
2. Modelling framework
2.1. Study zone and selected catchment descriptors
This study is based on data from 16 small to medium-sized
catchments with areas ranging from 144 to 786 km2 (Fig. 1) and
contrasting physiographic properties (Table 3). These 16 gauged
catchments are located in the French Mediterranean region
(Table 3), represent a large sample of landscapes from Pyrenean,
Mediterranean, Cévennes–Vivarais and Provence regions. The
Table 1 (continued)














Tech 250 04_12_2003 55 30 0.96 0.96 0.62 8 0.30
Tech 250 15_11_2005 60 99 0.85 0.80 0.63 7 0.24
Tech 250 28_01_2006 49 128 1.08 0.71 1.08 6 0.79
Tech 250 15_03_2011 47 281 1.04 0.83 2.24 8 0.64
Tet 776 15_04_2004 55 125 0.86 0.64 0.58 5 0.35
Tet 776 02_05_2004 60 113 1.02 0.86 0.51 7 0.38
Tet 776 15_03_2011 53 87 0.82 0.98 1.13 10 0.22
Verdouble 299 08_05_1991 50 56 1.11 0.95 0.41 8 0.39
Verdouble 299 05_12_1996 71 65 0.94 0.85 2.04 9 0.86
Verdouble 299 09_11_1999 55 179 0.95 0.73 3.00 10 0.80
Verdouble 299 11_04_2002 69 169 1.02 0.76 0.95 4 0.76
Verdouble 299 04_12_2003 66 133 1.09 0.89 0.70 9 0.89
Verdouble 299 21_02_2004 63 50 0.98 1.00 0.43 10 0.52
Verdouble 299 15_11_2005 70 215 0.90 0.82 3.30 6 0.82
Verdouble 299 28_01_2006 64 249 1.01 0.99 1.96 5 0.99
Verdouble 299 10_10_2010 52 262 1.01 0.88 1.47 12 0.88
Verdouble 299 12_03_2011 59 217 1.01 0.82 1.23 7 0.82
Vogue 619 18_10_2006 56 140 1.16 0.51 0.89 10 0.57
Vogue 619 16_11_2006 61 186 1.01 0.73 1.13 7 0.54
Vogue 619 18_04_2008 55 120 1.02 0.76 0.48 6 0.59
Vogue 619 20_10_2008 62 195 0.93 0.72 1.45 9 0.46
Vogue 619 31_10_2008 70 211 1.16 0.52 1.62 11 0.94
Vogue 619 05_05_2010 55 98 1.01 0.70 0.76 11 0.45
Vogue 619 03_11_2011 54 369 1.12 0.67 1.34 8 0.77
Réal Martin 283 09_12_2008 50 197 1.04 0.88 0.60 9 0.41
Réal Martin 283 25_01_2009 50 42 1.03 0.95 0.29 7 0.66
Réal Martin 283 14_06_2010 50 140 1.04 0.92 0.48 6 0.40
Réal Martin 283 21_12_2010 50 113 1.06 0.84 0.31 6 0.31
Réal Martin 283 14_03_2011 50 131 1.07 0.95 0.26 8 0.43
Nartuby 196 02_12_2006 50 93 1.00 0.85 0.20 7 0.11
Nartuby 196 21_12_2009 50 37 1.05 0.84 0.09 5 0.23
Nartuby 196 21_12_2010 50 96 0.98 0.88 0.20 6 0.29
Nartuby 196 14_03_2011 50 45 1.05 0.82 0.13 6 0.49
Nartuby 196 03_11_2011 50 240 1.02 0.86 0.54 6 0.27
Gapeau 535 09_12_2008 50 164 0.99 0.83 0.40 8 0.44
Gapeau 535 25_01_2009 50 35 0.98 0.89 0.21 10 0.66
Gapeau 535 21_12_2009 50 111 0.99 0.92 0.33 5 0.45
Gapeau 535 14_06_2010 50 116 1.00 0.81 0.30 9 0.34
Gapeau 535 21_12_2010 50 108 1.01 0.83 0.38 7 0.39
Gapeau 535 03_11_2011 50 291 1.07 0.77 0.60 7 0.43
Aille 227 02_12_2006 50 115 1.00 0.83 0.20 7 0.24
Aille 227 03_11_2008 50 102 0.93 0.75 1.04 4 0.53
Aille 227 09_12_2008 50 234 0.99 0.84 0.91 5 0.66
Aille 227 21_12_2009 50 104 1.01 0.88 0.72 3 0.65
Aille 227 14_06_2010 50 196 0.94 0.84 2.30 6 0.65
Aille 227 21_12_2010 50 134 1.01 0.78 0.70 4 0.70
Aille 227 04_06_2011 50 32 0.81 0.64 0.20 3 0.12
Aille 227 03_11_2011 50 333 1.00 0.79 1.30 6 0.82
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proximity with the sea and the steep surrounding topography can
foster heavy precipitation events. The highest ﬂooding risk is in
autumn with wet soils and maximum rainfall rates. Summers are
hot and dry; however summer storms also represent a non-negligi-
ble ﬂooding risk. For this study, radar rainfall records (Fig. 1,
orange1 dots) readjusted on the raingauge network are available.
Three types of data are used to derive input maps for MARINE model
(Fig. 2):
– A DEM data ﬁle of the study site with a grid scale of 25 m was
available from the National Geographic Institute (BD TOPO 
Institut Géographique National – Paris – 2008.  (SCHAPI,
Service Central d’Hydrométéorologie et d’Appui à la Prévision
des Inondations)). For these catchments with a highly marked
topography, the mean elevation ratio is 0.035 mm1 (Height
difference/Longest ﬂow path).
– Soil thicknesses and textures were available from soil surveys
BDSol-LR (Robbez-Masson et al., 2002) (IGCS – BDSol-LR –
version n 2006, INRA – Montpellier SupAgro) and BDSol-
Ardèche. For catchments 13–16 in Provence, no detailed soil
survey was available and the same soil thickness and textures
as SIM model (Habets et al., 2008) have been used.
– Soil saturated hydraulic conductivities, saturated water con-
tents and soil suctions are determined with Rawls and
Brakensiek (1985) pedotransfer functions as proposed by
Manus et al. (2009).
A vegetation and land-use map (Corine Land Cover provided by
the Service de l’Observation et des Statistiques (SOeS) of the French
Ministry of Environment, www.ifen.fr) is used to derive distributed
surface roughness. Most catchments’ surfaces are forested with
Mediterranean or Alpine vegetation, or occupied by vineyard.
Gathering appropriate attributes to characterize catchments
properties and unicity is an important step for regionalization pur-
pose. For example the UK Flood Estimation Handbook (IH, 1999)
Table 2
Some regionalization studies and three broad categories of regionalization methods.
Method Main idea References Description and main results
Regression
based
Interpolation of model parameters. Model parameters related to








13 catchments of the North Carolina–Coweeta River basin
(USA), 6 parameters of the IHACRES model. ‘‘If a gauged
catchment resembles the ungauged one in terms of









300 Austrian catchments, 11 parameters of the HBV model
Oudin et al.
(2008)




Built on 140 catchments in Switzerland and tested on 49, 12
parameters of PREVAH model
Geographical
proximity
Geographically close catchments behave similarly; homogeneity of




75 Belgian catchments, 5 parameters conceptual model,
Krigging performs better than proximity
Merz and
Blöschl (2004)
300 Austrian catchments, 11 parameters of the HBVmodel. Best




320 Austrian catchments, 11 parameters of the HBV model
Oudin et al.
(2008)
913 French catchments, 4 parameters of GR4J model or 6
parameters of TOPMODEL. Proximity provides best results
with a rather dense gaging network
Viviroli et al.
(2009)
Built on 140 catchments in Switzerland and tested on 49, 12




756 US catchments, regionalization of a multiple drainage-area
ration method based on donor-receptor proximity. Detection of
hydrologic regions, low predictability for drier regions
Catchment
similarity
Hydrological behaviour can be explained by catchment
descriptors, and transferred to ungauged catchments similar in
terms of those descriptors
McIntyre et al.
(2005)
127 UK catchments and the 5 parameters PDM model. Physical
similarity outperforms regression methods
Parajka et al.
(2005)
320 Austrian catchments, 11 parameters of the HBV model.




913 French catchments, 4 parameters of GR4J model or 6
parameters of TOPMODEL. ‘‘Lack of a key physical




Built on 140 catchments in Switzerland and tested on 49, 12
parameters of PREVAH model. Best results when combining
the three kinds of approaches
Wallner et al.
(2013)
41 German catchments, regionalization of the HBV model based
on similarity measured with self-organizing maps (neural
networks). Mean Nash on the order of 0.55 comparable to
lots of other regionalization studies
1 For interpretation of color in Fig. 1, the reader is referred to the web version of
this article.
P.A. Garambois et al. / Journal of Hydrology 525 (2015) 383–399 387
ANNEXE E. SÉLECTION DE PUBLICATIONS E.5. GARAMBOIS ET AL. (2015A)
175
recommends the use of 3 catchment descriptors for model parame-
ter transfer, Samaniego and Bardossy (2005) used 7 attributes for
their study.
Simpliﬁed bedrock composition (Fig. 1) is derived from litho-
logical data (source: (Bd Million-Géol, BRGM)). Among the variety
of pedologic data that can be found in soil surveys, maps are
derived for some hydrodynamic parameters of the soil represented
in MARINE model (cf. § 2.2) and several catchment averaged
descriptors can therefore be calculated. Simple descriptors of soil
and bedrock are presented in Table 3.
To sum up, a total of 13 physiographic attributes are considered
for this regionalization study. It constitutes an important number
of attributes regarding other regionalization studies (IH, 1999;
Samaniego and Bardossy, 2005).
2.2. MARINE ﬂash ﬂood physics-based model and calibrated parameter
sets
2.2.1. Model basics
For ﬂood event modelling, and especially ﬂash ﬂoods, the mod-
eller is facing the challenge of choosing a rainfall runoff model,
then calibrating a parameter set able to simulate ﬂood events
and related hydrograph shape accurately, and last but not least
evaluating performance on each event with a cost function.
In this study the distributed model MARINE for ﬂash ﬂood fore-
casting (Roux et al., 2011) with subsurface transfer module is used.
The predominant factor determining the formation of runoff is
represented by the topography: slope and downhill directions.
Both inﬁltration excess and saturation excess are represented
within MARINE which is structured into three main modules
(Fig. 2). The ﬁrst module allows separating the precipitation into
surface runoff and inﬁltration using the Green and Ampt model;
the second module represents subsurface downhill ﬂow with an
approximation of the Darcy’s law and the third one the overland
ﬂow (over hillslopes and in the drainage network): the transfer
function component allows routing the rainfall excess to the catch-
ment outlet using the kinematic wave approximation. The spatial
discretization of the catchment is performed using the Digital
Elevation Model grid resolution, a regular grid of 200 m squared
cells. Evapotranspiration is not represented since the model pur-
pose was to simulate individual ﬂood events during which such
process is negligible. For a complete description of the MARINE
model the reader can refer to Roux et al. (2011).
In order to avoid a model over-parameterization, spatial pat-
terns of several parameters are derived from soil surveys and a
unique correction coefﬁcient is then applied to each parameter
map. This approach has been chosen for three parameters, namely
the distributed saturated hydraulic conductivity K, the lateral
transmissivity T0 and soil thickness Z. The calibration procedure
consists in estimating: three coefﬁcients of correction for spatial-
ized data; one for the saturated hydraulic conductivities, named
CK, another one CKSS for the lateral subsurface ﬂow transmissivities
(T0), and the last one for the soil thicknesses, named CZ, the
Strickler roughness coefﬁcient of the main channel KD1 and the
Strickler roughness coefﬁcient of the overbanks of the drainage
network KD2 (Garambois et al., 2013; Roux et al., 2011).
Concerning the transmissivity Kss, the spatial variability is taken
from the hydraulic conductivity map.
Fig. 1. (Center) Simpliﬁed bedrock composition of the French Mediterranean region (source: (Bd Million-Géol, BRGM)) and (periphery) topography. (Black contours) 16
unregulated catchments of interest. (West to the east) Opoul, Nîmes and Collobrières meteorological radars from Météo France network (orange dots with black concentric
circles).
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A continuous soil moisture model (SIM) (Habets et al., 2008) is
used for the initialization of the soil moisture at the beginning of
an event within MARINE model. The root zone soil moisture from
SIM is used (Hu2 index cf. (Marchandise and Viel, 2009)). Hu2 index
is calculated as follows: Hu2 = wg2/wgsat2 where wg2 is the volu-
metric water content of the root zone and wgsat2 is the saturated
volumetric water content of the root zone. Hu2 index (%) at the
beginning of each event is applied to each cell within catchment
discretization. It has been shown that initial soil moisture condi-
tion has to be set for each event for a robust calibration (Roux
et al., 2011). Indeed, results show that there is a non-negligible
sensitivity of the model response to the initial soil moisture.
Following this study, it has been chosen to use Hu2 index, when
available, as soil moisture initialization for the MARINE.
MARINE model is the result of a mechanistic approach
representing ﬂow components that are considered predominant
in Mediterranean ﬂash ﬂood genesis. Several sensitivity analysis
and calibration/validation (cal/val) of the model have been per-
formed for catchments of the French Mediterranean region with
areas ranging from about 100 km2 to 700 km2 (Garambois et al.,
2013, 2015; Roux et al., 2011). The results of these studies show
that soil depth and lateral water transfer through the subsurface
zone have a signiﬁcant impact on soil saturation dynamics and
ﬂood hydrograph. Drainage network reveals to be important also.
2.2.2. Calibrated parameter sets
The choice of a cost function is of prior importance to assess
rainfall runoff modelling performances. Timing and maximum dis-
charge of peak ﬂow are important features to compare the shape of
ﬂash ﬂoods hydrographs’. They will be taken into account thanks to
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where Nobs is the number of observation data, Qs and Qo are respec-
tively the simulated and the observed runoff, QPs and QPo are respec-
tively the simulated and observed peak runoff, TPs and TPo are
respectively the simulated and observed time to peak, TCo is the time
of concentration of the catchment determined by averaging Bransby
formula (Tco ¼ 21:3LA0:1S0:2, L is the channel length (m), A is the catchment
area (m2) and S the linear proﬁle slope (m/m)). Compared to the
Nash cost function (Eq. (2)), the LNP cost function grants more
importance to peak ﬂow value and timing, which is particularly
appropriate for the MARINE model, which focuses more on ﬂash
ﬂood peak ﬂow modelling than on baseﬂow or recession. This multi
criteria cost function is used to assess model performances for each
ﬂood event in order to avoid classical signiﬁcance problems of Nash
criterion used alone for ﬂood events (Moussa, 2010).
Our approach to test MARINE model potential for ﬂash ﬂood
regionalization is to calibrate MARINE model parameters for each
gauged catchment (Table 4). For 16 catchments with sufﬁcient
ﬂash ﬂood records for calibration and validation, parameters sets
were calibrated on several events per catchment ((Nash,
LNP)  (0.8; 0.8), cf. Table 6). Extreme events, such as September
2002 in the Cévennes, are not used for calibration. The full proce-
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Parameter sets are then tested on several recent strong events
((Nash, LNP)  (0.7, 0.7), (Fig. 3)) since one of the objectives is ﬂash
ﬂood forecasting. The comparison between observed and simu-
lated maximum speciﬁc discharges (Fig. 3) highlights good perfor-
mances of MARINE model even for speciﬁc discharges up to
6.3 m3 s1 km2; keeping in mind that gauging uncertainty can
be close to ±20% or even 30% for such high ﬂows (see e.g.
(Delrieu et al., 2005)).
MARINE model parameters present few interactions during
peak ﬂow simulations as shown with temporal variance analysis
on 6 Mediterranean catchments (Garambois et al., 2013). This
probably stems from model parsimony and physical formulation.
Reducing parameter interactions and equiﬁnality problems is
important especially for ﬂood forecasting at gauged and ungauged
locations.
2.3. Regionalization methodology
As stated before, 5 tuneable parameters of MARINE model are
calibrated for catchments with sufﬁcient ﬂood records
(Section 2.2), but the application of MARINE model in the case of
ungauged catchments requires a regionalization method. MARINE
model parameters are estimated using two approaches namely
the nearest neighbours and a similarity approach. The issue of
selecting information that is best transferred from donor catch-
ment(s) to the ungauged one is addressed. Proximity measure
and/or catchment physiographic descriptors are used to derive a
similarity measure between gauged and ungauged catchments.
Fig. 2. MARINE model structure, parameters and variables. Inﬁltration rate i (m s1), cumulative inﬁltration I (mm), saturated hydraulic conductivity K (m s1), soil suction at
wetting front w (m), saturated and initial water contents are respectively hs and hi (m3 m3). Local transmissivity of fully saturated soil T0 (m2 s1), saturated and local water
contents are hs and h (m3 m3), transmissivity decay parameter is m (–), local slope angle b (rad). Water depth h (m), time t (s), overland ﬂow velocity u (m s1), space variable
x (m), rainfall rate r (m s1), inﬁltration rate i (m s1), bed slope S (m m1), Manning roughness coefﬁcient n (m1/3 s).
Table 4
Calibrated parameter sets for gauged catchments.
Catch. CZ () CK () CKSS () KD1 (m1/3/s) KD2 (m1/3/s)
Tech 4.3 11 1515 5 3.2
Têt 6.1 19.8 10,000 11.8 3.4
Réart 4.29 15 1242 5.7 30
Verdouble 1.3 15 4486 5 4
Agly 1.6 20 4304 7.5 2.2
Salz 1 20 5595 5 5
Orbieu 1.3 15 10,000 9.1 2
Cesse 1.26 7.7 10,000 5 6.3
Hérault 3.6 17.8 4764 8.2 5
Gardon 4.6 10.3 4540 11.7 9.7
Beaume 5.3 7.4 3712 21.4 14.7
Ardèche 3.4 2.1 4891 10 19.1
Gapeau 1.2 4.76 1200 14 20.8
Réal Martin 1.28 3 415 19.7 5
Aille 0.4 4 715 31.2 7
Nartuby 1.12 10.5 4525 22 5
Fig. 3. (Black stars) Maximum simulated speciﬁc discharges versus observed for
validation events which are recent strong events. (Grey bars) Representation of an
indicative ±20% gauging error for peak discharge observation (see e.g. (Delrieu et al.,
2005)).
390 P.A. Garambois et al. / Journal of Hydrology 525 (2015) 383–399
E.5. GARAMBOIS ET AL. (2015A) ANNEXE E. SÉLECTION DE PUBLICATIONS
178
2.3.1. Single correlations
As a ﬁrst step, correlations between calibrated model parame-
ters and catchment descriptors have been tested. The single regres-
sions are established for all the 16 gauged catchments. The
correlation coefﬁcients of the regressions equations between the
model parameter values and 13 descriptors are usually lower than
0.5 (Table 5). Other regionalization studies ﬁnd also correlation
coefﬁcients usually lower than 0.5 for continuous rainfall runoff
models (Merz et al., 2006; Oudin et al., 2008). The highest correla-
tions are found for CZ, the multiplicative constant of the soil depths
(Table 5), which is also the most sensitive parameter of the model
(Garambois et al., 2013, 2015). Indeed, the soil depth multiplicative
constant explains 80% of model output variance when most hydro-
graphs are peaking (Garambois et al., 2013). Catchment soil vol-
ume from pedologic data has to be adjusted with CZ which is the
most inﬂuent parameter of MARINE model on average. Within
our modelling framework CZ values larger than 1 indicates that
catchment storage capacity needs to be increased for ﬂash ﬂood
modelling purpose. For catchments with comparable areas, soil
volumes and bedrocks such as the Cesse, the Verdouble or the
Agly, CZ is close to one which is three times lower than those neces-
sary to correctly reproduce rainfall to runoff conservation on the
Hérault and Ardèche. The CZ on the Tech, Têt and Gardon are even
larger. Moreover for initial soil moisture of approximately 50%, the
soil volume is nearly entirely solicited as shown by maximum soil
saturation condition in the range of 80–90% at the end of an event.
A signiﬁcant volume of ﬂood triggering rainfall might percolate to
deeper fractured layers as proposed by other authors (Castaings
et al., 2009; Garambois et al., 2015; Roux et al., 2011). CZ could then
be related to catchments’ bedrock descriptors that are not taken
into account in the model. This may be due to the fact that the soil
depth from soil surveys used in modelling only takes soil horizons
A (surface soil) and B (subsoil) into account. Horizons C (parent
rock) and R (bedrock) are not taken into account even though they
may be hydrologically active (Garambois et al., 2015). The higher
CZ values are for catchments areas developing on primary era bed-
rock such as the Tech, the Têt, the Gardon, the Beaume or the
Ardèche (Table 4 and Fig. 1). This is in agreement with recent
results, obtained for different time scales through streamﬂow
recession and cumulated rainfall analysis: Vannier et al. (2013)
highlight relations between geology and drainage-storage capacity
for 23 catchment areas (0.2–291 km2) located in the Cévennes–
Vivarais region.
2.3.2. Distance measure
For both geographical proximity and similarity approaches a
measure of distance is required to evaluate the proximity of an
ungauged catchment from potential donors. A common method
consists in calculating the Euclidian distance between two catch-
ments in the n-dimensional space of catchment attributes
(Viviroli et al., 2009). We use attributes normalized by their maxi-
mum value because of their different variation ranges (Table 3) and






where attrib⁄ refers to the n normalized attributes, wk are user-
speciﬁed weights than can be assigned for attributes to take into
account their varying importance. In the following, attributes will
be considered of equal importance and Dw will be minimized in
order to ﬁnd the most similar catchment(s) given an ungauged one.
2.3.3. Assessment of regionalization tests
In order to assess the relative performances of the different
methods for discharge estimation at ungauged location, the
jack-knife technique was employed to compute and consequently
evaluate the regionalization results. Catchments are successively
considered as gauged and ungauged and parameters are retrieved
from the other calibrated catchments. In the following, each
catchment is treated as ungauged in turn. The combinations of
parameters sets are calculated from gauged catchments using
the proposed regionalization methods. The 16 catchments of
interest representing a total of 117 events will be used in the fol-
lowing for regionalization trials (Garambois, 2012). For these
catchments hydrographs simulated following a regionalization
method can be compared to observed ﬂood hydrographs. The efﬁ-
ciency of the methods are evaluated with LNP criterion (cf. §2.2),
Nash, dQp and dTp.
3. Results and discussion
3.1. Model performance and calibration uncertainty
The events selected are the strongest ﬂood responses recorded
during the period 1980–2011 for the catchments of interest.
Speciﬁc peak ﬂow discharges are superior to 0.2 m3 s1 km2 for
the selected catchments (cf. Table 1 in section 0. Appendix A) As
a preliminary, MARINE model was run for the whole ﬂash ﬂood
events data set with the calibrated parameter sets (Table 6). For
several catchments, ﬂoods of the 80’s and 90’s with rainfall ﬁelds
derived from interpolated raingauges were considered. Indeed as
far as possible we aim to evaluate predictive power of both
MARINE model and regionalization methods on the largest dataset.
Regionalization results will be presented hereafter for the 117
ﬂood events with MARINE performances evaluated in (Table 6)
and ranging from (Nash; LNP) = (0.2; 0.26) to (0.86; 0.88). For all
catchments ﬂoods the mean values of (Nash; LNP) are (0.54; 0.56)
and more than 60 events are simulated with LNP > 0.7 i.e. approxi-
mately 4 events on average for each catchment.
Fig. 4 shows event cal/val performances for each catchment. The
lowest efﬁciency is for the Nartuby which catchment area is mostly
karstic, the Cesse catchment area is also karstic but performances
are slightly better. 17 ﬂood events out of 117 present LNP coefﬁ-
cients close to 0 when testing calibrated parameter sets, with 8
of them for the Cesse and the Nartuby. However it appears inter-
esting and more realistic to consider events with contrasted per-
formances for the regionalization process and more generally to
test the predictive abilities of an event ﬂash-ﬂood model.
The spreading of model performances can be important for
some catchments like the Verdouble or Agly which are neighbours
located in the Corbières Mountains or the Tech which is a steep
catchment of the Pyrenean foothills. This can be attributable to
Table 5
Gauged catchments’ simple correlations (Pearson’s R2) between calibrated parameter sets (on 61 events) from (Table 4) and catchment physical descriptors (Table 3).
Area Deniv Alt50 Sedi Plut Meta PrimG = Meta + Plut Hsoil_min Hsoil_max Hsoil_mean Hsoil_ std Vsoil Ksat
CZ 0.21 0.39 0.32 0.48 0.61 0.34 0.50 0.17 0.09 0.42 0.00 0.04 0.01
CK 0.00 0.11 0.23 0.13 0.00 0.21 0.11 0.34 0.02 0.20 0.32 0.23 0.26
CKSS 0.05 0.03 0.08 0.04 0.01 0.09 0.03 0.23 0.00 0.18 0.03 0.09 0.04
KD1 0.01 0.07 0.10 0.05 0.03 0.14 0.05 0.52 0.00 0.28 0.28 0.10 0.34
KD2 0.00 0.08 0.12 0.01 0.00 0.02 0.01 0.00 0.01 0.08 0.04 0.08 0.01
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several sources of error, and ﬁrstly to rainfall measurement errors
that can be non negligibles in some cases, for example when radar
or raingauge network or both have not seen a signiﬁcant part of
rainfall distribution explaining ﬂood response (Garambois et al.,
2015). Other signiﬁcant sources of error can be: the hypothesis
of time-independent parameter sets (and so uncertainty), the high
ﬂow gauging errors for several catchments.
It is important to notice that model performances are higher for
catchments with an apparently more regular behaviour like the
Ardèche or Gardon (Table 6). Regular behaviour means that the
behaviour of the catchment seen by the model for validation
events is close from the average behaviour found with calibration.
A parameter set calibrated over several events is indeed supposed
to reﬂect an average performance. For example, with similar per-
formances in calibration (Nash = 0.88) for the Salz and Verdouble
catchments, for a large number of ﬂood events (10) performances
in validation are better for the Salz (Nash, LNP) = (0.60, 0.55) than
for the Verdouble (Nash, LNP) = (0.40, 0.41). This might result from
different hydrological behaviours between ﬂoods, maybe also
depending on the variability of rainfall patterns in time and space.
This joins the idea of unusual hydrological behaviour, i.e. a ﬂood
event not covered by the past calibration events (extrapolation
case) (see e.g. (Singh and Bárdossy, 2012)); whereas with a regular
behaviour, a new ﬂood event is supposed to be covered by the past
calibration events (interpolation case).
3.2. Regionalization approaches
In this section several combination of descriptors and number
of donor catchments are tested. Results are compared to observa-
tions and ‘‘calibrated’’ simulations. The results and best perfor-
mances presented here for ﬂash ﬂood events on Mediterranean
catchments can depend on the selection of physical descriptors
used to deﬁne the physical similarities and on the availability of
soil and bedrock data in particular as it will be shown. That is
why extrapolation to other region of the world might not be war-
ranted. Moreover, stream gauging network density, meteorological
and climatological indices are not considered in this study.
While making the choice during the regionalization process of
an event physically based model for ﬂash ﬂoods, several questions
arise, as for continuous model regionalization (see e.g. (Oudin
et al., 2008)), and are discussed below.
Table 6
























Number of events 61 23 23 117 117 117
Tech (Pas du Loup) 0.90 (3) 0.70 0.73 0.46 0.37 9
Têt (Marquixane) 0.80 (3) 0.79 0.82 0.73 0.78 4
Réart (Saleilles) 0.86 (4) 0.60 0.67 0.46 0.62 6
Verdouble (Tautavel) 0.88 (4) 0.82 0.79 0.40 0.41 10
Agly (St Paul de F.) 0.80 (3) 0.76 0.75 0.51 0.47 5
Salz (Cassaignes) 0.88 (3) – – 0.60 0.55 11
Orbieu (Lagrasse) 0.78 (5) 0.67 0.65 0.51 0.57 10
Cesse (Bize Minervois) 0.80 (3) 0.80 0.87 0.44 0.42 11
Hérault (Ganges) 0.76 (3) 0.56 0.76 0.65 0.71 4
Gardon (Anduze) 0.75 (6) 0.86 0.88 0.63 0.71 10
Beaume (Rosières) 0.77 (3) 0.49 0.71 0.60 0.68 6
Ardèche (Vogüé) 0.83 (5) 0.87 0.85 0.86 0.88 7
Gapeau (Hyères) 0.80 (4) 0.75 0.82 0.58 0.64 6
Réal Martin (La Crau) 0.81 (4) 0.58 0.52 0.66 0.66 5
Aille (Vidauban) 0.81 (4) 0.65 0.72 0.48 0.53 8
Nartuby (Trans en Pce) 0.60 (4) – – 0.20 0.26 5
Mean 0.80 0.67 0.72 0.54 0.56 7
Median 0.80 0.70 0.75 0.55 0.59 7
Fig. 4. MARINE model performances with calibrated parameter sets over the whole catchment-ﬂood dataset, number of ﬂash ﬂood events between parentheses for each
catchment.
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3.2.1. When can a catchment be kept as donor for regionalization?
It is not straightforward to answer the question of catchments
outliers, with a particular behaviour regarding the other catch-
ments of a dataset. Modelling performances in calibration/val-
idation for each catchment and physical meaning of catchment
parameter sets can be considered as two important features of
regionalization methods in the context of that study. First a thresh-
old on model efﬁciency in cal/val mode could be used to exclude
poorly modelled catchments for predictions at ungauged locations.
Such a method would be very selective, for example a threshold of
0.7 would lead to consider only 4 donors (Table 6, 6th column), and
so narrowing the possibilities for parameter sets and physical
behaviours for ungauged catchments. Indeed, each catchment
(parameter set) represents a possible operating point for MARINE
model in the space deﬁned by 5 parameters (Table 4), in other
words a diversity of hydrological behaviours. We do not use a
threshold on model efﬁciency hereafter.
The choice is made not to use 4 catchments as donors (Gapeau,
Réal Martin, Aille, Nartuby) for the other 12 since pedologic data
for these 4 catchments come from SIM model instead of soil sur-
veys for the other 12 (§ 2.1). Indeed, these data could have an
impact on calibration process and consequently affect parameters’
physical meaning.
One can wonder whether a relation between cal/val and
regionalization performances exists. To shed more light on this
issue, Fig. 5 shows the relationship between the efﬁciency of cali-
brated parameter sets on donor gauged catchments and the efﬁ-
ciency of MARINE model on pseudo ungauged catchments, in the
particular case of a single donor selected with spatial proximity.
Results suggest that using a well-modelled catchment as donor
does not warrant good performances on pseudo-ungauged catch-
ments. However conversely, parameter sets from poorly-modelled
catchments can produce higher performances when transferred to
pseudo-ungauged catchment than in cal/val. The operating point in
the model parameter space that it is possible to reach with cal/val
can sometimes better reproduce ungauged catchment behaviour.
This highlights the ﬂuctuating quantity of hydrological information
that is available in calibration events used to constrain parameter
sets for a given gauged catchment.
3.2.2. How many donor catchments should we consider for
regionalization?
In order to explore this issue, regionalization tests with a num-
ber increasing from 1 to 11 donor catchments are performed.
Among the available catchment descriptors (cf. Table 3) the choice
is made to present results for soil, bedrock and altitude difference
descriptors. The use of other descriptors resulted in lower model
efﬁciencies at ungauged locations.
Fig. 6 shows that for most regionalization methods based on
similarity, the best performances are obtained with a few number
of donor catchments between 2 and 4. This number must depend
on the descriptors used to calculate the similarity measure and
their information content about hydrological controls. Using only
one donor catchment decreases the performance of regionalization
as increasing the number of gauged donor catchments. Increasing
the number of donors results in selecting catchments with more
and more distant hydrological behaviours regarding the catchment
of interest. For a large number of donor catchments the efﬁciencies
of the different regionalization schemes tend to sensibly increase,
strong errors in peak ﬂow simulation might be partially avoided
by smoothing the model behaviour with different sources. Would
those two trends be true for an even larger dataset? This is an open
question; however, for all the combination of descriptors tested,
the best performances are for 2–4 donors. In other words, for an
ungauged catchment, the unicity of its behaviour may be better
approximated by a parameter set calculated on few donors
highlighting some physiographic and potentially similarities of
behaviour, for this database.
3.2.3. How to select information for regionalization?
Selecting donor catchments to derive hydrological information
to the site of interest is still an open question in regionalization
context. Indeed, in function of the chosen combinations of descrip-
tors or even the regionalization methods, different combinations of
donor catchments can be obtained for an ungauged catchment.
Proximity method and similarity method based on Hsoilmean and
Ksat produce the weaker performances (Fig. 6), whereas some
combinations of descriptors containing the index of catchment’s
primary era bedrock (PrimG) seem the most relevant to select
donor catchments. Increasing the number of descriptors from 2
to 3 slightly increases the performances but a fourth descriptor
about soil, bedrock or topography is useless probably because it
Fig. 5. Relationship between the mean cal/val efﬁciency of MARINE model for the
donor gauged catchment and efﬁciency on pseudo ungauged catchment; case of the
spatial proximity approach with one donor catchment. Number of event per
catchment can be found in the last column of Table 6, LNP values lower than zero are
plotted as zero.
Fig. 6. Impact of the number of gauged catchment used for each regionalization
scheme on averaged model efﬁciency. (8 methods  117 events  12 number of
donors = 11,232 simulations).
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contains redundant information. Hereafter we will discuss in more
details the results obtained with two combinations of descriptors
involving PrimG.
Having examined the three above questions, the following
choices are made for the regionalization:
– For gauged catchment selection, we do not use any threshold on
model efﬁciency as regard to catchments’ parameter set
transferability.
– 4 catchments (Gapeau, Réal Martin, Aille, and Nartuby) are not
considered as donors for the 12 other catchments since pedo-
logic data come from a different source.
– Regionalization schemes with 2, 3 or 4 gauged donor catch-
ments are preferred.
– Results produced by geographical proximity (2 donors) and the
2 methods presenting the best performances according to Fig. 6
– PrimG-Ksat-Deniv (3 donors) and PrimG-Hsoilmean-Deniv (2
donors) – will be investigated in more details.
3.3. Analysis of the efﬁciency of three simple regionalization schemes
3.3.1. General comparison
Following the choices made earlier, in this section we examine
in more details the results produced by three simple regionaliza-
tion schemes (Table 7). Regionalization methods are assessed in
terms of ﬂood estimation. It is useful to recall that the methods
are based on calibrated parameter sets presented in Table 4. The
LNP cost function and its three components values are presented
in Fig. 7. Statistics are calculated over all catchments. With median
LNP efﬁciencies of 0.47 for Reg2 and 0.45 for Reg3, these two
regionalization schemes perform slightly under the range of cal/val
whose median LNP is 0.59 for the 117 ﬂood events. For the two
similarity approaches ﬂood hydrographs features are acceptable.
Concerning peak ﬂow, the median efﬁciency is 0.57 for Reg2 and
0.51 for Reg3; for peak timing median 1  dTp is 0.52 for Reg2
and 0.58 for Reg3. Median Nash efﬁciencies are slightly lower with
0.31 and 0.37. However in the case of ﬂash ﬂoods, Nash efﬁciencies
can easily collapse; for example when a very peaky hydrograph is
shifted in time. The approach with geographical proximity Reg1 is
less efﬁcient with a LNP of 0.37.
The distribution of performances for pseudo ungauged catch-
ment for the three regionalization methods is acceptable with
rather narrow interquartile range and best catchment’s LNP above
0.7. The few outliers at the low end of box plots might indicate that
methods’ robustness could be improved. It is interesting to notice
that for the three regionalization methods, these low performances
occurred for the Nartuby catchment (see Fig. 8) where modelling is
not easy even in cal/val as explained before (cf. Section 3.1), and
the Réart catchment. For this particular catchment that behaves
like an intermittent river but where cal/val results were better, it
seems that there are no good donor catchments within the dataset.
In summary, regionalized parameter sets with these 3 methods
based on model calibration yield to encouraging results as regards
to standard scores obtained for each catchment in cal/val over the
dataset (Fig. 8). Moreover the decrease of about 10 percents in per-
formances between cal/val and regionalization is comparable to
what is found in the literature for continuous models. In the fol-
lowing, we investigate in more details MARINE model perfor-
mances over each catchment and the donor catchments selected
with the regionalization methods.
3.3.2. Catchment performances
Fig. 8 highlights some cases where performances of regionaliza-
tion methods are largely under cal/val performances (Réart,
Hérault, Ardèche, Réal Martin). For those catchments this might
be either the descriptors used for regionalization either the possi-
ble donor catchments within our dataset that do not contain
enough relevant hydrological information to constrain MARINE
model and reproduce particular catchment behaviour. For the 12
other catchments average regionalization efﬁciency is close to cal/-
val performances (for example: Verdouble, Gardon, Beaume)
which is a very encouraging result given the difﬁculties involved
in ﬂash ﬂood modelling and forecasting.
Cal/val results are expected to represent the upper limit for
regionalization. But in some cases, regionalization slightly outper-
forms cal/val: the Verdouble, the Agly, the Gardons and the Cesse.
This could question the ‘‘optimality’’ of the operating point found
in the parameter space during calibration process. In the case of
the Gardons, cal/val and regionalization efﬁciencies are higher than
for the Verdouble, the Agly and the Cesse, approximately of 0.7. In
Table 7






[Reg1] Proximity Geographical proximity 2
[Reg2] Similarity Percentage of catchment area on
Primary bedrock (PrimG), spatial
average of saturated hydraulic
conductivity (Ksat) and altitude
difference (Deniv)
3
[Reg3] Similarity Percentage of catchment area on
Primary bedrock (PrimG), spatial
average of soil depth (Hsoilmean)
and altitude difference (Deniv)
2
Fig. 7. Comparison of the efﬁciency in terms of (Nash), (1  dQp), (1  dTp) and (LNP) for three regionalization schemes: Geographical proximity (2 donors) [Reg1], PrimG-Ksat-
Deniv (3 donors) [Reg2] and PrimG-Hsoilmean-Deniv (2 donors) [Reg3].
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the cases of Agly and Verdouble, or the Cesse which a karstic catch-
ment, the lack of ﬂash ﬂood events and/or relevant hydrological
information for calibration can be pointed out. In the case of the
Gardons, slightly more relevant hydrological information is found
with regionalization than with calibration.
In other words, for some catchments ﬂood records might not
be rich enough regarding hydrological information to cali-
brate parameter sets able to predict a large spectrum of ﬂash
ﬂoods.
3.3.3. Event performances
In the section above, it is shown that for 12 catchments out of
16, the average regionalization efﬁciency is close to cal/val perfor-
mances. The number of events in function of the LNP values is pre-
sented for each catchment in Fig. 4 for calibrated parameter sets
and in Fig. 9 and Fig. 10 for the parameter sets obtained with simi-
larity approaches.
Performances degradation from cal/val to regionalization can



































































































Fig. 8. Efﬁciency in terms of LNP for each pseudo ungauged catchment for three regionalization schemes: Geographical proximity (2 donors) [Reg1], PrimG-Ksat-Deniv (3
donors) [Reg2] and PrimG-Hsoilmean-Deniv (2 donors) [Reg3]. Number of ﬂash ﬂood events in parenthesis.
Fig. 9. Boxplot of MARINE model performances over the whole catchment-ﬂood dataset, parameter sets are determined with Reg2, i.e. similarity method with PrimG-Ksat-
Deniv (3 donors) [Reg2]. Number of ﬂash ﬂood events speciﬁed after each catchment’s name.
Fig. 10. Boxplot of MARINE model performances over the whole catchment-ﬂood dataset, parameter sets are determined with Reg3, i.e. similarity method with PrimG-
Hsoilmean-Deniv (2 donors) [Reg3]. Number of ﬂash ﬂood events speciﬁed after each catchment’s name.
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two combinations of descriptors. Interestingly, for all catch-
ments except the Real Martin, the Nartuby and the Ardèche,
there is at least one event simulated with a LNP greater than
0.6 for the two regionalization schemes tested (Fig. 9 and
Fig. 10). For several catchments, ﬂood event performances in
regionalization can be greater than LNP = 0.8. From the compar-
ison between Figs. 9, 10 and 4 and using Fig. 8, several cases
can be highlighted:
– Catchments where cal/val results and regionalization results are
similar; for example the Salz, the Gardons or the Beaume. For
the Gardons, the donor catchments selected with the three
methods (Table 9) present a bedrock composition mainly
metamorphic and plutonic and therefore similar to the receptor
bedrock (Fig. 11). This is also true for the Beaume catchment.
The same comment can be made for the Salz: the two donors
selected both with Reg3 and Reg 2, the Cesse and the
Verdouble, present bedrocks that are mainly sedimentary. For
those cases, receptor and donor catchments have comparable
CZ values in calibration (cf. Table 3). This means that the
regionalization schemes and catchment descriptors
combinations are pertinent. Moreover this means that there
exist good donor catchments within the dataset. There is also
the example of the Nartuby, which is a poorly modelled catch-
ment in cal/val and in regionalization, probably because it is
mostly karstic.
Fig. 11. Pseudo ungauged catchments numbered in black with the regionalization scheme which performed the best (catchment boundary in blue, red or green) and the
donor catchments (brown numbers). Simpliﬁed bedrock composition at the background. Hydrographs simulated with regionalized parameter sets of Table 8 (blue
dots = observations, red line = simulated discharge). (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this
article.)
Table 8
Comparison of calibrated and regionalized parameter sets for the best regionalization scheme performance (Reg2 if 3 donors, Reg3 if 2 donors).
Pseudo ungauged
catchment


























Tech (#1) [Têt(#2), Beaume(#11)] 4.3 5.5 11.0 9.7 1515 4908 5.0 19.6 3.2 12.6
Têt (#2) [Tech(#1), Hérault(#9)] 6.1 3.8 19.8 16.2 10,000 4031 11.8 7.5 3.4 4.6
Réart (#3) [Verdouble(#4), Orbieu(#7)] 4.3 1.3 15.0 15.0 1242 6004 5.7 6.3 30.0 3.3
Verdouble (#4) [Cesse(#8), Salz(#6)] 1.3 1.2 15.0 11.6 4486 8603 5.0 5.0 4.0 5.9
Agly (#5) [Cesse(#8), Verdouble(#4), Hérault(#9)] 1.6 2.1 20.0 13.6 4304 6322 7.5 6.1 2.2 5.1
Salz (#6) [Cesse(#8), Verdouble(#4)] 1.0 1.3 20.0 10.9 5595 7592 5.0 5.0 5.0 5.3
Orbieu (#7) [Cesse(#8), Verdouble(#4), Salz(#6)] 1.3 1.2 15.0 12.4 10,000 7274 9.1 5.0 2.0 5.3
Cesse (#8) [Verdouble(#4), Orbieu(#7), Réart(#3)] 1.3 2.2 7.7 14.9 10,000 6577 5.0 7.9 6.3 10.5
Hérault (#9) [Salz(#6), Agly(#5), Gardons(#10)] 3.6 2.4 17.8 16.5 4764 4843 8.2 8.1 5.0 5.9
Gardon (#10) [Beaume(#11), Hérault(#9), Ardèche(#12)] 4.6 4.1 10.3 9.4 4540 4472 11.7 13.0 9.7 12.6
Beaume (#11) [Gardons(#10), Hérault(#9), Ardèche(#12)] 5.3 3.9 7.4 13.1 3712 4706 21.4 9.6 14.7 8.5
Ardèche (#12) [Beaume(#11), Gardons(#10)] 3.4 5.0 2.1 8.7 4891 4105 10.0 16.8 19.1 12.3
Gapeau (#13) [Cesse(#8), Nartuby(#16), Réart(#3)] 1.2 2.3 4.8 11.2 1200 5157 14.0 10.8 20.8 14.1
Réal Martin (#14) [Gapeau(#13), Gardons(#10), Hérault(#9)] 1.3 3.0 3.0 10.4 415 3299 19.7 11.5 5.0 12.6
Aille (#15) [Réal Martin(#14), Gapeau(#13)] 0.4 1.2 4.0 4.1 715 884 31.2 16.3 7.0 14.4
Nartuby (#16) [Réal Martin(#14), Aille(#15)] 1.1 0.9 10.5 3.4 4525 537 22.0 24.4 5.0 5.8
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– Catchments where cal/val results are good and only one
regionalization scheme is efﬁcient; for example the Têt [Reg3],
the Orbieu [Reg2], the Hérault [Reg2], the Real Martin [Reg2],
the Aille [Reg3]. Once again, the calibrated CZ values are similar
between receptor and donor catchments thanks to bedrock
descriptors. But hydrological information might be better trans-
ferred depending on the choice of physiographic descriptors,
Ksat for Reg2 and Hsoilmean for Reg3. The existence of good
donors within the dataset is also important. Indeed, for the
Réal Martin the bedrock is sedimentary for a half of the area
and metamorphic for the other half, and the donors selected
with the similarity method Reg2 have contrasted bedrocks
and CZ.
– Catchments where cal/val is satisfying but no regionalization
scheme is efﬁcient like for the Ardèche or the Réart. This can
be attributable to the lack of donor catchments, at least for
the combination of descriptors tested. Indeed, the best
regionalization method gives a CZ of 1.3 for the Réart, whereas
the calibrated value was of 4.3, as shown in Table 8 which pre-
sents for each catchment the values of the parameter sets issued
from calibration and regionalization.
– Catchments where regionalization outperforms cal/val such as
the Verdouble [Reg3], the Cesse [Reg2] or Agly (Reg2 and
Reg3). As stated before the calibrated parameter sets from
donor catchments might contain more hydrological information
than the events available for at site calibration.
For a given pseudo ungauged catchment, it is not the same ﬂood
events that are best simulated for each regionalization scheme
since the parameter sets obtained are not the same. The behaviour
of a catchment may change from one ﬂood to another, depending
on the resonance between spatial catchment properties and the
spatial and temporal repartition of rainfall. This emphasizes the
difﬁculty of predicting a large spectrum of ﬂash ﬂood behaviours
for a given catchment and hydrological model complexity with a
single parameter set.
3.4. Which hydrological information is best transferred?
To examine whether several spatial patterns exist in the perfor-
mance of regionalization methods, the best regionalization solu-
tions with MARINE model for each catchment are shown in
Fig. 11, along with bedrock composition on which the regionaliza-
tion schemes with similarity (Reg2 and Reg3) are based. For this
dataset and our process oriented model, the physical similarity
approach performs better than the proximity approach and there
is no clear spatial pattern in donor catchments localization
between the three regionalization methods tested.
The value of regionalized parameter sets are presented with
calibrated values for each catchment in Table 8. As stated in §2.2
CZ determines catchment storage capacity and has a great inﬂuence
on peak discharge and runoff coefﬁcient. The regionalized values of
this parameter are close to calibrated ones for most catchments.
When CZ calibration and regionalization values are too different,
performances of regionalization methods are largely under cal/val
performances, like for the Réart or the Ardèche. Moreover the
catchments with similar CZ exchange their parameter sets. These
catchments can be located in a geographical zone with similar
properties or hydrological landscapes responsible for comparable
hydrological behaviours: for example the Hérault, Gardon,
Beaume or Ardèche (#9, 10, 11, 12 on Fig. 11); or another group
composed of the Verdouble, Agly, Salz, Orbieu, Cesse (#4, 5, 6, 7,
8 on Fig. 11). Interestingly, the physiographic descriptor about pri-
mary bedrock reveals to be a powerful indicator to constrain
MARINE model parameters and especially CZ. It can be related to
bedrock characteristics which might inﬂuence signiﬁcantly ﬂood
water balance as already explained in § 2.3 and § 3.3 and detailed
in Garambois et al., 2013.
4. Conclusions
This paper investigates the regionalization of MARINE process
oriented model in the case of 117 recent ﬂash ﬂoods of the
French Mediterranean region. MARINE model performances in
cal/val are ranging from (Nash; LNP) = (0.2; 0.26) to (0.86; 0.88)
with a mean (Nash; LNP) of (0.54; 0.56). Cal/val is ﬁrst compared
to the simplest regionalization scheme consisting in spatial proxi-
mity method with one donor. Results show that using a well-mod-
elled catchment as donor does not always produce good
performances on pseudo-ungauged catchments and conversely,
parameter sets from poorly-modelled catchments can produce
higher performances when transferred to pseudo-ungauged catch-
ment. Spatial proximity and similarity approaches with several
combinations of descriptors are then tested for one to 12 donor
catchments. Using 2–4 donor catchments gives the highest perfor-
mances and the combinations of descriptors containing informa-
tion about primary bedrock are the most relevant. Physiographic
similarity approaches produce better results than the proximity
approach for our ﬂash ﬂood data set.
Encouraging results are obtained with two similarity
approaches based on physiographic descriptors with two and three
donor catchments. There is only a small decrease of performances
Table 9
Combinations of donor catchments given pseudo ungauged catchment for each of the 3 regionalization schemes: Geographical proximity (2 donors) [Reg1], PrimG-Ksat-Deniv (3
donors) [Reg2] and PrimG-Hsoilmean-Deniv (2 donors) [Reg3]. Catchment number (#).
Pseudo ungauged Proximity donors PrimG Ksat Deniv (3 donors) PrimG Hsoilmean Deniv (2 donors)
Tech(#1) [Têt(#2), Réart(#3)] [Têt(#2), Agly(#5), Hérault(#9)] [Têt(#2), Beaume(#11)]
Têt(#2) [Tech(#1), Agly(#5)] [Tech(#1), Agly(#5), Hérault(#9)] [Tech(#1), Hérault(#9)]
Réart(#3) [Verdouble(#4), Tech(#1)] [Cesse(#8), Verdouble(#4), Orbieu(#7)] [Verdouble(#4), Orbieu(#7)]
Verdouble(#4) [Orbieu(#7), Salz(#6)] [Cesse(#8), Orbieu(#7), Réart(#3)] [Cesse(#8), Salz(#6)]
Agly(#5) [Orbieu(#7), Salz(#6)] [Cesse(#8), Verdouble(#4), Hérault(#9)] [Cesse(#8), Hérault(#9)]
Salz(#6) [Orbieu(#7), Agly(#5)] [Cesse(#8), Verdouble(#4), Orbieu(#7)] [Cesse(#8), Verdouble(#4)]
Orbieu(#7) [Verdouble(#4), Salz(#6)] [Cesse(#8), Verdouble(#4), Salz(#6)] [Verdouble(#4), Réart(#3)]
Cesse(#8) [Verdouble(#4), Orbieu(#7)] [Verdouble(#4), Orbieu(#7), Réart(#3)] [Verdouble(#4), Salz(#6)]
Hérault(#9) [Beaume(#11), Gardons(#10)] [Salz(#6), Agly(#5), Gardons(#10)] [Agly(#5), Ardèche(#12)]
Gardons(#10) [Beaume(#11), Hérault(#9)] [Beaume(#11), Hérault(#9), Ardèche(#12)] [Beaume(#11), Ardèche(#12)]
Beaume(#11) [Gardons(#10), Ardèche(#12)] [Gardons(#10), Hérault(#9), Ardèche(#12)] [Gardons(#10), Ardèche(#12)]
Ardèche(#12) [Beaume(#11), Gardons(#10)] [Beaume(#11), Gardons(#10), Hérault(#9)] [Beaume(#11), Gardons(#10)]
Gapeau(#13) [Réal Martin(#14), Aille(#15)] [Cesse(#8), Nartuby(#16), Réart(#3)] [Réal Martin(#14), Aille(#15)]
Réal Martin(#14) [Aille(#15), Gapeau(#13)] [Gapeau(#13), Gardons(#10), Hérault(#9)] [Aille(#15), Gapeau(#13)]
Aille(#15) [Réal Martin(#14), Gapeau(#13)] [Réal Martin(#14), Hérault(#9), Ardèche(#12)] [Réal Martin(#14), Gapeau(#13)]
Nartuby(#16) [Réal Martin(#14), Aille(#15)] [Cesse(#8), Verdouble(#4), Réart(#3)] [Orbieu(#7), Réart(#3)]
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from cal/val with LNP = 0.59 to regionalization with LNP = 0.47 and
0.45 for these two methods.
Regionalization performances were then examined for each
catchment and show the need of good donor catchments, i.e. with
similar hydrological behaviours, within the dataset given pertinent
combinations of descriptors. Interestingly, for some catchments
regionalization outperforms cal/val. In that case, this suggests that
more (relevant) hydrological information can be available from
donor catchments than the events available for at site calibration.
The same analysis can be made according to the results of
regionalization with the spatial proximity method and one donor.
Event performances in regionalization are encouraging and for
13 catchments out of 16 there is at least one ﬂood event simulated
with a LNP greater than 0.6 and sometimes 0.8. Different model
behaviours are simulated through regionalization process and
reproduce a mean catchment behaviour. The actual catchment
behaviour however may change from one ﬂood to another, which
is probably why regionalization is found to be easier for catchment
with an apparently more regular behaviour (as deﬁned in § 3.1).
This emphasizes the difﬁculty of predicting a large spectrum of
ﬂash ﬂood behaviours for a given catchment and a given hydrologi-
cal model complexity with a single parameter set.
The soil depth multiplicative constant CZ is the most inﬂuent
parameter of the MARINE model. As explained in §2.3, CZ has a sig-
niﬁcant impact on water balance within the model and values lar-
ger than 1 indicates that catchment storage capacity needs to be
increased for ﬂash ﬂood modelling purpose. Indeed, percolation
in bedrock might play a signiﬁcant role on ﬂash ﬂood water
balance.
The CZ greater than one found for catchment areas developing
on metamorphic or plutonic bedrocks are in agreement with the
results of Vannier et al. (2013). Probably because of its high inﬂu-
ence, CZ is rather well constrained by the two similarity approaches
in regionalization. The unicity of catchments might be well
accounted through the use of topography, soil and bedrock
descriptors. This study demonstrates the predictive power of bed-
rock descriptor for regionalization in the case of Mediterranean
ﬂash ﬂoods.
It would be interesting to test this approach on a larger dataset
and for other regions of the world with different physiographic
characteristics and climate. Further studies could investigate the
use of homogeneous regions in terms of climatology, meteorologi-
cal indices, and particularly indices about extreme rainfall statis-
tics at different space–time scales. This could be a way to search
donor catchments in a hydrological neighbourhood with even
more physical meaning. The uncertainties from rainfall and initial
soil water contents could also be propagated into regionalization
process for example with regionalization methods developed in
probabilistic frameworks (see e.g. (Smith et al., 2014)).
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a b s t r a c t
A novel objective function for rainfall-runoff model calibration, named Discharge Envelop Catching
(DEC), is proposed. DEC meets the objectives of: i) taking into account uncertainty of discharge obser-
vations, ii) enabling the end-user to deﬁne an acceptable uncertainty, that best ﬁts his needs, for each
part of the simulated hydrograph. A calibration methodology based on DEC is demonstrated on MARINE,
an existing hydrological model dedicated to ﬂash ﬂoods. Calibration results of state-of-the-art objective
functions are benchmarked against the proposed objective function. The demonstration highlights the
usefulness of the DEC objective function in identifying the strengths and weaknesses of a model in
reproducing hydrological processes. These results emphasize the added value of considering uncertainty
of discharge observations during calibration and of reﬁning the measure of model error according to the
objectives of the hydrological model.
© 2017 Elsevier Ltd. All rights reserved.
1. Introduction
An objective function converts the outputs of a rainfall-runoff
model into a single likelihood measure, according to discharge
measurements. This likelihood measure plays a key role, as it
controls the model assessment and calibration. As such it provides
a comparison basis for models or scenarios. An objective function
must provide a meaningful criterion, representative of the errors
occurring in the prediction time series. Ideally the objective func-
tion must make a distinction between the observed errors coming
from data uncertainties and the modelling errors coming from
model limitations and parameter uncertainties. Deﬁning such a
metric is hard, as model outputs obviously depend on the input
data and the observed discharge quality.
The uncertainty of the forcing data (rainfall/snowfall, soil
moisture, etc.) is in general not measurable (Villarini and Krajewski
(2010); Kirstetter et al. (2010)) whereas discharge uncertainties can
be accurately quantiﬁed (McMillan and Westerberg, 2015; Coxon
et al. (2015); Le Coz et al. (2014)). This makes it possible to inte-
grate uncertainty of the discharge observationst into an objective
function. However the classical functions, such as the Nash-
Sutcliffe efﬁciency (NSE, Nash and Sutcliffe, 1970), or the Kling-
Gupta-Efﬁciency (KGE, Gupta et al., 2009), are based on the dif-
ference between the model outputs and the observed discharge,
without considering the discharge uncertainty. This can result in
the overﬁtting of a model prediction to uncertain discharge
observations.
Some modiﬁcations in different calibration approaches are
found in the literature in order to integrate uncertainty of the
discharge observations. Croke (2007) modiﬁed the NSE by
weighting the residual vector according to the accuracy of observed
discharge measurement. The metric thus emphasizes the predic-
tion of a well known observed discharge at the expense of the
observed discharge with high uncertainty. This is especially prob-
lematic in the context of ﬂood modelling, where extreme ﬂood
discharges are generally marred with high uncertainty. Calibration
methods based on Bayesian approach (Kuczera (1983); Engeland
and Gottschalk, 2002, Kavetski et al., 2006), formalize an error
model, considering among others discharge uncertainty. Formal-
izations of different type of errors, such as input uncertainty or
model uncertainty are based on strong assumptions that require
validation, which is not always possible. In the end, the calibration
results depend on the deﬁnition of the error model. Liu et al. (2009)
proposed a calibration method using a “limits-of-acceptability”
approach. A parametrization is either accepted or rejected. The
limit of acceptability is ﬁxed according to discharge uncertainty.
The method is convenient to assess the likelihood of a parameter
set for a model, but it does not provide information on the
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relevance of the model.
The aim of the paper is to provide an objective function: i) taking
into account uncertainty of the discharge observations; ii) adapting
the calibration to user expectations and model assumptions; iii)
providing a meaningful score which can be interpreted to assess
the relevance of the model.
Section 2 presents the rationale of the paper. It discusses the
state of the art of objective functions in the ﬁeld of hydrologic
models, with a focus on the model calibration issue. The proposed
objective function, called Discharge Envelop Catching efﬁciency, is
deﬁned in Section 3 and evaluated against three other objectives
functions in Section 4. Finally, calibration results are presented and
discussed in Section 5.
2. Background and motivation
We begin the section introducing the mathematical concepts
used throughout the paper.
2.1. Mathematical notation and symbols
We adopt the fomulation of Vrugt and Sadegh (2013) of model
calibration and evaluation issues: “Consider a discrete vector of
measurements Y^ ¼ { y^1,…, y^n }, observed at times t ¼ { 1,…, n } that
summarizes the response of an environmental system F to forcing
variables Û ¼ {û1, …, ûn}. Let Y ¼ {y1, …, yn} the corresponding







where x0 is the initial state of the system at t ¼ 0.” The residual
vector deﬁnes the difference between actual and model-simulated
system behaviours:
EðqÞ ¼ bY  YðqÞ ¼ fe1ðqÞ; :::; enðqÞg (2)
The error model F that allows for residual vector transformation
deﬁnes the modelling error vector:
εðqÞ ¼ F
hbY  YðqÞi ¼ fε1ðqÞ; :::; εnðqÞg (3)
A function G is used to map the modelling error vector into a
metric called likelihood measure. The combination of F and G is the
objective function.
Calibration aims to ﬁnd the values of [ q2Q2<d ] that provide
the best likelihood measure. As the optimal parameter set may not
be unique and several candidates may minimized equally the
objective function, the calibration process faces model equiﬁnality
(Beven and Binley, 1992; Beven, 2006). Choosing a way of selecting
or weighting behavioural parameter sets according to likelihood
measure corresponds to the last step of a calibration methodology.
We now consider the fact that forcing variables Û, initial state x0
and observed discharges Y^ are uncertainmeasurements and denote
sÛ, sX0, sY^ the vectors quantifying those uncertainties. Forcing
variables and initial state uncertainties affect model predictions
and modify equation (1):
Y
0 ðqÞ ¼ f

x0




where Y0(q) is the model prediction with respect to input un-
certainties. Similarly, the observed discharge uncertainties modify
equation (3):
εðqÞ ¼ F
hbY sbY  YðqÞ
i
¼ fε1ðqÞ; :::; εnðqÞg (5)
This paper focuses on equation (5) and proposes an error model
F that allows for benchmarking a model prediction vector Y(q)
against uncertain observations (Y^, sY^). The choice of the optimal
function G which maps the modelling error vector into a metric is
also discussed.
2.2. Adapting the likelihood measure to the model
As said before, the primary goal of calibration is ﬁnding
parameter sets that best mimic the observed discharge. The role of
the objective function is to deﬁne the most appropriate likelihood
measure to accurately assess the success of the model to reproduce
the hydrological behavior of a catchment system.
In the literature, performance models are usually assessed using
statistic scores such as linear correlation, mean, variance or indexes
widespread in the hydrology community such as NSE, RMSE or
Kling-Gupta-Efﬁciency (KGE, Gupta et al. (2009)). The use of those
scores as conventional likelihood measures is supposed to facilitate
model comparison. However, as pointed out by Seibert (2001) or
Schaeﬂi and Gupta (2007), a score may reﬂect poorly the goodness-
of-ﬁt of a model, even when established by hydrologists. As an
example, a NSE score of 0,6 could equally mean good or poor ﬁt
depending on data quality and on the studied catchment. Moussa
(2010) and Schaeﬂi et al. (2005) also highlighted the limitations
of the NSE for ﬂood event modelling assessment, showing that
considering the high value of standard deviation of discharge time
series, the residuals might be high and still lead to a good score, due
to the NSE deﬁnition.
Schaeﬂi and Gupta (2007) suggested to take into account model
assumptions and user expectations into the objective function.












where ybi is called the benchmark discharge model at time i. The
model reference is no more the observed discharge mean as in NSE,
but a benchmark model deﬁned as admissible by the hydrologist.
The BE deﬁnition implies a meaningful score according to what is
expected from the model.
All the objective functions seen so far choose to minimize the
sum of squared residuals as the calibration objective. As noticed by
Beven and Binley (2014), this is not without implication. The
combination of all residuals within a single value actually hides the
underlying assumption that this score represents at best all the
residuals. Assuming that the sum of squared residual is the best
representation has two important implications:
 the same importance is attached to all residual values, whatever
their position along the hydrograph. Yet, absolute errors during
high ﬂows or low ﬂows may not be interpreted the same by
hydrologist. This issue could be avoided by weighting residual
vector as in mNSE (Croke, 2007) or calculating the sum of
squared relative errors;
 among the residual distribution, the mean represents the best
index to minimize. As residuals are most commonly correlated,
heteroscedastic and have non-Gaussian distributions (Schoups
and Vrugt (2010)), the relevance of this choice is not certain.
Moreover, the mean of the residual distribution is mainly
A. Douinot et al. / Environmental Modelling & Software 90 (2017) 157e166158
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affected by residuals observed during low ﬂows, which are
highly correlated and over-represented.
The NSE and other likelihood measures that consider the sum of
squared residual provide a basis for model assessment. However
the underlying assumptions are not consistent with residual vector
properties. The interplay of the above implications, balancing each
other, result in a global adaptation of the measure for calibrating
large data time series based onwrong criteria, which can contribute
to misleading results.
2.3. Taking into account the uncertainty of the discharge
observations
Considering the residual vector as an evaluation of model error
assumes that the discharge observations are the exact reﬂect of the
hydrological behavior of the catchment. However, discharge time
series are successively extracted from stage measurements and
stage-discharge rating curve conversions and, consequently, may
contain highly uncertain values. In other words, model evaluation
based on the residual vector E(q) is limited by the uncertainty on
the discharge data. In parallel, recent contributions (McMillan and
Westerberg, 2015; Coxon et al. (2015); Le Coz et al. (2014)).
improved discharge uncertainty quantiﬁcation. As an example, Le
Coz et al. (2014) used knowledge of the hydraulic control of the
rating-curves and statistical methods to provide an individual
quantiﬁcation of gauging uncertainty. Taking into account
discharge uncertainties in an objective function enables to better
deﬁne the discharge benchmark, making it possible to extract
modelling error from the residual vector.
Several approaches accounting for the uncertainty of the
discharge observations in the calibration methods are proposed in
the literature. (Kavetski et al., 2003; Kuczera et al. (2006)). use a
Bayesian framework. They represent the observed discharge as a
formal probability density function, the function being determined
either according to the rating curve uncertainty (Thyer et al. (2009))
or by adding another parameter to deﬁne the discharge uncertainty
model (Huard and Mailhot, 2008). Deﬁning error models for input
uncertainty as well as model uncertainty, the bayesian approach
aims to calibrate at the same time the parameters of the hydro-
logical model and those of the error models. Although the cali-
bration is comprehensive, as it tends to consider all the
approximations done, it suffers from the lack of benchmark for
error models. It may also result in overparametrization, increasing
the complexity of calibration. It can be noticed also that the
Bayesian approach assumes that the modelling errors are uncor-
related, which is plausible for inputs, for instance, but less so for the
model. Indeed, model uncertainty cannot be smaller than that of
the observation dataset used to calibrate the model.
Discharge uncertainty has also been incorporated into objective
functions as weights of the residual vectors (Croke (2007); Pe~na-
Arancibia et al., 2015). For instance Croke (2007) has modiﬁed the












2 with gi ¼ 1by95thi  by5thi
(7)
where y^i95th and y^i5th are the 95th percentile and the 5th percentile
values of the probability density function of the discharge ﬂow at
time i. The discharge uncertainty is considered as an assessment of
the discharge measurements quality but does not clarify the values
of the discharge observations. This calibration enforces the model
to be accurate when data is accurately known, whereas it allows for
large modelling errors where data is uncertain, which makes it
unsuited for ﬂood forecasting, for instance.
Another take on the issue is proposed by Liu et al. (2009), with
the limits of acceptability approach. The simulation set [ Y(q), q2 Q
2 <d ] is separated between behavioural and non behavioural
simulations according to observation error (Hornberger and Spear,
1981). The selection is done by setting a minimum percentage of
prediction time steps that must be included in the conﬁdence in-
terval of discharge measurements. Then, a weighted score is
attributed to each simulation time step. The score decreases line-
arly with distance to observed discharge, tending to zero in the
boundaries of the conﬁdence interval. When the value of the
simulated discharge falls beyond those limits, the score is uni-
formly set to zero. A ﬁrst limitation lies in the subjective choice of
the percentage threshold used to separate behavioural from non
behavioural simulations. If the bounds of the conﬁdence interval of
the discharge measurement are set to the xth percentile and the
(100-x)th percentile values of the distribution function, a (100-2x)
value might logically be used as a percentage threshold. However,
this choice assumes an ideal model devoid of modelling errors.
Thus, the threshold might need to be adjusted according to the
ability of the model to mimic the discharge observations. Also, as
mentioned by Liu et al. (2009), time steps not included in the
conﬁdence interval might be the ones with the highest “hydro-
logical value”. As the weighting method gives equal weights for
those time steps and for the ones lying exactly on the conﬁdence
interval bounds, small or large distances from the conﬁdence in-
terval limits do not affect the return value of the objective function.
In other words, the score does not assess how far the prediction is
from the observed discharge.
Objective functions presented above propose different ap-
proaches including the uncertainty of discharge observations into
model assessment. However, they do not consider additionally
model speciﬁcs and expectations from which tolerated modelling
errors might be deduced. It is actually important to distinguish
what we can require from the hydrological prediction according to
the uncertainty of discharge observations and what we can require
from it according tomodel assumptions and data input uncertainty.
The ﬁrst point refers to the fact that the objective of the exact
reproduction of the observed discharge values is misleading. The
second point refers to the fact that it is not because a discharge is
really accuratelymeasured, that we could expect the same accuracy
in prediction. The objective of this work is to take advantage of the
hydrologist expertise and of the uncertainty of the discharge ob-
servations to adapt themeasure of error of rainfall-runoff models to
the end-user expectations. The subsequent novel objective function
is called Discharge Envelop Catching (DEC) and presented hereafter.
3. The discharge envelop catching (DEC) objective function
3.1. Deﬁnition of the error model
We assume that the uncertainty of the discharge observations is
available. For any time i, the discharge is deﬁned by a probability
density function fromwhich the mean value y^i, standard deviation
sy^i or any percentile y^ixth can be extracted. A conﬁdence interval of
the discharge observations can be deﬁned.
Instead of looking for the exact reproduction of discharge
measurement, we aim at minimizing the distance between the
simulated discharge and the conﬁdence interval of observed
discharge. Moreover, the objective function will deﬁne for each
evaluation point a range of acceptable distances according to user
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expectations. The error model F, used in the DEC, extracts from the
residual vector Y^ e Y(q), a standard measure εmod,i of the distance





where di corresponds to the discharge distance [m3. s1] between
the model prediction at time i (yi) and the conﬁdence interval of
discharge measurements, knowing that yi is located outside the
bounds. smod,i, called modelling distance bounds at time i, corre-
sponds to the distance range [m3. s1] that is considered acceptable
by the user at time i.
Setting the distance range value for each time i, the user can
specify how the model will be forced throughout calibration to get
closer to the conﬁdence interval. The modelling error is relevant
given that: if εmod,i  1, the model prediction yi is acceptable,
whereas if εmod,i > 1, user expectations are not respected by yi.
Finally, the Umod ¼ (smod,i) vector deﬁnes a region of acceptability
for discharge prediction enclosing the conﬁdence interval of
discharge observations.
The objective function, combining the evaluation of distances
and the explanation of the user expectations, results in a vector of
modelling error Emod ¼ (εmod,i) whose statistical properties are
representative of the overall prediction error of the model.
We consider the 90 percentile of the distribution, Emod90th, as the
likelihood measure:
DEC ¼ Emod90th (9)
The calibration metric Emod90th will tend to standardize modelling
error distribution, to prioritize minimization of the largest model-
ling errors, while limiting the issue due to the correlated nature of
the modelling errors.
3.2. A graphical representation of an objective function: the error
isolines
Error isolines are a graphical representation related to an
objective function. An error isoline is composed of prediction points
exerting an equal impact on the objective function. Two predictions
at different time will have the same impact on the likelihood
measure if they are located on the same error isoline.
Error isolines may uncover the assumptions underlying a given
objective function. As such, they offer a way to compare several
objective functions. Fig. 1 displays the error isolines of the NSE, Liu
et al. (2009), Croke (2007) and DEC objective functions:
 the top left window (a) displays error isolines of the NSE
objective function. They also map BE or any objective function
using the sum of squared residuals to reduce the residual vector
into a likelihood measure. The lines tend to get closer to high
ﬂow parts of the hydrograph, illustrating how NSE - as
mentioned in section 2,1 - allows for smaller relative errors
when it comes to peak discharges. Superimposing NSE error
isolines with the conﬁdence interval of the discharge observa-
tions shows how this objective function can enforce the pre-
diction of peak ﬂows with a misleading accuracy: error isolines
are inside the conﬁdence interval of the discharge in this part of
the hydrograph, illustrating how the objective function may
detect modelling errors where the uncertainty range of the
observed data is inconclusive;
 the top right window (b) displays error isolines of the Croke
(2007) objective function. It shows that the model error allows
for larger errors when the observations are uncertain and
enforces a good mimic of the observations that are reliable. It
results in a calibration that enforces really good mimic specif-
ically when discharge observation are accurate;
 the bottom left window (c) displays the case of the Liu et al.
(2009) which is quite particular, as errors span a limited range
of values. A same error value is assigned to all predictions
outside the conﬁdence interval of discharge observations.
Hence, the calibration is inﬂuenced mainly by the selection of
behavioural simulations, depending on the percentage of pre-
dicted points inside the conﬁdence interval of the discharge
observations, rather than by the score of the objective function;
 the bottom window (d) displays error isolines of the DEC
objective function in the speciﬁc case where modelling dis-
tances smod,i are set to a constant. It illustrates how the DEC
combines both the discharge uncertainty and the hydrologist's
expertise (encapsulated in the deﬁnition of Umod). Error isolines
run alongside the conﬁdence interval of the hydrograph (i.e. the
discharge envelop), showing that the objective function detects
any modelling error inside the conﬁdence interval. Moreover, as
the modelling distance is here set to a constant, error isolines
illustrate the case where the DEC enforces equally the calibra-
tion around the discharge envelop. Finally, the way to catch
those discharge envelop can be adapted to model objectives by
deﬁning other modelling distance bounds.
4. Methodology for the DEC evaluation
4.1. Case study: application of the DEC to ﬂood modelling
For the purpose of evaluation, we consider the calibration of a
rainfall-runoff model dedicated to ﬂash ﬂood modelling. We look
for the calibration and evaluation of a distributed and physically-
based model called MARINE (Modelisation de l’Anticipation du
Ruissellement et des Inondations pour des eveNements Extre^mes),
developped speciﬁcally for ﬂash ﬂood simulation. The equations
describing the main ﬂash ﬂood processes (inﬁltration, overland
ﬂow, channel routing) are detailed hereafter. Low rate ﬂow pro-
cesses such as evapotranspiration, or baseﬂow are neglected. For
more detailed information on the MARINE model, please refer to
Roux et al. (2011) and Garambois et al. (2015). MARINE simulations
require the calibration of six physical parameters: soil depth Cz,
lateral hydraulic conductivity CT0, hydraulic conductivity of the
riverbed Ckr, saturated hydraulic conductivity Ck, and the ﬂood plain
and riverbed Manning roughness coefﬁcients, respectively np and
nr. Cz, CT0, Ckr and Ck are multiplicative constants of the corre-
sponding spatialized parameters z, T0 K, and Kr.
The model is applied on the Gardon catchment at Anduze
(543 km2). According to its physical properties (steep slope, thin
soil depth) and its geographical location in the French Mediterra-
nean area, this headwatershed has a highly contrasted hydrological
regime with frequent occurrences of ﬂash ﬂoods. A set of 14
extreme events, recorded over 20 years, is considered. The hydro-
logical model is forced with rainfall data issued by the ARAMIS
radar network (Meteo France, Tabary, 2007). It provides inputs with
a time resolution of 5 min and a spatial resolution of 1 km  1 km.
Rainfall data is provided without uncertainty. Their calculation is a
topic in its own right (Delrieu et al. (2014)), which is beyond the
scope of this study.
The initial state is extracted from the SAFRAN-ISBA-MODCOU
(SIM) hydro-meteorological model outputs (Habets et al., 2008).
The model provides the humidity indexes of a conceptual root zone
horizon. As for the rainfall input, their uncertainty is not
considered.
The observed discharge data were provided by the French
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operational ﬂood forecasting services (SCHAPI and SPC). Uncer-
tainty discharge is evaluated from the rating curve. It is assumed
that the uncertainty standard deviation sH increases linearly with
the observed stage H:
sH ¼ a*H þ b (10)
with a and b depending on the gauging station characteristics at
Anduze. The discharge uncertainty standard can be deduced from
the stage discharge conversion Y^ ¼ g(H):
s~Y ¼ sH*g
0 ðHÞ (11)
Finally it is assumed that the uncertainty is normally distrib-
uted. This approximation is good enough to determine conﬁdence
intervals.
4.2. The calibration methodology using DEC objective function
First we deﬁne the modelling distance bounds (smod,i). Consid-
ering the MARINE model assumptions, a coarse prediction of
baseﬂow is expected. (smod,i) is set at a minimum of the catchment
module (Qcatchment). The studied events present high ﬂow variations
from a module of 15 m3 s1 to peak ﬂows reaching 1000 m3 s1.
Modelling distance bounds are adapted to this amplitude by setting
the modelling distance bounds proportional to the observed
discharge:
smod;i ¼ Qcatchment þ 0;02*byi (12)
5000 parameter sets are extracted from an uniform distribution
on bounded intervals in <6. The MARINE model is run with these
sets. Each resulting predictione named s - is weighted according to






whereWSDEC corresponds to the weight given to s, according to the
DEC likelihood measure. Finally for each time step, the calibration
provides a distribution of weighted predictions. The median values
of each distribution are considered as the average discharge pre-
diction, while the 5th and 95th percentiles represent the bounds of
discharge prediction uncertainty.
For the sake of simplicity, we designate hereafter by “DEC cali-
bration”, the calibration methodology based on the DEC objective
function.
4.3. Comparative evaluation of the DEC calibration
Results of the DEC calibration is compared to those obtained
with other methodologies. We applied the Liu et al. (2009) meth-
odology and the Croke (2007) methodology as they both integrate
discharge uncertainty into calibration. The widespread GLUE
methodology is also applied (Beven and Binley, 1992), as a refer-
ence. Table 1 sums up modelling errors and weights used in each
calibration methodology.
5. Results
5.1. Calibration results using the DEC objective function
Fig. 2 shows at the topwindow, the hydrograph simulation of six
ﬂash ﬂood events with MARINE model after calibration using the
DEC objective function. The dark blue envelop corresponds to the
conﬁdence interval of the observed discharge and the orange
envelop to the conﬁdence interval of the simulated discharge. The
light blue envelop deﬁnes the region of model acceptability.
The bottom frame displays the modelling errors computed by
the objective function. When the prediction lies within the
discharge conﬁdence interval (dark blue envelop), the modelling
Fig. 1. Error isolines according to different model errors formulations: a) Nash-Sutcliffe efﬁciency (NSE); b) the Croke (2007); c) the Liu et al. (2009); d) Discharge Envelop
Catching efﬁciency, with a constant value of the distance bounds around the discharge envelop (smod,i) equal to two times the catchment module (30 m3 s1).
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error is set to zero. When the prediction is enclosed in the interval
of model acceptability, modelling error is lower than 1 and it is
assessed as acceptable. When the modelling error exceeds the light
blue envelop, it is set to a value exceeding 1 and an error of
modelling is detected. In grey are represented the conﬁdence in-
terval of the modelling error without any parameters sets
weighting. From this display, sensitive part of the hydrograph to
calibration could be detected comparing the grey and the orange
envelop. As well, it emphasizes where modelling errors remain
after calibration.
The hydrographs show that the observed discharge is globally
well mimicked by the median prediction of the model. One ﬂow
peak is underestimated, another is overestimated, but the repro-
duction of the others ﬂow peaks is close to the observed discharge.
90,11% of the median prediction points of the 14 simulated events
are inside the interval of model acceptability (see Table 3).
Regarding model failing, the model tends to underestimate ﬂow
peak and the rising limb. In contrast, the really early rising might be
overestimated as in the events 3 and 5.
The event 5 stands as an exception, as the ﬂow prediction
globally overestimates the observed discharge. Parameter calibra-
tion has little impact on modelling error range during this event.
Those differences may suggest more data inconsistency than
modelling error, as prediction errors appear to be speciﬁc to this
event.
The base ﬂow is also well predicted as the median prediction
and its conﬁdence interval during low ﬂows respect the interval of
model acceptability. User expectations are satisﬁed. In fact, the
baseﬂow prediction is quite coarse as the median prediction shows
for some events a relative error of 50%, but it is enough to user
expectations, as deﬁned by the DEC efﬁciency (ie the choice of the
distance range). The calibration barely restricts the interval of
prediction during low ﬂows, as the grey and orange intervals are
similar along this part of hydrograph for all events. It shows that the
Table 1
Summary of the calibration methodologies: modelling error and weights.
Likelihood measures are computed on all the events.
Method Modelling error Weight of the simulation s
GLUE
εNSE ¼ yibyistdðbyÞ W
s
NSEfNSE
s If NSEs  0;6*maxðNSEsÞa; else 0














expðε2Liu;iÞ If fyi2½ byi  sbyi ; byi þ sbyi g  85% b; else 0
Croke (2007)









εDEC ¼ dismod;i WsDECCfexpððE90ths Þ
2Þ
a NSE threshold is set to 65% of the maximum NSE value obtained running all the parameter sets.
b The minimum percentage required (85%) is set in order to select enough behavioural predictions for statistical use.
Fig. 2. Top window: Hydrograph of 6 out of 14 selected ﬂash ﬂood events supplied by the DEC calibration; bottom window: remaining modelling errors along the hydrograph with
median prediction in red, and range of modelling errors into the conﬁdence interval of prediction (orange). The grey envelop corresponds to the covered range of modelling errors
without any selection of parameter sets. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
Table 2
Percentage of subsurface ﬂow during the ﬂood. (when y^i > 150 m3.s-1).
(%) GLUE Croke (2007) Liu et al. (2009) DEC
q5 9,3% 16,9% 22,7% 16,6%
q50 30,0% 35,8% 33,6% 35,3%
q95 43,7% 45,3% 41,0% 44,0%
Table 3
NSE on 14 ﬂash ﬂood events. The NSE formula is successively used to compare i) the
median prediction Y50th with the discharge observation Y^; ii) the lower bound pre-
diction Y5th with the lower bound of the conﬁdence interval of the discharge Y^5th; iii)
the upper bound prediction Y95th with the upper bound of the conﬁdence interval of
the discharge Y^95th .
GLUE Croke (2007) Liu et al. (2009) DEC
Statistic on all data series
Median prediction 0,77 0,63 0,76 0,76
Lower bound prediction 0,63 0,48 0,57 0,62
Upper bound prediction 0,80 0,83 0,82 0,85
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calibration is not sensitive to low ﬂow prediction but rather to
rising limb and peak ﬂow ones. This remark is important for
interpreting the parameter set weighting. Calibration results e
parameter sets weighting e will be informative for the related
hydrological process models as they are controlled by the calibra-
tion. On the opposite, recession modelling appears not to be sen-
sitive to the calibration but rather tomodel structure and input data
quality.
5.2. Comparison results for all calibration methodologies
The comparison aims to determine to what extent the param-
eter selection or hydrograph reproduction depends on the cali-
bration methodology. First the posterior distribution of the
parameters is compared and prediction discrepancies are detected
and explained according to objective function properties. Then the
related consequences to the discrepancies on hydrograph re-
productions are analyzed.
5.2.1. Comparison of parameter posterior distributions
Fig. 3 shows the parameter posterior distribution issued from
each calibration methodology. Those distributions reﬂect the ﬁrst-
order sensitivity of parameters to calibration methodology.
All calibration methodologies show that CZ and CT0 are sensitive
parameters. It reﬂects how important for model performance are
soil properties, both in terms of water storage capacity and sub-
surface ﬂow quantiﬁcation.
With the three calibration methodologies GLUE, Liu et al. (2009)
and DEC, storage capacity of the model is mainly controlled by the
CZ parameter, the inﬁltration parameter Ck being not sensitive to
calibration. On the opposite, the Croke (2007) method shows a
sensitivity to Ck parameter: only high values of Ck results in
behavioural simulations. It seems that the calibration does not have
to limit the soil inﬁltration capacity, as calibration methods either
allow or impose high values of inﬁltration velocity. Finally, all
calibration methodologies suggest that runoff production in the
MARINE model comes from soil storage capacity exceedence
(Dunne, 1978).
The sensitivity of the transmissivity of the soil (CT0 parameter)
results from the signiﬁcant contribution to ﬂoods of subsurface
ﬂow. The proportion of subsurface ﬂow during high part of
hydrographs (y^i > 150 m3 s1, Table 2) ranges between 9% and 45%,
whatever the calibration method. The similar range of values for
the proportion of subsurface ﬂow does not reﬂect the discrepancies
between posterior distributions of the CT0 parameter. Actually, CT0
posterior distributions are correlated with the CZ posterior ones.
Discrepancies of CT0 posterior distributions seem to compensate
differences between CZ posterior distributions producing at the end
a similar volume of subsurface ﬂows.
Looking at the posterior distributions of roughness coefﬁcients,
which control surface ﬂow dynamics, only the Liu et al. (2009) and
the Croke (2007) methods show sensitivity to the river roughness
(nr, Fig. 3). Considering the case of the Croke (2007) method, Fig. 4
shows that the deﬁned error model induces sensitivity to the early
rising limb of each event. Indeed, themodelling error interval of the
early rising limb obtained without parameter set weighting is huge,
and calibration is mainly concerned with minimizing those
modelling errors. Finally, the fact that calibration is focused on the
early rising limb may explain the sensitivity of the model to river
roughness coefﬁcient. Considering the Liu et al. (2009) method, as
modelling errors are all valued the same falls outside the conﬁ-
dence interval of the observed discharge, their representation does
not provide an explanation. Nevertheless, wemay suppose, that the
small conﬁdence interval around the early rising limb equally
makes the Liu et al. (2009) method to enforce accurate prediction
for having few modelling errors in this hydrograph part.
The calibration of the last parameter e the coefﬁcient of trans-
missivity of the riverbed e results in different posterior distribu-
tions between Liu et al. (2009) and the three other methodologies.
Only the Liu et al. (2009) method shows sensitivity to this param-
eter. This sensitivity is not easy to explain as the Liu et al. (2009)
methodology is not focused in any particular hydrological pro-
cesses. Nevertheless, it seems that the Ckr parameter has a
compensatory effect on the selection of the other parameters, as
correlations between nr and CT0 parameters appear particularly
when calibrating the model with the Liu et al. (2009) methodology.
5.2.2. Hydrograph reproduction comparison
Fig. 5 shows the hydrographs of 6 out of 14 ﬂash ﬂood events
outputed by the different calibration methods. Observed discharge
and corresponding uncertainty are in blue, the median prediction
in red and prediction uncertainty in orange. Signiﬁcant systematic
under- (or over-) estimation is visible. Particularly, the Croke (2007)
method tends to underestimate ﬂood discharge, for almost the
presented events. On the opposite, Liu et al. (2009) method over-
estimates the peak discharge, giving a conﬁdence interval of pre-
diction exceeding that of the observed discharge.
Hydrographs show periods when the discharge conﬁdence
Fig. 3. Posterior distributions of parameters after calibration: soil depth Cz; lateral hydraulic conductivity CT0; saturated hydraulic conductivity Ck; and the riverbed and ﬂood plain
Manning roughness coefﬁcients respectively nr and np; hydraulic conductivity of the riverbed Ckr.
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Fig. 4. Top window: Hydrographs of 3 selected ﬂash ﬂood events supplied by the Croke (2007) calibration; bottomwindow: remaining modelling errors along the hydrograph with
median prediction in red, and range of modelling errors into the conﬁdence interval of prediction. The grey envelop corresponds to the covered range of modelling errors without
any selection of parameter sets. (For interpretation of the references to colour in this ﬁgure legend, the reader is referred to the web version of this article.)
Fig. 5. Hydrograph of 6 out of 14 selected ﬂash ﬂood events (for greater clarity) supplied by the different calibration methods: a) GLUE method; b) Croke (2007); c) Liu et al.
(2009) method; d) DEC method. Refer to Fig. 2 for the legend.
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interval falls outside the prediction uncertainty whatever the cali-
bration method. Those periods could not be simulated properly by
the MARINE model. Actually, it emphasizes either the weakness in
the model or the input data uncertainty.
5.2.3. Comparison of global performances
Table 3 gives the NSE scores successively calculated between the
median prediction Y50th and the observed discharge Y^ (line 1); the
lower bound prediction Y5th and the lower bound of the observed
discharge conﬁdence interval Y^5th (line 2); the upper bound pre-
diction Y95th and the upper bound of the observed discharge conﬁ-
dence interval Y^95th (line 3). The aim is to assess both the discharge
prediction and the conﬁdence interval of that prediction.
Representation of the observed discharge is similarly reached by
the GLUE, DEC and Liu et al. (2009)methodologies, with a NSE score
equal to 0,78 and 0,76 respectively. Croke (2007) has the lowest
performance with a NSE score equal to 0,63. As said before, the
latter method tends to underestimate ﬂood peak (Fig. 5). Similarly,
the lower limit of the prediction is underestimated during ﬂow
peak with this method and results in the poorest score for the
prediction of the lower bound (score ¼ 0,48). Finally, according to
the NSE score, the GLUE, the Liu et al. (2009) and the DEC methods
show similar results for the median prediction as well as for the
interval bounds ones.
Considering another global index for prediction assessment,
Table 4 presents the percentage of evaluated points located inside
the acceptability zone deﬁned in the DEC deﬁnition (equation (11)).
The acceptability zone is deﬁned according to user expectations,
and consequently appears as the aim of the calibration. The DEC
method gives the best percentagewithmore than 90,26% evaluated
points inside the acceptability zone. GLUE method and the Liu et al.
(2009) perform similarly with a score of 89,32% and 89,73%,
respectively. Regarding the NSE assessment, the Croke (2007)
method gives the lowest result. Considering the prediction for the
high parts of the hydrographs (second column, Table 4), the scores
give the same range of model performance with best predictions
for the DEC method, then in order the Liu et al. (2009) one, the
GLUE one, and ﬁnally the Croke (2007) one.
Model prediction can alsol be assessed according to water vol-
ume ﬂowing at catchment outlet. The bias between predicted and
observed discharge reﬂects the predicted water balance quality. As
we know that the model is not accurate for low ﬂow prediction, we
calculate the bias only for observed discharge higher than
150 m3 s1 (Table 5).
Contrary to the previous metric assessments, calibration
methodologies present here very contrasted results. Croke (2007)
underestimates the median prediction and the lower bound pre-
diction is far below the interval bound of the observed discharge. It
is related to the fact that the method tends to underestimate peak
ﬂows as it has been already mentioned when studying hydrograph
reproduction (Fig. 5). On the other hand, but not to the same de-
gree, Liu et al. (2009) overestimates the median prediction and the
lower bound prediction. The most important discrepancy is the
overestimation of the upper bound prediction. Actually, hydro-
graph given by the Liu et al. (2009) method shows this over-
estimation. It may not appear in the previous score as it represents
only a few points during ﬂow peaks, therefore the contribution to
the NSE score may not be signiﬁcant. GLUE presents an over-
estimation of the upper bound and an underestimation of the lower
bound, and consequently gives a larger conﬁdence interval of
prediction than the conﬁdence interval of the observed discharge.
The conﬁdence interval bandwidth depends on the NSE threshold
arbitrarily chosen in order to separate behavioural and non
behavioural simulation. The choice of a higher NSE threshold may
have decreased the conﬁdence interval bandwidth and therefore
resulted in more relevant prediction results.
Overall, only the DEC provides reasonable bias values. Indeed,
the median prediction as well as the bound predictions have a bias
that does not exceed 18.0 m3 s1, which represents less than 5% of
the average of the observed discharge that are higher than
150 m3 s1.
In order to explain the discharge bias discrepancies, we must
step back on parameter posterior distribution. Described in x 4,3,1,
all calibration methodologies show a model sensitivity to Cz
parameter values, but the resulted posterior distribution of this
parameter differs. In particular, calibration methodologies can be
ranked according to the median value of Cz parameter posterior
distribution. Liu et al. (2009) gives the lower Cz50th followed by, DEC,
GLUE and ﬁnally Croke (2007). The selected ranking corresponds to
the ranking of bias of the medium prediction, from Liu et al. (2009)
method showing the highest overestimation, to the Croke (2007)
method presenting the highest underestimation of the median
prediction. Actually, it makes sense that the model calibrated with
lower depth of storage capacity gives a higher discharge response
and inversely.
Moreover, we can notice that posterior distributions of the Cz
parameter from DEC and Liu et al. (2009) reﬂect a more restricted
range of Cz value, than for the other methods. It may explain that
these methods give smaller conﬁdence interval of prediction
around the median discharge prediction.
Finally, most of the discharge bias discrepancies between the
different calibration methods may be explained as resulting from
Cz, the parameter posterior distribution. The overestimation of the
upper bound prediction during high ﬂows by Liu et al., 2009 is not
completely clariﬁed. It may result either from the particular cali-
bration of the riverbed transmissivity, Ckrwith this method, or from
the selection of smaller values for Cz parameter, that limits soil
storage capacity. Further investigation should be done to conﬁrm it.
6. Conclusion
We presented a calibration method that consistently integrates
uncertainty of the discharge observations, model speciﬁcs and
user-deﬁned tolerance. This is achieved by introducing a new
objective function called Discharge Envelop Catching efﬁciency
(DEC). Themain idea of themethod is enable the end-user to deﬁne
an acceptability region around the conﬁdence interval of the
Table 4
Percentage of evaluated points of the median prediction inside the acceptability
zone deﬁned by in the DEC deﬁnition (x 3,2).
Method Percentage of accepted points of the median prediction
All points Prediction of points where y^i > 150 m3 s1
DECC 90,26% 76,9%
GLUE 89,32% 74,1%
Liu et al., 2009 89,73% 75,7%
Croke 2007 87,86% 68,9%
Table 5
Discharge prediction bias on 14 ﬂash ﬂood events when observed discharged is
higher than 150 m3 s1. As for NSE calculation, median prediction Y50th is compared to
the observed discharge Y^ and the predicted bounds (Y5th and Y95th) are compared to the
bounds of the conﬁdence interval of the discharge (Y^5th and Y^95th ).
(m3.s1) GLUE Croke (2007) Liu et al. (2009) DEC
Median prediction 23 141 69 5,7
Lower bound prediction 59 155 55 17,1
Upper bound prediction 149 21 122 15,1
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discharge, in relevancewith user's expectations. The 90th percentile
of distance distribution from prediction to the acceptability zone is
used as the metric score used to assess the model. This score is
consideredmore appropriate than the average of the distribution as
it gives priority to the minimization of high distances to the
acceptability region.
Using the DEC objective function, a calibration of the MARINE
model is tested. The DEC method provides optimal parameter sets
since high values of the NSE (0.76) are obtained with the resulting
discharge prediction. Also, for 90.11% of the assessment points
along the hydrograph, the discharge prediction is enclosed in the
acceptability zone. This score is especially conclusive considering
that input uncertainty was not taken into account.
We ﬁnd that the parameter posterior distribution depends on
the related calibration method, afﬁrming the role of the objective
function. Regarding the impact of the calibration on the modelling
error along the hydrograph, it appears that each calibration en-
forces the adequacy between observed and predicted discharge at
different points or parts of the hydrographs. To be relevant, the
assessment of parameter posterior distribution has to be combined
with the study of calibration impacts on the hydrographs.
Regarding the DEC calibration method, it mainly impacts the pre-
diction of ﬂood rising limbs and ﬂow peaks. The resulting param-
eter distribution will be most informative for ﬂow processes
occurring during the corresponding parts of the hydrographs.
Assessment with the NSE provides similar results from a cali-
bration methodology to another, for the median prediction as well
as for its conﬁdence interval, although the DEC performs slightly
better in average. The ﬂood volume is signiﬁcantly better predicted
when using the DEC method. Likewise, the DEC provides a conﬁ-
dence interval for ﬂood volume prediction that is more relevant
with respect to the uncertainty of the discharge observations and of
the related observed ﬂood volume.
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