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A Manual for the Determination of 
Sample Sizes for Multiple Comparisons 
- Formulas and Tables 
Eine Handreichung zur Bestimmung von Stichprobenumfängen 
für multiple Vergleiche 
- Formeln und Tabellen 
Manfred Horn, Rüdiger Vollandt 
Summary 
This paper is a manual for detennining sample sizes for several multiple comparison 
problems with normal and binomial distributions and for the nonparametric case. We 
consider the calculation of sample sizes with preassigned per-pair, a11y-pair and all-
pairs power for tests that control either the comparisonwise or the experimentwise type 
l error rate. Our formulas and tables provide sample sizes for painvise comparisons, 
compariso11s with a co11trol and comparisons with a known sta11dard. As applications, 
sample sizes can be calculated for the problem of evidence-of-superiority of some 1rea1-
me111 over the remaining 1reatme11ts as weil as for the de1ermi11a1ion of tlle minimw11 
effective dose. 
Our paper is a collectio11 of sample size formulas and auxiliary tables the main part of 
which was ob1ai11ed in a project supported by the Dewsche Forschungsgemei11schaft. 
Their derivation can be found in several publications. The paper is written for consult-
i11g statisticia11s and practitioners in pharmacewical research, agriculture, psychology, 
technology and otlzer fields. Each method is illustrated by a numerical example. Proofs 
a11d derivations are omitted; a reader interested in these is referred to rhe source papers. 
Key words 
All-pair.1· power, any-pair power; binary data, comparisonwise type I error rate, experi-
mentwise type I error rate, minimum effective dose, multiple rest, nonparamerric rest, 
normal data, per-pair powe1; sample size determination, stepwise test procedures. 
Zusammenfassung 
Diese Arbeit ist eine Handreichung zur Bestimmung von S1ichprobemmifä11ge11 für ver-
schiedene Probleme multipler Vergleiche bei Normal- und Binomialverteilungen und im 
11icl11parametrischen Fall. Wir betrachten die Berechnung von Stichprobe11umfä11ge11 bei 
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vorgegebener Per-pair-, Any-pair- und All-pairs-Power für Tests, die entweder die ver-
gleichsbezogene oder die versuchsbezogene Wahrscheinlichkeit vo11 Fehlern 1. Art kon-
trollieren. Unsere Formeln und Tabellen liefern Stichprobenumfänge für paarweise Ver-
gleiche, fiir Vergleiche mit einer Kontrolle und für Vergleiche mit einem bekan11ten 
Standard. Als Anwendung lassen sich Stichprobe11u111fii11ge fiir den Nachweis der Über-
legenheit einer Behandlung gegenüber den restlichen Behandlunge11 berechnen als auch 
für die Bestimmung der minimalen effektiven Dosis. 
Unsere Arbeit ist eine Sammlung von Stichprobenu111ga11gsfor111eln und Hilfstabel/e11, die 
größtemeils aus einem von der DFG geförderten Projekt resultieren. Ihre Herleitung 
findet sich in verschiedenen Publikationen. Die Arbeit ist fiir beratende Statistiker und 
Praktiker in Pharmaforschung, Landwirtschaft, Psychologie, Technologie und anderen 
Gebieten geschrieben. Jede Methode wird an einem numerischen Beispiel demonstriert. 
Beweise und Herleitungen sind weggelassen; daran interessierte Leser werde11 auf die 
Ursprungsarbeiten ve1wiesen. 
Schliisselwörtcr 
AIL-pairs-Powe1; Any-pair-Power, Bino111ialdate11, 1nini111ale effektive Dosis, multipler 
Test, nichtparametrischer Test, nonnalverteilte Daten, Per-pair-Powe1; schrittweise Test-
prozedu1; Stichprobenu111fangsbestimmung, vergleichsbezogene Wc1hrschei11lichkeit von 
Fehlern 1. Art, versuchsbezoge11e Wahrscheinlichkeit vo11 Fehlern 1. Art. 
1 lntroduction 
rn our textbook H ORN and VOLLANDT (1995) which was written for applied researchers 
we tried to give a practical guide for multiple comparisons and selcction. When collect-
ing the different methods we found out that only a few papers providcd tools for deter-
mining sample sizes that are necessary in multiple comparisons. Thercfore, in a project 
that was supported by the Deutsche Forschungsgemeinschaft, we dealt with sample size 
determination of multiple tests. 
This manual is a collection of the formulas and tables that we derived in our project or 
found in other papers. lt is written for consulting statisticians and practitioners in phar-
maceutical research, agriculture, psychology, technology and other fields. Each method 
is demonstrated in a numerical example. Proofs and derivations are omitted; a reader 
interested in these is referred to the source papers. 
1.1 Different notions of power of multiple tests 
Multiple tcsts are necessary if an experiment requires to test morc than one hypothesis. 
In problcms with several hypotbeses, the so-called clemcntary hypotheses, there are dif-
ferent notions of type 1 error rate and power. 
In some Situations it may be reasonable to use for each hypothesis an a levcl test. This 
means that a true hypothesis can be rejected with probabi lity ~ a. Thcn we say that the 
multiple test controls the comparisonwise type I error rate by a or, that it keeps the 
local lcvel a. rn other situations, it may be meaningful to require that the probability of 
rcjecting at least one true hypothesis does not cxcced a. In such cases we say that the 
multiple test controls the experimentwise type 1 error rate by a or, that it keeps the 
multiple level a. 
Similarly, thc power of a multiple test procedure, i.e. the probability of rejecting false 
hypotheses, can be defined in different ways. 
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In two-sidcd comparisons it is reasonable to make a so-called directional decision if a 
hypothesis is rejectcd. For example, if the two-sided hypothesis H12: f t1 = µz is rejected 
and if for the estimates of µ1 and µ1 the relation jt1 > jt2 is obtained, it is meaningful to 
concludc that ft1 > µz. Of course, this directional decision may be wrong because 
fl. 1 > 112 can occur though ft 1 < µ1 (and vice versa). An incorrect directional decision is 
caUed a type lll crror. A multiple test that controls the comparisonwise type 1 e1Tor rate 
by a, also controls the comparisonwise type m error rate by a. A single-sccp method 
tl1at controls the experimencwise type I error rate by a, also controls the expcrimentwise 
type W error rate by a. 
Since it is desirable to avoid type m errors. the power of two-sided tests can be defined 
as the probability of rejecting false hypotheses with correct directional decisions. We 
used in all our papers this power concept which goes back to H AYTER and T AMl-lANE 
(199 J). The requiremenc for correct directional decisions in tlle power delinition for two-
sided comparisons has only a negligible influence on the sample sizes, especially whcn 
the experimcntwise type J error rate is controlled. 
The probability of rejccting false hypotheses depends on " how false" tl1e hypotheses are. 
For example, if wc want to Lest the hypothesis H;/ µ; = µi> the power is higher for larger 
values of the difference Iµ; - µil· Ln most practical applications, differences are interest-
ing and wo11h detecting only 1f they equal or exceed some bound LI, for instancc if 
!µ; - µ11 ~ LI. ln some multiple testing situations, it will be desired to detcct all such differences. With two-sided comparisons, the probabiEty of rejecting all corresponding 
hypotheses with corrcct directional decisions wiU be called tlle all-pairs LI power or 
simply a!l-pairs power. In other situations it is suflicient to detect at least one of these 
differences. The probability of rejecting at least one of the corresponding hypotheses 
with correct directional decision will be called tlle any-pair LI power or simply any-pair 
power. Somctimes it is reasonable to consider each bypotllesis H;/ µ; = µ1 separately 
from the others. Thcn the probability of rejecting witll correct directional decision Lhe 
hypothesis Hv for which Iµ; - ~til ~ LI is called the per-pair LI power or simply per-pair 
power of 1.he test of Hv. The per-pair power corresponds to Lhe power usually considered 
when tesling only one hypotllesis. 
These three notions of power go back to RAMSEY (1978) and to E1NOT and G ABRIEL 
( 1975), see also H OCHBERG and TAMHANE (l 987). They are again explained in Table 1 
where we have omiued the part 'with correct directional decisions' because it is appro-
priate only in two-sidcd comparisons. 
Table 1: Definilions of thc three rypes of power 
all-pairs power probability to rejecl all hypotheses which are false by at least LI 
any-pair power probability to rejecl at least one hypothesis which is false by ai least LI 
per-pair power probability to rejeci a selecled hypothesis if it is false by at least LI 
1.2 Single-step and stepwise methods 
Multiple tcst mcthods which control tlle experimentwise type 1 error rate by a can be 
subdivided into singlc-step procedures and stepwise procedures. lmportant types of step-
wise procedures are step-down and step-up methods. With stepwise procedurcs, the va-
lues of the test statistics are ordered and compared with different critical values. 
In a step-down procedure. in tlle first step we test the hypothesis which corresponds to 
the mosl signilicant lest statistic. lf tll.is hypothesis cannot be rejected wc accept all 
hypotheses and stop. If it can bc rejected we test in tlle next step from the remaining 
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hypotheses the one whkh corresponds to the most signjficanl lest statistic. lf Lhis by-
pothesis cannot be rejccted we accept it together with all remaining hypotheses and 
stop. If it can bc rejected we test in the next ste p from the remaining hypolhcscs lhe one 
whkh corresponds eo the most signüicant test statistic, etc. 
In a step-up procedure, in the tirsl step we test the hypothesis which coJTesponds to lhe 
least signjficant test sratistic. If this hypothesis is rejected we reject all hypotheses and 
stop. lf it cannot be rejected we test in the oext step from the remaining hypothcses the 
one which corresponds to the least significant lest statistic. 1f this hypolhesis is rcjected 
we reject all further hypotheses and stop. If it cannot be rejected we test in Lhe next step 
from the remaining hypotheses lhe one which corresponds to the least significant test 
statistic. etc. 
Step-down methods have equal or higher per-pair, any-pafr- and all-pairs powers than 
corresponding single-step methods. Numerical results in DuNNElT and TAMHANE (1992) 
suggest lhal lhe any-pair power of step-up procedures is in most cases slightly greater than 
lhat of sing le-step methods. However, il is smaller if there is only one false hypothesis. 
The all-pairs power of step-up procedures is slightly smaller than that of step-down 
procedures according to DUNNETI and TAMMANE ( 1992) if a few hypotheses are false, 
and distinctly greater if most of the hypotheses are false. 
An advantage of single-step methods is that tJ1cir handling is much easier. A second 
advantage is that many of them provide simultancous confidence intervals for the inter-
esting differences or parameters. Ftnthermore, o nly with single-step methods we are able 
to derive explicit sample size formulas. 
1.3 Least favorable configuration (LFC) 
Tue value of Lhe power of each of the three types increases as ilie sample sizes incrcase. 
Our rum is to determine the minimum sample sizes that guarantee a preassigned value 
l - ß for the power. 
The value of lhe power also depends on Lhe configuration of tbe parametcrs of the 
underlying distributions which we do not know. Howcver, a sample size formula should 
provide a sample size that is sufficient (to ensure a power 1 - ß) even in the worst case. 
Therefore, our formulas and tables provide the sample sizes for the least favorable con-
figuration (LFC), i.e. for the parameter configuration at which the power attains its mini-
mum. Somelimes, lhere exisl several LFC's. 
Interestingly, the configuration µ 1 - µ0 = ... = µk - µ0 = Ll is least favorable with re-
gard to the all-pairs power of tbe one-sided single-step meiliod of DUNNETI ( 1955), but 
not the stepwise procedures. The detem1ination of the LFC for the corresponding step-
down and step-up procedure is very complicated and possible only wiili a Special com-
puter program, See OUNNETT, HORN, VOLLANDT (2001). 
For all the sing le-step melhods regarded in this manual, it has been shown in VOLLANDT 
and HORN (2000b) iliat lhe minimum any-pair power equals lhe minimum per-pair 
power. For this reason, we obtrun with preassigned any-pair power lhe same sample size 
formula as with preassigned per-pair power. 
1.4 General remarks on determining sample slzes for multiple comparisons 
We will consider three siruations. 
Situation 1: k(k > 1) treatments are pairwise compared, each one wilh lhc otller. The 
number of comparisons is k(k - 1) / 2. 
Situation 2: k(k > 1) treatments are compared wilh a further treatment, the so-called 
control. The number of comparisons is k. 
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Situation 3: The parameters of k(k > 1) treatments are comparcd with a given value, 
Lhe so-caUed standard. The number of comparisons is k. 
When planning experiments in these lhree situations il is rcasonable in most cases to use 
equal sample sizes, i.e., 11 1 = ... = 111< = n. Only in situation 2 is it meaningful to per-
mit a different size no for the control sample. A nearly optimal choice concerning the 
total sample size is 110 = 11./k, see DuNNETI (1955). 
The sample size n necessary for a Lest that controls the cxperimentwise type 1 en-or rate 
is greater than the sample size for a test that controls the comparisonwise type l error 
rate. The sample size necessary to guarantee an all-pairs power of 1 - ß is greater than 
thc sample size that ensures an any-pair power (or per-pair power) of 1 - ß. 
1.5 Sample size determination under normal distributions with unknown variance 
An importam case in statistics is that where the observations have normal distributions 
with unknown expectations µ; and common unknown variance a2. 
Assume that each difference 1µ1 - µil 2: LI is regarded as worth detecting where LI > 0 is a 
g iven bound. Then, for any Lest that is based on normal distributions with common var-
iance, the minimum power is a function of Ll /o, hence, the delermination of the sample 
sizc n is possible if and only i f the so-called standardized difference LI/ o is given. 
Sometimes, the experimentcr knows the magnitude of a2, or he has a reLiable poinl 
estimate from previous cxperimcnts. Then he can determine n for some value LI using 
this known or estimated value of a2. B OCK (1998) and other authors propose in similar 
Situations to use an upper confidencc bound of a2, i.e. a confidence estimate instead of 
the point estimate. Of course, this may result in rather conservative sample sizes, espe-
cially if the sample from which the estimate of a2 was calculated was small. 
lf o is completely unknown, it may be reasonable to specify a value v of the standard-
ized difference Ll /o as worth dctecting. This is equivalent to choosing tbe bound LI as a 
multiple of o, i.e., LI = vo, no matter how large o is. 
lt is possible to derive explicit sample size fonnulas for tests Lhat compare normal dis-
lributions with known er, but not with unknown a2. Such formulas will be given 
throughout this manual as thcy are very useful. A samplc size calculated under the 
assumption of known o2 is a lower bound for the samplc sizc required with unknown 
a2. However, the relative difference to the sarnple size with unknown o2 is smali (some-
times there is no difference, at all, due to tbe rounding). Thus, a value of n determined 
with known a2 is a useful approximation for n with unknown a2. The approximation 
will improve with increasing total sample size. 
1.6 Symbols 
In Lhe sections tbat follow we will use the foUowing symbols. 
qk,oo, 1- a - (1- a)-quanlilc of Lhe distribution of the studentized range wich parameter 
k and infinite degrecs of freedom (given in many textbooks and tables) 
11 1 a - (1- a)-quantile of the standard normal distribution (given in most texl-
books) 
u4,q, i - a - one-sided (1 - a)-quanti le of the k-variate standard nomiaJ distribution with 
correlation coefficients eii = l for i = j and eii = e for i =/. j (in Table III) 
lu lA,q, l - a - cwo-sided (1- a)-quantile of the k-variate Standard normal distribution with 
correlation coefficients (}ii = 1 for i = j and (};j = (} for i =f. j (in Table IV) 
111;,:1:q , l-a - one-sided (1- a)-quantile of the k-variate standard nonnal distribution with 
correlation coefficients {}ij = 1, e or = -e. as given by the following matrix 
R±f! (in Table V) 
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(} 
- (} 
(} 
lk/2) 
R±e =, -
[k/2)+ 1 
(} 
- e 
(} 
k 
(k/ 2) {k/ 2) + 1 k 
Note that the often used formulation 'quantile of the k-variatc Standard normal distribu-
tion' is somewhat sloppy. The precise but longer formulation is 'quanrile of lhe maxi-
mum of k random va1iables having a common k-variate Standard normal distribution'. 
We will nced the quantiles uk,e, 1-a and lulk e 1 a for (} = 0, (} = 0.5 and (} = 1/( 1 + ./k), which can be found in U1e comprclicnsivc tablcs of multivariate Stu-
dent t-d istributions of BECHHOFER and DUNNETT ( 1988) or in HORN and VOLLANDT 
( 1995) undcr infinite degrees of freedom. Since these tables arc not readi ly available to 
any uscr, we provide some quantiles in Tables III and IV. The quantiles Ltk ,±e, 1- a for () = 0.5 and (} = 1 / ( 1 + ./k) are given in Table V. They were tabu lated for the first time 
in HORN ancl VOLLANDT ( 1998). 
Lik,e, 1 a . lulk ,e, i-a and Ltk,±e. l -a can be calculated by a FORTRAN program called 
MVTCRJT, which can be obrained from C. W. Dunnett. lt is based on an algo1ithm 
from OUNNETI ( 1989) which can be downJoaded from http://lib.stat.cmu.edu/apstar/25 l. 
Olher very comfortable and flexible FORTRAN and SAS programs which can be recom-
mended for the same purpose are those of GENZ and BRETZ ( 1999, 2001 ). They are 
available from http://www.sci.wsu.edu/math/faculty/gcnz/homepage and 
hup://www.bioinf.uni-hannover.de/-bretz/index.html, respectivcly. 
2 Sample sizes for pairwise multiple comparisons 
2.1 Normal distributions (multiple t-test, Tukey-test) 
In lhis seclion, we assume d1at the random variables X1, ... , Xk belonging to k treat-
ments are no1mally djstributed with expectations µ 1, .... µk and common variance a2. 
We are only interested in two-sided comparisons, i.e., in the null and alternative hypod1-
eses 
Hij:µ; = µj , HAij : µ; =J µj (i , j = 1, ... ' k; i =J j). 
Hij wi ll be tested by the multiple t-test if d1e comparisonwise type 1 error rate is to be 
controlled by a, and by the Tukey-test if the experimentwise type l error rate is to be 
controlled by a. 
There exist also step-down and step-up procedures lhat control the expcrimentwise type 
1 error rate. However, we do not consider them. The interested readcr can find some 
tables for sample size detennination with k = 3 in L1u ( 1996). 
Let LI denote a bound above wbich a difference Jl; - µ1 is of practical importance. Con-
sequently, Hij is to be rejected wilh correct rurcctional decision if !Jt; - 1t) ~ LI. 
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As expJajned in scction 1.5, we are able to provide useful approximations of n for lhe 
case of unknown a. The resulting explicit formulas with preassigned per-pair, any-pair 
or all-pairs power for both tests have au the same form 
11
1 
= 1..2a2 /tJ2 . 
11 will be obtained by rounding (upward) the value of rl to the next integer. 
With preassigncd per-pair or any-pair power, ?.2 must be calculated by the explicit for-
mulas in Table 2, sec H ORN and Vou..ANDT (1997). With preassigncd all-pairs power 
there is a formula for A2 only for k = 3, see H ORN and YOLI..ANDT (2000a). For k = 3 
and 4, numerical values of A.2 were calculated by Llu ( 1998). see Tables 1 and II. The 
calculalion for k > 4 seems to be too complicated. 
Table 2: Formulas for ),,2 for pairwise comparisons of k treatments. The sample size is in the 
parametric case 11 ~ J..2a2/ .12, in the nonparametric case /1 ~ J.2/ 12.12, and in 1he binomial case 
11 ~ },,2/4 (arcsin .1)2 (per-pair/any-pair power) or n ~ J.2 / 4{arcsin (.jl /4+.1/2- J i/4 - .1/2)}2 
(all-pairs power) 
type 1 en·or rate $ a power ~ 1 -ß ;,,2 
comparisonwise pcr-pair/any-pair 2(u1-a/2 + Ll1 - ß)2 
experimentwise pcr-pair/any-pai r 2 (qk.oo, l-a+ y 
../2 111- ß 
comparisonwise all-pairs 2(111 - a/2 + 112. ±o.s.1 - ß)2 
(only for k = 3; no explicit formu la for k > 3) 
experimentwise all-pairs q3,oo, 1- a ( r 2 .j2 + 112, :t:O.S. 1 /1 
(only for k = 3; no explicit fonnula for k > 3) 
Example 2.1 (Experimentwise type l error rate ::;a, all-pairs power ~ J - ß.) lt is weil 
known that sports and physical exercise may result in an increase of the concentration of 
ß-endorphin. There are 4 different types of exercise which are to be compared in an 
experimental study of k = 4 randomized groups of size 11. For each person, thc concen-
tration of ß-endorphin will be determined before and after the corresponding exercise 
and with it the difference. The differences are assumed to bave normal distribulions with 
expcctations µ 1, ••• ,µ4 and the same unknown variance a
2 in all 4 groups. 
The researcher wishes sirnultaneous 95% confidence intervals for the 4 · 3/2 = 6 diffcr-
ences /L; - 1t· (i, j = 1 ... , 4; i > j ) in order to find out all impo1tan1 diffcrenccs. He 
considers a differcncc as important if it equals or exceeds the unknown value of a, no 
matter how !arge a is. In other words, he regards each standardized differcnce 
Iµ; - ~t)/a ~ 1 as irnportant, i.e„ he uses LI = o. Then, he attempts to detect with prob-
abi lity 1 - ß = 0.8 each important difference with correct ctirectional decision. Wc now 
calculate 11' = .A.2a2 / L'.1 2 where the value 4 = 5.837 can be found in Table n (undcr 
k = 4, a = 0.05, 1 - ß = 0.8). We obtrun n' = 1..2 = 5.8272 = 34. l and hcncc 11 = 35. 
2.2 Nonparametric comparisons (Wilcoxon-Mann-Whitney-test, palrwise Steel-test) 
We now consider the nonparametric case where tbe distributions of the obscrved quanti-
ties X; are unknown. For pairwise comparisons, the Wilcoxon-Mann-Whitney-test 
(WMW-test) is appropriate if the comparisonwise type l error rate is to be controlled, 
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whereas the pairwise test of STEEL (J 96 l) is appropriate if lhc expcrimentwise type J 
crror rate is to be controlled. (Stepwise procedures will not be co11sidered.) 
We assume that the cumulative distribution functions of X1, ... , Xk do not intersect. 
Therefore, the hypotheses Hij and HAij can be written as 
Hij : P(X; > Xj) = 1/ 2 , HAij : P(X; > X1) :/: 1/ 2. 
The probability to reject Hij (and to 'prove· H1iij) will increase as IP(X; > X1) - 1 /21 
increases. 
Let LI {LI > 0) denote a bound such that differences IP(X; > X1) - 1/21 2: LI are re-
garded as worlh detecting. Again, 1 - ß denotes the preassigned minimum value of tbe 
per-pair or any-pair power. Now the sample size necessary for the WMW-test or the 
Steel-test can be weil approximated (for large n) by a method of N OETHER (1987). Tue 
general formula is 
11
1 
=A.2/ 12Ll2 . 
Again, n wi ll be obtained by rounding n' . Interestingly, the formulas fo r A.2 are the same 
as for the case of normal distributions, see Table 2. The formulas with preassigned per-
pair and any-pair power go back to NoETHER (1987). The formu la with preassignecl all-
pairs power for k = 3 was derived Ln VOLLANDT and H ORN (2000a). As in the case of 
normal distributions, we have no fonnulas for k > 3 with preassigned all-pairs power. 
We conjccture that the numerical values of ,l for k = 4 g iven in Tables I and II for the 
normal case, can also be used in the nonparametric case. 
Example 2.2 (Experimentwise type I error rate :::;a, per-pair power 2:: l - ß.) ln a feed-
ing experiment involving male calves, k = 3 different feeds arc to be compared concem-
ing thcir avcrage daily weight increase over a weck. The random weight increase in 
group i is clenoted by X; (i = 1, 2, 3). X1, X2 and X3 are not normally distributed. lt is 
required that the experimentwise type I error rate is controlled by a = 0.05. Thus, we 
use the Steel-test. 
Considering the three pairs (X1, X2), (X1 , X3), (X2, X3), we desire to detect with prob-
ability 1 - ß = 0.8 each pair (X;, X1) for which the probability P(X, > X1) differs from 
0.5 by at least LI = 0.2, i.e., if P(X; > x1) 2: 0.7 or P(X; > X1) :::; 0.3. This means that 
the all-pairs power is required to be 0.8. 
WitJ1 tJ1e value A. = 5.123 from Table II (under k = 3, a = 0.05, 1 - ß = 0.8) we calcu-
late 111 =A.2/ 12Ll2 = (5.123)2 /{12 · 0.22) = 54.6, so tbat /1 = 55 is the number of calves 
necessary per group. 
2.3 Blnomial distributions 
We now consider the pairwise multiple comparisons of k proportions k1 / 11, ... , kk/11, 
where k; is the observed number of successes in the i-th sample. k1/n, ... , kkfn are 
estimates of the binomial probabilities p 1, ... ,Pk· The interesling null and alternative 
hypothescs are 
Hij : p; = PJ , HAij: p; "' Pj (i, j = 1, ... ' k; i "' J) . 
These hypotheses can be tested using the test statistics 
.. _ arcsin jKJn. - arcsin .JKJTii (. . _ ,. . .) 
Vu - 2 MT: 1, J - 1, ... , k, 1 :f: J . 
v2/n 
lf Hij is true, the asymptotic distribution of Vij is the Standard normal distribution. The 
approach to the normal distribution is sufficient if /1 2:: 40. 
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If lhe comparisonwise Lype 1 error rate is to be controlled by a. Hü wi ll be rcjected if 
IVül > Ut - a/2· lf the experimentwise type 1 error rate is to be controlled by a, H ;j will be 
rejected if IVül > qk,oo, t-a/ ./2. 
Let LI denote a bound such that differences Jpi - Pil ~ LI are regarded as worth detect-
ing. Then thc sample size necessary can be detennined by the formulas 
11' = 
42 
2 (preassigned per-pair/any-pair power), 4(arcsin LI ) 
111 = 
42 
2 (preassigned all-pairs power) . 
4{arcsin ( J t / 4 + Ll/ 2 - J t / 4 - Ll / 2)} 
n will be obtained by rounding n'. 4 is the same as for the case of normal distributions. 
lt can be calculated by the formulas in Table 2 or taken from Tables 1 and Il. The deriva-
tions of the formulas are given in VOLLANDT and HORN (2001). 
As in the case of pairwise comparisons for the normal case, we have no fonnulas for 
k > 3 wiLh preassigned all-pairs power. We conjecture lhal the numerical valucs of .:l for 
k = 4 given in Tables I and II for the normal case, can also be used in the binomfal 
case. 
Example 2.3 (Expcrimentwise type l error rate ~a. alI-pairs power ~ 1 - ß.) Four fe1ti li-
zers are to be compared with regarcl the gennination capacity of seecl coms of prim-
roses. The number of pairwise comparisons is 4 · 3/2 = 6. lt is required to control the 
experimentwise type r crror rate at a = 0.05. 
Let p; denote Lhe probability of gennination of seed corns with fertilizer i. The value 
LI = 0.2 is the bound above which a difference p; - Pi is considered as worth detecting. 
The aim is to detect all pairwise differences jp; - Pil ~ 0.2 with a probability 
1 - ß = 0.90. Thus, we have to determine the sample size n for a specilied all-pairs 
power. 
For k = 4, a = 0.05, 1 - ß = 0.9 we find in Table n the value .:l = 6.333. We calculate 
arcsin ( J l/ 4 + Ll / 2 - J l/ 4 - Ll / 2) = arcsin ( J[35 - JöTI) = 0.21, and with iL the 
value n' = Ä.2 /(4 · 0.21 2 ) = 6.3332 /(4 · 0.21 2 ) = 227.4. Thus, the number of seed coms 
necessary with each of the four fertilizers is n = 228. 
3 Sample sizes for multiple comparisons with a control 
When planning tests for comparing k treatments with a control we will use Lhe same 
size n for all treatmenL samples. But the size no of the control sample may differ from n 
by some factor r = no/n which must be specified in advance, i.e. before planning the 
sample sizes. Somc of the tables of quantiles that we provide are calculated for the casc 
r = 1, i.e. , n0 = n, as weil as for the case r = ,/k, i.e„ n0 = n ,/k. The second case is 
often called square root allocation. This allocalion is shown to be (ncarly) optimal con-
cerning Lhe total sample size which is necessary to guarantee a spccilied power value, 
see for example O UNNETI ( 1955). 
3.1 Normal distributions (multiple t-test, Dunnett-test, step-down procedure) 
In this section, we assume that the random variable Xo and the random variables 
X1, •••• Xk representing the observarions with the control and with the k treatments, 
respective ly, are normally distributed with expectations µ0 and µ 1, ... ,µ k and common 
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variance a2. We are incerested in the null and alternative hypothescs 
H;:/t;5 µ 0 , HAi:µ;>lto or H;:µ;;:::µ0 , HA,:µ; < µ0 (i = 1, ... ,k) 
(one-sided case), 
H;: µ ; = µ0 , HA1: µ; i: flo (i = 1 .... , k) (two-sided case). 
H; will be tested by the multiple 1-test if the comparisonwise type 1 error rate is to be 
contro lled. If the control of the experimentwise type l error rate is required one can use 
the Dunnen-test, the step-down procedure in DUNNEIT and TAMllANE ( 1991) or the step-
up procedurc in DUNNEIT and TAMHANE (1992). 
Let LI dcnote a bound such that differences 1µ1 - µ 01 ;::: LI are regarded as worth detect-
ing. As mentioned in section L.5, the determination of 11 is possiblc only if Llle standar-
dized difference Ll / a is known. 
Again, simple fonnu las will be given which provide approximate sample sizes (Jower 
bounds) if a is unknown, where the approximation improves with incrcasing k · n. The 
approximatc samplc size fonnulas with given per-pair, any-pair and all-pairs power have 
all the same form 
n' = J...2a2/LJ2. 
n is again obtained by rounding n'. 
Thc formulas for 22 for the multiple t-test and the Dunnett-test with the different types 
of power are given in Table 3. Tlley are derived in HORN and YOLLANDT ( 1998). 
We have a program called POWERN which exactly calculates the power with unknown 
a if LJ /a is given, so that n can be detennined also in this casc. This program can be 
downloaded from www.bioinf.uni-hannover.de/mcp_home/. For the same purpose, the 
programs of G ENZ and BRETZ (1999, 2001) can be used which were mentioned in sec-
lion 1.6. 
Table 3: Fonnulas for .42 for multiple comparisons of k LreatmenlS wilh a control. In thc parametric 
case is 11 ~ ). 2 a 2 / tJ2, in lhe nonparametric case is 11 ~ .42/ 1262. The size of the control sample is 
110 = r · n whcrc r is specified in advance 
type 1 error rate power one- or J..2 
:=;a ~ 1 - ß 1wo-sided 
comparisonwise per-pair/any-pair 1 ( 1 + l / r ) (111 -a + 111 .p)2 
2 ( 1 + l / r) (111 a/2+ 111 p)2 
expcrimcntwise per-pair/any-pair 1 ( 1 + 1/ r) (11k.l/(l-tr),l - a + ll1 -p)2 2 2 ( 1 + l/ r}(lulk. l/(Hr), 1-a+ 11 1-p) 
comparisonwisc all -pairs 1 ~ 1 + 1 / r) (111 „ + llk, l/( Hr), 1 p)2 2 2 1 + 1 / r) (111-a/2 + llk,±1/(l+r), 1-ß) 
experimentwisc all-pairs 1 ( 1+ 1/ r}(uk 1/( l 1r), 1 a+ uk, 1/( l+r), 1-ß)2 2 2 ( 1 + l / r) (luk 1/( 11r). 1- a + 11k, ±1/( l+r), 1-ß) 
As alrcady mentioned in section 1.6, the quantiles uk, 1/( l + r), 1- a , lulk, l /( l+ r), l - a and 
uk,± l /( i +r), I ß can be read off from Tables ID, IV and V for r = 1 and r = ,/k 
(k = 1, ... , 8), or calculated by the program MVTCRIT or thc prog rams of GENZ and 
ßRETZ ( 1999, 2001) mentioned in sectioo l.6. 
ln contrast to Lhe Dunnett-test, it is not possible Lo provide an explicit formula for 22 for 
the step-down and step-up procedures. Values of 2 which guarantee a preassigned all-
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pairs power J - ß of the step-down procedure are given in Tables VI and Vll. Thcy arc 
calcu lated using the assumption tbat a is known, and thus provide approximate sample 
sizes (lower bounds) for the case of unknown a, see DUNNETI, HORN and YOLLANDT 
(200 1). 
lt is also possiblc to calculate .A-values of the step-down procedure with preassigned per-
pair/any-pair power. However, it tums out that they do not or only vcry slightly differ 
from corresponding Ä.-values for the Dunnett-test. 
The program POWERN mentioned above can also be used for the step-down and step-
up procedures. lt calculates the power with known and unknown a if LJ / a is given. 
Example 3.1 (Experimentwise type 1 error rate $ a, any-pairs power ;::: 1 - ß.) This ex-
ample is taken from BRISTOL ( l 989). In a clinical triaJ two <loses of a drug are to be 
comparcd with a low dose of the same drug with respect to the treatment effect of 
rheumatoid arthritis. The physician's assessment of the disease for each patient is the 
interesting variable (measured in units), it is assumed to be normally distributed with a 
variance a 2 = 5. The expectations for the low dose and the two highcr <loses are de-
noted by µ 0, µ 1 and µ~, respectively. 
A difference fl; - fto ~i = l , 2) is regarded as clinically important if it is not less than 
LJ = l . Following Bristol, wc will use the two-sided Dunnett-test at level a = 0.05. We 
want to detcct with a probabil ity 1 - ß = 0.90 at least one difference µ„ - µ0 ;::: l (i = 1, 2), i .e., we specify the any-pair power. lt is required that no = 111 = n2 = 11, 
i.e., r = 1. So we obtain n1 = (1 + l /r) (lulk I /~+•·) 1 a + u 1 ß)2 a2 /LJ2 2 ? • 1 • 
= 2(luh,o.s,o.9s + uo.9) · (5/ 1) = 2(2.21 + 1.28)- · 5 = 121.8. hus, /1 = 122 is the 
number of patients necessary in each group. 
3.2 Nonparametric comparisons (Wilcoxon-Mann-Whitney-test, many-one Steel-test) 
We now consider the case of unknown distributions of the random variables X; 
(i = 0. 1, ... , k). We propose to compare the k treatmentS wilh the control by the Wil-
coxon-Mann-Whitney-test (WMW-test) if the control of tJ1e comparisonwise type l error 
rate is required and by the many-one lest of STEEL ( 1959) if the control of the experi-
mentwise type l error rate is required. The Steel-test is a single-step method. There also 
exists a corresponding step-down method, see HORN and VOLLANDT ( 1995). 
We assumc that the cumulative distribution functions of X1, ••• , Xt do not intcrsect the 
cumulative distribution function of X0 . Then, ilie null hypotheses H; and their alterna-
tives HA; can also be written as 
H;: P(X; > Xo) $ 1/2, HA;: P(X; > Xo) > 1/2 or 
H;: P(Xo> X;)$ 1/2, HA;: P(Xo > X;)> 1/2 (i = 1, „. ,k) 
(one-sided case) , 
H;: P(X; > Xo) = 1/2 , HA;: P(X; > Xo) =!= 1/2 (i = 1, „. , k) 
(two-sided case) . 
The probabil ity of rejccting ff; increases with the magnitude of the difference betwccn 
P(X; > Xo ) and 1/2. Let LJ (LJ > 0) denote a bound such that differences 
P(X; > Xo) - 1 /2 ;::: LJ (in the one-sided case) or IP(X; > Xo) - 1 /21 ;::: LJ (in the two-
sided case) are worth detecting. The sample size n with preassigned per-pair, any-pair 
and all-pairs power for the WMW-tcst and for the Steel-test, respcctively will approxi-
mately (for large n) bc provided by Üle generaJ fonnula 
11' = Ä.2/ 12,12. 
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The formulas for A.2 for the WMW-test and lhe Steel-test are identical with Lhose for the 
multiple t-tests and the Dunnett-test, respectively. see Table 3. Thcir derivation can be 
found in VOLLANOT, HORN and SEN (2000). 
Example 3.2: (Comparisonwise cype I error rate ::;a, per-pair power ;:::: 1 - ß.) fn some 
countries, new materials are tested for their toxic reactions in animals in a public institu-
Lion. Each treated group must be compared with an untreated group which is used for 
benchmark purposes. For ethical and economical reasons, the experiments are designed 
so lhal several treated groups are compared with lhe same untreated group called con-
trol. In this case, separare inferences for each material are required, not a joint infereoce 
for all tested materials. Therefore, the comparisoowise type 1 error rate and lhe per-pair 
power should be controlled. 
Assume that k = 6 materials are to be examined in the way descri bed. Jf the correspond-
ing diSO'ibutions of Xo, X1, •.. , X6 are unknown we have to test the hypotheses 
H; : P(X; > Xo) ::; l / 2, HA;: P(X; > Xo) > 1 / 2 (i = 1, ... , 6) by thc WMW-test. The 
tox icity of drug i will be considered as worth detecting if P(X; > Xo ) ;:::: 0.7. This means 
LI = 0.7 - 0 .5 = 0.2. 
Let a = 0.05 be the desired significance level and 1 - ß = 0.90 the required per-pair 
power for each of the 6 comparisoos if P(X; > Xo) = 0.7. In o rder to keep the total 
samplc size no + 611 as small as possible, no will be chosen accord ing eo thc square root 
allocalion, i.e. no = n ./6, i.e„ r = ,/6. Now our formula gives 
n' = (1 + l/r) (ui -a+ u 1-p) 2/ 12Ll2 = (L + 1/ ./6) (uo.95 + t109 ) 2/( 12 · 0.22) 
= ( 1 + 1 / ,/6) (l.64 + J.28)2/ ( 12. 0.22) = 25.02 
and 
11~ = n' J6 = 25.02 · J6 = 61.3. 
After rounding we obtain n = 26 and no = 62. Thc total sample size is 
62 + 6 . 26 = 2 18. 
lf we designed the experimeot with no = n, we would obtain /1 = 36 and with it the 
)arger total sample size 7 · 36 = 252. 
3.3 Binomial distributions 
We now consider the comparison of k propo1tions k1/ 11 , ... , kk / /1 against a proportion 
k-0/1101 where k;/ 11 is an estimate of the binomial probability p; (i = 0, 1, ... , k). The 
interesting null and alternative hypotheses are 
H;: p; ::; Po , HAi: p; > Po or H;: p; ;:::: Po ' HA;: Pi < Po (i = 1, ... ' k) 
(one-sided case), 
H;:p; = po , HA;:p; :fa Po (i= l , . .. ,k) (two-sided case). 
Thc hypothcses H; can be tested using the test stalistics 
Vi = 2 arcs in~-arcsin ~ (i = l , ... ,k) . 
.,/l/n + l/ no 
As already mentioned in section 2.3, the distribution of V;, under the assumption that 
p; = Po. will approach the Standard normal distribution if n ;:::: 40 and 110 ;:::: 40. Thus, 
each V; must be compared with u1_ a in ooe-sided comparisons, and IV;! must be com-
pared with u i-a/2 in two-sided comparisons if Lhe control of the comparisonwise type J 
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crror rate is desired. lf the control of the experimentwise type T error rate is desired, 
each V; must be compared with uk.e.1-a in one-sided and IVd with lulk. , l-a in two-
sided comparisons. In addition to this single-step method, it is also possibfe to test in a 
step-down or step-up manner, see for example H ORN and VOLLANDT (1995). 
Let LI (LI > 0) denote a bound such that a difference P1 - Po or Po - p; (in one-sided 
comparisons) or IP1 - Pol (in two-sided comparisons) is regarded as worth detecting if it 
is not less than LI. Then, the general approximate sample sizc formulas, derived in V OL-
LANOT and HORN (200 1 ), are 
A.2 
n' =-- 2 
4 (arcsinLl ) 
(preassigned aU-pairs power, one-sided and 
pcr-pair/any-pair power, one- and two-sided) 
I A2 . d . 
n = 2 (preass1gne aU-paus power, 4{arcsin ( J1 / 4 + Ll/ 2- J l / 4-Ll/ 2)} two-sided). 
11 will be obtained by rounding 111• 
The formulas for A.2 are given in Table 4. They are identical with those in Table 3, as 
long as no prior knowledgc on po is g iven. With prior knowledge, we have different 
formulas for two-sided comparisons with preassigned all-pairs power. 
Tablc 4: Formulas for ..t2 for mulliple comparison of k Lreatments with a control for btnomial dis-
1ribu1ions. The size of the control sample is 110 = r · n where r is specified in advance 
type 1 error power Po prior one- or ,t2 
rate Sa ?:. 1 -ß knowledge 1wo-sided 
comparison per-pair/ no and ycs 1 {I + l / r) {111 a + 111-11)2 
wisc any-pair 2 {I + l / r) (111-a/2+ 111 -p)2 
ex pcri ment per-pair/ no and ycs 1 ( 1 + l / r ) (uk 1/( l+r),1-a + 111-p)2 2 
wisc any-pair 2 { 1 + 1 / r) (j11jk, 1/{ I +r), 1-a + 111-ß) 
comparison all-pairs 110 and ycs 1 { I + 1/ r ) (u 1 "+ 11k, l/(1+r),1-p)2 2 
wisc no 2 ( 1 + 1 / r ) (u 1-a/2+ llk,±1/(l+r), 1-p) 
yes 2 { 1 + 1 / r) {u1 a/2 + llk , l/( l+r), 1-p)2 
experimcnt all-pairs 110 and ycs 1 ( 1 + l / r ) {ul,l/(l+r),1-a + lll , 1/( l+r), 1-p)2 2 
wisc no 2 { 1 + 1 / r) (l u ll. l/( l+r}. 1-a + llk.±1/(l+r), 1-{J) 
yes 2 ( 1 + l / r) {l11 ll,l/(l+r).l-a + 11k, 1/( l+r). 1-{J)2 
Prior knowledge on Po 
ln some practical Situations, the experimenter may know that Po is not greater (smaller) 
than some constant p"'(O < p* < 1 ) . The consideration of such prior knowledge often 
results in smaller sample sizes. 
If a value p* is known, for which, in the one-sided hypothesis problem H;: p; ::; po, 
HA;: p; > Po one of the relations Po ::; p* < 1/ 2 - LI / 2 or Po ~ p* > 1 / 2 - LI / 2 holds, 
or for which, in tbe two-sidcd case po ::; /' < 1/ 2 - Ll / 2. the general formula, derived 
in VOU . .ANDT and HORN (200 1 }, is 
A.2 
11' = . 
4 ( arcsin JP*'+'Li - arcsin J'?)2 
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.Lf, however, a value p* is known for which in lhe one-sided hypothesis problem 
H; : p; ~ Po, HA; : p; < Po one of lhe relations Po $ p* < 1 / 2 + LJ / 2 or 
Po ~ p* > 1 / 2 + LJ / 2 holds, or for which LD lhe two-sided case Po ~ p* > 1 / 2 + LJ/ 2 
holds, Lhe gcneral fonnula is 
A.2 
I 
II = r-;;;:--; . 
4 (arcsin ß - arcsin v p' - LJ )2 
Thc fonnulas for A.2 are given in Table 4. 
The sample sizc fonnulas coasidering prior knowledge providc smaller values 11' lhan 
lhe fonnulas without considering prior knowledge. The savings may bc considerable. 
Example 3.3 (Experimentwise type I error rate $ a. all-pairs power ~ 1 - ß.) In analogy 
with example 2.3, it is now interesting to investigate whether the probabilities P1 , ... ,p4 
of germination of primrose seed coms treated by k = 4 different fe1tilizers are greater 
than the gcrrnination probability p0 of untreated seed coms (one-sided comparisons). lt 
is required that lhe experi mentwise type J error rate is controlled by a = 0.05 and that 
with a probability 1 - ß = 0.9 all differences p; - Po ~ 0.2 are dctected. This means 
that the all-pairs power is preassigned and lhat LJ = 0.2. Furthermore, we assume that 
Po ~ 0.6, i.e., p* = 0.6. 
lt is desircd that no = n, i.e. r = 1. Now we calcu late for thc single-step method 
A.2 = ( 1 + 1 / r) (uk, 1/( l+ r), 1- a + uk, 1/(l+r), I-ß)2 = 2(u4,0.5, 0.95 + 114.0.5 ,0.9)2 = 2(2. 16 + 1.84)2 
= 32. As arcsin j p* + LI - arcsin J? = arcsin v'ö.8 - arcsin JQ.6 = 1 .107 - 0.886 
= 0.221 , wc have n' = 32/ (4 · 0.221 2) = 163.8. Thus, n = 164 is the number of seed 
coms necessary in each of the five groups. 
If we want to use lhe ste~-down procedure we find in Table V[( lhe value A. = 5. 17, so 
Lhat n' = 5.172/(4 · 0.22 L-) = 136.8, and hence n = 137. 
4 Sample sizes for multiple comparisons with a specified standard value 
The problem of comparing k independent treatrnents wilh a specified standard value is a 
generalization of the one-sample problem. We consider the independent random vari-
ables X 1, ••• , Xk which represent lhe random responses of the k treatments. Let 
µ 1, ••• ,µk dcnote the corresponding parameters of interest, and µ0 a given value called 
standard value against which lhe k pararaeters are to be compared. Our consideralion 
include the often occurring special case where we have paired observations, e.g., values 
before and after some treatment, and we compare lhe mean difTerences of the observed 
pairs in the k treatment groups with µ0 = 0. 
When designing comparisons ofthe parameters of k treatments with a given Standard value, 
it is (in most cases) reasonable to use equal sample sizes n1 = ... = nk = n. The fo1mu-
las for /1 given in sections 4.1, 4.2 and 4.3 were derived in HORN and VOLLANDT (200 1 ). 
4.1 Normal distributions (multiple t-test, modified Dunnett-Test) 
In this scction, we assume that the random variables X 1 , ••• , Xk belonging to k tJeat-
ments are normally d istribured witb expectalions ft 1, ••• , ft~ and common variance a2. 
Let µ 0 dcnote a given Standard value against which µ 1, ••• , µk arc eo bc compared. The 
null and alternative hypotheses that can be tested are 
H; :µ;$ ft0 , HA;:µ;> µ0 or H; :ft;~ ft0 , HA; :µ;< fto (i = l , ... , k) 
(one-sided case) , 
H; :µ;= flo, HA; :µ; =f. µ 0 (i= l , ... , k) (two-sided case) . 
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The lest statistics are T; = ./i1 (X; - µ0)/S (i = 1, ... ,k) where X; is the mean of sam-
ple i and S2, thc usual estimate of a2, is calculated from all k · n obscrvations. 
If the control of the comparisonwise type I error rate is desired, then each T; must be 
compared with the ( 1 - a)-quantile of the central t-distribution with k(n - 1) degrces of 
freedom in one-sided comparisons, and IT; I must be compared with the (1 - a/2)-quan-
tile of the central t-distribution with k(n - 1) degrees of freedom in two-sidcd compar-
isons. Again, this tcst is called multiple r-test. lf ehe control of the cxpcrimcntwisc type 
1 error rate is desired, then each T; must be compared with the one-sided ( 1 - a )-quan-
tile of the cenlral k-variate t-discribution wich k(n - 1) degrees of freedom and correla-
tion coefficient 0 in one-sided comparisons, and jT;I must be compared with the two-
sided (1 - a)-quantilc of the central k-variate t-distribution wich k(11 - 1) degrees of 
freedom and correlaLion coefficient 0 in two-sided comparisons. The corresponding sin-
gle-step test is called the modified Dunnett-test. These tescs and a corresponding step-
down procedure can be found in H ORN and VOLLANDT (1995). lt is also possible to use 
the corresponding step-up procedure. 
Let LI denote a bound such that differences Iµ; - µ 01 ;::::: LI are worth detecting. As in 
sections 2. 1 and 3. 1, the determination of n is possible only if the st.andardized differ-
ence Ll/a is givcn. Again simple formulas will be given which providc exact sample 
sizes with known a and approximate sample sizes with unknown a, where the approx-
imation is better the !arger k is. The formu las with given per-pair, any-pair and all-pairs 
power have al 1 the same form 
n' = )..2a2/L12 . 
11 will be obtained by rounding n' to the next largest integer. 
The formu las for Ä.2 for the multiple t-test and the modified Dunnett-test with the differ-
ent types of power are given in Table 5. 
Table 5: Fomiulas for 12 for the comparison of k normally dislributed Lreatmems with a known 
standard. The sample size for the multiple Hest (comparisonwise t{pe 1 error rate $ a ) and Lhe 
moditied DunnetHest (cxperimemwise type I error rate $ a ) is 11 ~ ). o2 / LJ2 
type 1 error rate power one- or 12 
$a ~ 1 -ß two-sided 
comparisonwisc per-pair/any-pair 1 (u1-a + " 1-p)2 
2 (u1 - a/2 + 111-p)2 
experimenLwise pcr-pair/any-pair 1 (uk,0, 1-a + 111 p)2 2 2 (lulk,0.1 u + 111 p) 
comparisonwise all-pairs 1 (111 - a + " k, O, I -ß)2 2 2 (111 a/2 + "k.0.1 -{J) 
experimentwise all-pairs 1 ~Uk, 0, 1- a + Uk,0, 1-{J)2 l 
2 lulk,0, l-r.1 + Uk,0.1 - ß) 
The quantiles Ltk,0, 1- a and lulk,O, i - u can be calculated with the hclp of ehe program 
MYTCRIT or the programs of ÜENZ and BRETZ (1999, 2001) mcnlioned before. Quan-
tilcs for k = 1, ... , 8 are given in Tables III and IV. Sometimes it may be useful eo 
know that Llk,O, 1 a = uVt=ä and lulk,O, l - a = uo.s+o.s Vt=ä· 
We again mention that all formulas and tables approximate (from below) tJ1e sample 
sizes whcn a is unknown. Exact power values (for the casc of unknown a) can be 
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obtained wilh the help of the program MVTIN published in D UNNEIT (1989) or lhe 
programs of G ENZ and BRETZ (1999, 2001 ). 
Example 4.1 (Experimentwise type I error rate S.a, all-pairs power ~ 1 - ß .) We again 
consider the siniation of example 2.1 where k = 4 groups do different rypes of physical 
exercises. From each person, lhe concentration of ß-endorphin will be determined before 
and after the exercise and with it lhe djfference. Tue differences are assumed to have 
normal distributions with expectations /t1, ••• ,/t4 and wilh Lhe sa me unknown variance 
o2 in all 4 groups. 
In example 2.1, we were interested in all prurwise differences /t ; - /tj . Now we want to 
find out in which group Lhe increase of lhe concentration of ß-endorphin is significant. 
This means we compare Lhe expectations µ 1, ••• ,µ4 wilh µ0 = 0, i.e„ we consider the 
null and alternative hypotheses H; : µ; S. 0, HA; :µ;> 0 (i = 1, ... , 4). 
For Lhe evaluation, simultaneous 95% confidence limüs are desired. This means that the 
experimentwise type I error rate is Lo be controlled by a = 0.05. 
Our aim is ro find out with probability 1 - ß = 0.9 all types of exercises whieh resu lt in 
an increase of the ß-endorphin concentration which is at least as large as the unknown 
standard cleviation o. This means a standardized difference LJ/ o = l is of practical 
importance, and the all-pairs power js preassigned. Wc then calcu late 
n' = (uk,0, 1 a + uk,0, 1-ß)2 o 2/LJ2 = (u4,0,0.95 + u4,0
1
0.9)2 = (2.23 + J.94)2 = 17.4, so 
that n = I 8 is the necessary size for each group. 
4.2 Nonparametric comparisons (sign tests) 
We now consider Lhe case of unknown distributions of the random variables 
X; (i = 1, ... , k). Let /i- 1, ••• ,µk denote the corresponding medians and /to a given stan-
dard value against which µ1, ••. ,µk are to be compared. The null and alternative hypo-
theses 
H; : fi; S. Jto · HA; : {t; > µo (i = l „.„k ) (one-sided case), 
H;:{t; = {to, HA;:{t; # Po (i = l „.„ k) (two-sided case) 
can also be written as 
H;: p; S. 1 / 2 , HA; :p; > 1/ 2 (i = l „ .„k) (one-sided case) 
H;: p; = 1/ 2 , HA; : p; ::/:; 1/ 2 {i= l „.„k) (two-sided case) 
where p; = P(X; > jl0) . Thus, the problem of comparing k medians with a standard 
reduces ro the comparison of k binomial probabil ities p 1, ••• ,Pk wilh the Standard value 
Po = 1 /2. The more general problem of comparing p 1 , ••• , pk with some Standard value 
Po is treated in the fo llowing section 4.3. Tlrns we can use the formu las from section 4.3 
for the Special case Po = ·1 / 2. Let k; denote the number of realizations of X; in the 
samplc of size n which are greater than µ.0 , i.e. the number of positive values of the 
random d ifference X; - µ0. If n is !arge (n ~ 40), H; can be tested by the help of the 
test statisrics 
W; = 2 jii (arcsin ~ - arcsin /172) (i = 1, . . . , k) 
which are asymptotically N(O, 1) distributed if p; = 1/2. Thus, W; musr be compared 
with tt1 - a in the one-sided case and IWd with u i-a/i in the two-sided case if the com-
parisonwise type 1 error rate is to be controlled by a. W; must be compared with 
" k.0. 1- a in the one-sided case aod IWd with lulk.O. l- a in the two-sided case if the experi-
mentwise type I error rate is to be controlled by a. 
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Let L1 (Ll > 0) be a bound such !hat a difference Pi - 0.5 (in one-sided comparisons) or 
!Pi - 0.51 (in two-sided comparisons) is worth detecting if it is no less than L1. Then, the 
sample size n with preassigned per-pair, any-pair and all-pairs power for the test that 
controls the comparisonwise type J error rate and for the test that controls tbe experi-
mentwise type I error rate, respectively will approximately (for !arge n) be provided in 
one- and two-sided comparisons by the general formu la 
A. 2 
1 17 
= 4 ( arcsin J 1 /2 + Ll - arcsin .Jlß.)2 · 
n will be obtained by rounding n'. A.2 must be ca.lculated by the samc fonnulas as in the 
parametric case, i.e., by the formu las in Table 5. 
lt may be useful 10 k:now that arcsin J J / 2 + L1 - arcsin Jffi. 
= arcsio J l / 2 + Ll - arcsin Jlfi. = arcsin ( Jl / 4 + Ll/ 2 - ) 1/ 4 - Ll / 2). 
Example 4.2 (Experimentwise type 1 error rate s; a, all-pairs power ~ l - ß.) In a clin-
ical trial with patientS having a low systolic blood pressure, k = 3 different treatments 
arc to be evaluated for their effect on the increase of the blood pressure. X1, X2, X3 
represent the random increase, the corresponding medians are j1 1, j12, j13 . Treatment i is 
rcgarded as successful if il; ~ 120 mm Hg. This means that the Standard value against 
which the unknown medians 11 1, {1,2, {1,3 are to be comparcd is {t,0 = 120 mm Hg. This is 
equivaJent to comparing the success probabilities p; = P(X; > 120) against 
1 /2 ( i = 1, 2 , 3) by the sign test. Assume that for these comparisons the control of the 
experimentwise type l error rate at level a = 0.05 is required. 
lt is the aim of the clinicaJ trial to find out with a probability 1 - ß = 0.9 all treatments 
for which p; ~ 0.8, i.e., for which Pi exceeds 1/2 by at least Ll = 0.3. Thus, we cal-
culate n' = ( u3,0.0.95 + UJ,0,0.9)2 /{4 (arcsin Vü.8- arcsin Jö.5)2 } = 1/ 4 (2.12 + 1.82)2 / 
( 1.107 - 0. 785)2 = 37.4. Thus, n = 38 is the oumber of paticnts needed in eacb of the 
3 groups. 
4.3 Binomial distributlons 
We now consider the comparison of k proportions k1/ n , ... ,kk / n, which are estimates 
of binomial probabilities p 1, ... , Pk. against a given standard vaJue PO· This means we 
test the following hypotheses 
H;:p,$ po, HA;:p;>Po (i= l , ... ,k) or H; :p;~po, HA;:p;< po (i = l , ... , k) 
(one-sided case), 
H;: p; = Po ' HAI : p; :f= Po (i = 1 ' ... ' k) (two-sided case). 
If /1 is large (n ~ 40), H; can be tested by the help of the lest statistics 
W; = 2 Fn (arcsin JK:'/,z - arcsin ./Pö) (i = 1, ... , k) 
which are asymptotically N(O, 1) distributed if p; = PO· Thus, Wi must be compared 
with 11 1-a in the one-sided case and IW1I with ui -a/2 in the two-sided case if the com-
parisonwise type l error rate is to be controlled by a, and with uk,O, i-a in the one-sided 
case or with lulk,O, l-a in the two-sided case if the experimentwise type I error rate is to 
be controlled by a. 
Let L1 denote a bound such that the differenccs Pi - Po ~ Ll or Po - Pi ~ L1 or 
IPi - Pol ~ L1 are wo11h detecting. Then, the sample size /1 with preassigned per-pair, 
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any-pair and all-pairs power for the test that controls the comparisonwise type I error 
rate and for the tcst that controls lhe experimentwise type 1 error rate will be provided, 
in one-sided comparisons, by the general formulas 
;.2 
11~ = 7 for the alternatives p; > Po 4 (arcsin Jpo + Ll - arcsin ./Po) 
and 
I ),2 
11 _ = 7 for lhe alternatives p; < Po . 4 (arcsin JPo - arcsin J po - Ll ) 
For two-sided comparisons, one has to use 11~ if Po ~ 1 / 2 and 11'_ if Po > 1 / 2. /1 wiJJ be 
obtained by rounding 111 • AgaiJ1, tbe fonnulas for i.2 for one- and two-sided comparisons 
are given in Table 5. 
Example 4.3 (Experimentwise type I error rate ~a. all-pairs power ~ 1 - ß.) In ana-
logy to cxamples 2.3 and 3.3, we compare the germination probabilities P1 , ... , p4 of 
primrose seed corns treated with four different fertilizers against thc Standard value 
Po = 0.6 which is the germination probability without treatment known from Former 
expcriments. Jt is required that the experimentwise type l error rate is controlled by 
a = 0.05 and that with a probability 1 - ß = 0.9 all differences p1 - Po ~ 0.2 are de-
tectcd. This means that the all-pairs power is preassigned and that, Ll = 0.2. 
We now calculate Ä2 =(uk,O, 1-a + uk.o.1-p)2 = (114,0,0.95 + t14 ,o,o.9)2 = (2.23 + 1.94)2 
= 17.389. As arcsin Jpo + Ll - arcsin JPo = arcsin Jü.8 - arcsin Jo.6 = 1.107 -
0.886 = 0.221 , we have n' = 17.389/(4 · 0.221 2 ) = 89.0. Thus, /1 = 89 is the number 
of seed corns necessary in each of the four groups. 
Note 11 = 164 was the (considerably !arger) number of seed coms per group in example 
3.3 where we compared each group with the untreated group. 
5 Sample sizes for further problems 
In this section, we consider two special problems for which we can use the sample size 
fom1ulas of section 3. 
5.1 Evidence that a special treatment is superior to k other treatments 
lt is often impo1tant to show whether a new treatment is beller than k cstablished rreat-
mcnts. For example, when several drugs that are effective against a special disease are 
combined, the public health institution demands the proof of the superiority of d1e drug 
combination to all the other drugs and their possible subcombinations, see example 
5. 1.2. In technical research, the superiority of a new type of machine may be of interest. 
In agriculture, it may be interesting whed1er a new type of grain yields a higher crop 
than formerly used types. 
General ly, we desire one-sided comparisons of the dislribution of a random variable Xo 
against the distributions of k random variables X1, ••• , Xk . Let µ0, /Li , . .. ,fLt denote the 
interesling parameters of X0 , X1, ... ,Xk. We then can formulate Lhe following elemen-
tary hypotheses and corresponding alternatives 
H; :µo ~ µ;, HA; : µO > ll; (i = 1. ... ,k) . 
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The null hypothesis we want to test can formally be wrilten as the union of these ele-
mentary hypotheses 
Ho = Hi U ... U Hk = µ 0 :=::; p 1 or ... or µ 0 :=::; µ k . 
Ho means thal at least one H; is true (i = 1, ... , k). The interscction of the alternative 
hypotheses is the logical alternative to H0 , i.e. 
H11 = H 111 n ... n HAk = µ0 > µ 1 and ... and µ0 > ftk. 
H11 mcans that all H11; are true. H11 is what we want to show. 
Assume that we havc a-level tests for H 1 „ .. , Hk. We will reject Ho in favor of H 11 if 
and only if all clcmentary hypotheses H i, ... ,Hk must be rejected. This type of test of 
Ho is called an interscction-union test, and the probability of erroneously rejccting Ho 
becomes :=:;a, which is a general Statement on intersection-union tests, see HOCllBERG 
and TAMHANE ( 1987). 
In HORN, VOLl..ANDT and DUNNETI (2000) it was shown how to detennine the sample 
size for this prob lern with any k, whereas LASKA and MEISNER ( 1989) gave only solu-
tions for k = 2. 
Our aim is to reject Ho , i.e., to reject all elementary hypotheses H1 , ... , Hk with a prob-
ability 2: 1 - ß if µ0 - f'i 2: LI , ... ,µ0 - f-Lk 2: LI , where LI (LI > 0) is a bound that must 
be specified by thc user. Consequently, we have to determine U1e sample sizc n for 
many-one comparisons wiU1 the comparisonwise type 1 error rate :=:;a and all-pairs 
power 2: 1 - ß. 
We can use the samplc size fom1ulas given for tbe one-sided case in section 3 because 
they are valid also for the worst case in which µ0 - µ 1 = L1 , ... ,µ0 - f t k = L1, see HORN 
and VOLLANDT ( 1998). 
Note that thc sample size no may be different from n. Generally. it will be no = rn with 
r specified in advance. 
5.1.1 Normal distributions 
If X0 , Xi , ... , Xk are normally distributed with common variance a2, the k elemencary 
hypotheses are tested with U1e multiple 1-test. Then, according to Table 3 in section 3.1 
we have 
n' = A.2a2/L12 with A.2 =(1 + 1/ r )(u1-a+ uk.l /(1+r), 1 p)2 . 
n will be obtained by rounding n'. 
Tables of A.-valucs for selected a, ß, k and r can be found in HORN, VOLLANDT and 
D UNNETT (2000). 
Example S.1.1: A group of agronomists has cultivated by genetic engineering a new 
variety of whcat. Thcy maintain that the expected yield of thcir varicty, measured in 
decitonnes per hectare (dt/ha), lies above that of four established varieties by at least 
5 dt/ha. They want to show this in an expeliment and ask, for how many plots per 
variety must the yield be observed in order to give statistical evidence at levcl a = 0.05 
with probability 1 - ß = 0.8? Data from former expcriments permit to assume that the 
y ield of cach variety is normally distributed with the same Standard deviation o = 4 dt/ha. 
lt is requircd that thc number of plots for the oew variety is the same as that of cach 
of the other varieties, i.e., r = no/n = l. 
We calculate 111 = ( 1 + 1 / r) (u1 -a + uk, 1/(l+r), 1-p)2 (a / Ll)2 = 2(uo.9s + 114,o.s.o.s)2 
x (4/5)2 = 2( 1.64 + 1.45)2(4/5)2 = 28.6. Thus, n = 29 is the required number of plots 
for each variety. 
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5.1 .2 Nonparametric comparisons 
If tbe djstributions of Xo , X1 , •.• ,Xk are unknown and if the correspondjng cumulative 
djstribution functions F; (i = 1, ... , k) do not intersect Fo, tbe elementary hypotheses 
and their alternatives can be written as 
H;: P(Xo > X;)::; 1/2, HA;: P(Xo > X;)> 1/2 . 
The appropriate a-level test for each of these hypotheses is the Wilcoxon-Mann-Whit-
ney-test. 
Our aim is to calculate the sample size n that guarantees with probability ~ 1 - ß the 
rejection of all elementary hypotheses H1, ••• , Hk if P(Xo > X1) - 1 / 2 
~ LI , ... , P(Xo > Xk ) - 1 / 2 ~LI, where LI (0 < LI < 0.5) must be specified by the ex-
perimenter. This sample size can be determined by thc forrnu la 
fl
1 
= ).2/ 12Ll2 with 22 = (1+ 1/ r) (u1 -a + Uk, t /( t+ r ), 1-p)2 
which was already given in section 3.2. 
Note that the formula for Ä is the same as in section 5. 1.1. Therefore, the same tables of 
A.-values can be used. 
Example 5.1.2: In pharmaceutical research it is common to combine several drugs that 
are effective agai nst some djsease. However, before a company can market the combina-
tioo drug, a regulatory agency requires the proof that the combination drug is better lhan 
every one of its subcombinations. 
Assume that threc effective compounds A, B and C are to be combined to ABC. Then, 
it is necessary to show that ABC is superior 10 A, B, C, AB, AC and BC. This means 
that some appropriate test must provide significance in all k = 6 one-sided comparisons. 
Let XA, X8, Xe, XAa. XAc. Xsc and XAec denote the random efficacy of the different 
compounds. Then, the superiority of ABC means that P(XAec > XA ) 
> l /2, ... , P(XAeC > Xac) > 1 /2. The regulatory agency regards tbe superiority of 
ABC as sufficicnt only if P(XAsc > XA) > 3/4, ... , P(XAßC > Xec) > 3/4 can be 
shown (by WMW-tests) with a probability 1 - ß = 0.9 at a significance level a = 0.05. 
This means they require an all-pairs power of 0.9 when L1 = 3/4 - 1 /2 = 1 /4. 
Hence we calcu!ate 11' ={ l + l/r)(111 «+uk, l/( l+r), J- ß)2/ 12Ll 2 = ( 1+ 1/r) 
x(uo.95+u6,1/(l+r),0.9) /(12/ 16). 
For economical reasons we use r = ,/6, i.e., nABC = /6n, so that wc obtain 
n' = (1 + 1//6) ( 1.64 + 2.06)2 /(12/ 16) = 25.7 and n·ABC = 25.7 · j6 = 62.9. Thus, 
the sample treated with the combination ABC must have a size "ABC = 63, whereas 
each of the other six samples must have a size 11 = 26. 
5.1.3 Binomial distributions 
Let Po. p 1, ••• , Pk dcnote the probabililies of some event with a special Lreatment and 
with k other treatments, and let ko / no, k1 / n, ... , kk/11 denote the corresponding relative 
frequencies of the event. The aim is to show that Po > p 1, ... , Po > Pk· The elemcntary 
null and alternative hypotheses are as in section 3.3 
H;:po~p;, HA;:po>p; (i = 1, „. ,k) . 
They can be tested by the help of the test staListics V; controlling the comparisonwise 
type I error rate at level a as described in section 3.3. 
The task is to determine 11, so that all hypotheses H; are rejected with a probability 
1 - ß when Po - P1 ~ LI , ... ,Po - Pk ~ LI, where LI (0 < L1 < 0.5) must bc specified 
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by the experimenter. We have to use lhe same formula as in section 3.3 
n' = 1 / 4 .42 /(arcsin L1)2 wich A..2 = ( 1 + 1 / r )(ui - a + uk, 1/( l+r), 1-p)2 . 
Note that the fo rmula for ,l is identical with that in sections 5.1. l and 5.1.2, thus ,l can 
be taken from Lhc tables in HORN, VOLLANDT and DUNNETT (2000). 
lf addüionally some bound p* is known with Po 5; p* < l /2 + Ll/2 or 
Po ~ p''' > 1 / 2 +LI / 2 (prior knowlcdge on po) chen wc have to use che formu la 
11
1 
= 1/ 4A.2 /(arcsin /;?- arcsin Jp* -Ll)2 . 
Example 5.1.3: We consider a s im ilar Situation as in example 5.1.2, in wh ich the super-
iority of a combination drug musl be shown. Now lhcre are two drugs A and B com-
bined to AB. Let PA. PB and PAB dcnote the probabiliLics of curing a palient by treating 
wich A, B or AB, respectively. lt may be known that PA and PB are nol less Lhan 0.7, so 
that PAB is assumed eo be also not less than p* = 0.7. 
The regulatory agency now requires lhe evidence with a probability of 1 - ß = 0.8 that 
PAB is Jarger than PA and PB by at leasl LI = 0.J. ll is desired that nA = llB = nABC = n, 
i.e., r = 1. We obtain n' = 1/ 4 · 2(uo.95 + u2,o.s,o.s)2 /(arcsin ..;o:i - arcsin J0.7 - 0.1 )2 
= J /2 · ( 1.64 + l.l 7)2 /(0.99 J - 0.886)2 = 358. J, so tliat n = 359 is chc required num-
ber of patients in each of the three groups. 
Without the prior knowledge PAB ~ p* = 0.7 we would obtain n = 394. 
5.2 Search of the minimum effective dose (MED) 
Let D 1 < ... < Dk denote k doses of a drug. The drug will be administcred in the 
different doses 10 k independent groups each having size n. Additionally, a so-caJJed 
control group will be observed, i.e„ an untreated or placebo group which has a size 
TIO = m , where che factor r is chosen by Lhe experimenter. 
A dose D; will be called effective if its expected response exceeds Lhat of the control by 
LI or more, where LI is a clinically important difference specified by the c linician. With 
each drug, it is rcasonable to look for the so-called minimum effective dose (MED) 
which is the lowesl effective dose. For this purpose, the k groups will be compared with 
the control. 
There exist scveral statistical proccdures for determining che MED, see T AMHANE, HOCH-
BERG and OUNNETT (1996) and DUNNETT and TAMHANE (1998). The fo llowing method is 
relatively s imple, and we are able 10 determine the sample s ize n for it. We assume a 
monotone dose-response relationship, which means chal the effect by the drug, i.e. the 
difference to the control, is increasing (or at least non-decreasing) with increasing doses. 
Then, we need separate a-level tests for the individual comparisons of the d ifferent dose 
groups againsl the control group. Wc compare each dose group with the control by such 
a one-sided a-level test in a stepwisc manner starting w ith the group Lreated with tbe 
highest dose Dk· If its mean response is not s ignificantly higher than that of the control, 
Dk and also all the other doses are considered as noneffective. Theo che procedure stops. 
If we get significance. the group treated with Dk - 1 will be compared with the control. 
Again, if the corresponding mean response is not s ignificantly higher than that of the 
control, Dk - 1 and all lower doses are considered as noneffective. Then, Dk will be 
selected and the procedure stops. rf we get s ignificance, Lhe group with the next dose 
Dk - 2 is compared with the control, e tc. Finally, we sclect the lowesl dosc for which 
we get signillcance. 
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lt can be shown that with this stepwise procedure the experimentwi se type I error rate is 
comrolled at level a, see B AUER (1997). This means that with probability ;::: 1 - a no 
dose will be selected which bas tbe same expected response as thc control. 
When assuming monotonicity of the dose-response relationship, the search of the MED 
is equivalent to the search of au doses that are effective. Hence, the determination of the 
minimum sample size n necessary is equivalent to the sample size detennination for the 
comparison of k treatments with a control when we require thal the comparisonwise type 
1 error rate 5a and the aJI-pairs power ;:::1 - ß, see section 3. Similar 10 that situation. 
the sample size musc be sufficient for any configuration. Here. the least favorable case 
occurs when the expected responses with all k doses exceed that of the control by Ll. 
Note, that a sample size detem1ined by our fonnulas guarantees w ith probability 1 - ß 
that we gct significance at least for all dose gr oups for which the expected response 
exceeds that of the control by at least Ll, so that ehe selectcd dose will not be higher 
than the MED. 
5.2.1 Normal distributions 
Assumc that ehe responses X0 , X1, •• • ,Xk in the control and in the groups treated wi th 
the k different doses of a drug have normal disu"ibutions with the same variance a2• The 
corresponding expectations are denoted by µ0, µ 1 , • •• .flk . Then, an appropriate a-level 
test for the hypotheses H;: ,u ; 5 µ0 against ehe alternatives HAr: /l; > f to (i = 1, . . . , k) is 
thc one-sided multiple 1-test. 
Let L1 be a bound such that a dLfference µ ; - µ0 ;::: L1 is regarded as cl inically important. 
We want to detcrminc the minimum sample size that ensures with probabiliry 1 - ß that 
our stcpwise procedure selects a dose not higher tban the MED. 
lf D; is the lowest dose with µ; - µ0 ;::: Ll , then D, = MED. Because of the mononicity 
we also have /li+ 1 - µ0 ;::: Ll . ... ,µ" - µ0 ;::: Ll. The stepwise lest procedure will reject 
Ho; only i f all the hypotbeses Hok. Ho.k - 1 • ••• , Ho,;+1 wcre rejected beforc. The least 
favorable case, which demands the largest 11 , occurs wich the configuration 
µ 1 - p 0 = Ll , ... ,µ4 - 110 = Ll . This is also the least favorable configuration when com-
paring k treatments with a control wben it is desi red to detcct all differences 
µ , - 110 ;::: L1 by the multiple 1-test, see H ORN and VoLI.ANDT (1998). Hence, we can use 
the sample size formula 
11
1 
= J,.2a2 / Ll2 with ),,2 = ( 1 + 1 / r ) (u1 -a + Llk, l /( l+ r ), 1-p)2 
which was already gi ven in section 3.1. 
Again, A-valucs for selected a, ß, k and r can be found in the tables in H ORN, V oL-
LANDT and D UNNETT (2000). 
Example 5.2.1: Experiments in mice with a speci fic drug havc shown Lhat there is a 
monotone dosc-response relationship and that the responses wi th different doses have 
normal distributions with the same Standard deviation a = 10. In an experiment with a 
vehicle group and k = 5 dose groups, we want to determine the MED using mu ltiple 1-
tests at level a = 0.05. l t is desired eo use the same size n for the 5 dosc groups as used 
for the vehicle group. 
The cxpccted responses in the 6 groups are denoted by µ0, µ 1, ••• , ~t5 . A difference 
µ1 - µ0 is considcred as clinically important if it is not smaller than 7. This means that 
L1 = 7, ancl that the M ED is the lowest dose D; for which µ 1 - µ 0 ;::: 7. What is the 
minimum sample size n that ensures that we selecl a dose not highcr than the MED 
with probabiliry 1 - ß = 0.80? We havc r = nojn = 1 and with it 
2 / ? 2 ) 111 = 2(uo.95+ 115,0.5,o.s) x( l O 7)- = 2( 1.64 + 1.54) ( 10/ 7 = 4 1.3, so that /1 = 42. 
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5.2.2 Nonparametric comparisons 
Now, the distributions of the responses Xo, X1 •••• X1 in the control and the k dose 
groups, respectively, are unknown. We assume thal the cumulative distribution functions 
of X 1, ... Xk do not intersect the cumulative distribution function of X0 . Under this as-
sumption we have µ; > µ0 iff P(X; > Xo) > 1/ 2. Thus, the null and alternative hypo-
theses belonging to dosc D; are H;: P(X; > Xo) 5 1/2, HA;: P(X; > Xo) > 1/2 
(i = 1, ... , k). In this case we can use the one-sided WMW-test at level a in the step-
wise manner starting with the hypothesis Hk. 
Thc deterruination of the samplc sizes n and n0 = r · /1 must bc perforrned in a similar 
way to that for the nonparamctric comparison of k treatments with a control, see section 
3.2. We First specify a bound LI (0 < LI < 0.5). The MED is the lowest dose for which 
P(X; > Xo ) ~ 1/ 2 + LI. The task is to determine the sample size that ensures with a 
probability ~ 1 - ß that we ge1 significance at least for each dose D; for which 
P(X; > Xo) ~ 1/ 2 + LI, so that the selected dose will not be higher than the MED. This 
sample size can be calculatcd by the formula 
n' =A.2 / 12Ll2 with .l.2 =(1 + 1/ r )(u1 a+ 11k, l/{ l+r), 1-ß)2 
which was already given in section 3.2. 
Note that the A.-formula is thc same as in several preceding scctions, so that the same 
tablcs of A.-values can be used. 
Example 5.2.2: Similar to example 5.2.1, tbe MED is to be determined from k = 5 
<loses. We now do not assume normal distributions, so that the 5 dose groups are to be 
compared with the placebo group by the WMW-test at level a = 0.05. The response of 
a dose is regarded as clinically important if tbe observed quantity in the corresponding 
dose group falls greater than in the vehicle group with probability 0.75. This means that 
LI = 0.75 - 0.5 = 0.25. 
Again, we want to select a dose not higher than the MED with probability 1 - ß = 0.8. 
We now require that no = VS n, i.e„ r = no/ n = VS. Hence, we obtain 
n' = ( 1 + 1 / VS) (uo.95 + u,j. 1/(1 1-5),o.d /( 12 · L12 ) = ( 1 + l / VS) ( 1.64 + 1.62)2/ ( 12 · 0.252 ) 
= 20.5 and n(i = 20.5. v5 = 45.8, so that /1 = 2 1 and llQ = 46. 
5.2.3 Binomial distributions 
Wc now observe a special cvent E. e.g. some reaction or the event "eure". Let p; denote 
the probability of E in the group treated with dose D, (i = 1.. „ , k). Po denotes thc 
corresponding probability in the control. The null and alternative hypotheses are 
H;: p; 5 po, HA; : p; > Po (i = 1, ... , k). The stepwise testing which starts wirh the hy-
pothesis Hk can be done by thc test statistic given in section 3.3. 
The determination of sample sizcs n. and n0 = r · /1 must be performed in a way similar 
to tl1at in section 3 .3. We li rst specify a bound LI. The MED is now defined as thc 
lowest dose D; for which p; - Po ~ LI. The task is to determine the sample size Uuu 
ensures with probability ~ 1 - ß that (when testing stepwise) we get significance at least 
for each <lose D; for which p; - Po ~ LI , so that a dose not higher than the MED will be 
sclected. This sample size can be calculated by tbe formula 
n' = A.
2
. 2 with A.
2 
= (1 + 1/ r) ( 111 -a + uk.l/( l+r). 1-6)2 
4 (arcsm) 
which was already given in section 3.3. 
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Again, smaller sample sizes can be obtained when we have prior knowledge on p0 . If 
some bound p* is k~own where Po :::; p* < l / 2 - LI / 2 or Po ~ p * > 1 / 2 - LI / 2. the 
fonnula we must use 1s 
n' = 1 / 4 .?..2 /(arcsin Jp* + LI - arcsin /P*)2 . 
Example 5.2.3: Similar to the situation of examples 5.2. I and 5.2.2, the MED is to be 
detcnnined from k = 5 doses. Again, we will use n animals for each of the 5 dose 
groups and no = ./5 n animals for the placebo group. Now it will be registered how 
many animals show a specific reaction in the different dose groups. The proportion of 
animals showing the reaction in each dose group is to be compared with the correspond-
ing proportion in the vehicle group. For these comparisons the method described in 
scction 3.3, which controls the comparisonwise type l error rate, will be used at level 
a = 0.05. 
Thc rcsponse of a dose is now regarded as clinically important if the corresponding 
probability Pi of the interesting reaction is greater than the probability Po of a rcaction in 
the placebo group by at least LI = 0.2. Consequently, the MED is the lowest dose D; for 
which Pi - Po ~ 0.2. Again, it is desired to deterrnine the sample sizes n and 110 = n./5, 
so that a dose not higher than the MED will be selected with probabi li ty 1 - ß = 0.8. 
We calculate arcsin LI = arcsin 0.2 = 0.201 and with it 
n' = ( 1 + l/VS) (uo.95 + u5,l/(l+Vs),o.s)2 /4(arcsin Ll)2 
= (1 + i /vs) (1.64 + i.62)2 /(4. 0.2012) = 95.2 
and n0 = 95.2 · ./5 = 2 12.9. Hence we have n = 96 and no = 2 13. 
Now assume that we know that Po :::; p* = 0.2 ( < 0.5 - Ll /2 = 0.4)· Using this prior 
knowledge we obtain 
;.2 ;.2 
11' = ------------
4(arcsin Jp* + LI -arcsin ~?')2 4(arcsin J0.2 + 0.2-arcsin Jü.2)2 
= ( l + I/ Vs) ( l.64 + 1.62)2/ 4 (arcsin JOA - arcsin Jö.2)2 
= 15.38/ 4(0.685 - 0.464)2 = 78.7 
and 110 = 78. 7 · ./5 = 175.98, i.e., n = 79 and n0 = 176. l t can be seen that the prior 
knowlcdge results in considerable savings. 
6 Tables of J.-values and percentage points 
Table 1: (calculaled by Wci Liu) 
Yalucs of ?. = J,1 LJ/a with preassigned all-
pairs power 1 - ß for pairwise comparisons of 
k trcauncnts by Lhe multiple 1-test (d/ = oo) 
a 1 - ß k = 3 k=4 
.10 .50 3.234 3.639 
.80 4.135 4.530 
.90 4.652 5.026 
.95 5.098 5.450 
.05 .50 3.679 4.084 
.80 4.580 4.975 
.90 5.097 5.471 
.95 5.543 5.895 
Table rt: (calculated by Wci Liu) 
Yalues of 2 = J,1 tJ/a with prcassigned aU-
pairs power 1 - ß for pairwisc comparisons of 
k treatments by Tukey's lest (c!f = oo) 
a 1-ß k = 3 k = 4 
. 10 .50 3.810 4.553 
.80 4.7 1 l 5.444 
.90 5.228 5.940 
.95 5.674 6.364 
.05 .50 4.222 4.946 
.80 5. 123 5.837 
.90 5.640 6.333 
.95 6.086 6.757 
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Table ITT: One-sidcd ( 1 - a)-pcrcenLage points uk.(>,1- a of the k-variatc slandard normal distribution 
with common corrclation coefficient e = 0.5 (upper line), e = 1/( 1 + ./ic) (middle line) and e = 0 
(lower line) 
1 - a k = 2 k =3 k=4 k=5 k=6 k = 7 k = 8 
.5 0.39 0.59 0.72 0.82 0.89 0.95 1.00 
0.42 0.66 0.83 0.95 1.05 1.14 1.21 
0.54 0.82 1.00 1.13 1.23 1.31 1.39 
.8 1.17 1.34 1.45 1.54 1.60 1.65 1.70 
1.19 1.38 1.52 1.62 1.70 1.77 1.83 
1.25 1.46 1.60 J.71 1.79 1.86 1.92 
.9 1.58 1.73 l.84 1.92 1.98 2.03 2.07 
1.59 1.77 l.89 1.98 2.06 2.12 2.17 
1.63 1.82 1.94 2.04 2. 11 2.17 2.22 
.95 1.92 2.06 2.16 2.23 2.29 2.34 2.38 
1.93 2.09 2.20 2.28 2.35 2.41 2.46 
1.95 2. 12 2.23 2.32 2.39 2.44 2.49 
Table IV: Two-sided ( 1 - a)-percentage points lulk;,i-a of the k-va riatc standard normal distribu-
tion with common correlation coefficient e = 0.5 lUpper Line), e = 1/( 1 + ./ic) (middle line) and 
e = 0 (lowcr line) 
1-a k = 2 k = 3 k = 4 k=5 k=6 k = 7 k = 8 
.5 1.00 1.18 J.30 1.38 1.45 1.5 1 1.55 
1.02 1.22 J.36 1.46 1.55 1.62 1.68 
1.05 1.26 J.41 J.52 1.60 1.67 1.73 
.8 1.58 1.73 1.84 1.92 1.98 2.03 2.07 
1.59 l.77 1.89 J.98 2.05 2. 11 2.17 
1.62 1.80 1.92 2.02 2.09 2.15 2.20 
.9 1.92 2.06 2.16 2.23 2.29 2.34 2.38 
1.93 2.09 2.20 2.28 2.35 2.41 2.46 
1.95 2.11 2.23 2 .31 2.38 2.43 2.48 
.95 2.21 2.35 2.44 2 .51 2.57 2.61 2.65 
2.22 2.37 2.47 2.55 2.61 2.66 2.71 
2.24 2.39 2.49 2.57 2.63 2.73 2.77 
Table V: One-sided ( J - a)-percentage points uk,±q, i-a of the k-vaiiatc Standard normal distribution 
with common correlation coefficient e = 0.5 (upper line) and e = 1/( J + ./k) (lower linc). The 
dcfinition is given in secLion 1.7 
1 - a k = 2 k = 3 k = 4 k=5 k = 6 k = 7 k = 8 
.5 0.64 0.84 0.99 1.09 1.17 1.24 1.29 
0.63 0.84 1.0 1 1.12 1.22 1.30 1.37 
.8 1.28 1.45 1.58 1.66 l.73 1.79 1.84 
1.28 1.46 1.60 1.70 l.78 1.84 1.90 
.9 1.64 1.80 1.92 2.00 2.06 2. 11 2. 16 
1.64 1.81 1.94 2.02 2.10 2.16 2.21 
.95 1.96 2.11 2.21 2.29 2.35 2.40 2.44 
1.96 2.12 2.23 2.31 2.38 2.43 2.48 
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Tablc VI: Values of A. = R Llla with preassigned aJJ-pairs power 1 - ß of thc srep-down proce-
durc for one-sided (upper line) and two-sided (lower Line) comparisons of k trcatmcnts with a con-
trol if 110 = 11 
a l -ß k = 2 k=3 k=4 k = 5 k = 6 k = 1 k = 8 
. 10 .50 2.418 2.800 3.089 3.298 3.483 3.626 3.760 
3.254 3.624 3.904 4.130 4.328 4.464 4.599 
.80 3.501 3.892 4.139 4.351 4.513 4.657 4.776 
4.140 4.520 4.762 4.966 5.148 5.286 5.405 
.90 4.073 4.468 4.694 4.908 5.058 5.203 5.314 
4.653 5.036 5.260 5.464 5.628 5.766 5.878 
.95 4.557 4.947 5.164 5.372 5.518 5.658 5.767 
5.098 5.482 5.691 5.895 6.046 6.185 6.290 
.05 .50 2.924 3.279 3.566 3.761 3.946 4.081 4.215 
3.697 4.041 4.322 4.547 4.734 4.869 4.997 
.80 4.009 4.371 4.617 4.815 4.976 5. 11 2 5.231 
4.585 4.939 5.180 5.372 5.554 5.684 5.803 
.90 4.58 1 4.947 5.172 5.372 5.522 5.658 5.769 
5.098 5.454 5.678 5.870 6.034 6. 165 6.276 
.95 5.057 5.426 5.635 5.836 5.976 6.1 13 6.218 
5.544 5.900 6.109 6.301 6.452 6.583 6.688 
Table VII: Valucs of A. = R LJ/a with preassigned all-pairs power 1 - ß of thc step-down proce-
dure for one-sided (upper line) and two-sided (lower line) comparisons of k trcarments with a con-
t.rol if no = 11./k 
a l - ßk = 2 k = 3 k =4 k = 5 k = 6 k = 7 k = 8 
.10 .50 2.275 2.574 2.814 2.979 3.138 3.252 3.367 
2.993 3.213 3.411 3.564 3.699 3.796 3.888 
.80 3.259 3.520 3.682 3.829 3.941 4.042 4.127 
3.824 4.030 4.165 4.282 4.393 4.474 4.551 
.90 3.780 4.021 4.145 4.283 4.372 4.468 4.538 
4.299 4.491 4.594 4.704 4.790 4.868 4.930 
.95 4.229 4.439 4.545 4.663 4.745 4.827 4.891 
4.710 4.888 4.964 5.068 5.135 5.209 5.260 
.05 .50 2.742 2.992 3.219 3.364 3.512 3.620 3.722 
3.401 3.579 3 .767 3.912 4.029 4.122 4.202 
.80 3.728 3.938 4.088 4.210 4.316 4.401 4.482 
4.234 4.397 4.522 4.618 4.723 4.792 4.865 
.90 4.250 4.440 4.551 4.664 4.747 4.827 4.893 
4.7 10 4.859 4.950 5.040 5.121 5.185 5.245 
.95 4.684 4.858 4.939 5.045 5.1 l J 5.186 5.239 
5.122 5.255 5.321 5.404 5.466 5.527 5.575 
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Automatische Histogrammbasierte 
Segmentierung von Hirninfarkten 
mit verschiedenen Verteilungsmustern 
Automated histogram-based segmentation of cerebral infarcts 
with different distribution patterns 
Jürgen Braun 1), Johannes Bernarding 1), Hans-Christian Koennecke2), Karl-Jürgen Wolf3) 
und Thomas Tolxdorff 1) 
Zusammenfassung 
Die diffusionswichtende MR-Bildgebung (DWI) und der berechnete Apparent Diffusion 
Coefficient (ADC) erlauben eine sehr frühzeitige Diagnose der Verteilung und des patho-
physiologischen Zusta11des ischämischer Hirngewebe. Die DWI wird daher zunehmend 
zur Unterstützung der Lyse thrombosierter Gefäße eingesetzt. Ausprägung und Vertei-
lungsmuster ischämischer Gebiete können jedoch stark variieren, wodurch eine schnelle, 
zuverlässige und objektive Beurteilung der Gewebeparameter erschwert wird. Es wurde 
daher untersucht, ob ein a11to111atisches mehrdimensionales merkmalsbasiertes Ve1fahren 
unter Einschluß der DWI für die Segmentierung verschieden ausgeprägter Ischämien rnit 
einem einheitlichen Steuerparametersatz eingesetzt werden kann. 
Aus T2- und dijfusionsgewichtete11 Bildern sowie der ADC-Map wurde ein 3D-Histo-
gramm gebildet, in dem lokale Dichtemaxima (Cluster) segmentiert und unterschiedli-
chen Gewebeklassen zugeordnet wurden. Als Verschmelzungskriterien für Cluster mit 
ähnlichen Eigenschaften dienten die Euklidische Distanz im Histogramm und ein bild-
basiertes Ähnlichkeitsmaß, welches auf der gemeinsamen Grenze segmentierter Gewe-
be beruhte. Als Modelldatensiirze diemen fünf typische lnfarktmuster, für die die Steu-
erparameter der automatischen Analyse zuerst einzeln bestimmt und optimiert 
wurden. Alle lnfarkt111uster konnten zuverlässig segmentiert werden. Anschließend 
wurde ein gemeinsamer Steuerparametersatz. für alle lnfarktven eilungen festgelegt. 
Die Validierung der Ergebnisse e1folgte gegen den von einem Radiologen definierten 
Standard. 
Das vorgestellte Segme11tierungsve1fahren erwies sich geeignet fiir die automatisierte 
Bestimmung gewebeclzarakterisierender Meßgrößen wie beispielsweise des ADC. 
1 ) lns1i1u1 für MeditJnische lnfonnauk. B1omc1ric und Epidemiologie 
2 ) Klinik für Neurologie 
3) Klinik für Radio logie und Nukleanned11in 
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Sch 1 ü sselwörter 
automatisierte Segmentieru11g, Histogramm, Gewebecliarakterisierung, di.ffusio11sgewich-
tete MR-Bildgebung 
Summary 
The diff11sio11-weighted MR imaging (DWI) and the calculated apparent diff11sio11 coeffi-
cie11t (ADC) allow a diag11osis of the distributio11 and pathophysiologic condition of 
ischemic brai11 tissue at a very early stage. Thus the application of DWI in thrombolysis 
is i11creasi11g. The i111e11sity a11d distributio11 pattems of ischemic regions ca11 va1y 
stro11gly, howeve1; making a fast, reliable, and objective assessment of tissue parameters 
difficult. Therefore, the impleme1uatio11 of an automated, m11ltidi111e11sional feature-based 
procedure using DWI with a uniform control parameter set was tested for its feasibility 
in the segmemation of ischemias of v01ying intensity. A 30 histogram was generated 
from T2- a11d diffusion-weighted images as well as 011 ADC map. Local density maxima 
(clusters) were segmemed and the different tissues were class{fied in the histogram. The 
Euclidean distance in the histogram and an image-based similariry crirerion describing 
the common border of segmented tissues served as mergin.g crire ria for clu.srers wilh 
similar properties. Five characteristic infarct patterns served as re.ference dato sets. The 
co111rol parameters for the automated segmenlation were individually determined and 
op1i1nized for each pattern. All infarct patterns could be segmented reliably. Then a 
common control parameter set for all infarct distrib111io11s was established. The segmen-
tation results were eva/ua/ed against a Standard defined by a radiologist. The segmenta-
tion method presemed here proved suitable for the awomated determination of tissue-
charac1erizi11g paramelers such as the ADC. 
Key words 
awomated segmentation, histogram, tissue charac1erizatio11, diffusion-weighted MR ima-
gi11g 
1 Einleitung 
Methoden der Magnetresonanztomographie (MRT) erlauben die ortsaufgelöste Detektion 
von gewebeabhängigen Eigenschaften, die letztendlich in Form von Grauwertbildern wie-
dergegeben werden. Ein wesentlicher Vorteil der MRT ist, neben ihrer Nichtinvasivität, die 
Vielfältigkeit der Information, die durch eine wachsende Zahl unterschied licher Untersu-
chungsmethoden gewonnen werden kann. Diese Untersuchungstechniken beschränken 
sich nicht mehr auf Bildkontraste, die auf Relaxationszciten von Gewebe beruhen. Mo-
derne Techniken erlauben auch den Zugang zu funktionellen oder physiologischen Eigen-
schaften von Gewebe. Dazu zählen beispielsweise die perfusionswichtcnde Bildgebung, 
die Information über den Durchblutungszustand des Gewebes liefert I 1-3), oder die diffu-
sionswichtende Bildgebung (DWI) [4- 6]. Die DWl charakterisiert ischämische Regionen 
auf physiologischer Ebene aufgrund der Absenkung der Werte des apparenten Diffusions-
koeffizienten (ADC) von Wasser. Es ist allgemein anerkannt, daß der berechnete ADC ein 
quantitatives Maß für die Wasserbeweglichkeit in Gewebe darstellt und Rückschlüsse über 
die Reversibilität der Zellschädigung und pathophysiologisehe Veränderungen zuläßt [5, 7, 
8]. Im Gegensatz zu Standardaufnahmetechniken wie der Computertomographie oder T2-
gewichteter MR-Bildgebung (Abb. l), erlaubt die DWI die Diagnose t.erebraler Ischämien 
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Abbi ldung l : Vergleich zwischen Computertomographie (Abb. 1 a) und diffusionsgewichteter MRT 
(Abb. l b) eines Patienten mit Hirninfarkt. Bei nahezu identischer Schichtposition ist das ausge-
dehnte lnfarktgebiet (Pfei l) in der diffusionsgewichteten MR-Aufnahm.e demlich als Region mit 
erhöhten Werten (hypcrintens) zu erkennen. Im CT sind hingegen nur diskrete Frühzeichen wie 
eine kleine Zone mit einer erniedrigten Dichte sowie eine Verstreichung der äußeren Hirnwindun-
gen und interner Stmkturcn zu erkennen. 
schon wenige Minuten nach lnfarkteinuin (8-10]. Dies ist von zentraler Bedeurung spe-
ziell im Hinblick auf das wenige Stunden umfassende Zeitfenster, in dem die neue effekli-
vc Therapie der Auflösung intravasaler Thromben durchgefühn werden kann. 
Die fortwährende Entwicklung neuer Aufnahmemethoden und die stetig wachsenden 
Datenmengen, mit denen sich Radiologen konfrontiert sehen, führten zur Entwicklung 
von Bildverarbeitungstechniken, mit deren Hilfe Informationen aus multidimensionalen 
Datensätzen gewonnen werden können. Eine schnelle, zuverlässige und benutzerunab-
hängige automatische Charakterisierung von sowohl gesundem als auch pathologischem 
Gewebe wäre sowohl im klinischen Umfeld, als auch in der Forschung von hohem Nut-
zen. 
In Analogie zu LANDSAT [ 11 - 13] Satellitenaufnahmen stellen MRT Untersuchungen eine 
Sammlung von Eigenschaften oder Verteilungen von Zahlenwerten dar, die in Fonn eines 
mehrdimensionalen Datensatzes angeordnet werden können [ 14- 16]. Pixelweise, d-fach 
gemessene Signalintensitäten können als Basis zur Segmentierung in einem d-dimensiona-
len Merkmalsraum eingesetzt werden. Auf diesem Hintergrund wurden eine Reihe von halb-
automatisierten und automatisierten Verfahren zur Segmentierung entwickelt [17-21]. Seg-
mentierungstechniken mit Hilfe mehrdimensionaler Datensätze wurden vorgeschlagen, um 
die Abgrenzung zwischen gesunden und pathologischen Geweben zu verbessern. 
Um eine benutzerunabhängige und objektivere Analyse umfangreichen Bildmaterials in 
klinischen Studien zu ermöglichen, wurde ein automatisiertes, merkmalbasiertes Segmen-
tierungsverfaluen weiterentwickelt. Neben einer ko1Tekten Analyse der Daten wurde ver-
sucht, wichtigen Anforderungen von medizinischen Nutzern Rechnung zu tragen. Dazu 
zählt eine einfach per Maus zu bedienende graphische Benutzeroberfläche. kurze Ant-
wortzeiten des Systems und das Abfangen von Fehleingaben durch Benutzer. 
Die Vorteile und das Potential der Methode für klinische Anwendungen werden anhand 
einer Pilotstudie zur Segmentierung von humanen Hirninfarkten demonstriert. Zur Cha-
rakterisierung von Hirninfarkten wurde eine Kombination aus T2-gewichteter Bildge-
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bung, DWI und berechneten, quantitativen ADC-Werten eingesetzt. Die Validierung der 
automatischen Analyse erfolgte durch Vergleich mit den Ergebnissen der interaktiven 
Segmentierung durch einen Radiologen. 
2 Methoden 
2.1 Untersuchungsbedingungen 
Die Bilddaten wurden auf einem 1,5 T Magnetom Vision Tomographen (Siemens Erlan-
gen) mit einer Standard Kopf-Spule aufgenommen. Fünf Himinfarktpaciemen wurden 
mit Einverständnis der Ethik-Kommission im Rahmen der Pilotstudie untersucht. Das 
mittlere Alter der Patienten betrug 65 ± 12 Jahre, 3 Patienten waren männlich, 2 Patien-
ten weiblich. Die Zeit zwischen Eintritt der Ischämie und Untersuchung variierte zwi-
schen sechs Stunden und fünf Tagen. Das Untersuchungsprotokoll bestand aus T1 - und 
T2-gewichtetcr Bildgebung, und diffusionsgewichteten Aufnahmetechniken, die von un-
serer Arbeitsgruppe implementiert wurden [22). Details zur ADC-Berechnung finden 
sich in [22]. Bei medizinischer Indikation wurden weitere Untersuchungen wie Angio-
graphien oder Spezialuntersuchungen zur Quantifizierung exakter Relaxationszeiten an-
geschlossen [221. Die Untersuchungsdauer für das Standardprotokoll betrug 15 bis 20 
Minuten, unter Hinzunahme zusätzlicher Techniken verlängerte sich die Untersuchungs-
zeit auf maximal 35 Minuten. 
2.2 Bildvorverarbeitung und Registrierung 
Der Datensatz wurde zur weiteren Bearbeitung über ein lokales Netzwerk auf eine DEC 
Alpha 433 Personal Workstation transferiert. Unterstützte Eingabeformate sind DlCOM 
und das Siemens Datenformat. Nach vollautomatisierter Sortierung der Datensätze nach 
Patientennummer. Umersuchungstechnik und Schichtpositionen schloß sich optional eine 
Registrierung der Bilddaten mittels automatisierter Bildregistrierung (Automated Image 
Reconstmction, AIR) [23] an, beispielsweise zur Minimierung von Bewegungsartefakten 
zwischen den Messungen. Nachfolgend wurden spezielle automatisierte Vorverarbei-
tungsalgorithmen zur Rauschvorverarbeitung, quantitativer Bildanalyse und der Bestim-
mung exakter longitudinaler und transversaler Relaxationszeiten (T1, T2) und des appa-
renten Diffusionskoeffizienten (ADC) eingesetzt [22]. Die Zeit für eine Vorverarbeitung 
(ohne Registrierung) betrug bei einem Datensatz von 300 Bildern 10 Minuten. 
2.3 Histogrammgenerierung 
Beliebige Kombinationen von MR-Bilddaten von bis zu 3 unabhäng igen MR-Parametern 
können zur Bildung eines d-dimensionalen Histogramms und zur automatisierten Merk-
malsextraktion eingesetzt werden. Zur besseren Berücksichtigung unterschiedlicher 
Werteverteilungen können die Achsen linear, logarithmisch oder invers skaliert werden. 
Die Größe der Histogramrnzellen wird über den Histogrammzellenparameter P J an die 
Datenverteilung angepaßt. Die resultierende Histogrammzellenzahl nc pro Achse liegt 
zwischen 16 ~ nc ~ 512. Sie beeinflußt das Segmentierungsergebnis direkt, da letztend-
lich durch n~ die maximale Anzah.I segmentierbarer Gewebeklassen festgelegt ist. Zur 
Analyse der Datenverteilung und Datendichte in den mehrdimensionalen Histogrammen 
wurde die Summe vorhandener Merkmalsvektoren pro Histogrammzelle gebildet und 
absteigend in einer Liste geordnet 
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2.4 Segmentierung und Verschmelzung 
Voraussetzung der Segmentierung ist die Abgrenzung unimodaler lokaler Dichtemaxima 
der Daten im mehrdimensionalen Histogramm durch Bereiche minimaler Datendichten. 
Segmentierte Dichteverteilungen (Cluster) werden unterschiedlichen Geweben im Bild-
raum zugeordnet. Probleme der histogrammbasierten Segmentierung entstehen bei einer 
ungleichmäßigen Datenverteilung und stark variierenden Datendichten. Dies kann durch 
eine mehrstufige dynamische Anpassung der Histogrammze llengröße in Abhängigkeit der 
Datenverteilung und -dichte kompensiert werden. Diese als Histogrammpyrarnidenanalyse 
bezeichnete, datengetriebene Technik wird durch einen Schwellwertparameter S und die 
Anzahl besetzter Histogrammzellen gesteuert (19). Die Liste lokaler Dichtemaxima im 
Histogramm dient als Eingabe. Sie wird bereits während der Histogrammgenerierung be-
rechnet. In der ersten Stufe werden alle Histogrammaxima mit einer Besetzungsdichte grö-
ßer dem Schwellwert S analysiert. S ist durch einen benutzerdefinierten Parameter (P2, 
Histogrammpyrarniden-Parameter) und der Gesamtzahl n aller korrespondierender Bild-
punkte der in der entsprechenden Stufe auszuwertenden Histogrammzellen definiert: 
S=P2·fa. (1) 
Die in der ersten Stufe extrahierten Histogrammzellen werden unter Kenntnis der Dichte-
maxima der d-dimensionalen Eigenschaftskombinationen weiter analysie1t. Die Dichte-
maxima dienen im Segroentierungsprozeß als Startpunkte zur Bestimmung beliebig ge-
formter Clustergrenzen. Dabei wird ein Cluster über benachbarte Histogramrnzellen 
expandiert, bis eine geschlossene Grenze, gebildet durch Dichteminima zwischen Histo-
grammzellen, gefunden wurde. Die Segmentierung verläuft sequentiell und orientiert 
sich an abnehmenden Datendichten. Die Clusterbildung wird fortgesetzt, bis alle Listen-
elemente mit einem Schwellwert größer S zugeordnet sind. Die analysierten Regionen 
werden nachfolgend maskiert und auf Grundlage der verbleibenden Daten wird ein neu-
es Histogramm und eine neue Liste lokaler Dichtemaxima generiert. 
Für die Histogramrnanalyse der zweiten Stufe wird die Histogrammzellengröße in jeder 
Dimension verdoppelt, der Parameter S aufgrund der verbleibenden Histogramrnelemente 
neu berechnet, eine neue Liste lokaler Maxima erstellt und erneut segmentiett. Der Vor-
gang wird über insgesamt 4 Stufen fortgesetzt, wobei spätestens in der letzten Stufe alle 
noch verbliebenen Histogramrnzellen vollständig segmentiert werden. 
Bei Zuordnungskonflikten zwischen Histogrammzellen (typischerweise in den Histo-
grammtälem) werden die Konfliktzellen bei der Segmentierung markiert und in einem 
nachfolgenden Schritt unter Beachtung von Ähnlichkeit und Häufigkeit der Eigenschaf-
ten in einer 3x 3 Histogrammzellnachbarschaft endgültig zugewiesen. Trotz Optimierung 
der Anzahl segmentierter Cluster mjc Hilfe der Histogrammpyrarnidenanalyse wird für 
verschiedene Gewebe eine Aufspaltung in mehrere Teilbereiche beobachtet. Zum Ver-
schmelzen (Merging) ähnJjcher Gewebeklassen wird eine Kombination von eigenschafts-
und ähnlichkeitsbasierten Kriterien im Histogramm, bzw. Bildraum eingesetzt. 
Die Euklidische Distanz zwischen 2 Clustern djent als eigenschaftsbasiertes Kriterium. 
Flir die Zahl k segmentier.ter Cluster wird eine Abstandsmatrix für die Entfernung 
D(i, j ) der normierten Mittelwe1tvektoren m; and mi der Cluster i, j im Histogrammraum 
berechnet. 
D(i, j ) = d(mi, mj) für i i= j und D(i, j ) = 0 für i = j (2) 
Die Anzahl von Berührungspunkten, die im korrespondierenden Bildraum eine gemein-
same Grenze zwischen 2 Clustern bilden, dient als bildbasiertes Ähnlichkeitsk:riterium. 
Die mittlere Berührungshäufigkeit T(i, j ) ist definiert als der Quotient der Zahl von 
Berührungspunkten zwischen 2 Clustern c(i, j) und dem dimensionslosen Maß h, das 
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Abbildung 2: Segmentierungsergebnisse vor (Abb. 2a) und nach Verschmelzung (Merging) 
(Abb. 2b) in einem zweidimensionalen Histogramm (horizontal angeordnet: T 1-gewichtetes Bild, 
vertikal angeordnet: Ti-gewichtetes Bild, Koordinatenursprung: linke obere Ecke). Oie Reduktion 
der Clusterzahl nach Merging ist deutlich zu erkennen. Der Einfluß der fortschreitenden Histo-
grammzellvcrgrößerung durch die Histogrammpyramiden-Analyse spiegelt s ich in der unterschiedli-
chen Größe der Histogrammzellen wieder. Die unregelmäßige Form, welche die Cluster annehmen 
können, ist ebenfalls gut sichtbar. 
sich aus dem Quotienten der Ausdehnung der Cluster i, j berechnet. 
T(. .) = c(i, j) 1,1 h (3) 
Der Verschmelzungsprozeß wird durch den eigenschaftsbasierten Abstandsparameter P3 
und den bildbasierten Berührungsparameter P4 gesteuert. Voraussetzung zum erfolgrei-
chen Merging ist die Einhaltung folgender Bedingungen: 
d(m;, mj) :::; P3 und T (i , j ) ~ P4 (4) 
Eine Verbesserung des Mergings kann durch eine zweistufige, gegenläufige Kombination 
von eigenschafts- und bildbasiertem Merging erzielt werden. Die Wahl der Merging-Pa-
rarneter wird dazu wie folgt getroffen: 
Schritt 1: P3-J: klein P4-l: klein 
Schritt 2: P3-2: groß P4-2: groß 
lm ersten Schritt werden Gewebe, die ähnliche Grauwerteigenschaften und eine geringe 
Berührungshäufigkeit haben, verschmolzen. Dazu gehören unzusammenhängende, ver-
streute Gewebe. Das Verschmelzen unterschiedlicher Gewebe wird dabei durch die Wahl 
des Parameters P3 verhindert, durch den eine starke Ähnlichkeit z.ur erfolgreichen Ver-
schmelzung definiert wird. Im zweiten Schritt werden im Bild benachbaite Gewebe ver-
schmolzen, indem der Schwellwert für die Berührungshäufigkeit erhöht und die zum 
Merging führende Ähnlichkeit der Grauwerte reduziert wird. Abbi ldung 2 demonstriert 
den Einfluß des Merging-Algorithmus auf die Segrnentierungsergebnisse. 
2.5 Visualisierung und Klassifikation 
Nach der Verschmelzung können die Segmentierungsergebnisse in unterschiedlicher 
Weise dargestellt werden. Das sogenannte Clusterbild (Abb. 3a) spiegelt die Segmentie-
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Abbildung 3: Visualisierung der Ergebnisse. 
a: Clusterbild, in dem die zu Clustern korrespondierenden Gewebe farbcodiert im Bildraum darge-
stellt sind. b: korrelierende Histogrammdarstellung des Segmentierungsergebnisses. Alle zu einem 
Cluster gehörenden Histogramrnzellen sind in einheitlicher Farbe dargestellt. Identische Farben wer-
den für die Visualisierung der Ergebnisse sowohl im Clusterbild (a) als auch im Histogramm (b) 
verwendet. c: Individuelle Cluster können vom Benutzer im Clusterbild (a) oder im segmentierten 
Histogramm (b) ausgewählt werden. Die korrespondierenden Gewebe werden als farbcodiertes 
Overlay über einem beliebig auswählbaren Eingabebild dargestellt. In dieser Darstellung ist der 
Zusammenhang zwischen der Farbskala und Werten des unterliegenden Eingabebildes durch den 
Farbbalken am unteren Bildrand definiert. Der darüberliegende Grauwertbalken definiert seinerseits 
den Zusarnmenbang zwischen Grauwenen im Bild und zugehörigem numerischen Wert des Bild-
parameters. Ausgebend vom segmentierten Histogramm ist beispielhaft die Darstellung eines Clu-
sters (weiße Hirnsubstanz) mh identischer Farbe im Cluster Bild (a) und dem Ti-gewichteten Ein-
gabebild überlagert dargestellt (c). 
rungsergebnisse wieder. Dazu werden, korrespondierend zu den im Eigenschaftsraum 
segmentierten Clustern, Gewebestrukturen im Bildraum farbkodiert dargestellt. Es ergibt 
ein anatomisches Bild, in dem jede Farbe einem Cluster entspricht. Eine äquivalente 
Darstellung im Histogrammraum ist ebenso möglich (Abb. 3b). lm Falle dreidimensiona-
ler Histogramme kann die Darstellung als Projektion auf ein zweidimensionales Histo-
gramm mit beliebigen Achsen erfolgen, oder mit Hilfe eines frei verfügbaren Visualisie-
rungstools (xgobi, Version 1995.9 Bellcore lnc„ New Jersey) dreidimensional dargestellt 
werden. Einzelne Cluster können gezielt mit Hilfe einer Overlay-Technik den Eingabe-
bildern überlagert werden (Abb. 3c). In diesem Fall entspricht die Farbverteilung des 
Overlays der Werteverteilung des zugrundeliegenden Bildparameters. Eine Korrelation 
der Grauwerte im Bild und der Farbverteilung im Overlay mit dem Bildparameter wird 
durch die Grauwert- und Farbkeile im unteren Teil des Fensters ermöglicht. 
Numerische Information zur Segmentiernng, wie Mittelwerte, Standardabweichung und 
Pixelzahl segmentierter Gewebe werden automatisch in eine r Log-Datei gespeichert. Zur 
genauen Analyse der Ergebnisse werden alle Programmparameter, die zur Segmentie-
rung wichtigen Eckdaten (Histograrnmzellgröße, Datendichten für alle Stufen des Histo-
grammpyramidenanalyse und die Merging Kandidaten mit der Bewertung der Ver-
schmelzungskriterien) in einer zusätzlichen Protokoll-Datei abgespeichert. 
Die Klassifizierung der segmentierten Gewebe wurde im Rahmen der Pilotstudie interak-
tiv unter Kontrolle eines Radiologen durchgeführt.. Die Klassifizierungsergebnisse wur-
den in einer DICOM-Bilddatenbank [24] gespeichert. Dazu zählen alle numerischen In-
formationen über segmentiertes Gewebe, Eingabebilder, Clusterbilder, Histogramme und 
lnfonnnlik. Biomeuie und Epidemiologie in Mcdirin und Biologie 112001 
36 J. Braun et al.: Automatische Histogrammbasierte Segmentierung von Hirninfarkten ... 
individuelle Overlay-Darstellungen. Zur weiteren Analyse können die in der Datenbank 
gespeicherten numerischen- und Bilddaten automatisch in ein Standard Spread-Sheet 
Programm (Microsoft® Excel 2000) importiert werden um weitere Berechnungen und 
Datenanalysen vorzunehmen. 
Eine Optimierung der Segmentierungsergebnisse durch Variation der Programmparame-
ter PI bis P4 wurde durch Vergleich mit dem Standard durchgeführt. Der Standard 
wurde unabhängig von den Ergebnissen der automatisierten Analyse von einem Radio-
logen festgelegt. Die Qualität der Segmentierung wurde anhand der Spezifität und Sen-
sitivität bestimmt. 
3 Ergebnisse 
3.1 Optimierung der Eingabedaten und der Programmparameter 
Als Eingabedaten zur Segmentierung wurden T1- und diffusionsgewichtete Echo Planar 
Imaging (EPI) Aufnahmen und ADC-Maps eingesetzt. In Ti-gewichteten Bildern (Abb. 
4a) sind frühakute Hirninfarkte nicht nachweisbar, die Bilder eignen sich jedoch zur Be-
stimmung von Ödemen und alten Läsionen. Diffusionsgewichtete Bilder (Abb. 4b) eignen 
sich für die Diagnose von Hirninfarkten im Frühstadium [8- 10), da sie bereits nach ei.ner 
Stunde einen guten Kontrast für diese Pathologie zeigen. Mit Hilfe berechneter, quantitati-
ver Bilder des ADC (Abb. 4c) läßt sich die Reduktion des ADC nachweisen. 
Ischämische Gebiete wurden aufgrund ihrer Größe, Form, Verteilungsmuster und Anwe-
senheit älterer Infarkte klassifiziert. Kriterien für die Größe waren: klein (weniger als 1 % 
bezogen auf nicht betroffenes Gewebe, mittel (zwischen l % und 5% zu unbetroffenem 
Gewebe), groß (mehr als 5% des unbetroffenen Gewebes). Das Verteilungsmuster wurde 
unterteilt in Einzelgebiete und multiple Lokalisationen. Weitere Einteilungskriterien wa-
ren das gleichzeitige Vorliegen von akuten und chronischen Infarkten sowie eine lnfarkt-
lokalisation im Cortex, die mit herkömmlicher T2-gewichteter Bildgebung nur schwer 
von Partialvolumeneffekten zu trennen ist. 
Für jeden lnfarkctyp wurden drei Steuerparametersätze zur Segmentierung erminelt: der 
individuelle Parametersatz, der allen Qualitätskriterien am besten entspricht, ein gemittel-
ter Parametersatz, der aus allen optimierten Einzelergebnissen berechnet wurde und ein 
Standardsatz, der für 3 von 5 untersuchten Fällen die besten Segmentierungsergebnisse 
lieferte. Die Abhängigkeit der Segmentierungsergebnisse von den drei Parametersätzen 
Abbildung 4: EPJ-Bilddaten zur Segmentierung. a: T2 gewichtetes Bild, der Pfeil markiert einen 
alten lnfarkt, der deutlich als hyperintense Region erkennbar ist. fm Ti-gewichteten Bild kann ein 
akuter Infarkt nicht von gesundem Gewebe unterschieden werden. b: diffusionsgewichtetes Bild, 
der Infarkt ist als hyperintense Region in unmittelbarer Nachbarschaft zum allen lnfarkt erkennbar. 
c: Berechnetes ADC-Bild, akute Infarkte sind mit erniedrigten Werten (hypointens) abgebildet, älte-
re Infarkte zeichnen sich durch erhöhte Werte aus. 
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Abbildung 5: Segrnentierungsergebnisse für einen kleinen zusammenhängenden Infark:L Die Bilder 
wurden 2 Tage nach Infarkteintrin aufgenommen. Die Eingabebilder sind in der oberen Zeile abge-
bildet, a: Ti-gewichtetes Bild, b: diffusionsgewicbtetes Bild, c: ADC. 
Abb. 5d zeigt die Segrnentierungsergebnisse in Form eines Clusterbildes. Die Gewebe, die den im 
Histogramm segmentierten Clustern entsprechen, sind durch Grauwerte im Bildraum dargestellL 
Regionen mit identischem Grauwert sind einem Gewebetyp zugeordnet. Der den Infarkt repräsentie-
rende Cluster ist mit einem Pfeil gekennzeichnet. Um die Genauigkeit der Segmentierung besser 
dartustellen, wurde der in Abb. Se segmentierte Infarkt einem aufgehellten T1-gewichteten Bild 
(Abb. Sa) überlagert. Zugehörige Pixel sind schwarz eingefärbt und mit einem Pfeil markiert. Au-
ßerhalb des Infarktes sind keine fehlsegmentierten Pixel erkennbar. Abb. Sf zeigt eine Überlagerung 
segmentierter gesunder Hirnsubstanz mit dem T2-gewichteten Bild (graue und weiße Hirnsubstanz 
wurden gemeinsam segmentiert). 
Die korrespondierenden Segmentierungsergebnisse im Histogrammraum sind in der untersten Zeile 
dargestellt. Zur vereinfachten Darstellung ist das 3D-Histogramm als Projektion auf eine Ebene 
dargestellt. Der Werteursprung befindet sich in der linken oberen Ecke. Grauwertintensitäten des 
T2-gewichteten Bildes sind in horizontaler Richtung dargestellt, die des ADC vertikal und die des 
diffusionsgewichteten Bildes senkrecht zur Ebene. Abb. 5g zeigt das Histogramm, Abb. 5h den 
Infarkt repräsentierenden Cluster, und Abb. 5i den Cluster für gesundes Hirngewebe (weiße und 
graue Hirnsubstanz). 
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wird anhand der Zahl von Clustern vor und nach Merging, der Zahl der den Infarkt 
charakterisierenden Clustern und der relativen lnfarktgröße dargestellt. Um die Qualität 
der Ergebnisse zu vergleichen, wurden die Maße Sensitivität und Spezifität verwendet. 
Die Standardkombination lieferte den besten Kompromiß zwischen universeller Anwend-
barkeit und hoher Segmentierungsq~alität. 
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Abbildung 6: Segmentienmgsergebnisse für einen ausgedebnten Hirninfarkt. Die Bi lder wurden 5 
Tage nach lnfarkteintritt aufgenommen. Die Eingabebilder sind in der oberen Zei le zusammenge-
fasst, a: Ti-gewichtetes Bild, b: diffusionsgewichtetes Bild, c: ADC. 
Abb. 6d zeigt das Segmcntierungsergebnis in Form eines Clustcrbilcles. Der segmentie1te fnfarkt ist 
mit einem Pfeil markiert. Die Quali tät der Segmentierung zeigt Abb. 6e, in der erneut der segmen-
tierte Infarkt einem halbtransparenten T2-gewicbteten Bild überlagert ist. Nur wenige feh lsegmen-
tierte Pixel sind außerhalb der lnfarktregion erkennbar. Abb. 6f zeigt die Überlagenmg segmentier-
ter gesunder Hirnsubstanz (graue und weiße Hirnsubstanz wurden gemeinsam segmentiert) mil dem 
T2-gewichteten Bild. 
Analog zu Abbi ldung 5 sind in der untersten Zeile die korrespondierenden Segmentierungsergebnis-
se im Hisiogrammraum dargestellt. Abb. 6g zeigt das gesamte Histogramm, Abb. 6h den Infarkt 
repräsentierenden Cluster, und Abb. 6i den Cluster für gesundes Hirngewebe (weiße und graue 
Hirnsubstanz). 
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3.2 Segmentierungsergebnisse für lnfarktgewebe 
Abbi ldung 5 zeigt die Segmentierungsergebnisse für Patient 1 mit einem zwei Tage 
alten, kleinen und homogenen Infarkt. Der Standardparametersatz wurde zur Segmentie-
rung verwendet. Die Segmentierungsergebnisse sind sowoW im Bild- als auch im Histo-
grammraum dargestellt. Die Farbinfonnation ist in den folgenden Abbildungen durch 
Grauwendarstellungen ersetzt. Die Eingabedaten befinden sich in der obersten Reihe 
(5a: 72 gewichtetes Bild, 5b: diffusionsgewicbtetes Bild, 5c: ADC). ln der mittleren 
Reihe ist das Clusterbild als primäres Segmentierungsergebnis (Abb. 5d), segmentierter 
Infarkt (Abb. 5e) und gesunde Graue- und Weiße Hirnsubstanz (Abb. 5t) dargestellt. Der 
Infarkt ist mit einem Pfeil in den Abbildungen 5 d, e markiert. Die Untere Reihe zeigt 
die Segmentierungsergebnisse im Histograrnmraum. Mit Hilfe der Standardparameter 
konnte eine Sensitivität von 1 und eine Spezifität von 0,999 im Vergleich mit dem durch 
den Radiologen definierten Standard erreicht werden. 
Abbildung 6 zeigt die Segmentierungsergebnisse mit dem Standardparametersatz für Pa-
tient 3 mit einem ausgedehnten Infarkt Die Bilder wurden 5 Tage nach lnfarkteintrin 
aufgenommen. Der Aufuau und die Reihenfolge der Bilder entspricht Abbildung 5. Das 
Infarktgebiet ist wiederum mit Pfeilen markiert. Mit den Standardparametern konnte bei 
diesem Patienten eine Sensitivität von 0,950 und eine Spezifität von 0,996 erzielt wer-
den. 
In Abbildung 7 ist die 01tsabhängige Werteverteilung des ADC für den segmentierten 
Infarkt und für segmentiertes gesundes Gewebe wiedergegeben. Die Farbinformation ist 
wiederum durch Grauwertdarstellungen ersetzt. In der Ausschnittvergrößerung des In-
farktes (Abb. 7a) ist die heterogene Weneverteilung des ADC gut erkennbar. 
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Abbildung 7: Werteverteilung des ADC im Infarkt und gesundem Hirngewebe. Abb. 7a zeigt eine 
Ausschnittvergößerung des Infarktes als grauwertkodiertes Overlay. Das unterlegte ADC-Eingabe-
bild ist zur besseren Darstellung aufgehellt. Der Zusammenhang zwischen den Grauwerten des 
Overlays und den Werten des ADC ist durch den Grauwertkeil am unteren Bildrand definiert. Der 
darüberliegende Grauwertkeil definiert seinerseits den Zusammenhang zwischen Grauwerten im un-
terHegenden Eingabebild und zugehörigem numerischen Wert des Bildparamelers. Die helerogene 
Werteverteilung des ADC im Tnfarktgebiet isl deutHch sichtbar. Abb. 7b zeigt in entsprechender 
Darstellung die Werteverteilung des ADC in gesundem Hirngewebe. 
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Patient 1 Patient 2 Patient 3 Patient 4 Patient 5 
kleiner Infarkt, kleiner Infarkt, großer Infarkt, akuter/chro- kortikaler 
bomogeo verstreut homogen nischer Infarkt Infarkt 
Parameterkombination Std Opt M Std Opt M Std Opt M Std Opt M Std Opt M 
PI 3.00 3.00 2.88 3.00 2.60 2.88 3.00 3.00 2.88 3.00 3.00 2.88 3.00 2.80 2.88 
P2 0.29 0.25 0.27 0.29 0.25 0.28 0.29 0.29 0.29 0.29 0.29 0.27 0.29 0.28 0.29 
P3-l 0.35 0.35 0.35 0.35 0.35 0.35 0.35 0.35 0.35 0.35 0.35 0.35 0.35 0.35 0.35 
P4-J 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 0.20 
P3-2 0.75 0.85 0.82 0.75 0.77 0.82 0.75 0.75 0.82 0.75 0.75 0.82 0.75 0.97 0.82 
P4-2 1.20 1.20 1.20 1.20 l.20 l.20 l.20 l.20 l.20 1.20 1.20 J.20 1.20 l.20 1.20 
# Cluster nacb Merging 11 11 11 11 13 L3 12 12 13 14 14 12 13 12 15 
# Cluster vor Merging 17 18 17 29 26 22 15 15 17 26 26 26 29 27 2 1 
# Infarkt Cluster ] l 1 1 2 3 2 2 3 2 2 2 3 1 3 
Rel. Größe des Infarktes 0.11 0.11 0.11 l.89 1.69 2.15 7.65 7.65 7.62 0.53 0.53 19.41 1.94 l.95 2.32 
Sensitivität 1.000 1.000 1.000 1.000 0.930 1.000 0.950 0.950 0.941 0.892 0.892 0.506 0.940 0.950 0.903 
Spezifität 0.999 0.999 0.999 0.998 l.000 1.000 0.996 0.996 0.995 0.999 0.999 0.765 0.999 0.999 0.997 
Parameterkombinatiooen: Std: Standard Kombination für die Segmentierung; Opt: individueIJ optimierte Parameterkombination mit den besten Ergebnis-
sen für die Segmentierung, M: aus den individuell optimierten Segmentierungsparametem berechnetes Mittel; P 1: Histogrammzellenparameter, P2 Histo-
grammpyramidenparameter, P3-l Abstandsparameter für den ersten Yerschmelzungsschritl, P4-J Berührungsparameter für den ersten Verschmelzungs-
schritt, PJ-2 Abstandsparameter für den zweiten Yerschmelzungsscbritt, P4-2 Be1übruogsparameter für den zweiten Yerschrnelzungsschritt. 
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4 Diskussion 
Der vorgestellte A lgorithmus zur automatischen Segmentierung kann zu einer schnellen 
und benutzerunabhängigen Analyse mehrdimensionaler Daten ohne a priori Wissen ein-
gesetzt werden. Aufgrund der Möglichkeit zur Bestimmung unregelmäßig geformter Clu-
ster in mehrdimensionalen Histogrammen, der dynamischen Anpassung an lokale Daten-
dichten und Datenverteilungen und der Kombination aus bild- und merkmalbasierten 
Verschmelzungsalgorithmen eignet sich die vorgestellte Methodik insbesondere zur Ver-
arbeitung von medizinischem Bildmaterial. Das gesamte Bildverarbeitungssystem arbei-
tet nahezu vollautomatisch. Die Benutzerinteraktion konnte auf die Initialisierung der 
Bildvorverarbeitung, die Auswahl der Eingabebilder und der zur Evaluierung der Metho-
de händischen Klassifikation der Ergebnisse reduzie1t werden. Eine Automatisierung der 
Klassifikation ist geplant und wird durch die bereits angelegte Datenbankstruktur unter-
stützt. 
Als Eingabedaten wurden T2-gewichtete Bilder, diffusionsgewichtete Bi lder und berech-
nete Bilder des quantitativen ADC benutzt. Der Vergleich mit einem vom Radiologen 
bestimmten Standard zeigte, daß trotz der sehr unterschiedlichen Verteilungsmuster der 
ischämischen Uisionen ein einheitlicher Satz von Steuerparametern gefunden werden 
konnte, der zu guten Ergebnissen bei der Segmentierung gesunder und pathologischer 
Gewebe führte. Aus den so ermittelten Parameterkombinationen wu rde unter M ittelwert-
bildung versucht, einen allgemein anwendbaren Parametersatz zu generieren. Die Ana-
lyse der verschiedenen Steuerparameterkombinationen zeigte in einem Fall (Patient 4), 
daß unter Verwendung der Parametermittelwerte, die aus den individuell optimierten 
Steuerparametersätzen berechnet wurden, eine Verschlechterung der Segmentierung ein-
trat. Sensitivität und Spezifität sanken dabei auf Werte von 0,506 und 0,765, was auf 
ungünstige Werte für die Histogrammzellengröße und Entwicklung der Histogrammpyra-
mide zurückgeführt werden konnte. 
Eine generell anwendbare Parameterkombination ließ sich durch Vergleich der für die 
Patienten individuell ermittellen Parametersätze bestimmen. Es zeigte sich in drei von 
fünf Fällen eine Übereinstimmung aller Parameter. Bei der Anwendung dieser Para-
meterkombination auf die verbliebenen 2 Patienten wurden bessere Segmentierungser-
gebnisse als unter Anwendung des über alle Patienten gemiuehen Parametersatzes 
erzieh. 
Eine klare Trennung zwischen gesundem und pathologischen Hirngewebe konnte für 
alle Patienten beobachtet werden. Die VisuaJjsienmg mit Hilfe der Overlaytechnik 
erlaubt eine gute Charakterisierung der Heterogenität ischämischer Regionen als auch 
gesunden Hirngewebes mit heterogenem Erscheinungsbild, wie zum Beispiel der wei-
ßen Hirnsubstanz. Die Segmentierung kleiner Infarkte mit einer Größe von ungefähr 
30 Pixel konnte mit hoher Genauigkeit (Sensitivität von 1, Spezifüät von 0,999) 
durchgeführt werden, was bei einer histogrammbasie1ten Analysemethode unter Be-
rücksichtigung der niedrigen Pixelzahl ein gutes Ergebn is darstellt. Die Differenzie-
rung zwischen akuten und chronischen Infarkten ist möglich. Bildet man über alle 
Patienten das Mittel, so betragen, bezogen auf den Standard, die mittlere Sensitivität 
und Spezilität für die Segmentierung mit den Standardparametern 0,959 ± 0,045 und 
0,998 ± 0,002. 
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Strategien zur Beurteilung eines 
Behandlungseffektes mit Hilfe einer Meta-Analyse 
Strategies for the assessment 
of an overall treatment effect using meta-analysis 
Joachim Hartung, Guido Knapp 
Zusammenfassung 
Bei der Beurreilung eines Behandlungseffektes anhand einer Meta-Analyse von randomi-
sierten kontrollierten klinischen Studien spielen die Wahl des Analysemodells, 
d. h. Modell mit festen oder zufälligen Effekte11, und die Wahl der adäquaten Testproze-
dur im gewählten Modell eine zentrale Rolle bei der numerischen Auswertung. Verschie-
dene zweistufige Strategien werden in dieser Arbeit bezüglich ihres Niveaus beim Test 
auf Behandlungseffekt bei binären Zielgrößen anhand einer Simulationsstudie vergli-
chen. Die Wahl des Analysemodells wird dabei auf der ersten Stufe der Strategien ent-
weder mit dem allgemeinen Homogenitätstest von Cochran oder aufgrund des Vorzei-
chens des DerSimonian-Laird-Schätzers für den Heteroge11itätspara111eter getroffen. Als 
Tests auf den allgemeinen Behandl1111gseffekt auf der zweiten Stufe der Strategien werden 
die üblichen Teststatistiken mit Normalverteil1111gsapproxi111ation 1111d t-Verteilungsappro-
ximation 1111ters11cht sowie ei11e altemative Teststatistik. 
Schlüsselwörter 
Modell mit festen oder zufälligen Effekten, binäre Zielgröße, Homogenitätstest, Test auf 
Behandlungseffekt, Approximation durch t-Verteilwzg, Kombi11a1ion von Testprozeduren 
Summary 
For assessing an overall treatment effect in a 111e1a-cmalysis of randomised controlled 
clinical trials one has to decide which model should be used in the analysis, thar is, a 
jixed effec1s or a random effects model, and which test should be used in the chosen 
111odel. In this paper different strategies are discussed concerning their sizes for testing 
the overall treatment ejfect by means of a si11wlation swdy. We use eitlzer the general 
test of homogeneiry proposed by Cochran or the sign of the Der Si111011ian-Laird estima-
tor to make the decision for the fixed effects or the ra11dom effects model. For testing the 
overal/ treatmem effect we consider the commonly used tests with the normal approxi-
mation and the approximation by a t-distribution as well as an alternative test statistic. 
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1 Einleitung 
Die Beurteilung eines allgemeinen Therapieeffektes anhand einer numerischen Meta-
Analyse von randomisierten kontrollierten klinischen Studien geschjeht mit Hilfe eines 
Konfidenzintervalls bzw. eines statistischen Tests entweder in einem Modell mit festen 
Effekten (fixed effects model, FE-Modell) oder in einem Modell mit zufälligen Effekten 
(random effects model, RE-Modell). In dem Modell mit festen Effekten wird dabei vor-
ausgesetzt, dass die Therapieeffekte in allen Studien identisch sind. ln dem Modell mit 
zufälligen Effekten dagegen können die studienspezifischen Therapieeffekte heterogen 
sein, und diese studienspezifischen Therapieeffekte variieren um den allgemeinen Thera-
pieeffekt. Die Standardverfahren zur Durchführung des statistischen Tests in den beiden 
Modellen beruhen jeweils auf einer Normalverteilungsapproximalion des geschätzten all-
gemeinen Therapieeffektes, jedoch liefern diese Standardverfahren zu viele ungerechrfer-
tigte Signifikanzen bei der Anwendung im jeweils kon-ekten Modell (BOCKENHOFF, HAR-
TUNG (1998), ZIEGLER, VICTOR (1999)). Wird der Standardtest des FE-Modells bei 
Vorliegen heterogener studienspezifischer Therapieeffekte angewendet, so können sogar 
extreme Überschreitungen des Fehlers 1. Art auftreten (ZIBGLER, VICTOR ( 1999)), wäh-
rend der Standardtest aus dem RE-Mode!J bei Vorliegen homogener studienspezifischer 
Therapieeffekte in der Regel nicht liberal ist. Als Alternative zur Normalverteilungsap-
proximation des geschätzten allgemeinen Therapieeffektes wird daher in der Literatur die 
Approximation durch eine geeignete t-Verteilung für die Standardtests in den beiden Mo-
dellen diskutiert (BERKEY et al. (1995), FoLLMANN, PRoscHAN (1999)). Darüber hinaus hat 
HARTUNG (1999) einen alternativen Test im RE-Modell vorgeschlagen, der für normalver-
teilte Zielgrößen das vorgegebene Testniveau einhält (HARTUNG, KNAPP (2001)). 
Neben der Wahl des geeigneten Testverfahrens im meta-analytischen Modell spielt die 
Wahl des Modells in der Praxis eine wichtige Rolle. Häufig wird die Modellwahl an-
band eines Homogenitätstests, wie z. B. anhand des allgemeinen Homogenitätstests von 
Cochran, getroffen. Bei Nichtverwerfen der Homogerutätshypotbese wird dann die Ana-
lyse im FE-Modell, anderenfalls im RE-Modell durchgeführt. Jedoch besitzen die Homo-
genitätstests in der Regel eine zu geringe Macht, um in ausreichender Weise eine Ent-
scheidung für das RE-Modell bei Vorliegen von Heterogenität zu liefern. Alternativ läßt 
sich die Modellentscheidung mit einem Schätzer für den Heterogenitätsparameter treffen, 
z.B. aufgrund des Vorzeichens des DerSimonian-Laird-Schätzers. 
ln dieser Arbeit werden nun verschiedene zweistufige Strategien zur Beurteilung eines 
Therapieeffektes anhand einer numerischen Meta-Analyse untersucht, d.ie auf der ersten 
Stufe eine Entscheidung für das Analysemodell und auf der zweiten Stufe eine Entschei-
dung f'i.ir das Testve1fahren enthalten. Erste Ergebnisse dieser Arbeit sind auf der 
GMDS 2000-Tagung vorgestellt worden (KNAPP, HARTUNG (2000)). 
2 Modelle 
Es wird dje Meta-Analyse von k randomisie1ten kontrollierten klinischen Studien be-
trachtet, in denen der Therapieerfolg anhand einer dichotomen Zielgröße gemessen wird. 
Seien dabei 81, ... , (}k die eindimensionalen Parameter der studienspezifischen Therapie-
effekte, wie z. B. die Risikodifferenz, das logarithmierte Odds Ratio oder das logarith-
mierte Relative Risiko, sowie (} der Parameter für den allgemeinen Therapieeffekt. ln 
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jeder Studie ist eine konsistente Schätzung fJ;, i = 1„. „ k, für den studienspezifischen 
Therapieeffekt 0; gegeb~n sowie eine konsistente Schätzung vj 1 für die Vari~nz des 
Therapieeffektschätzers ();. Weiterhin wird für die studienspezifischen Scpätzer 8; ange-
nommen, dass sie (approximativ) normalverteilt s}nd, d. h. es gilt O; "'N(8;, vj1 ), 
i = l, ... , k, mit v/ 1 > 0 der Varianz des Schätzers O;. In der Praxis wird dabei die Va-
rianz v/1 stets durch ihre konsistente Schätzung v/1 ersetzt. 
Im Modell mit festen Effekten (FE-Modell) wird die Analyse unter der Annahme durch-
geführt, dass die studienspezifischen Therapieeffekte alle gleich dem allgemeinen Thera-
eieeffekt sind, d. h. es gilt die Homogenitätsannahme ()1 = ... = Ok=() und somit 
();rvN({}, vj 1), i = l ,„.,k. Der allgemeine Therapieeffekt wird im FE-Modell dann 
• k • / k durch das gewogene arithmetische Mittel eFE = ~ v,e, ~ V; geschätzt, wobei die Ge-
wichte gerade die lnversen der Varianzschätzer der studienspezifischen Therapieeffekt-
schätzer sind. In der ~eiteren statistischen Inferenz über den allgemeinen Therapieeffekt 
() wird der Schätzer (JFE häufig wie eine nonnaJverteilte Zufallsvariable mit Erwartungs-
( 
k )-1 
wert () und Varianz 2: v; behandelt. Die Homogenitätsannahme im FE-Modell 
i= I 
läßt sich fonnal mit Hil fe von Cochrans Q überprüfen, welches gegeben ist durch 
k • • 2 Q = 2: v;( ()1 - Or-e) , und bei Gültigkeit der Homogenitätsannahme ist Cochrans Q ap-
i = t 
proximativ x2-verteilt mit (k - 1) Freiheitsgraden. 
Ist die Homogenitätsannahme über die studienspezifischen Therapieeffekte nicht gerecht-
fertigt, so erfolgt die Analyse im Modell mit zufälligen Effekten, im folgenden kurz als 
RE-Modell bezeichnet. Das RE-Modell läßt sich als zweistufiges ModeJJ in der folgen-
qen Form interpretieren: Auf der ersten Stufe ist das Beobachtungsmodell 
(); "'N(8;, vj1), i = 1, ... , k, gegeben, und auf der zweiten Stufe werden die studienspe-
zifischen Therapieeffekte ()1 als zufällige Effekte behandelt, die normalverteiJt sind mit 
Erwartungswert (), dem allgemeinen Therapieeffekt, und der Varianz •2 2:: 0. Die Varianz 
r 2 wird auch als Heterogenitätspar~meter bezeichnet. Für die studienspezifischen Thera-
pieeffektschätzer ergibt sich dann 01 ,...., N((), r 2 + vj 1 ), i = 1, ... , k. Im RE-Modell wird 
somit der allgemeine Therapieeffekt geschätzt durch das gewogene arithmetische Mittel 
• k •• / k • . • · 2 ·-1 - 1 . . · 2 . . ()RE= 2: w;fi; 2: w;, wobei w; = (• + v1 ) , 1 = l„ .. , k ist, und r ernen mcht-
i= I i = l 
negativen Schätzer für den Heterogenitätsparameter bezeichnet. Häufig wird als Schätzer 
für r 2 der DerSimonian-Laird-Schätzer (DERSIMONIAN, LAIRD (1986)) (kurz: DSL-Schät-
zer) verwendet, der basierend auf Cochrans Q durch 
i6s1.. = (Q - (k - 1))/ (f v; - f v?/f v;) 
1= 1 1= 1 1= 1 
gegeben ist. Da der Schätzer ifis1.. negative Schätzwerte liefern kann, wird in der Praxis 
ein negativer Schätzwert auf Null gesetzt. Der Schätzer BRe wird in der weiteren statisti-
schen Inferenz über den allgemeinen Behandlungseffekt in der Regel wie eine normal-
( 
k )-1 
verteilte Zufallsgröße mit Erwartungswert () und Varianz ~ ~v; behandelt. 
1= 1 
3 Testprozeduren und Entscheidungsstrategien 
In diesem Abschnitt wenden wir uns Tests bzw. Konfidenzintervallen über den allgemei-
nen Therapieeffekt () zu. Im vorherigen Abschnitt sind die Standardtests bzw. Standard-
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konfidenzintervalle implizit schon angesprochen. Im FE-ModeU ist das Standardkonfi-
denzintervall für () mit Überdeckungswahrscheinlichkeit 1 - a gegeben durch 
(
J.: )-1/2 
{JFE ± f,; v; ui- a/ 2• wobei u.,, das y-Quantil der Standardnormalverteilung be-
zeichnet. Die entsprechende Teststatistik zur Überprüfung der Hypothese Ho : () = 0 ist 
( 
k ) 1/2 
gegeben durch TFE = ?,: v; {JFß, und die Nullhypothese wird zum Niveau a abge-
1= 1 
lehnt, falls der Absolutbetrag von TFE größer als u1_a/2 is t. Analog ergibt sich im RE-
( 
k ) - 1/2 
Modell das (1 - a)-Konfidenzintervall für() zu {JRE ± ?,: ~v; u1 -a/2. und die Test-
,_~ 1/2 
statistik zur Überprüfung von Ho : () = 0 lautet T RE = (~ iv;) {JRE· Die Verwendung 
,_, 
der Standardnormalverteilung als Testverteilung führt jedoch in der Regel in beiden Mo-
dellen zu ungerechtfertigt vielen Signifikanzen (Lt, SHt, ROTH (1994), BöcKENHOFF, 
HARTUNG (1998), ZtEGLER, VICTOR (1999)). Daher existieren in der Literatur alternative 
Vorschläge zu Tests und Konfidenzintervallen über den Parameter fJ. In FOLLMANN und 
PROSCHAN (1999) wird vorgeschlagen, dass bei der Verwendung der Standardteststatisti-
ken TFE und TRE die /-Verteilung mit k - l Freiheitsgraden anstelle der Standardnormal-
ve1teilung als Testverteilung benutzt werden soll. Darüber hinaus schlagen sie einen 
Permutationstest für die Beurteilung des allgemeinen Therapieeffektes vor, der jedoch 
sehr rechenintensiv werden kann und im weiteren daher nicht betrachtet wird. BERKEY 
et al. (1995) empfehlen die t-Verteilung mit k - 4 Freiheitsgraden als Testverteilung für 
TFE und TRE basierend auf Simulationsergebnissen mit dem Log Odds Ratio als Zielpara-
meter. In der Arbeit von HARTUNG (1999) wird eine altemat:j,ve Teststatistik vorgeschla-
gen, die auf einem verbesserten Schätzer für die Varianz von ()RE beruht. Diese Teststatis-
tik hat für die Hypothese Ho : () = 0 die Darstellung 
( 
1 1 k ) 1/ 2 A ' • ' ' 2 TRE =()RE/ k _ 1 -k- ~ w;(O; - fJRE) , 
""' ' 1-1 L.J W; 
i= I 
und unter Ho ist T~ approximativ t-verteilt mit k - 1 Freiheitsgraden. Im Fall, dass der 
Schätzer für i-2 gleich Null ist, reduziert sich diese alternative Teststatistik zu 
( 
1 1 k ) 1/ 2 A • • • A 2 
T FE = fJFE/ ---- E v;( fJ; - OFE) k - 1 k ·-1 ""' ' ,_ 
L.J V; 
i= I 
Für no1malverteilte Zielgrößen ist in HARTUNG und KNAPP (2001) gezeigt worden, dass 
der Test basierend auf der alternativen Teststatistik das vorgegebene Testniveau unabhän-
gig vom Wert des Heterogenitätsparameters zufriedenstellend einhält. 
Für die Beurteilung eines allgemeinen Therapieeffektes anhand einer Meta-Analyse ste-
hen somit eine gewisse Anzahl unterschiedlicher Analysemöglichkeiten zur Verfügung. 
Bei der Durchführung eines Tests über den allgemeinen Therapieeffekt muß eine Ent-
scheidung bezüglich der Modellwahl als auch bezüglich der Teststatistik und der Test-
verteilung getroffen werden. In Tabelle 1 sind nun sechs verschiedene Strategien zusam-
mengestellt. 
ln der Strategie 1 wird zunächst die Modellwahl mit Hilfe des allgemeinen Homogenitäts-
tests getroffen und dann wird in dem gewählten Modell der Standardtest durchgeführt. 
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Tabelle l: Strategien zur Beurteilung eines allgemeinen Therapieeffek-cs 
Strategie 1. Entscheidung 2. Entscheidung 
Modellwahl Ho: 8 = 0 
FE- oder RE-Modell (Teststatistik, Tescverteilung) 
l Homogenitätstest FE: (TFE, N(O , 1)) 
Cochrans Q RE: (TRE, N(O, 1)) 
2 Homogenirätstest FE: (TFE, tk- 1) 
Cochrans Q RE: (TRE1 lk- 1) 
3 Signum von iÖsL FE: (TFE, N(O, !)) 
RE: (TRE, N(O , 1)) 
4 Signum von iÖsL FE: (TFE, lt- 1) 
RE: (T RE, lt-i) 
5 Signum von iÖsL FE: (Ttt,1k- 1) 
RE: (TRE• tk- 1) 
6 Signum von iÖsL FE: (T1'E, N(O, 1)) und (T~, tk- 1) 
RE: (T~E•'k-1) 
Strategie 2 verfährt in der Entscheidungsfindung bei der Modellwahl wie die erste Strategie, 
benutzl aber jetzt die rk_ 1-Verteilung als TeslVerteilung für die Standardteststatistiken. Auf-
grund ihrer Konstruktion liefert die zweite Strategie weniger ungerechtfertigte signifikanle 
allgemeine Therapieunlerschiede als die erste Strategie, falls in beiden Stufen dieser Strate-
gien die entsprechenden Tests jeweils zum gleichen Testniveau durchgeführt werden. 
Die dritte Strategie enlspricht dem VorschJag von WHITEHEAD und WHJTEHEAD (1991), 
die Modellwahl vom Vorzeichen des DSL-Schätzers abhängig zu machen, d. h. bei nega-
tivem Schätzwert das FE-Modell und sonst das RE-Modell zu wählen. In den entspre-
chenden Modellen werden dann die Standardtests durchgeführt. Diese Strategie ist iden-
tisch mit dem Vorgehen, stets die Analyse im RE-Modell durchzuführen und den 
abgeschnütenen DSL-Schätzer als Schätzer für den Heterogenitätsparameter zu ve1wen-
den. Die vierte Strategie unterscheidet sich nur in der Wahl der Testverteilung von der 
dritten Strategie. Anstelle der SlandardnormalverteiJung wird die tk_ 1-Verteilung gewählt, 
wie es in FOLI..MANN und PRoscHAN (1999) vorgeschlagen wird. 
Die fünfte Strategie entspricht dem Vorgehen in H ARTUNG und KNAPP (2001) stets die 
alternative Teststatistik mit der tk_ 1-Verteilung als Testverteilung anzuwenden und die 
Modellwahl aufgrund des Vorzeichens der DSL-Schätzers vorzunehmen. Die sechsre 
Strategie ist dahingehend eine Erweiterung der fünften Strategie, dass bei negativen 
Schätzwerten des DSL-Schätzers für den Heterogenitätsparameter zusätzlich verlangt 
wird, dass auch der Standardtest im FE-Modell betrachtet wird. Die Motivation für die-
ses Vorgehen beruht auf der Tatsache, dass für negative Schätzwerte des DSL-Schätzers 
die Teststatistik Tte. stets größere Werte als die Teststatistik T FE annimmt. Somit kann 
diese Strategie einem möglichen liberalen Verhalten des alternativen Tests bei kleinen 
Werten des Heterogenitätsparameters entgegen wirken. 
Es ist bei den obigen Strategien zu beachten, dass aufgrund der Konstruktion des DSL-
Schätzers aus der Cochranschen Homogenitätsteststatistik in den Strategien 3 bis 6 häu-
figer eine Entscheidung für das RE-Modell getroffen wird als in den ersten beiden Stra-
tegien. Dadurch ist zu erwarten, dass mit der dritten Strategie im Vergleich zur ersten 
und mit der vierten Strategie im Vergleich zu zweiten weniger Entscheidungen auf einen 
signifikanten allgemeinen Therapieeffekt getroffen werden. 
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4 Simulationsergebnisse 
In einer Simulationsstudie sind die in Tabelle 1 zusammengestellten sechs Strategien zur 
Beurteilung eines Therapieeffekts dahingebend verglichen worden, wie oft die Nullhypo-
these, dass kein Behandlungseffekt vorliegt, ungerechtfertigt verworfen wird, d. b. es 
sind die Niveaus der Strategien untersucht worden. Bei den ersten beiden Strategien ist 
der Homogenitätstest, der zur Entscheidung für das Analysemodell führt, zum Niveau 
von a = 10 % durchgeführt worden. Beim Test auf Behandlungseffekt ist in allen Stra-
tegien das Signifikanzniveau a = 5 % gewählt worden. Das erwartete Niveau der 
Strategien wird somit durch das Signifikanzniveau beim Test auf Behandlungseffekt 
determiniert. Alle geschätzten Niveaus der Strategien basieren auf 10000 Simulations-
durchläufen. 
Als Maße für die Therapieeffekte sind die Differenz der Erfolgswahrscheinlichkeiten, 
auch Risikodifferenz genannt, und das Log Odds Ratio betrachtet worden. Die Daten in 
den einzelnen Studien sind dabei nach dem folgenden Schema erzeugt worden: Seien 
n;t und 11;2 die vorgegebenen Stichprobenumfänge in den beiden Behandlungsgruppen in 
der i-ten Studie sowie p1 und p2 die allgemeinen Erfolgswahrscheinlichkeiten in den 
beiden Behandlungsgruppen. Die betrachteten Effektmaße lassen sich darstellen als Dif-
ferenz von Funktionswerten der beiden Erfolgswahrscheinlichkeiten, d. h. es gilt 
8 = f (p1) - f(p2) mit f der identischen Abbildung bei der Risikodifferenz bzw. f der 
Logit- Funktion beim Log Odds Ratio. Gemäß der zweiten Stufe des RE-Modells wird 
der studienspezifische Therapieeffekt erzeugt durch 8; = f(p 11) -J(p21), wobei J(p1;) 
und f(p21 ) jeweils aus einer Normalverteilung mit Erwartungswert f(p) und Varianz 
t 2 / 2, mit -r2 dem Heterogenitätsparameter, gezogen werden. Mil der entsprechenden 
Umkehrfunktion 1-1 von f lassen sich dann die studienspezifischen Erfolgswahrschein-
lichkeiten pi; und P2i für die beiden Medikationsgruppen bestimmen. Bei der Benutzung 
der identischen Abbildung muß kontrolliert werden, ob die studienspezifischen Erfolgs-
wahrscheinlichkeiten p 1; und p2; auch tatsächlich im Intervall (0; 1) liegen; mit der Um-
kehrfunktion der Logit-Funktion liegen diese Erfolgswahrscheinlichkeiten stets im Inter-
vall (0; 1). Die Anzahl der Erfolge wird dann aus e iner Binomialverteilung mit 
Parametern n ;1 und p 1; bzw. n ;2 und P2; gezogen. 
4.1 Simulationsdesigns 
lm folgenden werden die Simulationsergebnisse für die Kombination k = 5 bzw. k = 10 
kontrollierter klinischer Studien dargestellt. Die Stichprobenumfänge der beiden Behand-
lungsgruppen sind dabei innerhalb einer Studie gleich groß gewählt, d. h. es gilt stets 
11;1 = na = n;, i = 1, ... , k. Für die k verschiedenen Studien werden vier unterschiedli-
che Muster von Stichprobenumfängen betrachtet, zwei balancierte und zwei unbalan-
cierte Pläne. In Tabelle 2 sind diese Stichprobenpläne für den Fan k = 5 Studien zusam-
mengestelJt. 
Tabelle 2: Stichprobenpläne für k = 5 Studien 
Plan Stichprobenumfänge 
1 111 = 112 = 113 = 114 = 115 = 20 
2 "1 = 112 = 113 = /14 = 115 = 1 ()() 
3 "• = 112 = 10, 113 = 114 = 20, 115 = 40 
4 II] = 112 = 50, ll3 = 114 = 100, ll5 = 200 
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·1.0 -0.5 
Plan 1: Risikodifferenz 
Heterogenität = 0 
0.0 0.5 1.0 
Abbildung 1: Mögliche Studienergebnisse (Schätzer und 95%-Konfidenzinlervall) für die Risikodif-
ferenz in Plan 1 bei e = 0 und i-2 = 0 
Für k = 10 Studien werden die Stichprobenpläne aus Tabelle 2 für k = 5 Studien einmal 
wiederholt. 
Aufgrund der unterschiedlichen Messskala der beiden betrachteten Effektmaße sind die 
Werte des Heterogenitätsfarameters -r2 wie folgt gewählt worden: Für die Risikodiffe-
renz werden die Werte -r = 0, 0.01 und 0.1 betrachtet. Für das Log Odds Ratio lauten 
die Werte -r2 = 0, 0.05 und 0.5. Unter der Nullhypothese Ho : (} = 0 gilt für beide Ef-
fektmaße, dass die allgemeinen Erfolgswahrscheinlichkeiten in beiden Behandlungsgrup-
pen idenlisch sind, d. h. es ist Pt = P2 = p. Die Erfolgswahrscheinlichkeit p ist in jedem 
-1 .0 -0.5 
Plan 1: Risikodifferenz 
Heterogenität = 0.1 
0.0 0.5 1.0 
Abbildung 2: Mögliche Studienergebnisse (Schätzer und 95%-Konfidenzimervall) für die Risikodif-
ferenz in Plan 1 bei 0 = 0 und i-2 = 0.1 
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-0.5 
Plan 4: Risikodifferenz 
Heterogenität = 0.1 
+---+---< 
0.0 
_.,._..... 
0.5 1.0 
Abbildung 3: Mögliche Studienergebnisse (Schätzer und 95%-Konfidenzintervall) für die Risikodif-
ferenz in Plan 4 bei fJ = 0 und t 2 = 0.1 
Simulationsdurchlauf aus dem Intervall [0.4; 0.6] zufällig gewählt worden, so dass die 
geschätzten Niveaus der SLrategien den Bereich der zugrundeliegenden Erfolgswahr-
scheinlichkeit von 40 % bis 60 % repräsentieren. 
Zur Illustration der Designs und des Einflusses des Heterogenitätsparameters sind in den 
Abbildungen 1 bis 3 mögliche Studienauskommen für verschiedene Szenarien bei Gül-
tigkeit der Nullhypothese dargestellt. Das Effektmaß in allen Abbildungen ist jeweils die 
Risikodifferenz, und es wird jeweils der Schätzer sowie das zugehörige 95 %-Konfidenz-
intervall für die Risikodifferenz pro Studie abgebildet. ln Abbildung 1 ist ein mögliches 
Ergebnis für k = 10 Studien im Plan 1 dargestellt, falJs der Heterogenüätsparameter 
gleich Null ist. Die Abbildung 2 unterscheidet sich von der ersten Abbildung nu1· da-
durch, dass der Heterogenitätsparameter gleich 0.1 gewählt wurde. Man sieht, dass in 
der Abbildung 2 die Ergebnisse der einzelnen Studien stärker schwanken, die Präzision 
der einzelnen Studienauskommen, gemessen an der Länge des Konfidenzintervalls, je-
doch in beiden Abbildungen in ecwa gleich ist. Die Abbildung 3 stellt mögliche Studien-
ergebnisse im Plan 4 bei einem Heterogenitätsparameter von 0.1 dar. In dieser Abbil-
dung zeigt sieb sowohl der Einfluss des Heterogenitätsparameters als auch der 
Stichprobenumfänge. Die Ergebnisse variieren ähnlich stark wie in Abbildung 2, und die 
Präzision der Ergebnisse wächst mit steigender Stichprobengröße. Die unteren vier Stu-
dienergebnisse in Abbildung 3 stammen von den Studien mit 50 Patienten pro Gruppe, 
die oberen zwei Studienergebnisse von den Studien mit 200 Patienten pro Gruppe. 
4.2 Ergebnisse für die Risikodifferenz 
Zunächst betrachten wir die geschätzten Anteile der Entscheidungen für das RE-Modell, 
die jeweils auf der ersten Stufe der sechs Strategien getroffen werden. In der Tabelle 3 
sind diese Anteile für die betrachteten Stichprobenpläne und Werte des Heterogenitätspa-
rameters zusammengestellt. 
Falls der Heterogenitätsparameter t 2 gleich Null ist, d. b. das FE-Modell ist das theore-
tisch korrekte Modell, so liegen die geschätzten Anteile der Entscheidungen für das RE-
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Tabelle 3: Geschätzte Anteile (in %) der Entscheidung für die Analyse im RE-Modell beim Effekt-
maß Risikodifferenz 
Plan ?'2 k = 5 Studien k = 10 Studien 
Cochrans Q sgn (iÖst.) Cocbrans Q sgn (iÖst.) 
l 0 ll.77 41.63 13.33 47.64 
0.01 25.94 59.68 36.58 72.51 
0.1 86.67 95.54 98.39 99.75 
2 0 10.67 41.30 10.83 44.76 
0.01 64.08 85.59 85.53 96.51 
0.1 98.82 99.66 100 100 
3 0 12.54 42.08 14.52 48.82 
0.01 26.37 59.10 36.95 7 1.82 
0.1 83.33 94.26 97.69 99.68 
4 0 10.61 42.01 10.79 44.96 
0.01 60.70 84.96 84.3 1 96.04 
0.1 98.60 99.56 99.97 100 
Modell basierend auf Cochrans Q in der Nähe des vorgegebenen Testniveaus von 10 %, 
falls die Stichprobenumfänge „groß" sind wie in den Plänen 2 und 4. Dies gilt sowohl 
für k = 5 als auch für k = 10 Studien. Bei kleineren Stichprobenumfängen, wie in den 
Plänen l und 3, ist das tatsächliche Testniveau des Homogenitätstests größer als das 
vorgegebene Niveau, wobei sowohl die Unbalanciertheit der Stichprobenumfänge als 
auch die Anzahl der Studien zu einer Erhöhung des Testniveaus beitragen. Der ge-
schätzte Anteil der Entscheidungen für das RE-Modell basierend auf dem Vorzeichen 
des DSL-Schätzers liegt bei etwa 42 % für k = 5 Studien und erhöht sich auf etwa 45 % 
bis 48 % für k = 10 Studien. 
Falls moderate Heterogenität vorliegt, d. h. es ist r 2 = 0.0 J, so liefert der Cochransche 
Homogenitätstest bei k = 5 Studien nur in etwa 26 % der Fälle und bei k = 10 Studien 
in etwa 37 % der Fälle eine Entscheidung für das RE-Modell, falls die Stichprobenum-
fänge klein sind. Mit der Erhöhung der Stichprobenumfänge steigt die Macht des Homo-
genitätstests auf über 60 % bei k = 5 Studien und auf etwa 85 % bei k = 10 Studien. 
Mit dem Vorzeichen des DSL-Schätzers wird in den Stichprobenplänen 1 und 3 doppelt 
so häufig eine Entscheidung für das RE-Modell getroffen als mit Cochrans Q. Für die 
Pläne mit den „großen" Stichprobenumfängen liegt der geschätzte Anteil bei 85 % 
(k = 5 Studien) bzw. bei 96 % (k = 10 Studien) basierend auf dem Vorzeichen des DSL-
Schätzers. 
Bei großer Heterogenität, d. h. r2 = 0.1, wird mit dem Vorzeichen des DSL-Schätzers 
fast immer eine Entscheidung für das RE-Modell getroffen, während mit Cochrans Q 
dies bei k = 10 Studien und bei den Plänen 2 und 4 bei k = 5 Studien der Fall ist. Bei 
den „kleinen" Stichprobenumfängen bei k = 5 Studien liegt die Macht des Homogeni-
tätstests jedoch unter 90 %. 
In der Tabelle 4 sind nun die geschätzten Niveaus der sechs Strategien für die Risikodif-
ferenz zusammengestellt. Die erste Strategie 1iefe1t nur im Fall, dass das FE-Modell das 
theoretisch korrekte Modell ist, geschätzte Niveaus, die in der Nähe des vorgegebenen 
Niveaus von 5 % liegen. Falls Heterogenität vorliegt, so liefert diese Strategie stets ge-
schätzte Niveaus, die erheblich größer als 5 % sind. Bei k = 5 Studien und großer Hete-
rogenität erreichen die geschätzten Niveaus sogar Werte bis zu 14 %. Bei k = 10 Studien 
liegen die geschätzten Niveaus unterhalb von 10 %, wobei in dieser Situation auffällig 
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Tabelle 4: Geschiitzte Niveaus (in %) der sechs Strategien beim Effektmaß Risikodifferenz 
k = 5 Studien 
Plan -r2 Strategie 
1 2 3 4 5 6 
1 0 5.63 0.72 4.55 0.53 5.45 2.47 
0.0 1 8.85 2.03 6.79 1.35 5.30 3.18 
0.1 12.96 5.56 11.96 4.79 5.55 5.47 
2 0 4.62 0.50 3.84 0.39 4.63 1.97 
0.0 1 12.53 4.72 10.74 3.54 5.58 4 .95 
0. 1 11.69 5.18 l l.62 5.09 5.21 5.21 
3 0 5.3 1 0.77 4.27 0.54 5.72 2.40 
0.0 1 9.43 2.44 7.22 l.67 5.84 3.68 
0.1 14.09 6.65 12.76 5.45 6.J2 5.96 
4 0 5.05 0.53 4 .14 0.40 5. 16 2.23 
0.0 1 13.90 5.60 11.lO 3.70 5.64 5.08 
0.1 12.95 5.55 12.84 5.47 5.58 5.58 
k = 10 Studien 
Plan .2 Strategie 
1 2 3 4 5 6 
1 0 5.83 2.85 4.81 2.20 5.65 3.64 
0.0 1 8.35 5.02 6.64 3.85 5.72 4.80 
0.1 7.64 4.74 7.53 4.63 5.38 5.38 
2 0 4.45 2.21 3.76 1.74 4.74 2.82 
0.01 9.20 5.87 8.43 5.10 5.33 5.25 
0.1 7.25 4.73 7.25 4.73 5.38 5.38 
3 0 4.94 2.47 3.94 1.90 4.76 2.78 
0.0 1 9.20 5.64 7.22 4.11 6.09 5.12 
0.1 8. 12 5.29 7.96 5.20 5.89 5.88 
4 0 5. 19 2.34 4.41 1.91 5.08 3.25 
0.0 1 9.50 6.19 8.49 5.24 5.48 5.39 
0.1 7.51 4.69 7.51 4 .69 4.99 4.99 
ist, dass die geschätzten Niveaus für i-2 = 0.01 stets am größten sind. Die zweite Strate-
gie liefert aufgrund ihrer KonstruJ..."tion natürlich stets kleinere geschätzte Niveaus als die 
erste Strategie. Falls keine Heterogenität vorliegt, so entsche idet die zweite Strategie bei 
k = 5 Studien sehr selten auf einen signifikanten allgemeinen Therapieeffekt, und bei 
k = 10 Studien geschieht dies auch nur in 2.5 % der FälJe. Falls Heterogenität vorliegt. 
so liefert die Strategie 2 bei i-2 = O. l geschätzte Niveaus in der Nähe von 5 % sowohl 
für k = 5 als auch für k = 10 Studien. Bei moderater Heterogenität, d . h. i-2 = 0.0 1, ist 
die Strategie konservativ für k = 5 Studien und „kleine" Stichprobenumfänge. Anson-
sten hat diese Strategie auch bei moderater Heterogenität geschätzte Niveaus bei 5 %. 
Die dritte Strategie hat, wie erwartet, im Vergleich zur ersten Strategie kleinere ge-
schätzte Niveaus. Für i-2 = 0 liefert diese Strategie geschätzte Niveaus in der Nähe von 
4 %, während bei Vorliegen von Heterogenität auch diese Strategie geschätz te Niveaus 
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besitzt, die vor allem bei k = 5 Studien erheblich über 5 % liegen. Tm Vergleich zur 
ersten Strategie liefert die dritte Strategie bei moderater Heterogenität eine Vcrbessemng 
bezüglich des vorgegebenen Niveaus, bei i-2 = 0.1 verhalten sich beide Strategien sehr 
ähnlich. Die vierte Strategie weist bezüglich des geschätzten Niveaus ein ähnliches Ver-
halten wie die zweite Strategie auf, wobei die geschätzten Niveaus der vierten Strategie 
erwartungsgemäß stets unterhalb der geschätzten Niveaus der zweiten Strategie liegen. 
Die größten Unterschiede zwischen diesen beiden Strategien treten dabei für i-2 = 0.01 
auf. Die vierte Strategie liefert nur bei k = 10 Studien und großen Stichprobenumfängen 
geschätzte Niveaus in der Nähe von 5 % bei Vorl iegen moderater Heterogenität, ansons-
ten ist diese Strategie konservativ für r 2 = 0.01, vor allem bei k = 5 Studien. 
Die fünfte Strategie besitzt geschätzte Niveaus, die bei a.llen betrachteten Scichprobenplänen 
und allen betrachteten Werten des Heterogenitätsparameters stets zwischen 5 % und 6 % lie-
gen. Die sechste Strategie ist konservativ für i-2 = 0 mit geschätzten Niveaus zwischen 2 % 
und 3.6 %, während für i-2 = 0.1 diese Strategie so guc wie identisch mit der fünften Strategie 
ist. Bei Vorliegen moderater Heterogenität hac die sechste Strategie im Vergleich zur fünften 
Strategie bei k = .10 Studien stets geschätzte Niveaus, die näher an dem vorgegebenen Ni-
veau von 5 % liegen. Dies ist auch der Fall bei k = 5 Studien mit den Plänen 2 und 4. Bei 
kleineren Stichprobenumfängen ist die Strategie 6 j edoch konservativ bei k = 5 Studien. 
Das Niveau einer Strategie ist das wesentliche Kriterium zum Vergleich der Strategien. 
Aufgrund der Konstruktion der Teststatistiken und der benutzten Testverteilungen besit-
zen Strategien mit ähnlichem Niveau auch ähnliche Powerfunktionen über den gesamten 
Bereich der Alternative. Strategien mit unterschiedlichen Niveaus haben diesen Unter-
schied auch bei der Power für Alternativen in der Nähe der Nullhypothese. Die Power-
funktionen gleichen sich immer mehr an, j e weiter die Alternative von der Nullhypo-
these entfernt ist. Am Ende des Abschnitts über die Simulationsergebnisse für das Log 
Odds Ratio sind zwei Powervergleiche grafisch dargestellt. Die daraus gewonnenen Aus-
sagen sind direkt auf das Effektrnaß Risikodi fferenz übertragbar. 
4.3 Ergebnisse für das Log Odds Ratio 
Betrachten wir wiedemm zunächst die geschätzten Antei le der Entscheidungen für die 
Analyse im RE-Modell, die auf der ersten Stufe der sechs Strategien anhand des Homo-
genitätstest bzw. des Vorzeichens des DSL-Schätzers getroffen werden. In der Tabelle 5 
sind diese Ergebnisse zusammengestellt. 
Falls keine Heterogenität vorliegt, so liegt das geschätzte Niveau des Homogenitätstests 
zwischen 7 % und 8 % bei den Plänen 1 und 3 sowie zwischen 9 % und 10 % bei den 
Plänen mit den großen Stichprobenumfängen. Im Vergleich dazu wird in etwa 40 % der 
Fäl le mit dem Vorzeichen des DSL-Schätzers eine Entscheidung für die Analyse im RE-
Modell bei i-2 = 0 getroffen. 
Bei r 2 = 0.05 liegt die geschätzte Macht des HomogeniUitstests bei den Plänen mit den 
kleinen Stichprobenumfängen bei l 0 % bis 11.5 %. Bei den Plänen 2 und 4 ist die ge-
schätzte Macht des Tests zwischen 30 % und 40 %, wobei die Erhöhung der Anzahl der 
Stud ien zu einer Erhöhung der Macht des Homogenitätstests beiträgt. Mit dem Vorzei-
chen des DSL-Schätzers wisd bei i-2 = 0.05 viermal so häufig im Vergleich zu Cochrans 
Q eine Entscheidung für das RE-Modell bei den Plänen 1 und 3 getroffen und doppelt 
so häufig bei den Plänen mit den größeren Stichprobenumfängen. 
Fiir r 2 = 0.5 liefert das Vorzeichen des DSL-Schätzers fast immer eine Entscheidung für 
das RE-Modell in den Plänen mit den großen Stichprobenumfängen, bei den Plänen mit 
den kleineren Stichprobenumfängen ist dies in iiber 70 % der Fälle bei k = 5 Studien 
und in Liber 85 % der Fälle bei k = 10 Studien der Fall. Der Homogenitätstest hat für 
die Pläne mit den kleinen Stichprobenumfängen eine geschätzte Macht von etwa 40 % 
bei k = 5 Studien und von knapp 60 % bei k = 10 Studien. Bei den Plänen 2 und 4 
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Tabelle 5: Geschätzce Anteile (in %) der Entscheidung für die Analyse im RE-Modell beim Effekt-
maß Log Odds Rario 
Plan 't2 k = 5 Studien k = 10 Studien 
Cochr:ins Q sgn (ibsL) Cochrans Q sgn (ifisL) 
1 0 7.91 38.86 7.05 40.2 1 
0.05 l l .34 44.61 l l.40 48.79 
0.5 41.88 75. 12 59.27 88.51 
2 0 9.99 40.8 1 9.28 43.00 
0.05 30.27 64.48 41.47 76.90 
0.5 88.10 96.38 98.91 99.86 
3 0 7.3 1 37.10 6.26 37.56 
0.05 10.26 43.33 10.87 47.16 
0.5 37.39 71.28 55.15 85.73 
4 0 9.66 41.05 9.94 43.01 
0.05 27.97 62.35 40.23 76.5 1 
0.5 86. 14 95.41 98.23 99.75 
wird bei k = 10 Studien mit dem Homogenitätstest fast immer eine Entscheidung für das RE-
Modell getroffen, bei k = 5 Studien liegt die geschätzte Macht zwischen 85 % und 90 %. 
In der Tabelle 6 sind die Ergebnisse für die geschätzten Niveaus der sechs Strategien 
beim Effektmaß Log Odds Ratio zusammengestellt. D ie erste Strategie liefert bei r 2 = 0 
geschätzte Niveau zwischen 3.5 % und 4.5 %, wobei mit wachsendem Stichprobenum-
fang die geschätzten Niveaus in Richtung des vorgegebenen Niveaus tendieren. Ftir 
r 2 = 0.05 liegen die geschätzten Niveaus bei den Plänen 1 und 3 in der Nähe von 5 %, 
während bei den Plänen mit den größeren Stichprobenumfängen die geschätzten Niveaus 
bei 9 % liegen. Falls der Heterogeni tätsparameter gle ich 0.5 is t, so e rgeben s ich für 
k = 5 Studien e rhebliche Überschreitungen des vorgegebenen Niveaus von 5 %, bei 
k = 10 Studien liegen die geschätzten Niveaus in dieser S itua tion immer noch bei 8 % 
bis 10 %. Die zweite S tra tegie ist fü r r 2 = 0 konservativ, insbesondere fü r k = 5 Studien 
wird die Nullhypothese in a llen vier Stichprobenplänen fast nie abgelehnt. Für r 2 = 0.05 
ist diese Strategie häufig ebenfalls konservativ, lediglich für die Pläne 2 und 4 bei 
k = 10 Studien liegen die geschätzten Niveaus in der Nähe von 5 %. Für größere Werte 
des Heterogenitätsparameters liefert die Strategie 2 in der Regel geschätzte Niveaus nahe 
bei 5 %, nur für die Pläne 1 und 3 bei k = 5 Studien ist die Strategie konservativ. 
Die dritte Strategie hat im Vergleich zu ersten Strategie stets kleinere geschätzte Ni-
veaus. Die Interpretation der Ergebnisse folgt aber im wesentlichen der InteTretation der 
Ergebnisse der ersten Strategie. Dabei ist jedoch zu beachten, dass für r = 0.05 die 
geschätzten N iveaus fü r d ie Pläne 1 und 3 nun in der Nähe von 4 % liegen. Die vie rte 
S trategie liefert im Vergle ich zur zweiten S trategie ebenfalls s tets kle inere geschätzte 
Niveaus. Dies hat zur Konsequenz, dass nur für die Pläne 2 und 4 mit r 2 = 0.5 die 
geschätzten Niveaus bei 5 % sind, ansonsten ist die Strategie konservativ. 
Die fünfte Strategie liefert für die betrachteten Stichprobenumfänge und für die betrach-
teten Werte des Heterogenitätsparameters stets geschätzte Niveaus in der Nähe von 5 %. 
Lediglich für die beiden unbalancie1ten Stichprobenpläne bei k = 5 Studien und 
r 2 = 0.5 ergeben sich etwas größere Niveaus, die jedoch noch unter 6 % liegen. Auf-
grund der guten Niveaueinhaltung der fünften Strategie ist von der sechsten Strategie 
dahingehend keine Verbesserung zu erwarten. Dies belegen auch die geschätzten Ni-
veaus, die aufzeigen, dass die Strategie 6 bei r 2 = 0.05 sogar ziemlich konservativ ist. 
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Tabelle 6: Geschätzte Niveaus (in %) der sechs Strategien beim Effektmaß log Odds Ratio 
k = 5 Studien 
Plan f2 Strategie 
1 2 3 4 5 6 
l 0 3.54 0.33 2.94 0.24 4.99 1.74 
0.05 4.48 0.49 3.63 0.45 4.92 2.07 
0.5 9.78 2.54 8. 11 1.83 4.52 3.80 
2 0 4.22 0.45 3.57 0.35 4.54 1.82 
0.05 8.88 2. 19 7.21 1.53 5.21 3.58 
0.5 12.96 5.61 12. 19 4.80 5.1 8 5.08 
3 0 3.40 0.3 1 2.85 0.29 5.40 1.80 
0.05 4.87 0.58 3.96 0.46 5.25 2.29 
0.5 11.51 3.32 8.88 2.14 5.76 4.49 
4 0 4.68 0.49 3.75 0.37 5.l l 2. 11 
0.05 9.87 2.46 7.40 1.63 5.60 3.85 
0.5 13.39 6.04 12.21 4.85 5 .68 5.52 
k = 10 Studien 
Plan r2 Strategie 
1 2 3 4 5 6 
1 0 3.97 1.57 3.4 1 1.30 4.49 2.46 
0.05 4.71 2.32 4.08 1.97 4.86 2.88 
0.5 7.81 4.66 6.49 3.75 4.25 3.98 
2 0 4.55 2.04 3.85 1.75 4.98 2.96 
0.05 8.54 4.96 6.95 3.8 1 5. 15 4.62 
0.5 8.25 5.05 8.20 5.0 1 4.77 4.76 
3 0 3.48 1.46 2.93 1.20 4.52 2.32 
0.05 5.00 2.52 4. 15 2.04 4.96 3.21 
0.5 9.59 6.17 7.41 4.56 5.27 4.92 
4 0 4.43 1.93 3.78 1.65 4.92 2.82 
0.05 8.90 5.42 6.83 3.85 5.42 4.77 
0.5 8.65 5.44 8.55 5.27 4.86 4.86 
Wie beim Effektmaß Risikodifferenz ste ll t auch für das Effektmaß Log Odds Ratio das 
Niveau der Strategie das entscheidende Vergleichskriterium dar. Das Verhältnis der 
Powe1funktionen für die Strategien zueinander wird durch das Niveau der Strategien 
determiniert. Strategien mit ähnlichem Niveau haben ähnliche Powerfunktionen, während 
für Strategien mil unterschiedlichem Niveau das fo lgende Bild typisch ist. In Abbi ldung 4 
sind für die Strategien 4 und 5 exemplarisch die Verläufe der Powerfunktionen für wach-
sendes 0 in einem Szenario (Plan 4, k = 10 Studien, r 2 = 0) dargestellt. Die Strategie 4 
startet bei einem geschätzten Niveau von 1.65 %, während die Strategie 5 ein geschätz-
tes Niveau von 4.92 % besitzt. Dieser Unterschied bleibt bis etwa 0 = 0.25 bestehen 
bzw. wächst sogar leicht an. Bei 0 = 0.25 beträgt die Power 61 % für Strategie 4 und 
67 % für Strategie 5. Dann nähern sich die Powerfunktionen an und sind ab 8 = 0.35 
praktisch identisch. 
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Powervergleich zweier Strategien 
bei log Odds Ratio und k=10 Studien 
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Abbildung 4: Powervcrglcich im Plan 4 für d.ie Strategien 4 und 5 
Der Einfluß des Heterogenitätsparameters auf die Power ist in Abbildung 5 exe mplarisch 
für die Strategie 5 im Plan 4 (k = 10 Studien) mit r 2 = 0 und r 2 = 0.5 dargestel lt. Man 
sieht, dass mit größerer Heterogenität die Power der Strategie abnimmt Sogar bei (} = l 
erreicht die Strategie 5 mit r 2 = 0.5 erst eine Power von 94 %, während im Falle, dass 
keine Heterogenitä t vorliegt, diese Strategie ab (} = 0.6 die Nullhypothese fast sicher 
ablehnt. Dieser Einfluß der Hecerogenität läßt s ich auch für die anderen Strategien beob-
achten. 
Power von Strategie 5 
bei log Odds Ratio und k=10 Studien 
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Abbildung 5: Powervergleich im Plan 4 für d.ie Strategie 5 bei unterschiedlicher Heterogenität 
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5 Diskussion 
Die Simu lationsergebnisse zeigen, dass die Strategien, die auf der zweiten Stufen den 
Test auf allgemeinen Therapieeffekt mit Hilfe der StandardtestsLatistiken durchführen, 
bezüglich ihres Niveaus stets in Abhängigkeit von der Anzahl der Studien, den Stichpro-
bengrößen in den Studien sowie vom Wert des Heterogcnitätsparameters interpretiert 
werden müssen. Daher läßt sieb keine Empfehlung für eine dieser Strategien in allgemei-
ner Form geben. Lediglich für große Werte des HeterogenitäLSparameters liefert die Si-
mulationsstudie für die Strategien, welche die Verteilung der Standardteststatistiken für 
den Test auf allgemeinen Therapieeffekt durch die t-Verteilung mit k - 1 Freiheitsgraden 
approximieren, in der Regel zufriedenstellende geschätzte Niveaus. 
Dagegen liefert die Simulationssrudie für die Strategie, welche nur die alternative Test-
statistik für den Test auf Behandlungseffekt benutzt, bei den betrachteten Stichprobenplä-
nen recht stabi le geschätzte Niveaus in der Nähe des vorgegebenen Niveaus von 5 % 
unabhängig vom Wert des Heterogenitätsparameters. In dieser Strategie wird die Ent-
scheidung für das Analysemodell anhand des Vorzeichens des DSL-Schätzers getroffen, 
der in seiner bei Null abgeschnittenen Form auch als Schätzer für den Heterogenitätspa-
rameter beim Test über den allgemeinen Therapieeffekt eingeht. Bei den betrnchteten 
ielgrößen Risikodifferenz und Log Odds Ratio führt auch die Benutzung eines alterna-
tiven Schätzers für den Heterogenitätsparameter, wie z. B. der Rcstricted Maximum Like-
lihood Schätzer für r2, zu keinen gravierenden Änderungen bezüglich des Niveaus dieser 
Strategie. Eine So·ategie mit dem Cochranschen Homogen itätstests auf der ersten Stufe 
und der alternativen Teststatistik auf der zweiten Stufe bringt keinen Vorteil, sondern 
führt zu größeren Niveaus. Ein weiterer VorteiJ der Strategie mit der alternativen Test-
statistik besteht darin, dass sie unabhängig von der Wahl des Effektmaßes stets besser 
als die Strategien mit den Standardteststatiken ist. Somil kann die Auswahl des Effekt-
maßes, d. h. Risikodifferenz oder Log Odds Ratio, dem Anwender selbst liberlassen 
werden. 
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Auswahl von Populationskontrollen 
für epidemiologische Fall-Kontroll-Studien 
unter Verwendung regionaler Stichproben 
Selection of Population Controls in Epidemiological 
Case-Control Studies using regional samples 
Heribert Ramroth 1), Hans-Peter Altenburg' ) und Heiko Becher1),2) 
Zusammenfassung 
Die optimale Kontrollgruppe bei bevölkerungsbezogenen Fall-Kontroll-Studien sind Popu-
lationskomrollen, die repräsentativ aus der Allgemeinbevölkenmg gezogen werden und 
gegebenenfalls bezüglich vorgegebenener Matchingvariable11 individuell oder häu.figkeits-
gematcht sind. Das Kontrollziehungsve1fahren stellt ausgehend von einer oder mehreren 
Stichproben von Einwohnemzeldedaten oft einen mehrstufigen Prozeß dar. Die Missach-
tu11g einer nicht-repräsentativen Verteilung der Stichprobendaten würde zu verzerrten 
Schätzu11ge11 der tmtersuchten Parameter führen (Selectio11-Bias). Wir stellen ei11e allge-
meine Methode v01; Bevölkerungskontrollen aufgrund vorgegebener Populationsverteiltm-
gen auszuwähle11, die unabhängig von der Repräsemativität der vorliegenden Stichproben-
daten prinzipiell die repräsentative Auswahl von Ko11trollpersone11 gewährleistet. 
Schlüsselwörter 
Epidemiologie, Populationskontrollen, Stichprobenziehu11g, Auswahlverfahren 
Summary 
In population based case-control studies, population controls are the best and most 
representativ randomly sampled controls from a source populatio11, for individual as 
weil as jf-equency matched studies. Control selection is a multi-stage process, starting 
with one ore more random population samples. Disregarding 11011-representative popula-
tion sc1111ples will lead to biased estimates (selection bias). In this paper we present a 
theoretical framework for selecling controls under given population distributions, which 
will lead to a representative group of controls, independe111 from tlze distribution of the 
population samples. 
1 ) Ab1cilung Epidemiologie. Dcu1sches Krebsforschungszentrvm Heidelberg 
2 ) Abteilung für Troptnhygiene und öffentliches GesundhcilS\\CSCn. Univer..ildl Heidelberg 
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1 Einführung 
Die Auswahl einer geeigneten Kontrollgruppe ist eine der schwierigsten Au fgaben in 
Fall-Kontroll-Studien. Zu den verschiedenen Arten von Kontrollen zählen Bevölkerungs-
kontrollen, Krankenhauskontro llen und Nachbarschaftskontrollen. Es liegt umfassende 
Literatur vor, in der die Merkmale der verschiedenen Kontrollgruppen beschrieben und 
einander gegenübergestellt worden sind (WACHOLDER et al. l 992a- c, ROTHMANN & 
GREENLAND 1998, DOS SANTOS SrLVA 1999). 
Generelles Ziel ist dabei, eine Vergleichsgruppe zu den Fällen zu gewinnen , die eine 
repräsentative Auswahl der Gesamtbevölkerung darstellL, aus der auch die Fälle entstam-
men. Im fo lgenden betrachten wir populatioosbasie1te Fall-Kontro ll-Studien. Hierbei is t 
die Fallgruppe definiert als alle (meist: neudiagnostizierten) Fälle einer bestimmten 
Krankheit, die innerhalb eines bestimmten Zeitraums in der Bevölkerung eines wohldefi-
nierten Gebietes auftreten. Einschränkungen z. B. bezüg)jch des Alters oder der Nationa-
lität sind möglich und übertragen sich entsprechend auf die Kontrollgruppe. 
Als Goldstandard für populationsbasierte Fall-Kontroll-Studien haben sich in den letzten 
Jahren Bevölkerungskontrollen erwiesen. In den meisten großen Fall-Kontroll-Studien, 
die in Deutschland durchgeführt worden sind, wurde d iese Art der Kontrollgruppe erho-
ben (siehe z. B. JöCKEL et al. 1998, CHANG-CLAUDE et al. 2000, KREIENBROCK et al. 
2001). 
In dieser Arbeit wird eine einfache Methode für die Auswahl von Populationskontrollen 
vorgestellt. Zunächst wird allgemein gezeigt, daß mit dieser Methode eine repräsentative 
Auswahl ermöglicht wird, die den Bedingungen der verteilten Datenhaltung in verschiede-
nen regionalen Rechenzentren Rechnung trägt. Das Verfahren wird anhand eine r kürzlich 
abgeschlossenen Fall-Kontroll-Studie zu Risikofaktoren des Kehlkopfkarzinoms illustrien. 
2 Methode 
Nach dem in Deutschland geltenden Meldegesetz sind alle Bürger verpflichte!, ihren 
Wohnort an das zuständige Einwohnermeldeamt zu melden. Die Meldedaten umfassen 
unter anderem Name, Adresse, AJter und Geschlecht und werden in der Regel elektro-
nisch gespeichen und in regionalen Rechenzentren zentral verwaltet. 
2.1 Allgemeine Bemerkungen 
In einer Fall-Kontroll-Studie werden die gemeldeten Fälle einer Anzahl repräsentativ 
ausgewählter Kontrollpersonen gegenübergestellt. Die Studienpopulalio11 wird dabei von 
den Aufnahmekriterien (z. B. Nationalität, Region, Alter, Geschlecht) für die Fallgrnppe 
festgelegt (DOS SANTOS SILVA 1999, S. L96ff.). Die Definition der Studienpopulation 
wiederum bestimmr die Popu lation aus der die KontJVllpersonen gezogen werden. Prin-
zipien zur Festlegung der Studienpopulation finden sich z. 8 . bei WACllOLDER et al. 
(1992a). Wenn die Fallgruppe e ine repräsentative Stichprobe aller Fälle der Studienpopu-
lation ist und die Kontrollen direkt aus dieser Population per Zufallsverfahre n ermittelt 
werden, nennt man die Studie populationsbasiert (ROTHMANN & GREENLAND 1988, 
s. 96ff.). 
Das anzustrebende Ziel besteht darin, eine Kontrollgruppe so auszuwählen, das sie hin-
sichtlkh vorgegebener Matching-Variablen dieselbe Verteilung hat wie die Fallgruppe, 
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bzgl. aller anderen Variablen jedoch eine repräsentative Auswah 1 der Bevökerung der 
Studienpopulation darstellt. Die ausgewählte Kontrollgruppe sollte also insbesondere un-
abhängig von ihrem Expositonsstatus ausgewählt werden. 
Die Daten der Kontrollpersonen (Alter, Geschlecht. aktueller Wohnort) werden durch die 
Einwohnermeldeämter der Gemeinden der Studienregion erfasst. Dies sind i . a. die ein-
zigen Daten, die für eine Studie erhältlich sind. Landesweit werden sie von den Rechen-
zentren (oder auch Kommunikations- oder Tnfonnationszentren) der Bundesländer ver-
waltet. 
Eine Kontrollperson zeitgleich bei Meldung eines Patienten an die Studienorganisation 
vom zuständigen Rechenzentrum ziehen zu lassen, ist aus organisatorischen und finan-
ziellen Gründen nicht durchführbar. Aus praktischen Gründen wird der Vorgang der 
Kontrollziehung einer populationsbasierten Fall-Kontroll-Studie daher durch ein mehrstu-
figes Verfahren (sog. Multi-Stage-Sa111pling, vgl. DOS SANTOS S1Lv A 1999, S. 2 18) reali-
sie11: 
Vor oder mit Beginn der Studie wird ein größerer Datensatz mit den Auswahldaten 
potentieller Kontrollpersonen angelegt, der möglichst repräsentativ die demographischen 
Verhältnisse der Studienregion (Studienpopulation) widerspiegeln soll. Aus diesem soge-
nannten Kontrollpool werden dann im Laufe der Studie, entsprechend den Matching-
Kriterien, Kontrollpersonen zu den Patienten gezogen. Der Kontrollpool stellt somit eine 
Bevölkerungsstichprobe dar, aus der wiederum eine zweite Stichprobe gezogen wird, um 
eine Auswah l an repräsentativen Kontollpersonen als konkrete Teilnehmer (Kontroll-
gruppe) für die Studie zu erhalten. 
Der Zusammenhang zwischen der Zielpopulation, d. h. der A llgemeinbevölkerung auf 
die die Studienergebnisse extrapoliert werden sollen, der Studienpopulation, dem Kon-
trollpool und der Gruppe der konkreten Studienteilnehmer (Kontrollgruppe) läßt sich wie 
folgt verdeutlichen (vgl. DOS SANTOS StLVA 1999, S.215): 
Zielpopulation 2 Studienpopulation 2 Kontrollpool 2 Kontrollgruppe 
Voraussetzung für das Anlegen eines Koni:rollpools sind die folgenden Schritte: 
Aufstellung einer Liste aller Gemeinden bzgl. der festgelegten Studienregion, aus der 
die Studienpopulation entstammen soll. 
Festlegung der benötigten Einwohnermeldedaten (i. a. A lter, Geschlecht und An-
schrift). 
Bitte um Erlaubnis der einzelnen Gemeinden, Daten zur Kontrollziehung beim je-
weils zuständigen Rechenzentrum anfordern zu dürfen. Folgende Schreiben können 
dabei unterstützend wirken: - Bestätigung des öffentlichen Interesses der Studie 
durch das zuständige Ministerium/ - Bestätigung der ethischen Vertretbarkeit durch 
eine Ethikkommission/ - Stellungnahme eines Datenschutzbeauftragten. 
Ermittlung der für diese Gemeinden zuständigen Rechenzentren 
Schätzung der erwarteten Verteilung der Fälle fü1· die Gesamtlaufzeit der Studie inner-
halb der Stud ienregion. Diese erwartete Verteilung bildet die Grundlage für die Zu-
sammensetzung des Kontrollpools (siehe unten). 
Anfrage bei den Rechenzentren nach einer reprtisentativen Stichprobe bzgl. aller auf-
gezählten Gemeinden der Studienregion, mit Angabe oben genan nter Einwohnermel-
dedaten. 
Die Schätzung der Mindestgröße des Kontrollpools geschieht i. a. aufgrund der zu er-
wru1enden Anzahl der Patienten und der Verteilungen aller im Scudienzusammenhang 
wichtigen beschreibenden Kriterien (z. 8. Altersverteilung, Geschlechtsve11eilung). Im 
allgemeinen wird diese erwartete Verteilung der Patienten mittels vorhandener vergleich-
barer Daten, Karteien oder Register geschätzt. Bei Krebsregistern müssen infolge des 
Fehlens eines bundesweiten Krebsregisters diese Daten auf der Basis der wenigen be-
lnfonnaul. ß1omc1rie und Epidemiologie in Medizin und Biologie 1/2001 
RamroLh, H. et al.: Auswahl von Populalionskonu·ollcn . . . 63 
stehenden Landesregister, z. ß. des Krebsregisters des Saarlandes, geschätzt werden. Bei 
der Schätzung der erwa11eten Krebshäufigkeit im Zeitraum der Studie müssen dabei 
auch die unterschiedlichen Altersstruktmen der verglichenen Populationen beri.icksichtigt 
werden. Dies läßt sich mit Hilfe von Standardisierungverfahren bewerkstelligen. 
Als Quelle zur Ermittlung der Populationsverteilung der Studienregion stehen die Daten 
des Statistischen Bundesamtes zur Verfügung. Es ist sinnvoll die bei diesen Quellen i. a. 
vorliegende Verteilung in 5 Jahres-Gruppierungen als Bezug für die Alters- und Ge-
schlechtssstruktur zu nehmen. 
Weiterhin ist es für die Ziehung einer Stichprobe bei den Rechenzentren sinnvoll, keine 
oder nur wenige einschränkende Ziehungskriterien von seilen der Studienorganisation 
vorzugeben, da detaillierte Vorgaben zu erhöhtem Ziehungsaufwand und somit unver-
hältnissmäßig hohen Gebühren führen können. Die Kontrollziehungen der Rechenzen-
tren können dann mittels einfacher Stichprobenverfahren durchgeführt werden, die zu 
einer repräsentativen Auswahl an Kontrollpersonen führen (siehe z. B. COCHRAN 1972, 
KREIENBROCK 1989). 
Eine Studienpopulation ist jedoch kein statisches Gebilde, sondern aufgrund verschiede-
ner Einflussfaktoren wie z. B. Migration und Mortalität eine sich ständig verändernde 
Personengruppe. Ein Nachteil, der besonders bei länger andauernden Fall-Kontroll-Stll-
dien eine Rolle spielen kann besteht daher darin, dass die am Anfang der Studie ange-
legten Daten eines Kontrollpools im Laufe der Studie nicht mehr dem aktuellsten Stand 
entsprechen. So kann etwa ein Tei l der potentiellen Kontrollpersonen im Laufe der Stu-
die verzogen oder auch verstorben sein. Solche Nachteile lassen sich jedoch durch Er-
höhen der bei den Rechenzentren angeforderten Teilnehmerzahlen ausgleichen. Des wei-
teren werden Zuzüge von Personen in die Studienregion nicht berücksichtigt, 
andererseits jedoch i. a. Patienten in die Fallgruppe aufgenommen, die im Laufe der 
Studie zuziehen. Dieses Problem lässt sich bei länger andauernden Fall-Kontroll -Studien nur 
durch eine Erneuerung (Ergänzung oder Austausch) des Kontrollpools beheben. Nach 
WACHOLDER et al. ( l 992a) können verschiedene Prinzipien bei der Realisierung einer 
Studie im Konflikt stehen. Jedoch ist die Verletzung kleinerer Prinzipien manchmal der 
einzige Weg, den Zusammenhang zwischen Exposition und Erkrankung zu schätzen. 
Vor- und Nachteile eines Kontrollpools, sowie der Rekrutierung von Populationskontrol-
len werden bei Wacholder et al. {1992b) ausführlich diskutiert. 
Folgende Faktoren können beim Aufbau eines Kontrollpools teilweise eine erheblich 
höhere Anzahl von Personen erfordern, als letztendlich als konkrete Studienteilnehmer 
aufgenommen werden: 
Verweigerungsrate (11011-response rate) 
Mangelnde Kontaktierbarkeit 
(Teilnehmer unter der Adresse nicht auffindbar, kein Telefon, etc.) 
Migration 
Morbidität 
Mo11aJität 
Nationalität (Diese Angabe wird i. a. von den Rechenzentren nicht mitgelicfcrl. Bei 
Studien die aus Vergleichgri.inden ei ne Nationalitätseinschränkung beinhalten, muss 
ein fester Ausländerantei l eingerechnet werden, der je nach Region sehr unterschied-
! ich ausfallen kann.) 
spezifische Aspekte der untersuchten Krankheit bzgl. der Matchingkriterien: Tei lneh-
mer bzgl. Gruppen, die stärker als andere unter den Patienten vertreten sind, sollten 
auch ausreichend in den Gruppen des Kontrollpools vorhanden sein. 
Die Repräsentativität des Kontrollpools bedarf besonderer Beachtung: 
Nach DOS SANTOS SILVA ( 1999) ist es insbesondere sinnvoll darauf zu achten, dass die 
Auswahl der Kontrollpersonen bzgl. der geographischen Verteilung proportional zur Stu-
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dienpopulation (im folgenden kurz Population genannt) ist, d. h. eine Population mit 
200000 Einwohnern sollte eine 10 mal größere Chance haben ausgewählt zu werden, 
als eine mit 20000 (proportional probability sampling). Diese Proportionalität kann z. B. 
gefährdet sein, wenn die Daten von mehreren Rechenzentren geliefert werden, oder bei 
ergänzenden Ziehungen aufgrund von Unvollständigkeit oder des sieb Erschöpfens des 
Kontrollpools (bzgl. einiger Alters- und Geschlechtskategorien). 
Beispiel 1: 
Die Studienpopulation bestehe aus zwei Städten A und B mit LOOOOO bzw. 150000 
Einwohnern. Im Kontrollpool liegt jedoch eine Stichprobe von 2000 Personen aus 
Stadt A und 1000 Personen aus Stadt B vor. Der sich aus Stichproben der Städte A 
und B zusammensetzende Kontrollpool entspricht offensichtlich nicht repräsentativ 
den Populationsverhältnissen bzgl. der beiden Städte A und B. 
Damit die Studienteilnehmer repräsentativ gezogen werden, kann ein einfaches Zwei-
Schritt-Verfahren angewandt werden: 
Zuerst wird entsprechend der Populationsverhä/111isse zufällig die Stadt bestimmt, aus 
der die Kontrolle gezogen werden soll. Die Zufallsziehung der Person geschieht im zwei-
ten Schritt entsprechend den Verhältnissen im Kontrollpool. 
Die letztlich ermittellc Kontrollgruppe stellt trotz des nicht-proportionalen Kontrollpools 
eine repräsentative Stichprobe bzgl. der betrachteten Verteilungen dar. 
2.2 Allgemeine Darstellung des Kontrollziehungsverfahrens 
Allgemein lässt sich ein Verfahren zur Ziehung von Kontrollpersonen so an die Da-
tenlage einer Studie anpassen, dass entsprechend des Auftretens eines Patienten in der 
Studienregion, Kontrollpersonen entsprechend der Matching-Kriterien per Zufallsaus-
wahl konsekutiv gezogen werden können. Insbesondere ist es sinnvoll dieses Verfah-
ren anzuwenden, wenn aus den oben genannten Gründen Proportionalität entsprechend 
der Populationsverhältnisse nicht bzgl. aller Studicnvariablen vorliegt (vgl. WACHOLDER 
et al. 1992a und zu gematchten Fall-Kontroll-Studien insbesondere WACHOLDER et al. 
1992c). 
Voraussetzungen 
(i) Kenntnis der Veneilung der Populationsdaten bzgl. der Studienregion, d. h. die Ver-
teilung der Variablen Alter, Geschlecht und Wohnon3) . Als Quelle für solche Popu-
lationsdaten können die Angaben des Statistischen Bundesamtes dienen. 
(ii) Ein hinreichend großer Kontrollpool liege vor, wobei die Aufteilung in Altersklassen 
nach Geschlecht und Wohnort gegeben ist. Der Kontrollpool braucht für das hier 
vorgestellte Ziehungsverfahren bzgl. der Verteilung der demographischen Variablen 
nicht repräsentativ sei n. 
Durchführung 
Das folgende Verfahren soU anband zweier üblicher Matching-Variablen Alter und Ge-
schlecht illuslrien werden. Der Begriff ,Repräsentativität bzgl. der Studienregion' betrifft 
daher das Kriterium ,Wohnon'. Es sei besonders bemnt, dass miuels des Verfahrens 
nicht bzgl. des Wohnortes gemaccht werden soll. 
1) Die Bezeichnung ,Wohnon· läß1 sich b~gl. verschiedener Ebenen definieren: .Kreis' oder auch ,Stadt oder/und Gemeinde'. 
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Gegeben seien folgende Bezeichnungen: 
Altersklassen : 
Geschlecht: 
Wohnort: 
i = l , ... ' l 
J = 1, 2 
k = .1 , ... , K 
Anzahl der Personen je Wohnort in Altersklasse i und Geschlecht j für alle i, }, k: 
K 
in der Studienpopulation N;jk> mit Nuk > 0, I: Nuk = Nu. 
k- 1 
K 
im Kontrollpool nuk. mit nuk > 0. I: nuk =nu . . 
k~ I 
Somit lassen sieb die Anteile der einzelnen Wohnorte je Altersklasse i und Geschlecht j 
an der Gesamtheit aller Teilnehmer je Altersklasse i und Geschlecht}, wie folgt definieren: 
. d S d" 1 . A N;jk 0 m er tu 1enpopu auon Uk =  - > 
N · 
im Kontrollpool 
lj. 
nuk 
auk := - > 0. 
llij. 
Offensichtlich ist die Summe über k = L, ... , K , aller Anteile Auk sowie auk gleich 1. 
lhre Verteilung kann jedoch verschieden sein. 
In Tabelle 1 sind die beiden Verteilungen bzgl. der Va.riable n ,Wohnort ' innerhalb einer 
vorgegebenen Altersklasse i und einer Geschlechtsklasse j sowohl im Kontrollpool als 
auch in der Studienpopulation der festgelegten Studienregion allgemein dargestellt. Ta-
belle 2 veranschaulicht die Verteilung im Beispiel 1. 
Startpunkt für das Verfahren bildet die Meldung eines Patienten. Durch die Meldung des 
Falles sind das AJter ( + /- Altersspanne) und das Geschlecht j der zu ziehenden Kon-
tro llperson fest vorgegeben. 
(1) Bestimmung des Wohnortes k, aus dem die Kontrollperso11 gezagen. wird: 
Die Aufgabe besteht darin, eine Person aus dem Kontrollpool mit vorgegebenem 
Geschlecht und Alter entsprechend der Wahrscheinlichkeit des Auftretens in der 
Studienpopulation zu ziehen. Diese Person sei mit Pu. bezeichnet. 
Die Wahrscheinlichkeit, eine beliebige Person aus einem Wohnort k, k = 1, ... , K , 
zu wählen, ergibt sich als 
? (Wohnort k) = Auk . (1) 
Tabelle 1: Allgemeine Veneilung bzgl. der Wohnone k, k = 1, ... , K 
bei gegebenem Alter (Klasse i) und Geschlechtj 
Kontrollpool Studienpopulation 
Wohnort Personenzahl Antei l Personenzahl Anteil 
1 flij l Oij1 N u1 Aif1 
2 f} ij""l %7. t:/;,, l!ii.J< 
k ~lijk !'iiL t:/ijk f!i. ijk 
K llijK OijK N ijK A ijK 
ll ij. 1 N ij 1 
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Tabelle 2: Regionale Verteilung in Beispiel 1 
Kontrollpool Population 
Stadt Personenzahl Anteil Personenzahl Anteil 
A 2000 2/3 100000 2/5 
B 1000 1/3 150000 3/5'( 
3000 l 250000 1 
(11) Bestimmung des konkreten Studienteilnehmers: 
Die WahrscheinlichkeiL, dass eine der llijk Personen aus dem Kon1rollpoo/ aus einem 
schon bestimmten Wohnort k gewählt wird, entspricht: 
? (Person Pij. wird gezogen 1 Wohnort = k) = - 1-, 
l!ijk 
k = 1„ .. , K . (2) 
Definiert man für i = 1, . . . , l , j = 1, 2 und k = l, ... , K das elementare Ereignis: 
Pijk := Person P ij. aus Wohnort k wird gewählt (3) 
so ergibt sich für k = 1, ... , Kaufgrund der Unabhängigkeit der E reignisse 
P(Pük) = P(P;j. n Wohnort k) 
= P(Pij.) * ?(Wohnort k) 
1 Aük 
= Aük*-=-
"ük 11jjk 
Bemerkung: A .. 
Mit Definition (3) folgt, dass mit P(Pijk) = .1 eine Wahrscheinlichkeit definiert ist. Der 
Beweis ist trivial. 11ijk 
Zusammenfassend wird also in einem ersten Schritt entsprechend den Verhältnissen der 
Studienpopulation gemäß (I) der Wohnort der zu ziehenden Kontrolle zufällig bestimmt. 
Im zweiten Schritt wird gemäß (ll) entsprechend den Verhältnissen im Kontrollpool die 
Person aufgnmd einer Gleichverteilung ausgewählt. 
3 Beispiel: Die Rhein-Neckar-Larynx Studie 
3.1 Ausgangssituation 
Die Rhein-Neckar-L arynx Studie ist eine bevölkerungsbezogene Fall-Kontroll-Studie, die 
in den Jahren 1998-2001 im Raum Heidelberg, Mannheim, Ludwigshafen, Darmstadt 
und Heilbronn durchgeführt wird, und deren Feldphase Ende 2000 abgesch lossen wurde. 
Die Studienregion erstreckte sich über 3 Bundesländer, in denen für die 205 im Studien-
protokoll festgelegten Gemeinden und Städte insgesamt 5 Rechenzentren zuständig sind. 
Nachdem alle Einwohnermeldeämter ihre Zustimmung erteilt hatten, konnten die Stich-
proben bei den Rechenzentren angeforde1t werden. Aus Kostengründen wurden keine 
detaillierten Verteilungen bei der Anfrage nach Kontrolldaten vorgegeben, sondern eine 
grobe Verteilung nach Alter und Geschlecht. die ausreichend Kontrollpersonen für die 
Gesamlzeit der Studie sichern sollte und dennoch einen zu großen Anteil nicht verwend-
barer Kontrollen vermeiden so!Jte: 
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Tabelle 3: Angeforderte Verteilung der Kontrollen 
Altersgnippe Männer Frauen Summe 
20- 50 1000 500 1500 
50- 80 2500 1000 3500 
Summe 3500 1500 5000 
An die Rechenzentren in Darmstadt, Mannheim, Heidelberg und Heilbronn wurde eine 
Anfrage zur Ziehung von je 5000 Kontrollen gestellt, die in Tabelle 3 wiedergegeben ist. 
Da das Rechenzentrum Mainz für den Stadtkreis Ludwigshafen, als auch für die rhein-
land-pfälzischen Landkreise um Ludwigshafen zuständig ist, wurde dort die doppelte 
Stichprobe in Auflrag gegeben, so daß bzgl. der 5 Rechenzenu·en insgesamt 30000 Da-
tensätze von Kontrollpersonen angefordert wurden. 
Die Vorgaben bzgl. der exakten Vorgehensweise bei der Durchführung des Kontrollzie-
hungsverfahrens (A lgorithmus der Ziehung, etc.) sind mit den Rechenzentren abzustim-
men. Deren Einhaltung ist bei Übergabe der Daten zu überprüfen. Aufgrund der ange-
wandten Z iehungsverfahren kann die letztlich übergebene AnzalLI an Kontrollpersonen 
von der vorgegebenen Anzahl geringfügig abweichen. Im Falle der Rhein-Neckar-La-
rynx Studie ergab sich letztlich eine Gesamtstichprobe von 32435 potentiellen Kontroll-
personen gemäß Tabelle 4, der in seinen regionalen Anteilen und bezüglich A lter und 
Geschlecht nicht der Populationsve1teilung in der Studienregion entsprach. 
Aufgrund der groben Verteilungsangaben (Tab. 3) war eine nicht-repdisentative Verteilung 
der Wohnorte innerhalb des Kontrollpools vorhersehbar. Daher sollte die Ziehung der Kon-
trollpersonen entsprechend den regionalen Anteilen der Studienregion erfolgen. Dieses 
Verfahren wurde auf der Ebene der ,Land- bzw. Stadtkreise' durchgefüh11: ln einem ersten 
Schritt wurde ein Stadt- bzw. Landkreis zufällig bestimmt, mit einer Auswahlwahrschein-
lichkeit, die dem Anteil and der Gesamtbevölkerung entspricht. Aus diesem Kreis wurde 
dann im zweiten Schritt eine konkrete Kontrollperson zufällig ermittelt. 
In der Rhein-Neckar-Larynx Studie lagen 15 Stadt- bzw. Landkreise vor. Die Zuordung 
der Indizes bzgl. der Wohnorte wurde wie in Tabelle 5 vorgenommen. Bzgl. der A lters-
verteilung wurde die Verteilung der 5-Jahres-Altersgruppen der Population als Nähe-
rungsverteilung verwendet (Quelle: Statistisches Bundesamt 1997), wobei die Indexzu-
ordnung i = 1, ... , 13 fo1tlaufend vorgenommen wurde: 20-24, ... , 80- 844 ) . 
3.2 Durchführung des Verfahrens 
Das Verfahren wird im Folgenden für die Ermittlung einer Konlrollperson aufgeführt 
und gibt somil das Prinzip des Konlrollziehungsverfahrens wieder. 
T:ibelle 4: Stichproben der Rechenz.cntren 
Rechen- Männer Frauen 
zentn11n 
20- 50 5 1- 80 20- 50 51 - 80 Summe 
Darmstadt 10 12 2507 508 1009 5036 
Heidclberg/Hei lbronn 223 1 4769 1074 1926 10000 
Mannheim 1432 2418 677 973 5500 
Mainz 2497 5882 123 1 2289 11 899 
Summe 7172 15576 3490 6 197 32435 
' ) BLgl. der 13 Altcri.~la;.cn wurden die 80jahrigcn bLgl. der Vcncilung der Ahcrskl3SSC 80 84 ausgcwilhh. 
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Ausgangspunkt für die Kontrollziehung ist die Meldung eines Falles. Daraus ergibt sich 
Geschlecht und Altersspanne, bezüglich der die Kontrollperson auszuwählen ist. Zu be-
achten ist, dass diese Altersspanne (Alter Kontrolle = Alter Patie nt + /- 2 Jahre) nicht 
identisch ist mit den Altersklassen i = 1, ... , 13 aus den Populationsdaten, die zur Er-
mittlung des Wohnortes verwendet wurde. Zur Unterscheidung seien diese beiden Alters-
kJassen mit Fall-Altersklasse (Alter des Patienten) bzw. Kontroll-Altersklasse (Alter Pa-
tient + /- 2 Jahre) bezeichnet. 
Im folgenden Beispiel sei zu einem männlichen Patienten im Alter von 63 Jahren eine 
Kontrollperson zu ermitteln. Als Referenz-Alterskategorie der S tudienpopulation fällt 
dieser Patient in die (Fall-)Altersklasse der 60 bis 64-jährigen. Somit sind die Indizes i 
und j bestimmt, d. h. i = 9 (Altersklasse 60- 64) und j = l (männlich). Die Verteilung 
der Kreise bzgl. der Studienpopulation ist in Tabelle 5 dargestellt. Die Kreise sind dabei 
willkürlich angeordnet. Die Kreisschlüssel entsprechen den Angaben der Register des 
Statistischen Bundesamtes (1997). 
Im ersten Schritt (I) wird für diesen Fall eine Zufallszahl Z1 aus einer Gleichverteilung 
von 1 bis 3 16640 ermittelt. Diese wird über Tabelle 5 eindeutig dem Kreis zugeordnet, 
dessen kumulierte Population die nächst größere Zahl ist. Aufgrund des ermittelten Krei-
ses wird für den zweiten Schritt (II) des Vect'ahrens der Kontrollpool entsprechend des 
gezogenen Kreises k, dem vorgegebenen Geschlecht j und der (Kontroll-)Altersklasse i 
augezählt. Von diesen wird eine Person zufäll ig bestimmt. 
(l) Die im ersten Schritt ermittelte Zufallszahl sei Z1 = 123456. Diese fäll t laut Tabelle 
5a in das lntervaJI (101 858, 159920). Der gewählte Kre is ist somit der Kreis mit der 
Kreisschlüsselnummer 08226 und Index k = 6. 
(Il) Die aktuelle Zahl der Personen flijk. i = 1, ... , 1, j = 1, 2 einer bestimmten Alters-
und Geschlechtskategorie der Kreise k = J, . .. , K verringert sich im Laufe der Studie 
Tabelle 5: Geographische Verteilungen in Population und Kontrollpool 
a) Population b) 
Schritt (1)1) (Fall-)Altersklasse Schritt (U) 
Männer 60-64 Jahre2) 
k Krcis4 ) Anzahl kumuliene Anzahl 
1 06411 15504 15504 
2 06431 31042 46546 
3 06432 30221 76767 
4 06437 11 8 14 88581 
5 08221 13277 101858 
6 08226 58062 159920 Ji k = 6 
7 08225 16267 1761 87 
8 08 12 1 13525 189712 
9 08 125 29873 2 19585 
10 07338 174 12 236997 
11 073 11 6 119 243 116 
12 073 18 5328 248444 
13 073 19 9488 257 932 
14 073 14 20398 278330 
15 08222 383 10 316640 
1 ) Ausgangspunkt: Zufalh.<ahl Z1 zwischen 1 und 316640: im Bsp. Zt = 123456 
2 ) Fallnlte1$klasse im B~p. eines Patienten von 63 Jahren 
')aufgrund der Mntchingkritcrien (Alter+/- 2 Jahre): 63 +/- 2 
') Krcisschlü~o;clkodierung und Daten aus: Statistisches Bundesamt ( 1997) 
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Kontrollpool 
(Ko ntroll -)Altersklasse 
Männer 61-65 Jahre3) 
Anzahl 
65 
193 
206 
76 
76 
-l 400 1 (II) 
44 
166 
373 
359 
11 0 
106 
178 
509 
544 
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natürlich ständig. Diese Zahl wird daher bei jeder Kontrollziehung neu ermittel l. Im Bei-
spiel sind in Kreis k = 6 " ük = n916 = 400 Männer im Alter von 61 bis 65 (Alter des 
Falles +/- 2 Jahre) gezählt worden (siehe Tab. Sb). Aufgrund einer zweiten Zufallszahl 
:1 aus einer Gleichverteilung zwischen 1 und 400 wird nun der konkrete Teilnehmer 
ermütell. 
Das obige Verfahren gibt die Kontrollziehung zur Ermittlung einer Kontrollperson wie-
der. In der obigen Studie, deren Feldphase Ende 2000 abgeschlossen wurde, wurden von 
den 32435 Personen des Kontrollpools insgesamt 1905 ausgewählt. 769 (40,4 %) nah-
men letztlich mit einem Interview an der Studie teil. Ausfälle gab es aufgrund von Teil-
nahmeverweigerung 464 (24,4 %), Migration 210 (1 J %), Mortalität und Morbidität 269 
(14, l %), Nationalität 164 (8,6%), sonstige Gründe 29 (1.5 %). 
4 Zusammenfassung und Diskussion 
Es wurde eine allgemei ne Melhode vorgestellt, in Fall-Kontroll-Studien Populationskon-
trollen repräsentativ aus der Allgemeinbevölkerung entsprechend der geographi schen Po-
pulationsverhältnisse auszuwäh len. Stichproben von Einwohnermeldedaten, die wie in 
Deutschland von regionalen Rechenzentren verwaltet werden, werden in einem Kontroll-
pool zusammengefasst und bi lden den Quelldatensatz, aus dem im Laufe der Studie 
konkrete Teilnehmer ermiue lt werden. Aufgrund von externen Faktoren (Zusammenset-
zung der Studienregion), aber auch studieninternen Faktoren zu Beginn (finanzielle und 
organisatorische Griinde) und im Verlauf der Studie (Erhebung von ergänzenden Stich-
proben) wird ei n Kontrollpool die demographischen Verhältnisse der Studienpopulation 
nicht notwendigerweise repräsentativ widerspiegeln. Würden aus einer nicht-repräsentati-
ven Stichprobe Komrollpersonen gezogen, würde dies zu einer VerLerrung der Studiener-
gebnisse führen (selection bias). Als Konsequenz muss bei der Auswahl von Populati-
onskontrollen ein Verfahren angewendet werden, welches Probanden proportional zu den 
Verhältnissen der Studienregion erminelt. 
Die hier vorgestellte Methode basiert auf einer oder mehreren Stichproben von Einwohner-
meldedaten. Es ist insbesondere dann sinnvoll dieses Kontrollziehungverfahrcn anzuwen-
den, wenn die Ziehung entsprechend vorgegebener Verteilungen wie Alters-, Geschlechts-
und geographischer Verhältnisse der Studienpopulation erfolgen soll. Sie ist ohne Ein-
schränkung auf ungematchte, individuell oder bäufigkeitsgematchte Studien anwendbar. 
Das Verfahren ist unempfindlich gegenüber Daten, die aufgrund von zusätzlichen Stich-
proben der Rechenzentren erforderlich sind. Dies ist zum Beispiel der Fall, wenn sich 
der Kontrollpool im Laufe der Studie innerhalb einer oder mehrerer Wohnorts-, Ge-
schlechts- und Altersklassen erschöpft, so daß neue potentielle Probanden ermiuelt wer-
den müssen. Um nachträgliche Anforderungen von Stichproben bei den Rechenzenu·en 
zu vem1eiden, muß die erforderliche Mindestgröße des Kontrollpools evtl. erhöht wer-
den. Daher kann im Verfahren vorausgesetzt werden, dass alle Alters-, Geschlechts- und 
Wohno1tskategorien im Kontro llpool nicht erschöpft sind, wenn sie in der Po pulations-
verteilung nicht erschöpft sind. 
Bezüglich der Aktualität eines Kontrollpools kann es jedoch von Vorteil sein, insbeson-
dere bei länger andauernden Fall-KontroU-Studien entweder Nacherhebungen von Ein-
wohnermeldedaten durchzuführen, oder aber den gesamten Kontrollpool gegen neue 
Stichproben der Rechenzenu·en auszutauschen. Damit lassen sich einerseits der organisa-
torische Aufwand aufgrund von Migration und Mortalität verringern, andererseits beach-
tet ein solches Vorgehen auch Kontrollpersonen, die im Laufe der Studie in die Studien-
region ziehen. Die Aktualisierung der Daten des Kontrollpools entspricht auf der Seite 
der Fälle dem Einschluß von Fällen, die zu Beginn der Studie ausserhalb der Studien-
region wohnten. 
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Im konkreten Fall der Rhein-Neckar-Larynx Studje wurde die A ltersvertei lung mittels 
der Verteilung von 5-Jahres-Altersgruppen gemäß der Daten des Statistischen Bundesam-
tes (1997) approximiert. Bei vorhandener genauer Altersverteilung gewinnt das Verfah-
ren an zusätzlicher Genauigkeit. 
Es mag unter Umständen schwierig oder gar unmöglich sein, alle prinzipiellen Aspekte 
bei Durchfühnmg einer Studie zu beachten. Mittels des hier vorgestellten Verfahrens ist 
es jedoch ohne erheblichen Aufwand realisierbar, Bevölkenmgskontrollen repräsentativ 
aus einem Kontrollpool auszuwählen, der nicht in allen Variablen den Populationsver-
hältnissen der Studienregion entspricht. 
Ein SAS-Macro (Version 8.2) zur Realisierung des in diesem Artikel aufgeführten Kon-
trollziehungsverfahrens steht im SAS-Anwenderhandbuch, Bereich 82: Komplexe stati-
stische und biometrische Verfahren, Kapitel Y.3: Epidemiologie (http://web.urz.uni-hei-
delberg.de/statistik/sas-ah), zum Herunterladen zur Verfügung. 
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Krebsregistrierung in Deutschland 
Positionspapier der DAE 
Anlässlich ihrer Sommerakademie im Juli 2000 appellierte die Deutsche Krebsgesell-
schaft in einer Resolution an die Landesärztekammem und Kassenärztlichen Vereinigun-
gen, an Tumorzentren, Krankenkassen, medizinische Fachgesellschaften und die Gesund-
heitspolitik, gemeinsam dafür Sorge zu tragen, dass eine flächendeckende und 
vollzählige Erfassung der Krebserkrankungen in den epidemiologischen Krebsregistern 
in den nächsten fünf Jahren erreicht wird. 
Die Deutsche Krebshilfe hat sich ebenfalls an die Länder gewandt und betont, dass eine 
flächendeckende und mindestens 90 %ige Erfassung der Krebserkrankungsfälle so 
schnell wie möglich erreicht werden so!Jte. 
Die Deutsche Arbeitsgemeinschaft Epidemiologie schließt sich diesen Forderungen an 
und ist bereit, mit dem Fachverstand der in ihr organisierten Epidemiologen zur Errei-
chung dieses Ziels beizutragen. 
Die Arbeitsgemeinschaft Krebsepidemiologie in der DAE hat dazu eine Sachstandsana-
lyse erarbeitet, in der zum einen der aktuelle Stand der Krebsregistrierung in Deutsch-
land analysiert und vorhandene Schwachstellen aufgezeigt werden. Darin wird zugleich 
deutlich, von welch zentraler Bedeutung die Verbesserung der bevölkerungsbezogenen 
Krebsregistrierung in Deutschland auch für die epidemiologische Krebsursachenfor-
schung und daraus abzuleitende Präventionsansätze in der Zukunft ist. 
Wir fordern daher unsere Mitglieder auf, die Initiative der Deutschen KrebsgeselJschaft 
zur Unterstützung der bevölkerungsbezogenen Krebsregistrierung in Deutschland mit 
fachlichem Ral, mit Argumentationen zur Nutzbarkeit von Krebsregisterdaten und me-
thodischer Hilfestellung bei deren Auswertung zu unterstützen. 
Der Vorstand der DAE 
Februar 2001 
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Krebsregistrierung in Deutschland 
Positionspapier der AG Krebsepidemiologie 
Aufgaben der Krebsepidemiologie zu Beginn des 21 . Jahrhunderts 
Die epidemiologische Forschung hat insbesondere in der zweiten Hälfte des 20. Jahrhun-
derts wichtige Erkenntnisse über die Ursachen für die Entstehung von Krebserkrankun-
gen erbracht. Für viele wichtige Krebserkrankungen wurden Faktoren aus den Bereichen 
Lebensstil, Umwelt und Arbeitswelt identifiziert, die an der Krebsencstehung kausal be-
tei ligt sind. Beispiele dafür sind die Rolle der infektiösen Agenzien für die Entstehung 
von Magenkarzinom und Gebärmutterhalskrebs oder die Bedeutung der Ernährung (u. a. 
hoher Fleischkonsum) bei der Entstehung von Kolonkarzinom. 
Nach wie vor jedoch sind wichtige Fragen ungekläit. So liegen für viele wichtige Krebs-
formen - etwa Bauchspeicheldrüsenkarzinom oder bösartige Neubildungen des hämato-
poetischen Systems - bislang nur unzureichende Erkenntnisse i.iber verursachende Fak-
toren vor. Andererseits existiert für einige Faktoren, denen Menschen heute ausgesetzt 
sind, nach wie vor Unsicherheit hinsichtlich ihres Beitrages zur Krebsentstehung, bei-
spielsweise Expositionen gegenüber elektromagnetischen Feldern oder die postmenopau-
sale Hormonsubstitution. 
Darüber hinaus ergeben sich neue Herausforderungen an die Kre bsepidemiologie auch 
im Bereich der Krebsprävention, etwa zur Qualitätssicherung im Rahmen von Screening-
Programmen. Hierzu können Krebsregister mit hoher Qualität einen wichtigen Beitrag 
leisten. 
Um diesen Anforderungen an die krebsepidemiologische Forschung in Zukunft gerecht 
werden zu können, ist die Verbesserung der bevölkerungsbezogenen Krebsregistrierung 
in Deutschland voo zentraler Bedeutung. 
Tm Folgenden sollen die Anforderungen an eine solche Krebsregistrierung aus der Sicht 
der Epidemiologie präzisiert werden. 
Stand der Krebsregistrierung (Stand 01. 01 . 2001) 
Das Krebsregistergesetz (KRG) des Bundes, das zum 1. Januar 1995 in Kraft trat und 
bis zum 31.12. 1999 Gültigkeit hatte, hat die Krebsregisterlandschaft in der Bundesrepub-
lik nachhaltig beeinflusst. Das Gesetz verpflichtete alle Bundesländer, bis zum 1. Januar 
1999 bevölkerungsbezogene Krebsregister einzurichten, wobei die Länder Saarland, 
Hamburg, Nordrhein-Westfalen (Regierungsbezirk Münster) und Baden-Württemberg be-
reits i.iber eigene Landesgesetze verfügten. Tatsächlich haben - mit Ausnahme Bayerns, 
das im Jahr 2000 rückwirkend zum 1. 1. 2000 ein Gesetz verabschiedet hat, alle noch 
ausstehenden Bundesländer ein eigenes Landeskrebsregistergesetz bis zum 31. Dezember 
1999 verabschiedet. Allerdings lässt das KRG Ausnahmeregelungen hinsichtlich des Re-
gistricrungsmodelJs und der Flächendeckung zu. Das hat zu einer Vielfalt von Meldemo-
dellen geführt ( ! ). Auch bezüglich der Flächendeckung ist das Bi ld heterogen, so dass 
die bundesweite Kaite der Krebsregister eher einem „patchwork" als e inem einheitlichen 
Bild ähnelt (2). Vor allem in den Flächenstaaten gehören bestimmte Regionen nicht zum 
Einzugsgebiet der jeweiligen Krebsregister. was ein kontinuierliches und umfassendes 
Gesundheitsmonitoring nicht ermöglicht, aber auch die Ursachenforschung erschwert 
(siehe TabeJJe). 
Um trotz dieser Vielfalt die Daten länderi.ibergreifend vergleichbar darstelJen und nutzen 
zu können, hat sich die „Arbeitsgemeinschaft Bevölkerungsbezogener Krebsregister in 
Deutschland" u. a. die Aufgabe gestell t, Dokumentationsstandards festzulegen. Unabhän-
gig von dem jeweiligen MeldemodeJJ ist es zudem mögLich, über die bundesweit einge-
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Krebsregister Landesgesetz Flächendeckung 
Bayern rückwirkend ab 1. 1. 2000 ./ (ab 2002) 
Baden-Württemberg 1994 Ab 1. 1. 2000 20 (von 44) 
Stadt- und L1ndkreisen 
Berlin und Neue Länder Übernahme ./ 
(Gemeinsames Krebsregister) Bundesgesetz, 
Staatsvertrag 1999 
Berlin ./ 
-
Brandenb urg ./ 
-
+ eigenes Mecklenburg-Vorp. ./ 
- Ausführungsgesetz 
Sachsen ./ 
-
Sachsen-Anhalt ./ 
Thüringen ./ 
Bremen 1997 ./ 
Hamburg 1984 ./ 
Hessen 1999 Regiemngsbezirk 
(Geltungsdauer 2 Jahre) Da1mscadt (I RB von 3) 
Niedersachsen 1999 ./ (ab 2003)2) 
Nordrhein-Westfalen 1985 Regien111gsbezirk Münster 
(1 RB von 5) 
KR Rheinland-Pfalz 1999 ./ 
KR Saarland 1979 ./ 
Schleswig-Holstein 1999 ./ 
Kinderkrebsregister - Personen < 15 Jahre (BRD) 
1 ) V = Venrauensstcllc. R = Registerstelle 
2) Regierungsbezirke Weser-Ems (ab 2000). Lüneburg (2001 ), Braunschweig (2002), Hannover (2003) 
Bezugsbev Meldeverfahren Patientenstatus Struk-
(ca.) tur1) 
12 100000 Recht InformationspflichL V / R 
6000000 Recht Bei dezentraler zentral 
Verschlüsselung 
ohne, sonst mit 
Einwilligung 
17400000 V/R 
3400000 Recht lnformarionspjlicht 
2600000 Recht Informationspflicht 
1800000 Pflicht entf. 
4 500000 Pflicht enif. 
2700000 Pflicht lnfonnationspjlicht 
2400000 Recht Informarionspflichr 
670000 Recht Iofonnationspflicht V / R 
1700000 Recht Einwilligung zentral 
3700000 Pflicht Einwilligung V / R 
7800000 Recht, Pflicht Ei.nwilliguog V / R 
für Pathologen 
2600000 Recht Einwilligung zentral 
4000000 Pflicht, Recht lnfonnationsptlicht V / R 
für Pathologen 
1100000 Recht entf. zentral 
2 800000 Pflicht Informationspföcht V/R 
13200000 Recht Einwilligung zentral 
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führten und zwischen den Ländern identischen Generierungen von Kontrollnummern 
einen gegenseitigen Abgleich vor.wnehmen und die Daten beim Robert Koch-Institut 
entral auszuwerten. Ausnahme hjervon sind rucht namentlich gemeldete Neuerkrankun-
gen der Krebsregister Schleswig-Holsteins und Hessens, die zwar gegenseitig, aber (der-
zeit) nicht mit den Daten Baden-Württembergs abgeglichen werden können. 
Um die Daten der Krebsregister sowohl für gesundheitliches Monitoring wie für rue 
wissenschaftliche Forschung nutzen zu können, müssen die Krebsregister über einen 
hohen Erfassungsgrad von mindestens 90 Prozent verfügen. Dies trifft für alle Krebs-
krankheiten derzeit nur für das Krebsregister des Saarlandes und das Kinderkrebsregister 
Mainz zu; für das Hamburgische Krebsregister und das Krebsregister für den Regie-
rungsbezirk Münster trifft es für viele Krebsformen zu. Gerade bei den jungen Regis-
tern, die im Vorfeld oder während der Geltungsdauer des KRG ihre Arbeit aufgenom-
men haben, muss im Vordergrund das Ziel stehen, möglichst bald eine ausreichende 
Vollzähligkeit der Erfassung zu erreichen. 
Nutzung von Krebsregistern in epidemiologischen Studien -
bisherige Erfahrungen im Saarland 
Neben den klassischen Aufgaben in der deskripLiven Epidemiologie ist in den internatio-
nal erfolgre ichen Registern die Bereitstellung von einschlägigen unselekticrten Erkran-
kungsfällen für gezielte bevölkerungsbezogene Studien ein wichtiger Beitrag für die epi-
demiologische Ursachenforschung. Die Durchführung derartiger Projekte erfordeit bis zu 
einem gewissen Stadium immer den Personenbezug. Je nach Studientyp bedarf es gege-
benenfalls der Einbeziehung des Patienten selbst. Der Abgleich einer bestimmten Kohor-
te mit den Daten eines epidemiologischen Krebsregisters könnte gegebenenfalls ohne 
direktes Einbinden des Patienten erfolgen; bei Fall-Kontroll-Studien muss der Erkrankte 
in der Regel direkt befragt werden, oder es bedarf seiner Zustimmung zum Zugriff auf 
Krankenakten oder sonstige über ihn gespeicherte Daten. 
In die Europäische Verbundstudie zu arbeitsplatzbedingten Erkrankungen (EVA), eine 
internationale Fall-Kontroll-Studie zu arbeitsplatzbedingten Ursachen selcener Tumoren, 
waren zwei deutsche Krebsregister, das saarländische und das hamburgische Register, 
eingebunden (3). Neben der wichtigen Möglichkeit, die Vollständigkeit der Fallrekrutie-
rung an der Inzidenz des Krebsregisters zu messen, bestand die beg1iindete Hoffnung, 
durch die Einbindung der Krebsregister in die Studie, die Fallrekrutierung zu vereinfa-
chen. Durch die fehlende Forschungs- bzw. Übermittlungsklausel im saarländischen 
Krebsregistergesetz ist es aber derzeit nicht möglich, im Rahmen von Forschungsvorha-
ben direkt auf die im Register gespeicherten Patientendaten zuzugreifen. Dies zieht eine 
doppelte Erhebung der Fälle nach sich, was wiederum den Meldern sehr schwer zu ver-
mitteln ist (4). 
Ein weiteres Problem ist die Organisation der Patientenansprache. Diese erfolgt in der 
Regel durch den behandel nden Arzt, was häufig zum Problem wird, wenn der Patient 
nicht mehr in stationärer Behandlung ist. 
Obwohl in Hamburg aufgrund einer bestehenden Übermittlungsklauscl die Daten des 
Registers in anonymisie1ter Form für Studien genutzt werden können, bestand auch hier 
das Problem der Patientenansprache im Rahmen der Studie. In der EVA-Studie war die 
Teilnahmerate der Patienten unter 80 %, obwohl die Verweigerungsquoten in der Regel 
unter 6 % lagen, da etwa 20 % der Patienten nicht angesprochen wurden. Die Verdj-
Studie - eine Studie zur diagnostischen Abklärung von Krebserkrankungen - e1Teichte 
für die einzelnen Tumorarcen Teilnahmeraten rucht über 60 % (5). 
Ein besonderes Problem stellt rue mögliche Ausnahme von der Flächendeckung bei der 
Errichtung von Krebsregistern dar. Sollten in diesen Ländern bcvölkenmgsbezogene Stu-
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dfon durchgeführt werden, mi.isste bei Fall-Kontroll-Studien immer eine zusätz liche Re-
cherche in den Kliniken erfolgen. Bei Kohortenstudien besti.inde dann nur für das Ein-
zugsgebiet des Registers die Möglichkeit, die Neuerkrankungsdaten zu nutzen, fi.ir die 
restlichen Gebiete stünden nur die Daten der Todesbescheinig ungen zur Verfügung. 
Empfehlungen für den weiteren Ausbau der Krebsregister 
aus Sicht der Krebsepidemiologie 
Auch wenn sich im Gefolge des Krebsregistergesetzes eine positive Entwicklung der 
Krebsregistrierung in Deutschland ergeben hat, darf doch nicht darüber hinweg gesehen 
werden, dass aufgrund unzureichender rechtlicher und finanzieller Rahmenbedingungen 
Deutschland nach wie vor weit von einer wissenschaftlich fruchtbaren und effektiven 
Krebsregistrierung, wie wir sie z. B. aus den skandinavischen Ländern kennen, entfernt 
ist. Dies zeigen z. B. die beschriebenen Probleme bei der Nutzung des Saarlä ndischen 
Krebsregisters. Das Spannungsverhältnis zwischen den Anforderungen des Da-
tenschutzes und den wissenschaftlichen Erfordernissen nach Vollständigkeit und Ri.ick-
verfolgbarkcit wird durch die gegenwä1tig bestehenden Regelungen - z. B. Trennung 
von Register- und Vertrauensstelle oder die Verschlüsselungsmethoden - aus Sicht der 
wissenschaftlichen Nutzung nicht befriedigend gelöst. Eine fruc htbare Nutzun g der be-
reits jetzt mit hohem materiellen Aufwand gesammelten Date n ist dadurch gefäh rdet. 
Im Folgenden werden die wissenschaftlichen Anforderungen an eine Krebsregistrierung 
im Hinblick auf die heutige Situation in Deutschland präzisiert. 
Krebsregister werden zur fortlaufenden Beobachtung (a) der Zahl an Neuerkrankungen 
bzw. zur Quantifizierung des Neuerkrankungsrisikos an Krebs, und (b) der regionalen 
Unterschiede zum Erkrankungsrisiko sowie (c) zur Erforschung der Ursachen der Krebs-
krankheiten und ihres unterschiedlichen regionalen Auftretens benötigt. Die Erfüllung 
dieser Anfordenmgen setzt die Einhaltung bestimmter Qualitätsstandards voraus. 
Eine für Deutschland neue Entwicklung zeichnet sich darüber hinaus dadurch ab, dass 
Krebsregister eine Rolle im Bereich der Krebsprävention zu spielen beginnen. Be ispiels-
weise können sie im Rahmen von Screening-Programmen e inen wichtigen Beitrag zur 
Quali tätssicherung leisten. Zweifellos kann eine hohe Qualität eines solchen Programms 
nicht mil einem miue lmäßigen Kontrollinstrument überwacht werden. Gerade aus die-
sem Einsatzgebiet sind daher besonders strenge Qualitätsanforderungen an die Register 
zu erwarten. 
In diesem Zusammenhang ist absehbar, dass Entscheidungsk.rite1ien i.iber die Implemen-
tierung neuer Screening-Programme oder -Modellvorhaben auch die Existenz eines 
Krebsregisters in einer zur AuswahJ stehenden Region sowie dessen Qualität sein wer-
den. Das bedeutet, dass Regionen ohne Krebsregistrierung durchaus Nachteile hinsicht-
lich der Partizipation am medizinischen Fortschritt erleiden können. Auch im Bereich 
der Quali tätssicherung der medizinischen Versorgung von Krebskrartken ist zu erwarten, 
dass Krebsregister in der Zukunft eine Rolle spielen werden. Auch hier gilt das oben 
Gesagte, dass Quali tät nicht mit einem mittelmäßigen Instrumentarium bewe1tct werden 
kann. 
Nachfolgend werden daher Empfehlungen für den weiteren Ausbau der Krebsregister 
ausgesprochen, die die Qualität der Register in den Vordergrund stellen: 
Vollzähligkeit der Erfassung 
Ein Krebsregister muss als primäres Qualitätsmerkmal die praktisch vollzählige Erfas-
sung aller in seinem Einzugsbereich auftretenden Krebserkrankungen gewährleisten. An-
Informatik. Biomelric und Epidemiologie on Mcdmn und Biologie 1/2001 
76 Krebsregistrierung in Deutschland ... 
sonsten kann es seine Aufgaben in der epidemiologischen Forschung wie auch in der 
Qualitätssicherung nicht erfüllen. Die vollzählige Erfassung muss deshalb das oberste 
iel aller Überlegungen zur Weiterentwicklung der Krebsregistrierung in Deutschland 
sein. Hierbei ist zu bedenken, dass gegenwärtig in verschiedenen Bundesländern erheb-
lich divergente Regelungen bezüglich der Meldungen an ein Krebsregister gelten. Die 
verschiedenen Meldemodalitäten reichen dabei von einer Einwi lligungslösung über ein 
Melderecht bis hin zu einer Meldepflicht. 
iel: Aufgnmd ihrer großen gesundheitspolitischen Bedeutung sollte für Krebserkran-
kungen ein Meldesystem eingeführt werden, das eine bestmögliche Vollzähligkeit ge-
währleiscet. Das kann auch eine Meldepflicht sein. Diese müsste sowohl die primär be-
handelnden wie auch die in die Versorgung indirekt eingebundenen Ärzte (z. B. 
Pathologen) einbeziehen. 
Vollständigkeit der Erfassung 
Neben der Vollzähligkeit ist auch eine Vollständigkeit der E1fassung anzustreben. Letztere 
bezieht sich auf den Umfang der für jeden einzelnen Patienten e1i"assten epidemiologischen 
und medizinischen Daten. Hier sollte ein standardisierter Satz wesentlicher Informationen 
zum Krankheitsgeschehen vorhanden sein. Beispielsweise sind k linische Auswertungen 
ohne die Verfügbarkeit elementarer Daten, wie z.B. Tumorstadium, kaum durchführbar. 
Ziel: Neben den demographischen Daten (Alter, Geschlecht) müssen erkrankungsspezifi-
sche Charakteristika (z. B. Tumorstadium, Lokalisation, Morphologie, Lateralität etc.) für 
jeden einzelnen gemeldeten Tumorfall im Krebsregister verfügbar sein. 
Flächendeckung 
Gegenwärtig ähnelt die Situation bezüglich der Krebsregistrierung in der Bundesrepublik 
Deutschland einem Flickenteppich. Hierdurch wird auf jeden Fall die Krebsursachenfor-
schung behindert. Auf mögliche Nachteile für die Bevölkerung wurde oben bereits hin-
gewiesen. 
~ In absehbarer Zeit sollte eine das gesamte Gebiet der Bundesrepublik Deutschland 
erfassende, mit standardisierten Erhebungsinstrumenten arbeitende Krebsregistrierung 
aufgebaut werden. Diese soll weiterhin einen für alJe Regionen verpflichtenden minima-
len Standarddatensatz umfassen. 
Datenabgleich 
Epidemiologische Langzeitstudien (,Kohortenstudien ') werden im Allgemeinen mil ei-
nem großen personellen und finanziellen Aufwand durchgeführt, um wichtige For-
schungsfragen bezliglich der Verursachung von Krebserkrankungen zu untersuchen (z. B. 
berufliche Krebsrisi.ken oder Risiken im Zusammenhang mit bestimmten Lebensweisen, 
etwa dem Ernährungsverhalten). Bei diesen Untersuchungen ist im allgemeinen kein 
persönlicher Zugang zu den einzelnen Tumorpatienten erforderlich, aber ein persone11-
bezogener Datenabgleich mit dem Krebsregister. Auch die Qualitätskontrolle von 
Screening-Programmen verfährt z. T. nach diesem Schema. Die reibungslose Anwen-
dung dieses Verfahrens ist gegenwärtig in Deutschland infolge datcnschutzrechtlicher 
Autlagen jedoch nicht sichergestellt. 
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Ziel: Der pcrsoncnidcntifizierende Abgleich zwischen Studienteilnehmern und den in 
den Krebsregistern erfassten Tumorpatienten muss gewährleistet werden. Dies bezieht 
sich auch die Verfügbarkeit e ines bundesweiten, effizienten und hinreichend erprobten 
Record Linkage Verfahrens. Für den Abgleich ist weiterhin erforderlich, dass die Regis-
ter einen hohen Vollzähligkeitsgrad und die komplette Flächendeckung in De utschland 
erreichten (siehe oben). 
Zugang zu Tumorpatienten 
Die häufigste Forschungsmethode der Krebsepidemiologie ist die Fall-Kontroll-Studie. 
Bei diesem Vorgehen ist es im Allgemeinen unvermeidlich, dass Tumorpatienten direkt 
kontaktiert werden. Die gegenwärtige Konstruktion der Krebsregister wie auch die daten-
schutzrechlliche Situation macht dies aber weitgehend unmöglich. 
Ziel: Es müssen Wege gefunden werden, die es unter angemessener Berücks ichtigung 
des Datenschutzes erlauben, Tumorpatienten im Rahmen von Forschungsprojekten zu 
kontaktieren. Dazu müssen Krebsregister in der Lage sein, Informationen, welche die 
Patientenidentifikation erlauben, an berechtigte Forscher weiterzugeben, wie es beispiels-
weise durch das Krebsregistergesetz in Rheinland-Pfalz, aber auch in Schleswig-Holstein 
und in den neuen Bundesländern ermöglicht wird. 
Referenzen 
(1) MICHAELIS, J. Bewertung der Umsetzung des Bundeskrebsregistergesetzes und seiner langfristi-
gen Folgen. Gesundheitswesen 2000; 62: 45-49. 
(2) RtCHTER, E. Krebsregistrierung in Deutschland. Dt. Änteblau 97, Heft 19, 2000: C-987-9. 
(3) EVA-Studiengruppe (W. AHRENS, c. BAUMGARDT-ELMS, l. JAHN, K.-H. JöcKEL, c. STEGMAlER, 
H. ZtEGLER). Europäische Verbundstudie zu arbeitsplatzbedingten Risikofaktoren seltener Krebs-
erkrankungen (EVA) - Das Krebsregister Saarland binet alle Äntinnen und Ärzte um Mitarbeit 
bei der Fallerhebung. Saarländisches Ärzteblau 1996; 7-42. 
(4) STEGMAIER, C., ZIEGLER, H., AHRENS, W., JöcKEL, K. H., GOTTIIARDT, S., STANG, A., ßAUM-
GARDT-ELMS, C„ JAHN, 1. Sind multizentrische bevölkerungs-bezogene Fall-Kontroll Studien 
unter Beteiligung von epidemiologischen Krebsregistern in DeutschJand überhaupt möglich? ln: 
MUCHE, R., 80CllELE, G., liARDER, D .. GAUS, \V. (Hrsg.) Medizinische lnfonnatik, Biometrie 
und Epidemiologie GMDS 1997, Proceedingsband der Jahrestagung der GMDS, MMV-Verlag 
1998, München: 5 13- 5 16. 
(5) STEGMAIER, C„ ZtEGLER, H„ AHRENS, w., JöcKEL, K. H„ GOTitlARDT, S„ STANG, A„ BAUM-
GARDT-Et.MS, C., JAHN, 1. Sind multizentrische bevölkerungsbezogcne Fall-Kontroll-Studien un-
ter Beteiligung von epidemiologischen Krebsregistern in Deutschland überhaupt möglich? Dis-
kussion der Probleme am Beispiel der EVA-Studie (Europäische Verbundstudie zu 
arbeitsplatzbedingten Erkrankungen). Statistisches Monatsheft Saarland 12/97: 15- 18. 
Redaktionskomitee: 
W. U. B ATZLER, N. B ECKER, M. BERGMANN, J. CHANG-CLAUDE, D. FLESCH-JANYS, 
H.-W. H ENSE, A. STANG, c. STEGMAJER 
lnfonn:uik, Biomeuie und Epidemiologie m McdlLln und Biologie 1noo1 
78 Buchbesprechungen/ Bookreviews 
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KRAUSE, ANDREAS: O t.SON, MELVIN 
The Basics of S and S-Plus 
Second Edition, Springer-Verlag New York Berlin Heidelberg 2000, 
382 S., ISBN 0-387-98961-7 
Die s1aiis1 ische Programmiersprache S und das darauf aufbauende Dalenanalysesys1em S-PLUS 
können inzwischen auf eine lange Tradition beim Einsao~ in Forschung und Lehre sowie in der 
Praxis zurückblicken. 
Daher erscheinen in regelmäßigen Abständen neue Version mit jeweils interessanten Erweiterungen. 
Dieser Entwicklung tragen Krause und Olsen mit der zweiten Aunage ihres Buches „Tue Basics of 
S and $-PLUS" Rechnung, das auf die Neuerungen in S-PLUS 2000 für Windows und S-PLUS 5.1 
für UNIX eingeh!. 
Im ersten Kapitel (lntroduction) blicken die Autoren kurz auf die Geschichle des Sys1ems zurück 
und erklären die Unterschiede beim Einsatz unter Windows und verschiedenen UNIX-Dialekten. 
Dies hat seine Berechtigung, denn es gibt leider einige plattformabhängigcn Komponenten wie z.B. 
die grafische Benu1zcrobcrfläche und Schnittstellen zu anderen Sprachen. 
Von einem modernen Softwaresystem erwartet der Anwender heule ein benutzerfreundliches, gra-
fisch orientiertes Interface. Deshalb bieten Krause und Olsen im zwei ten Kapitel (Windows User 
Interface) direkt eine Einführung in die grafische Oberfläche unter Windows und erläutern die wich-
tigsten Komponenten wie Object Explorer und grafische Paletten anhand detaillierter Bedienungsan-
leitungen. Es ist immer schwierig eine grafische Oberfläche anhand eines Buches zu vorzustellen, 
aber zahlreiche "screen shots" im Text erleichtern diese Aufgabe. Ocr Anwender sollte aber natür-
l ich beim Studium dieses Kapitels ein laufendes System vor sich haben. 
Das driuc Kapitel (A First Session) verlässt die Oberfläche und taucht ein wenig hinab in die Tiefe, 
d. h. stellt die Grundlagen der Programmiersprache S vor. Dies erfolgt in Form einer Sitzung, die 
der Anwender durch Eingabe der Befehle am Rechner leicht nachvollziehen kann. Don lernt er 
dann den Umgang mit einfachen Datenstrukturen und Operatoren. 
Das viene Kapitel (A second Session) weist mehr Tiefgang auf und konfrontiert den Leser mit 
höheren Datenstrukten wie Arrays, Data Frames und Listen. Auch der Umgang mit den für das 
System so wichtigen Funktion wird eingeübt. Alles dies ist innerhalb einer Si tzung wieder leicht 
am Rechner durchzufiihren. 
Die modeme Datenanalyse kommt heute nicht mehr ohne grafische Darstellungen aus. Das vorlie-
gende Buch beschreibt die grafischen Möglichkeiten von S-PLUS deshalb auch ausführlich in zwei 
Kapiteln. Kapitel 5 (Graphics) stellt die Grundlagen des Grafiksystems wie Treiber, einfache Plot-
Kommandos, Aufbau und Annotation von Plots vor. 
Das 6. Kapitel (Trellis Graphics) ist der für die Analyse mehrdimensionaler Datensätze so wert-
vollen Technik der Trellis Plots gewidmet. die anhand ausgewählter Datensätze präsentiert wird. 
Diese Methodik ist in S-PLUS inzwischen Standard, was zum Zeitpunkt der ersten Auflage noch 
nicht der Fall war. Auch in den Kapiteln zur Grafik kann der Leser die Beispiele jederzeit am 
Rechner leicht nachvollziehen w1d das erworbene Wissen durch eigene Modifikationen leicht um-
setzen. 
Im 7. Kapitel (Exploring Data) zeigen die Autoren dem Leser, wofür $-PLUS gedacht ist, nämlich 
zur Entdeckung oder Besüitigung interessanter ZusammenMinge in Daten. Die Darstellung schult 
den Leser anhand einfacher Beispiele und Datensätze und motiviert ihn anhand der gezeigten Tech-
niken eigene Probleme anzugehen. 
Höhere Techniken der Statistik finden sich Kapitel 8 (Statistical Modeling). Anhand der Regression 
zeigen die Auloren, wie in S-PLUS komplexere statistische Modelle zu formulieren, auf Daten 
anzuwenden und zu interpret ieren siod. Das Studium dieses Kapi tels isl eine gute Grundlage für die 
zahlreich existierende Spezialliteratur auf diesem Gebiet. 
Eine mächtige Sprache wie S einzusetzen bedeutet in der Regel nicht nur vorgefertigte Bestandteile 
abzurufen, sondern auch eigene Programme zu entwickeln. Dies ist eine besondere Stärke von S 
und entsprechend breiten Raum widmen Krause und Olsen diesem Thema im Kapitel 9 (Pro-
gramming). Hier findet der Programmierer eine gnmdl egende Einführung in die Datenstrukturen der 
Sprache S, die Modularisierung durch Entwickeln von Funktionen und den Aufbau von Algorith-
men mit Hil fe von Kontrollstrukturen. Ein eigener Abschnitt ist dem Debugging gewidmet. 
Die Entwicklung von S als Programmiersprache war in den letzten Jahren, dem allgemeinen Trend 
folgend, von einer stärken Betonung der objektorientierten Programmierung gepräg1. Darauf gehen 
die Autoren im in der ersten Auflage noch nicht enthaltenen Kapitel 10 (Object-Oriented Pro-
gramming) ein. D ieses Kapitel ist allerdings recht rudimentär. Es kann nicht als Ersatz für eine 
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Einführung in die objektorientiene Programmierung dienen, bietet aber dem Experten auf diesem 
Gebiet einfach zu wenig. 
Da in einem System zur Datenanalyse die Daten natürlich im Minelpunkt stehen, muss in der 
Praxis immer die Frage beamwonct werden. wie man sie aus vorgegebenen Formaten in das Sys-
tem hinein und auch wieder hinaus bekommt. Der Beantwonung solcher Fragen ist ein eigenes 
Kapitel 1 1 (Input and Output) gewidmet. 
Leser, die es ganz genau wissen wollen, werden im Kapitel 12 (S-PLUS Lntemals) fündig. Hier 
werden einige Abläufe im System, die sich in der Regel hinter den Kulissen abspielen, aufdeckt. 
Das vorletzte Kapitel 13 (Tipps and Tricks) ist eine An Gemischtwarcnladen. Hier erfährt man 
allerlei Nlitzliches für die tägliche Arbeit, z. B. wie man Ordnung in seinen Daten hält, griechische 
Buchstaben in Zeichnungen unterbringt, eigene Programme andockt und Grafiken publikationsreif 
macht. 
S-PLUS lebt u. a. von einer sehr aktiven internationalen Nutzergemeinschaft, die auch zahlreiche 
Erweiterungenund Anwendungen ins Netz stellt Alles dazu findet der Leser im letzten Kapitel 14 
(lnformation Sources on and Around S-PLUS). 
Das Buch wird durch eine Bibliographie abgeschlossen. 
S und S-PLUS bilden ein mächtiges Werkzeug zur Lösung von Problemen der Datenanalyse. Lei-
der kommt der Anwender nur dann in den Genuss der Voneilc, wenn er sich zunächst auf einen 
etwas steileren Lernpfad als bei anderen System begibt. Zusammenfassend lässt sich sagen. dass es 
Krause und Olsen gelungen ist, eine im obigen Sinne gULe Aufstiegshilfe zu schaffen, die sich 
sowohl im Alleingang, d. h. fiir das Selbststudium, als auch mit Flihrcr, d. h. innerhalb eines Ein-
führungskurses, als wenvolle Hilfe erweist. 
Dies ist neben dem klaren Aufbau und den vi~len Beispielen im Text auch dadurch begründet, dass 
jedes Kapitel ei.nen eigenen Abschnitt mit Ubungsaufgaben enthält, für die auch die Lösungen 
angeboten werden. 
Das Buch „The Basics of S and S-PLUS" bietet durch eine ausgewogene Mischung der Themen-
kreise Bedienung von Software, Datenanalyse, Grafik und Programmierung eine gute Einführung in 
S und S-PLUS. 
GAUS, WILHELM 
BENNO SOSELBECK 
Zentrum für lnformationverarbeirung 
Westfälische Wilhelms-Universität Münster 
Dokumentations- und Ordnunglehre. Theorie und Praxis des Information Retrieval 
3., aktualisierte AuOage. Springer-Verlag New York Berlin Heidelberg 2000, 
452 S .. 63 Abb .. LSBN 3-540-66946-9 
Dieses bewährte Lehrwerk bestiehl schon auf den ersten Blick durch seinen gut strukturienen Auf-
bau. In 34 Themen, die am Anfang in einem ,.Beziehungsdisplay" gr.ilisch zusammengestellt sind, 
wird ein (durchaus nicht auf die Medizin beschränktes) Sachgebiet übersichtlich geglieden. Es 
macht Freude. die einzelnen Lehrschritte selbstständig durchzugehen und damit ein Thema nach 
dem anderen .,abzuhaken'·: der quantitative eigene Fonschritt ist somit jederzeit mitzuverfolgen, für 
die Kontrolle des qualitativen Fonschritts sorgen am Ende eines Themas Kontrollfragen. Auch Letz-
tere arbeitet man mit Gewinn durch, denn sie prüfen nicht einfach punktuelles Wissen nach An von 
Auswahlfragen. sondern der Stoff wird noch vertieft. was sich in den 64 Seiten ausführlicher Ant-
worten im Anhang niederschlägt. 
Die Praxisorientheil des Autors zeigt sich in vielen konkreten Beispielen, die durch Verweise auf 
die Literatur und DIN-Vorschri ften ergiinzt werden. Der Text ist auch optisch sehr gut gegliedert. 
Die sparsamen Hervorhebungen (wie Fettdruck für e1~5tmalig verwendete Begriffe) erleichtern dem 
Leser die Konzentration auf das Wesentliche. Hieran anschließend ergibt sich allerdings ein Kritik-
punkt, dass die Sparsamkeit in einem Punkt übertrieben wurde: Sprachliche Konstanten. die in den 
Lehrtext eingestreut sind, aber nicht auf der Textebene des Y.,!hrbuchs liegen, sind nicht grafisch 
gekennzeichnet. Beispiel: „Das Verwcispaar sce - X ist ein Aq11il'a/enzvenveis und entspricht ge-
nau unserem Verweispaar siehe - enthält." (S. 193) Hier hätte man, wie etwa in der Linguistik 
üblich, die sprachlichen Konstanten see - X und siehe - e111hii/1 besser kursiv hervorgehoben. 
Der Autor hat sich sehr viel Mlihe gegeben, den Lehrstoff so zu gliedern. dass alles Neue nur auf 
schon vorher Erläutenes zurückgreift. Das ist bekanntlich sehr schwierig, da ein beliebiger fachli-
cher Inhalt selten inhaltlich streng hierarchisch gliederbar ist und strukturell eher ein vielfach ver-
knüpftes Netz von Sachverhalten darstellt. So is1 auch in diesem Buch hin und wieder ein Ge-
brauch von Begriffen oder Symbolen festzustellen. die eigentlich erst später erklän werden. In den 
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von mir festgestellten Fällen verweist der Autor aber dann auf das entsprechende Thema hin. Ist 
man sich als Leser nicht sicher, wird einem das sehr umfangreiche und sorgfältig erstellte Sachregister 
im Nonnalfall weiterhelfen. 
Zu loben ist auch die sprachliche Sorgfalt des Autors bei der Terminologie. In der Regel findet man 
heute leider einfach die internationalen (meist englischsprachigen) Fachtennini unkritisch in den 
deutschen Text eingestreut. lm vorliegenden Lehrwerk hat sich der Autor meist erfolgreich um 
griffige deutsche Entsprechungen bemüht, wobei die internationalen Termini natürlich angemerkt 
werden. Hier könnte man noch kleine Verbesserungen vorschlagen (Retrieval ist im Deutschen eher 
„Wiedergewinnung" als „Zurückgewinnung", und das „Beziehungsdisplay" darf sicher auch „Bc-
ziehungsdiagra111111" genannt werden), vermag aber sonst seinen muuersprachlichcn Wortschatz um 
einige reizvolle Neuerungen wie „Schmökern" für „browsing" zu erweitern. Für File könnte man 
auch Reihe verwenden, wozu die „Reihenfolge" der Elemente auch syntagmatisch gut passen wür-
de. Der Begriff Tei/synonyme (eigentlich Hyponyme, Hyperonyme, Kohyponyme usw.) ist linguis-
tisch etwas problematisch, für das vorliegende Fach aber wohl ohne weitere Spezifizierung besser 
verwendbar. Ferner kenne ich Terminologie als „Menge der Fachausdrucke", Nomenklatur als 
,,Fachwortschatz" und beides als Ergebnis der Anwendung einer fachspezifischen Semamik als 
„Bedeutungslehre". aber nicht als identisch mit ihr. 
Diese wenigen vielleicht noch diskussionswürdigen Einzelheiten spielen für den Gesamteindruck, 
den das Lehrwerk macht, keine Rolle. Es ist in fast jeder Hinsicht vorbildlich und, gemäß dem 
Hinweis des Autors im Vorwort, den Dokumentaren nicht nur der Medizin, sondern aller Sachge-
biete wärmstens Zll empfehlen. 
RUDOLF FISCHER 
BLEICH, S. (HRSG.), Kl.ATI, A., MOELLER, J„ RJECHMANN, M„ WtTIE, K., DEGNER, 0. 
Ökologisches Stoffgebiet - Compactlehrbuch zum GK 3 
Scbanauer Verlag Stuugan 2000, 346 S„ ISBN 3-7945-2035-1 
Das Ökologische Stoffgebiet besteht aus einer Sammlung verschiedener Fächer: Arbeitsmedizin, 
Hygiene, Sozialmedizin, Medizinische Statistik und lnfonnatik sowie der Rechtsmedizin. Es wird 
i.!11 zweiten klinischen Abschniu im Medizinstudium gelehn und gehön zum 2. Abschnict der 
Anllichen Prüfung. Somit sind zur Vorbereitung der Prüfungen einige Lehrbücher auf dem Markt. 
Das hier vorzustellende Buch ist eines der neuesten auf diesem Gebiet. Re levant für unser Fachge-
biet sind die Fächer Medizinische Statistik und Informatik sowie Sozialmedizin, in dem Grundlagen 
der Epidemiologie gelehrt werden. Ich habe mich bei der Betrachtung des Buches auf diese Kapitel 
beschränkt. Dabei versuche ich im wesentlichen die Perspektive eines Dozenten, der das Buch als 
Grundlage seines Unterrichts nutzen möchte, einwnehmcn. 
Die Autoren der verschiedenen Kapitel halten sich ziemlich streng an den Gcgenstandskata log 
(GK) . Die Vollständigkei t des Prüfungsstoffes mit den einzelnen Themenbereichen aus dem GK ist 
somit geg~ben. Der engere Bereich der Epidemiologie im Fach Sozialmedizin umfasst 10 Seiten 
unter der Uberschrift „Aufgaben, Begriffe, Methoden". Darunter gibt es allgemeine Beschreibungen 
der Aufgabe der Epidemiologie, Risikomaße, Studientypen und eine Diskussion von Störfaktoren. 
Wichtig ist auch der Abschnirt über epidemiologische Beweisführung. Der Abschniu Statistische 
Maßzahlen" beschreibt den Mittelwert, Median und die Standardabweichung. Der Zweck dieses 
Abschniues ist unklar. Im GK steht dies unter dem Punkt „Beschreibung, Darstellung und Zusam-
menfassung epidemiologischer Daten". 
Das Fach Medizinische Statistik umfasst 41 Seiten. Ein wichtiger Bereich ist der Abschniu „Prin-
zipien der therapeutischen Prüfung", in dem die gesetzlichen Grundlagen und Studientypen be-
schrieben werden. Es fehlt mir in diesem Abschniu ilbcr Versuchsplanung eine Beschreibung des 
Ziels, den Einfluss von Störgrößen zu eliminieren (sprich Struktur-, Behandlungs- und Beobach-
tungsgle ichheit). Der Bereich „Unterstützung von Diagnostik und Prognostik" is t meiner Meinung 
nach ebenfalls unzureichend umgesetzt worden. Im GK werden u. a. Verfahren zur Analyse von 
Prognosen von K.rankheilSvcrläufen und u. a. Diskriminanzanalyse und Logistische Regression ge-
fordcn. Im Buch linden sich hier Aussagen zur statistischen und klinischen Signifikanz und Nor-
malverteilung. Die restlichen Kapitel befassen sich (wie im GK gefordert) mit Grundlagen der 
medizinischen lnfonnatik", „Medizinische Dokumentation'·, ,,Anwendungssysteme in der Medii.in·· 
(KIS) und dem ,,Datenschutz". „ 
Durch die Vielzahl der Fächer im Okologischen Stoffgebiet und dem hier sehr umfangreichen Ge-
genstandskatalog bleibt dann allerdings für jedes einzelne Themengebiet oder jeden einzelnen Sach-
verhalt nur sehr wenig Raum. Dies geht zu Lasten der Tiefe der Wissensvermirtlung. Dies ist den 
Autoren prinzipiell nicht anzulasten. Aber im Vorwon wird festgehal ten, dass die Autoren getreu 
dem Motto „Nichts ist iirgerlicher als irrelevanter Lehr- und Lesestoff" gehandelt haben. Das heißt 
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für mich. dass die Kürze vieler Sachverhaltsbeschreibungen gewollt ist und als didaktisches Mirtel 
eingesetzt wird. Viele Bcgriffiichkeiten werden so knapp angerissen, das man sie für eine Prüfung 
auswendig lernen kann, verstehen kann man sie dadurch aber eher nicbt. 
Die Autoren des vorliegenden Buches greifen zu einem weiteren didaktischen Mittel: Begriffe, die 
in alten Examina vorgekommen sind, werden mit einem roten Kreuz direkt neben dem Begriff 
kenntlich gemacht. Flir eine Prüfungsvorbereitung, bei der man gezielt alte Examensfragen etwa auf 
Ka.rteikarten übertr'.igt und auswendig lernt, mag das ein gutes Hilfsmittel sein. Auch kann es bei 
einer Unterrichtsvorbereitung hilfreich sein, indem man so schnell prüfen kann, ob im Unterricht 
die wesentlichen Begriffe vorkommen und erläutert werden. Für das inhaltliche Verstehen der ein-
zelnen Abschnitte stört mich dies aber eher. 
Ein paar Kleinigkeiten sind mir beim Lesen aufgefallen. Im Kapitel über „Good Clinical Practice" 
wird auf „die GCP-Richtlinien. die in der EG seit dem 1. Juli 1991 gültig sind" hingewiesen. Die 
sehr viel weitergehenden ICH-Regeln werden nicht erwähnt. Ein neues Buch aus dem Jahr 2000 
sollte auf solch wichtige Anstrengungen im Bereich klinischer Prüfungen e!ragehen. Auch werden 
einige Begriffe nicht gerade glücklich eingeführt. So werden z.B. unter der Uberschrift „2.4.1 Fall-
kontrollstudie" die Begriffe Zielgröße und Einflussgröße erläutert. Hfor hätte ich sie nicht erwartet. 
Da auch beide Begriffe nicht im Sachverzeichnis erscheinen, ist eine gezielte Suche nach solchen 
Begrifflichkeiten in dem Buch eher schwierig. Den Titel des Abschnittes ,.Medizinische Statistik 
und lnfom1atik" verkürzen die Autoren um den Infonnatikteil. Sie behalten aber alle lnfom1atik-
und Dokumentationsaspekte aus dem Gegenstandskatalog bei. Da der Titel „Medizinische Statistik" 
schon im Gegenstandskatalog eher irreführend ist (Inhalt eher Versuchsplanung, Med. Dokumenta-
tion, Med. Informatik) macht die Verkürzung hier keinen Sinn. 
Zusammenfassend kann ich das Buch Studenten zur direkten Prüfungsvorbereitung empfehlen. 
Auch Dozenten des Faches kann man das Buch an die Hand geben zyr Unterrichtsvorberei tung, da 
ein Maximalumfang des zu lehrenden Stoffes angegeben wird. Als Ubersicht oder Gru ndlage zur 
Einarbeitung in eines der Fachgebiete finde ich das Buch aber eher nicht besonders geeignet, da es 
durch den Stoffumfang viele Bereiche nur ameißen und nicht in die Tiefe gehen kann und auch 
erläu ternd~ Beispiele oft feh len. Diese Kritik wi.rd wohl auch auf die meisten anderen Lehrbücher 
über das Okologische Stoffgebiet passen und kann dem hier beschriebenen Buch nicht direkt ange-
lastet werden. Studenten, die sich im Zusammenhang mit ihrer Dissertation mit einem der Themen 
beschäftigen (müssen) oder sonstigen interessierten Kollegen würde ich dann eher von solchen 
Kompaktlehrbüchern abraten und einführende Lehrbücher in die entsprechenden Fächer empfehlen 
wie z. B.: Guggenmoos-1-lolzmann, Wemecke: Medizinische Statistik; Kreienbrock, Schach: Epide-
miologische Methoden; Leiner, Gaus, Haux, Knaup-Gregori: Medizinische Dokumentation. 
RAINER MUCHE 
Abteilung Biometrie und Medizinische Dokumentation 
Universität Ulm 
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1 Brief des Präsidenten 1 
Prof. Dr. Rüdiger Klar 
Liebe Kolleginnen und Kollegen, 
ergänZend zum GMDS Jahresbericht 2001, den Sie etwa zeitgleich in separater Post erhalten 
und der wieder eine Fülle von Informationen enthält, möchte ich nur noch auf folgende 
GMDS relevante Aktivitäten und Ereignisse hinweisen: 
An erster Stelle ist noclunals das wichtigste Event der GMDS zu erwähnen: unsere 46. 
Jahrestagung 2001 findet vom 16.-20.09.01 in Köln statt, kombiniert mit dem 2. Kölner 
Leitlinien-Workshop und dem 3. Symposium Evidenzbasierte Medizin. Alle näheren lnfos 
dazu sind unter www.gmds2001 .de zu finden. Bitte melden Sie sich an und kommen Sie auch 
am 17.09.01um17:15 in den Hörsaal C zur GMDS Mügliederversammlung. Die 47. GMDS 
Jahrestagung 2002 wird vom 09. - 13.09.02 in Berlin stattfinden. Bitte halten Sie sich den 
Termin frei. 
Die 6. GMDS Fachtagung der AG KIS- Informationssysteme im Gesundheitswesen - fand 
vom 29.-30.03.01 in Dortmund mit dem Rahmenthema "Praxis der Informationsverarbeitung 
in Krankenhaus und Versorgungsnetzen" statt. Die Tagung war mit über 350 Teilnehmern 
wieder inhaltlich und finanziell für die GMDS und dem mitveranstaltenden BVMI sehr 
erfolgreich. Auch die 5 ergänzenden Praxisseminare haben sich gut bewährt. Herrn Prof. Haas 
und Herrn Schiprowski sei dafür als lokale Organisatoren und Herrn Prof. Kuhn als Leiter der 
AG Informationssysteme im Gesundheitswesen (KIS) bestens gedankt. 
Aus dem Fachbereich Medizinische Informatik möchte ich hervorheben, dass sich die 
Kooperation mit der Gesellschaft für Informatik weiter sehr gut entwickelt und die 
Arbeits- und Projektgruppen mit vielfiiltigen Sitzungen und Einzelaktivitäten wieder mit 
schönen Erfolgen gewirkt haben. Näheres dazu und generell zu den Leistungen der 
Fachbereiche und der Sektion ist im Jahresbericht 2001 zu finden. 
Aus dem Fachbereich Medizinische Biometrie ist besonders auf das Aufblühen der 
Aktivitäten zur Bioinformatik hinzuweisen. Zusammen mit der Biometrischen Gesellschaft 
in Homburg und auf der Reisensburg, sowie in München mit der Gesellschaft für 
Klassifikation wurden im ersten Halbjahr 2001 von der neu gegründeten GMDS 
Projektgruppe "Bioinformatik", Leitung Herr Prof. H. Schäfer, Marburg, hochwertige und gut 
akzeptierte Tagungsabschnitte gestaltet. Auch in vielen anderen AGs dieses Fachbereiches 
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sind bemerkenswert viele Sitzungen meist in Verbindung mit anderen Fachgesellschaften 
gestaltet worden und haben für die GMDS eine sehr gute Außenwirkung erzielt. 
Aus dem Fachbereich Epidemiologie ist zu berichten, dass sich die Zusammenarbeit in der 
Deutschen Arbeitsgemeinschaft für Epidemiologie (DAE), die GMDS ist eine der drei 
Mitgliedsgesellschaften dieser Dachorganisation, weiter verbessert hat; das hat inhaltlich 
schon die DAE Herbsttagung in Hamburg gezeigt und ist jetzt formal mit einer verbesserten 
Satzung der DAE auch fester gesichert. 
Die Sektion Medizinische Dokumentation in der OMDS wächst erfreulich gut und befasst 
sich z. Zt. in Kooperation mit dem DVMD mit Maßnahmen zur Sicherung der 
Ausbildungsqualität der Medizinischen Dokumentare. Es sollen auch für die duale 
Ausbildung verwandter Fachberufe Rahmenlehrpläne und Empfehlungen entwickelt werden. 
Ein aktuell wichtiges Papier zum Einsatz von Medizinischen Dokumentaren im DRG Umfeld 
ist in Arbeit und das Praxisseminar zu diesem Thema im Rahmen der KIS-Tagung im März in 
Dortmund war ein voller Erfolg. 
Ebenfalls im Zusammenhang mit der DRG Einführung in das deutsche Krankenhauswesen 
aber auch generell bedeutsam für die ganze Medizin ist das "Memorandum zum Aufbau 
und Betrieb eines deutschen Zentrums für medizinische Klassifikation", das unter 
wesentlicher Beteiligung der GMDS vom Kuratorium für Fragen der Klassifikation im 
Gesundheitswesen in Kürze fertiggestelll wird. 
Ich würde mich freuen, möglichst viele von Ihnen auf der GMDS Jahrestagung im September 
in Köln wiederzusehen und 
grüße Sie bestens 
Rüdiger Klar Freiburg, 29.06.01 
1 Geburtstage J 
Im zweiten und dritten Quartal des Jahres 2001 gratulieren wir folgenden Mitgliedern ganz 
herzlich zum Geburtstag: 
Herm Dr. Fritz Bauspiess 
Herrn Prof. Dr. Hanns Klinger 
Herm Prof. Dr. Friedrich-Wilhelm Kolkmann 
Herrn Prof. Dr. Siegfried Schach 
Herrn Prof. Dr. Albert J. Porth 
Herm Dipl.-Ing. Detlef Werner 
Herrn Dr. Günter Steyer 
Herrn Prof. Dr. Günther Gell 
80 Jahre 
75 Jahre 
65 Jahre 
65 Jahre 
60 Jahre 
60 Jahre 
60 Jahre 
60 Jahre 
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Herr Prof. Dr. J. Michaells, von 1989 bis 1995 Präsidiumsmitglied der GMDS und von 91 -
93 Präsident, ist bei harter Konkurrenz für 6 Jahre zum Präsidenten der Universität Mainz 
gewählt worden. Wir freuen uns mit ihm über diesen großartigen Erfolg, der auch eine 
wissenschaftspolitische Stärkung für unsere Fächer bedeutet. Wir bedauern aber auch, dass 
sieb Herr Michaelis nun aus seinen GMDS Funktionen (Vorsitzender der 
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Präsidiumskommission Anneimittelgesetz; Mitglied im Fachausschuss Epidemiologie) 
zurück.ziehen wird und das Amt als Direktor seines Instituts in Mainz vorzeitig an einen 
Nachfolger weiterreichen wird, um sich mit voller Kraft der Präsidentschaft zu widmen. 
Herr Prof. Dr. Relnhold Haux, vielfacher lMIA und GMDS Funktionsträger, ist zum 
Vorsitzenden des Gründungskonzils der Privaten Universitlt für Medizinische Informatik 
und Technik Tirol in Innsbruck gewählt worden. Wir gratulieren ihm zu dieser einmalig 
wichtigen Funktion und WÜnSchen ihm besten Erfolg für diese große Aufbauarbeit. 
Herr Dr. Rolf Engelbrecht, in diversen leitenden Funktionen der GMDS aktiv und 
derzeitiger Präsident der European Federation of Medical lnfonnatics, ist wegen seiner 
Verdienste für die rumänische Medizinische Infonnatik zum Ehrenmitglied der Akademie 
der Medizinischen Wissenschaften in Rumänien ernannt worden. 
Wir gratulieren Herrn PD Dr. Thomas Bilrkle, GMDS Repräsentant für Nursing lnfonnatics 
in der EFMI und IM1A, zu seiner Habilitation in Medizinischer Informatik und wünschen 
ihm an seiner neuen Arbeitsstelle am Institut für Medizinische Informatik und Biomathematik 
der Uni Milnster viel Erfolg. 
Herrn PD Dr. S. Kropf, Schriftführer der GMDS AG Therapeutische Forschung, gratulieren 
wir zu seiner Habilitation in Magdeburg und wünschen ihm am Koordinierungszentrum für 
Klinische Studien in Leipzig weiter so erfolgreiches Arbeiten. 
Herr Dr. Bernd Blobel, Leiter der GMDS AG Standards zur Kommunikation und 
Interoperabilität sowie Repräsentant der GMDS in der IMIA WG4 - Data Protection, hat sich 
in der Informatikfakultät der Universität Magdeburg habilitiert. Wir gratulieren und wün-
schen ihm eine erfolgreiche Laufbahn. 
Herrn PD Dr. Jürgen Stausberg, ehemaliger Schriftführer im GMDS Präsidium, gratulieren 
wir zu seiner Habilitation in Essen und wünschen ihm für die weitere Laufbahn alles Gute. 
Herrn PD Dr. U. Mansmann haben wir zu seiner Habilitation in Berlin im letzten Jahr noch 
nicht gratuliert. Wir holen das gerne nach und wünschen ihm an seiner neuen Arbeitsstelle bei 
Herrn Pro( Victor in Heidelberg, aber besonders auch in der Leitung der GMDS AG 
Methoden der Prognose- und Entscheidungsfindung, weiterhin so hervorragende Leistungen. 
Gratulation zum 65. Geburtstag von Herrn Prof. Dr. med. W. van Eimeren 
Lieber Herr van Eimeren, 
hoch geschätzter Herr Expräsident, 
im Namen der GMDS aber auch ganz persönlich gratuliere ich Ihnen herzlich zu Ihrem 65. 
Geburtstag und wünsche Ihnen vor allem gute Gesundheit und frohes Schaffen an 
erfolgreichen Werken und neuen Zielen im wohlverdienten Ruhestand. 
Noch vor 10 Jahren hatten Sie als GMDS Präsident die Geschicke unserer Fachgesellschaft in 
der Hand und wesentliche Verbesserungen inhaltlicher und formaler Art eingeleitet. Wir 
profitieren heute noch davon, und das GMDS Präsidium, gratuliert Ihnen explizit in toto zum 
Geburtstag. Wir bedauern sehr, dass Sie sich ganz zurückziehen aus dem Tagesgeschäft (da 
beneide ich Sie aber auch) und aus der GMDS. Wir haben aber auch Verständnis dafür, 
konsequent einen neuen Lebensabschnitt am Gardasee zu beginnen und wünschen Ihnen viel 
Glück und Freude dabei. · 
Mit herzlichen Grüßen und 
ad multos annos 
Ihr Rüdiger Klar, 
Präsident der GMDS 
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Nachruf auf Dr. Werner Schuster 
Mit großer Erschütterung habe ich vom Tod von Dr. Werner Schuster erfahren, dem ich seit 
fast 30 Jahren freundschaftlich und fachlich verbunden war und der das einzige Mitglied der 
GMDS im Deutschen Bundestag war. 
Für die GMDS hatte Werner Schuster in den Aufbauzeiten unserer Gesellschaft 
hervorragende Arbeit geleistet. Er hatte die Anflinge einer systematischen Datenverarbeitung 
in den siebziger Jahren in der ambulanten und stationären Medizin in Deutschland im 
Rahmen der DV Förderprogramme für das Gesundheitswesen entscheidend geprägt und hat 
später in einem kommunalen RZ in Giessen bundesweit vorbildliche Systeme zur 
Medizinischen Datenverarbeitung entwickelt und betreut. Seine brillanten und pointierten 
Diskussionsbeiträge in den GMDS Veranstaltungen werden unvergesslich bleiben. Er war 
beriihmt für seine harte, aber immer sachliche Kritik, für sein soziales Engagement, für seinen 
Einsatz im Interesse des Patienten, auch gegen die ärztliche Standespolitik. Auch als Werner 
Schuster sich schon in seiner Abgeordnetentätigkeit im Bundestag primär der Afrikapolitik 
zugewandt hatte.und dort nachhaltige Erfolge mit größtem persönlichen Einsatz erzielte, war 
er immer noch für'aie Interessen der GMDS ansprechbar und hilfreich. Ich erinnere mich gern 
an sein Geschick, mir bei einer Beratung im Gesundheitsausschuss des Bundestages die Bälle 
zugespielt zu haben, um die Diskussion des Diagnosenschlüssels ICD zu versachlichen. 
Werner Schuster hat leider nicht alle seine Ziele erreichen können und er ist viel zu früh 
gestorben, aber wir werden ihm dank seiner herausragenden Persönlichkeit und seiner großen 
Leistungen für die GMDS immer ein ehrendes Andenken bewahren. 
Rüdiger Klar, 
Präsident der GMDS 
Forschungsförderung, Regulierung und Kooperation auf Europiischer Ebene 
R. Klar 
Europa wächst zusammen und wir Medizininformatiker, Biometriker und Epidemiologen tun 
uns etwas schwer damit. So gern wir die europäische Kooperation der Wissenschaft in 
Einzelprojekten suchen und praktizieren, so sehr beklagen wir die gewaltige Bürokratie dabei 
und die aus unserer Sicht oft bedrohliche Fehlsteuerung. Wir dürfen aber nicht nur jammern, 
sondern müssen versuchen, Durchblick zu bekommen und Einfluss zu nehmen. Ich möchte 
dazu auf vier Entwicklungen hinweisen: 
1) Das 6. Forschungsrahmenprogramm (2002 - 2006) der EU Kommission 
Die EU-Kommission hat am 21.02.01 ihren Vorschlag für das neue Forschungsrahmen-
programm mit einem Gesamtvolumen von über 17,5 MiUiarden Eur~ dem Ministerrat und 
dem Europäischen Parlament vorgelegt. Der EU Forschungskommissar Busquin will mit 
diesem gegenüber den vorangehenden Rahmenprogrammen völlig neu strukturierten Ansatz 
politisch stärker auf eine Integration der europäischen Forschungslandscha.ften hinwirken. 
Wie sich die Umstrukturierung auswirken wird und welche Konsequenzen die erheblichen 
Personalreduktionen in der Brilssler Forschungsbehörde haben werden, bleibt vorerst unklar. 
Von den acht thematischen Prioritäten mit insgesamt 12,77 Milliarden Euro sind besonders 
folgende für unsere Fächer interessant: 
• Genomik und Biotechnologie im Dienste der Medizin (2 Milliarden Euro) 
• Technologien für die Informationsgesellschaften (3,6 Milliarden Euro) 
• Lebensmittelsicherheit und Gesundheitsrisiken (600 Millionen Euro) 
Nähere Informationen hierzu und generell zur europäischen Forschungsfürderung sind bei der 
Koordinierungsstelle EG der Wissenschaftsorganisationen zu finden unter: www.kowi.de 
Auf einer Tagung der EU-Referenten von Wissenschafts- und Forschungsstellen am 7. und 
8.06.01 in Freiburg habe ich den Eindruck gewonnen, dass die Bedeutung der EU-
ForschungsfOrderung auch für unsere Fächer etwas wächst, aber das Antrags- und 
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Verwaltungsverfahren nochma.ls erheblich umständlicher wird, allein z.B. durch die neue 
Antibetrugskontrolle. Der Trend zu wachsenden Antragszahlen (im 4. Rahmenplan über 
60.000 Anträge) ist gebrochen, nur große Verbundvorhaben, integrierte Projekte und 
Exzellenznetze haben gute Chancen; der Durchschnittsantrag in 2001 fordert 2,4 Mio. Euro, 
jeder 4. Antrag aber schon 7 - 9 Mio. Euro. 
2. European Science Foundatlon (ESF) 
Di.e ESF ist eine Dachorganisation nationaler Forschungsförderungsstellen, wozu z.B. auch 
die DFG gehört, und bat u.a. als Untergliederung ein European Medical Research Council 
(EMRC), das soeben eine Ausschreibung zur finanziellen Förderung der 
Protokollentwicklung lllnderilbergreifender klinischer Studien publiziert hat: 
http://www.esf.org/medical/me/ect.htm. Hier ist auch das neue 'ESF Policy Statement für 
Controlled Clinical Trials zu finden, das unter wesentlicher Beteiligung unseres 
Expräsidenten Herrn Prof. Victor u.a. explizit Studien zu Orphan Drugs anspricht, die also 
ohne Sponsor aus der Pharmaindustrie bisher kaum untersucht wurden und nun eine EU 
Forschungsförderung erhalten sollen. Die ESF selbst hat kaum Geld sondern unterstützt nur 
das multinationale Einwerben von Mitteln. In weiteren, leider auch umständlichen Vorhaben 
bemüht sich das EMRC unter Leitung von Prof. Schorg, Münster, auf das 6. EU 
Rahmenprogramm zugunsten einer systematischen medizinischen Forschung Einfluss zu 
nehmen. 
3. Good Clinical Practice der EU 
Im letzten Jahr hatte die GMDS eine Stellungnahme zum Entwurf einer neuen EU-Richtlinie 
bei der klinischen Arzneimittelprüfung beschlossen und verbreitet (siehe online Dokumente 
bei www.gmds.de). Diese nur mit großem Aufwand einzuhaltende ICH-GCP Richtlinie ist 
nun am 01.04.2001 beschlossen und soll ab 01.05.04 auch in Deutschland wirksam werden. 
Unsere Bedenken sind nur teilweise ausgeräumt, und eine der Konsequenzen wird wohl sein, 
dass neben kleineren Pharmafirmen auch die finnenunabhängige klinische Forschung z.B. der 
Universitäten sich solche Arzneimittelprüfungen kaum mehr leisten können. 
4. Zusammenarbeit mit der Schweizerischen Gesellschaft für Medizinische Informatik 
(SGMI) 
Die SGMI ist mit ca. 350 Mitgliedern die einzige Vereinigung für Medizinische Informatik in 
der Schweiz. Sie hat sowohl wissenschaftlichen als auch berufsständischen Charakter, und die 
Mitglieder sind hauptsächlich Ärzte aber auch viel Pflegekräfte. Nähere Informationen sind 
unter www.sgmi-ssmi.ch zu finden. 
Die derzeitige Vorsitzende der SGMI, Frau Dr. Judith Wagner ist seit langem auch GMDS 
Mitglied, und da ich als Mitglied der SGMI und Präsident der GMDS in Freiburg nahe der 
Schweizer Grenze arbeite, war es naheliegend, mit den Schweizer Kolleginnen und Kollegen 
in Hinblick auf ein zusammenwachsendes Europa Kontakt aufzunehmen. Nach verschiedenen 
Vorgesprächen und Briefen haben wir auf der Mitgliederversammlung der SGMI am 28.04.01 
in Basel zwischen GMDS und SGMI folgende Vereinbarung getroffen: 
1. Die Teilnahmegebühr für Veranstaltungen der GMDS oder der SGMI wird auf das 
Niveau gesenkt, als wäre der Teilnehmer Mitglied der anderen Gesellschaft. Diese 
Regelung wird zunächst auf 4 Jahre befristet und wenn sie sich bewährt hat, ggf. ergänzt 
um einen reduzierten Mitgliedsbeitrag bei Doppelmitgliedschaft. 
2. SGMI und GMDS informieren sich gegenseitig Uber wichtige Ereignisse und 
Entwicklungen per GMDS Jahresbericht und Mitgliederinformationen bzw. SGMI 
Bulletin sowie Links auf die gegenseitige Homepage. 
3. Bei Veranstaltungen einer der beiden Gesellschaften soll angestrebt werden, eine Session 
thematisch gemeinsam zu gestalten. 
4. Bei GMDS- oder SGM1 Resolutionen, Empfehlungen oder Stellungnahmen mit 
grenzUberschreitender Thematik wird eine gegenseitige Abstimmung angestrebt, z.B. zu 
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deutschsprachigen medizinischerl Klassifikationen, zum europäischen Computerführerschein, 
zur Telemedizin etc. 
Insgesamt ist bei der SGMJ ein deutliches Interesse an verbesserter bilateraler Kooperation 
mit der GMDS zu spüren. zumal auch die europäische Medizininfonnatikvereinigung EFMI 
manchmal etwas schwerflillig arbeitet 
1 Gründung des Arbeitskreises Gesundheitsöko~omi_e __ - 1 
Das lnitiierungs-Kolloquill}D am 12. Juni 2001 in Köln bot ein interessantes Programm: 
A. Gandjour: 
0. Mast: 
F.-U. Fricke: 
H. P. Dauben: 
U. Siebert: 
J. John: 
U. Konerding: 
Perspektiven der Gesundheitsökonomie 
Pharmakoökonomie: Ein Thema für die pharmazeutische Industrie 
Politikrelevanz der Gesundheitsökonomie 
Die Bedeutung gesundheitsökonomischer Aspekte beim Health 
Technology Assessment 
Die Rolle der Entscheidungsanalyse im Rahmen gesundheits-
ökonomischer Evaluationen 
Probleme der. Prozessdatennutzung für gesundheitsökonomische 
Evaluationsstudien 
Psychometrische Probleme in der Gesundheitsökonomie 
Es ist vorgesehen, die Beiträge in einem der nächsten Hefte von „Medizinische lnfonnatik, 
Biometrie und Epidemiologie in Medizin und Biologie" zu veröffentlichen. Die Teilnehmer-
zahl übertraf unsere Erwartungen. Das Interesse an der Gründung einer Arbeitsgemeinschaft 
in der GMDS war vorhanden. 
Das Präsidium hat auf seiner Sitzung am 19. Juni 2001 entschieden, einen Arbeitskreis 
Gesundheitsökonomie einzurichten. Die Form eines Arbeitskreises gegenüber einer Arbeits-
gruppe wurde aus satzungstechnischen Gründen sowie aus der Überlegung, dass dadurch 
Kontakte zu anderen Fachgesellschaften vereinfacht werden können, gewählt. 
Das Thema Gesundheitsökonomie wird auch bereits auf der nächsten GMDS-Tagung in Köln 
in einer Sektion am Mittwoch, dem 19.09.2001, behandelt. Am Abend desselben Tages soll 
voraussichtlich um 18.00 Uhr eine erste Sitzung des Arbeitskreises stattfinden, bei der die nun 
notwendigen Wahlen abgehalten und die weiteren Arbeitsschwerpunkte abgestimmt werden 
sollen. Die genaue Uhrzeit wird noch im Internet und Uber den E-mail-Verteiler des 
Arbeitskreises bekannt gegeben. 
Interessenten, die Aufuahme in den Verteiler des Arbeitskreises wünschen, melden sich bitte 
bis zu den Wahlen bei 
Dr. Uwe Konerding 
Institut für Gesundheitsökonomie und Klinische Epidemiologie 
Gleueler Str. 176-178 III 
50935 Köln 
Tel.: 0049 (0)221I478-6431 
Fax. 0049 (0)221 I 478-6675 
E-Mail: Uwe.Konerding@medizin.uni-koeln.de. 
Walter Lehmacher 
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1 IMIA Yearbook 2001 J 
Mitg.lieder der GMDS haben die Möglichkeit, das IMIA Yearbook 2001 zum Selbstkosten-
preis zu bestellen. Hierzu hat die GMDS eine kostengünstige Sammelbestellung aufgegeben. 
Nach Überweisung von DM 28,-(incl. Porto u. Versand) auf das GMDS-Konto: 
Nr: 160 18 22, 
BLZ: 370 606 15 
bei der Apotheker und Ärztebank in Köln werden wir Ihnen das Buch übersenden. 
Bitte geben Sie unbedingt Namen und Mitgliedsnummer an. 
1 Bericht über das 1. Zwickauer Scheffelberg-Podium J 
Am 25. April 2001 fand auf dem Campus der Westsächsischen Hochschule Zwickau (FH) das 
1. Scheffelberg-Podium „Gesundheitsmanagement" mit dem Thema ,,Australische DRG und 
ihre Anwendung in Deutschland" statt. Über 340 Studenten, Lehrkräfte und Fachleute aus den 
Gesundheitseinrichtungen der in der Nähe Zwickaus liegenden Bundesländer Sachsen und 
Thüringen und darilber hinaus aus dem gesamten Bundesgebiet, darunter natürlich sehr viele 
Mitglieder der GMDS, des BVMI und des DVMD, waren der Einladung zu der Veranstal-
tung, die in bewährter und enger Kooperation zwischen der Westsächsischen Hochschule 
Zwickau (FH) -WHZ- und der Techniker Krankenkasse - TK - durchgeführt wurde, gefolgt. 
Als Referenten wirkten einige der wohl zur Zeit in Deutschland kompetentesten Spezialisten 
mit hochinteressanten Vorträgen mit. Die Vorträge wurden intensiv diskutiert und von den 
Teilnehmern nicht immer mit voller Zustimmung aufgenommen. 
Bisher wurde diese Thematik fast ausschließlich in von Beratungsunternehmen, Bildungsin-
stituten, Softwarefirmen, Fachgesellschaften und Zeitschriften sehr kostenaufwendig organi-
sierten Foren in deutschen Großstädten behandelt. Damit spielten vorrangig die Interessen der 
dort angesiedelten Kliniken der Maximalversorgung und/oder Universitätskliniken die Haupt-
rolle. Der in Zwickau praktizierte Versuch einer gemeinsamen Veranstaltung von Lehrein-
richtung und Krankenkasse mit breiter Einbeziehung sog. kleiner Krankenhäuser der Regio-
nen, die schließlich im deutschen Gesundheitswesen mehr als zwei Drittel der Krankenhaus-
betten betreiben, fand durchgängig ein positives Echo. 
Der Vorsitzende des Vorstandes der TK, Professor Dr. Norbert Klusen, wies in seinem Ein-
führungsreferat auf die unbedingte Notwendigkeit der Einführung neuer Vergütungsformen 
im Krankenhaus hin. Trotz in den letzten Jahren von den Selbstverwaltungsorganen durchge-
setzter umfangreichen Maßnahmen zur Erhöhung der Effektivität und Wirtschaftlichkeit der 
stationären Versorgung sind Kostensteigerungen immer noch nicht aufzuhalten, so dass der 
gesetzlich verankerte Grundsatz der Beitragssatzstabilität bei den Gesetzlichen Krankenkas-
sen unter den heutigen Bedingungen nicht mehr zu gewährleisten ist. 
Dr. Bernd Graubner und Dr. Albrecht Zaiß, beides Mitglieder des Kuratoriums für Fragen der 
Klassifikation beim Bundesministerium für Gesundheit, sowie Dr. Sebastian lrps, erläuterten 
sehr anschaulich die Grundlagen des australischen Vergütungssystems (sog. AR-DRGs), die 
Modalitäten und auch eine Reihe von lnternas der Übernahme dieses Systems für Deutsch-
land, deren Adaptationen auf hiesige Verhältnisse, mit besonderer Berücksichtigung und aus-
führlicher Darstellung der ab April 2001 vorliegenden „Allgemeinen Kodierrichtlinien". 
Stefan Wöhrmann, Stellv. Abteilungsleiter „Stationäre Einrichtungen" beim VdAK Siegburg 
- bei den Verhandlungen der Selbstverwaltungsorgane zu den DRGs in erster Reihe auf der 
Seite der Spitzenverbände sitzend - besprach vorrangig die ordnungspolitische Einbindung 
der neuen Entgeltsystem ins deutsche Gesundheitswesen ab dem Jahr 2003. Dabei waren für 
Insider schon Hinweise auf zukünftige Größenordnungen von Konstanten im deutschen 
Gesundheitswesen (u.a. Basisrate, Relativgewichte) zu erahnen (vom Referenten allerdings 
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als rein zufälliges Demonstrationsbeispiel deklariert !?). 
Natilrlich war das Interesse der Teilnehmer an diesem thematisch zusammengefassten Block 
besonders groß. Die heftigen Diskussionen zeigten deutlich ,,Pro und Kontra" zu einer Über-
nahme des australischen DRG-Vergütun~systems, dessen Gesundheitsversorgungssystem 
dem deutschen doch nicht so ähnlich erschemt. Es kam aber auch zum Ausdruck, dass einige 
Behandlungsabläufe in Australien sehr viel anders gestaltet - nicht nur der höhere Anteil 
ambulant erbrachter Leistungen durch das Krankenhaus - sind, trotzdem qualitätsgerecht 
erbracht werden und deshalb die Behandlungskosten insgesamt geringer ausfallen. 
,,Die seit Generationen in Deutschland unangetastete traditionelle Klinik- und Abteilungs-
struktur in Krankenhäusern entspricht ... ", so Dr. Sauermann, Chefarzt einer Neurologischen 
Klinik, in seinem dem praktischen Klinikbetrieb sehr angepassten Vortrag „ ... auch nicht 
mehr den Anforderungen an eine leistungsflihige moderne Medizin im 21 . Jahrhundert ..... und 
sollte im Zusammenhang mit der Einführung neuer leistungsorientierter Entgelte verändert 
werden". Schon eine einfache Analyse der sog. Diagnosen-Statistik (IA-Statistik) eines 
Krankenhauses der Regelversorgung mit dem Versuch der Einordnung der Behandlungsfälle 
in zukünftige DRGs bestätigt diese Meinung sehr eindrucksvoll. 
Seitens der Hochschule wurde durch einen gemeinsamen Vortrag einer Studentin und von 
Professor Dr. Ulrich Lochmann, dem auch die fachliche Leitung des Podiums oblag, dem 
Podium das Profil der Ausbildung im Lehrgebiet „Gesundheitsmanagement" vorgestellt und 
versichert, dass die Absolventen aus Zwickau sich den o.g. Aufgaben gewachsen fühlen und 
dem Einsatz in der Praxis sehr gern stellen wollen. Damit könnte die WHZ nach einer bisher 
vornehmlich „auto-orientierten" Ausstrahlung in Zukunft auch ein gefragter Ausbildungs-
1standort „Gesundheitsmanagement" werden. 
Zusammengefasst fand man schließlich einen gemeinsamen Konsens darin, dass die Einfüh-
rung der DRGs die Krankenhäuser und Krankenkassen mit erheblichen Ansprüchen konfron-
tiert, vor allem Management und medizinische Dokumentation sowie Behandlungsprozess-
optimierung und Informationstechnologien sind gefragt. 
Unbeantwortet bleibt natilrlich auch nach dieser insgesamt gelungenen Veranstaltung die 
Frage, ob das neue Entgeltsystem mit einer Differenzierung der abrechenbaren Leistungen 
nun tatsächlich Vorteile für die Beteiligten, hier muss allerdings nun auch der Patient einbezo-
gen werden, mit sich bringt und ob sich der hohe Implementierungsaufwand lohnt. Die Refe-
rate und Diskussionen konnten aber auch in keiner einzigen Äußerung irgend ein positives 
Zeichen der ab 1995 im deutschen Krankenhauswesen praktizierten Mischfinanzie.rungen 
(Fallpauschale, Sonderentgelte, tagesgleiche Pflegesätze) erkennen lassen, so dass eine Neu-
orientierung doch unumgänglich erscheint. 
Ulrich Lochmann (Zwickau) 
Albrecht Zaiß (Freiburg) 
Studium „Medizinische Informatik" an der Westsichsischen Hochschule Zwickau (FH) 
ab Wintersemester 2001 möglich 
Ab WS 200 l ist es möglich, im Rahmen des Studienganges Informatik an der 
Westsächsischen Hochschule Zwickau (FH) das Fach „Medizinische lnformatik" zu 
studieren. Für diese Ausbildung bestehen in Zwickau durch die Existenz bereits bestehender 
Studien- und Vertiefungsgänge Informatik, Biomedizintechnik, Pflegemanagement, 
Krankenhausbetriebstechnik und BWIJ Management im Gesundheitswesen sehr gute 
Voraussetzungen. 
Es werden Absolventen für das Gesundheitswesen (vor allem stationäre Einrichtungen, 
einschl. sog. administrativer Abteilungen, Praxisnetze und anderer integrierter 
Versorgungsstrukturen, Sozialleistungsträger, Gesundheitsverwaltungen) und für die 
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Softwareindustrie für eine vorwiegend anwendungsorientierte Computeranwendung 
bereitgestellt. ln der interdisziplinären MI-Ausbildung soll als Zwickauer Besonderheit neben 
den Säulen Informatik, Infoanationsmanagement, Medizinische Informatik, 
Wirtschaftswissenschaften und Biomedizintechnik, eine noch stärkere Einbindung 
medizinischer Fächer (z.B. Med. Terminologie, K.lin. Medizin, Medizin-Management) 
erfolgen. Damit wird auch den aktuellen gesundheitspolitischen Entwicklungen und deren 
Anforderungen an entsprechendes Fachpersonal Rechnung getragen. 
Studienablaufpläne für Grund- und Hauptstudium, Studieninhalte, Studien- und 
Prüfungspläne sowie Anfragen zur Bewerbung: 
http://www.fh-zwickau.de/-ru/MedlnUMedlnfO.htm 
Ansprechpartner zum MI-Studium: 
Westsächsische Hochschule Zwickau (FH) 
Dr.-Friedrichs-Ring 2a 
08056 Zwickau 
Prof. Dr. Ulrich Lochmann, 
FB Wirtschaftswissenschaften 
Management i. Gesundheitswesen 
Tel.: (+0049375) 536 3335, 
Fax: (+0049375) 536 3104 
Email: Ulrich.Lochmann@fh-zwickau.de 
http://www.fh-zwickau.de/wiwi/ul. html 
Prof. Dr. Rolf Urban, 
FB Physikalische Technik/ Informatik 
Tel.: (+0049375) 536 1528, 
Fax: (+o049375) 536 1202 
Email: Rolf.Urban@fh-zwickau.de 
http://www.fh-zwickau.de/- ru 
Prof. Dr. Peter Jacobi, 
FB Physikaliche Technik/ Informatik 
Tel.: (+0049375) 536 1518, 
Fax: (+0049375) 536 1503 
Email: Peter.Jacobi@fh-zwickau.de 
1 ---- -- Ausschreibung Rufeland-Preis 2002 ------- 1 
Für die beste Arbeit auf dem Gebiet der Präventivmedizin ist der Rufeland-Preis 2002 in 
Höhe von DM 40.000,- ausgesetzt worden. Der Preis kann auch zwei Arbeiten, die als 
gleichwertig anerkannt worden sind, je zur Hälfte zugesprochen werden. 
Zur Teilnahme berechtigt sind Ärzte(innen) und Zahnärzte(innen), die im Besitz einer 
deutschen Approbation sind, gegebenenfalls auch zusammen mit maximal zwei Ko-
Autoren(innen) mit abgeschlossenem wissenschaftlichen Studium. 
Die Arbeit muss ein Thema · 
der Gesundheitsvorsorge 
der Vorbeugung gegen Schäden oder Erkrankungen, die für die Gesundheit der 
Bevölkerung von Bedeutung sind, oder 
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der vorbeugenden Maßnahmen gegen das Auftreten bestimmter Krankheiten oder 
Schäden, die bei vielen Betroffenen die Lebenserwartung beeinträchtigen oder 
Berufsunflihigkeit zur Folge haben können. 
zum Inhalt haben und geeignet sein, die Präventivmedizin in Deuls-cbland zu fördern. 
Die Bedeutung der Arbeit für die Präventivmedizin muss besonders begründet werden. 
Die Darstellung muss in deutscher Sprache durch Schrift oder Video/Film in allgemein 
verständlicher Form erfolgen. Schriftlich eingereichte Arbeiten dürfen vom Umfang her 100 
Seiten nicht wesentlich überschreiten. 
Wissenschaftlichen Gepflogenheiten entsprechend soll jede Arbeit eine Zusammenfassung 
der wichtigsten Tatsachen sowie des Ergebnisses und ein Quellenverzeichnis enthalten. 
Die Arbeit muss auf eigenen ärztlichen Erkenntnissen. gegebenenfalls unter Einbeziehung der 
wissenschaftlichen Erkenntnisse von Ko-Autoren(innen) im Sinne der Teilnehmerberechti-
gung, beruhen, die von dem Preisrichterkollegium als wesentlich und wissenschaftlich ver-
tretbar angesehen werden. Die Zusammenfassung und Wiedergabe schon bekannter medizini-
scher Tatsachen erfüllt diese Voraussetzung nicht, es sei denn, dass sie in einem bestimmten 
neu erarbeiteten Zusammenhang gesetzt wurden und dadurch neue wissenschaftliche 
Erkenntnisse gewonnen werden. 
Eine (etwaige) Veröffentlichung der Arbeit darf zum Zeitpunkt ihrer Einreichung nicht länger 
als ein Jahr zurückliegen. 
Die Arbeit selbst ist mit einem vom Verfasser gewählten Kennwort zu versehen und darf den 
Namen des Verfassers nicht enthalten. Auch Orthinweise (Die ..... Studie) sind nicht statthaft. 
Auf einem besonderen Bogen sind anzugeben: Vor- u. Zuname, genaue Anschrift, 
Staatsangehörigkeit, Tag der deutschen Approbation, Alter, genaue berufliche Stellung und 
Tätigkeit des oder der Verfasser sowie das Kennwort der Arbeit. Die Arbeit ist in doppelter 
Ausfertigung einzureichen, wobei eine der beiden Ausfertigungen nicht gebunden sein sollte. 
Der Einsender einer Arbeit verpflichtet sich, für den Fall, dass eine Arbeit mit dem 
,,Hufeland-Preis" ausgezeichnet wird, ein Exemplar der Stiftung für ihr Archiv zu überlassen, 
ohne dass seine Urheberrechte dadurch beeinträchtigt werden. 
Die Arbeit ist bis zum 31. Mlrz 2002 an folgende Anschrift zu senden: 
,,Hufeland-Preis" 
Notarin Dr. Ingrid Doye 
Kattenbug 2 
50667 Köln 
1 Aus-, Fort- und Weiterbildung · 1 
Veranstaltung: 
Termine, Ort: 
Zielgruppe: 
Veranstaltungen des Zentrum Biometrie 2001 
SAS-Kurs für Anfänger 
16.08. - 18.08.01, in der Ruhr-Universität Bochum 
Mediziner, Statistiker, Medizinische Dokumentare und andere 
Personen. die einen allgemeinen Einstieg in die Programmierung der 
Base SAS Software benötigen. 
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Referent: Heinrich Stilnl, Marburg 
Teilnahmegebilhren: Mitglieder: 900,-DM, Studierende 150,-DM, Sonstige 1200,-DM 
Veranstaltung: 
Termin, Ort: 
Zielgruppe: 
Referentin: 
Tei lnahmegebilhren: 
Veranstaltung: 
Termin, Ort: 
Zielgruppe: 
Referent: 
Teilnahmegebühren: 
Veranstaltung: 
Termin, Ort: 
Zielgruppe: 
Referentin: 
Teilnahmegebilhren: 
Relationale Datenbanken (SQL) 
13.09. - 15.09.01, in der Ruhr-Universität Bochum 
Personen, die Kenntnisse über den Entwurf relationaler Datenbanken, 
den Aufbau von Tabellen sowie die Datenabfrage ilber SQL haben 
milssen 
Dipl.- Dok. Susanne Stolpe, Bochum 
Mitglieder: 900,-DM, Studierende 150,-DM, Sonstige 1200,-DM 
Migration SAS Version 6 auf Version 8 
16.02. - 17.02.01 in der Ruhr-Universität Bochum 
Alle, die mit der neuen Windows-basierten SAS-Version arbeiten 
werden/möchten. 
Guido Skipka, Bochum 
Mitglieder: 600,-DM, Studierende 100,-DM, Sonstige 700,-DM 
PL/SQL (Oracle) 
27 :09. - 28.09.01, in der Ruhr-Universität Bochum 
Personen, die mit dem relationalen Datenbank-System Oracle arbeiten 
und die bei der Programmierung von Triggern, Plausibilitätskontrollen 
und Prozeduren den größeren Leistungsumfang von PUSQL 
kennenlernen und anwenden möchten. 
Dipl.- Dok. Susanne Stolpe, Bochum 
Mitglieder: 600,-DM, Studierende 100,-DM, Sonstige 700,-DM 
Veranstaltung: Workshop: Guidelines zur Zulassung von Arzneimitteln* 
Termin, Ort: 26.10. - 27 .10.01, in dem Klinikum der Universität Göttingen 
Wissenschaft!. Leitung: Prof. Dr. E. Brunner, Göttingen, Prof. Dr. A. Munk, Siegen 
Teilnahmegebilhren: Mitglieder: 900,-DM, Studierende 150,-DM, Sonstige 1200,-DM 
Veranstaltung: 
Termin, Ort: 
Zielgruppe: 
Referent: 
Teilnahmegebühren: 
Veranstaltung: 
Termine, Ort: 
Zielgruppe: 
Referent: 
Tei lnahmegebUhren: 
Multiple Regression in SAS 
29.10. - 30.10.01, in der Ruhr-Universität Bochum 
Biometriker, Mediziner, Epidemiologen, Dokumentare, Statistiker 
Dr. Thomas Bregenzer, Berlin 
Mitglieder: 600,-DM, Studierende 100,-DM, Sonstige 700,-DM 
SAS-Kurs mr Fortgeschrittene 
08.11. - 10.11.01 in der Ruhr-Universität Bochum 
Alle, die die wesentlichen Techniken der effizienten DATA STEP 
Programmierung erlernen wollen, besonders Teilnehmer des Kurses 
"SAS für Anfänger" 
Heinrich Stünl, Marburg 
Mitglieder: 900,-DM, Studierende 150,-DM, Sonstige 1200,-DM 
(* in Kooperation mit der Abteilung Medizinische Statistik der Universität Göttingen) 
Auskunft: Walter Dieckmann 
Akademie für öffentliche Gesundheit 
44780 Bochum 
tel: 0234 3225162 fax 0234 3214325 
email: Walter.Dieckmann@ruhr-uni-bochum.de www.biometrie.net 
lnfonnatik, B1omelrie und Epidemiologie in Medizin und Biologie - Band 32 - Heft 112001 
12 
Veranstaltungen der Akademie Medizinische Informatik 2001/2002 
Achtung! Geänderter Kursbeginn! 
Kurs 1. Grundlagen der Informatik mit Praktiknm 
1.1. Algorithmen und Datenstrukturen 
1.2. Software und Programmierung 
1.3 . Aufbau und Funktionsweise 
1.4. Grundlagen von Datenbank-, lnformations- und wissensbas. Systemen 
1.5. Erfassung und Modellierung von Arbeitsabläufen 
1.6. Projektmanagement, talctisches Informationsmanagement 
1 . 7. Administration von Informationssystemen und ihren Komponenten 
1.8. Übersicht zur Medizinischen Informatik 
Kurs 2. Informationssysteme in medizinischen Einrichtungen 
2.1 . Grundlagen: Aufgaben, Einsatzbereiche, Technologie 
2.2. Systeme in der Arztpraxis 
2.3. Systeme im Krankenhaus 
2.4. Patienteninformierungssysteme 
2.5. Archivierungssysteme 
2.6. Verteilte und systemübergreifende Architektur und Kommunikation 
Kurs 3. Allgemeine, Arztpraxis- u. Krankenhaus-
Betriebswirtschaftslehre 
3.1. Grundlagen der Betriebswirtschaftslehre 
3.2. Aufbau des Gesundheitswesens 
3.3. Organisationsformen der Leistungserbringer und Kostenträger 
3.4. Integrierte Versorgung 
3.5. Kostenrechnung 
3.6. Betriebswirtschaftliche Betrachtung von Implementation, Betrieb und 
Organisation 
von Anwendungen der Informations- und Kommunikationstechnologie 
in der Medizin 
Kurs 4. Medizinische Dokumentation 
4.1 . Grundlagen 
4.2. Schlüsselsysteme in der Medizin 
4.3. Medizinische Register 
4.4. Planung und Konfiguration von Dokumentenarchivierungs-systemen 
4.5. Elektronische Patientenakte 
Kurs S. Wassensbasierte Systeme und CBT 
5.1. Grundlagen von wissensbasierten Systemen im Gesundheitswesen 
5.2. Grundlagen und Entwicklung von Systemen des Computer Based 
Trainings 
5.3. Evidence Based Medicine 
5.4. Modelle und Abläufe der computerbas. Entscheidungsunterstützung 
5.5. Bewertungsverfahren und rechtliche Aspekte 
5.6. Anwendungen von wissensbasierten Systemen und CBT 
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Heidelberg 
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Kurs 6. Qualitätssicherung und -management 
6.1. Rechtliche Vorschriften 
6.2. Methoden von Qualitätssicherung, Qualitätsmanagement 
6.3. Prozeß- und Systemanalysen 
6.4. ökonomische Betrachtungen und Strategien zur Systemplanung und -
einfü.hrung 
Kurs 7. Veränderungsmanagement und Technologiebewertung 
7.1. Change Management 
7.2. Organisatorische Aspekte der Systemeinführung 
7.3. Technologiebewertung 
7.4. Technikfolgenabschätzung 
Kurs 8. Datenschutz und Medizinrecht 
8.1. Rechtliche Vorschriften und Prinzipien des Datenschutzes 
8.2. Maßnahmen zur Gewährleistung des Datenschutzes 
8.3. Lösungen zu Anforderungen der Ärztlichen Schweigepflicht und der 
Patientenversorgung 
Kurs 9. Vergütungssysteme und Controlling 
9.1. Abrechnungsstrukturen 
9.2. Diagnose-, Therapie- und Abrechnungsverschlüsselung 
9.3. Vergütungs- und Abrechnungssysteme für das Krankenhaus 
9.4. Vergütungs- und Abrechnungssysteme für die Arztpraxis 
9.5. Controlling 
Kurs 10. Bild- und Biosignalverarbeitung, Robotik 
10.1. Grundlagen der Bild- und Biosignalverarbeitung 
10.2. Systeme in der Patientenversorgung 
10.3. Forschungsanwendungen 
10.4. Perspektiven des Einsatzes von Virtual Reality und Robotern 
Kurs 11. Medizinische Biometrie und Epidemiologie 
11.1 . Grundlagen der Biometrie 
11.2. Methoden der Epidemiologie 
11.3. Klinische Studien 
11 .4. Fallbasiertes Lernen anhand von Studienbeispielen 
Kurs 12. Telemedizin und Telematik im Gesundheitswesen 
12.1 . Spezielle organisatorische, rechtliche, ethische und technische 
Grundlagen 
12.2. Infonnations- und Kommunikationsinfrastruktur 
12.3. Anwendungen und Systeme aus Telemedizin und Telematik 
12.4. Internet und Medizin: Beispiele, Nutzung, Potentiale, Gefahren 
12.5. Zukünftige Anforderungen und Entwicklungen 
Der Preis für den Kurs beträgt für GMDS-Mitglieder DM 5.900,-. 
Für weitergehende Informationen wenden Sie sich bille an die: 
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18.1.2002 
Februar 2002 
Februar 2002 
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Akademie Medizinische Informatik 
Universität Heidelberg 
Abt. Medizinische Informatik 
beidelberg.de 
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Tel.: 06221 I 56-7398 
Fax: 06221 / ~4951 
E-mail: Petra_Skalecki@med.uni-
1m Neuenheimer Feld 400 
D-69120 Heidelberg 
www.akademie-mi.uni-hd.de 
••• 
Postgraduelle Ausbildung MEDIZINISCHE BIOMETRIE 
Die Medizinische Fakultät der Universität Heidelberg bietet, unter Federführung des Instituts 
für Medizinische Biometrie und Informatik, ein postgraduelles Ausbildungsprogramm in 
MEDIZ INISCHER BIOMETRIE an. Die Ausbildung kann flexibel in thematisch 
abgeschlossenen Blöcken mit individueller Kurswahl absolviert werden, so dass eine 
berufsbegleitende Weiterbildung möglich ist. 
Bei erfolgreichem Durchlaufen eines definierten Curriculums führt das Programm zu einem 
Universitätszertifikat mit Fachanerkennung der GMDS und IBS-DR. 
Die Kurse können auch einzeln besucht werden, ohne dass die Erlangung des Zertifikats 
angestrebt wird. 
1m Jahr 2001 werden noch die folgenden Kurse angeboten. Dabei werden die genannten 
Kursleiter durch weitere Dozenten unterstützt. 
GRUNDKURS MEDIZIN 
25.10. - 27. 10.2001 Rheumatologie und Immunologie 
Dr. C. Fiehn, Universität Heidelberg 
GRUNDKURS STATISTIK 
09.08. - 13.08.2001, 23.08. - 27.08.2001, 30.08. - 03.09.2001 
Prof. Dr. F .-T. Nürnberg, FH Mannheim 
WAHLKURSE 
27 .0.9 - 29.09.2001 Klinische Pharmakologie 
Prof. Dr. W. Haefeli, Universität Heidelberg 
11.10. - 13. l 0.200 l Evaluation medizinischer Diagnoseverfahren 
PD Dr. R Holle, GSF - Forschungszentrum für Umwelt und Gesundheit, 
Neuherberg 
08.11. - 10.11.2001 Bayes-Methoden in der Medizin 
Dr. K. lckstadt, Universität Dortmund 
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Weitere Kurse sind in Planung. Die Kurse sind stark anwendungsorientiert und die 
Lehrinhalte werden mittels praxisnaher Computeriibungen vertieft. 
Für weitergehende Informationen wenden Sie sich bitte an: 
Dr. Christine Wollermann, Abteilung Medizinische Biometrie der Universität Heidelberg 
Im Neuenheimer Feld 305, 69120 Heidelberg 
Tel: 06221/56-4729, -4141; FAX: 06221/56-4195; e-mail: cwoll@imbi.uni-heidelberg.de 
Dr. Birgit Stadler, Akademie für Weiterbildung an den Universitäten Heidelberg und 
Mannheim e.V., Friedrich-Ebert-Anlage 22-24, 69117 Heidelberg 
Tel: 06221/54-7815, -7810; FAX: 06221154-7819, e-mail: stadJer@uni-hd.de 
http://www.biometrie.uni-hd.de/postgraduelle ausbildung 
1 Aktuelle Informationen zur GMDS Jahrestagung 2001 in Köln 1 
VORLÄUFIGES PROGRAMM 
Eine vorläufige Version des wissenschaftlichen Programms zur GMDS-Jahrestagung 2001, 
die vom 16. bis 20. September im Hörsaalgebäude der Universität zu Köln stattfindet, kann 
über die Internetseite der Tagung (http://www.gmds200 l .de) eingesehen werden. Das pdf-
Dokurnent wird zeitnah aktualisiert und zum Download verfügbar gemacht. 
ANMELDUNG 
Über die Internetseite der Jahrestagung (Adresse s.o.) wird die Anmeldung in elektronischer 
Fonn ermöglicht. Alternativ kann die Anmeldung mittels der ebd. verfügbar gemachten 
Faxvorlage (Word-Datei zum Download) erfolgen. Die Anmeldung zum 2. Kölner Leitlinien-
Workshop sowie zum 3. EbM-Symposium ist ebenfalls auf die genannten zwei Arten 
(elektronisch oder per Fax) möglich. 
PUBLIKATION 
Die Abstracts der als Vortrag angenommenen Beiträge werden in der nächsten Ausgabe der 
Zeitschrift "Informatik, Biometrie und Epidemiologie in Medizin und Biologie" publiziert. 
Darüber hinaus können Langfassungen von Tagungsbeiträgen ebenfalls bei dieser Zeitschrift 
eingereicht werden (Schriftleiter: Prof. Dr. W. Köpcke, Westflil. Wilhelms-Universität, 
Domagkstr. 9, 48149 Münster). Sie durchlaufen den regulären Begutachtungsprozess. 
Wir sind uns sicher, Omen ein interessantes Tagungsprogramm zu bieten, das aktuelle 
interdisziplinäre sowie fachspezifische Fragen behandelt. Durch die Integration des 2. Kölner 
Leitlinien-Workshops und durch die Veranstaltung des 3. Symposiums Evidenzbasierte 
Medizin im Anschluss an die Jahrestagung konnten einige Schwerpunktthemen weiter 
abgerundet werden. 
Wir wünschen Ihnen bereits jetzt eine gute Anreise und verbleiben 
Mit freundlichen Grüßen 
W. Lehmacher, M. Hellmich 
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l Veranstaltungshinweise =1 
• Hypertext 2001 - 12th ACM Conference on Hypertext aod Hypermedia, 14. - 18. 
August 2001 in Aarhus, Dänemark, http://www.htOl.org/ 
• medinfo 2001 "Towards Global Health - The Informatics Route to Knowledge", 
2. - 5. September 2001 in London (UK.) , http://www.medinfo2001.org/ 
• ISEE 2001 -13th Conference of tbe International Society ofEnvironmental 
Epldemiology, 2. - 5. September 2001 in Garmisch Partenkirchen, 
http://www.gsf.de/epi/ 
• 9. Jahrestagung der Deutschen Arbeitsgemeinschaft der Epidemiologen (DAE), 
6. - 7. September 2001 in Garmiscb-Partenkircben, 
http://www.gsf.de/epi/gap2001/index.html 
• 46. Jahrestagung der GMDS, 17. - 20. September 2001 in Köln, 
http://www.gmds200 l .de 
• S. Internationale Tagung Wirtschaftinformatik 2001, 19. - 21. September 2001 in 
Augsburg, http://www.wi-if2001.de/ 
• 35. Jahrestagung der Deutschen Gesellschaft für Biomedizinische Technik e.V. 
(DGBMT), 19. - 21. September 2001 in Bochum, http://www.bmt200l.de/ 
• 2. Kölner Leitlinien-Workshop, 20. September 2001 in Köln, 
http://www.medizin.uni-koeln.de/zde/qualm/website/ll/mainl/set.htm 
• 3. Symposium Evidenzbasierte Medizin, 21. - 22. September 2001 in Köln , 
http://www.medizin.uni-koeln.de/zde/qualm/website/ebrn/mainl/set.htm 
• RoeS Seminar 2001 - Advances in Blometry, 24. - 27. September 2001 in 
Mayrhofen im Zillertal (Austria) http://www.akh-wien.ac.at/ROeS/ 
• Informatik 2001, 25. - 28. September 2001 in Wien, Österreich, 
http://www.informatik2001.aU 
• Workshop der Informatik 2001 - Gemeinsame Jahrestagung der GI und OCG, 
26. - 28. September 2001 in Wien, Österreich , 
http://medweb.uni-muenster.de/institute/imib/veranstaltungen/gi-wsl .html 
• German Conference on Bioinformatics, 7. - 10. Oktober 2001 in Braunschweig, 
http://www.bioinfo.de/gcbOI/ 
• lnt. Symposium on Medkal Data Analysis ISMDA2001, 8. - 9. Oktober 2001 in 
Madrid, Spanien, http://www.seis.es/ISMDN 
• 9tb International Cochrane Colloquium1 9. - 13. October 2001 in Lyon (France), 
http://spc- I O.univ-lyon l .fr/citccf/colloque2001 /index.htm 
• Workshop "Biometrische Analyse Molekularer Marker", 22. - 24. November 
2001 in Heidelberg, http://www.biometrie.uni-heidelberg.de/mb/Aktuelles.htm 
• KSFE 2002 - 6. Konferenz für SAS-Anwender in Forschung und Entwicklung, 
28. Februar - 01. März 2002 in Dortmund, http://www.hrz.uni-dortmund.de/ksfe2002/ 
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• Magdeburger Stochastik-Tage 2002, 19. - 22. März 2002 in Magdeburg, 
http://www.math.uni-magdeburg.de/stoch2002/ 
• lBC - International Biometrie Conference 2002, 21. - 26. Juli 2002 in Freiburg, 
http://www.ibc2002.uni-freiburg.de/ 
MIE 2002 - l 7th international Congress of the European Federation of Medical 
lnformatics, 25. -29. August 2002 in Budapest (Ungarn) 
• 47. Jahrestagung der GMDS zusammen mit der DAE Jahrestagung, 9. - 13. 
September 2002 in Berlin 
• 1. Deutscher Kongress für Versorgungsforschung, 10. - 12. Oktober 2002 in Köln 
Healtb Care Meets Medical Informatics & Innovation, 20. - 22. October 2002 in 
Edinburgh, Scotland, UK 
• TELEMED 2001, 9. - 10. November 2001 in Berlin, 
http://www.medizin.fu-berlin.de/medinf7telemed2001 
J lth Annual EUPHA Meeting 2002, 28. - 30. November 2002 in Dresden 
1 Neuaufnahmen 1 
Als neue Mitglieder begrflßen wir recht herzlieb: 
Algora Gesellschaft f. Medizinstatistik u. 
Vertriebssysteme mbH 
Ameln von, Günther 
llJl!teJS,~J"\VinJ>ipl.„l!J.g. 
Blllmke, Martin Dr. med. 
Burk, Werner 
Busse, Bettina 
Christ, Hildegard 
ClinResearch GmbH 
München 
Köln 
Gleichen 
Heide/Holstein 
Stromberg 
Feldberg Falkau 
Köln 
Köln 
Cropp_,lt:_~~~ete!M.·A·_ ___ _ Hamburg 
Dauben, Hans-Peter, Dr. med. Köln 
Dobse-Großer, Andrea Sirksfelde 
Eimermacher, Antje Mainz 
Fiene, Michael Köln 
Frech, Jenn~ Frankfurt 
Gllbler, Ina Freiburg 
Garrels, Anneliese Hamburg 
Geueke, Martin Essen 
Gitter, Thomas, Dr. med. A-Linz 
Gnettner, Kerstin Flensburg 
Grube, Rolf Meerbusch 
Grllnenthal GmbH Aachen 
Hagenbeck, Heike Düsseldorf 
Hamel, Elke Heilbronn 
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Hartmano,Qliver, Dipl. Math. Marbur~ 
Henseler, Jörg Wesseling 
Hinzmann, Dieter Kiel 
Hoffmann, Barbara, Dr. med. MPH Essen 
Jockwig, Harald, Dr. med. Darmstadt 
Konerding, Uwe, Dr. phil. Köln 
Kuckuk, Thomas Kandern 
Lahmer1 Armin, Dr. med. Frankfurt 
Lehmann, Nils, Dr. rer.nat. Essen 
Leon, N.P. Dr. med. Erlangen 
Liesner, Martin Dr. Berlin 
Linczak, Gerald Berlin 
Lueders~ Christ<>ph, Dr. med. Aachen 
Marx1 Birgitta, Dr. med. Regensburg 
Mast, Oliver Leverkusen 
Mauermann, Julian, Dr. med. Heilbronn 
Meisen, Robert, Dr. med. Krefeld 
Möllemann, A.n&~!ika, Dipl.-Stat. Wiesbaden 
Nau, Bettina Witzenhausen 
Noetzel, Jörg, Dr. med. Stuttgart 
Obertlt_ü!!_ Aloys, Dr. med. Köln 
Ollenschlll~ Günter Prof. Dr. Dr. Köln 
Park, Young-Ok Köln 
Pedersen, ~u_s~. Dip_l.-Ma!h.~ec Neue11b\JJ'g 
Peinemann,Fr!flk, Dr. med. Huertb 
Perleth, Matthias, Dr. med. MPH Berlin 
Pfeiffer, Ortwin Naumburg 
Pfrommer, Rainer, Dr. med. Berlin 
Piaster, Thomas, Dr. med. Hamm 
Pönisch1 Claudia Hannover 
Prußas, Felix, Dr. med. Bad Nauheim 
Putschky, Anja Erlangen 
Reinke, Hendrik Köln 
Riedl, Valentin München 
Roth, Mag~jil~n~J:)_iQl~-!tiformatikerin Grenzach-Wthlen 
Rüther i_A_lric, Dr. med. Köln 
Schering AG Berlin 
Scholz, Rotraud, Dr. med. Weitersburg 
Schuhmacher, Engelbert, Dr. med. Bad Homburg 
Seckler, Wolfgang, Dr. med. Köln 
Staubert, Andreas, Dr. sc. hum. Plankstadt 
Stokmann, Solveigh, Dr. med. Köln 
Stracke, Dieter, Dr. med. Siegen 
Tapper, Hermann Bad Zwischenahn 
Thieleker, Axel, Dipl.-Stat. München 
Thomas, Stefanie Mainz 
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TransNet EDV Systeme GmbH Hannover 
Ventour,\Vilhelm, Dr. med. Ulm 
Vetter, Jörg, Dr. med. Pfungstadt 
Victor, Anja Mainz 
Vonthein, Reinhard, Dr. Tübingen 
Wallach, Harald, PD Dr. Dr. phil. Freiburg 
Wenck, Michael Köln 
Wermuth, Peter, Dr. med. CH-3014 Bern 
Woernle, Friedemann Mainz 
Zabransky, Markus Tenin~ 
1 GMDS Internet, Intranet und E-Mail Dienste 1 
Die GMDS wird in ihrer Homepage www.gmds.de weiter mit steigenden Zugriffszahlen gern 
besucht, denn sie bietet eine Fülle gut aufbereiteter fach.licher Informationen für eine 
weltweite Öffentlichkeit. Verständlicherweise sind die Seiten aus dem Fachbereich 
Medizinische Informatik besonders kompetent und aktuell gepflegt und aus den beiden 
anderen Fachbereichen und der Sektion sollten bitte in ähnlicher Weise Informationen 
einfließen: Homepages sind Informationsquellen und Visitenkarten in der heutigen 
lnformationsgesellschaft. HeUen Sie mit, sie in Form und Inhalt gut zu gestalten. Bei der 
Form werden Sie auch durch eine Web-Fachkraft in der GMDS Geschäftsstelle unterstützt. 
Künftig werden auch vermehrt Teile der GMDS Webpages nur für Mitglieder per Passwort 
und Nutzerkennung frei gegeben, um vertrauliche lnformationen zu schützen und dfo 
Attraktivität Mitglied zu werden zu fürdern. 
Hierzu hat die GMDS ein Intranet für die Mitglieder eingerichtet. Sie erreichen das Intranet 
mit dem Benutzername: gmdsmitglied und dem Kennwort: intranet 
Zu den Modalitäten der stark wachsenden E-Mail Dienste für die GMDS-Mitglieder hat das 
Präsidium folgendes beschlossen: 
• Alle Nachrichten gehen über die Geschäftsstelle, die über Art und Umfang der Nutzung 
der GMDS Mitglieder E-Mail Adressen nach einem vorgegebenen Konzept und im 
Zweifel nach Rücksprache mit den Präsidenten entscheidet. 
• E-Mail Kategorien sind: Stellenanzeigen, Veranstaltungen, Web-Aktualisierung, Mit-
gliederinformationen und Aktuelles 
Unserem Schriftführer Herrn Dr. Zaiß und unserer Geschäftsführerin Frau Sträter sei für den 
Ausbau und die Betreuung dieser Web- und mail Dienste herzlich gedankt, ebenso Herrn Fink 
vom DIMDl für die technische Unterstützung. 
Rüdiger Klar, 
Präsident 
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1 eMail-Verteiler für Mitglieder: 1 
Die 16-monatige Erfahrung mit der eMail-Liste der GMDS hat gezeigt, dass ein Bedarf 
besteht, den Mitgliedern der GMDS die Möglichkeit zu geben, selbst zu entscheiden, ob und 
wenn ja, zu welcher Art von lnfonnationen sie per eMail infonniert werden möchte. 
Aus diesem Grunde hat die GMDS bis auf weiteres 5 eMail-Listen eingerichtet, über die in 
Zukunft spezifische Mitteilungen verschickt werden : 
1. Stellenbörse 
2. Aktuelles 
3. Vera.nstaltungen 
4. Web-Aktualisierungen 
5. Mitgliederinformationen 
Der V erteilerlisten 1-5 sind Kopien der bisher bestehenden Liste. 
Weiterhin wurde eine Web-Registrierung für GMDS-Mitglieder eingerichtet, auf der sich 
jedes Mitglied für die Listen registrieren und aus den Listen löschen lassen kann, für die 
lnfonnationen erwünscht bzw. nicht erwünscht sind (Das gilt auch für Mitglieder, die bisher 
noch keine eMail-Adresse hatten) Die Registrierung findet sieb im oben beschriebenen 
GMDS Intranet. 
Die Anwendung hat folgende Funktionen : 
Identifizierung durch die Mitgliedsnummer 
Definition eines Passworts, mit dem die Registrierung geschützt werden kann. 
Eintrag, Modifikation bzw. Löschen einer eMail-Adresse 
Registrierung bzw. Löschen auf den o.a. 5 Mailing-Listen 
Die Anwendung ist mit einem Standardpasswort belegt, das für alle Mitglieder identisch ist. 
Dieses Passwort lautet: gmdsgmds 
Zum Schutz des Eintrags wird in jedem Fall empfohlen, eine Passwort-Änderung 
vorzunehmen. In jedem Fall ist jedoch immer die korrekte Eingabe der Mitgliedsnummer 
erforderlich. Bei korrekter Eingabe wird angezeigt, für welche Listen eine Registrierung 
eingetragen ist. 
Mit der Anwendung kann natürlich auch eine Aktualisierung der eMail-Adresse 
vorgenommen werden. Um unnötigen Verwaltungsaufwand zu sparen, bitten wir deshalb um 
rechtzeitige Modifizierung des Eintrags im Falle der Änderung einer eMail-Adresse. 
Für Rückfragen steht Ihnen die Geschäftsstelle der GMDS jederzeit zur Verfügung 
Friederike Sträter 
Geschäftsführerin 
eMail: gmds@dgn.de 
Tel.: 0228 - 24 222 24 
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Hinweise für Autoren 
Thematik und Veröffentlichungssprachen 
Die Zeitschrift dient der Dokumentation von theoretischen und anwendungsbezo~enen Arbeiten aus dem Gesamtgebiet der Informa-
tik, Biometrie und Epidemiologie in Medizin und Biologie. Es werden sowohl Beiträge über neu entwickelte Anslitze als auch neue 
Anwendungsmöglichkeiten bekannter "lethoden sowie Ubersichtsartikel veröffentlicht. Der Bezug zur Medizin oder Biologie darf dabei jedoch niclit vernachlässigt werden. Uber die Annahme entscheidet die Schriftleitung, unterstützt von Mit,9liedern des wissen-
schaftlichen Beirats. Veröffentlichungssprache ist deutsch. Beiträge mit allgemeiner Bedeutung können auch in englischer Sprache 
aufgenommen werden. 
Nutzungsrechte 
Mit Einreichen eines Manuskripts bestätigen die Autoren. daß der eingereichte Beitrag bisher noch nicht veröffentlicht worden ist 
(ausgenommen als Teil einer Dissertation. eines Vorlesungsskripts oder Berichts, oder in Form einer Zusammenfassung); da& der Bei-
trag nicht zeitgleich anderswo zur Veröffentlichung eingereicht worden ist; daß alle Autoren seiner Veroffentlichung zustimmen; daß 
die zuständigen Stellen des Instituts. an dem die Arbeit ausgeführt wurde, der Veröffentlichung des Beitrags zustimmen; daß die 
Autoren von allen urheberrechtlich geschützten Quellen eine schriftliche Erklärung über die Erlaubnis zur Nutzung der jeweiligen 
Quelle eingeholt haben; daß die Autoren im Falle der Veröffentlichung des Beitrages die übertragbaren Nutzungsrechte des Beitrags 
an den Verlag Uber~eben; und. hieraus folgend, daß der Beitrag im Ganzen oder in Auszügen nicht anderswo in welcher Sprache 
auch immer olme die Zustimmung_ des Inhabers der Nutzungsreclite veröffentlicht wird. Die Nutzungsrechte beinhalten räumlich und 
zeitlich unbeschränkt die mechanische, elektronische und VISUelle Reproduktion und Verbreitung, die elektronische Speicherung und 
Nutzung (Downloading) und alle anderen Formen der elektronischen Veröffentlichung, sowie jeile andere Form der Veröffentlitllung 
inklusive aller Nebenrechte. 
Form und Manuskripte 
l. Manuskripte sind auf Diskette sowie zusätzlich in doppelter Ausferti~ung auf Papier einzureichen. Disketten und Manuskripte sind 
bitte eindeutig zu kennzeichnen (Autor, Beitrag. Programm. Version . Die ausgedruckte Variante soll auf DIN A4-Bogen einseitig 
mit breiten Rändern und 11/,-fachem Zeilenabstand in gut lesbarer chriftgröße (i.d.R. 12 Punkt) geschrieben sein. 
2. Manuskripte sollen 20 Seiten nicht überschreiten. Arbeiten mit weniger als 8 Seiten werden bevorzugt in Druck gegeben. Arbei-
ten mit weniger als 3 Seiten können als .Kurzmitteilung• veröffenthcht werden. Alle Tabellen und Abbildungen sowie das Lite-
raturverzeichnis sind in die Seitenzahlen einzubeziehen. 
3. Originalarbeiten sind in folgende Abschnitte zu gliedern: Zusammenfassung, Stichworte, Summary, Keywords. Einleitung, Fra-
gestellung, Material und Methoden, Ergebnisse, Diskussion/Schlußworte, Literaturverzeichnis. Der Titel der Arbeit ist jeweils in 
Deutsch und Englisch anzugeben. Oie Schriftleitung ist für ihre Formulierung nicht verantwortlich. 
4. Autorennamen werden in KAPITÄLCHEN geschrieben. 
s. Abkürzungen sind nur dann zulässig, wenn sie international bekannt sind. Gegebenenfalls (nicht ggf.!) müssen sie im Text oder 
durch Fußnote erklärt werden. 
6. Die Autorennamen mit voll ausgeschriebenen Vornamen stehen unter dem Titel. 
7. Am Schluß der Arbeit ist das Institut sowie eine Korrespondenzadresse (Verfasser oder Mitautor) anzugeben, die AuskOnfte Ober 
die Arbeit geben kann. 
8. Oie Tabellen und die Legenden zu den Abbildungen sind auf g_etrennten Seiten einzureichen, jeweils in Deutsch und Englisch. Oie 
Beschriftung von Tabellen und Grafiken soll ausreichend groß gewählt werden, damit sie auch bei einer auf Spaltenbreite ver-
kleinerten Abbildung lesbar bleibt. 
Darstellungen und Tabellen 
1. Die Ergebnisse können entweder in Form einer Tabelle oder als Grafik dargestellt werden, eine doppelte Wiedergabe ist uner-
wünscht. 
2. Als Vorlage für Zeichnungen und Fotos können nur scharfe. kontrastreiche Originale angenommen werden. Fotonegative können 
leider niclit verwendet werden. Bei grafischen Darstellungen sind die Originale. Fotoabzüge, Dias oder gleichwertige Reproduk-
tionen einzureichen. Bei Fotos sollte mit Aufkleber auf der Rückseite. bei Dias auf dem lfahmen, der Name des Fotografen und 
die Bildnummer vermerkt sein. Die zugehorigen Bildunterschriften sind auf einem gesonderten Blatt unter der Bildnummer auf-
zuführen. 
3. Farbabbildungen können auf Kosten der Autorin/des Autors aufgenommen werden. Preisauskünfte gibt der Verlag auf Anfrage. 
Verwendung von Disketten 
1. Es können DOS-formatierte (3.S") und in Ausnahmefällen auch Macintosh-formatierte Disketten eingelesen werden. Bitte genau 
kennzeichnen! 
2. Die Texte sind vorrangig in MS Word und eventuell in Tech mit Angabe der Version zu erfassen. Grafiken können in folgenden 
Formaten verarbeitet werden: EPS und TIFF. 
3. Auf den Disketten sollen nur die zur Verwendung vorgesehenen Texte, Tabellen und Grafiken mitgeliefert werden, nicht benötig-
te Dateien sind vorher loschen. _ 
4. Wurden Texte und Disketten an die Autoren zur Uberarbeitung zurückgegeben, so sollten die Autoren ausdrücklich bestätigen, 
daß auch die Disketten auf den neuesten Stand gebracht wunfen. 
5. Tabellen sind einzeln in eine separate Datei abzuspeichern. Im Dateinamen sollte bereits zu erkennen sein, wohin die Tabelle 
gehört (z.B. Kl_TAB3 für Tabelle 3 im Kapitel l). 
Literatur 
1. Nur wesentliche und allgemein zugängliche literatur sollte zitiert werden, z.B. Bücher, Zeitschriftenbeitrage und Dissertationen 
(keine Diplomarbeiten!) 
2. Die zitierte Literatur wird im Literaturverzeichnis am Ende der Arbeit alphabetisch nach den Autorennamen zusammengefaßt. Im 
Text der Arbeit wird auf das Literaturverzeichnis durch Angabe des Autorennamens mit Erscheinungsjahr der Publikation verwiesen. 
3. Bei Zeitschriften gilt folgendes Schema: Verfasser/in {Vorname abgekürzt) - Jahr der Veröffentlic~ung - Titel der Abhandlung -
Zeitschrift Bandzahl oder Jahrgang (halbfett) - Heft-rlr. (in Klammern) - Seitenzahlen der Arbeit. 
Beispiel: WASMUS, A„ KINOEL( P., MATTUSSEK, S., RASPE, H. H. (1g89): Acitivity and severity of rheumatold arthritis in Han-
nover/FRG and in one regiona reterral center. Scand. J. Rheumatol. Suppt. 79 (5). 33-44. 
4. Bei Buchveröffentlichungen gilt folgendes Schema: Verfasser/in - Jahreszahl - Buchtitel - Verlag Erscheinungsort - Auflage (erst 
ab 2. Auflage) - Seitenzahl. 
Beispiel: KOBBERLrNG. J„ RICHTER, K„ TRAMPISCH, H. J .• W1NOELER, J. (1991): Methodologie der medizinischen Diagnostik. 
Springer-Verlag. Berlin, 54-60 
Honorar/Sonderdrucke 
Anstelle eines Honorars erhalten die Verfasser kostenlos 25 Sonderdrucke. Weitere Sonderdrucke können gegen Berechnung geliefert 
werden. 
Manuskripteinsendung 
Der Manuskripteingang wird bestätigt. Vor der Drucklegung wird ein Probeabdruck versandt. in dem nur Druckfehler berichtigt wer-
den können . Weitergehende Anderungen oder Zusätze gehen zu Uisten der Autoren. 
Manuskripte sind an den Schriftleiter zu richten: 
Prof. Dr. Wolfgang Köpcke 
Westfäl. Wilhelms-Universität 
Domagkstr. 9 
4Bt49 Münster 
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