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1. Introduction
We use the notation of Doerk and Hawkes [2], and we refer to [2, VIII, §2] (or [1, §1]) for the
deﬁnition and properties of Fitting sets and injectors. In particular we recall that a subgroup S  G is
said to be pronormal in G if, whenever g ∈ G , S and S g are conjugate in 〈S, S g〉. We write S pr G to
mean that S is pronormal in G , and S sn G to mean that S is subnormal in G . We deﬁne InjG to be
the set of injectors in G (with respect to any Fitting set).
In an earlier paper [1], we found criteria for a subgroup H of a ﬁnite solvable group G to be an
injector. The proofs proceeded by ﬁrst considering the special case when H has a normal complement
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140 R. Dark et al. / Journal of Algebra 333 (2011) 139–160K  G with HK = G and H ∩ K = 1. This suggests a more systematic investigation of this case, which
is carried out in the present paper. We remark that if π is a set of prime numbers, and H is a Hall
π -subgroup of G [2, I(3.1) and (3.3)], then certainly H ∈ InjG (for the Fitting set whose members are
the π -subgroups of G). If further H has a normal complement K , then it follows from the theory of
coprime actions [2, A(12.5) and (12.4)] that if S  H and M  K with M  SM , then M = CM(S)[M, S]
and [M, S] = [M, S, S]. We shall prove the following result, which generalizes this fact.
Theorem 1. Let G = HK be a ﬁnite solvable group, with H ∩ K = 1 and K  G. Then the following four
statements are equivalent:
(ι) H ∈ InjG;
(φ) if S sn H, then S pr SK ;
(χ) if S sn H and M  K with M  SM, then M = CM(S)[M, S];
(β) if S sn H and M  K with M  SM, then [M, S] = [M, S, S].
The properties of coprime actions can be strengthened when the normal complement K is abelian
[2, A(12.5)], and we shall show in Proposition 1 that the conditions in Theorem 1 can also be modiﬁed
in this case. In fact the proof of Theorem 1 depends on Proposition 1. When H is either a p-subgroup
(where p is a prime number) or a nilpotent subgroup of G (not necessarily with a normal comple-
ment) there are elegant criteria for H to be an injector, due to Fischer and Anderson respectively
(Lemma 8). We shall show in Proposition 2 that the conditions in Theorem 1 can also be modiﬁed
when H is a nilpotent subgroup with a normal complement. Moreover in Proposition 3 we shall con-
sider the more general situation when every proper normal subgroup of H is nilpotent (and H has
a normal complement). In all these special cases (Propositions 1, 2 and 3) the condition (β) can be
replaced by the following weaker property:
(β ′) if S sn H and M  K with M  HM , then [M, S] = [M, S, S].
This suggests the question whether (β) and (β ′) are equivalent, but we shall show that they are not.
Now suppose that G is ﬁnite and solvable, and that H  G (not necessarily with a normal comple-
ment). We consider the following conditions:
(ι) H ∈ InjG;
(N) if X  G with X  HX , then H ∩ X pr NG(X);
(Γ ) if X  G with X  HX , then (H ∩ X)X ′ NG(X);
(Λ) if X  G with X sn 〈H, X〉, then H ∩ X pr NG(X);
(γ ) if X  G with X sn 〈H, X〉, then (H ∩ X)X ′ NG(X).
In our earlier paper, we showed that neither (N) nor (Γ ) implies (ι) [1, Example 1], but that (Λ)
is equivalent to (ι) [1, Theorem]. Since the relationship between (N) and (Λ) is analogous to the
relationship between (Γ ) and (γ ), this leads one to ask whether (γ ) is equivalent to (ι). Building on
the proof of Theorem 1, we shall show that this is indeed true, by proving the following result; we
note that (μ) is analogous to a condition considered by Peng [2, I, §6, Exercise 18].
Theorem 2. Let G be a ﬁnite solvable group, with H  G. Then the following three statements are equivalent:
(ι) H ∈ InjG;
(μ) if X  G with X sn 〈H, X〉, then NG(X) ⊆ NG(H ∩ X)X ;
(γ ) if X  G with X sn 〈H, X〉, then (H ∩ X)X ′ NG(X).
The layout of the paper is as follows. In Section 2 we record some known results which will
be used later. In Section 3 we consider injectors with an abelian normal complement, and prove
Proposition 1. In Section 4 we consider subgroups H with a normal complement, such that either H
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In Sections 5 and 6 we prove Theorems 1 and 2 respectively. In Section 7 we prove Propositions 4
and 5, and construct Examples 2 and 3, thereby shedding light on the logical relations between the
conditions mentioned in our earlier paper [1]. Finally in Section 8 we construct Example 4, showing
that the conditions (β) and (β ′) above are not equivalent.
2. Known results
The ﬁrst two lemmas list some basic properties of pronormal subgroups and injectors respectively,
while Lemma 3 is about commutator subgroups.
Lemma 1. Let G be a ﬁnite group, with S  G.
(a) [2, I(6.3.c)] Suppose R  S  G with R  G. Then S pr G if and only if S/R pr G/R.
(b) [2, I(6.3.c)] If S pr G and K  G, then SK pr G.
(c) [2, I(6.3.a)] If S pr G and S  L  G, then S pr L.
(d) [2, I(6.3.b)] If S pr G and S  X  G, then G = NG(S)X.
(e) [2, I, §6, Exercise 7, p. 249] If S pr X  G and G = NG(S)X, then S pr G.
(f) [2, I(6.3.d)] If S pr G and S sn G, then S  G.
(g) [2, I(6.3.e)] If S pr G and S  X  G, then NX (S) pr G.
(h) (Gaschütz [2, I(6.4)]) Suppose K  G. If SK pr G and S pr NG(SK ), then S pr G.
Lemma 2. Let G be a ﬁnite solvable group, with H  G.
(a) [2, VIII(2.15) and (2.17)] Suppose R  H  G with R  G. Then H ∈ InjG if and only if H/R ∈ Inj(G/R).
(b) [2, VIII(2.13)] If H ∈ InjG and H  L  G, then H ∈ Inj L.
(c) [1, Lemma 2(g)] If H ∈ InjG and X  G with X sn 〈H, X〉, then H ∩ X pr NG(X).
(d) [1, Proposition 1] Suppose G = HK with H ∩ K = 1 and K  G. Then H ∈ InjG if and only if the
following condition holds:
(φ) if S sn H, then S pr SK .
Lemma 3. Let X be a group, with S, K  X.
(a) [1, Lemma 3(c)] If X = 〈S, K 〉, then S[K , S] X and X ′ = S ′[K , S]K ′ .
(b) [1, Lemma 3(a)] If K  X and S ∩ K = 1, then NK (S) = CK (S).
(c) [1, Lemma 3(d)] Suppose that K is solvable. If K = [K , S]K ′ , then K = [K , S].
Proof. These results are well known, and the proofs of (a) and (b) can be found in the references
given.
(c) Note that [K , S] K , and put K = K/[K , S]. Then
K ′ = [K , S]K ′/[K , S] = K/[K , S] = K .
Since K is solvable, this is only possible when K = 1, so K = [K , S]. 
In the next lemma, we recall some criteria for a subgroup with a normal complement to be pronor-
mal, while Lemma 5 records some properties of actions on a direct product, and of actions of a
p-group on a p-group.
Lemma 4. Let G = HK be a semidirect product, with H ∩ K = 1 and K  G.
(a) [1, Lemma 6] Then H pr G if and only if the following condition holds:
(P) if x ∈ K , then x ∈ CK (H)[x, H].
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condition holds:
(P′) if M  K with M  HM, then M = CM(H)[M, H].
(c) If K = CK (H)[K , H], then [K , H] = [K , H, H].
(d) Suppose G is ﬁnite and solvable. If H ∈ InjG, then the following conditions both hold:
(β) if S sn H and M  K with M  SM, then [M, S] = [M, S, S];
(β ′) if S sn H and M  K with M  HM, then [M, S] = [M, S, S].
Proof. The statements (a) and (b) are proved in the references given.
(c) This follows from the inclusion [K , H] = [CK (H)[K , H], H] [K , H, H].
(d) If S sn H and M  K with M  SM , then S pr SK by Lemma 2(d), and hence M = CM(S)[M, S]
by (b), and [M, S] = [M, S, S] by (c); this proves (β). Since the hypotheses of (β ′) are stronger than
those of (β), we deduce that (β ′) also holds. 
Lemma 5. Let SK be a semidirect product, with S ∩ K = 1 and K  SK , and let p be a prime number.
(a) Suppose K = U × W with U ,W  SK . Then [K , S] = [U , S] × [W , S], and CK (S) = CU (S)× CW (S). If
[K , S] = [K , S, S], then [U , S] = [U , S, S] and [W , S] = [W , S, S].
(b) Suppose R  K with R  SK , and assume that S and K/R are both ﬁnite p-groups. If K = [K , S], then
K = R.
(c) Suppose that S and K are both ﬁnite p-groups. If [K , S] = [K , S, S], then [K , S] = 1.
Proof. (a) Clearly [U , S]×[W , S] [K , S], and CU (S)×CW (S) CK (S). Conversely suppose x ∈ K , and
take x = uw with u ∈ U and w ∈ W . If s ∈ S , then [x, s] = [u, s][w, s], and hence [K , S]  [U , S] ×
[W , S]. If further x ∈ CK (S), then [x, s] = 1 and hence [u, s] = [w, s]−1 ∈ U ∩ W = 1, which implies
that u ∈ CU (S) and w ∈ CW (S).
To prove the last statement, we note that [K , S] = [U , S] × [W , S] with [U , S], [W , S] S[K , S],
and we deduce from the previous paragraph that [K , S, S] = [U , S, S] × [W , S, S]. Thus [U , S] ×
[W , S] = [K , S] = [K , S, S] = [U , S, S] × [W , S, S], and we get the result.
(b) We note that K = [K , S]R , so
K/R = [K , S]R/R = [K/R, SR/R] = [K/R, SK/R].
But SK/R is a p-group and therefore nilpotent, with K/R  SK/R , so this equation is only possible
when K/R = R/R .
(c) In (b) we take R = 1 and we replace K by [K , S], to deduce that [K , S] = 1. 
Our ﬁnal result in this section considers actions on an abelian group, and states some easy results
about commutators in this situation.
Deﬁnition. If W  X , then by a chief factor of X below W we mean a factor group M/N with M,N  X ,
such that M/N is a minimal normal subgroup of X/N , and N < M  W . Such a factor is said to be
eccentric if [M, X] N (or equivalently M = [M, X]N).
Lemma 6. Let X = SV be a ﬁnite solvable group, with S ∩ V = 1 and V  X. Assume that V is abelian, and
let p be a prime number.
(a) [3, III(13.4)] Suppose that S is a p-group and V is a p′-group. Then V = U × W with U = CV (S) and
W = [V , S], such that every chief factor of X below W is eccentric.
(b) [1, Lemma 4(a)] Suppose that V is a minimal normal subgroup of X. If S does not centralize V , then
x ∈ [x, S] for all elements x ∈ V .
(c) [1, Lemma 7(a)] Suppose W  V with W  X. If x′ ∈ [x′, S] for all elements x′ ∈ W , and W x ∈ [Wx, S]
for all cosets W x ∈ V /W , then x ∈ [x, S] for all elements x ∈ V .
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(e) Suppose V = U ×W with U = CV (S) and W = [V , S]. If x ∈ [x, S] for all elements x ∈ W , then S pr SV .
Proof. (a) It follows from the given reference that V = U × W , with U = CV (S) and W = [V , S].
Suppose M/N is a chief factor of X below W , and consider the quotient group X/N . As before V /N =
CV /N(S) × [V /N, S], and [V /N, S] = [V , S]N/N = W /N . If M/N were central it would follow that
M/N  CV /N (S) ∩ (W /N) = CV /N (S) ∩ [V /N, S] = N/N,
which contradicts the fact that N < M . We remark that there is a more explicit description of V [2,
A(11.6)] from which the result can also be deduced.
(b) This follows from the elementary fact that if x 	= 1 then [x, S] = V , and is proved in the refer-
ence given.
(c) Consider an element x ∈ V ; then the hypothesis about the coset Wx means that Wx ⊆ W [x, S],
and hence x = x′ y, with x′ ∈ W and y ∈ [x, S]. If s ∈ S , then [x′, s] = [xy−1, s] = [x, s]y−1 [y−1, s] ∈
[x, S], so [x′, S] [x, S]. We deduce that x = x′ y ∈ [x′, S][x, S] = [x, S].
(d) If V = 1 then the result is trivially true, so we may suppose that V 	= 1 and use induction
on |V |. We choose a subgroup W < V such that W  SV , and V /W is a chief factor of SV . We note
that the chief factors of SW below W are the same as the chief factors of SV below W (because V is
abelian), so it follows from the induction hypothesis that x ∈ [x, S] for all elements x ∈ W . Moreover
(b) implies that Wx ∈ [Wx, S] for all cosets Wx ∈ V /W , so we can deduce the result from (c).
(e) Consider an element x ∈ V ; by Lemma 4(a), it suﬃces to show that x ∈ CV (S)[x, S]. From
the hypothesis we get x = zy with z ∈ U = CV (S) and y ∈ W = [V , S] such that y ∈ [y, S]. Then
y ∈ [y, S] = [zy, S] = [x, S], and therefore x = zy ∈ CV (S)[x, S]. 
3. Injectors with an abelian normal complement
Our ﬁrst aim in this section is to prove Proposition 1. Most of the implications follow from results
recorded in Section 2, but it is convenient to prove separately the following consequence of the theory
of coprime actions.
Lemma 7. Let SV be a ﬁnite solvable group, with S ∩ V = 1 and V  SV , and assume that V is abelian. Then
the following two conditions are equivalent:
(ρ∗) if T  S, then [V , T ] = [V , T , T ];
(υ∗) if T  S, then V = U×W with U = CV (T ) and W = [V , T ], such that every chief factor of T V below W
is eccentric.
Proof. The fact that (υ∗) implies (ρ∗) follows from Lemma 4(c). Conversely assume (ρ∗), and con-
sider a subgroup T  S . If T = 1, then (υ∗) is trivially true (with U = V and W = 1) so we may
suppose that T 	= 1 and prove (υ∗) by induction on |T |. We choose a subgroup T0 < T such that
T0  S and T /T0 is a p-group (where p is a prime number). Then the induction hypothesis implies
that V = U0 × W0, with U0 = CV (T0) and W0 = [V , T0], such that every chief factor of T0V below
W0 is eccentric.
Next we take U0 = U1 × U2 with U1 = Op(U0) and U2 = Op′ (U0). We note that U0 = CV (T0)
is normalized by T , and hence T also normalizes the characteristic subgroups U1 and U2 of U0.
By applying Lemma 5(a) to the condition (ρ∗) we deduce that [U1, T ] = [U1, T , T ], or equivalently
[U1, T /T0] = [U1, T /T0, T /T0]. Then it follows from Lemma 5(c) that [U1, T /T0] = 1, so U1  CV (T ).
On the other hand, from Lemma 6(a) we get U2 = U∞ × W∞ with U∞ = CU2 (T /T0)  CV (T ) and
W∞ = [U2, T /T0] [V , T ], such that every chief factor of TW∞ below W∞ is eccentric.
Moreover W0 = [V , T0] is normalized by T . We consider a chief factor M/N of TW0 below W0,
and we take a subgroup M0 such that M0/N is a chief factor of T0W0 below M . By induction T0 does
not centralize M0/N , and hence T does not centralize M/N . This shows that every chief factor of TW0
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with U  CV (T ) and W  [V , T ]. Then the Jordan–Hölder theorem [3, I(11.5)] implies that every chief
factor of T V below W is T -isomorphic to a chief factor below either W∞ or W0, and is therefore
eccentric. It also follows that U = CV (T ) and W = [V , T ]. 
Proposition 1. Let G = HV be a ﬁnite solvable group, with H ∩ V = 1 and V  G, and assume that V is
abelian. Then the following six statements are equivalent:
(ι) H ∈ InjG;
(κ) if S sn H, then V = CV (S)[V , S];
(ρ) if S sn H, then [V , S] = [V , S, S];
(υ) if S sn H, then V = U × W with U = CV (S) and W = [V , S], such that every chief factor of SV below
W is eccentric;
(ω) if S sn H, then V = U ×W with U = CV (S) and W = [V , S], such that x ∈ [x, S] for all elements x ∈ W ;
(β ′) if S sn H and M  V with M  HM, then [M, S] = [M, S, S].
Proof. We begin by showing that (ι) implies (κ), so we assume (ι) and we suppose that S sn H . Then
S pr SV by Lemma 2(d), and Lemma 4(b) shows that (κ) holds.
The fact that (κ) implies (ρ) follows from Lemma 4(c).
We next show that (ρ) implies (υ), so we assume (ρ) and we again suppose that S sn H . If T  S
then T sn H , so (ρ) implies that [V , T ] = [V , T , T ], which means that S satisﬁes the condition (ρ∗)
in Lemma 7. It follows that S also satisﬁes (υ∗), and taking T = S , we deduce that the conclusion
of (υ) holds.
The fact that (υ) implies (ω) follows from Lemma 6(d).
Next we assume (ω), and we aim to prove (ι). If S sn H , then the hypotheses of Lemma 6(e)
hold, so S pr SV . Using Lemma 2(d) we deduce (ι), which shows that the ﬁrst ﬁve conditions are
equivalent.
Finally (ι) implies (β ′) by Lemma 4(d), and clearly (β ′) implies (ρ) by taking M = V . 
We can now give an alternative proof of the following result of Doerk and Hawkes, which will be
used in Example 4 (and which could also be proved using earlier arguments [1, Corollary 1]).
Corollary 1. (See [2, VIII(3.4)].) Let G = HV be a ﬁnite solvable group, with V  G and H ∩ V = 1, and
assume that V is an elementary abelian p-group (where p is a prime number). If V is completely reducible as
an FpH-module (where Fp is the ﬁeld of order p), then H ∈ InjG.
Proof. We aim to verify the condition (υ), so we suppose that S sn H . It follows from Clifford’s the-
orem [2, B(7.1)] that we can write V = V1 ⊕ · · · ⊕ Vn as a direct sum of irreducible Fp S-modules.
We choose the notation such that V1, . . . , Vm are centralized by S , while S does not centralize
Vm+1, . . . , Vn . We take U = V1 ⊕ · · · ⊕ Vm and W = Vm+1 ⊕ · · · ⊕ Vn , and we note that V = U × W
with U = CV (S) and W = [V , S]. Moreover it follows from the Jordan–Hölder theorem [3, I(11.5)]
that every chief factor of SV below W is S-isomorphic to one of the submodules Vm+1, . . . , Vn , and
is therefore eccentric. This shows that (υ) holds, and so H ∈ InjG by Proposition 1. 
We end this section by showing that none of the conditions (κ), (ρ), (υ) nor (ω) in Proposition 1
can be weakened by considering only normal subgroups S (instead of subnormal subgroups).
Example 1. There is a ﬁnite solvable group G = HV with H ∩ V = 1 and V  G , such that V is abelian
and H /∈ InjG , but the conclusions of the conditions (κ), (ρ), (υ) and (ω) all hold whenever S  H
(instead of S sn H).
Proof. We can use a group constructed earlier [1, Example 1] as follows. We take the regular wreath
product H = T AB ∼= S3  C2 with T = 〈t〉 ∼= C2, A = 〈a1,a2〉 ∼= C2 × C2, B = 〈b1,b2〉 ∼= C3 × C3 where
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〈c1, c′1, c2, c′2〉 ∼= C44, and we make H act on V by deﬁning
ca11 = c′1, c′a11 = c1, ca12 = c−12 , c′a12 = c′−12 ,
cb11 = c′1, c′b11 = c−11 c′−11 ,
[〈
c2, c
′
2
〉
,b1
] = 1,
ca21 = c−11 , c′a21 = c′−11 , ca22 = c′2, c′a22 = c2,
[〈
c1, c
′
1
〉
,b2
] = 1, cb22 = c′2, c′b22 = c−12 c′−12 ,
ct1 = c2, c′ t1 = c′2, ct2 = c1, c′ t2 = c′1.
We note that if V0 = V 2 = 〈c21, c′21 , c22, c′22 〉, then G/V0 ∼= HV0 ∼= S4  C2. Moreover CV (B) = 1 and[V , B] = V , and it is easy to see that the conclusions of the conditions (κ), (ρ), (υ) and (ω) all
hold when S = B; alternatively we can deduce this from Lemmas 6(a), 4(c) and 6(d). Since B is the
unique minimal normal subgroup of H and [V , B] = V , it follows that the conclusions of all the
conditions are satisﬁed whenever S  H . On the other hand, taking S = 〈a2,b2〉 we get S  AB  H ,
whereas U = CV (S) = 〈c21, c′21 〉 and W = [V , S] = U × W0 with W0 = 〈c2, c′2〉. Thus U  W < V , and[W , S] = [U × W0, S] = W0, so [V , S] > [V , S, S]. This shows that none of the conditions (κ), (ρ),
(υ) nor (ω) is satisﬁed. 
4. Nilpotent injectors with a normal complement
Our ﬁrst aim in this section is to prove Proposition 2, and we begin by noting the elegant charac-
terizations in Lemma 8. We recall that if H  G , then H is said to be a CAP subgroup of G if, whenever
M/N is a chief factor of G , either (H ∩M)N = M or (H ∩M)N = N . Moreover H is normally embedded
in G if, for every prime p, a Sylow p-subgroup of H is also a Sylow p-subgroup of a normal subgroup
of G .
Lemma 8. Let G be a ﬁnite solvable group.
(a) (Fischer [2, I(7.12.g ⇒ a)]) Suppose P is a p-subgroup of G (where p is a prime number). Then P ∈ InjG
if and only if P is a pronormal CAP subgroup of G.
(b) (Anderson [2, VIII(3.3) and (3.6)]) Suppose J is a nilpotent subgroup of G. Then J ∈ InjG if and only if
J is normally embedded in G.
Proof. (a) If P ∈ InjG it is well known that P is a pronormal CAP subgroup of G [1, VIII(2.14.a and c)].
Conversely suppose that P is a pronormal CAP subgroup of G . The given reference shows that P is
normally embedded, so there is a subgroup K  G such that P ∈ Sylp K . Then P is an injector for the
Fitting set in G formed by the p-subgroups of K .
(b) Since J is nilpotent Sn J G = S J G , so the result follows from the given references. 
Proposition 2. Let G = J K be a ﬁnite solvable group, with J ∩ K = 1 and K  G, and assume that J is
nilpotent. For each prime number p take J p = Op( J ), and for each non-negative integer i let K (i) be the i-th
term of the derived series of K . Then the following six statements are equivalent:
(ι) J ∈ InjG;
(φ′) J p pr J p K for all prime numbers p;
(κ ′) K (i) = CK (i) ( J p)[K (i), J p] for all primes p and all integers i  0;
(ρ ′) [K (i), J p] = [K (i), J p, J p] for all primes p and all integers i  0;
(π) [K , J p] is a p′-group for all primes p;
(β ′) if S sn J and M  K with M  JM, then [M, S] = [M, S, S].
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(κ ′) ⇒ (ρ ′) follow from Lemma 4(b) and (c) respectively.
Next we show that (ρ ′) implies (π). Let p be a prime number, and assume that [K (i), J p] =
[K (i), J p, J p] for all integers i  0; we aim to deduce that [K , J p] is a p′-group. We may assume that
K 	= 1, and argue by induction on |G|. Then we can choose a subgroup R  G with 1 	= R  K . The
inductive hypothesis implies that [K , J p]R/R is a p′-group. If Op′(K ) 	= 1, then [K , J p] is a p′-group
by considering R = Op′ (K ). We may therefore assume that Op′ (K ) = 1. We take R = K (n) where
K (n) 	= K (n+1) = 1. It follows that R is a p-group. From [R, J p] = [R, J p, J p] and Lemma 5(c) we
deduce that [R, J p] = 1; consequently [R, 〈 J Kp 〉] = 1, and so [R, [K , J p]] = 1. Since [K , J p]R/R is a
p′-group, we can choose a Hall p′-subgroup L of [K , J p] and deduce that [K , J p]R = LR . It now
follows that [K , J p]R = L × R , and L is a characteristic subgroup of [K , J p]R , so J p normalizes L.
Consequently
[K , J p] = [K , J p, J p] =
[[K , J p]R, J p
] = [LR, J p] = [L, J p] L,
so [K , J p] = L is a p′-group, as required.
Next we assume (π), and we aim to prove (ι). Then J p ∈ Sylp( J p[K , J p]) with J p[K , J p] G , so
J is normally embedded. Using Lemma 8(b) we deduce (ι), which shows that the ﬁrst ﬁve conditions
are equivalent.
Finally (ι) implies (β ′) by Lemma 4(d), and clearly (β ′) implies (ρ ′) by taking S = J p and
M = K (i) . 
Remark. The argument used in the proof of Proposition 2 above shows that in the conditions (κ ′)
and (ρ ′), the derived subgroups K (i) can be replaced by the terms Ki of any series K = K0 > K1 >
· · · > Kn+1 = 1, such that for all indices i, Ki  G and Ki/Ki+1 is p-nilpotent.
Our ﬁnal aim in this section is to prove Proposition 3. The main part of the argument is carried
out in Lemma 9, whose proof uses the following result.
Corollary 2. Let G = HK be a ﬁnite solvable group, with H ∩ K = 1 and K  G, and assume that (β ′) holds
(with J = H). If T sn H and T is nilpotent, then T pr T K .
Proof. In (β ′) we take S = T p = Op(T ) and M = K (i) , and we deduce that the following condition
holds:
(ρ ′) [K (i), T p] = [K (i), T p, T p] for all primes p and all integers i  0.
Applying Proposition 2 with J = T , we deduce that T ∈ Inj(T K ), and so T pr T K . 
Lemma 9. Let G = HK be a ﬁnite solvable group, with H ∩ K = 1 and K  G.
(a) Suppose that the following condition holds:
(β∗) if S  H and M  K with M  HM, then [M, S] = [M, S, S].
Suppose T  H ; then T pr T K .
(b) Suppose that the following condition holds:
(β ′) if S sn H and M  K with M  HM, then [M, S] = [M, S, S].
Suppose that T  H, and assume that every proper normal subgroup of T is nilpotent. Then T ∈ Inj(T K ).
Proof. (a) If either T = 1 or K = 1, then the result is trivially true, so we may suppose that T 	= 1 and
K 	= 1, and use induction on |G|: we assume that if G0 = H0K0 is a ﬁnite solvable semidirect product
with K0  G0 and |G0| < |G|, such that H0 and K0 satisfy (β∗), and if T0  H0 then T0 pr T0K0.
We suppose that P  H and V  K such that P and V are both normal in G , and we note that
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claim that
HV /P V and K P/P V satisfy
(
β∗
)
.
To prove this, consider subgroups S/P V  HV /P V and M/P V  K P/P V , such that M/P V 
HM/P V ; we must deduce that
[M/P V , S/P V ] = [M/P V , S/P V , S/P V ],
or equivalently [M, S]P V /P V = [M, S, S]P V /P V . Taking S0 = S ∩ H and M0 = M ∩ K , we get S0 H
and M0  K with M0  HM0, so (β∗) implies that [M0, S0] = [M0, S0, S0]. But S = S0V and M =
M0P , and hence [M, S]P V = [M, S, S]P V , which proves the claim.
Now let V be a minimal normal subgroup of G with V  K , and suppose that V is a q-
group (where q is a prime number). Then HV /V and K/V satisfy (β∗) by the claim above, while
T V /V  HV /V with |G/V | < |G|, so the induction hypothesis implies that T V /V pr T K/V . Using
Lemma 1(a) we deduce that T V pr T K , so by Gaschütz’s criterion Lemma 1(h) it suﬃces to show
that T pr NT K (T V ). We take N = NK (T V ), and we note that NT K (T V ) = T N , so we wish to prove
that T pr T N . Moreover H normalizes N , and hence the groups H and N satisfy (β∗). If N < K
then the induction hypothesis implies that T pr T N as required. We may therefore suppose that
K = N = NK (T V ), so T V  T K and
[K , T ] K ∩ T V = V .
Next we choose a prime number p such that the subgroup P = Op(T ) is non-trivial, and we note
that P  H . Then we deduce from (β∗) that
[K , P ] = [K , P , P ] [K , T , P ] [V , P ] [K , P ],
so [V , P ] = [K , P ]. But [K , P ] G , so it follows from the minimality of V that either [K , P ] = 1 or
[V , P ] = V . If [K , P ] = 1, then P  G and the groups H/P and K P/P satisfy (β∗) by the claim above,
while T /P  H/P with |G/P | < |G|, so the induction hypothesis implies that T /P pr T K/P . In this
case Lemma 1(a) shows that T pr T K as required.
We may therefore suppose that [V , P ] = V . However [V , P ] = [V , P , P ] by (β∗), and if p = q
then it follows from Lemma 5(c) that V = [V , P ] = 1, which contradicts our choice of V . This
proves that p 	= q, and by applying Lemma 6(a) we get V = CV (P ) × [V , P ] = CV (P ) × V . This im-
plies that CV (P ) = 1, so NV (P ) = 1 by Lemma 3(b), and therefore NT V (P ) = TNV (P ) = T . Moreover
P ∈ Sylp(P V ) and P V = P [K , P ]  T K , and so P pr T K . Finally T V  T K , and we deduce from
Lemma 1(g) that T = NT V (P ) pr T K .
(b) Suppose S sn T ; by Lemma 2(d) it suﬃces to deduce that S pr SK . If S < T , then the normal
closure 〈ST 〉 is a proper normal subgroup of T containing S , so S is nilpotent, and in this case S pr SK
by Corollary 2; it now remains to show that T pr T K . But (β ′) implies that H and K satisfy the
condition (β∗), and hence T pr T K by (a). 
We can now deduce the following result, which shows that the criteria in Theorem 1 can be
weakened in the special case when every proper normal subgroup of H is nilpotent. We remark that
the groups with every proper subgroup nilpotent have been classiﬁed [3, III(5.2)], and that groups
with this property are candidates for the subgroup H .
Proposition 3. Let G = HK be a ﬁnite solvable group, with H ∩ K = 1 and K  G, and assume that every
proper normal subgroup of H is nilpotent. Then the following four statements are equivalent:
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(χ ′) if S sn H and M  K with M  HM, then M = CM(S)[M, S];
(β ′) if S sn H and M  K with M  HM, then [M, S] = [M, S, S].
Proof. We already know that (ι) and (φ) are equivalent by Lemma 2(d), and the implications (φ) ⇒
(χ ′) ⇒ (β ′) follow from Lemma 4(b) and (c) respectively. Finally (β ′) implies (ι) by Lemma 9(b). 
5. Injectors with a normal complement
Our task in this section is to prove Theorem 1. This will be done by induction, and the next lemma
derives properties of a minimal counter-example. The result is also used in the proof of Lemma 14,
and so of Theorem 2.
Lemma 10. Let G = HK be a ﬁnite solvable group, with H ∩ K = 1 and K  G, and assume that the following
condition holds:
(β ′) if S sn H and M  K with M  HM, then [M, S] = [M, S, S].
Suppose that T0  T sn H and V  K with V  G, such that T /T0 is a p-group and V is an abelian q-group
(where p and q are prime numbers). Assume that the following conditions hold:
(T) T is not pronormal in T K ; (O) T0 pr T0K ; (V) T V pr T K .
If U = CV (T0) and M = NK (TU ), then M  TM and [M, T ] 	= [M, T , T ] = 1. Moreover p = q.
Proof. We note ﬁrst that
[M, T ] K ∩ T U = (K ∩ T )U = U ,
and hence [M, T ] M , so M  TM .
Now T V pr T K by (V), while T is not pronormal in T K by (T), so it follows from Gaschütz’s
criterion Lemma 1(h) that T is not pronormal in NT K (T V ). We take N = NK (T V ), and we note that
NT K (T V ) = T N , so we have shown that T is not pronormal in T N .
Using (O) we get T0 pr T0K  T K , while T K = NT (T0)K = NT K (T0)T0K , so Lemma 1(e) implies
that T0 pr T K . Hence T0 pr T N by Lemma 1(c), and moreover T0  T V  T N . It now follows from
Lemma 1(g) that NT V (T0) pr T N . But NT V (T0) = TNV (T0) = TU by Lemma 3(b), so we have shown
that TU pr T N . We remark next that [N, T0] [N, T ] K ∩ T V = V , and hence N normalizes T0V , so
T0V  T N . Since V is abelian, we also get U = CV (T0V ) T N . Now TU pr T N , while T is not pronor-
mal in T N , and using Gaschütz’s criterion again, we deduce that T is not pronormal in NT N(TU ). But
[M, T ] U  V , and hence M normalizes T V , so M  N . It follows that NT N(TU ) = TNN (TU ) = TM ,
so we have shown that T is not pronormal in TM .
Now T0 pr T0K by (O), while T0M  TM , so M  T0M . We can therefore deduce from
Lemma 4(b) that M = CM(T0)[M, T0]. Then Lemma 4(c) implies that [M, T0] = [M, T0, T0] 
[M, T , T0]  [U , T0] = 1, and hence T0  TM . Moreover [M, T ]  U , and therefore TU  TM . Now
TU/T0 = (T /T0)(UT0/T0), and if p 	= q then T /T0 ∈ Sylp(TU/T0) with TU/T0  TM/T0; in this case
it follows that T /T0 pr TM/T0, so T pr TM by Lemma 1(a). This contradiction shows that p = q.
If S sn T then S sn H , so (β ′) implies that [V , S] = [V , S, S]. Thus T satisﬁes the condition (ρ)
in Proposition 1, so T ∈ Inj(T V ). Then T ∈ Inj(TU ) by Lemma 2(b), and hence [U , T ] = [U , T , T ]
by (ρ). Thus [U , T /T0] = [U , T /T0, T /T0], and since p = q we deduce from Lemma 5(c) that [U , T ] =
[U , T /T0] = 1. Therefore [M, T , T ] [U , T ] = 1. On the other hand, if [M, T ] = 1 then T  TM , which
implies that T pr TM . This contradiction shows that [M, T ] 	= 1. 
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mas 2(d) and 4(b). Moreover (ι) implies (β) by Lemma 4(d), so it suﬃces to show that (β) im-
plies (φ). We therefore assume (β), and we suppose that T sn H but that T is not pronormal in T K ;
we must show that this is impossible. Clearly T K 	= 1, so we may argue by induction on |T K |; we as-
sume that if G0 = H0K0 is a ﬁnite semidirect product with K0 G0, such that H0 and K0 satisfy (β),
and if T0 sn H0 with |T0K0| < |T K |, then T0 pr T0K0.
In fact if either T = 1 or K = 1 then T pr T K , contrary to our hypothesis. Thus T 	= 1 and K 	= 1,
so we can choose subgroups T0 < T and V  K such that T0 is a maximal normal subgroup of T ,
and V is a minimal normal subgroup of G . Then |T /T0| = p, and V is an elementary abelian q-
group (where p and q are prime numbers). We aim to show that the hypotheses of Lemma 10 are
satisﬁed. Clearly (β) implies (β ′), so H and K satisfy (β ′). Also the condition (T) holds, by our choice
of the subgroup T . Moreover |T0K | < |T K |, so it follows from the induction hypothesis (with G0 = G ,
H0 = H and K0 = K ) that (O) holds. To show that the hypotheses of Lemma 10 hold, it remains to
verify (V).
We note that G/V = (HV /V )(K/V ) is a solvable semidirect product, and we claim that
HV /V and K/V satisfy (β).
To prove this, we suppose that S/V sn HV /V and M/V  K/V , with M/V  SM/V ; we must deduce
that [M/V , S/V ] = [M/V , S/V , S/V ], or equivalently [M, S]V /V = [M, S, S]V /V . Taking S0 = S ∩ H ,
we get S0 sn H and M  S0M , so (β) implies that [M, S0] = [M, S0, S0]. But S = S0V , and hence
[M, S]V = [M, S, S]V , which proves the claim. Now T V /V sn HV /V with |T K/V | < |T K |, so it fol-
lows from the induction hypothesis (with G0 = G/V , H0 = HV /V and K0 = K/V ) that T V /V pr
T K/V . Using Lemma 1(a) we deduce that (V) holds.
We have now veriﬁed the hypotheses of Lemma 10, and it follows that if U = CV (T0) and M =
NK (TU ), then M  TM but [M, T ] 	= [M, T , T ], which contradicts (β). 
6. Proof of Theorem 2
We ﬁrst recall the results used in our earlier paper to obtain characterizations of injectors from
similar characterizations of injectors with a normal complement. We remark that Lemma 11(a) could
also be deduced from Lemma 16 below.
Lemma 11. Let G be a ﬁnite solvable group, with H  G.
(a) [1, Lemma 10] Suppose that H is non-trivial and core-free, and assume that the following condition holds:
(γ ′) if X  G with X  HX, then (H ∩ X)X ′ NG(X).
Then there are subgroups L < G and K  G such that G = LK and L∩ K  G, with H  L and H ∩ K = 1.
(b) [1, Lemma 11(b)] Suppose G = LK with K  G and L ∩ K  G, such that H  L and H ∩ K = 1.
If H ∈ Inj L and H ∈ Inj(HK ), then H ∈ InjG.
Proof. (a) We choose a subgroup X  G which is minimal among the normal subgroups of G such
that H ∩ X 	= 1, and we take S = H ∩ X , K = X ′ , M = K ′ and L = NG(SM). Then it follows from (γ ′)
that SK = (H ∩ X)X ′ NG(X) = G , so the condition (C) in the given reference is satisﬁed, and we get
the result.
(b) This is proved in the reference given. 
We now begin the proof of Theorem 2 by showing that each of the ﬁrst two conditions implies
the next one.
Lemma 12. Let G be a ﬁnite solvable group, with H  G.
(a) If H ∈ InjG, then the following condition holds:
(μ) if X  G with X sn 〈H, X〉, then NG(X) ⊆ NG(H ∩ X)X.
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(γ ) if X  G with X sn 〈H, X〉, then (H ∩ X)X ′ NG(X).
Proof. (a) Suppose that H ∈ InjG and X sn 〈H, X〉, and put L = NG(X). Then H ∩ X  X  L, and
H ∩ X pr L by Lemma 2(c), and hence L = NL(H ∩ X)X by Lemma 1(d). Thus
NG(X) = L = NL(H ∩ X)X ⊆ NG(H ∩ X)X .
(b) We assume (μ), we suppose that X sn 〈H, X〉, and we put L = NG(X). Then (H ∩ X)X ′ is nor-
malized by the subgroups NL(H ∩ X) and X . But (μ) implies that L = L ∩NG(H ∩ X)X = NL(H ∩ X)X ,
so we can deduce that (H ∩ X)X ′ L = NG(X). 
To prove Theorem 2, it remains to show that (γ ) implies (ι); the main part of the proof is carried
out in the next two lemmas. We ﬁrst obtain some consequences of the condition (γ ); we note that
Lemma 13(c) and (d) are both used in the proof of Lemma 14, while Lemma 13(b) is needed in the
proof of Proposition 5 in Section 7.
Lemma 13. Let G = HK be a ﬁnite solvable group, with H ∩ K = 1 and K  G.
(a) If S  H and M  K with M  SM and S[M, S, S][M, S]′ SM, then [M, S] = [M, S, S].
(b) Suppose that H satisﬁes the following condition:
(γ ′) if X  G with X  HX, then (H ∩ X)X ′ NG(X).
Then the following condition also holds:
(β∗) if S  H and M  K with M  HM, then [M, S] = [M, S, S].
(c) If H satisﬁes the condition (γ ) in Lemma 12(b), then the following condition holds:
(β ′) if S sn H and M  K with M  HM, then [M, S] = [M, S, S].
(d) Assume that H satisﬁes the condition (γ ) in Lemma 12(b), and that T sn H and V  K , such that V  G
and V is abelian. Suppose that V = U × W with U , W  T V , and put M = NK (TU ). Then [M, T ] =
[M, T , T ].
Proof. (a) Our hypotheses imply that
[M, S] M ∩ S[M, S, S][M, S]′ = (M ∩ S)[M, S, S][M, S]′ = [M, S, S][M, S]′,
and putting N = [M, S] we get N = [N, S]N ′ . Then Lemma 3(c) shows that N = [N, S], which means
that [M, S] = [M, S, S].
(b) We assume (γ ′), and we suppose that S  H and M  K with M  HM . We take X = S[M, S],
and we note that X  H[M, S] = HX , so it follows from (γ ′) that (H ∩ X)X ′  NG(X). Now
X = S[M, S]  SM by Lemma 3(a), so SM  NG(X), and hence SM normalizes (H ∩ X)X ′ . But
H ∩ X = S(H ∩ [M, S]) = S , while Lemma 3(a) also implies that X ′ = S ′[M, S, S][M, S]′ , and there-
fore S[M, S, S][M, S]′ = (H ∩ X)X ′  SM . We have now veriﬁed the hypotheses of (a), so we deduce
that [M, S] = [M, S, S].
(c) We can copy the proof of (b) as follows. We assume (γ ), and we suppose that S sn H and
M  K with M  HM . We take X = S[M, S], and we note that 〈H, X〉  HM . Using Lemma 3(a)
we get X  SM sn HM , and it follows that X sn 〈H, X〉, so (γ ) implies that (H ∩ X)X ′  NG(X).
Now SM  NG(X), and hence SM normalizes (H ∩ X)X ′ . But H ∩ X = S(H ∩ [M, S]) = S , while X ′ =
S ′[M, S, S][M, S]′ by Lemma 3(a), and therefore S[M, S, S][M, S]′ = (H ∩ X)X ′  SM . As before, we
deduce from (a) that [M, S] = [M, S, S].
(d) In this case we take X = T V , and we note that X sn HV = 〈H, X〉, so it follows from (γ ) that
(H ∩ X)X ′  NG(X). Moreover H ∩ X = H ∩ T V = T (H ∩ V ) = T , and we deduce from Lemma 3(a)
that X ′ = T ′[V , T ] (because V is abelian), and hence (H ∩ X)X ′ = T [V , T ]. Now
[M, T ] K ∩ T U = (K ∩ T )U = U  V .
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argument, we get [M, T ] K ∩T [V , T ] = [V , T ]. Using Lemma 5(a) we conclude that [M, T ] [V , T ]∩
U = ([U , T ] × [W , T ]) ∩ U = [U , T ]  [M, T ], so [M, T ] = [U , T ]. But (c) shows that (β ′) holds, and
taking S = T and M = V we get [V , T ] = [V , T , T ]. This implies that [U , T ] = [U , T , T ] by Lemma 5(a),
and therefore [M, T ] = [U , T ] = [M, T , T ]. 
Lemma 14. Let G be a ﬁnite solvable group with H  G, and suppose that H and G satisfy the condition (γ )
in Lemma 12(b).
(a) If V  G, then HV /V and G/V also satisfy (γ ).
(b) If K  G with HK = G and H ∩ K = 1, then H ∈ InjG.
Proof. (a) Suppose X/V  G/V with X/V sn 〈HV /V , X/V 〉 = 〈H, X〉/V ; we must deduce that
((HV /V ) ∩ (X/V ))(X ′V /V ) NG/V (X/V ), or equivalently
(HV ∩ X)X ′/V  NG(X)/V .
But X sn 〈H, X〉, so (H ∩ X)X ′  NG(X) by (γ ). Hence (HV ∩ X)X ′ = (H ∩ X)X ′V  NG(X), which
proves the result.
(b) By Lemma 2(d) it suﬃces to show that if S sn H then S pr SK . We therefore assume (γ ), and
we suppose that T sn H but that T is not pronormal in T K ; we must show that this is impossible.
Clearly T K 	= 1, so we may argue by induction on |T K |; we assume that if G0 = H0K0 is a ﬁnite
semidirect product with K0  G0, such that H0 and G0 satisfy (γ ), and if T0 sn H0 with |T0K0| <
|T K |, then T0 pr T0K0.
In fact if either T = 1 or K = 1 then T pr T K , contrary to our hypothesis. Thus T 	= 1 and K 	= 1,
so we can choose subgroups T0 < T and V  K such that T0 is a maximal normal subgroup of T ,
and V is a minimal normal subgroup of G . Then |T /T0| = p, and V is an elementary abelian q-group
(where p and q are prime numbers). We aim to show that the hypotheses of Lemma 10 are satisﬁed.
Now (γ ) implies (β ′) by Lemma 13(c), so H and K satisfy (β ′). Also the condition (T) holds, by
our choice of the subgroup T . Moreover |T0K | < |T K |, so it follows from the induction hypothesis
(with G0 = G , H0 = H and K0 = K ) that (O) holds. Finally HV /V and G/V satisfy (γ ) by (a), and
G/V = (HV /V )(K/V ) is a semidirect product. Also T V /V sn HV /V with |T K/V | < |T K |, so it follows
from the induction hypothesis (with G0 = G/V , H0 = HV /V and K0 = K/V ) that T V /V pr T K/V .
Using Lemma 1(a) we deduce that (V) holds.
We have now veriﬁed the hypotheses of Lemma 10, and we deduce that [M, T ] 	= [M, T , T ], where
U = CV (T0) and M = NK (TU ). On the other hand if S sn H then (β ′) implies that [V , S] = [V , S, S],
so H satisﬁes the condition (ρ) in Proposition 1. Applying (υ) we get V = U × W with W = [V , T0].
Moreover U , W  T V , and hence [M, T ] = [M, T , T ] by Lemma 13(d). This contradiction completes
the proof. 
Proof of Theorem 2. We have already shown in Lemma 12 that (ι) ⇒ (μ) ⇒ (γ ), so it suﬃces to
prove that (γ ) implies (ι). If G = 1 then (ι) is trivially true, so we may suppose that G 	= 1, and use
induction on |G|. Assuming (γ ), we take the core R = ⋂g∈G Hg , and we deduce from Lemma 14(a)
that H/R and G/R satisfy (γ ). If R 	= 1, then it follows from the induction hypothesis that H/R ∈
Inj(G/R), and hence H ∈ InjG by Lemma 2(a). We may therefore suppose that R = 1, so H is core-
free.
Now (γ ) implies that H satisﬁes the condition (γ ′) in Lemma 11(a), and we may also suppose
that H 	= 1. Hence there are subgroups L < G and K  G such that G = LK and L∩ K  G , with H  L
and H ∩ K = 1. Moreover the fact that H satisﬁes the condition (γ ) in G clearly implies that H also
satisﬁes (γ ) in the subgroups L and HK . Since L < G we deduce from the induction hypothesis that
H ∈ Inj L, while Lemma 14(b) implies that H ∈ Inj(HK ). Finally we can use Lemma 11(b) to show that
H ∈ InjG . 
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We ﬁrst obtain in Proposition 4 some variations on the criteria found in our earlier paper [1].
We shall then investigate the logical relations between the conditions mentioned in Proposition 4.
Lemma 15. Let G be a ﬁnite solvable group, with H  G.
(a) Suppose that H satisﬁes the following condition:
(Θ) if S sn H and K  G with K  HK , then S(H ∩ K ) pr SK .
Then the following condition also holds:
(Ψ ) if S sn H and K  G with K  HK and M = 〈(H ∩ K )K 〉, then SM pr SK .
(b) If H satisﬁes (Ψ ), then the following condition holds:
(Φ) if S sn H and K  G, with K  HK and H ∩ K  HK , then S(H ∩ K ) pr SK .
Proof. (a) Suppose S sn H and K  G with K  HK , and take M = 〈(H ∩ K )K 〉. Assuming (Θ) we get
S(H ∩ K ) pr SK ; but M = 〈(H ∩ K )HK 〉 HK and SM = S(H ∩ K )M , so it follows from Lemma 1(b)
that SM pr SK , as required.
(b) We assume (Ψ ) and we suppose that the hypotheses of (Φ) hold. As in (Ψ ) we take M =
〈(H ∩ K )K 〉 = H ∩ K , and we deduce that S(H ∩ K ) = SM pr SK , as required. 
Proposition 4. Let G be a ﬁnite solvable group, with H  G. Then the following four statements are equivalent:
(I) H ∈ InjG;
(Θ) if S sn H and K  G with K  HK , then S(H ∩ K ) pr SK ;
(Ψ ) H satisﬁes both the following conditions:
() if X  G with X  HX, then H ∩ X pr X ;
(Ψ ) if S sn H and K  G, with K  HK and M = 〈(H ∩ K )K 〉, then SM pr SK ;
(Γ Φ) H satisﬁes both the following conditions:
(Γ ) if X  G with X  HX, then (H ∩ X)X ′ NG(X);
(Φ) if S sn H and K  G, with K  HK and H ∩ K  HK , then S(H ∩ K ) pr SK .
Proof. We already know [1, Lemma 9] that (I) ⇒ (Θ) ⇒ () ⇒ (Γ ), and combining these im-
plications with Lemma 15 shows that (Θ) ⇒ (Ψ ) ⇒ (Γ Φ). We have also proved earlier [1,
Theorem] that (Γ Φ) implies (I), which completes the proof. 
Remarks.
(i) It is not hard to show (see [1, §1, remark (iii)]) that the condition (Ψ ) is equivalent to the fol-
lowing statement:
(Ψ ′) if S sn H  L  G and M  K  L, with M, K  L and H ∩ K  M , then SM pr SK .
(ii) The implications used in the proof of Proposition 4 show that each of the combinations (Φ)
and (Γ Ψ ) is also equivalent to (I).
(iii) We shall see in Proposition 5 that () is equivalent to (Γ ), but we ﬁrst construct groups (Exam-
ples 2 and 3) which show that the condition (Ψ ) is equivalent neither to (Φ) nor to (Θ).
Example 2. There is a ﬁnite solvable group G with H  G , such that (Φ) holds, but H does not
satisfy (Ψ ).
Proof. We take the regular wreath product G = H  T ∼= S3 C2, with H = A1B1 and T = 〈t〉 ∼= C2 where
A1 = 〈a1〉 ∼= C2, B1 = 〈b1〉 ∼= C3, ba11 = b−11 , and we put a2 = at1, A2 = At1, b2 = bt1, B2 = Bt1, B = B1× B2
and L = A1B1 × A2B2.
We ﬁrst show that (Φ) holds, so we suppose that S sn H and K  G with K  HK and
H ∩ K  HK ; we must deduce that S(H ∩ K ) pr SK . We note that H  L so H ∈ Inj L, and hence H
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therefore suppose that K  L, which implies that there is an element gt ∈ K with g ∈ L, and we note
that bg1 = bi1 with i = ±1. Now [b1, gt] ∈ [H, K ] K , with [b1, gt] = b−11 bgt1 = b−11 (bi1)t = b−11 bi2. It fol-
lows that [b−11 bi2,a1] ∈ [K , H]  K , with [b−11 bi2,a1] = [b−11 ,a1] = b−11 . We deduce that b1 ∈ H ∩ K ;
but bgt1 = bi2 /∈ H , so this contradicts the fact that H ∩ K  HK . We have now shown that there is
no subgroup K  L such that K  HK and H ∩ K  HK , and this completes the proof that H satis-
ﬁes (Φ).
To show that (Ψ ) does not hold, we take K = 〈a1a2, t〉B , and we note that K  G (since
|G : K | = 2) and M = 〈(H ∩ K )K 〉 = 〈BT1 〉 = B; it therefore suﬃces to verify that HB is not pronor-
mal in HK . But HK/B = G/B is a dihedral group of order 8, and HB/B = A1B/B ∼= C2 with HB/B
not normal in HK/B . It now follows from Lemma 1(f) that HB/B is not pronormal in HK/B , and
hence HB is not pronormal in HK by Lemma 1(a). 
Example 3. There is a ﬁnite solvable group G with H  G , such that H satisﬁes (Ψ ), but H /∈ InjG .
Proof. We can use a group considered earlier [1, Example 2, remark (ii)] as follows. Let G = S4 be
the symmetric group of degree 4, let H be a cyclic subgroup of order 4, and take L = NG(H). Then
L is a Sylow 2-subgroup of G , and is the unique maximal subgroup of G containing H . If X is Klein’s
subgroup of G , then X  G , but H ∩ X is a subgroup of order 2 which is not normal in G; this shows
that H does not satisfy the condition (γ ), so it follows from Theorem 2 that H /∈ InjG .
It remains to verify (Ψ ), so we suppose that S sn H and K  G with K  HK , and we put M =
〈(H ∩ K )K 〉. If HK < G then from the uniqueness of L we get HK  L; but H  L so H ∈ Inj L, and
it follows from Proposition 4 that SM pr SK as required. We may now suppose that HK = G , so
K  G and K  L, and hence either K = G or K = A4 is the alternating subgroup. If K = G then
M = 〈HG 〉 = G , and the fact that SM pr SK is trivially true. We may now suppose that K = A4, and
then H ∩ K ∼= C2 and M = 〈(H ∩ K )K 〉 is Klein’s subgroup. Finally either S  M and SM = M  SK ,
or S = H and SM = L is a Sylow 2-subgroup of SK ; in both cases SM pr SK as required. 
Remark. In [1, Example 2] we constructed a supersolvable group G with a subgroup H , such that H
satisﬁes (Φ) but H /∈ InjG . It can be shown that H also satisﬁes (Ψ ) (although (Ψ ) is stronger than
(Φ) by Lemma 15 and Example 2 above). This gives a possible alternative to Example 3.
The remainder of this section is devoted to proving Proposition 5. We have found it necessary to
give in Lemma 16 a modiﬁed version of Lemma 11(a), while Lemma 17 is analogous to Lemma 11(b),
but with ‘injectivity’ replaced by pronormality (and with some extra conditions).
Lemma 16. (See [1, Lemma 10].) Let G be a ﬁnite solvable group, with H  G and H 	= 1, and choose a
subgroup X  G which is minimal among the normal subgroups of G such that H ∩ X 	= 1. Take S = H ∩ X,
K = X ′ , M = K ′ and L = NG(SM), and assume that the following conditions both hold:
(C) SK  G; (S) S is not normal in G.
Then H  L < G = LK and H ∩ K = 1 with K  G and M = L ∩ K  G.
Proof. Clearly K = X ′  G and M = K ′  G . Also S = H ∩ X  H , so H  NG(S) NG(SM) = L. Now
SK  X with H ∩ SK  S 	= 1, and by using the minimality of X , together with (C), we deduce that
X = SK .
Moreover X  S 	= 1 and hence K < X , so the minimality of X also implies that H ∩ K = 1. In partic-
ular S ∩ K  H ∩ K = 1, so X = SK is a semidirect product. Combining (C) and (S) shows that K 	= 1
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ﬁnd that SM is not normal in G , and so L < G . It remains to show that LK = G and L ∩ K = M .
We next take a subgroup N  G such that K  N < X and X/N is a chief factor of G; using the
minimality of X yet again, we deduce that S ∩ N  H ∩ N = 1, and hence
K = (S ∩ N)K = SK ∩ N = X ∩ N = N.
This implies that S = S/(S ∩ K ) ∼= SK/K = X/N , which is an elementary abelian p-group (where
p is a prime number). Now take R/M = Op′ (K/M) and note that K/R is an abelian p-group. From
Lemma 3(a) we get K = X ′ = [K , S]K ′ , so K = [K , S] by Lemma 3(c), and hence K = R by Lemma 5(b).
Thus K/M is an abelian p′-group, and SM/M ∈ Sylp(X/M) with X/M  G/M . Using Frattini’s argu-
ment [2, A(6.3.b)] we get
G/M = NG/M(SM/M)X/M,
and therefore G = NG(SM)X = LX = LK .
As in Lemma 6(a)
K/M = CK/M(S) × [K/M, S] = CK/M(SM/M) × [K , S]M/M.
Since K = [K , S]M we get CK/M(SM/M) = M/M . From Lemma 3(b) we deduce that NK/M(SM/M) =
M/M , and therefore L ∩ K = NG(SM) ∩ K = NK (SM) = M . 
Lemma 17. Let G = LK be a ﬁnite group with K  G and M = L ∩ K  G, and suppose that T  L with
NG(TM) L and T ∩ K = 1. If T pr L and T pr T K , then T pr G.
Proof. We suppose ﬁrst that M = L ∩ K = 1, so that G = LK is a semidirect product; in this case we
can prove the result without using the hypothesis that NG(TM) L. There is an isomorphism L ∼= G/K
which sends T to T K/K , so the fact that T pr L implies that T K/K pr G/K , and by using Lemma 1(a)
we get T K pr G . Moreover if g ∈ NL(T K ), then T g  L ∩ T K = T (L ∩ K ) = T ; thus NL(T K ) = NL(T ),
and hence NG(T K ) = NLK (T K ) = NL(T K )K = NL(T )K . But T pr T K  NG(T K ), so it follows from
Lemma 1(e) that T pr NG(T K ). Since we have already shown that T K pr G , we can use Gaschütz’s
criterion Lemma 1(h) to deduce that T pr G , as required.
We can now deal with the general situation, when M = L ∩ K 	= 1. Working in the quotient group
G/M = (L/M)(K/M), we note that TM/M pr L/M and TM/M pr T K/M by Lemma 1(b) and (a). Then
the result proved in the previous paragraph shows that TM/M pr G/M , and using Lemma 1(a) again
we deduce that TM pr G . But our hypotheses imply that T  NG(TM) L and T pr L, so T pr NG(TM)
by Lemma 1(c). As before it follows from Gaschütz’s criterion that T pr G . 
Proposition 5. Let G be a ﬁnite solvable group, with H  G. Then the following three statements are equiva-
lent:
(N) if X  G with X  HX, then H ∩ X pr NG(X);
() if X  G with X  HX, then H ∩ X pr X ;
(Γ ) if X  G with X  HX, then (H ∩ X)X ′ NG(X).
Proof. The fact that (N) implies () follows from Lemma 1(c), and the fact that () implies (Γ ) was
proved earlier [1, Lemma 9(f)], so it suﬃces to show that (Γ ) implies (N). We therefore assume (Γ ),
we consider a subgroup Y  G with Y  HY , and we put T = H∩Y ; we must deduce that T pr NG(Y ).
If G = 1 this is trivially true, so we may suppose that G 	= 1 and use induction on |G|: we assume
that if G0 is a ﬁnite solvable group with a subgroup H0 which satisﬁes (Γ ), and if Y0  G0 with
Y0 H0Y0 and |G0| < |G|, then H0 ∩ Y0 pr NG0(Y0). Clearly H satisﬁes (Γ ) in NG(Y ), so if NG(Y ) < G
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We take the core R = ⋂g∈G T g , and we claim that
H/R satisﬁes (Γ ) in G/R .
To prove this we suppose that X/R  (H/R)(X/R) = HX/R; we must deduce that ((H/R) ∩
(X/R))(X ′R/R) NG/R(X/R), or equivalently (H ∩ X)X ′/R  NG(X)/R . But X  HX , so (Γ ) implies
that (H ∩ X)X ′  NG(X), which proves the claim. If R 	= 1, we deduce from the induction hypothesis
that T /R = (H ∩ Y )/R pr NG/R(Y /R) = G/R . Then it follows from Lemma 1(a) that T pr G , and we
may therefore assume that R = 1, so T is core-free.
We may also clearly suppose that T 	= 1, so we can choose a subgroup X  Y which is minimal
among the normal subgroups of G with H ∩ X 	= 1, and we take S = H ∩ X , K = X ′ , M = K ′ and
L = NG(SM). We note that
S = H ∩ Y ∩ X = T ∩ X .
Moreover (Γ ) implies that SK = (H ∩ X)X ′  NG(X) = G , while S  G because T is core-free. Thus
the conditions (C) and (S) in Lemma 16 both hold, and therefore H  L < G = LK and H ∩ K = 1 with
K  G and M = L ∩ K  G . Now
NG(TM) NG(TM ∩ X) = NG
(
(T ∩ X)M) = NG(SM) = L.
Clearly H satisﬁes (Γ ) in L; also L ∩ Y  L and T = H ∩ Y = H ∩ (L ∩ Y ), so the induction hypothesis
implies that T pr NL(L ∩ Y ) = L. Moreover H ∩ K = 1, while (Γ ) is the same as (γ ′), so we deduce
from Lemma 13(b) that HK satisﬁes (β∗). It now follows from Lemma 9(a) that T pr T K , and we can
use Lemma 17 to show that T pr G . 
Remark. Let G be a ﬁnite solvable group, with H  G , and consider the conditions:
(δ′′) if X  G , then H ∩ X pr X ;
(γ ′′) if X  G , then (H ∩ X)X ′ G .
We proved earlier [1, Lemma 8] that (δ′′) implies (γ ′′), but the following example shows that the con-
verse is false. Let G be the symmetric group S4, and take H = 〈t〉 G where t is a 2-cycle. If X  G ,
then either X is contained in the alternating group A4 and H ∩ X = 1, or X = G and (H ∩ X)X ′ = G .
In both cases (H ∩ X)X ′ G , so (γ ′′) holds. On the other hand, H = H ∩ G is not pronormal in G , so
(δ′′) is not satisﬁed.
8. An example
As we remarked in Section 1, comparison of Propositions 1, 2 and 3 with Theorem 1 suggests the
question whether (β ′) is equivalent to (β). Moreover the fact that it suﬃces to use (β ′) at the end of
the proof of Lemma 13(d) lends support to this suggestion. However we show that (β) and (β ′) are
not equivalent, by constructing a group analogous to Example 1 in Section 3, but with V replaced by
a non-abelian group K .
Example 4. There is a ﬁnite solvable group G = H∗K , with H∗ ∩ K = 1 and K  G , such that H∗ and
K satisfy the condition (β ′) in Lemma 4(d), but the condition (β) in Theorem 1 does not hold.
Proof. Let X1 = 〈x1, x′1〉 ∼= C2 × C2 and X2 = 〈x2, x′2〉 ∼= C2 × C2 be two elementary abelian groups of
order 4, and form the free product F = X1 ∗ X2. Then F ′ = [X2, X1] by Lemma 3(a), and in fact it is
well known [5, §4.1, Exercise 24, p. 196] that F ′ is freely generated by the set {[u2,u1]: ui ∈ Xi −{1}};
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every group of exponent 2 is abelian) and hence Q ′′ = 1, and Q ′ ∼= C92. We still use the symbols xi , x′i
and Xi to denote their respective images in Q .
We begin by recording some useful equations in Q . If g,h,h′ ∈ Q , then using the fact that Q ′′ = 1,
we get
[
g,hh′
] = [g,h][g,h′][g,h,h′], [hh′, g] = [h, g][h′, g][h, g,h′]. (1)
If u ∈ X1 or X2, then it follows from (1) that [g,u2] = [g,u]2[g,u,u] and [u2, g] = [u, g]2[u, g,u],
and hence
[g,u,u] = [u, g,u] = 1 (u ∈ X1 or X2). (2)
If either u,u′ ∈ X1 or u,u′ ∈ X2, then [g,uu′] = [g,u′u] and [uu′, g] = [u′u, g]. It now follows from (1)
that [g,u][g,u′][g,u,u′] = [g,u′][g,u][g,u′,u] and [u, g][u′, g][u, g,u′] = [u′, g][u, g][u′, g,u], and
hence
[
g,u,u′
] = [g,u′,u], [u, g,u′] = [u′, g,u] (u,u′ ∈ X1 or u,u′ ∈ X2
)
. (3)
If v ∈ Q ′ , then [v,hh′] = [v,h′h[h,h′]] = [v,h′h] using (1), and by copying the proof of (3), we get
[
v,h,h′
] = [v,h′,h] (v ∈ Q ′). (4)
We use the notation Qr = γr(Q ) for the r-th term of the lower central series of Q , and we deduce
from (1) that
Q ′ = 〈[u2,u1]: ui ∈
{
xi, x
′
i, xix
′
i
}〉 = 〈[u2,u1]: ui ∈
{
xi, x
′
i
}〉
Q 3
= 〈[x2, x1],
[
x2, x
′
1
]
,
[
x′2, x1
]
,
[
x′2, x′1
]〉
Q 3.
Similarly Q 3/Q 4 is generated by commutators of the form [g,u] where g is a generator of Q ′/Q 3
and u = x1, x′1, x2 or x′2. But (2) and (3) imply that some of these commutators are trivial or equal,
and in fact
Q 3 =
〈[
x2, x1, x
′
1
]
,
[
x2, x1, x
′
2
]
,
[
x2, x
′
1, x
′
2
]
,
[
x′2, x1, x′1
]〉
Q 4.
By the same method using (2) and (4), we get
Q 4 =
〈[
x2, x1, x
′
1, x
′
2
]〉
Q 5, Q 5 = 1.
Writing
z1 =
[
x2, x1, x
′
2
]
, z′1 =
[
x2, x
′
1, x
′
2
]
, z2 =
[
x2, x1, x
′
1
]
, z′2 =
[
x′2, x1, x′1
]
,
Z1 =
〈
z1, z
′
1
〉
, Z2 =
〈
z2, z
′
2
〉
, Z = Z1 Z2,
we have shown that Q ′ is generated by the elements
[x2, x1],
[
x2, x
′
1
]
,
[
x′2, x1
]
,
[
x′2, x′1
]
, z1, z
′
1, z2, z
′
2,
[
x2, x1, x
′
1, x
′
2
]
.
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independent. We put K = Q /Q 4, and we continue to use the symbols xi, x′i, Xi, zi, z′i, Zi and Z to
denote their respective images in K . We note that K ′ ∼= C82 and Z = γ3(K ).
We take the regular wreath product H = S1  T , where S1 is isomorphic to the symmetric group S3,
and T = 〈t〉 ∼= C2, with S1 = A1B1, A1 = 〈a1〉 ∼= C2, B1 = 〈b1〉 ∼= C3, ba11 = b−11 and S2 = St1, A2 = At1,
a2 = at1, B2 = Bt1, b2 = bt1. We also write A = A1A2 and B = B1B2, and we note that T A is a dihedral
group of order 8 which acts faithfully and irreducibly on B , and hence B is the unique minimal
normal subgroup of H . We make H act on F by taking
xaii = xbii = x′i, x′aii = xi, x′bii = xix′i (i = 1, 2),
[X2, S1] = [X1, S2] = 1, xt1 = x2, x′1t = x′2, xt2 = x1, x′2t = x′1.
Then H also acts on K = F/(F ′)2γ4(F ), and we note that
CB(X1) = B2, CB(X2) = B1. (5)
We now calculate the action of S1 on K ′/Z :
[x2, x1]a1 = [x2, x1]b1 =
[
x2, x
′
1
]
,
[
x2, x
′
1
]a1 = [x2, x1],
[
x2, x
′
1
]b1 = [x2, x1x′1
] ≡ [x2, x1]
[
x2, x
′
1
]
mod Z
using (1). Comparing these equations with the action on X1, we see that
〈[x2, x1],
[
x2, x
′
1
]〉
Z/Z ∼=S1 X1.
Similar calculations show that 〈[x′2, x1], [x′2, x′1]〉Z/Z ∼=S1 X1, and that
〈[x2, x1],
[
x′2, x1
]〉
Z/Z ∼=S2
〈[
x2, x
′
1
]
,
[
x′2, x′1
]〉
Z/Z ∼=S2 X2.
Using (5) we deduce that
CK ′/Z (B1) = CK ′/Z (B2) = Z/Z . (6)
We next calculate the action of S1 on Z1:
za11 = zb11 =
[
x2, x
′
1, x
′
2
] = z′1,
z′a11 =
[
x2, x1, x
′
2
] = z1, z′b11 =
[
x2, x1x
′
1, x
′
2
] = z1z′1,
which shows that Z1 ∼=S1 X1. We also calculate the action of S2 on Z1:
za21 =
[
x′2, x1, x2
] = z1, zb21 =
[
x′2, x1, x2x′2
] = [x′2, x1, x2
] = z1,
z′a21 =
[
x′2, x′1, x2
] = z′1, z′b21 =
[
x′2, x′1, x2x′2
] = [x′2, x′1, x2
] = z′1,
using (2) and (3). It follows that Z1 ∼=S1×S2 X1, and similarly Z2 ∼=S1×S2 X2. We note that
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[
x1, x2, x
′
1
] = z2, z′ t1 =
[
x1, x
′
2, x
′
1
] = z′2,
zt2 =
[
x1, x2, x
′
2
] = z1, z′ t2 =
[
x′1, x2, x′2
] = z′1,
so Zt1 = Z2 and Zt2 = Z1. Using (5) we deduce that Z is irreducible as an F2H-module [2, B(7.8)], and
also
CB(Z1) = B2, CB(Z2) = B1. (7)
We claim that there is an irreducible F2H-module Y such that
K ′ = Y ⊕ Z ,
and so K ′ is completely reducible as an F2H-module. To prove this we take X = 〈[x2, x1], [x2, x′1],[x′2, x1], [x′2, x′1]〉, and we remark that the action of H on K shows that X is stabilized by T A. Thus
K ′ = X ⊕ Z as an F2T A-module, while K ′ and Z are F2H-modules and |H : T A| = 32 is a 2′-number.
Using a generalization of Maschke’s theorem due to D.G. Higman [4, Problem 1.8] we deduce that
there is an F2H-submodule Y such that K ′ = Y ⊕ Z . Now Y ∼=H K ′/Z , and it follows from (6) that
B1  CH (Y ). Since CH (Y )  H and B is the unique minimal normal subgroup of H , this implies
that CH (Y ) = 1. Thus H acts faithfully on Y ; but |H| = 23.32 and |GL3(F2)| = 23.3.7 [3, II(6.3.1)],
which shows that H cannot act faithfully on an F2-module of dimension 3 or less. Since dim Y =
dim(K ′/Z) = 4, this means that Y is irreducible, which proves the claim. We note that Y ∼=H K ′/Z ,
so it follows from (6) that
CY (B1) = CY (B2) = 1. (8)
More explicitly, we can take
y1 = [x2, x1]
[
x2, x
′
1
][
x′2, x′1
]
z′2z1, y′1 = [x2, x1]
[
x′2, x1
][
x′2, x′1
]
z2z
′
1,
y2 = [x2, x1]
[
x2, x
′
1
][
x′2, x1
]
z′2z′1, y′2 =
[
x2, x
′
1
][
x′2, x1
][
x′2, x′1
]
z2z1,
Y1 =
〈
y1, y
′
1
〉
, Y2 =
〈
y2, y
′
2
〉
.
Then it can be veriﬁed that Y1 and Y2 are F2B-modules with CB(Y1) = 〈b1b2〉 and CB(Y2) = 〈b1b−12 〉,
and that Y = Y1 ⊕ Y2 is an irreducible F2H-module with K ′ = Y ⊕ Z .
Using a well-known method [3, III(19.2.a)] we next construct central automorphisms of K . We ﬁrst
deﬁne a homomorphism ζ1 : K → Z1 by taking
xζ11 = z1, x′ ζ11 = z′1, xζ12 = x′ ζ12 = 1.
We write Ker ζ1 and Img ζ1 to denote the kernel and image of ζ1, respectively. Then K/Ker ζ1 =
K/X2K ′ ∼=S1×S2 X1 ∼=S1×S2 Z1, and we deduce that if g ∈ K and h ∈ S1 × S2, then gζ1h = ghζ1 . Also
Img ζ1 = Z1  Ker ζ1, so ζ 21 = 0. Next we deﬁne a map θ1 : K → K by taking
gθ1 = ggζ1 (g ∈ K ).
Then gθ
2
1 = ggζ1 · gζ1 gζ 21 = g , and so θ21 = 1 ∈ Aut K , where Aut K is the automorphism group of K ;
hence θ1 acts as a permutation of K . If also g′ ∈ K , then
(
gg′
)θ1 = gg′(gg′)ζ1 = gg′gζ1 g′ ζ1 = ggζ1 g′g′ ζ1 = gθ1 g′ θ1 ,
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that if h ∈ S1 × S2, then gθ1h = gh gζ1h = gh ghζ1 = ghθ1 , and so [θ1, S1 × S2] = 1. Similarly we can
deﬁne θ2 ∈ Aut K by taking
xθ21 = x1, x′ θ21 = x′1, xθ22 = x2z2, x′ θ22 = x′2z′2,
and we note that 〈θ1, θ2〉 ∼= C2 × C2, [〈θ1, θ2〉, S1 × S2] = 1 and θ t1 = θ2, θ t2 = θ1. Finally we take
a∗1 = a1θ2, A∗1 =
〈
a∗1
〉 ∼= A1, a∗2 = a2θ1, A∗2 =
〈
a∗2
〉 ∼= A2,
S∗1 = A∗1B1 ∼= S1, S∗2 = A∗2B2 ∼= S2, H∗ = T
(
S∗1 × S∗2
) ∼= H, G = H∗K .
Then H∗ ∩ K = 1 and K  G . Moreover S∗1 sn H∗ with [X2 Z2, S∗1] = [X2 Z2, θ2] = Z2, and therefore S∗1
normalizes X2 Z2 and
[
X2 Z2, S
∗
1
]
>
[
X2 Z2, S
∗
1, S
∗
1
];
this shows that H∗ and K do not satisfy (β).
It remains to show that H∗ and K satisfy (β ′), so we suppose that S sn H∗ and M  K with
M  H∗M; we must deduce that [M, S] = [M, S, S]. The action of H∗ on K ′ is the same as the action
of H , so K ′ is completely reducible as an F2H∗-module, and therefore H∗ ∈ Inj(H∗K ′) by Corollary 1.
It now follows from Theorem 1 that H∗ and K ′ satisfy (β); in particular if M  K ′ , then M  SM
and [M, S] = [M, S, S], as required. We may therefore assume that M  K ′; since K/K ′ is irreducible
as an F2H∗-module, we deduce that K = MK ′ = MΦ(K ) (where Φ(K ) is the Frattini subgroup of K ).
Hence M = K , and it suﬃces to show that [K , S] = [K , S, S].
Now S ∩ B = 1 or B1 or B2 or 〈b1b2〉 or 〈b1b−12 〉 or B . If S ∩ B = 1 then S must be a subnormal
2-subgroup of H∗ , so S  O2(H∗) = 1, and the equation [K , S] = [K , S, S] is trivially true. Moreover if
either b1b2 ∈ S or b1b−12 ∈ S , then it follows from (5) that CK/K ′ (S ∩ B) = K ′/K ′; because the action
of S ∩ B is coprime, we get K = [K , S ∩ B]K ′ = [K , S]Φ(K ), which implies that K = [K , S] = [K , S, S]
as required. We may therefore assume that S ∩ B = B1 or B2. But if S = B1 or B2, then S is a Sylow
3-subgroup of SK , so S ∈ Inj(SK ), and as before Theorem 1 implies that [K , S] = [K , S, S]. Hence we
may also assume that S > S ∩ B and we suppose ﬁrst that S ∩ B = B1. Then S  NH∗ (B1) = S∗1 × S∗2,
and it follows from the properties of direct products [2, A(4.11.b)] that S = S∗1, so we must show
that [K , S∗1] = [K , S∗1, S∗1]. From (7) and (8) we deduce that [X1, B1] = X1 and [K ′, B1] = [Y Z , B1] =
Y Z1. But the deﬁnition of z2 and z′2 implies that Z2  [K ′, X1] = [Y Z , X1] = [Y , X1], and hence Z2 〈X1, Y 〉. Using (5) it follows that
[K , B1] X1K ′ = X1Y Z = 〈X1, Y Z1〉 =
〈[X1, B1],
[
K ′, B1
]〉
 [K , B1],
and therefore [K , B1] = X1K ′ . Moreover [K , B1, B1] = [K , B1] by the theory of coprime action
(Lemma 6(a)). Similarly [K , A∗1]  X1K ′ , and hence [K , S∗1] = [K , B1A∗1] = [K , A∗1][K , B1] = X1K ′ . Fi-
nally
[
K , S∗1, S∗1
]

[
K , S∗1
] = X1K ′ = [K , B1] = [K , B1, B1]
[
K , S∗1, S∗1
]
,
and so [K , S∗1, S∗1] = X1K ′ = [K , S∗1]. The same argument shows that if S > S ∩ B = B2, then S = S∗2
and [K , S∗2] = [K , S∗2, S∗2]. 
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