We introduce new dynamic set intersection data structures, which we call 2-3 cuckoo filters and hash tables. These structures differ from the standard cuckoo hash tables and cuckoo filters in that they choose two out of three locations to store each item, instead of one out of two, ensuring that any item in an intersection of two structures will have at least one common location in both structures. We demonstrate the utility of these structures by using them in improved algorithms for listing triangles and answering set intersection queries in internal or external memory. For a graph G of n vertices and m edges, our internal-memory triangle listing algorithm runs in O(m (α(G) log w)/w + k) expected time, where α(G) is the arboricity of G, w is the number of bits in a machine word, and k is the number of output triangles. Our external-memory algorithm uses O(sort(n α(G)) + sort(m (α(G) log w)/w ) + sort(k)) expected number of I/Os.
INTRODUCTION
Set intersection queries have a multitude of database applications. They are the "inner loop" computation for performing inner joins, and can be used to answer triangle listing queries for databases of graphs and networks, where we must report every triple of mutually-adjacent vertices [13, 46] . In this paper, we provide asymptotic improvements to set intersection and triangle listing queries, by taking advantage of the bit-level parallelism available in the practical RAM model [41] (which is also known as the word-RAM model [33] ) or in the external-memory (EM) model [1, 52] . We present a dynamic set representation that outperforms previous representations: it allows for updates in O(1) expected time, and supports the outputPermission to make digital or hard copies of all or part of this work for personal or classroom use is granted without fee provided that copies are not made or distributed for profit or commercial advantage and that copies bear this notice and the full citation on the first page. Copyrights for components of this work owned by others than the author(s) must be honored. Abstracting with credit is permitted. To copy otherwise, or republish, to post on servers or to redistribute to lists, requires prior specific permission and/or a fee. Request permissions from permissions@acm.org.
PODS '17, May [14] [15] [16] [17] [18] [19] 2017 , Chicago, IL, USA sensitive intersection of two sets of size O(n) in expected time o(n) + O(k) in the practical RAM model, where k is the number of elements in the intersection, and with related efficiency in the EM model. Further, we apply this data structure to the triangle listing problem.
Our solutions exploit a novel combination of two powerful algorithmic techniques. The first of these two techniques is an interesting variant of an algorithmic paradigm known as the power of two choices, which has previously been used for load balancing and data structures [6, 39, 43, 44] . In a nutshell, the main idea of the power of two choices paradigm is to place items in one of two randomly chosen places so as to improve space or time performance. This paradigm is used, for example, in cuckoo 1 hashing [20, 31, 47] . The second technique we exploit is filtering, which involves storing data in compressed form using hash functions to support fast set-query operations. A well-known, classic example of this paradigm is the Bloom filter [10, 18, 22] . Instead of Bloom filters, however, we modify a more recent filtering structure known as the cuckoo filter, which improves on Bloom filters in its space usage, locality of reference, and ease of updating [17, 20] .
In this paper, we generalize the power-of-two-choices paradigm to a two-out-of-three paradigm. We explore how this idea leads to useful variations of cuckoo filters and hash tables, which we call 2-3 cuckoo filters and hash tables. We use these structures to design improved algorithms for dynamic set intersection, which can in turn be used for answering triangle listing queries faster than with previous approaches, in the practical RAM and EM models. As with previous works, we characterize our algorithms in terms of multiple parameters, including the following:
• n: the size of a set or the number of vertices in a graph (depending on the context).
• m: the number of edges in a given graph, G.
• k: the number of elements to be output, e.g., the number of elements in the intersection of two sets or the number of triangles (i.e., cycles of length three) in an undirected graph.
• α(G): the arboricity [12] of a graph G, i.e., the minimum number of forests that cover all its edges. This parameter is within a factor of 2 of a related parameter, the degeneracy d(G) [37] , which is the maximum over subgraphs of G of the minimum degree of the subgraph.
• w: the number of bits in a word of memory.
• M : the number of words in internal memory.
• B: the number of words in a block of memory that can be transferred in one I/O between internal and external memory.
For more on the external-memory model, see the seminal work of Aggarwal and Vitter [1] and survey of Vitter [52] .
Related Work
Miltersen [41] introduced the practical RAM model in 1996. This model is like the standard RAM model in that it has a single processor that can access any memory word in constant time. It also allows constant-time bitparallel operations [4, 50] , such as shifts, bitwise Boolean operations, and most-significant-bit finding, that are included in modern programming languages such as C, C++, Java, Python, and T-SQL. Exploiting such operations can speed up algorithms for large-scale problems on conventional hardware and software, including solutions for sorting and searching [4, 21, 50, 53] .
Bille et al. [8] present a data structure that can compute the intersection of t sets of total size n in expected time O( n(log 2 w)/w + kt + log w), where k is the size of the output. Kopelowitz et al. [33] introduce a dynamic set intersection data structure and use it to list the triangles in a graph G in O(m (α(G) log 2 w)/w + log w + k) expected time. Both of these papers work in the practical RAM model. The lower-order O(log w) terms in their analysis come from their reliance on a sophisticated bit-parallel listmerging algorithm of Albers and Hagerup [2] . The data structure of Kopelowitz et [46] show that almost every previous internalmemory triangle listing algorithm can be implemented to run in O(m α(G)) worst-case optimal time for any non-outputsensitive algorithm, or slightly worse (see their paper for an extensive survey). Hence, although it does not appear to be very practical, the method of Kopelowitz et al. [33] has the best asymptotic expected running time of any triangle listing algorithm prior to our work. Alternatively, Björklund et al. [9] study triangle listing from an asymptotic worst-case perspective, but do not characterize their running times in terms of graph parameters such as arboricity or degeneracy.
Amossen and Pagh [3] introduce a data structure, the "batmap," using the same two-out-of-three placement strategy that we do. However, they do not combine it with the filtering techniques that are essential for our improved dynamic set intersection and triangle listing algorithms. Moreover, they do not combine 2-3 cuckoo hashing with a stash, as we do, which allows us to significantly boost success probabilities.
Hu et al. [27, 28] [16] can be implemented to use O(sort(m) · α(G)) I/Os, where sort(n) is the I/O complexity for sorting n elements. 4 Our approach is complementary to this prior work in PODS focusing on the I/O complexity of the triangle enumeration problem, in that we focus on the triangle listing problem.
Our Results
We present new dynamic set intersection data structures based on cuckoo filtering and two-out-of-three hashing. Our structure uses both cuckoo hash tables, which store full items, and cuckoo filters [17, 20] , which instead store smaller fingerprints of the items. We use a "stash" to improve the success likelihood, and use parallel pairs of 2-3 cuckoo filters and hash tables to guide the rearrangement of fingerprints within the filter. Our data structures can maintain sets of size O(n), support element insertions and deletions in O(1) expected time, and perform set-intersection queries in O( (n log w)/w +k) expected time, where k is the number of output elements. This speeds up the set-intersection times for the data structure of Kopelowitz et al. [33] by a logarithmic factor. Our solution is also simpler.
As an application of our data structures, we solve the triangle listing problem for a graph G of n vertices and m edges in O(m (α(G) log w)/w + k) expected time, where k is the number of triangles in G. This also improves upon the previous solution of Kopelowitz et al. [33] by a logarithmic factor. All of our algorithms are for the practical RAM model [41] and can be easily implemented using standard instructions used in modern programming languages, as we discuss in a section on experimental results.
Further, we show how to implement external-memory versions of cuckoo-filters and hash tables. We use these to solve triangle listing in external memory with an expected O(sort(n α(G))+sort(m (α(G) log w)/w )+sort(k)) number of I/Os. This improves previous external-memory solutions for triangle listing in sparse graphs with small internal memory in scenarios where the output is asymptotically less than its worst case. Our external-memory solution, therefore, is well suited for large naturally sparse graphs that typically arise in practice (e.g., see [19, 24] ).
2-3 CUCKOO HASH-FILTERS
In this section, we describe our 2-3 cuckoo hashing data structures, explaining how they can be used to maintain sets of size O(n) to support insertions, deletions, and set intersection queries in internal memory. In subsequent sections, we describe how to use these for set intersection and triangle listing queries and how to adapt them for external memory.
Suppose, then, we wish to maintain a collection of sets, S = {S1, S2, . . . , S l }, such that each set is of size at most O(n), taken from a universe such that each element can be stored in a single memory word (which itself could be a unique pointer to a larger data file). For each Si, we construct the following (see Figure 1 ): The digest f (x) is a non-zero random hash function comprising δ bits, where δ = Θ(log w) is a parameter whose value is set to achieve a good false positive rate (e.g., δ = 2 log w). The [41] . Let us next describe how to perform insertions and deletions in pairs of parallel cuckoo filters and hash tables. We begin with deletion, because it is the easiest.
Deletion
Suppose we are given an element x, to be deleted from a 2-3 cuckoo hash-filter structure for a set Si. To perform 
Insertion
Suppose we are given an element, x, to be inserted into some set Si. We first attempt to insert x into the 2-3 cuckoo table, Ti, performing a 2-3 cuckoo (two-out-of-three) insertion for x. Following [3] , let us consider this as our inserting two instances of x into Ti via a one-out-of-three cuckoo insertion. Each element x has three possible locations, Ti[h2(x) ], and Ti[h3 (x) ], where it may be stored. If one of these is empty, then we add x to it, completing that instance of inserting x. (If this is the second insertion for x, then we are completely done). If none of these three cells is empty, we choose one of them at random and add x to it, evicting its previous occupant y. We add y to a temporary buffer queue, Q. When we add x to cell Ti[j] we zero out cell Fi [j] and insert f (x) into that cell, and we also perform an OR operation that sets the corresponding mask cell, Mi [j] , to all 1s, to show this cell as occupied.
We then process the buffer, Q, while it is non-empty. We take the next element, y, from Q. We then read the cells, Ti[h2(y) ], and Ti[h3(y)]. One of these cells may already store y; in this case, we consider the other two. If one of these two is empty, we add y to it, and we are done with y. If both of these cells are occupied, however, we choose one of them at random, evict its previous occupant z, and insert y into that cell. Then we add z to Q. Each time we add x to a cell Ti [j] we zero-out the cell Fi [j] and insert f (x) into that cell (the mask cell Mi [j] is already all 1s in this case). We repeat this processing of Q until we either succeed in emptying all the elements in Q or we reach a stopping condition, which is defined to be the condition that we have spent more than L iterations processing Q during this insertion, where L is a threshold parameter set in the analysis. We then perform a deletion operation in Ti and Fi for each element in Q, and we add each such element to the stash, Ci. This step takes O(L + 1) steps in the practical RAM model (possibly amortized, if we are implementing Ci as a standard growable hash table).
As we show in Section 3, we can set L to be logarithmic in n and set a constant threshold s > 0 such that, with high probability throughout the process, λi ≤ s. Thus, with high probability, our 2-3 cuckoo hash filters has stashes of constant size. This property provides a "safety net" for our data structures: with low probability, they could always fall back to a standard hash table or sorted linked list to store their sets, but with high probability, our structures will be much faster than this.
ANALYSIS
In this section, we give an analysis of 2-3 cuckoo hashing with a stash, which forms the theoretical foundation for our set intersection and triangle listing algorithms.
A Review of Standard Cuckoo Hashing
We now review useful characterizations and results for standard cuckoo hashing, which are good to know for when we generalize them to 2-3 cuckoo hashing.
We begin by recalling that in (standard) cuckoo hashing, as proposed by Pagh and Rodler [48] , one inserts n items into a table T with 2(1 + )n buckets (for a fixed constant > 0), via hash functions h1 and h2 whose values are always distinct. (Cuckoo hashing is often instead described using two separate tables for h1 and h2, avoiding the need for distinctness, but this makes little difference to its analysis.) Each bucket can store at most one item. To insert an item x, we place it in T [h1(x)] if that bucket is empty. Otherwise, we evict the item y in T [h1(x)], replace it with x, and attempt to insert y into its other cell T [h1(y) + h2(y) − h1(x)]. If that location is free, then we are done. If not, we evict the item z in that location, attempt to insert z into its other cell, and so on. We can view the hash functions as defining a random multigraph with m vertices corresponding to the buckets in T , with each of the n items x yielding an edge (h1(x), h2(x)). The insertion procedure successfully places all n items if and only if each connected component in this cuckoo graph has at most one cycle. With high probability all connected components have at most cycle and no component is of size larger than O(log n). In what follows we allow the eviction process to occur up to C log n times for some constant C before declaring a failure in the placement.
There is, however, a small probability that an insertion cannot be done or takes longer time than expected. In such cases, rather than failing, unplaced items can be placed in a small additional memory, called a stash cache (e.g., similar to how we describe above for 2-3 cuckoo hash tables). The main previous result for stashing in standard cuckoo hash tables is the following theorem by Kirsch et al. [31] .
Theorem 1. For any constant integer s ≥ 1, for a sufficiently large constant C, the size S of the stash in a standard cuckoo hash table after all items have been inserted satisfies Pr(S
In fact, the result of Theorem 1 can be extended somewhat beyond constant s with some care; for s = O(log log n), for example, we have Pr(S ≥ s) =Õ(n −s+1 ) [31] . Our main goal here is to extend such results on stashes to the setting of 2-3 cuckoo hashing.
Modeling 2-3 Cuckoo Hashing
We start our analysis of 2-3 cuckoo hashing by reviewing known results. In 2-3 cuckoo hashing, we insert n items into a table T via three hash functions h1, h2, and h3 with distinct values. Each item is stored at two of the three locations given by its hash values, except that an item that cannot be stored successfully may be placed into a stash. In this setting, we require the table to have 6(1 + )n total bucket spaces, so that the final "load" of the hash table is less than 1/6. (This contrasts with the standard cuckoo hash table, where it suffices that the final load is less than 1/2.) It is known that a load strictly less than 1/6 allows all items to be placed with high probability, but a load strictly greater than 1/6 will fail to place all items with high probability. These results are discussed and proven by Amossen and Pagh [3] and Loh and Pagh [38] (see also the related combinatorial results in [30] ). Indeed, they also show the following results for 2-3 cuckoo hashing, which are similar to the known results for standard cuckoo hashing:
• A natural insertion procedure succeeds in placing all items with high probability.
• This insertion procedure has constant expected time.
• With high probability the maximum insertion time is O(log n).
These results are derived by considering the corresponding cuckoo hypergraph, where each bucket is represented by a vertex and each item is represented by a hyperedge attached to the three vertices (buckets) that are the chosen locations for that item. The following subsection defines these hypergraphs more formally, including what it means for them to be acyclic or unicyclic (corresponding to trees or pseudotrees in ordinary graphs), and what their connected components are. The previous results show that the insertion procedure succeeds exactly when every component of this hypergraph is acyclic or unicyclic, and the time to insert an item is proportional to the size of its component. When n hyperedges are randomly selected for 6(1 + )n vertices, all hypergraph components are acyclic or unicyclic with high probability; all components are of size O(log n/ 2 ) with high probability; and the average size of the component containing any given vertex is constant.
Our result shows how to improve these results by using a stash, similar to how stashes improve the success probabilities for standard cuckoo hashing. For convenience, we prove a slightly easier and weaker version of the result that is sufficient for our purposes. Specifically, we prove the following:
Theorem 2. For any constant integer s ≥ 1, for a sufficiently large constant C, the size S of the stash in a 2-3 cuckoo hash table after all items have been inserted satisfies
TheÕ notation allows for extra polylogarithmic factors. These do not appear to actually be necessary; we believe with more work the bound of Theorem 1 applies here as well. The proof, however, is simpler by allowing these factors, and the resulting bound is sufficient for our purposes.
Our proof follows the approach of Kirsch et al. [31] , suitably modified for this situation, including a number of interesting changes that come from translating the previous results for cuckoo graphs to cuckoo hypergraphs.
Formalization of Acyclic Hypergraphs and Related Concepts
Before proving our result on stashes, this subsection provides a basis for thinking about acyclic hypergraphs and unicyclic hypergraphs more formally in this context, as there are various ways they can be defined. A 3-uniform hypergraph H = (V, T ) consists of a set V of vertices and a set or multiset T of triples of vertices, the hyperedges of the hypergraph. It can be represented by a bipartite incidence graph (V, T, I), a graph that has V ∪ T as its vertices and the set of vertex-hyperedge incidences I = {(v, t) | v ∈ V, t ∈ T, v ∈ t} as its edges. Even if the hypergraph has repeated pairs or triples among its vertices, the incidence graph is a simple graph. Following Berge [7] , we call a hypergraph acyclic if its incidence graph is acyclic as an undirected graph. The connected components of a hypergraph are the subsets of vertices and hyperedges corresponding to connected components of the incidence graph. A hypergraph is connected if it has exactly one connected component. We define acyclicity of components in the same way as acyclicity of the whole hypergraph. We say that a connected component of the hypergraph is unicyclic if the corresponding connected component of the incidence graph is unicyclic: that is, that it has exactly one undirected cycle. For examples of these concepts, see Figure 2 .
If a 3-uniform hypergraph is connected and acyclic, then its incidence graph must be a tree. Each hyperedge forms an interior vertex of degree three, so all leaves of the tree must be vertices of the hypergraph. We define a twig of this tree to be a hyperedge that is incident to exactly two leaves. If we remove the hyperedge and its two leaves, we are left with a smaller hypergraph that remains connected and acyclic. Lemma 1. Every connected acyclic 3-uniform hypergraph with more than one hyperedge has at least two twigs.
Proof. Apply the standard result that every nontrivial tree has at least two leaves to the subtree of the incidence graph formed by removing all its leaves.
It follows by induction (repeatedly removing one twig, with a one-edge hypergraph as base case) that a connected acyclic 3-uniform hypergraph with n > 1 vertices must have n odd and exactly (n − 1)/2 hyperedges. Similarly, a connected unicyclic 3-uniform hypergraph must have an incidence graph in the form of a pseudotree, a graph formed by adding one edge to a tree. We can modify this pseudotree into a tree by replacing this edge of the incidence graph by a different edge from the same hyperedge to a new vertex. It follows that, in a connected unicyclic 3-uniform hypergraph with n vertices, n must be even and there must be exactly n/2 hyperedges. If a connected 3-uniform hypergraph with n vertices is neither acyclic nor unicyclic, then any spanning tree of its incidence graph omits more than one edge, and it must have more than n/2 hyperedges.
We define a 2-assignment of a 3-uniform hypergraph (V, T ) to be a subset A of incidence graph edges such that each vertex of V is incident to at most one edge in A and each hyperedge in T is incident to exactly two edges in A. An example is shown by the thick edges on the right of Figure 2 . We say that a 2-assignment A omits a vertex v if there is no edge in A incident to v.
Lemma 2. For any connected acyclic 3-uniform hypergraph (V, T ), and any vertex
Proof. By induction on the number n of vertices in (V, T ). As a base case, the result is true when there is one vertex and no hyperedge, or when there are three vertices and one hyperedge. Otherwise, by Lemma 1 there exists a twig t neither of whose incident leaves is v. By induction, the hypergraph formed by removing this twig and its leaves has a 2-assignment A omitting v. This can be augmented to a 2-assignment of (V, T ) by adding to A the two edges of the incidence graph that connect t to its two leaves.
Lemma 3. Every connected unicyclic 3-uniform hypergraph (V, T ) has a 2-assignment.
Proof. Decompose the incidence graph of (V, T ) into a tree and an added edge (v, t) with v ∈ V and t ∈ T . Let w be a new vertex, not in V , and consider the 3-uniform hypergraph (V , T ) where V = V ∪ {w} and T is formed by replacing t by a new triple with w in the place of v. Then (V , T ) is a connected acyclic hypergraph and by the previous lemma it has a 2-assignment A that omits w. Then A also forms a valid 2-assignment for (V, T ). Proof. A 2-assignment can be found separately within each of the connected components, if it exists at all. By the previous two lemmas, it does exist within components that are acyclic or unicyclic. However, if a component with k vertices is neither acyclic nor unicyclic, then it has more than k/2 hyperedges, and any 2-assignment would necessarily include more than k edges of the incidence graph. This is incompatible with the requirement that a 2-assignment can only have one edge incident to each vertex.
Stashes for 2-3 Cuckoo Hashing
We now prove Theorem 2 through a sequence of lemmas. In analyzing the stash for standard cuckoo hashing, the approach of Kirsch et al. [31] begins by noting that the cyclomatic number of a graph G, denoted by γ(G), is defined to be the smallest number of graph edges which should be removed from G so that there are no cycles. It is well known that if G is connected and has v + k edges, then γ(G) = k + 1. As explained by Kirsch et al. [31] , if c(G) is the number of cyclic components in G, the size of the stash equals γ (G) − c(G) .
(H) − c(H), where c(H) is the number of cyclic components in H. (Subtracting c(H)
accounts for the fact that we can tolerate components that are unicyclic instead of acyclic.)
To characterize the use of stashes in 2-3 cuckoo hashing, we follow the argument of Kirsch et al. [31] for stashes in standard cuckoo hashing, simplified somewhat so that we can extend the analysis to deal with random hypergraphs (albeit accordingly achieve slightly worse bounds, with additional polylogarithmic terms, due to this simplification). Also, following Kirsch et al., we work in the setting where our table is split, so there are three subtables each with m edges, and the hash functions choose one vertex from each subtable. Again, this setting is essentially equivalent to requiring distinct hash values-as long as the load is less than 1/6, the 2-3 cuckoo table will function suitably. We begin with some useful lemmas, well known for the graph case, but that apply here as well. This follows readily from the fact that the cyclomatic number is stochastically increasing in the number of triangles, and after condtioning on the number of triangles in a random triangle graph with a Poisson distributed number of triangles, the resulting graph is a random triangle graph with that number of triangles. The lemma as stated is meant to hold for the case where triangles may be chosen more than once, but it also holds as well for the case where the random triangles chosen are required to be distinct.
Then with probability e −Ω(n) , the value of a Poisson random variable with mean λ is at least n. This is a simple application of Chernoff bounds.
We choose λ = (1 + )n so that if the total number of cells in our 2-3 table is 3m = 6(1 + )n, we have m(1 − ) > 2λ. This ensures that with all but exponentially small probability the number of triangles is at least n but still less than λ(1 + ) < m/2. We now bound the probability that the required size of the stash, which we denote by S, is at least s as follows. Let H be a random triangle hypergraph chosen with a Poisson number of triangles as above. later. Let Cv be the component containing v in the randomly chosen hypergraph, and let Ev represent the set of edges in Cv. Let C be a constant to be determined Then
Here the first term corresponds to the probability that some component is too large, and the last term corresponds to the case where the random triangle hypergraph has fewer than n triangles or more than λ(1 + ) triangles. We first bound the probability of a large component.
There exists a constant β ∈ (0, 1) such that for any fixed vertex v and integer k > 0,
Proof. We picture doing a breadth first search starting from v. We overcount by assuming each additional edge we explore in the breadth first search provides two new vertices. Let X1, X2, . . . be independent binomial random variables Bin(m 2 , (1 + )n/m 3 ). Then the number of new edges added to the component as we explore the ith vertex in the breadth first search is stochastically dominated by Xi (as there are at most m 2 possible choices for another pair of vertices, and each of the m 3 edges appears independently with probability at most (1 + )n/m 3 ), and the number of new vertices is stochastically dominated by 2Xi. For there to be more than k edges in the component, as we explore the first 2k + 1 vertices, we must generate more than k + 1 edges, or the breadth first search process will terminate. Hence,
which is equal to
We have (2k + 1)(1 + )n/m ≤ (k + 1)/(1 + γ) for a constant γ; if γ ≤ 1, then applying a standard Chernoff bounds the above probability by e −(1+γ)
2 /3 . (For γ > 1, we note that the bound for when γ = 1 would hold as well.)
Lemma 7 already implies that for any constant ζ, for a sufficiently large constant C, all components are at most C log n with probability at most n −ζ−1 . We next bound the probability of a single component having a large cyclomatic number.
Lemma 8. For every vertex v and t, k
Proof. In what follows we begin by ignoring duplicate edges; we return to them at the end of the proof.
We reveal the edges in Cv following a breadth-first search starting at v. Let us assume that the number of edges in our breadth first search stays below k; otherwise, it will not matter how the process continues. Note that we may therefore assume at any point of our breadth first search there are at most 3k vertices in the component.
Equivalently, we can consider the process up through the first k edges. We let K(u) be the number edges that, when we first connect to u, add to cyclomatic number of Cv. This can occur because u is involved with an edge that contains two vertices already found in the breadth first search, or because two (or more) distinct edges from vertices already in the component connect to u. We therefore see that K(u) is stochastically dominated by the sum of two random variables. The first is a Poisson random variable Xu = Po(λ 3k 2
/m
3 ) for the first case. For the second case, consider a distribution Yu = max Po(3λk/m 2 ) − 1, 0; then the contribution to the cyclomatic number due to two (or more) distinct edges from vertices already in the component connecting to u is stochastically dominated by the distribution Lu.
As we go through at most 3k steps of our breadth first search, each step has 2m possible vertices that can be added. Let X1, X2, . . . , X 6mk and Y1, Y2, . . . , Y 6mk be independent copies of the random variables Xu and Yu described above. Thus the contribution to the cyclomatic number of Cv is stochastically dominated by
Yi. The first summation corresponds to a Poisson random variable of mean less than 27k 3 λ/m 2 . To bound
Yi, note that the probability that any individual Yi is greater than 0 is at most the mean squared, 9λ
2 k 2 /m 4 . Let Z be the number of
Yi. Then the probability,
is at most
We note
Also, let Y i be a (the) Poisson random variable Po(3λk/m 2 ) associated with Yi. Then a straightforward calculation gives:
We then have that
Here we use a standard tail bound on a Poisson random variable (Theorem 5.4 of [45] ). It follows from the above bounds that the probability
Yi ≥ a is at most
Finally, we require Pr(
Yi ≥ a). The first summation is a Poisson random variable wth mean less than 63e
5 k 3 /m. Some additional calculations give
The above assumed no duplicate edges. The number of duplicate edges in total, however, is stochastically dominated by a binomial random variable Bin(n, (1 + )n/m 3 ). The probability of j duplicate edges is easily seen to be O(n −j ) and our additional factor of two in the lemma statement can account for the possiblity of duplicate edges.
We note that in our analysis above, we are conditioning on the largest component size being at most logarithmic in n. The above shows that for any single vertex, the probability that it is in a component that requires putting an element in a stash, which corresponds to Pr(
Yi ≥ 2), isÕ(1/n 2 ). As there are 3m vertices total, we have shown the probability a stash is used at all isÕ(1/n), and intuitively the path to show that the probability a stash of size s overflows isÕ(n −s+1 ) follows readily. We can formalize this by next bounding the probability of all components together having a large assignment number. We first note that the sum of the assignment numbers is bounded above by the sum of 3m independent copies of the random variable which gives the number of excess edges given to the assignment number for a component of a single vertex. (See, e.g., Lemma 2.10 of [31] ; intuitively this follows from the fact that we need only count the excess once for each component, and as each component's vertices can be handled separately, the distinction of components reduces the possible excess for other vertices.) Let Vi = α(Cv i ), the cyclomatic number of the ith vertes. Then for any constant s and for sufficiently large n, we have for some constants c1, c2 > 0,
This gives the desired result on the stash size for a 2-3 cuckoo table, thereby proving Theorem 2.
SET INTERSECTION ALGORITHM
In this section, we describe our algorithm for performing set intersection queries.
Let Si and Sj be two sets represented using our 2-3 cuckoo hash-filter pairs, as described above, and suppose we wish to answer a set-intersection query for Si and Sj, to list out the elements in Si ∩ Sj.
We begin our set-intersection algorithm by computing a vector that identifies the matching non-empty cells in Fi and Fj. For example, we could compute the vector defined by the following bit-wise vector expression: + t) , where k is the number of elements in the intersection and t is the number of false positives, by using bit-level operations in the practical RAM model (e.g., see [17] ). Then, the check to weed out false positives is a constant-time operation per element in the list, involving a lookup in the two cuckoo hash tables, to remove elements that map to the same locations and have the same fingerprint digests but are nevertheless different elements. That is, we remove from this list any elements, x and y, that happen to map to the same cell, r, in their respective 2-3 cuckoo hash tables and they also have the same fingerprint digest, that is, f (x) = f (y). Note that by requiring δ > log w, we can guarantee that the probability of such false positives is at most 1/w. Figure 3 illustrates a simplified example of this algorithm. Figure 3: An example of parallel 2-3 cuckoo hash tables and filters for two sets. In this example, we are representing the set, S1 = {cat, dog, pig}, and the set, S2 = {cat, pig, fox}.
The intersection algorithm does bit-parallel operations to find the matching non-zero cells in F1 and F2, and then checks the matches found using T1 and T2, to identify the set of intersecting items, {cat, pig}. In this case the filters are defined so f (cat) = 2, f (dog) = 4, f (pig) = 5, and f (fox) = 4. We show the matching filter locations with stars, including the false positive match for dog and fox, which would be culled when we check the potential matches against T1 and T2. In this figure, we are not showing the stash caches, C1 and C2, which in this simplified example would be empty. c Michael Goodrich.
Because we only include in L elements that are confirmed to belong to both Si and Sj, we can guarantee that every member of L is a member of Si ∩ Sj. Nevertheless, we might still be missing some elements in this intersection. In particular, some elements might be stored in the stashes Ci and Cj, so we have additional work to do. For each x in Ci, we search for x at locations Tj[h1(x)] and Tj[h2(x)], and add x to L if it is found. Likewise, for each x in Cj, we perform a search for x at the locations Ti[h1(x)] and Ti[h2(x)], and add x to L if it is found. Finally, for each x in Ci, we do a search for x in Cj, adding it to L if found. If we let λi denote the size of Ci and if we let λj denote the size of Cj, then the time needed for this extra work to complete our algorithm is O(λi + λj).
The running time of our entire algorithm for computing the intersection of Si and Sj, therefore, is
where k is the size of the intersection (i.e., the output) and t is the number of false positives. As we have shown in the previous section, λi and λj are O(1) with high probability. Thus, the expected running time for our set intersection algorithm is at most
O( n(log w)/w + k + t).
In addition, by choosing δ > log w, we can bound the probability that two different elements have the same fingerprint value as being at most 1/2w. Thus, E[t] ≤ n/w, since each element is stored in at most two places in a 2-3 cuckoo hash table. Therefore, we have the following. 
TRIANGLE LISTING
In this section, we describe how to use 2-3 cuckoo filters to list the triangles in an undirected graph G.
We begin by computing a degeneracy ordering of G, an order of the vertices as (v1, . . . , vn) such that each vertex vi has at most d edges to vertices vj with i < j, for a suitable value d. The smallest possible d for such an ordering is the degeneracy [37] of G, which satisfies d ≤ 2α(G). Such a degeneracy ordering can be found in time O(n + m) by a simple greedy algorithm (e.g., see [40] ) that repeatedly chooses the next vertex in the ordering to be the one with the fewest edges to other not-yet-selected vertices. Given this ordering, note that any triangle in G can be written as (vi, vj, v l ) with i < j < l.
For each node vi in G, we construct a 2-3 cuckoo hash filter (including stash caches, as needed) for the set Si of adjacent vertices vj with i < j, by inserting these vertices into an initially-empty cuckoo hash-filter structure. Note that the size of each Si is at most d. Because of this fact, in order for our algorithm to work in the desired expected time bounds, we need to be a little more careful in how we choose the sizes of our 2-3 cuckoo hash filters.
By Theorem 2, the probability that a set, Si, stored in a two-three cuckoo hash table of size ni = Ω(|Si|), can be represented using a stash of size at most s, isÕ(n −s i ). Thus, we can choose a stash threshold size, λ, depending on s, so that this probability is at most 1/n 2 i . In order to obtain the time bounds we desire, however, we need this failure probability to be at most 1/2w (even if |Si| is small). For this reason, our algorithm depends on the value of d as follows:
• If d ≥ w/ log w, then we use our 2-3 cuckoo hash-tables (with sorted or growable hash-table stash caches) to have size Θ(d) and we choose λ to be a sufficiently large constant so that the failure probability for any stash growing past λ size in our representation of any given set is at most 1/2w.
• If d < w/ log w, then we use our 2-3 cuckoo hash-tables (with sorted or growable hash-table stash caches), with parameters chosen for tables of size Θ(w/ log w), even though the actual sets to be intersected will be at most d. This oversizing of our hash tables improves their success probability, and the choice of table size allows intersections to be performed in expected time O(1 + ki,j), where ki,j is the number of elements in the intersection, when no failure occurs. To keep the failure probability less than 1/2w, we again set λ = O (1) .
If the stash for any set grows to be over size λ, then we say that the 2-3 cuckoo hash filter for the set is in an overflow state. Nevertheless, we still use our cuckoo hashfilter representation to compute intersections with such sets in the overflow state-we just have to be careful to account for the time needed for such intersection computations. Our triangle listing algorithm, then, considers each edge (vi, vj) in G and performs a set-intersection query for Si and Sj, using the algorithm given in Section 4. The output of all these O(m) queries will give us a listing of all the triangles in G. We characterize the performance for this algorithm in the following theorem, including the time needed to process sets in an overflow state. 
Furthermore, we would get this same desired expected time bound even if d = w/ log w. Note that when d < w/ log w we expand our 2-3 cuckoo hash filters to be of size Θ(w/ log w); hence, without loss of generality, let us assume for the remainder of the proof that d ≥ w/ log w.
By the algorithm and analysis in Section 4, for any edge (i, j), representing two sets, Si and Sj, we can report the intersection, Si ∩ Sj, in time
where ki,j is the number of elements in their common intersection, ti,j is the number of false positives found in the computation of their common intersection, and λi and λj are the respective sizes of the stashes for Si and Sj. Summing these time bounds across all the edges of G, then, gives us a running time that is O(m (α(G) log w)/w + k) plus time proportional to
By a similar analysis as in Section 4, and the facts that, for each i, |Si| ≤ 2α(G), and we chose δ so that fingerprint collisions occur with probability at most 1/2w,
for any edge (i, j) in G. Thus, by the linearity of expectation, the expected value of
For any i, clearly we have that λi ≤ |Si| ≤ 2α(G). In addition, by Theorem 2 and how we built our 2-3 cuckoo hash tables to have capacity at least w/ log w, so that the probability λi is more than a constant (i.e., the 2-3 cuckoo hash-filter for Si is in an overflow state) is at most 1/2w, E[λi] is O(1+α(G)/w). Thus, by the linearity of expectation, the expected value of 
EXPERIMENTS
Even though the contributions of this paper are primarily theoretical explorations of topics central to data management, we present some preliminary experimental results in this section. Our main goal in this preliminary empirical work is to test whether our algorithms are easy to implement and are competitive with the state of the art. Although we believe there are further optimizations available to improve the performance of our code, as we describe elsewhere in this section, our experiments provide evidence that 2-3 cuckoo hash filters are indeed simple and fast in practice.
For our experiments, we first present some simple empirical results that provide evidence of the practicality of 2-3 cuckoo hash filters and provide insight into the parameters involved in the definitions of 2-3 cuckoo hash filters. We then turn to empirical results for triangle listing, first considering performance on a collection of random graphs, and then on real-world networks. We compare our algorithm with the algorithm of Chiba and Nishizeki [13] , using an implementation we constructed based on their description. This simple algorithm is known to have both good theoretical guarantees and good performance in practice, with asymptotic running times matching other existing triangle-listing algorithms (e.g., see Ortmann and Brandes [46] ). We did not empirically compare our algorithm with the triangle-listing algorithm of Kopelowitz et al. [33] , however, because, even though it provides an asymptotic improvement in theory, it appears too complicated for practice.
We ran our experiments on a machine with a 3.1 GHz Intel Core i7 CPU and 16 GB of RAM. Throughout the experiments, we set w = 64, as that is the native wordlength on the machine used for the experiments. For our hash functions, we use random polynomial hash functions (e.g., see [25] ) modulo an appropriate value to get values within the desired range. We set the number of bits used in the fingerprint digest, δ, to be 8 unless otherwise specified.
We begin by describing empirical results considering the average insertion time for a 2-3 cuckoo hash filter as we vary the size of the table. Recall the 2-3 cuckoo hash filter includes both the 2-3 cuckoo filter and the associated 2-3 cuckoo hash table. For our experiments we tested size values n = 1,000, 10,000, and 100,000. Recall that table sizes should be at least 6n; hence, we vary the size of the table as cn for c = 6. 2, 6, 5, 6.8, 7.1, 7.4, 7.7, 8 .0. We chose to bound the number of iterations L that we perform during an insertion before putting an item in the stash at 200. Our experiment involved the insertion of a random permutation of the integers from 1 to n into a 2-3 cuckoo hash table. The average insertion time per element, averaging the results over 1,000 experiments, is presented in Figure 4 . As might be expected, the insertion time decreases slightly as we increase the memory used, as then there are fewer collisions, but the decrease from larger table sizes is relatively small.
We also plot the average number of elements in the stashes at the end of the process against c in Figure 5 , using the same setup as for the average insertion time. As can be seen, the average stash sizes are very small, as predicted by the theory in Section 3. Similarly in Figure 6 , we plot the maximum number of elements in the stash over the 1,000 trials. The stash sizes are sufficiently small that it suggests that they will not be a performance issue for our triangle-listing algorithm. We have found that the stash sizes decrease significantly if we allow a larger maximum number of iterations, L = 500. The need for so many iterations to find an empty location suggests that the "random walk" approach is inefficient in this setting. A more efficient alternative approach may be to either use breadth first search on an insertion as in [36] , or assign elements to locations in the hash tables in an offline rather than online fashion, using methods such as peeling [29] to quickly place many elements. We plan to explore these options in future implementations.
We now turn to examining our triangle-listing algorithm. To begin, we consider an artificial data set, namely, Erdős-Rényi random graphs with n vertices and edge probability p = 1/ √ n. The choice of p yields sparse enough graphs to make both our algorithm and Chiba and Nishizeki's algorithm significantly faster asymptotically than an algorithm using, say, a direct bitmap structure for its sets (which would be a natural alternative representation in the practical RAM model for sets that are dense relative to the universe size). In Figure 7 , we present results for our algorithm for n = 100,000, which shows a typical behavior we see at other sizes. Each data point is the average of three runs. Recall that in this setting, our table size depends on the degeneracy, as Triangle-listing Alg. for Erdos-Renyi Graphs, n =100,000, p = 1/ p n total time set-intersection time build time Figure 7 : Wall-clock times for our triangle-listing algorithm as a function of the size of the 2-3 cuckoo hash tables for 100, 000 node Erdős-Rényi random graphs with p = 1/ √ n.
that determines the maximum sized set of neighbors we must consider for each vertex. We vary the table size as c times the calculated degeneracy. We find that increasing the table size decreases the build time (as expected), but increases the set-intersection time at a faster rate. Thus we find that choosing a c close to 6 is best for our performance. The time to find the set intersection appears significant, and we believe here our implementation can be improved. Indeed, we note that the set intersection algorithm we provide can naturally be parallelized, which would immediately improve performance.
In Figure 8 , we compare the result of our algorithm against the algorithm of Chiba and Nishizeki [13] , for Erdős-Rényi random graphs with p = 1/ √ n. The purpose of this exercise is not to claim that one algorithm is necessarily better than the other, but to show that there are families of graphs where our algorithm competes successfully against the state of the art. We use c = 6.2, L = 200, and δ = 8 in this experiment.
As can be seen, our algorithm outperforms the algorithm of Chiba and Nishizeki handily for this graph density, with the improvement increasing with the size of the graph. We further compare Chiba and Nishizeki's algorithm with our algorithm by running both on a collection of real-world graphs, with the results in Table 1 . The graphs used in the comparison are from various domains. We give a name to each graph in Table 1 and we describe each one of them here. "Amazon" is a snapshot of a co-purchasing network of Amazon [54] . "YouTube" is a snapshot of a subgraph of the social network of users on YouTube [42] . "Enron" represents the email communication network of the former Enron corporation [32] . "Astrophysics," "Condensed," and "High Energy" are the collaboration networks from the preprint server arXiv submitted to the astrophysics, condensed matter, and high energy physics categories, respectively [34] . "DBLP" is a collaboration network of the DBLP computer science bibliography [54] . "Skitter," "Oregon 1," and "Oregon 2" are all Internet autonomous systems networks [11, 51] . "Gowalla" and "Brightkite" are location-based online social networks [14] . "California," "Pennsylvania," and "Texas" are road networks [35] . The data for the graphs was gathered from the Stanford Network Analysis Project [49] .
For each of the graphs in Table 1 , we average the running times in seconds over 10 trials, as reported in the last two columns of the table. The constant c determines the size of the 2-3 cuckoo hash tables: each table is of size c times the calculated degeneracy. For each of the graphs in Table 1 , we set c = 6.2, δ = 7 and L = 200; we found δ = 7 worked slightly better in these experiments. On the real-world graphs tested, our algorithm outperforms Chiba and Nishizeki's algorithm on 5 out of the 15 graphs. We believe that these real-world graphs are generally sparse and have heavytailed degree distributions, and these features may generally favor Chiba and Nishizeki's algorithm. In particular, since our tables are based on the graph degeneracy, a large maximum-to-average degree ratio appears less favorable to our algorithm; this explains in part why we outperform Chiba and Nishizeki's algorithm on Erdős-Rényi random graphs, where the vertex degrees are tightly concentrated around their expectation. We believe that additional optimizations may reduce the impact of this issue. Table 1 : Wall-clock times for our triangle-listing algorithm and Chiba and Nishizeki's algorithm for real-world graphs.
EXTERNAL-MEMORY ALGORITHM
In this section, we describe our external-memory algorithm for listing triangles in a large graph, G. Our method follows the general framework described above, but it batches constructions and searches so as to be more I/O efficient. Specifically, our external-memory algorithm is as follows:
1. Compute an approximate degeracy ordering for G, so that each vertex, v, has its edges oriented so that every vertex has O(α(G)) outgoing edges. This can be done using O(sort(n α(G))) I/Os, by an algorithm due to Goodrich and Pszona [24] .
2. Construct a data structure, (H(v), F (v)), of parallel 2-3 cuckoo hash tables and filters for the outgoing adjacencies for each vertex, v. This step amounts to doing two cuckoo insertions for each element (so as to implement the two-three cuckoo hashing paradigm). Goodrich and Mitzenmacher [23] show how to construct a cuckoo table of size N in external memory using O(sort(N )) I/Os. Thus, we can use this algorithm by making two copies of each element and repeating this construction in a batched fashion for all the nodes of G, which requires O(sort(n α(G))) I/Os.
3. For each edge, (u, v), perform an intersection operation for the sets represented by F (u) and F (v), without any culling of false positives. That is, we produce a list, P , of potential triangles, each of which is represented as triple, (u, v, iu,v) , where iu,v is the index in F (u) and F (v) for a matching fingerprint digest in these two cuckoo filters. We can do this by creating degree(v) copies of each F (v) and sorting this list to bring together the filters that need to be merged and intersected.
(Note that the EM model doesn't limit the kinds of operations that are performed in internal memory; hence, we can do these internal-memory computations using the practical-RAM algorithm described above.) Thus, this step takes O(sort(m(α(G) log w)/w)) I/Os.
4. Remove the false positives from P , depending on the size of α(G), as follows.
(a) Sort the triples in P lexicographically by first and third coordinates. 
CONCLUSION
We have studied new data structures based on 2-3 cuckoo hashing, and we showed how to use these data structures to derive improved algorithms for answering set intersection and triangle listing queries. Open problems include whether our techniques can be extended so as not to require each cuckoo hash-filter be of the same size and whether it is possible to intersect as many as t sets of total size n in expected time O( n(log w)/w + kt), where k is the output size.
