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a b s t r a c t
The particle swarm optimization (PSO) technique is a powerful stochastic evolutionary
algorithm that can be used to find the global optimum solution in a complex search
space. This paper presents a variation on the standard PSO algorithm called the rank based
particle swarm optimizer, or PSOrank, employing cooperative behavior of the particles to
significantly improve the performance of the original algorithm. In this method, in order to
efficiently control the local search and convergence to global optimum solution, the γ best
particles are taken to contribute to the updating of the position of a candidate particle. The
contribution of each particle is proportional to its strength. The strength is a function of
three parameters: strivness, immediacy and number of contributed particles. All particles
are sorted according to their fitness values, and only the γ best particles will be selected.
The value of γ decreases linearly as the iteration increases. A time-varying inertia weight
decreasing non-linearly is introduced to improve the performance. PSOrank is tested on
a commonly used set of optimization problems and is compared to other variants of the
PSO algorithm presented in the literature. As a real application, PSOrank is used for neural
network training. The PSOrank strategy outperformed all the methods considered in this
investigation for most of the functions. Experimental results show the suitability of the
proposed algorithm in terms of effectiveness and robustness.
© 2010 Elsevier B.V. All rights reserved.
1. Introduction
Optimization has been an active area of research for several decades. Asmany real-world optimization problems become
increasingly complex, better optimization algorithms are always needed. Unconstrained optimization problems can be
formulated as D-dimensional minimization (maximization) problems as follows:
Min(or Max)f (x⃗), x = (x1, x2, . . . , xD)
where D is the number of the parameters to be optimized. In optimization problems, the objective is to find theminimum or
maximum of the function under consideration. There aremany optimization techniques available for function optimization.
Particle swarm optimization (PSO) is a swarm intelligence technique developed in [1], inspired by the social behavior of
bird flocking and fish schooling. PSO has been shown to successfully optimize a wide range of continuous functions [2–7].
The algorithm,which is based on ametaphor of social interaction, searches a space by adjusting the trajectories of individual
vectors, called particles. Particles change their state dynamically with both the position of their best past performance and
the position of the global best particle in the neighborhood. This iterative process proceeds until an optimal state has been
reached or until computation limitations are exceeded. Each particle represents a potential solution which is a point in the
search space. The position of each particle is used to compute the value of the function to be optimized. Each particle has a
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fitness value and a velocity for adjusting its flying direction according to the best experiences of the swarm in searching for
the global optimum point in the D-dimensional solution space.
The PSO algorithm is easy to implement andhas been empirically shown to performwell onmany optimization problems.
However, it may easily get trapped in a local optimum when solving complex multimodal problems. In order to improve
PSO’s performance on complex multimodal problems, we present the rank based particle swarm optimizer (PSOrank)
utilizing experiences of the best particles for escaping from the local optimum. First, we introduce the rank based particle
swarm optimizer concept. Second, we introduce the time-varying acceleration coefficient. Third, we apply the proposed
algorithm to the well known test functions. Finally, the proposedmethod is applied for trainingmultilayer neural networks.
The trained network is used for image compression and its performance investigatedwith other trainingmethods presented
in the literatures.
This paper is organized as follows. Section 2 introduces the original PSO and some current variants of the original PSO.
Section 3 describes the rank based particle swarm optimizer and its extensions. The searching behavior of the proposed
algorithm is discussed in Section 4. Section 5 presents the test functions, the experimental setting for each algorithm, and
the results. Discussions are presented in Section 6. Finally, conclusions are given in Section 7.
2. Standard PSO
The standard PSO algorithm is an iterative process in which a set of particles are characterized by their position and
the velocity with which they move in the solution space of a cost function. Each individual in PSO flies in the parameter
space with a velocity which is dynamically adjusted according to its own flying experiences and those of its companions.
Therefore, every individual is gravitated toward a stochastically weighted average of the previous best point of its own
and that of its neighborhood companions. Mathematically, given a swarm of particles, each particle is associated with a
position vector which is a feasible solution for an optimal problem; let the best previous position (the position giving the
best objective function value called pbest) that the ith particle has found in the parameter space be denoted by pi; the best
position that the neighborhood particles of the ith particle have ever found, called gbest, is denoted using g i. At the start
time all of the positions and velocities are initialized randomly. At each iteration step, the position vector of the particle is
updated by adding an increment vector, and denoted using the velocity. In the original PSO algorithm, the particles’ positions
are updated according to the following equations:
vid(k+ 1) = vid(k)+ c1rand1(pid − xid(k))+ c2rand2(g id − xid(k)) (1)
vid(k+ 1) =

vmax if (vid(k+ 1) > vmax)
−vmax if (vid(k+ 1) < −vmax) (2)
xid(k+ 1) = xid(k)+ vid (k+ 1) (3)
where vmax is a maximum velocity possible for the particle, c1 and c2 are two positive constants, and rand1 and rand2 are
two random parameters of uniform distribution in range [0, 1], which limit the velocity of the particle in the coordinate
direction.
As shown in Eq. (1) only the global best particle has an impact on the candidate particle. This iterative process will
continue swarm by swarm until a stop criterion is satisfied, and this forms the basic iterative process of a PSO algorithm.
It is worth pointing out that in the right-hand side of (1), the second term represents the cognitive part of a PSO algorithm
in which the particle changes its velocity on the basis of its own thinking and memory, while the third term is the social
part of a PSO algorithm in which the particle modifies its velocity on the basis of the adaptation of the social–psychological
knowledge. On the basis of these formulations, only the best particle in the neighborhood has an impact on the candidate
particle. Essentially, the PSO algorithm is conceptually very simple, and can be implemented in a few lines of computer code.
Also, it requires only primitive mathematical operators and very few algorithmic parameters need to be tuned.
2.1. Some variants of PSO—some previous works
Since the introduction of the PSOmethod in 1995, there has been a considerable amount of work done in developing the
standard version of PSO [5,8,9].Many researchers haveworked on improving its performance in variousways, thereby deriv-
ingmany interesting variants. Previousworks on improvement of the basic PSO canbe categorized as follows: (1) introducing
inertiaweight as amechanism of balance between exploration and exploitation and proposing a differentmethod for updat-
ing this parameter, (2) using the coefficient factor as a mechanism for controlling explosion and increasing the convergence
rate, (3) using different neighborhood topologies such as local and global neighborhoods, (4) improving random variables
rand1 and rand2, (5) using various methods for updating the position of each particle, and (6) improving acceleration factors
c1 and c2. In population based optimization methods, proper control of global exploration and local exploitation is crucial
in finding the optimum solution efficiently [2,10]. The basic PSO has problems in balancing exploration versus exploita-
tion; therefore many of the works focus on this problem and trying to solve it. One of the first variants [11] introduces a
parameter called inertia weight. The inertia weight is used to balance the global and local search abilities. A large inertia
weight is more appropriate for global search, and a small inertia weight facilitates local search. A linearly decreasing inertia
weight, over the course of the search, was proposed in [11]. Setting the parameters and their impacts on PSO algorithms are
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discussed in [12,11]. Shi and Eberhart designed fuzzy methods for non-linearly changing the inertia weight [13]. Similarly,
a dynamic inertia weight was introduced in [6] which varies dynamically on the basis of the run and evolution state. In this
strategy the inertia weight is given by a function of the evolution speed factor and the aggregation degree factor, and the
value of the inertia weight is dynamically adjusted according to the evolution speed and aggregation degree. In [14], the
inertia weight is set at zero except at the time of re-initialization. In addition to the time-varying inertia weight, a linearly
decreasing inertia weight was introduced in [15].
Following analyzing the convergence behavior of the PSO, a PSO variant with a constriction factor was introduced in [8].
The constriction factor guarantees the convergence and improves the convergence velocity of the particles in the PSO
method.
The performance of an individual in a swarm depends on population topology as well as the algorithm. A comparison
between various neighborhood topologies was proposed in [16]. Two major types of neighborhood topology are presented
in literature, called global and local neighborhoods. The first type implies that the source of influence on each particle was
the best performing individual in the entire population. In the local structure, each individual is connected to the subset of
particles in the population—that is, it is influenced by some particles. In the IPSO algorithm presented in [7], the swarm is
partitioned into several sub-swarms. Each complex independently executes PSO. After a certain number of generations, the
sub-swarms are forced to mix and points are reassigned to ensure information sharing.
An important part of each PSO algorithm is the contribution of each individual in the swarm. A hierarchical version of PSO
introduced in [17], where the particles are arranged in a dynamic hierarchy that is used to define a neighborhood structure.
Depending on the quality of the solution that is the best found so far, the particles move up or down the hierarchy. In [5],
the concept of time delay is introduced into PSO to control the process of information diffusion and maintain the particle
diversity. In this method the gbest used to update the particle velocity may not be the latest one, and different particles may
use different values of gbest in the same iteration. Under this method, particle diversity thus increases.
In [9] a center particle is incorporated into the swarm. The center particle has no explicit velocity, and is set to the center
of the swarm at each cycle of the algorithm. The center particle generally gets a good fitness value and attracts other particles
and guides the search direction of the whole swarm. Some authors used a time-varying acceleration coefficient to overcome
stagnation in searching for a global optimal solution. A variantwith non-linear time-varying evolution is proposed in [3]. The
cognitive parameter c1 starts with a high value c1max and non-linearly decreases to c1min. Meanwhile, the social parameter
c2 starts with a low value c2min and non-linearly increases to c2max.
In the previouslymentioned variants of the PSO, a particlewith k neighbors selects the best one to be a source of influence
and ignores the others. However, all the neighbors of a particle can be sources of influence. This interesting idea has been
used by some researchers to improve the performance of the standard PSO [18]. The fully informed particle swarm (or FIPS)
was presented by Mendes and Kennedy, in which a particle is not simply influenced by just the best particle among its
neighbors [18]; the behavior of each particle in FIPS is affected by its local neighborhood. Hence, the authors presented
different topological structures for investigating the performance of the FIPS. The scatter PSO method inspired from the
FIPS model and SS/PR template was presented in [19]. Two strategies have been used in scatter PSO to exploit the social
knowledge of the swarm. In the first strategy, the social learning of a particle was based on its own best experience and the
best experience of another particle. In the second strategy, a set of reference particles have been used as guides for adjusting
the trajectory of a particle. The comprehensive learning particle optimizer (or CLPSO) was presented in [4]. In CLPSO, the
historical best information of all particles was used to update a particle’s velocity. The CLPSO improved the searching ability
of a particle by allowing it to learn from different pbest values for different dimensions for a few generations. Also, instead
of learning from pbest and gbest at the same time in every generation, every dimension of a particle learns from just one of
the pbest or gbest values for a few generations. As described in [4], the aforementioned extensions improve the performance
of PSO by increasing diversity of the algorithm.
3. Rank based particle swarm optimization with dynamic adaptation (PSOrank)
The original PSO algorithm as given in [1] had difficulties in striking a balance between exploration and exploitation.
Hence, the global search ability of the PSO algorithm is restricted. Therefore the PSO algorithm gets trapped in a local
optimum. To address this problem, some improvements to available PSOs have been made, as described in the previous
section. We introduce a novel method for updating the position of an individual based on Latané theory [20].
The sharing of information among particles can be considered a blessing, in that the particles profit from the discoveries
and previous experiences of all particles during the search process, resulting in an enhancement of the convergence speed
of the solver. The basic idea arose from psychological studies. Psychologists such as Breder and Latané proposed theories
about social impacts in human communities.
Bibb Latané’s social impact theory, conceived in the 1970s and still evolving, resulted from dozens of laboratory and field
experiments with human subjects [20]. As stated by Kennedy, ‘‘Latané finds that the impact of a group on an individual is a
function of the strivness, immediacy, and number of sources of influence, that is, other people’’. Here, strivness is a kind of
social influence variable, similar to status or persuasiveness or potential, immediacy is the inverse of distance, so it increases
as distance decreases, and number is simply the number of people influencing the target individual [21].
Latané had found, for instance, that the size of the tip left by a group of people in a restaurant is a function of the number
of people sitting at the table—the more people in a party, the larger the total amount but the smaller the percentage each
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pays of the bill. The nervousness of participants in a college talent showwas shown to be a function of the number of people
in the audience [21]. On the basis of these observations, each individual can share knowledge with other individuals in the
neighborhood. Therefore, the individuals in a swarm have better interaction mechanisms.
We use this theory for designing a variation of the PSO method as described in Section 3.1. Also, to further improve the
performance, dependent random coefficients (Section 3.2) and a new non-linear inertia weight (Section 3.3) are introduced
into the algorithm.
3.1. Velocity and position updating
Kennedy found that the effectiveness of the particle swarm algorithms comes from the interactions of particleswith their
neighbors [16]. In standard PSO only the global best particle is used to update the position of candidate particles, and the
particles are attracted towards the best particle. In this way the valuable information provided by neighbor individuals was
ignored. Therefore, as the particles become closer together, their search may uncover new regions that are even better and
they may trap in a local optimum. By incorporating other neighbor particles as sources of influence in addition to the global
best ones, the swarm has the chance to cover new regions.
On the basis of Latané theory [20], in order to efficiently control the balance between exploration and exploitation,
the concept of ranking can be applied and extended to the particle swarm optimization as follows. At each iteration,
after all n particles move to the new positions, the particles are sorted on the basis of their fitness values (fitness1(k) ≤
fitness2(k) ≤ · · · ≤ fitnessn(k)), where fitnessi(k) is the fitness of the ith particle in kth iteration. Only the γ best particles
contribute in updating the position of a candidate particle. The value of γ linearly decreases as the iteration increases. The
contribution of each particle is proportional to its strength. The strength value is a function of the strivness, immediacy and
number of contributed particles. That is, the contribution of an individual in updating the position of a candidate particle is
weighted according to the ranking function, the inverse of the distance from the particle and the number of individuals in the
neighborhood. Under this configuration the velocity vector of the particles is updated according to the following equation:
vid(k+ 1) = vid(k)+ rand1(pid − xid(d))+ rand2

n−
j=1
ψ
j
i (p
i
d(k)− xid(k))

(4)
ψ
j
i (k) = f (τ ji (k), δji(k), ξi) = τ ji (k)× δji(k)× ξi (5)
whereψ ji (k)models the influence of the neighbor particle j on the candidate particle i in the kth iteration depending on the
three aforementioned parameters. The ranking parameter τ ji signifies the strivness of the individual j in the neighborhood
of the ith particle. The strivness of the neighbor individual j depends on its relative fitness with neighbor individuals of the
ith particle which is defined as
τ
j
i (k) =
fitnessj(k)
Neighborsi∑
l=0
fitnessl(k)
(6)
where fitnessj(k) is the fitness of the particle j in the neighborhood of the particle i, and Neighborsi is the number of
neighbor particles. The immediacy of individual j from particle i is defined on the basis of the Euclidean distance δji in the
D-dimensional solution space. As the distance of a particle j increases from the candidate particle i, its immediacy decreases.
The immediacy is defined as
δ
j
i(k) =
1
D∑
d=1
(xjd(k)− xid(k))2
(7)
where xjd(k) and x
i
d(k) respectively represent the positions of the particle j and the candidate particle i in dimension d of the
solution space. The effect of the individuals in the neighborhood of ith particle is modeled as ξi:
ξi = αNβi (8)
where Ni is the number of individuals in the neighborhood of particle i, and 0 < α < 1 and 0 < β < 1 are two constant
parameters which control the importance of social knowledge provided by the neighbor individuals. The impact of the
neighbors on the candidate particle i increases monotonically with the size of the neighbors, but the increase slows as the
new neighbor particles are added.
In addition to the aforementioned parameters, it is interesting to note that only the γ best particles are considered for
updating theposition of the candidate particle i. The size of the best particles,γ , is dynamically adapted throughout iterations
based on iteration intervals. The value of γ is determined using the following equation:
γ = n−

n× iter
max_iter

(9)
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Fig. 1. Average velocity of particles using (a) dependent random coefficients, (b) independent random coefficients.
where n is the number of particles in the swarm, iter is the current iteration, and iter_max is the maximum number of
iterations. The number of best particles which contribute in updating the position of a candidate particle linearly decreases
as the intervals increase. In the first interval all the individuals in the neighborhood influence the candidate particle. In
the last interval the candidate particle is only influenced by the global best particle in the neighborhood. Hence, in the last
iteration the algorithm is transformed to the basic PSO algorithm.
Considering all the neighbor individuals as the source of influence results in an effective population based algorithm for
optimizing numerical functions. The PSOrank algorithm provides a swarm of particles with an extended flying pattern. The
proposed flying pattern in the PSOrank algorithm provides an effective way to balance between exploration and exploitation.
This approach alleviates the premature convergence problem which is considered as one of the major weaknesses of the
population based methods. Premature convergence occurs when the algorithm reaches its convergence rapidly in the
early iterations in which the individuals of the population choose the same position and the population traps to local
optima. Stagnation is another major weakness of the population based algorithms. Usually, stagnation may occur due to
hard constriction of the movement trajectories of the individuals of a population. The PSOrank algorithm employs shared
information from the neighbors to control diversity and stochasticity of the behaviors of the particles in the swarm. This
alleviates effectively hard constrictions on the movement trajectories of the particle by considering the solutions which
are found by neighbor particles in updating the position of a candidate particle. The performance of PSOrank depends on
parameters α and β . Hence, an experiment on tuning these parameters is given in Section 5.3.
3.2. Dependent random coefficients
The PSOrank algorithm enhances the balance between global and local search, but as shown in (4) the two random
parameters rand1 and rand2 are generated independently, so in some cases the values of the rand1 and rand2 parameters
are both too large or too small. In the former case, both the personal and social experiences accumulated so far are overused
and the particle is driven too far away from the local optimum. For the latter case, both the personal and social experiences
are not used fully and the convergence speed of the algorithm is reduced. To alleviate these problems we use dependent
random coefficients based on random variables rand1 and rand2 as follows:
vid(k+ 1) = vid(k)+ rand1(1− rand2)(pid − xid(k))+ rand2(1− rand1)

n−
j=1
ψ
j
i (p
i
d(k)− xid(k))

. (10)
An experiment was conducted on the Rastrigrin function in order to analyze the impact of the dependent random
variables on the evolution of the swarm. Fig. 1 shows how the average velocity of the swarm varies throughout iterations.
On one hand, in the early iterations of an optimization algorithm, it is desirable that the particles of the swarm explore large
areas in the solution space. The particles with large velocity vectors can wander through solution vectors to discover new
regions. From the result, we can see that dependent variables relatively increase the diversity of the swarm in the early
iterations. Increasing diversity provides the swarm with the ability to avoid stagnation in the early iterations by wandering
through solution space. On the other hand, in the last iterations the particles of the swarm need to move more precisely
in the local regions to continuously improve their performances. From Fig. 1, it is apparent that the average velocity of
the swarm with dependent random variable has a smaller value than the average velocity of the swarm with independent
variables. This phenomenon encourages the particles to paymore attention to finding a better position in the last iterations.
This results in a faster convergence speed for the swarm. The velocities of the particles in a swarmwith independent variable
decreases slowly. So, the swarm needs more iteration to focus on an optimum solution.
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Fig. 2. (a) Evolution of parameter t throughout iterations, (b) non-linear inertia weightw(t).
3.3. Non-linear inertia weight
PSO is a powerful method for finding global optima in the optimization area, but it has some deficiencies which should
be resolved in order to achieve better performance. As stated before, premature convergence is one of the main deficiencies
of the original PSO. The premature convergence usually occurred due to an improper mechanism of balancing between
exploration and exploitation. One solution formitigating this problem is achieved through inertia weight. The inertia weight
may provide a proper balancing mechanism. The inertia weight introduces the preference for the particle to continue
moving in the same direction it was going in during the previous iteration. In the first iterations the exploration is preferred
and the exploitation is preferred in the last iterations. There have been broad considerations of inertia weight and many
improvements presented. Eberhart and Shi [13] found that linearly decreasing the inertia is not very effective in dynamic
environments. A non-linear inertia weight provides more flexibility as regards control of the balance between exploration
and exploitation throughout iterations. The PSOrank algorithm uses a non-linear and dynamic inertia weight. The inertia
weight is based on a non-linear sinusoidal function f :
f (t) = sin
π
m
× t

(11)
t = max_iter− iter
max_iter
(12)
where the constant factor m can vary between 2 and 10 (2 ≤ m ≤ 10). The behavior of the inertia weight is controlled
by adjusting the parametersm and t . These parameters result in a wide range of behavior from near linear to periodic with
multiple minimum and maximum values.
A sinusoidal function generates the data in the range of [−1, 1]; so we need to transform them to values in a predefined
range. The max–min normalization is used to perform linear transformation on the data produced by the function. By this
transformation, the inertia weight factorw is set to change non-linearly according to the following equation:
w(t) = f (t)− fmin
fmax − fmin × (wmax − wmin)+ wmin (13)
where wmin and wmax respectively represent the minimum and maximum values of the inertia weight. The minimum and
maximum values of the function are represented by fmin and fmax. In our experiments, wmin is set to 0.4, while wmax is
set to 0.9. Adjusting this sinusoidal inertia weight with the previously described values results in a non-linear decreasing
coefficient that significantly improves the performance of the original PSO. In this work, the expression πm × t is constricted
to vary only in the range

π
2 , 0

. For this configuration, themaximum value of the sinusoidal function will be fmax = sin

π
m

,
and the minimum value will be zero. Fig. 2 presents parameter t and inertia weight w(t). For large values of m, the inertia
weight w(t) acts as a linear inertia weight. As the value of m decreases, the preference for exploration in early iterations
increases; in the last iterations, the inertia weight decreases rapidly, encouraging the swarm to exploit local optima.
4. Searching behavior of PSOrank
As a convenient observation, the searching behavior of the PSOrank algorithm for a group of n = 20 particles on a two-
dimensional Rastrigrin function is presented. Fig. 3 presents the distribution of particles with different roles at the 100th,
200th, 300th, and400th iterations. The initial state of the particles is chosen at random. It is apparent that after some iteration
the particles converge to a local optimum. As described before and shown in this figure, we can see that the distribution of
particles in the first iterations depicts that the PSOrank algorithm prefers exploration, while the shrinking particles in the
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Fig. 3. 3D snapshot of the PSOrank algorithm for a two-dimensional Rastrigrin function.
last iterations represent that the PSOrank algorithm tends to exploit around local optima. This process has occurred due
to stochastic behaviors of particles which modify the topology of the swarm constantly. At each cycle of the algorithm, a
particle selects the γ best neighbors as the source of influence. Using this influence approach provides the ability for the
swarm to explore a wide region in the early iterations. This occurs due to the contributions of large numbers of neighbors
in the early iterations. In the last iterations, on decreasing the value of γ , the swarm prefers exploitation. In particular, in
the last interval, the swarm gravitates toward the global best particle. This process provides a powerful way to maintain
balance between exploration and exploitation. It controls the global search while maintaining the convergence towards the
global optimum.
5. Experiments
In this section, the experiments that have been done to evaluate the performance of the proposed PSO algorithm
for a number of analytical benchmark functions are described. Three sets of experiments were conducted. In first set of
experiments, we tune the parameters of the PSOrank algorithm. In a second experiment, the performance of the PSOrank
algorithm is evaluated in comparison with seven other variants of the PSO algorithm. The continuous test functions in this
experiment have been extensively used to compare PSO algorithms. In a third algorithm, to evaluate the performance of
the proposed algorithm in a real-world application, we have trained a feed forward neural network using PSOrank and then
used the trained network for image compression, and the compression results are compared against those from two other
methods called BP and PSO-BP.
5.1. Benchmarks
To test the performance of PSOrank, six well known benchmark functions are used here for comparison, both in terms of
the optimum solution after a predefined number of iterations and the rate of convergence to the optimum solution. These
benchmarks are widely used in evaluating the performance of population based methods [3,5,7,9].
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Table 1
Optimization test functions.
Function name Formula Opt. position Opt. value Trait
fSph , Sphere f1(x) =∑ni=1 x2i (0, 0, . . . , 0) 0 Unimodal
fRos , Rosenbrock f2(x) =∑n−1i=1 (100(xi+1 − x2i )2 + (xi − 1)2) (1, 1, . . . , 1) 0 Unimodal
fRas , Rastrigin f3(x) =∑ni=1(x2i − 10 cos(2πxi)+ 10) (0, 0, . . . , 0) 0 Multimodal
fAck , Ackley f4(x) = −20 exp

−0.2

1
n
∑n
1 x
2
i

−exp  1n ∑n1 cos(2πxi)+20+e (0, 0, . . . , 0) 0 Multimodal
fGri , Griewank f5(x) = 14000
∑n
i=1 x
2
i −
∏n
i=1 cos

xi√
i

+ 1 (0, 0, . . . , 0) 0 Multimodal
fSch , Schaffer’s f6 f6 = 0.5+ (sin
√
(x21+x22))2−0.5
(1+0.001(x21+x22))2
(0, 0, . . . , 0) 0 Multimodal
Table 2
Parameter settings for the test functions.
Function Domain Asymmetric initialization range Xmax Vmax
fSph [−100, 100] (50, 100)n 100 100
fRos [−30, 30] (15, 30)n 30 30
fRas [−5.12, 5.12] (2.56, 5.12)n 5.12 5.12
fAck [−30, 30] (15, 30)n 30 30
fGri [−600, 600] (300, 600)n 600 600
fSch [−100, 100] (50, 100)n 100 100
Table 1 gives the test function, the mathematical expression, its optimum value and the function trait. The first two
functions are simple unimodal functions (they have a single local optimum that is a global optimum) while the other
four functions are multimodal with many local optima. We select these test functions as each of them is a candidate
for a different class of real-world problems. They have different characteristics (e.g. they are unimodal or multimodal, or
have dependent or independent variables). A robust optimization algorithm maintains balance between exploration and
exploitation, controlling diversity, andmitigating premature convergence and stagnation to copewith problems of different
types.
The ‘‘Sphere’’ function has independent variables, contains no local optima, and has a smooth gradient toward the global
optimum. It represents an easy problem which is successfully solved by many population based optimization algorithms.
The Rosenbrock function has smooth slope around its global optimumposition, its global optimum lies inside a long, narrow,
and parabolic shaped flat valley, its variables are strongly dependent, and the gradient does not point towards its optimum
position. All of these features mean that achieving convergence toward the global optimum with the Rosenbrock function
is relatively difficult. This function has been frequently used to test optimization algorithms. The algorithms with hard
constrictions on movement trajectories of their individuals may easily encounter stagnation.
The most common initialization ranges used in the literature for the benchmarks are considered in this paper. Each
particle has been initialized with a random position and a random velocity where in both cases the values have been
randomly chosen in the range
 Xmax
2

. We set Xmax = Vmax. To control the explosion of each particle, Eberhart and Shi [21]
suggested that it is good to limit excessive searching outside the predefined search space. During a run of each algorithm,
the values of the position of a particle are limited to the interval [Xmin; Xmax] and the maximum velocity restricted to Vmax.
Table 2 presents the function interval, asymmetric initialization range, and maximum velocity and maximum position of a
particle for each test function.
Schaffer’s f6 is a multimodal function with dependent variables. It has smooth slope around the global optimum, so
methods with poor flying patterns encounter problems in regions near the global optimum. An optimization algorithm
should increase diversity of the population to cope with problems of this type.
Ackley’s function is a widely used multimodal test function. This function has one narrow global optimum basin and
numerous local optima. In comparison with other multimodal functions, it represents a relatively easy problem as it has
shallow local optima.
There is no dependency between variables of the Rastrigrin test function. The cosine modulation produces frequent
local optima. So, this test function is highly multimodal which makes it a complex problem. An optimization algorithm
should provide an efficient balance between exploration and exploitation and have good diversity in order to overcome the
problems of this type.
Griewank’s function is based on the Sphere function. Like the Rastrigrin function it has many widespread local optima,
regularly distributed. Its second component represents a linkage between variables which make it a difficult multimodal
problem. The local optima are located in the direction of the gradient, so an optimization algorithm should provide an
efficient balance between global and local search in order to solve this type of problem. Griewank’s function with high
dimensionality seems unimodal.
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5.2. Settings of the algorithms
Simulations were performed in order to observe the performance of the proposed algorithm for finding optimum
solutions. The performance of the newmethod is comparedwith those of the TPSO [5], IPSO [7], PSO-NTVE [3], CenterPSO [9],
FIPS [18], ScatterPSO [19], and CLPSO [4]methods. These algorithms have a fewparameters; parts of themare commonwhile
other parts are specific to each algorithm.
Common parameters are the number of dimensions for the search space,maximumgeneration, population size, and total
number of trials. For all test functions with the exception of the 2D function Schaffer’s f6, three different dimension sizes,
10, 20 and 30, are tested. The corresponding maximum generations are 1000, 1500 and 2000 respectively. For Schaffer’s f6
function, the maximum generation is set to 1000. For all the test functions, the population size is set to 30, and a total of 100
runs for each experimental setting are conducted.
Besides the common parameters, the same settings as presented in [3,5,9,18,19,22] are used for the algorithms
investigated in this consideration. Four variants of TPSO were proposed in [5]. The best version of the TPSO algorithm
(i.e. TPSO-2) is used. In TPSO, the parameter Tmax is chosen as 5.
For the IPSO algorithm, the linear version of the inertia weight is used, which decreases from 0.9 to 0.4, and the
acceleration coefficients c1 and c2 are set to 2.0. The number of sub-swarms, p, is chosen as 4, and the number of points
in each sub-swarm is used asm = 2q, where q is the population size of particles selected from the points in the sub-swarm.
Other parameters in IPSO are set as G = KT , and T = 2n, where G is the maximum number of iterations, T is the time for
which each sub-swarm executes PSO independently and K is the number of sub-swarms shuffling.
The performance of the PSO-NTVE algorithm strongly depends on three parameters: α, β , and γ . As described in [3] all
these parameters are within the set {0, 1, 1.5, 2}. For each of the benchmark functions, different values of the α, β , and
γ parameters are used. The value of α is chosen as 0.5 for all the benchmark functions. The value of β is chosen as 1.5
for the Sphere and Schaffer’s f6 functions, 1 for Rosenbrock functions, and 0.5 for the remaining benchmark functions. The
parameter γ is set to 1.0 for the Sphere and Griewank’s functions, 1.5 for the Rosenbrock and Schaffer’s f6 functions, and 0.5
for the Rastrigrin and Ackley functions. Finally, the L25(53) orthogonal array is used as described in [3].
Like for the IPSO algorithm, in the CenterPSO algorithm, the inertia weight w linearly decreased from 0.9 to 0.4 and the
acceleration coefficients are c1 = c2 = 2. In CenterPSO, the number of center particles is chosen as 1, sowe have 29 ordinary
particles in the swarm.
In our experiments, the FIPS (fully informed particle swarm) algorithm with the U-ring topology that produced the best
results [18] is used.
The linear inertia weight is used in CLPSO. The learning rate c = 1.5 is chosen. Different values of the refreshing gap m
are used for benchmark functions. The values are selected to produce the best result for each benchmark function. The value
ofm is selected as 7. The learning probability Pc is set for each particle using the approach presented in [4].
The self-variant A of ScatterPSO is used in this study in which each particle learned from every other member in the
swarm. The number of guiding points is chosen as 3.
5.3. Sensitivity to parameters
The method presented seems to be a good compromise. The method indicates that exploitation and exploration are at
a very high level and well balanced. However, the performance of the PSOrank algorithm depends on some parameters. The
optimal combination of α and β should be determined in order to obtain best solutions by using the PSOrank algorithm. Also
the parameterm of the inertia weight should be tuned. The PSOrank algorithmwas analyzed in terms of its performance and
stability in order to calibrate best values for α and β parameters. A large number of experiments have been conducted in
which the number of particles used was 20.
(1) Performance analysis: We have used three well known multimodal Rastrigrin, Ackley, and Griewank functions in ten
dimensions to investigate how the algorithm is affected by these parameters. The maximum number of iterations was set
to 1000. Each function was tested with different values of α and β , 50 times. The parameters α and β have many possible
values in the range of (0, 1). It may not be possible to evaluate all the combinations of these parameters. Hence, the possible
values for the parameters are discretized into five buckets of length 0.2. Ten distinct points selected randomly from each
bucket and all the combinations of these points with points in another bucket are considered. So, for each pair of buckets one
hundred combinations of α and β parameters were considered and the distribution of solutions for 50 runs was recorded
for each combination. To provide a comprehensive representation of the results, the best, worst, and median of the fitness
for each pair of buckets are presented using a box plot. The box plots of the fitness values are presented in Fig. 4(a)–(b). Each
box plot in Fig. 4(a) represents the distribution of fitness values for one bucket of α and all the buckets of β parameter, and
each box plot in Fig. 4(b) represents the distribution of fitness values for one bucket of β and all the buckets of α parameter.
The horizontal line within a box encodes themedian, while the top and bottom of a box encode the Q1 and Q3 quartiles. The
dashed lines describe the shape of the distribution for fitness values, while two small horizontal lines at the ends of dashed
lines represent minimum and maximum values. Finally, plus signs represent outliers.
From the result, it is apparent that the performance of the PSOrank algorithm is influenced by α and β parameters. Using
marginal values for both of the parameters is not a good idea in optimizing test functions using the PSOrank algorithm. In other
words, the performance of the PSOrank algorithm decreases in quality if both of the parameters have small values (i.e. close
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Fig. 4. Results from the PSOrank algorithm for three test functions for different values of α and β . Each bucket is presented at the center of its corresponding
range.
to 0) or large values (i.e. close to 1). For small α and β values (α < 0.1 and β < 0.1) the influence of neighbor individuals
on the candidate particle decreases and the particle has more reliance on its own thinking. The neighbor individuals have
considerable influence on the candidate particle when both α and β have large values (α > 0.9 and β > 0.9). For this
configuration, the velocity of particles increases. Hence, the diversity of the algorithm is highly increased and the algorithm
needs more time to converge towards the optimum solution. It is interesting to note that for small values of α and relatively
large values of β (α < 0.1 and β > 0.8) as well as for relatively large values of α and small values of β (α > 0.8 and
β < 0.1) the PSOrank algorithm obtained relatively good results. However, it is clear from Fig. 4 that the best results were
obtained when 0.4 < α < 0.6 and 0.2 ≤ β < 0.4.
(2) Stability analysis: The PSOrank algorithm works by adjusting the trajectories of each of the particles towards its own best
position and towards the γ best particles. More precisely, trajectories of each particle are adjusted by considering social
knowledge provided by the best particles. The importance of social knowledge is affected by the α and β parameters. Hence,
in order to analyze the behavior of the swarm under different conditions, the trajectories of the particles are considered. The
trajectories of the particles are used to study the stability of the PSOrank algorithm.We assume that stability occurs when the
particles are positioned in the search area defined by a threshold around the optimum position. The search region is defined
as Sstab = {x : −φ < x < φ}, where φ is the threshold.We have used φ as 0.01. The trajectories of the particles in optimizing
a one-dimensional Rastrigrin function are give in Fig. 5(a)–(d), demonstrating the stability of the particle dynamics. It should
be noted that due to the large number of possible combinations of α and β parameters, a small but representative subset of
experiments are presented in Fig. 5.
The particle trajectories show that the PSOrank algorithm guarantees stability under different conditions. The interesting
property of the figures is the time at which the algorithm stabilizes. It is clear from Fig. 5 that the time of stability differs
under different conditions. Again, the experiments show that the best results are obtained when the α and β parameters
are in the ranges of 0.4 < α < 0.6 and 0.2 ≤ β < 0.4. For this configuration, the PSOrank algorithm achieves the fast
speed of convergence to the success criteria described in Section 4. Hence, we have selected α and β parameters from the
aforementioned ranges for the experiments conducted in this study. Our empirical study showed that the best results were
obtained around α = 0.45 and β = 0.385, as presented in Fig. 5(b). When large values are used for the α and β parameters
(α > 0.9 and β > 0.9), the diversity of the algorithm increases and stability occurs in the last iterations, as presented in
Fig. 5(d). It seems that for a high dimensional test function, the PSOrank algorithm needs more time to converge to the global
optimum. For small values of the α and β parameters (α < 0.1 and β < 0.1), the convergence speed of the algorithm
decreases, as presented in Fig. 5(a).
(3) Conclusions from performance and stability analysis: In general, by considering the results from performance and stability
analysis, we see that the PSOrank algorithm obtained a faster convergence speed and better performance when α was drawn
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Fig. 5. Trajectories of the particles for different settings of α and β parameters.
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Fig. 6. Results from the PSOrank algorithm for four test functions for different values of the parameterm.
from the third bucket and β was drawn from the second bucket. The marginal values for both of the parameters are not
good choices for the PSOrank algorithm.
(4) Tuning the non-linear inertia weight: The parameterm should be tuned.We used Sphere, Griewank, Ackley, and Rastrigrin
test functions in ten dimensions to investigate the impact of this parameter. Each functionwas testedwith different values of
m, 50 times. The average fitness of the PSOrank algorithm is represented in Fig. 6. It is clear from the results that for the Sphere
function,m1 = 3 produces the best results. For other test functions, the best results were obtained form = 2. From Fig. 6, we
can see that the inertiaweightw(t), which has interesting properties and provides a better balance between exploration and
exploitation throughout the iterations, depends on the parameterm. This property of inertia weight empowers the PSOrank
algorithm to produce better results in comparison with the linear inertia weight. In our experiments the PSOrank algorithm
uses the parameterm = 2.
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Table 3
Mean and standard deviation for ten-dimensional test functions.
Method Function
fSph fRos fRas fGri fAck
Standard PSO 4.38E−05± (2.57E−05) 1.64E+01± (2.93E+00) 1.34E+00± (8.26E−01) 6.20E−02± (8.17E−02) 5.31E−02± (7.72E−02)
PSO+ RC 3.50E−07± (6.63E−07) 5.59E+00± (8.18E−01) 1.95E−02± (3.52E−02) 5.20E−02± (3.17E−02) 4.66E−02± (8.67E−02)
PSO+ IW 9.23E−05± (1.94E−04) 1.72E+00± (6.47E−01) 7.46E−03± (9.30E−03) 2.75E−02± (4.56E−02) 8.92E−03± (1.34E−02)
PSO+ RC+ IW 1.68E−06± (4.32E−06) 9.84E−01± (5.14E−01) 3.29E−03± (7.44E−03) 3.42E−03± (7.05E−03) 1.57E−03± (3.12E−03)
PSOrank−RC−IW 7.80E−11± (9.26E−11) 4.63E−02± (6.34E−02) 1.35E−13± (4.64E−13) 1.15E−04± (1.72E−04) 2.33E−05± (7.63E−05)
PSOrank − IW 4.12E−11± (4.84E−11) 2.91E−01± (6.74E−01) 5.82E−15± (1.03E−14) 4.83E−05± (5.49E−05) 9.29E−06± (2.47E−05)
PSOrank − RC 3.04E−10± (6.83E−10) 1.69E−02± (2.93E−02) 0.00E+00± (0.00E+00) 1.42E−05± (4.75E−05) 9.26E−06± (2.38E−05)
PSOrank 3.77E−10± (1.22E−09) 5.02E−03± (9.77E−03) 0.00E+00± (0.00E+00) 2.83E−05± (6.29E−05) 1.17E−06± (4.92E−06)
5.4. The effects of three mechanisms
The proposed algorithm is designed on the basis of three different mechanisms: those of Latané theory, dependent
random coefficients, and non-linear inertia weight. Hence, its performancemay be influenced by each of thesemechanisms.
To provide a comprehensive study on the effects of these mechanisms, an experiment was conducted by incorporating
different combinations of these mechanisms into the standard PSO algorithm [21]. On the basis of this configuration, eight
variants of standard PSO will emerge:
(1) PSO: standard PSO.
(2) PSO+ RC: PSO with dependent random coefficients.
(3) PSO+ IW: PSO with non-linear inertia weight.
(4) PSO+ RC+ IW: PSO with both dependent random coefficients and non-linear inertia weight.
(5) PSOrank − RC− IW: PSO with only Latané theory.
(6) PSOrank − IW: PSO with Latané theory and dependent random coefficients.
(7) PSOrank − RC: PSO with Latané theory and non-linear inertia weight.
(8) PSOrank: PSO with Latané theory, dependent random coefficients, and non-linear inertia weight.
In this experiment, five test functions in ten dimensions are considered. The maximum number of iterations was set to
1000 and a total of 50 runs for each experimental setting were conducted. The effects of the proposed mechanism are given
in Table 3 in terms of mean and standard deviation. It can be seen from the results that the dependent random coefficients
and the non-linear inertia have positive effects on the performance of the standard PSO algorithm. Incorporating these two
mechanisms results in three variants of standard PSO (i.e. PSO+RC, PSO+ IW, PSO+RC+ IW) which produce competitive
results as compared to standard PSO. Although PSO with these two mechanisms produced relatively good results, better
performances can been obtained by the other variants of the standard PSO algorithm employing Latané theory.
Incorporating only Latané theory into the standard PSO, PSOrank−RC− IWwill emerge. The results show that the Latané
theory has a positive effect on standard PSO. Significant improvements can be obtained by incorporating Latané theory in
treating Sphere and Rastrigrin functions. Also, better performanceswere obtained for the remaining test functions compared
to the PSO variants without Latané theory. However, more improvement has been obtained by adding non-linear inertia
weight into the Latané theory (i.e. PSOrank − RC), dependent random coefficients (PSOrank − IW), or both of them (PSOrank).
The results show that the PSO algorithm with three mechanisms surpasses other variants for most of the test functions.
Conclusion: In general, PSOrank performs better than other variants of standard PSO on most of test functions. We can say
that, although each of the proposed mechanisms has a positive effect on the performance of the standard PSO algorithm,
Latané theory provides more efficiency. Hence, we suggest the PSO variant which employs the three proposedmechanisms.
5.5. Comparative study
We present different analyses based on the some dependent measures. The measures provide the ability to consider
algorithms from different perspectives. Following the experiments we present the overall performance of the proposed
method compared to other methods.
5.5.1. Performance evaluation
The numerical results for each test function are recorded in Tables 4–6. In the experiments the number of iterations
for reaching a predefined threshold was specified for each function. Different success criteria for different functions are
presented in the literature. For Schaffer’s f6, the success criterion is set to 0.000001, whereas for the other functions, the
success criteria are set to 0.01. After the maximum iteration, if the minimum value reached by the algorithmwas not below
the threshold, the run was considered unsuccessful. Fitness smaller than E−15 was considered as zero.
(1) Results for 10-dimensional functions: Table 4 represents three measures (mean, standard deviation and success ratio) for
100 runs of the seven algorithms for five test functions in 10 dimensions as well as Schaffer’s f6 in two dimensions. The
mean and standard deviation represent the quality of the results obtained by each algorithm, and the success ratio shows
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Table 4
Results for Schaffer’s f6 in two dimensions and other benchmark functions in ten dimensions.
Method TPSO IPSO PSO-NTVE CenterPSO
Function Mean (std. dev.) S.R. Mean (std. dev.) S.R. Mean (std. dev.) S.R. Mean (std. dev.) S.R.
fSph 2.18E−08± (3.98E−08) 1 1.74E−09± (5.41E−08) 1 9.13E−03± (1.07E−02) 1 7.50E−3± (9.81E−03) 1
fRos 4.62E+01± (1.51E+01) XX 1.05E+01± (6.79E+00) XX 3.26E−01± (7.31E−01) 0.27 1.47E+00± (1.95E+00) XX
fRas 4.17E+01± (1.72E+01) XX 3.29E+00± (1.31E+00) 0.09 9.56E−01± (1.02E+00) 0.35 2.30E+00± (1.59E+00) 0.13
fAck 2.31E+00± (1.02E+00) 0.02 7.42E−02± (1.57E−01) 0.05 5.37E−02± (9.41E−02) 0.16 1.70E+00± (9.17E−01) 0.06
fGri 9.16E−02± (1.80E−01) 0.21 7.84E−02± (1.63E−01) 0.27 2.39E−02± (1.21E−02) 0.34 3.65E−02± (7.25E−02) 0.29
fSch 1.17E−03± (2.83E−02) 0.09 6.80E−03± (1.08E−02) 0.02 1.61E−03± (3.76E−04) 0.07 2.72E−03± (1.42E−02) 0.03
Method FIPS Scatter PSO CLPSO PSOrank
Function Mean (std. dev.) S.R. Mean (std. dev.) S.R. Mean (std. dev.) S.R. Mean (std. dev.) S.R.
fSph 7.28E−07± (3.23E−06) 1 9.62E−08± (2.58E−07) 1 3.96E−06± (4.73E−05) 1 1.21E−10± (8.36E−10) 1
fRos 7.43E+00± (4.79E+00) XX 3.72E−02± (2.48E−01) 0.79 5.22E+00± (2.63E+00) XX 9.14E−3± (1.42E−02) 0.96
fRas 3.54E+00± (2.64E+00) XX 1.69E+00± (7.31E−01) XX 0.00± (0.00) 1 0.00± (0.00) 1
fAck 7.31E−05± (2.26E−04) 1 3.58E−03± (8.14E−03) 0.19 8.50E−06± (3.84E−05) 1 1.31E−06± (6.54E−06) 1
fGri 8.73E+00± (5.28E+00) XX 5.35E−01± (1.18E+00) 0.08 7.48E+00± (4.07E+00) XX 2.53E−05± (3.47E−05) 1
fSch 5.71E−06± (1.14E−05) 0.38 7.36E−04± (1.37E−03) 0.18 1.62E−06± (5.08E−06) 0.93 0.00± (0.00) 1
Table 5
Results for the benchmark functions in 20 dimensions.
Method TPSO IPSO PSO-NTVE CenterPSO
Function Mean (std. dev.) S.R. Mean (std. dev.) S.R. Mean (std. dev.) S.R. Mean (std. dev.) S.R.
fSph 1.70E−05± (3.86E−05) 1 2.25E−07± (3.19E−06) 1 8.71E−03± (1.14E−02) 1 4.81E−03± (7.39E−03) 1
fRos 1.18E+02± (3.01E+01) XX 7.57E+01± (5.69E+01) XX 3.80E+00± (3.62E+00) 0.15 4.13E+01± (3.95E+00) XX
fRas 1.27E+02± (3.71E+01) XX 1.64E+01± (9.14E+00) XX 1.15E+01± (9.63E+00) XX 1.09E+01± (3.98E+00) XX
fAck 2.48E+00± (9.30E−01) XX 9.70E−02± (1.39E−01) 0.03 1.07E−01± (1.96E−01) XX 2.74E+00± (1.04E+00) XX
fGri 5.90E−02± (1.21E−01) 0.37 2.36E−02± (3.93E−02) 0.43 9.76E−03± (2.03E−02) 0.71 7.30E−03± (1.40E−02) 0.78
Method FIPS Scatter PSO CLPSO PSOrank
Function Mean (std. dev.) S.R. Mean (std. dev.) S.R. Mean (std. dev.) S.R. Mean (std. dev.) S.R.
fSph 3.27E−6± (1.13E−05) 1 7.43E−07± (3.64E−06) 1 5.34E−5± (9.73E−5) 1 1.08E−09± (3.76E−09) 1
fRos 1.54E+01± (8.61E+00) XX 1.53E+00± (3.74E+00) 0.59 1.23E+01± (6.94E+00) XX 1.61E+00± (2.04E+00) 0.56
fRas 3.91E+01± (1.12E+01) XX 8.83E+00± (3.95E+00) XX 8.52E−12± (3.27E−11) 1 0.00± (0.00) 1
fAck 4.92E−03± (9.63E−03) 0.83 2.89E−01± (6.35E−01) 0.09 1.86E−05± (6.49E−05) 1 4.22E−6± (9.11E−06) 1
fGri 2.91E+00± (1.83E+00) 0.05 2.49E−02± (6.76E−02) 0.73 1.36E+00± (9.62E−01) 0.21 4.47E−7± (7.69E−7) 1
Table 6
Results for the benchmark functions in 30 dimensions.
Method TPSO IPSO PSO-NTVE CenterPSO
Function Mean (std. dev.) S.R. Mean (std. dev.) S.R. Mean (std. dev.) S.R. Mean (std. dev.) S.R.
fSph 5.30E−04± (8.72E−04) 1 3.48E−05± (2.94E−04) 1 1.04E−02± (1.07E−02) 0.86 2.67E−03± (4.51E−03) 1
fRos 2.80E+02± (9.12E+01) XX 9.98E+01± (7.43E+01) XX 1.73E+01± (2.11E+01) 0.09 6.14E+01± (5.32E+01) XX
fRas 2.72E+02± (8.14E+01) XX 3.50E+01± (2.47E+01) XX 3.11E+01± (1.89E+01) XX 2.16E+01± (6.49E+00) XX
fAck 2.37E+00± (8.32E−01) XX 1.06E−01± (1.78E−01) XX 2.37E−01± (2.42E−01) XX 3.18E+00± (1.45E+00) XX
fGri 3.72E−02± (9.51E−02) 0.46 1.65E−02± (2.64E−02) 0.54 9.43E−03± (1.97E−02) 0.63 4.74E−03± (8.36E−03) 0.84
Method FIPS Scatter PSO CLPSO PSOrank
Function Mean (std. dev.) S.R. Mean (std. dev.) S.R. Mean (std. dev.) S.R. Mean (std. dev.) S.R.
fSph 2.69E−04± (6.84E−04) 1 4.83E−06± (9.14E−06) 1 7.46E−4± (1.73E−3) 1 2.05E−08± (6.41E−08) 1
fRos 3.12E+01± (1.76E+00) XX 1.45E+01± (1.08E+00) 0.07 2.72E+01± (1.86E+01) XX 1.27E+01± (1.39E+01) 0.19
fRas 8.30E+01± (2.15E+01) XX 2.04E+01± (9.61E+00) XX 7.64E−8± (2.95E−7) 1 0.00± (0.00) 1
fAck 4.81E−02± (9.17E−01) 0.62 3.26E+00± (1.92E+00) XX 8.17E−05± (2.19E−04) 1 3.12E−05± (8.35E−05) 1
fGri 8.23E−02± (1.13E−01) 0.31 8.93E−03± (2.76E−02) 0.78 2.11E−02± (5.51E−02) 0.45 2.73E−8± (5.24E−8) 1
the robustness of the algorithms in solving optimization problems. For ease of observation, the best results obtained by the
algorithms are shown in bold. The XX sign shows that an algorithm never converged to the success criteria.
All of the algorithms successfully optimize the Sphere function. They have success ratio 1 for that function. The mean
result from PSOrank is better than those from the other algorithms for the Sphere function. For two-dimensional Schaffer’s f6,
PSOrank significantly outperforms all the other algorithms. Also, the results show thatmethods which considermore sources
of influence such as FIPS, ScatterPSO and CLPSO surpass other algorithms such as IPSO, TPSO, PSO-NTVE, and CenterPSO.
From the result, we can see that PSOrank and CLPSO produce the same result for the Rastrigrin function. Both of them are
much better than all the other algorithms for this function. The Rastrigrin function with numerous local optima represents
a complex problem for which all the algorithms except PSOrank and CLPSO become trapped in local optima.
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The importance of considering social knowledge provided by all the particles in the swarm can be seen much better in
optimizing the Ackley function with frequent local optima. It is apparent from Table 4 that considering all the neighbors or
part of them in algorithms such as PSOrank, CLPSO, and FIPS renders them capable of optimizing the Ackley function with
success ratio 1. Usually, an optimization algorithm tends to move in the direction of the gradient. In the Griewank function,
the local optima are placed in the direction of the gradient. So, an optimization algorithm should provide an appropriate
level of global search for escaping from the local optima and moving toward global optima. As can be seen from Table 4, the
PSOrank algorithm surpasses all the other algorithms. FIPS and CLPSO never converged to the criteria.
The Rosenbrock function is a unimodal function that can be used to evaluate the ability of an algorithm in mitigating the
stagnation problem. Due to a long, narrow, and parabolic shaped flat valley around global optima in the Rosenbrock function,
stagnation may occur in an optimization algorithm. An algorithmmay mitigate such problem by increasing the diversity of
the swarm. Parts of algorithms containing TPSO, IPSO, CenterPSO, CLPSO, and FIPS fail in converging to the criteria. One
reason for this problem is that useful information provided by the neighbor particles beyond gbest is ignored by algorithms
such as IPSO or TPSO. It seems that an optimization algorithm in which a particle is influenced by more than one neighbor
such as PSOrank and ScatterPSO provide appropriate levels of diversity, guaranteeing convergence towards the criteria.
(2) Results for 20-dimensional functions: The same set of experiments was carried out for benchmark functions in 20
dimensions. The results for 20-dimensional test functions are presented in Table 5. The complexity of the benchmark
functions except the Griewank one increases as the dimensions increase. Increasing dimensions in the Griewank function
causes the quality of the result of ScatterPSO to significantly increase. PSOrank surpasses other algorithms for the Griewank
function. The numerical results show that PSOrank and CLPSO significantly outperform other algorithms for Rastrigrin
functions. The remaining algorithmsnever converge to the criteria for theGriewank function. This implies that the optimized
multimodal function has characteristics similar to the Rastrigrin function optimized by PSOrank, independently of their
dimensions. All the algorithms converge successfully to the criteria for the Sphere function; however the best results were
obtained by the PSOrank and IPSO algorithms. Like for the 10-dimensional functions, PSOrank, FIPS and CLPSO outperform
other algorithms for the Ackley function. All the algorithms except PSOrank and ScatterPSO never converge to the criteria
for the Rosenbrock function in 20 dimensions. The best result for the Rosenbrock function was obtained by ScatterPSO
algorithm. As a consequence, the results in Tables 3 and 4 show that the multimodal functions with numerous local optima
were successfully optimized by the PSOrank algorithm.
(3) Results for 30-dimensional functions: Table 6 represents the experimental results of the eight algorithms for the 30-
dimensional benchmark functions. Also, the evolution of the algorithms is presented in Fig. 7(a)–(f). This experiment was
conducted for 30-dimensional functions except for Schaffer’s f6 function, with two dimensions. The straight line represents
the success criteria for each benchmark function. The algorithms with success rate 1 cross the straight line. The evolving of
the algorithms represents its convergence behavior throughout the iterations. It implies that an algorithm may or may not
provide better performance if the number of iterations is extended. Also it shows the convergence speed of the algorithms.
The unimodal Sphere function represents an easy problem to solve. Fig. 7(a) shows that all the algorithms except PSO-
NTVE successfully solve this problem. It can be seen from Fig. 7(a) that each algorithm achieves better performance if the
iterations are extended. However, the PSOrank method converges rapidly to the criteria. The unimodal Rosenbrock function is
hard to optimize. Its complexity increases as the dimensions increase. TPSO, IPSO, PSO-NTVE, CenterPSO, FIPS, and CLPSO fail
to reach the criteria for the Rosenbrock function in 30 dimensions. ScatterPSO and PSOrank outperform the other algorithms
in optimizing the 30-dimensional Rosenbrock function. The best results are obtained by PSOrank.
The Rastrigrin function is a highly multimodal with frequent local optima. An algorithm with poor balance between
exploration and exploitation was simply trapped in local optima in early iterations. It is apparent from Fig. 7(c) that the all
the algorithms except PSOrank and CLPSO were rapidly trapped in local optima. Table 6 shows that PSOrank significantly
outperforms other algorithms. In spite of the shallow local optima in the Ackley function, compared to the Rastrigrin
function, some of the algorithms were trapped in local optima in early iterations. It seems that the algorithms with flying
patterns similar to TPSO, IPSO, ScatterPSO and PSO-NTVE have difficulties in solving applications with numerous local
optima. All the aforementioned algorithms never converge to the criteria. It is clear from Fig. 7(c), (e) that PSOrank and CLPSO
successfully optimize the multimodal functions of these types.
Half of the algorithms have relatively similar evolving patterns in optimizing Griewank functions. These algorithms
(i.e. PSOrank, ScatterPSO, IPSO, CLPSO, and PSO-NTVE) constantly optimize the function throughout the iterations. So, we
expect better performance to be obtained by extending the number of iterations. TPSO, FIPS, and CenterPSO stagnate in the
last iterations. The stagnation occurs due to hard constriction on the movement trajectories of the particles. The stagnation
problem can be mitigated by incorporation of the knowledge of all the particles in the swarm, as employed by PSOrank,
ScatterPSO, and CLPSO. The PSOrank algorithm significantly outperforms all the other algorithms for the Griewank function.
Schaffer’s f6 function has smooth slope near to global optima; hence the stagnation problemmay occur in an optimization
algorithm when the swarm reaches the region around the global optima. It is apparent from Fig. 7(f) that a stagnation
problem occurs in all the algorithms except PSOrank. The main difference in optimizing this function is the time at which the
stagnation occurs. IPSO, PSO-NTVE, CenterPSO, and ScatterPSO stagnate in the early iterations, while TPSO, FIPS, and CLPSO
stagnate in the intermediate or last iterations. PSOrank significantly outperforms other algorithms in optimizing Schaffer’s
f6 function.
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Fig. 7. Evolution of the average fitness for the algorithms; (a) Sphere, (b) Rosenbrock, (c) Rastrigrin, (d) Griewank, (e) Ackley, (f) Schaffer’s f6.
5.5.2. Statistical analysis of trials on the basis of the success rate
When two algorithms have to be compared for a given set of problem instances, one can use the success for an algorithm
to determine whether a solution has better quality than the solution produced by the other method for the same problem
instance. Hence, the success ratio is an important measure in optimization problems. It determines the success probability
of an algorithm. One would like to use the algorithm having the highest success probability.
The Taillard statistical [22] tests are conducted, for the success ratios of the PSOrank algorithm and the success ratios of
the other algorithms. This test is used to determine whether the PSOrank algorithm is significantly more successful than the
other algorithms. For this purpose, we used the tools downloadable from [23]. The significance level is fixed at α = 0.05 for
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Fig. 8. Comparative performance of the algorithms: (a) Sphere, (b) Rosenbrock, (c) Rastrigrin, (d) Ackley, (e) Griewank, (f) Schaffer’s f6 (the horizontal line
represents the algorithm, and the vertical line represents merits).
a two-sided test. PSOrank statistically has better performance than another algorithm if the Tˆ value for their success ratios
is smaller than the significance level α. The results of the Taillard tests are presented in Table 7. The values 1 show that
the PSOrank algorithm has statistically better performance with 95% certainty than another algorithm for a test function of
the predefined dimensions. In a comparison of two algorithms, each of which has success ratio 1, the Taillard test returns
Tˆ = 0 < α. The values 2 show that two algorithms have success ratio 1 for a test function. The values 0 imply that the
PSOrank algorithm does not have statistically better performance than another algorithm.
It is apparent from the results of the Taillard test that the PSOrank algorithm has better performance than all the other
algorithms for the Griewank (10D, 20D, and 30D), the Rosenbrock (10D, 30D), and Schaffer’s f6 (2D) function. The proposed
approach also has significantly better performance than other algorithms except ScatterPSO for the Rosenbrock function in
20 dimensions. For the Sphere function, PSOrank has performance comparable to those of other algorithms. The PSOrank and
CLPSO algorithms significantly outperform other algorithms for the Rastrigrin and Ackley functions.
5.5.3. Overall performance
In this section the overall performance of the proposed algorithm compared with other algorithms is presented. Three
measures are used to compare the overall performances of the algorithm investigated in this consideration. As the first mea-
sure, relative performances of the eight optimization algorithms for six benchmark functions are considered. For this purpose
we used a performance measure m (called the merit). A similar approach has been used in [19]. The merit measure repre-
sents the relative fitness of an algorithm for a benchmark function. The merit measure is defined asmi = fit(ai,fj)max_fit(a,fj) , where
fit(ai) is the fitness of the solution which is found by algorithm i for the benchmark function fj, and max_fit(a, fj) represents
the fitness of theworst algorithm (used as a reference algorithm) for the benchmark function fj. As each algorithmminimizes
the benchmark function, a smaller value of the merit represents a better performance. The relative merits of the algorithm
tested for benchmark functions in 2, 10, 20, and 30 dimensions are represented in Fig. 8. The algorithm with worst perfor-
mance has merit 1. As the performance improves themerit decreases. Considering the distance between twomerits, we can
determine the degree of improvement obtained by an algorithm i in optimizing a function fj. The results show the significant
improvements obtained by the PSOrank algorithm for the Rastrigrin, Schaffer’s f6, the Griewank, and the Ackley functions.
A second measure is used to compare the average performances of the algorithms for all the test results. We used the
parameter avg(i,D) =
∑N
j=1 fit(ai,fj)
N , where avg(i,D) is the average fitness of the algorithm i for all the functions fj with D
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Fig. 9. Overall performance of the algorithms: (a) average performance for D-dimensional functions, (b) average performance obtained from all the tests
conducted, (c) average success ratio from all the tests conducted.
dimensions, and N is the number of benchmark functions optimized in D dimensions. Fig. 9(a) represents the avg parameter
for eight algorithms tested on the six functions in 2, 10, 20, and 30 dimensions. It is apparent from Fig. 9(a) that the PSOrank
algorithm outperforms all the other algorithms. The overall performance of the algorithms in all experiments conducted
is shown in Fig. 9(b). The overall performance is considered as the average fitness of an algorithm in optimizing all the
functions in 2, 10, 20, and 30 dimensions. This parameter is defined as overall(i) =
∑4
k=1 avg(i,Dk)
4 , where Dk ∈ {2, 10, 20, 30}.
From the results, we can see that the PSOrank algorithm has the best overall performance. Also, CLPSO and ScatterPSO have
good performance compared to the remaining algorithms.
A third measure, Overall_SR, determines the overall success rate of each of the algorithms tested for six test functions.
Fig. 9(c) shows the Overall_SR measure. This measure is computed as the average of all the success rates obtained by each
of the algorithms. The result shows that significant improvement is provided by the PSOrank algorithm for the success ratio
measure. The performance value of the PSOrank algorithm is greater than 0.92 for the six test functions.
Conclusion: The average fitness and success ratio are the main performancemeasures. By analyzing the overall performance
measures presented in Figs. 8 and 9, we can see that the PSOrank algorithm surpasses all the other algorithms for the average
fitness. Considerable improvement in success rate was obtained by the PSOrank algorithm. The best results for the PSOrank
algorithmwere obtained for the multimodal functions with numerous local optima. This implies that the PSOrank algorithm
solves the multimodal functions effectively in a reasonable time with high success rate. Considering social knowledge
provided by all the particles along with the non-linear inertia weight results in an algorithm which successfully optimizes
well known test functions.
5.6. Neural network training
After validating the proposed algorithm using continuous test functions, it is also employed to optimize a real-world
application. Specifying the weights of a neural network is an optimization problem with the goal of finding a set of weights
that minimizes the mean square error of a network. We used PSOrank for training a feed forward neural network. Standard
images such as Lena, Pepper, etc. are used as training and test data sets. The problem is defined as follows.
A feed forward neural network is composed of three tiers called the input, hidden and output layers. The input and output
layers both have n neurons, and the hidden layer has m neurons (m < n). We used images as training and test sets. The
input image was partitioned to n× n non-overlapping blocks. Each block was used as an input for the neural network. The
objective is to compress the image such that the error of compression is minimized. The compression rate for the following
experiments was computed as n−mm × 100.
In this experiment each particle is encoded for a weight vector. For feed forward network training, each particle
represents all weights of the network. As the algorithm proceeds, the new position of a candidate particle is updated on
the basis of the current position and new velocity. The new position is a set of new weights for neural networks. After a
predefined iteration, the algorithm converges to the local optima and the training phase is completed.
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Table 7
Results of the Taillard test: the values 1 show that the PSOrank algorithm has statistically better performance than another algorithm, whereas the values
0 imply that PSOrank does not have statistically better than another algorithm.
Function Dim TPSO IPSO PSO-NTVE CenterPSO FIPS Scatter PSO CLPSO
fSph
10 2 2 2 2 2 2 2
20 2 2 2 2 2 2 2
30 2 2 1 2 2 2 2
fRos
10 1 1 1 1 1 1 1
20 1 1 1 1 1 0 1
30 1 1 1 1 1 1 1
fRas
10 1 1 1 1 1 1 2
20 1 1 1 1 1 1 2
30 1 1 1 1 1 1 2
fAck
10 1 1 1 1 2 1 2
20 1 1 1 1 1 1 2
30 1 1 1 1 1 1 2
fGri
10 1 1 1 1 1 1 1
20 1 1 1 1 1 1 1
30 1 1 1 1 1 1 1
fSch 2 1 1 1 1 1 1 1
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(a) Mean squared error. (b) Mean absolute error.
Fig. 10. (a) Evaluation of MSE. (b) Evaluation of MAE.
Usually, in neural networks, the training objectives are the mean squared error (MSE) and mean absolute error (MAE),
over a training set. So, the proposed algorithm should minimize the error by adjusting the weights of the neural network.
The MSE and MAE can be calculated using the following formulations:
MSE = 1
NM
N−
i=1
M−
j=1
(uij − u∗ij)2 (14)
MAE = 1
NM
N−
i=1
M−
j=1
|uij − u∗ij| (15)
where uij is the intensity of color of pixel (i, j) in the original image and u∗ij is the intensity of color of pixel (i, j) in the
reconstructed image, N is the height of the image andM is the width of the image.
PSOrank and two other algorithms were compared as neural network training algorithms. For the comparison we use the
traditional back propagation (BP) [24] algorithm and a hybrid approach called PSO-BP [25], which combines BP and PSO
algorithms for training neural networks. Various experiments have been done. In the first experiment the training image
and the test image are identical. A part of an image is randomly selected to train the network and then the whole image is
used as a test set. The training and test sets for the second experiment are different. In both of them the network is trained
using back propagation, PSO-BP, and PSOrank. Table 8 shows the results for both objectives,MSE andMAE. Comparison results
show that the PSOrank training shows a better performance than BP and BP-PSO. Therefore PSOrank can preserve the image
details very well. Fig. 10 shows the MSE and MAE values for BP, PSO-BP and PSOrank after 100 runs.
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Table 8
The comparison of the performances of BP, BP-PSO and PSOrank .
Compression rate Experiment #1 Experiment #2
BP PSO-BP PSOrank BP PSO-BP PSOrank
MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE MSE MAE
1/4 34.96 3.16 19.74 3.21 17.31 2.36 41.31 3.85 22.96 2.68 21.43 2.64
1/8 76.37 5.67 54.37 4.17 48.93 3.81 88.54 5.97 61.58 4.31 56.39 4.18
1/16 186.84 7.92 133.4 6.73 103.42 4.56 216.31 8.59 146.41 7.34 112.67 6.61
Fig. 11. Results for the images restored by the algorithms (row #1: Lena, row #2: Pepper).
The image compression results for the neural network trained by BP, PSO-BP, and PSOrank are shown in Fig. 11. The figure
represents the restored images (e.g. Lena, Pepper) for compression ratio 16:1 of Experiment #2. It can be seen that the
performance of the neural network for image compression is improved by using the proposed PSO algorithm. The PSOrank
learning algorithm can avoid local optima in compression images and provide better quality for the restored images even for
large compression rates. The images restored by means of running the PSOrank algorithm already have similar quality. This
shows the ability of the PSOrank learning algorithm,which could be adapted successfully for the compression of other images.
6. Discussion
From the results, we can see that PSOrank provides high searching ability. As described in Section 5.4, the effectiveness of
the PSOrank algorithm depends on three different mechanisms: the first mechanism based on Latané theory for updating the
velocity and position, the second mechanism (i.e. that of dependent random coefficients) for maintaining the importance
of social and cognitive knowledge, and the third mechanism (i.e. that of non-linear inertia weight) for controlling the
importance of the previous velocity. However, the first mechanism has the main role in finding good solutions. The next
two mechanisms provide further improvements for the algorithm. The effects of these mechanisms are discussed in the
following subsections.
6.1. The effect of Latané theory
The searching ability indicates how an algorithm can overcome deficiencies which arise in a searching process.
Usually, stagnation and premature convergence are identified as the major weaknesses that a PSO algorithm may have.
A PSO algorithm tries to cope with these problems by introducing different approaches such as inertia weight, dynamic
acceleration coefficients, time-varying coefficients, etc. These problems can bemitigated by incorporating the knowledge of
all the particles in the swarm, as employed by PSOrank. Here, the Latané theory comes into the play. The Latané theory aims
to cope with hard constriction on the trajectories of the particles, and provide an extended flying pattern for the particle
in which an appropriate level of diversity is maintained. This means that the stagnation problem can be alleviated. Also,
diversity provides a high exploration level in the first iterations of the algorithm. Hence, Latané theory empowers the
algorithm to avoid premature convergence by exploring large areas of the search space in the first iterations. The effect
of just Latané theory in PSO algorithm (i.e. PSOrank − RC − IW) can be seen in Table 3. The results show the effectiveness
of Latané theory for the avoidance of stagnation and premature convergence for all the test functions. It can be seen from
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Fig. 7 that PSO algorithmswithmany sources of influence on their particles such as PSOrank, CLPSO and ScatterPSO havemore
success in alleviating the aforementioned problems compared to the othermethods such as PSO-NTVE, IPSO, and CenterPSO
methods.
6.2. The effect of dependent random coefficients
As can be seen from Table 3, Latané theory provides more efficiency than non-linear inertia weight and dependent
random variables, and acts as the main mechanism in PSOrank. However, more enhancements can be obtained by efficient
use of cognitive and social knowledge. To achieve this goal we need to define an efficient way of using the coefficients of
social and cognitive knowledge. In previous variants of PSO with independent coefficients, these areas of knowledge may
be overused or not used fully. However, dependent random coefficients suggest a way for avoiding inefficient use of social
and cognitive knowledge. Assume that random parameters rand1 and rand2 have large values, in an independent way;
two coefficients will have large values and both social and cognitive knowledge are overused. However, in the dependent
approach, the first (second) coefficient is multiplied by 1-rand2 (1-rand1), and the large values of the coefficients will be
decreased. The result is that the social and cognitive knowledge will be used in a better way. If one parameter has a large
value while the other one has a small value, both of them are decreased but the larger one is decreased more. Hence, the
algorithm can use the social and cognitive knowledge in a more efficient way. From Table 3, we can see that dependent
randomcoefficients provide efficiency for the standard PSO algorithm. The PSO variantswith dependent randomcoefficients
have better performances than the standard PSO algorithm for most of the test functions.
6.3. The effect of non-linear inertia weight
In an optimization algorithm, we need to balance between exploration and exploitation throughout the iterations. In
particular, we prefer exploration in the first iterations and exploitation in the last iterations. Inertia was first introduced for
this purpose as a fixed value. After that, its linear variant was proposed. The large value of the inertia weight in the first
iterations encourages a particle to move along its previous direction, while its small value in the last iterations enforces the
particle moving towards the global knowledge. This may result in inefficiency in optimizing highly multimodal functions.
In such cases we need more flexibility. For example, we need an appropriate level of exploration even in the last iterations
when optimizing benchmarks such as Rastrigrin or Griewank ones with a large number of optima around the optimum
position. As can be seen from Fig. 2, using non-linear inertia weight provides this type of flexibility. By decreasing the m
parameter, one can extend the preference of exploration throughout iterations. This approach encourages the particles to
wander in a larger area around the global best position and try to find a better position. From Table 3, it is apparent that non-
linear inertia weight has a positive effect on optimizing multimodal functions. The effect of non-linear inertia weight on the
proposed algorithm can be seen in Table 3. PSO variants with non-linear inertia weight successfully optimize multimodal
functions with highly local optima. From the results, we see that these variants have better performance for multimodal
functions such as Rastrigrin and Griewank.
7. Conclusions
In the standard PSO, only the best particle has an impact on the next position of a candidate particle, and the others
have no influence. Sharing information among all particles will improve the performance of a particle swarm optimizer.
On the basis of these facts, and taking inspiration from Latané theory, a rank based particle swarm optimization algorithm,
called PSOrank, is proposed in this paper. In PSOrank, a set of best particles contribute to adjusting the velocity of the each
particle. The contribution of each particle is proportional to its strength. The particle’s strength value is a function of the
strivness, immediacy and number of the contributing particles. The number of contributing particles dynamically reduces as
the algorithm proceeds. A new time-varying inertia weight is introduced which decreases the non-linearly as the algorithm
proceeds. This new method can enhance the balance between exploration and exploitation. Six popular test functions are
used to evaluate the performance of PSOrank and other algorithms presented in the literature. A large number of experiments
were performed for optimizing numerical functions as well as training neural networks. Experimental results show that
PSOrank achieves better performance than other optimization methods investigated in this paper.
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