Currently three air quality modelling systems routinely operate with high resolution over 9 mainland Portugal for forecasting purposes, namely MM5-CHIMERE, MM5-EURAD and 10 CALIOPE. Each of one operates daily using different horizontal resolutions (10 km x 10 km; 5 11 km x 5 km and 4 km x 4 km, respectively), specific physical and chemical parameterizations, 12
INTRODUCTION 41
Air quality forecasting is both a challenge and a scientific problem, which has recently emerged 42 as a major priority in many urbanised and industrialised countries due to the increasing 43 consciousness of the effect, on health and environment, caused by airborne pollutant emissions. 44 Furthermore, is one of the requirements of the Air Quality Framework Directive (2008/50/EC) 45 and a key issue of the Clean Air for Europe (CAFE) Programme . The 46 goals of reliable air quality forecasts are obvious: population exposure can be more efficiently 47 reduced and protected by means of information and short-term action plans. 48
For that, European legislation settled ambient air quality standards for acceptable levels of air 49 pollutants (like O 3 , NO 2 , SO 2 , PM2.5 and PM10) and also recommended the use of modelling 50 tools to assess and to forecast the air quality, in order to develop emission abatement plans and 51 alert the population when health-related issues occur. In some European member states, like 52 Air quality forecast modelling, which rely not only on the meteorological prediction but also on 69 a chemical-transport modelling and on highly uncertain emission inventories, are likely to have 70 significant (systematic) model errors (Borrego et al., 2003 (Borrego et al., , 2008 Chang and Hanna, 2004) The present work is organized as follows. Section 2 describes the different forecast modelling 81 systems. Section 3 presents the observational dataset selected and used within this study. The 82 applied bias techniques are described in Section 4 and the analysis and discussion of the results 83 are presented in Section 5. In Section 6, classical/categorical statistics are addressed to 84 investigate the forecast skills after bias correction. Finally Emission System (HERMES, Baldasano et al., 2008b) and the chemical transport model 101 also with an hourly basis . Current forecasts and near real-time 103 evaluation are available through the CALIOPE system website (http://www.bsc.es/caliope). 104 CMAQ, CHIMERE and EURAD-IM are all regional-scale three-dimensional chemical 105 transport models (CTM) designed for short-term and long-term simulations of oxidants and 106 aerosol formation. Both CHIMERE and EURAD-IM CTM are forced by the MM5 107 meteorological fields (Dudhia, 1993) , meanwhile CMAQ uses the outputs of the WRF-ARW 108 model (Michalakes et al., 2004) . Both MM5 and WRF-ARW are non-hydrostatic models. 109 The three modelling system have different degrees of complexity and spatial resolution. A 110 summary of their key features, including emissions and boundary conditions, is listed in the long-range transport of mineral dust from Sahara desert is modelled on an hourly basis by 123 the BSC-DREAM8b model (Nickovic et al., 2001; Pérez et al., 2006a,b) . The BSC-DREAM8b 124 is fully embedded within the NCEP/Eta meteorological driver (Janjic, 1994) . Dust aerosols are 125 represented by 8 bins size distribution within the 0.1-10 µm radius range. Dust-radiation 126
interactions are calculated online. The modelled domain in this study comprises Northern 127 minimum data collection efficiency of 75% are three of the criteria used for the stations 137 selection. A fourth criterion is related with the measured pollutants. Stations that measure O 3 138 also measure NO 2 and the stations that measure PM10 also do it for PM2.5. As a result, a total 139 of 18 stations (8 rural, 5 urban and 5 suburban) are selected for the present study, 13 stations for 140 O 3 /NO 2 , 9 for SO 2 and 6 for PM10/PM2.5. Figure 1 shows the location and main characteristics 141 of the selected stations over the study domain. Note that the measured data are in an hourly 142 basis and the data are not validated since they refer to year 2010. compromise between having a sufficiently long period to gather adequate statistics, but not too 181 long to mask seasonal variations (for O 3 , for e.g.). According to Stull (1988) and also Tchepel 182 and Borrego (2010) , synoptic conditions are characterized by a 3-4 day period, which supports 183 the chosen training period. Thus, the current multiplicative ratio correction approached was 184 applied with a 4 day period (RAT04). 185 which the KF responds to the variations in biases at prior steps. There exists an optimal error 192 ratio to generate the best forecast given the forecast modelling system and the dynamic of the 193 study area. We follow the methodology of Kang et al. (2008) for estimating the optimal error 194 ratio which consists in minimizing the root mean square error and maximizing the correlation 195 coefficient for all the stations. Therefore, optimal errors ratios are selected for each modelling 196 system and for all the selected stations over the year 2010. Only in the case of O 3 , optimal errors 197 ratios are selected seasonality because it was found that corrected O 3 simulation improved when 198 using seasonally varying values. Table 2 presents In the first part of time series, from August 7 th to 10 th , a desert dust outbreaks arrives to Portugal 302 due to a North Africa advection (Figure 4 c) . The raw CALIOPE system reproduces the event 303 thanks to the contribution of the BSC-DREAM8b model (Figure 4b ) although the outputs are closer to the hourly observed concentrations. In the second part, from August 10 th to 306 13 th , the wind changes the trajectory to northwest (see Figure 4c ) and the observed 307 concentrations reach ~170 µg.m -3 According to the Portuguese Forest Authority (Autoridade 308 Florestal Nacional, 2010) nine forest fires occurred during this period in a radium of 100 km 309 from FUN station where more than 10,000 ha were burned. In the described fire episode both 310 bias-correction techniques do not reproduce the event since the raw CALIOPE modelling The Figure 5 illustrates an episode of high SO 2 concentrations at the CHA station, on March 328 27 th from 6:00 to 12:00 where any of the forecast systems were able to predict the observed 329 event (only MM5-EURAD-IM is shown in Figure 5 ). This example demonstrates that both KF 330 and RAT04 produce an error due to high concentrations observed on March 27 th which is 331 propagated to the same hour during the days after. The propagated error is higher for RAT04 332 than KF since RAT04 is a simple technique by which simulated and observed data have the 333 same weight. RAT04 applies a correction on the same hour of the next days and if there is no 334 other high concentration during 4 days, the hourly correction factor error will not be reproduced 335 on the 5 th day after. On the other hand, the optimal ratio of KF to MM5-EURAD-IM is low 336 (0.04, see Table 2 ) which means that KF has more confidence on model simulations than 337 observations data. In this sense, the propagated error by KF is less than RAT04 error. In 338 addition, if no other high concentration is recorded, KF error will decrease over the next days, produced by model simulations or observations data (both by a high recorded concentration and 341 by not validated data) is a common characteristic of both techniques. This example illustrates 342 that despite RAT04 has a better performance in general terms, KF can generate a correction 343 with less error in these specific situations. of KF is related with two facts. First, SO 2 optimal error ratio 1 2 1 2 0 ) for the three models result 354 between 0.13 and 0.20, higher compared to the other pollutants ratios (see Table 2 ). When ratio 355 is high, the forecast-error white-noise variance (1 2 0 ) will be relatively small compared to the true 356 forecast-bias white-noise variance (1 2 ). Therefore, the filter will put excessive confidence on 357 the previous forecast and the predicted bias will respond very quickly to previous forecast 358 errors. Second, KF bias-adjustment is a linear and recursive algorithm. KF predicts the future 359 bias with a linear relationship given by the previous bias estimate plus a quantity proportional to 360 the difference between the present forecast error and the previous bias estimates. Therefore KF 361 is unable to correct large bias due to model overestimations when all the biases for the past few 362 days have been small. 363 The absence of monitoring data is frequently a problem for data assimilation or bias-correction 367 procedures. In case of the RAT04 approach, if there are no measurements, the unbiased outputs 368 will be equal to the raw modelled data. On the other hand, KF has a capacity to learn the 369 behaviour of simulations data relatively to monitoring data, which means that KF is designed to 370 apply the same correction as that estimated for the previous days. Figure 7 illustrates this 371 problem with an example of two different periods of absence of measurement data registered at 372 the CAL station, from April 10 th to May 1 st 2010. Once all of the forecast systems presented the (from April 10 th to the half of April 14 th ) KF and RAT04 produce a reasonable corrections with 375 bias values closer to 0 ( Figure 6, bottom) . During the periods of April 14 th -18 th and April 23 rd -376 25 th , there are no monitoring data, In this case, KF applies the same correction from previous 377 days and RAT04 does not correct the simulated data, taking the same raw modelled outputs. 378
When data start to be available, KF continues to apply the bias correction base on previous days 379 and after four days the recent measurement have an effective effect on bias correction (observed 380 and simulated data). With the RAT04 technique the simulated data is only possible to be 381 corrected after 4 days of monitoring data availability. In future work RAT04 can be 382 improved/designed in order to minimize this problem, applying the previous correction to the 383 hour without observed data, as KF does. Table 3 ). The bias-428 correction techniques increase the POD from 3% (raw models) to 10 % in KF and 31% in 429 RAT04. In the case of O 3 max-8h, a total of 297 exceedances of the target value (T = 120 µg.m -430 3 ) were observed over all the stations. The POD also improves when bias-correction techniques 431 are applied from 27% (raw) to 48% (KF) -54% (RAT04). Overall, POD improves strongly after 432 the post-processing techniques for both O 3 max-1h and max-8h, reaching an improvement of 433 more than 100% and 50% for max-1h and max-8h, respectively. This means that by means the 434 application of bias-correction techniques the forecast alerts for the population about 435 exceedances would be significant accurate. 436
For PM10 daily mean a total of 68 exceedances of the daily limit value (T = 50 µg.m -3 ) were 437 measured. The bias-correction techniques increase the POD from 32% (raw) to 34% (KF) -45% due to the no significant increase of the number of hits (b) (from 65 (raw) to 70 (KF) and to 92 440 (RAT04)). 441
The accuracy (A) measures the percentage of simulations that correctly reproduce an 442 exceedance or no-exceedance (ideally 100%). Actually, A is already high for the raw models for 443 three variables (A > 90%), and there are no significant improvements after post-processing. In 444 the present study, careful must be done in the interpretation of the A since the number of the 445 observed exceedances (b+d) is little respect to the total pair of data (a+b+c+d). for PM10 daily mean categorical bias originally presents problem with false alarms (B>1). B is 453 significant reduced after post-processing, from 2.2 (raw) to 1.7 (KF) ± 1.5 (RAT04). 454
Nevertheless corrected models still present problems with false alarms. 455 FAR is useful to quantify the fails by simulating exceedances that actually did not occur (ideally 456 0%). Application of the post-processing techniques reduces of almost the half the value of the 457 FAR for the max-8h. This indicates the ability of the KF and RAT04 techniques to reduces the 458 number of projected false alarms from 371(raw) to 254 (KF) ± 266 (RAT04). For the O 3 max-1h 459 the false alarms (b) does not improve significantly after the post-processing. However FAR 460 improves owing to the improving of hits detections (b) from 5 (raw) to 16-48 (KF and RAT04, 461 respectively). For PM10 daily mean, FAR improves less than 20% with both post-processing 462 techniques, since the bias-correction techniques do not reduce significantly modelled false 463 alarms (a) for PM10 daily mean. The CSI indicates how well both forecast exceedances and 464 actual exceedances are predicted (ideally 100%). For the three analysed variables CSI improves 465 when both KF and RAT04 techniques are applied. Unlike the POD and the FAR, the CSI takes 466 into account both false alarms and missed events, and it is thus a more balanced score. 467
Results demonstrate that both techniques improve modelling skills to reproduce exceedances 468 established by the European directive 2008/50/EC for PM10 daily mean and O 3 max-1h and 469 max-8h. Better skills are found with RAT04 than for KF in most cases. Nevertheless, it must be 470 taken into account that the categorical statistics only evaluate the model in terms of 471 exceedances; therefore caution is needed when interpreted. 472
SUMMARY AND CONCLUSIONS 474
The current work performs an exhaustive examination of two different bias-correction 475 techniques, the Kalman filter method (KF) and a multiplicative ratio with a 4 days training because the original modelling system skills are lower for those species. NO 2 correlation 491 coefficients improve between 30-65% and more than 100% for SO 2 (for both KF and RAT04); 492 and errors decrease also in both cases in ~30-40% (for both KF and RAT04). For PM, 493 improvement after applying both KF and RAT04 are higher with PM2.5 where correlation 494 coefficients increase in more than 50% (both techniques) reaching values between 0.50 ± 0.64. 495
Note that to get high skills after applying bias-correction techniques modelling systems has to 496 demonstrate their relative accuracy. from North Africa, KF and RAT04 are able to correct PM10 bias within slightly overestimation 505 of RAT04. Nevertheless, under missed pollution events of short-life (< 2 days), as shown with RAT04 applies a correction on the same hour of the next days and if there is no other high 508 concentration during 4 days, the hourly correction factor error will not be reproduced on 5 th day 509 after. In the other hand, the propagation of error in KF is less sharp than for RAT04, since give 510 more confidence to previous persistent bias. This is an advantage of KF under not validated data 511 or missing data since the capability of response is higher than RAT04. One evident 512 disadvantage of KF against RAT04 is when the modelling system presents high overestimations 513
(as shown with hourly SO 2 peaks). KF is unable to correct large bias due to model 514 overestimations since the filter puts excessive confidence on modelled forecast. Note that both 515 techniques are sensitive to not validated data. 516
The improvements of the discussed critical points will conduct to a better unbiased model 517 performance which will be reflected on a higher accuracy of episodes forecasted. Beyond the 518 discussed weaknesses of the both bias-correction approaches, there is a critical point that is 519 common to KF and RAT04: both are site-specific dependents. We are currently working to 520 solve this problem, developing a spatial approach for the bias correction on the overall domain. 521
Categorical analysis has been performed over air quality pollutant that exceed threshold and 522 limit values establish by the European legislation on air quality which are O 3 max-1h (threshold 523 = 180 µg.m -3 ), O 3 max-8h (threshold =120 µg.m -3 ) and PM10 daily mean (limit value=50 µg.m -524 3 ). Results indicate that the probability of detection (POD) of both techniques improve in more 525 than 100% for O 3 max-8h and 50% for O 3 max-1h with a total increase from 27% to 48% (KF) 526 and 54% (RAT04) in the case of O 3 max-8h. However, the improvement percentage of POD is 527 less than 50%, lower than for O 3 , due to the no significant increase of the number of hits (b) 528 (from 65 (raw) to 70 (KF) and to 92 (RAT04)), may be related with the fact that some missing 529 sources (such as forest fires) are not includes in the raw modelling systems. 530
These above results confirm the advantage of the application of RAT04 and KF bias-correction 531 techniques for air quality forecast. Both techniques can be applied routinely in an operational 532 forecast system and they will be useful to alerts for the population about accurate exceedances. 
