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Zuverlässigkeitsanalysen für die morphodynamische 
Modellierung von Binnenwasserstraßen
Reliability Analysis for Morphodynamic Modelling of Inland 
Waterways
Dr.-Ing. Rebekka Kopmann, BAW 
Jan Riehme, Prof. Dr. Uwe Naumann, RWTH Aachen 
Die Untersuchung der morphodynamischen Entwick-
lung von Binnenwasserstraßen zur Bewertung der 
Wirkungsweise flussbaulicher Maßnahmen erfolgt in 
der Bundesanstalt für Wasserbau (BAW) oft durch die 
Verwendung von mehrdimensionalen numerischen 
morphodynamischen Modellen. Die Vielfalt und enor-
me Komplexität der morphodynamischen Phänomene 
(durch Rückkopplungsprozesse zwischen Strömung 
und sich umlagernder Sohle) und deren phänome-
nologische Beschreibung mittels semi-empirischer 
Gleichungen werfen insbesondere bei großen Unter-
suchungsgebieten sowie langen Untersuchungszeit-
räumen die Frage nach der Genauigkeit der numeri-
schen Modellierung auf. Diese wird von verschiedenen 
Unsicherheiten bestimmt, von denen die Parameter-
unsicherheit, also z. B. die natürliche Variabilität der 
Korngrößenverteilung, einen großen und schlecht 
quantifizierbaren Beitrag leistet. Es ist daher sinnvoll, 
mit Hilfe von Zuverlässigkeitsanalysen die Größe der 
Parameterunsicherheiten abzuschätzen und ihre Wir-
kung auf die Modellergebnisse zu ermitteln.
In einem Forschungs- und Entwicklungs (FuE) -Projekt 
der BAW wurden in Zusammenarbeit mit Universitäten, 
Instituten und Ingenieurbüros verschiedene Zuverläs-
sigkeitsmethoden getestet und auf Labormodelle und 
Flussmodelle angewendet. Zwei der Zuverlässigkeits-
methoden, die First-Order-Second-Moment-Methode 
(FOSM-Methode) und die Monte-Carlo-Methode (MC-
Methode), werden hier vorgestellt. An einem Labor-
beispiel mit Buhnen wird die FOSM-Methode mit der 
deutlich aufwändigeren MC-Methode verglichen. Die 
Übereinstimmung der beiden Methoden erwies sich als 
so gut, dass die Verwendung der zu FOSM etwa 250-
fach rechenintensiveren Monte-Carlo-Methode nicht 
gerechtfertigt scheint.
An einem Flussmodell eines 10 km langen Rheinab-
schnittes wird die Verwendung einer Zuverlässigkeits-
methode generell vorgestellt und die Vorteile aus der 
Anwendung solch einer Methode herausgestellt. Ein Er-
gebnis sind Konfidenzintervalle der berechneten Soh-
lenhöhenänderungen mit deren Hilfe numerisch oder 
physikalisch unsichere Bereiche detektiert werden 
können. Bei Planungen auf Grundlage der Ergebnisse 
aus den morphodynamischen Modellierungen können 
nicht nur der wahrscheinlichste Wert, sondern auch die 
Variationsbreite infolge von Parameterunsicherheiten 
berücksichtigt werden. In den Bereichen sehr geringer 
Unsicherheiten, könnten beispielsweise die Sicher-
heitszuschläge der Freiborde verringert werden. Durch 
den Vergleich der Einflüsse der unterschiedlichen Pa-
rameter untereinander können die sensitivsten Para-
meter zeit- und ortsspezifisch bestimmt werden. Diese 
Informationen könnten genutzt werden, um gezielte 
Messungen in diesen Bereichen durchzuführen. Dies 
würde die Parameterunsicherheit reduzieren, was zu ei-
ner Verbesserung der Modellierungsgenauigkeit führt. 
Der Einsatz der FOSM-Methode verspricht einen zusätz-
lichen praxisrelevanten Erkenntnisgewinn bei geringem 
Aufwand. Der standardisierte Einsatz von Zuverlässig-
keitsmethoden vorrangig auf Basis der FOSM-Methode 
soll daher in der BAW in einem neuen Forschungspro-
jekt vorbereitet werden. 
The analysis of morphodynamic river evolution is the 
basis for evaluation of river measures. In the Federal 
Waterways Engineering and Research Institute (BAW) 
more-dimensional numerical morphodynamic mod-
els are often used for this purpose. The diversity and 
enormous complexity of morphodynamic phenomena – 
due to exchange processes between flow and bottom 
– and their phenomena specific description with semi-
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empirical equations bring a lot of uncertainty into the 
model. Especially for long-term and large scale models 
their reliability should be questioned. The reliability of 
a model is driven by different classes of uncertainties. 
The parameter uncertainty, which means the natural 
variability of data, delivers the main contribution. Reli-
ability analyses are valuable estimating the amount of 
parameter uncertainty and calculating their effect to 
the model results.
In a BAW research project different reliability methods 
were investigated and applied on lab and river models 
in co-operation with universities, institutes and engi-
neer's offices. Two of the reliability methods, the First 
Order Second Moment (FOSM) method and Monte 
Carlo (MC) method, are introduced here. At a lab ex-
periment with groynes the FOSM method is compared 
to the clearly more costly MC method. The results of 
both methods turned out so similar that the use of MC 
method seems not justified, because it is 250-fold more 
computationally intensive compared to FOSM method. 
The application of a reliability method is introduced in 
general by a river model of a 10-km-long Rhine stretch. 
The advantages from the use of such a method are 
highlighted. One result is the confidence intervals of 
the calculated bottom evolutions which help to detect 
numerical or physically uncertain areas. By planning 
on basis of the results from morphodynamic modelling 
not only the most likely value can be considered, but 
also the variation width as a result of parameter uncer-
tainties. In the areas of low uncertainties, for example, 
the safety margin of the freeboards could be reduced. 
The most sensitive parameters can be determined by 
the comparison of the influence of the different param-
eters. This information could help determining places 
and times for additional measurements. This would re-
duce the parameter uncertainty and improve the model 
reliability. 
The application of the FOSM method promises an addi-
tional increase of practical relevant expertise with low 
cost. Hence, the standardised application of reliability 
methods preferential on the basis of the FOSM method 
will be prepared in a new BAW research project.
1 Einleitung
Introduction
Bei vielen durch die BAW durchgeführten Untersu-
chungen zur Wirkungsweise flussbaulicher Maßnah-
men muss die morphodynamische Flussentwicklung 
einbezogen werden. Diese erfordert große Untersu-
chungsgebiete sowie lange Untersuchungszeiträume. 
Mehrdimensionale numerische morphodynamische 
Modelle haben inzwischen einen beachtlichen Ent-
wicklungsstand erreicht und werden immer häufiger 
zur Lösung von instationären, großskaligen Problemen 
eingesetzt. Allerdings setzt eine erfolgreiche Anwen-
dung dieser Verfahren ein grundlegendes Verständnis 
der physikalischen Phänomene sowie große Erfahrung 
in der numerischen Modellierung voraus. Dies ist be-
dingt durch die Vielfalt und enorme Komplexität der 
morphodynamischen Phänomene (insbesondere durch 
Rückkopplungsprozesse zwischen Strömung und sich 
umlagernder Sohle) und durch deren phänomenspezi-
fische Beschreibung mittels semi-empirischer Gleichun-
gen. Insbesondere bei großen Untersuchungsgebieten 
sowie langen Untersuchungszeiträumen stellt sich die 
Frage nach der Genauigkeit der numerischen Modellie-
rung. Diese wird von den folgenden Faktoren bestimmt 
(vgl. z. B. Beck, 1987; Schmitt-Heiderich, 1995; BAW, 
2002):
 • Datenunsicherheit: Genauigkeit der Datenerhebung 
(Messverfahren, Umfang der Stichprobe) 
 • Parameterunsicherheit: Verteilung der Daten in der 
Natur (natürliche Variabilität der Daten, Zufälligkeit)
 • Modellunsicherheit: Genauigkeit der Abbildung der 
Natur im Modell (Diskretisierung, Rechengenauig-
keit, Modellstruktur, Parametrisierung bekannter 
Prozesse, Auswirkungen unbekannter Prozesse – 
Unsicherheit aus Mangel an Informationen über die-
se Prozesse, Annahmen)
 • Strukturelle Unsicherheit: Kenntnis über die Bau-
werke bzw. die abzubildende Struktur
Die Datenunsicherheiten, also die Genauigkeiten der 
Messverfahren und der Umfang der vorhandenen Mess-
daten sind oftmals (grob) bekannt. Die Genauigkeit von 
Fächerecholotpeilungen der Gewässersohle beispiels-
weise wird mit etwa +/-10 cm (BAW, 2008) angegeben. 
Wasserspiegelfixierungen können sogar mit einer bes-
seren Genauigkeit durchgeführt werden. Problematisch 
sind morphologische Daten, wie z. B. die Kornzusam-
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mensetzung der Sohle, da der Stichprobenumfang für 
eine repräsentative Aussage bei weitem nicht aus-
reicht. Das liegt auch an der hohen natürlichen Variabi-
lität der morphodynamischen Prozesse. Ihre messtech-
nische Erfassung ist sehr aufwändig und daher nur in 
Einzelfällen möglich. Die Parameterunsicherheit ist also 
meist nicht bekannt und wird zudem im numerischen 
Modell in aller Regel nicht berücksichtigt. Bild 1 veran-
schaulicht beispielhaft das Problem der Parameterun-
sicherheit für morphodynamische Modelle. Dargestellt 
sind gemessene Sieblinien an verschiedenen Positio-
nen im Querschnitt in unterschiedlichen Querschnitten 
(Rh-km 734 – 760) und zu unterschiedlichen Zeitpunk-
ten (2010 – 2012). Da die Messdichte oft so gering ist, 
dass sie für eine flächige Interpolation im Modellgebiet 
nicht ausreicht, wird die Anfangsverteilung der Korn-
verteilungen im Modellgebiet konstant angenommen 
und aus den vorhandenen Messungen gemittelt (siehe 
schwarze Linie in Bild 1). Die Abweichungen zu den ein-
zelnen gemessenen Werten sind aber erheblich. Daher 
wird in einer Simulation, die auch als „Einschwemmen“ 
bezeichnet wird, mit Hilfe des Modells eine flächige An-
fangsverteilung der Sohlenzusammensetzung für die 
Austauschschicht und für die Unterschichten berechnet. 
Während die Kornzusammensetzung in der Austausch-
schicht sich schnell an die Strömungssituation anpasst, 
wird die Kornzusammensetzung in den Unterschichten 
nur sehr langsam verändert. Aus diesem Grund bleiben 
morphodynamische Modelle oft über den gesamten 
Simulationszeitraum geprägt durch die Anfangsbedin-
gung. Zusätzlich gehört die Kornverteilung neben der 
Rauheit zu den sensitivsten Parametern. Diese Unsi-
cherheit in den Eingangswerten hat einen erheblichen 
Einfluss auf das Modellierungsergebnis und darf nicht 
unberücksichtigt bleiben.
Mit Hilfe von Kalibrierung und Validierung kann für jede 
Untersuchung die integrale Modellunsicherheit ab-
geschätzt werden. Sofern die Modelle innerhalb ihrer 
Zulässigkeitsgrenzen angewendet werden, kann von 
einer ausreichenden Genauigkeit ausgegangen wer-
den. Fehler in der Verwendung von Daten und im Mo-
dell selber können nicht ausgeschlossen, aber auch nur 
sehr schwer erkannt werden. Hier ist die Erfahrung des 
Bild 1:  Gemessene Sieblinien (Rh-km 734-760, 2010-2012) und angenommene Kornverteilung im numerischen Modell 
(graue Linie) 
Figure 1: Measured grading curves (Rh-km 734-760, 2010-2012) and assumed grain distribution for numerical model  
(grey line)
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Anwenders gefragt, der bei unplausiblen Werten eine 
Sensitivitätsuntersuchung oder Plausibilisierung der 
infrage kommenden Parameter vornehmen muss. 
Strukturelle Unsicherheiten können einen erheblichen 
Einfluss haben, wenn beispielsweise Lage und Ausdeh-
nung von Buhnen falsch angenommen werden. Mit ent-
sprechenden Messungen können diese Einflüsse aber 
weitgehend reduziert werden.   
Die Parameterunsicherheit verbleibt damit als größte 
und schwer bis gar nicht zu vermeidende Unsicherheit. 
Sie sollte mit Hilfe von Zuverlässigkeitsanalysen ab-
geschätzt und ihre Wirkung auf die Modellergebnisse 
ermittelt werden. 
Im Rahmen des FuE Projektes der BAW „Untersuchung 
der Prognosefähigkeit von mehrdimensionalen Fest-
stofftransportmodellen an spezifischen Fragestellun-
gen aus dem Flussbau“ wurden in Zusammenarbeit mit 
dem Institut Software and Tools for Computational Engi-
neering (STCE) der RWTH Aachen, dem Fraunhofer In-
stitut für Algorithmen und Wissenschaftliches Rechnen 
(SCAI), dem Lehrstuhl für Stochastische Simulation und 
Sicherheitsforschung für Hydrosysteme der Universität 
Stuttgart und dem Ingenieurbüro Merkel verschiedene 
Zuverlässigkeitsmethoden getestet: First-Order-Se-
cond-Moment (FOSM)-Methode, auf Konfidenzintervalle 
spezialisierte Monte-Carlo-CL (MC-CL)-Methode, Meta-
modellierung, Taylorreihenentwicklungen höherer Ord-
nung und Polynomiale Chaos Expansion. Der Fokus lag 
dabei auf FOSM- und Monte-Carlo-Methoden, die in 
Kapitel 2 dargestellt werden.
Ziel der Untersuchungen war es, den Einfluss von unsi-
cheren Eingangsparametern auf das Ergebnis der nu-
merischen Modellierung abzuschätzen. Es wurde also 
nur die Parameterunsicherheit untersucht und nicht die 
gesamte Modellierungsgenauigkeit. Die Zuverlässig-
keitsmethoden wurden sowohl auf Labormodellen als 
auch auf Flussmodellen angewendet. Dabei wurden 
die Methoden verglichen und bezüglich ihres Anwen-
dungsspektrums und ihrer Handhabbarkeit innerhalb 
einer Projektarbeit bewertet. Zwei Anwendungsbei-
spiele werden in Kapitel 3 vorgestellt und ihre Ergeb-
nisse diskutiert.
2 Zuverlässigkeitsmethoden
Reliability methods
2.1 Generelles Vorgehen
General procedure
Um die Parameterunsicherheiten abzuschätzen, muss 
zunächst unabhängig von der Wahl der Zuverlässig-
keitsmethode festgelegt werden, welche Eingangs-
parameter als unsicher angenommen werden. Diese 
müssen mit einer entsprechenden Wahrscheinlichkeits-
verteilung belegt werden. Die einfachste Annahme ist 
eine Normalverteilung. Für die hier vorgestellte Zu-
verlässigkeitsmethode 1. Ordnung ist dies auch eine 
Voraussetzung. Monte-Carlo-Methoden oder Meta-
modellierung können auch mit beliebigen Wahrschein-
lichkeitsverteilungen angewendet werden. Dies ist vor 
allem für Parameter, die einen definierten Minimal- oder 
Maximalwert haben (z. B. Dicke der aktiven Schicht), 
sinnvoll. Um die Vergleichbarkeit zu der linearen Zuver-
lässigkeitsmethode zu behalten, wurden die meisten 
Untersuchungen trotzdem mit als normalverteilt ange-
nommenen Parametern durchgeführt. Für die Beschrei-
bung einer Normalverteilung reicht die Angabe des Mit-
telwertes pi  und der Standardabweichung piv .
Mit Hilfe einer Zuverlässigkeitsmethode wird nun der 
Einfluss aus der Änderung der unsicheren Parame-
ter auf das Ergebnis der numerischen Simulation be-
rechnet. Das Ergebnis der Zuverlässigkeitsmethoden 
ist ein Konfidenzintervall oder für die Monte-Carlo- 
Methode und die Metamodellierung zusätzlich noch 
eine Wahrscheinlichkeitsverteilung der Ergebnisvariab-
len, also für morphodynamische Modelle in erster Linie 
die Wahrscheinlichkeitsverteilungen der berechneten 
Sohlenlagen und Wasserständen.
2.2 First-Oder-Second-Moment-Methode
First order second moment method 
Die First-Order-Second-Moment (FOSM)-Methode ge-
hört zu den Methoden erster Ordnung und ist für lineare 
bzw. schwach nichtlineare Probleme geeignet. Neben 
dem linearen Verhalten des Modells hinsichtlich der 
unsicheren Parameter ist die Annahme einer Normal-
verteilung für alle unsicheren Eingangsparameter und 
Ergebnisvariablen eine methodische Voraussetzung.
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Für eine Ergebnisvariable, hier als Beispiel die Wasser-
tiefe ( , )H H x pk k i= , die von N verschiedenen unsiche-
ren Eingangsparametern pi  und der räumlichen Lage 
xk  abhängt, wird eine Taylorreihenentwicklung von 
Hk  bezüglich pi  bis zur ersten Ordnung durchgeführt 
(siehe auch Villaret et al, 2015). Mit FOSM kann die Va-
rianz für die Wassertiefe am Knoten k bezüglich aller 
unsicheren Eingangsparameter abgeschätzt werden
( ) ( )Var H
p
H
Cov p
p
H
k
i
k
T
i
i
k$ $2
2
2
2-  (1)
wobei /H pk i2 2  der Vektor der partiellen Ableitungen 
der Wassertiefe Hk  bezüglich aller Parameter pi  ist. 
Dieser Vektor wird auch als Sensitivitäten oder Gradi-
ent bezeichnet. Die Kovarianzmatrix ( )Cov pi  zwischen 
allen unsicheren Parametern muss aus Messungen 
oder Literaturwerten abgeschätzt werden. Kann ange-
nommen werden, dass die Parameter pi  untereinander 
nicht korreliert sind, vereinfacht sich die Berechnung 
der Varianz zu einer Summe über das quadrierte Pro-
dukt aus Sensitivitäten und Standardabweichung piv  
der einzelnen Parameter pi :
( )Var H
p
H
k
i
k
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i
n 2
1
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=
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Die Standardabweichung ( )Hkv  ergibt sich aus der 
Wurzel der Varianz der Ergebnisvariablen.
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Unter Annahme der Normalverteilung für unsichere 
Eingangsparameter können die Konfidenzintervalle, 
auch als Vertrauensbereiche bezeichnet, für die Ergeb-
nisvariablen abgeleitet werden. Ein großes Konfidenz-
intervall bedeutet dabei eine stärkere Streuung der 
Ergebniswerte und zeigt damit eine größere Modell-
unsicherheit an. Das 68 % Konfidenzintervall entspricht 
dem Wert der Ergebnisvariablen Hk  plus/minus der 
einfachen Standardabweichung ( )Hkv  der Ergebnis-
variablen Hk . Das technisch relevante 95 % Konfidenz-
intervall ergibt sich aus dem Mittelwert plus/minus der 
zweifachen Standardabweichung.
Mit Hilfe eines quadratischen Schätzers für Nichtline-
aritäten aus der Second-Order-Reliability-Methode 
(SORM) kann der Grad der Nichtlinearität des Modells 
abgeschätzt werden (Nikitina et al., 2008). 
( ) ( )maxH
p
H
H
2
1
k k
i
k
p k2
2
2
i$2
2
- %d v vc m  (4)
Der quadratische Schätzer sollte sehr viel kleiner als die 
Standardabweichung sein. Ist dies nicht der Fall, sollten 
Methoden erster Ordnung nicht zur Anwendung kommen. 
Die benötigten Sensitivitäten können zum einen mit 
Hilfe der Finiten Differenzen ermittelt werden – diese 
Methode wird auch Scatter Analyse oder Numerische 
Differentiation (ND) genannt – oder mit Hilfe von Algo-
rithmischer Differentiation (AD). Letztere hat den Vorteil, 
dass die Sensitivitäten exakt ermittelt werden und nur 
ein einziger Simulationslauf pro unsicheren Parameter 
benötigt wird. 
2.2.1 Ableitungen mittels Numerischer  
Differentiation
Derivatives by numerical differentiation 
Bei der Scatter-Analyse oder numerischen Differentia-
tion wird die Ableitung der Ergebnisvariable bezüglich 
eines unsicheren Parameters numerisch mit Hilfe eines 
finiten Differenzenquotienten ermittelt. Es können Vor-
wärtsdifferenzen, Rückwärtsdifferenzen oder zentrale 
Differenzen verwendet werden. 
Bei Vorwärts- oder Rückwärtsdifferenzen werden N+1 
Simulationen für die N unsicheren Parameter pi  benö-
tigt, bei denen jeweils die Differenz zwischen einem ge-
störten Funktionswert ( , )H x p hk i +  und dem eigentli-
chen Funktionswert ( , )H x pk i  durch die Störung h 
geteilt wird. Für lineare oder nur schwach nicht-lineare 
Modelle kann als Störung die Standardabweichung piv  
des Parameters pi  benutzt werden:
( , ) ( , )
p
H H x p H x p
i
k
p
k i pi k i
i
!
2
2
v
v
=
-
 (5)
Zentrale Differenzen bieten eine höhere Genauigkeit, be-
nötigen aber die doppelte Anzahl Simulationsläufe:
( , ) ( , )
p
H H x p H x p
2i
k
p
k i pi k i pi
i2
2
v
v v
=
+ - -
 (6)
Bei Numerischer Differentiation muss die Störung h so 
gewählt werden, dass zum einen die Sekante durch 
( , )H x p hk i +  und ( , )H x pk i  möglichst parallel zur Tan-
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gente an ( , )H x p hk i +  im Punkt x p,k i   verläuft, und 
zum anderen die Auslöschung bei der Berechnung des 
Differenzenquotienten in floating-point-Arithmetik nicht 
zu groß wird. Für lineare Modelle kann die Störung so 
groß gewählt werden, dass Rundungsfehler eliminiert 
werden. Ist das Verhalten des Modells bezüglich der 
unsicheren Parameter nicht linear, wird durch die Ver-
wendung der Standardabweichung iv  als Störung des 
Wertes pi  in Gleichung (5) und (6) die Ableitung der 
Funktion ( , )H H x pk k i=  nicht mehr genau genug ap-
proximiert, wenn die Standardabweichung groß ist. In 
diesem Fall muss eine problemabhängige Störung ver-
wendet werden. 
Die Berechnung der Standardabweichung für die Er-
gebnisvariablen (Wasserstand, Sohlenhöhenänderung, 
Geschwindigkeiten) und der Konfidenzintervalle erfol-
gen dann entsprechend der oben aufgeführten For-
meln.
2.2.2 Ableitungen mittels Algorithmischer 
Differentiation
Derivatives by algorithmic 
differentiation
Algorithmische Differentiation (AD) ist eine Methode, 
um Ableitungen von Ergebnisvariablen numerischer 
Simulationsprogramme mit Maschinengenauigkeit  zu 
berechnen. Oft sind nur wenige Anpassungen im origi-
nalen Programmcode notwendig, um ein differenziertes 
Modell zu erhalten. 
AD beruht auf folgendem Prinzip: Das zu differenzieren-
de Programm wird als Sequenz  einzelner elementarer 
Operationen (+, -, *, /, exp, sin, …) betrachtet, für die die 
Ableitungsregeln bekannt sind. Durch die Kettenregel 
der Differentiation werden die Ableitungen der einzel-
nen Operationen verknüpft. 
Für die Differentiation erster Ordnung werden zwei 
grundsätzliche Modi unterschieden: das tangenten- 
lineare Modell (TLM), auch Vorwärtsmodus genannt, 
und das adjungierte Modell bzw. der Rückwärtsmodus. 
Ableitungen höherer Ordnung können durch Kombina-
tion beider Modi berechnet werden.
Beim TLM wird bei der Auswertung jeder elementa-
ren Operation gleichzeitig die Ableitung der Operation 
berechnet. Ein TLM ist immer dann sinnvoll, wenn der 
Einfluss von wenigen Parametern auf viele Ergebnisva-
riablen (z. B. die Sohlenhöhenänderung an jedem Git-
terknoten) berechnet werden soll. Dies ist der Fall bei 
der beschriebenen Zuverlässigkeitsmethode FOSM. 
Wird der Einfluss eines einzelnen unsicheren Parame-
ters gesucht, so ist eine Auswertung des TLM der Simu-
lation ausreichend. Soll der Einfluss von N > 1 Parame-
tern auf die Ausgabe bestimmt werden, ist eine N-fache 
Auswertung des TLM notwendig.
Die Anzahl der Gitterknoten liegt in der Praxis eher im 
Bereich von 100.000 und mehr. Solange die betrachte-
ten unsicheren Parameter nicht so variabel sind, dass 
sie pro Knoten gewählt werden müssen, liegt die An-
zahl der Ergebnisvariablen mehrere Größenordnungen 
über der Anzahl der unsicheren Parameter.
Ein adjungiertes Modell besteht aus zwei Teilen: Im 
Vorwärtslauf wird die ursprüngliche Simulation aus-
geführt. Dabei werden alle Daten gespeichert, die für 
den anschließenden Rückwärtslauf der Simulation (das 
Durchlaufen der Sequenz elementarer Operationen in 
umgekehrter Reichenfolge) notwendig sind. Bei dieser 
Umkehrung der Simulation werden Ableitungen (Adjun-
gierte) vom Resultat der einzelnen  elementaren Opera-
tionen zu ihren Argumenten propagiert. Damit kann der 
komplette Gradient einer skalaren Ergebnisvariablen 
mit nur einer Auswertung eines adjungierten Modells 
berechnet werden (vgl. mit den N+1 bzw. 2N+1 Aus-
wertungen bei numerischer Differentiation). Adjungier-
te Modelle kommen somit zur Anwendung, wenn der 
Einfluss von vielen Parametern auf wenige Zielgrößen 
gefragt ist. Dies ist der Fall bei Optimierungsaufgaben, 
wie beispielsweise der automatischen Modellkalibrie-
rung: Als Optimierungsgröße wird hier z. B. die Norm 
der Abweichungen zwischen Messung und Rechnung 
verwendet. 
Weitere Details zur Algorithmischen Differentiation fin-
den sich bei Griewank und Walther (2008) und Nau-
mann (2012).
Für Telemac wurde mit dem AD-enabled NAG Fortran 
Compiler (Naumann, Riehme, 2005; Naumann, NAG, 
2015) eine algorithmisch differenzierte Version er-
stellt (Riehme, Naumann, 2015). Der AD-enabled NAG 
Fortran Compiler ist eine Erweiterung des kommerziel-
len Fortran Compilers der Numerical Algorithm Group 
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Ltd.,Oxford, UK, die am Institut Software and Tools for 
Computational Engineering (STCE) der RWTH Aachen 
entwickelt wurde. Mit seiner Hilfe können sehr einfach 
differenzierte Modelle großer Fortran – Programmpa-
kete mit nur wenigen Änderungen direkt aus dem ur-
sprünglichen Quellcode erzeugt werden.
Die Ableitungen der elementaren Funktionen im Pro-
grammcode und ihre Verknüpfung durch die Kettenre-
gel kann natürlich auch per Hand durchgeführt werden. 
Allerdings muss der differenzierte Code für jede neue 
Programmversion manuell nachgeführt werden. Das 
bedeutet einen erheblichen Aufwand, der oft nicht be-
trieben werden kann. Die Verwendung eines AD-Werk-
zeuges kann diesen Aufwand deutlich reduzieren, im 
Idealfall beschränkt sich dieser einfach auf die erneute 
Anwendung des AD-Werkzeuges auf die neue Version 
des Quelltextes.
2.3 Monte-Carlo-Methode
Monte Carlo Method
Bei einer Monte-Carlo-Simulation werden eine Anzahl 
M Zufallswerte p ju  für die unsicheren Eingangsparame-
ter pi  generiert, sodass ihre Wahrscheinlichkeitsvertei-
lung ausreichend genau abgebildet werden kann. Mit 
diesen Werten müssen dann M Simulationen ( , )H x pk ju  
durchgeführt werden. Die Ergebnisse werden anschlie-
ßend statistisch ausgewertet, sodass Wahrscheinlich-
keitsverteilungen, Mittelwerte, Varianzen und Konfiden-
zintervalle der Ergebnisvariablen, wie z. B. der 
Sohlenhöhenänderung, abgeleitet werden können. 
Wird dabei M zu klein gewählt, so sind die Ergebnisse 
der statistischen Auswertung nicht repräsentativ. 
Die Varianz der Wassertiefe, abhängig von pi  unsiche-
ren Eingangsparametern, wird folgendermaßen be-
rechnet:
( ) ( ( , ) ( , ))Var H
M
H x p H x p
1
1
k k k j k i
j
M
2
1
-
-
-
=
u/  (7)
Mit dieser Vorgehensweise gibt es keine Beschränkung 
bezüglich der Linearität des Systems, der Unabhängig-
keit zwischen den Eingangsparametern oder der Wahr-
scheinlichkeitsverteilungen der Eingangsparameter. 
Der große Nachteil liegt in der Anzahl der notwendigen 
Simulationen, um die stochastische Natur des Verfah-
rens einzuschränken: Die Anzahl N der verwendeten 
Zufallswerte p ju  bzw. Simulationen bestimmt die Genau-
igkeit, die mit der Methode erreicht werden kann. Die 
daraus resultierende Simulationszeit für die in der BAW 
in Projekten verwendeten Flussmodelle ist in der Re-
gel viel zu groß, als dass eine klassische Monte-Carlo- 
Methode zur Anwendung kommen könnte.
In Zusammenarbeit mit dem Fraunhofer Institut SCAI 
wurde daher eine auf die Berechnung der Konfidenz-
intervalle spezialisierte Monte-Carlo-Methode (MC-CL) 
auf die Projekttauglichkeit untersucht (Nikitina, Clees, 
2009a; 2009b). Es existieren weitere Techniken, um die 
Anzahl der Simulationsläufe unter Beibehaltung der Ge-
nauigkeit zu reduzieren, z. B. Latin Hypercube Sampling 
(Stein, 1987).
Für stark nichtlineares Modellverhalten schlägt das 
Fraunhofer Institut SCAI eine mittels einer speziellen, 
durch Metamodellierung mit Radialen Basisfunktionen 
(RBF) beschleunigten Monte-Carlo-basierten Zuverläs-
sigkeitsmethode zur Berechnung der Konfidenzschran-
ken (MC-CL) vor (Nikitina et al 2010). Diese Methode er-
laubt es, das Konfidenzintervall direkt und unabhängig 
von der Standardabweichung zu berechnen. Nur für den 
Fall, dass die Ergebniswerte auch wieder normalverteilt 
sind, was bei linearen Funktionen der Fall ist, stehen die 
Standardabweichung und das Konfidenzintervall in Be-
ziehung zueinander. Für stark nichtlineare Funktionen 
sind Standardabweichung und Konfidenzintervall nicht 
mehr äquivalent, nicht proportional und stehen nicht 
einmal funktionell miteinander in Beziehung. Mit Hilfe 
der MC-CL-Methode können die Konfidenzschranken 
approximativ bestimmt werden. Dafür wird die kumula-
tive Verteilungsfunktion durch eine empirische kumu-
lative Verteilungsfunktion ersetzt. Aus der empirischen 
Verteilungsfunktion können dann die Konfidenzschran-
ken direkt abgelesen werden.
Die empirische Verteilungsfunktion nähert sich mit 
steigender Anzahl an Simulationen, also für steigend 
viel Datenmaterial zur statistischen Auswertung an die 
kumulative Verteilungsfunktion an. Die inverse Funkti-
on der Verteilungsfunktion ergibt die entsprechenden 
(approximativen) Konfidenzintervalle. Wichtig ist dabei, 
dass die Werte der unsicheren Parameter zwar zufällig, 
aber sinnvoll verteilt sind, damit auch mit geringeren An-
zahlen an Simulationen trotzdem statistische Aussagen 
getroffen werden können. Die Werte für die unsiche-
ren Parameter werden mit einem eigenen Programm 
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(Design of Experiment: DoE) generiert. Dabei muss 
eine andere Konfiguration gewählt werden, wenn die 
MC-CL-Untersuchung zusätzlich durch Metamodellie-
rung auf Basis von radialen Basisfunktionen unterstützt 
werden soll. Anhand einer kleinen Anzahl (etwa 50 bis 
100 Simulationen) wird ein Metamodell angelernt, mit 
dem anschließend eine große Anzahl (1.000 bis 10.000) 
von Auswertungen durchführt werden. Mit Hilfe der Me-
tamodellierung können neben den Intervallschranken 
auch die resultierenden (approximierten) Verteilungs-
funktionen ermittelt werden.  
3 Anwendung der Zuverlässigkeits-
analyse auf hydro- und  
morphodynamische Modelle
Application of reliability analysis to 
hydro- and morpohdynamic models
Exemplarisch werden Zuverlässigkeitsanalysen für zwei 
Anwendungen gezeigt. An einem Laborbeispiel mit 
Buhnen wird die lineare FOSM-Methode mit der deut-
lich aufwändigeren MC-Methode verglichen. An einem 
Flussmodell eines 10 km langen Rheinabschnittes wird 
die Verwendung einer Zuverlässigkeitsmethode vorge-
stellt und die Vorteile aus der Anwendung solch einer 
Methode herausgestellt. Beide Modelle wurden mit 
dem Programmsystem Telemac (www.opentelemac.org) 
simuliert. 
3.1 Zuverlässigkeitsanalyse eines  
Labormodells
Reliability analysis of a laboratory model
Für den Vergleich der beiden Zuverlässigkeitsmetho-
den FOSM und Monte-Carlo wurde ein BAW-Labor-
modell mit Buhnen ausgewählt. Dieses Modell bildet 
schematisiert einen Elbeabschnitt bei Schönberg als 
Halbmodell (mit halbiertem Querschnitt) mit einer mo-
deraten Krümmung, acht Buhnen und fester Sohle in 
einem Maßstab von 1 : 30 ab (Hentschel, Anlauf, 2001). 
Das Buhnenmodell ist gut 40 m lang und knapp 7 m 
breit und weist zwei Rauheitszonen auf. Der Fluss-
schlauch und die Böschung zwischen Buhnenfeld und 
Vorland wurden im Labormodell mit Kies modelliert, 
Buhnen, Buhnenfelder und Vorland mit glattem Beton 
(siehe Bild 2). 
Mit dem Programm Telemac2D wurden die Wasser-
spiegel und Geschwindigkeiten für eine künstliche 
Hochwasserwelle von 3 h im Labormaßstab simuliert 
(Bild  3 oben). Es wurde der Einfluss der Rauheitsbei-
werte in den beiden Zonen auf die Wasserspiegellagen 
und die Geschwindigkeiten analysiert. Ausgehend von 
den kalibrierten Rauheitswerten als Mittelwerte und mit 
Standardabweichungen von 10 % der Mittelwerte wurde 
eine Normalverteilung für die beiden Parameter ange-
nommen (Bild 3 unten).  
Der Vergleich der beiden Methoden wird in Bild 4 mit 
den berechneten Standardabweichungen der skalaren 
Geschwindigkeiten zu zwei Zeitpunkten mit umström-
ten Buhnen (im ansteigenden Ast der Welle nach 0,75 h 
und am Ende des Simulationszeitraumes nach 3 h) und 
bei maximalem Durchfluss nach 1,5 h mit überströmten 
Buhnen dargestellt. 
Beide Methoden zeigen nahezu identische Ergebnisse 
mit maximalen Abweichungen kleiner 6⋅10-5 m/s. Die 
schlechtesten Übereinstimmungen treten zu den Zeit-
punkten auf, bei denen der Wasserspiegel etwa auf 
Buhnenkopfhöhe ist. Durch das Trockenfallen und Wie-
derbenetzen der Knoten ist dieser Zeitpunkt numerisch 
labil. Insgesamt ist die Übereinstimmung der beiden 
Methoden aber so gut, dass es die Verwendung der zu 
FOSM etwa 250-fach rechenintensiveren MC-Methode 
nicht rechtfertigt.
Bild 2:  Buhnenmodell mit zwei Rauheitszonen  
(äquivalente Sandrauheit blau: 3 mm, rot: 2 mm)
Figure 2: Groyne model with two roughness zones (equiva-
lent sand roughness blue: 3 mm, red: 2 mm)
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3.2 Zuverlässigkeitsanalyse eines  
morphodynamischen Rheinmodells  
Reliability analysis of a morphodynamic 
Rhine model
Als Anwendungsbeispiel wurde die 10 km lange Rhein-
strecke zwischen Düsseldorf und Neuss ausgewählt. 
Dabei konnte auf ein kalibriertes morphodynamisches 
Modell zurückgegriffen werden (Backhaus et al., 2014). 
Bild 5 zeigt die Modellausdehnung (Rh-km 739 – 749) 
und die beiden starken Krümmungen, die das Projekt-
gebiet dominieren. 
Für die morphodynamische Modellierung einer künst-
lichen Hochwasserwelle von 25 Tagen (siehe Bild 6) 
wurde eine Zuverlässigkeitsanalyse durchgeführt (Mai, 
2015). Für die Simulationen wurden wie in Bild 7 dar-
gestellt fünf verschiedene Rauheitszonen gewählt, die 
mit äquivalenten Sandrauheiten belegt wurden: Fluss-
schlauch 0,1 m, Buhnen 0,3 m, Vorland 0,5 m, Wald 0,8 m 
Bild 4: Berechnete Standardabweichung der ska-
laren Geschwindigkeit mit FOSM und mit MC 
für umströmte Buhnen nach 0,75 h (oben), für 
überströmte Buhnen nach 1,5 h (Mitte) und zum 
Endzustand nach 3 h (unten)
Figure 4: Calculated standard deviation of the scalar 
velocities with FOSM and MC for non-submerged 
groynes after 0,75 h (top), for submerged  
groynes after 1,5 h (middle) and at final state  
after 3 h (bottom)
Bild 3: Künstliche Ganglinie des Zuflusses (oben) und 
Wahrscheinlichkeitsdichte der beiden Rauheits-
parameter (unten)
Figure 3: Artificial hydrograph of inflow (top) and probability 
density function of the two roughness parameters 
(bottom)
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und bebaute Gebiete 1,0 m. Das Sohlenmaterial wurde 
mit zehn verschiedenen Kornklassen abgebildet. Die 
mittleren Korngrößen der jeweiligen Klassen und ihre 
Anfangsverteilung können Tabelle 1 entnommen wer-
den. Die angenommenen Werte für die Rauheitszonen 
und Korngrößen wurden vorab durch Kalibrierung und 
Validierung ermittelt (Backhaus et al., 2014). Um den 
Einfluss der natürlichen Variabilität auf das Simulations-
ergebnis abschätzen zu können, wurden die fünf Rau-
heitskoeffizienten und zehn Korngrößen als normalver-
teilt angenommen. Als Mittelwert dienten die kalibrierten 
Werte, wobei die Standardabweichung einheitlich mit 
10 % des Mittelwertes angenommen wurde (Bild 8).
Bild 5: Projektgebiet Rhein-km 739 – 749 (Quelle der 
DTK: DLZ für Geoinformation und Geodäsie)
Figure 5: Project area Rhine-km 739 – 749 (Source of the 
map: DLZ für Geoinformation und Geodäsie)
Bild 6: Künstliche Hochwasserwelle
Figure 6: Artificial flood hydrograph
Bild 7: Rauheitszonen
Figure 7: Roughness zones
Bild 8: Wahrscheinlichkeitsdichten der Rauheitsparameter 
(oben) und Korngrößenklassen (unten)
Figure 8: Probability density function of the roughness 
parameters (top) and grain diameter classes  
(bottom)
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Bild 9 präsentiert das typische Ergebnis einer morpho-
dynamischen Simulation. Die dargestellten Sohlenhö-
henänderungen wurden mit den kalibrierten Werten 
für die 15 unsicheren Parameter berechnet. Als Folge 
der Hochwasserwelle kommt es hauptsächlich zu An-
landungen, vor allem im Nachlauf der beiden starken 
Krümmungen. Mit Hilfe der Zuverlässigkeitsanalyse 
wurden weitere Ergebnisse, wie z. B. die Konfidenzin-
tervalle, für die Sohlenhöhenänderungen (Bild 10) ge-
neriert. Mit Hilfe der Konfidenzintervalle können nun 
Bereiche identifiziert werden, die mit einer höheren 
bzw. kleineren Sensitivität auf Änderungen der Ein-
gangsparameter reagieren. Die größten Konfidenzin-
tervalle liegen im Bereich der Furt zwischen den bei-
den Krümmungen und an den steilen rechten Ufern in 
der Stadtstrecke von Düsseldorf. Die exakte Lage der 
Furt ist stark abhängig von der Strömungssituation, 
was zu einem physikalisch bedingten großen Konfi-
denzintervall führt. An den steilen Ufern haben Umla-
gerungen im Querschnitt einen großen Einfluss auf die 
Sohlenhöhenänderungen. Zusätzlich verläuft dort die 
Wasser-Land-Grenze, die an steilen Gradienten oft zu 
numerischen Schwierigkeiten führt. In diesem Fall ist 
der Grund für die großen Konfidenzintervalle physika-
lisch und numerisch bedingt. 
Das Konfidenzintervall in Bild 10 berücksichtigt die Ein-
flüsse aller 15 unsicheren Parameter. Die Beiträge der 
einzelnen Parameter variieren hierbei örtlich und zeit-
lich. Von Interesse ist weiterhin, welche Parameter ei-
nen besonders großen Einfluss haben und welche mit 
dem Abfluss oder anderen Größen korrelieren. Bild 11 
zeigt den zeitlichen Verlauf der Beiträge der fünf Rau-
heitsparameter zu der Standardabweichung der be-
rechneten Sohlenhöhenänderungen über die Zeit. Die 
durchgezogenen Linien bezeichnen dabei die über die 
gesamte Fahrrinne gemittelten Werte und die gestri-
Kornklasse Korngröße [mm] Volumenanteil [%]
1 0,38 6,41
2 0,75 8,99
3 1,5 5,42
4 3 6,12
5 6 11,04
6 12 17,12
7 23,75 21,74
8 38,25 12,09
9 50,5 6,64
10 59,5 4,43
Tabelle 1: Mittlere Korngrößen und Anfangsverteilung der 
zehn Kornklassen
Table 1: Mean grain diameter and initial distribution of 
the ten grain classes 
Bild 9: Berechnete Sohlenhöhenänderungen infolge 
einer künstlichen Hochwasserwelle von 25 Tagen 
in einer 10 km langen Rheinstrecke bei Düsseldorf
Figure 9: Calculated bed evolution due to an artificial flood 
event of 25 days of a 10 km long Rhine stretch 
near Düsseldorf
Bild 10: Konfidenzintervall (95 %) der berechneten Soh-
lenhöhenänderungen infolge von 15 unsicheren 
Eingangsparametern in einer 10 km langen Rhein-
strecke bei Düsseldorf
Figure 10: Confidence interval of the simulated bed evolu-
tions in respect to 15 uncertain input parameter of 
a 10 km long Rhine stretch near Düsseldorf
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chelten Linien die über einen 100 m langen Fahrrinnen-
bereich bei Rh-km 745 gemittelten Werte.
Erwartungsgemäß hat der Rauheitsparameter im Fluss-
schlauch den größten Einfluss. Dieser steigt bis zum Er- 
reichen des höchsten Abflusses an und ist im anstei-
genden Ast klar korreliert mit dem Abfluss. Nach einem 
leichten Rückgang stagniert der Wert. Die Rauheitspara-
meter für Buhnen, Vorland, Wald und bebaute Gebiete 
werden erwartungsgemäß erst nach der Überflutung 
des Vorlandes relevant. Die Rauheitsparameter für Wald 
und Buhnen haben den geringsten Anteil, was an den 
kleinen zugehörigen Flächen liegt (siehe Bild 6). Für 
den Bereich Rh-km 745 ist der Einfluss dieser beiden 
Rauheitszonen zu vernachlässigen, da das Gebiet etwa 
5 km unterstrom des Waldgebietes liegt und nur einseitig 
Buhnen aufweist. Der glattere Verlauf für die gemittelten 
Werte über die Fahrrinne erklärt sich durch die größere 
Anzahl an Werten, die in die Mittelung eingehen.
Der zeitliche Verlauf der Beiträge von ausgewählten 
Korngrößen zu der Standardabweichung der berechne-
ten Sohlenhöhenänderungen über die Zeit ist in Bild 12 
dargestellt. Die durchgezogenen Linien bezeichnen 
dabei die über die gesamte Fahrrinne gemittelten Wer-
te und die gestrichelten Linien die über einen 100 m 
langen Fahrrinnenbereich bei Rh-km 745 gemittelten 
Werte.
Dargestellt sind die drei Korngrößen mit dem größten 
Einfluss und die Korngröße mit dem geringsten Einfluss. 
Die Korngröße der Klasse 6 entspricht etwa der mittle-
ren Korngröße des Sedimentgemisches von 10 mm und 
hat den zweitgrößten Anteil (vergleiche Tabelle 1). Damit 
ist diese Klasse sowohl hochbeweglich als auch über-
durchschnittlich vorhanden. Klasse 7 wird erst bei ho-
hen Abflüssen bewegt und erhält den starken Einfluss 
vor allem aufgrund des höchsten Anteils in der Kornver-
teilung. Klasse 5 wird zwar früher transportiert, ist aber 
nicht so stark vorhanden und unterliegt mit einer klei-
neren Korngröße als der mittleren dem „Hiding-Effekt“. 
Der qualitative Verlauf der Korngrößen korreliert wie-
derum mit dem Abflussgeschehen. Die Standardabwei-
chungen für den 100 m Bereich bei Rh-km 450 gehen 
mit abnehmendem Abfluss deutlich stärker zurück als 
bei der Mittelung über die gesamte Fahrrinne. Trotzdem 
bleibt die Abnahme nach dem Hochwasser stark verzö-
gert im Vergleich zur Zunahme. Für die lokalen Auswer-
tungen weisen die kleineren Kornklassen zwei Peaks 
auf, wobei der erste vor dem maximalen Hochwasser 
erreicht wird. Dies ist am stärksten ausgeprägt für Korn-
klasse 6 und gar nicht für Kornklasse 4. Diese Kornklas-
Bild 11: Beitrag der fünf Rauheitsparameter zu der Stan-
dardabweichung der berechneten Sohlenhöhen-
änderungen über die Zeit (durchgezogene Linie: 
gemittelt über die Fahrrinne, gestrichelte Linie: 
gemittelt  Rh-km 744,95 – 745,05)
Figure 11: Contribution of the five roughness coefficients 
to the standard deviation of the simulated bed 
evolutions during time (solid line: averaged over 
ship channel, dashed line: averaged over Rh-km 
744.95 – 745.05)
Bild 12: Beitrag von ausgewählten Korngrößen zu der 
Standardabweichung der berechneten Sohlen-
höhenänderungen über die Zeit (durchgezogene 
Linie: gemittelt über die Fahrrinne, gestrichelte 
Linie: gemittelt  Rh-km 744,9 – 745,1)
Figure 12: Contribution of chosen grain diameters to the 
standard deviation of the simulated bed evolu-
tions during time (solid line: averaged over ship 
channel, dashed line: averaged over Rh-km  
744.9 – 745.1)
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sen reagieren auf den kleinen Rückgang in der Gangli-
nie nach acht Tagen (siehe Bild 6). Der vergleichsweise 
große Rückgang der Standardabweichung nach die-
sem ersten kleinen Peak in der Ganglinie deutet darauf 
hin, dass die Korrelation zur Ganglinie umso weniger 
ausgeprägt ist, desto größer der Abfluss ist. Dies deckt 
sich auch mit Naturbeobachtungen. Umlagerungen bei 
sehr großen Hochwasserereignissen sind prägend für 
das Gewässerbett und können zu einer Neugestaltung 
der Sohle führen. Die Standardabweichungen werden 
in der Folge nur wenig zurückgehen.  
Die vorgestellten Betrachtungen der Beiträge der ein-
zelnen Parameter zu der Standardabweichung zeigen 
die sensitivsten Parameter und ihre Wirkungsweise im 
Zusammenhang mit dem Abflussgeschehen auf, was 
zur Vertiefung des Prozessverständnisses beiträgt und 
für die Kalibrierung hilfreich ist.
4 Zusammenfassung und Ausblick
Conclusions and outlook
Der Vergleich der beiden vorgestellten Zuverlässig-
keitsmethoden an einem Laborbeispiel zeigt, dass die 
lineare FOSM-Methode zumindest für das gewählte 
Beispiel nahezu identische Werte berechnet wie die 
fast 250-fach rechenintensivere MC-Methode, bei der 
kein lineares Modellverhalten vorausgesetzt werden 
muss. Andere hier nicht dargestellte Ergebnisse an 
praxisrelevanten Beispielen (z. B. Kopmann und Brudy, 
2011) bestätigen die Vergleichbarkeit der beiden Metho-
den. Der Verlauf der mit beiden Zuverlässigkeitsmetho-
den berechneten Sensitivitäten bleibt auch über einen 
längeren Simulationszeitraum qualitativ vergleichbar. 
Allerdings differieren die quantitativen Werte mit zu-
nehmender Simulationszeit. Für typische Anwendun-
gen morphodynamischer Modelle in der BAW werden 
Rechenzeiten auf dem zur Verfügung stehenden High 
Performance Computer (HPC) von mehreren Tagen 
benötigt. Für diese Rechenzeiten ist die MC-Methode 
trotz verschiedener optimierter Varianten nicht im Pro-
jektalltag einsetzbar. Die Erfahrung bei der morphody-
namischen Modellierung in den letzten 10 Jahren hat 
gezeigt, dass die Rechenzeiten trotz stetig wachsender 
Rechenleistung der HPC konstant bleiben. Stattdes-
sen vergrößern sich Ausdehnung des Modellgebiets, 
Simulationszeitraum und Gitterauflösung. Es ist davon 
auszugehen, dass die MC-Methode auch in absehbarer 
Zukunft für morphodynamische Modelle praxisrelevant 
nicht einsetzbar sein wird.
Am Beispiel einer Modellierung eines Rheinabschnit-
tes wurde exemplarisch der Vorteil und Nutzen durch 
die Verwendung einer Zuverlässigkeitsmethode vorge-
stellt. Mit Hilfe der FOSM-Methode wurden anhand von 
großen Konfidenzintervallen numerisch oder physika-
lisch unsichere Bereiche detektiert. Diese zusätzliche 
Information kann z. B. die gezielte Gitterverfeinerung 
steuern und macht auf physikalisch sensitive Bereiche 
aufmerksam, sodass eine verbesserte Modellgenauig-
keit und ein verbessertes Modellverständnis erreicht 
werden kann. Außerdem könnte die zusätzliche Infor-
mation über die Variationsbreite infolge von Parameter-
unsicherheiten in Planungen einfließen, die aufgrund 
der numerischen Modellierungen erstellt werden sol-
len. Denkbar ist z. B. ein lokal angepasster Sicherheits-
zuschlag für Freiborde. Des Weiteren können mit Zuver-
lässigkeitsanalysen die sensitivsten Parameter zeit- und 
ortsspezifisch bestimmt werden. Diese Informationen 
könnten genutzt werden, um gezielte Messungen in 
diesen Bereichen zu bestimmten Zeitpunkten bzw. Ab-
flüssen durchzuführen. Diese zusätzlichen Messungen 
reduzieren die Parameterunsicherheit, was zu einer 
Verbesserung der Modellgenauigkeit führt.
Ein weiterer sehr interessanter Aspekt ist die Verwen-
dung der Sensitivitäten zur Kalibrierung. Es konnten 
bereits für kleine Laborbeispiele erfolgreich automati-
sche Modellkalibrierungen durchgeführt werden (Schä-
fer, 2014). Dafür bietet sich der adjungierte Modus der 
algorithmischen Differentiation an. Für den praxisrele-
vanten Einsatz sind aber noch weitere Untersuchun-
gen notwendig. Direkt einsetzbar hingegen sind die 
berechneten Sensitivitäten aus der FOSM-Methode bei 
der klassischen Kalibrierung, geben sie doch Hinweise 
darauf, welche Parameter in welchen Bereichen und zu 
welchen Zeitpunkten am sensitivsten sind.
Der vorgestellte Nutzen aus der Zuverlässigkeitsanaly-
se stützt sich ausschließlich auf quantitative Aussagen 
ab. Diese werden von der FOSM-Methode in gleicher 
Qualität geliefert, wie von der MC-Methode. Der Einsatz 
der FOSM-Methode verspricht also einen praxisrele-
vanten Erkenntnisgewinn bei geringem Aufwand. Der 
standardisierte Einsatz von Zuverlässigkeitsmethoden 
vorrangig auf Basis der FOSM-Methode wird in der 
BAW in einem aktuellen Forschungsprojekt etabliert. 
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