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Abstract
Spatio-temporal disease mapping focuses on estimating the spatial pattern in disease risk across
a set of non-overlapping areal units over a fixed period of time. The key aim of such research is
to identify areas which have a high average level of disease risk or where disease risk is increasing
over time, thus allowing public health interventions to be focused on these areas. Such aims are
well suited to the statistical approach of clustering, and while much research has been done in
this area in a purely spatial setting, only a handful of approaches have focused on spatio-temporal
clustering of disease risk. Therefore, this paper outlines a new modelling approach for clustering
spatio-temporal disease risk data, by clustering areas based on both their mean risk levels and the
behaviour of their temporal trends. The efficacy of the methodology is established by a simulation
study, and is illustrated by a study of respiratory disease risk in Glasgow, Scotland.
Keywords: Clustering, CAR, Disease mapping, Spatio-temporal.
1 Introduction
The risks of almost all diseases vary in space for a number of reasons, including spatial changes
in physical geography (e.g. temperature, sunlight, altitude), environmental factors (e.g. air qual-
ity, water quality), or the prevalence of risk inducing behaviours (e.g. poor diet, lack of exercise,
smoking, alcohol consumption). Similarly, disease risk also varies in time as a result of temporal
changes in the above factors, as well as due to changes in public health legislation, such as the ban
on smoking in public places that was introduced in Scotland in 2005. It is therefore of great inter-
est to public health professionals to estimate these spatial and temporal differences in disease risk,
as it provides evidence for future public health policy. Spatial variation in disease risk is known as
a health inequality (,12), and interest lies in estimating the magnitude and spatial locations of this
inequality so that interventions can be targeted at areas at greatest risk. The Equality Act (2010,
http://www.legislation.gov.uk/ukpga/2010/15/contents) was introduced in the United Kingdom to re-
duce such inequalities, and thus there is keen interest in identifying whether these inequalities are
getting wider or narrower over time. This requires the temporal trends in disease risk to be examined,
to see whether areas initially at the lowest and highest risk are exhibiting increasing or decreasing
trends over time.
The spatio-temporal pattern in disease risk is typically estimated at the population level, by partition-
ing the geographical region into n non-overlapping areal units, such as local council areas or electoral
wards, and recording disease incidence at regular, such as yearly, time intervals. This population
level approach is necessary because using individual level data would breach patient confidentiality,
and because it allows public health professionals to look at the population as a whole. Counts of the
numbers of disease cases in each areal unit and time period are then collected, and can be standard-
ised by population demographic data to estimate the spatio-temporal pattern in disease risk which
1
can then be mapped. However, such standardised incidence ratios are known to be unstable (3), and
Poisson log-linear models are typically used to estimate the spatio-temporal pattern in disease risk
using covariates and/or a set of random effects. The latter are included to account for spatio-temporal
autocorrelation in the risk not captured by the covariates, and are typically modelled by a conditional
autoregressive (CAR) prior (,45) or spatio-temporal extensions thereof (,6,78).
These priors are based on the assumption that all pairs of random effects in geographically adjacent
areal units are autocorrelated, which leads to spatially smooth mean levels and temporal trends in
disease risk. However, such smoothing is contrary to the goal of identifying clusters of areal units that
exhibit vastly different risk behaviour compared to their surrounding areas. Such differences in risk
behaviour could be in an area’s mean level over time or its temporal trend, and the ability to cluster
(group together) areas that exhibit similar characteristics has been the subject of work by,9,10,11,12.13
However, all of the above research has focused on clustering purely spatial data by their mean risk
levels, with the aim of identifying areas that exhibit very high disease risks. A range of spatio-temporal
disease models have now been produced;,6,7,14,15,16,8 but only,1718 and19 have focused on clustering in
the spatio-temporal domain, focusing on detecting changing mean risk levels, shared latent structures
and areas exhibiting unusual temporal trends respectively.
Therefore, this paper outlines a new modelling approach for clustering spatio-temporal disease risk
data, by clustering areas based on both their mean risk levels and the behaviour of their temporal
trends. The model proposed is an extension of the spatially varying intercept and linear trends model
(6), because in common with the majority of the existing literature our motivating application has
data for a relatively small number of time periods (T = 10 here) making it unwise to use more complex
temporal trends such as smoothing splines. Our model contains two separate clustering components,
the first is based on the average risk (intercept) for each area over time, while the second is based on
the temporal trend (slope) in disease risk. This clustering is achieved in the same model that estimates
disease risk, and this all-at-once approach is compared against a simpler two-stage approach in this
paper. Our methodology is motivated by a study of respiratory disease risk in Glasgow, Scotland
between 2002 and 2011, with particular interest in identifying potential changes in inequality over this
period. The remainder of this paper is organised as follows. Section 2 gives a brief introduction to
Bayesian disease mapping, and discusses a range of existing spatio-temporal modelling approaches.
Section 3 proposes our new methodology, while Section 4 establishes its efficacy via simulation. Section
5 presents the motivating application for our methodology, while, Section 6 discusses the implications
of this paper and ideas for future work.
2 Bayesian spatio-temporal disease mapping
The study region A is partitioned into n non-overlapping areal units A = {A1, . . . ,An}, and data
about these areal units are collected for t = 1, . . . , T consecutive time periods. The response data
take the form Y = (Y 1, . . . ,Y n), where Y i = (Yi1, . . . , YiT ) and Yit represents the number of disease
cases (hospital admissions with a primary diagnosis of respiratory disease in our application) in areal
unit i during time period t. Covariate information may also exist, and is given by X = (X1, . . . ,Xn),
where Xi = (xi1, . . . , xiT ). The numbers of observed cases will depend on the size and demographic
structure of the population at risk in each areal unit and time period, and this is accounted for by
computing the expected numbers of disease cases based on standardised age and sex specific disease
rates. These expected values are denoted by E = (E1, . . . ,En), where Eit is the expected number of
disease cases for area i and time period t. A Poisson model with the general form Yit ∼ Poisson(EitRit)
is commonly used to model these data because Yit is a count, and here Rit is the risk of disease in areal
unit i during time period t. Based on this simple model the maximum likelihood estimator for Rit is
Rˆit = Yit/Eit, which is known as the standardised incidence ratio (SIR). However, this ratio can lead
to unstable estimates of Rit, especially if the disease is rare or the population at risk is small (Eit is
small), so log-linear random effects models are used to collectively estimate disease risk in space and
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time.
A number of spatio-temporal random effects models have been proposed to represent Rit, and our
methodology in Section 3 extends the spatially varying intercept and linear trends model proposed
by,6 which is given by
Yit|Eit, Rit ∼ Poisson(EitRit) i = 1, . . . , n, t = 1, . . . , T, (1)
ln(Rit) = x
T
itBit + (α+ φi) + (β + δi)(t− t¯),
α, δ ∼ N(0, 1000),
where t¯ = (1/T )
∑t
t=1 t. Here the average risk over time for area i is α+φi, where α is a global intercept
term common to all areas while φi is an area-specific adjustment to this global level. Similarly, β + δi
is the slope of the linear temporal trend for area i, which is decomposed into an average slope β and an
area specific adjustment δi. Prior distributions are specified for each of these components, and α and
β are each represented as fixed effects, with a diffuse Gaussian prior distribution with a large (on the
log scale) variance. The two sets of spatial random effects φ = (φ1, . . . , φn) and δ = (δ1, . . . , δn) are
assumed to be spatially autocorrelated, so that pairs of nearby areas have similar average risk levels
and temporal trends. This was achieved in6 by specifying conditional autoregressive priors for both
(φ, δ), which induce spatial autocorrelation via a binary neighbourhood matrix W. Elements of this
matrix wij = 1 if areal units (Ai,Aj) share a common border (denoted i ∼ j) and wij = 0 otherwise,
with wii = 0 for all i. CAR priors can be specified as a set of n univariate conditional distributions,
which for φ have the form f(φi|φ−i), where φ−i = (φ1, . . . , φi−1, φi+1, . . . , φn). The CAR prior used
in this context was the intrinsic CAR model (4), which is given by
φi|φ−i,W ∼ N
(∑n
j=1wijφj∑n
j=1wij
,
1
τ(
∑n
j=1wij)
)
i = 1, . . . , n, (2)
where τ is a conditional precision parameter. The same prior is used for δ, except that is has its
own precision parameter σ. The conditional expectation of φi is the mean of the random effects in
neighbouring areal units, while the variance is inversely proportional to the number of neighbouring
units. This set of conditional distributions correspond to a multivariate Gaussian distribution, with
mean zero but an improper precision matrix given by Q = τ(diag(W1)−W), where W1 is a vector
containing the number of neighbours for each areal unit. One drawback of this model is the lack of a
parameter to control the strength of the spatial autocorrelation. This means that the intrinsic model
is only sensible in cases where the spatial autocorrelation in the data is strong; it is not sensible for
cases where there is weak or moderate spatial autocorrelation across the study region because the
model would tend to produce an overly smooth estimated risk surface in these cases. Therefore an
extension to this intrinsic CAR model was proposed by,5 and this Leroux CAR prior is given by
φi|φ−i,W ∼ N
(
ρ
∑n
j=1wijφj
ρ
∑n
j=1wij + 1− ρ
,
1
τ(ρ
∑n
j=1wij + 1− ρ)
)
i = 1, . . . , n, (3)
where ρ controls the level of spatial autocorrelation. If ρ = 1 then this corresponds to the intrinsic
CAR model outlined above, while ρ = 0 corresponds to complete spatial independence. This set of
conditional distributions correspond to a multivariate Gaussian distribution, with mean zero and an
improper precision matrix (assuming ρ ∈[0,1]) given by Q = τ{ρ[diag(W1)−W] + (1− ρ)I}, where
I is an n× n identity matrix.
The linear time trends assumed in the Bernardinelli model were proposed for simplicity when the
number of time periods T is small (in their original paper T = 4), as more flexible time trends would
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be better suited to a longer time series. A number of extensions to6 (without any clustering) have
been proposed in the literature to date, and a brief review is given below. The linearity of the time
trends have been relaxed by replacing them with smooth functions (14) modelled by B-splines (20),
where a fixed effect is used to model the global temporal trend while random effects are used to model
the localised trends for individual areal units. Inference for this model is carried out via penalised
quasi-likelihood (21), though the authors note that this approach is not ideal in terms of estimat-
ing model uncertainty. This is addressed by22 who compares a number of estimators of prediction
error to account for uncertainty, and a bootstrap adjusted Empirical Bayes variance estimator (23)
is recommended. Smooth functions using P-splines (16) have been used instead of B-splines, while
autoregressive time series models (15) have also been proposed to model the area specific temporal
dynamics. The respiratory admissions data that motivated this paper have just T = 10 time periods.
We believe that while one could argue for the use of quadratics or other low level polynomials for
modelling trends with T = 10, the increased number of parameters for such models would render
the clustering aspect of our model difficult. As a result, the clustering model we propose in the next
section will be an extension of the linear trends approach outlined by Bernardinelli et al.
Clustering within a spatio-temporal context has received little attention to date, and to our knowledge
no research has attempted to cluster areas based on their temporal trends and mean risk levels as is
proposed in the next section. The first attempt at spatio-temporal clustering was based on a mixture
of Poisson distributions (17), which aimed to identify areas that changed risk levels over time. More
recently, work has focused on clustering areas based on the similarity of their latent structures (18), as
well as a modelling tool for outlier detection (19) that identifies areas that exhibit unusual temporal
trends compared to the rest of the study region.
3 Methodology
3.1 Rationale
Model (1) represents the intercept and slope for the ith areal unit as (α+φi) and (β+ δi) respectively,
and as the random effects (φ, δ) are spatially autocorrelated, then adjacent areal units are forced
to have similar trends and average levels of disease risk. This specification is restrictive for two
reasons, the first of which is that two adjacent areal units may have very different average risk levels
or temporal trends, and wrongly forcing them to be similar will likely result in poorer estimation of
the spatio-temporal pattern in disease risk. The second limitation with (1) is that it does not have
an inbuilt clustering mechanism, that allows areal units to be grouped (or clustered) together based
on the similarity of their mean risk levels and temporal trends. Therefore we propose an extension of
(1) that clusters the n areal units in two ways, into NC groups based on their average risk levels, and
ND groups based on their temporal trends, and the model specification is outlined below. Areal units
are allocated to the intercept and slope clusters independently; it is possible for two areal units to lie
in the same intercept cluster, but in different slope clusters, and vice versa. For example, consider
areal unit Ai where the level of disease risk is high on average and is increasing over time, and areal
unit Aj where the level of disease risk is high on average but is decreasing over time. Both areal units
would be in the same intercept cluster on account of having high average disease risk, but would be in
different slope clusters due to one having an increasing risk and the other having a decreasing risk. It
would be possible to cluster intercept and slope together, for example via Dirichlet process mixtures
(24), but we believe that our simpler method is sufficient for the level of broad classification which we
desire in our application.
3.2 Proposed model
Our proposed model replaces the global risk level α and temporal trend β in (1) with cluster-specific
fixed effects, α = (α1, . . . , αNC ) and β = (β1, . . . , βND), where NC and ND are the number of clusters
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for the intercept and slope respectively. These components are piecewise constant across the n areal
units, and if two areas have the same (αj , βj) values then they are in the same cluster in terms of their
average risk level (α) and temporal trend (β) respectively. This results in a model of the form
Yit|Eit, Rit ∼ Poisson(EitRit) i = 1, . . . , n, t = 1, . . . , T, (4)
ln(Rit) = x
T
itBit + αCi + φi + [βDi + δi](t− t¯),
where the ith areal unit has an average risk level of αCi + φi and a slope of βDi + δi for its linear
time trend. Both sets of random effects (φ, δ) are modelled using (3), and their inclusion in the model
allows two areal units in the same intercept and slope clusters, i.e. with the same (Ci, Di) values, to
have similar but not identical intercepts and slopes. It also means that adjacent areal units in the same
groups (αj , βj) have similar average risks and temporal trends, which respects the spatial structure of
these data.
The piecewise constant fixed effects α = (α1, . . . , αNC ) and β = (β1, . . . , βND) represent the mean
intercept and slope for areal units in each of the NC and ND groups, and are assigned the following
uniform priors:
αj ∼ Uniform(αj−1, αj+1) j = 1, . . . , NC , (5)
βj ∼ Uniform(βj−1, βj+1) j = 1, . . . , ND,
where α0 = β0 = −∞ and αNC+1 = βND+1 = ∞. These ordering constraints αj−1 < αj < αj+1
and βj−1 < βj < βj+1 are enforced to mitigate against the label switching problem (25), and a
move from cluster αj to cluster αj+1 thus represents an increase in average risk level. The variables
C = (C1, . . . , Cn) and D = (D1, . . . , Dn) allocate each areal unit to an intercept and slope cluster,
and Ci ∈ {1, . . . , NC} while Di ∈ {1, . . . , ND}. Initially, equal prior probabilities, P(Ci = c) = 1NC and
P(Di = d) =
1
ND
, were considered for these indicators, but such an approach means that the choice
of the number of clusters (NC , ND) will drastically affect the results. Therefore we propose a penalty
prior for each of (C,D), which is similar in spirit to that used in penalised splines (26). The priors we
propose are given by
P(Ci = c) =
exp(−θC(c− C¯)2)∑NC
j=1 exp(−θC(j − C¯)2)
c = 1, . . . , NC , (6)
P(Di = d) =
exp(−θD(d− D¯)2)∑ND
j=1 exp(−θD(j − D¯)2)
d = 1, . . . , ND,
where C¯ = NC+12 when NC is odd, and C¯ =
NC
2 when NC is even, and likewise D¯ =
ND+1
2 when
ND is odd and D¯ =
ND
2 when ND is even. Thus (C¯, D¯) represent the middle cluster in terms of
intercept and slope, and the prior (6) penalises the cluster indicators (Ci, Di) towards these middle
groups. As a result higher prior weight is given to the central clusters compared with the extreme
ones, to ensure that areal units only move to extreme high or low clusters if the data support it. The
amount of shrinkage undertaken by each prior is controlled by θC and θD, with larger values meaning
higher weighting is assigned to the central clusters. It should be noted that NC and ND represent the
maximum number of clusters allowed for the intercept and slope respectively, because it is possible
for clusters to be empty (cluster c is empty if, for every areal unit i, Ci 6= c). Here we recommend
setting (NC , ND) equal to a small positive value such as 3 or 5, as this allows areas to be split into a
small number of groups which makes interpretation easier. For example, if three groups are chosen in
each direction then this will likely classify areas as having low / average / high risks and decreasing /
constant / increasing trends, which is simple to interpret epidemiologically. However, the simulation
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study presented in the supplementary material assesses model sensitivity to this choice. Finally, the
hyperparameters of this model are outlined as follows:
τ, σ ∼ Gamma(γ, ψ),
ρ, λ ∼ Uniform(0, 1),
θC , θD ∼ Uniform(1, 100).
Here, τ and σ are the precision hyperparameters for the intercept and slope random effects (φ, δ)
respectively, and within this paper we set γ =0.01 and ψ = 0.01. A small sensitivity analysis relating
to this choice of gamma prior is included in the supplementary material. The hyperparameters ρ and
λ control the level of spatial autocorrelation within the intercept and slope random effects (φ, δ), and
are assigned uniform priors on the unit interval. As discussed above, θC and θD control the level of
weighting towards the central clusters, and a uniform prior on a large range is specified. The lower
bound of the Uniform distribution for these terms is chosen to be 1 rather than 0 since a value of
θC = 1 corresponds to standard exponential decay. This is consistent with our prior belief that extra
weight should be given to central clusters, and that areal units should only move to extreme clusters
if the data provides substantial support for such a move.
Inference for this model was carried out using Markov-chain Monte Carlo sampling, based on a
combination of Metropolis-Hastings and Gibbs sampling steps. All parameters were estimated using
their posterior median, with the exception of the clustering parameters Ci and Di which were based
on the posterior mode. We can quantify the uncertainty surrounding each parameter estimate by
constructing a credible interval based on the 2.5th and 97.5th percentiles of the posterior distribution.
Software to run the model is available as part of the online supplementary material accompanying this
paper. It can also be accessed at https://bitbucket.org/craiganderson1989/model-code
4 Simulation study
We present a simulation study to establish the efficacy of the Bayesian spatio-temporal clustering
model outlined in the previous section. The template for this study is the set of 271 Intermediate
Geographies comprising the Greater Glasgow and Clyde Health Board for a period of 10 years, which
is the study region and time frame for the motivating application presented in Section 5. In this study
we compare our clustering model proposed in Section 3 to the existing spatially varying intercept and
linear trends model of,6 given by (1). However, this latter model does not have an inbuilt clustering
mechanism, so it is combined with a post-hoc clustering method based on a mixture model (27).
This clustering approach was carried out using the mclust R package (28). This clustering method
was applied with a maximum of NC × ND = 25 clusters, which matches that allowed in the model
proposed in Section 3. Additionally, a sensitivity analysis was carried out to compare the performances
of the methods with different choices of NC and ND, and this study is included in the supplementary
material.
4.1 Data Generation
Each of the n = 271 areal units in the Greater Glasgow and Clyde Health Board were assigned to
an intercept cluster and a slope cluster separately, and in each case 3 groups were used to generate
the data with α = β = (−1, 0, 1) which are on the log-risk scale. These clusters have been designed
so that every possible combination of the nine intercept and slope clusters is observed, and the tem-
plate for this cluster structure is shown in Figure 1. In this figure the intercept levels are represented
by the background colours of the areal units, where a darker shade of grey corresponds to a higher
average disease risk over the study period. The slope levels are represented by the hatching, with
the areal units with decreasing slopes represented by ‘downward’ hatches which go from top left to
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bottom right, and the areal units with increasing slopes represented by ‘upward’ hatches which go
from bottom left to top right. The base cluster means α = β = (−1, 0, 1) are multiplied by a scalar
Z, which varies the magnitude of the differences between the clusters. In this study three scenarios
are considered. Scenario one sets Z = 1 and corresponds to a case where there are large differences
between the clusters, scenario two has Z = 0.5 and corresponds to a more difficult case where there
are smaller differences and Z = 0 corresponds to a spatially smooth risk surface with no change over
time where one would hope to identify a single cluster covering the entire study region.
Disease counts were generated for ten time points from a Poisson distribution with mean EitRit,
where Eit was set to be equal to 100 for all i and t. The log risk surface was generated with separate
linear time trends for each areal unit, where the set of n slopes and intercepts were generated from
multivariate Gaussian distributions with a common spatially correlated precision matrix, given by
Q = (diag(W1) −W) + I, which corresponds to the intrinsic CAR model with a small constant
 = 0.001 added to the diagonal to ensure Q is diagonally dominant and hence invertible. Spatial
clustering in the intercepts and slopes was obtained through a piecewise constant mean function for
φ and δ, which follows the template shown in Figure 1.
Two hundred datasets were generated for each of the three data generation approaches (Z = 0, 0.5, 1),
which correspond to NC = ND = 1 for Z = 0 and NC = ND = 3 for Z = 0.5, 1. However, in
practice the true values of (NC , ND) are unknown, so we set NC = ND = 5 to allow the possibility
of the methods overestimating the number of clusters in the simulated data. As discussed in Section
3 our model may produce empty clusters, so selecting values of NC and ND which are larger than
the true number of clusters does not mean that the correct cluster structure cannot be estimated. In
the supplementary material accompanying this paper we tested our model under different values of
NC and ND to investigate how reliant the model is on the user’s prior choice of these values, and
the results obtained are consistent across all values tested. In all cases inference was based on 10,000
McMC samples, of which 5,000 were discarded as burn-in.
4.2 Results
The results of the study are summarised in Figure 2, which displays a comparison of the relative per-
formances of our approach and the Bernardinelli model with post-hoc clustering using three different
metrics. The accuracy of the risk surfaces estimated by each approach is quantified by their root
mean square error (RMSE), while the correctness of the estimated cluster structures is quantified by
both the number of clusters identified and the Rand Index (29) between the true and estimated cluster
structures. The latter is a measure of the similarity between two cluster structures and lies in the
interval [0, 1]. It is computed as the proportion of pairs of areal units classified either in the same
or in different clusters by both methods, that is the proportion of pairwise agreements between the
two methods. A value of 1 indicates complete agreement between the two cluster configurations and a
value of 0 indicates that no pair of areal units are classified in the same way under both configurations.
The top panel of Figure 2 shows boxplots of the number of combined slope-intercept clusters estimated
under each approach in the 200 simulated data sets, where the true values of 1 (when Z = 0) and 9
(when Z = 0.5, 1) are represented by dashed lines. Our approach performs better than the Bernar-
dinelli model for all three values of Z. When Z = 0, both models obtain a median of 1 cluster, but
our approach has a standard deviation of 0.39 compared to 0.80 for the Bernardinelli model, while for
Z = 0.5, our model obtains a median of 9 clusters and the Bernardinelli model underestimates the num-
ber of clusters, with a median of 4. For Z = 1, our model slightly overestimates the number of clusters
for Z = 1, with a median of 11 clusters, while the Bernardinelli approach underestimates the number
of clusters with a median of 6. The overestimation by our model is generally a result of the model
partitioning a true high or low intercept or slope cluster into more than one group, or by the model
placing a single outlier in a cluster on its own. This is likely to be less damaging than underestimating
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the number of clusters, which will result in multiple true clusters being joined together and their esti-
mated values smoothed towards each other. The effect of the overestimation and underestimation of
clusters by the two approaches can be investigated by comparing the RMSE values as described below.
The middle panel of Figure 2 displays the Rand index values obtained under each approach. Again,
our model performs better than the Bernardinelli approach in each case. For Z = 0, both models
have a median Rand index of 1, but our approach has a much lower standard deviation of 0.005 com-
pared to 0.20 for the Bernardinelli approach. The Bernardinelli model performs very poorly in some
cases under Z = 0, with a Rand index as low as 0.32 obtained in one case; this makes a two-stage
approach to risk estimation and clustering unreliable for clustering, because it identified a number of
false positives clusters that do not exist. Thus, if this approach was applied to real data where the
true cluster structure was unknown, then the possibility of a false positive would lead to doubt over
the veracity of the results. For Z = 0.5, our model obtains a median Rand index of 0.75, while the
Bernardinelli model obtains a median of 0.63. For Z = 1, both models have very high Rand index
values; the median for our model is 0.91 compared to 0.92 for the Bernardinelli model. However,
our model performs more consistently, with a standard deviation of 0.02 compared with 0.09 for the
Bernardinelli model.
The bottom panel of Figure 2 displays boxplots of the root mean square error of the estimated risk
surface obtained under each approach in the simulation study. Once more, our model provides more
accurate risk estimates than the Bernardinelli approach. For Z = 0, both approaches have very simi-
lar results; our approach has a median of 0.025 compared to 0.024 for the Bernardinelli model, while
our approach has a slightly higher standard deviation of 0.004 compared to 0.003 for Bernardinelli.
When Z = 0.5, our approach has a median RMSE of 0.103 compared with 0.116 for the Bernardinelli
model, and for Z = 1 a median of 0.097 is obtained for our proposed model compared with 0.144 for
the Bernardinelli model. We can see that both models produce similar risk estimates when the risk
surface is smooth in space in terms of both intercept and slope (Z = 0), but our model performs better
in cases where clusters exist. This is unsurprising, since our model allows for different fixed effects for
each cluster, while the Bernardinelli approach has fixed effects (one for intercept and one for slope)
that are common to all areas.
5 Application to real data
5.1 Data description and study design
The spatio-temporal clustering model was motivated by a study of the changing nature of the res-
piratory hospitalisation risk in Glasgow, Scotland between 2002 and 2011. The study region is the
Greater Glasgow and Clyde Health Board region, which contains the city of Glasgow in the east and
the river Clyde estuary in the west. Glasgow is the largest city in Scotland, with a population of
around 600,000 people. The health board is split into n = 271 administrative units known as Inter-
mediate Geographies (IGs), containing populations of between 2,244 and 10,877 people with a median
value of 4,239. The disease data were obtained from the Scottish Neighbourhood Statistics database
(http://www.sns.gov.uk), and consist of counts of the yearly numbers of respiratory admissions to
hospital for each of the 271 areal units between 2002 and 2011.
The expected numbers of admissions were calculated for each areal unit and year, based on standard-
ised age and sex specific disease rates. The average risks and temporal trends in the raw standard inci-
dence ratios are summarised in Figure 3. The simple model Yit ∼ Poisson(EitRit), ln(Rit) = α+β(t−t¯)
was fitted separately for each areal unit i, and the top panel of the figure shows the estimated average
α while the bottom panel shows the estimated linear trend β . The top panel shows that the areas
with the highest average risk can be found in the East End of the city, which is known to be an
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area of high deprivation. The bottom panel shows that the risk of respiratory admissions is generally
remaining stable or even decreasing in these areas, while increases can be identified in a number of
areas to the outskirts of the city, including rural Dunbartonshire to the north-west and Eaglesham to
the far south-east.
5.2 Results
The spatio-temporal clustering model outlined in Section 3 was then applied to these data with
NC = ND = 5, which was chosen to allow for a possible distinction between high (and low) risk and
extremely high (and low) risk intercept clusters, and also for different magnitudes of increasing and
decreasing risk trends in each direction. No covariates were included in the model, because the goal of
the analysis is to identify clusters in the disease risk surface, not in the residual surface after adjusting
for covariate factors. Inference was based on 10,000 McMC samples, of which 5,000 were discarded
as burn-in. The result from fitting this model is that five intercept clusters and three slope clusters
were identified, with the other two proposed slope clusters remaining empty. Figure 4 displays the
combined clusters for respiratory disease risk in Glasgow, with the top panel displaying the clusters
on the map while the bottom panel provides a visual representation of the slope and intercept for each
cluster. The intercept clusters are represented by the background colours of the areal units in the top
panel, with a darker shade of grey corresponding to a higher average disease risk over the study period.
The slope clusters are represented by the hatching, with slope cluster 1 represented by ‘downward’
hatches which go from top left to bottom right, slope cluster 2 represented by no hatching, and slope
cluster 3 represented by ‘upward’ hatches which go from bottom left to top right.
The bottom panel graphically displays the risk values estimated by the model for each areal unit
within each possible cluster combination. Each column represents a different intercept cluster, with
the intercept term increasing as you move from left to right. Each row represents a different slope
cluster; the top row contains the cluster with increasing risk, the middle row contains the cluster with
little or no change, and the bottom row contains the cluster with decreasing risk. Here we can see
that the model ensures that areal units in the same cluster have similar risks over the study period,
but does still allow for some variation in risk levels within a cluster. The figure shows that the five
intercept clusters have median risks of 0.41, 0.57, 0.85, 1.14 and 1.43, while the three slope clusters
have median slopes of -0.35, 0.00 and 0.40. The figure shows that 210 areas show little or no change
in risk over time, where as 28 and 33 areas show decreasing and increasing risks respectively. Areas of
high average risk appeared to be just as likely to experience a further increase as they did a decrease;
of the areas in intercept clusters 4 and 5 (corresponding to high risks), 10% exhibited an increasing
trend and a further 10% showed a decrease. In areas of low risk (intercept clusters 1 and 2), 10%
showed an increase in disease risk over the study period, while 13% exhibited a decrease.
The most concerning cluster for health authorities will be that in the darkest grey with upward
hatching. This cluster corresponds to intercept cluster 5 and slope cluster 3, and contains areal units
which have a very high disease risk which is increasing over time. This cluster contains areas such
as Drumry to the north of the city and Govan to the south which are known to have high levels of
deprivation. An investigation into what these areal units have in common may lead to the identifica-
tion of possible risk factors for respiratory disease. Conversely, areas that exhibit decreasing trends
in risk are also of primary interest to health authorities, to identify factors that could be driving the
improved health in these areas. Finally, the extent of health inequalities in Glasgow does not appear to
have changed substantially over the ten years being investigated. The standard deviation of the fitted
disease risks in 2001 was 0.304, while in 2010 a standard deviation of 0.303 was obtained. Likewise,
the interquartile range of the fitted risks was 0.427 in 2001 and 0.461 in 2010.
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6 Discussion
Here we have proposed a Bayesian spatio-temporal model which estimates the disease risk pattern
over multiple time points and also identifies clusters of areas which have a similar disease risk char-
acteristics over the study period. There are two separate clustering parameters within the model; the
first is based on the average risk (intercept) and the second is based on the change in disease risk over
time (slope). The model proposed here extends the6 model by allowing different intercept and slope
terms for each cluster. The model estimates disease risk via four parameters, a pair to estimate the
intercept and a pair to estimate the slope. Each pair consists of a set of cluster-specific fixed effect
terms and a set of spatially correlated random effects which follow a conditional autoregressive model.
The fixed effects ensure that areal units within the same cluster will have similar intercept levels, but
the random effects allow for some variation in intercept levels within a cluster.
The simulation study presented in Section 4 showed that our model outperforms the Bernardinelli
model with post-hoc clustering across a variety of simulation scenarios. Our model was more accurate
than the Bernardinelli model in terms of estimating the correct number of clusters, and also identified
more accurate clusters as measured by the Rand index. The risk estimates from our model were also
more accurate than those obtained from the Bernardinelli model. This improved estimation is a result
of the additional fixed effect terms within our model; the Bernardinelli model has two fixed effects
(one for intercept and one for slope) which are common to all areas across different clusters while our
model allows for different fixed effects for each cluster. The simulation study in the supplementary
material also showed that the performance of our model is not affected by the choice of NC and ND,
the maximum number of clusters for intercept and slope respectively. Based on this result, it is our
recommendation that the values of NC and ND are chosen to be a slightly larger than the number of
clusters expected for intercept and slope respectively.
It is straightforward to combine model clusters to produce intercept-slope clusters containing areal
units which have similar levels of average disease risk and similar changes in risk over time. This al-
lows health authorities to identify groups of areal units with similar risk values across the entire study
period, which has two important uses. Firstly, the clusters can be used to determine policy across the
region; similar levels of resources can be allocated to areal units in the same cluster. Secondly, there
may be interest in identifying factors which may be causing increased disease risk; for example the
areal units in a cluster with increasing disease risk could be compared to identify possible common
changes in these areas which could have caused the increase in risk.
As shown in the simulation study, this method represents an improvement on the6 model and is
more straightforward to implement than existing spatio-temporal clustering models such as,9 which
requires complex reversible-jump McMC algorithms to identify the clusters. The existing approaches
outlined in Section 2 all assume that the disease risk is constant within a cluster, but the approach
proposed here allows disease risk to vary within a cluster via the random effects. Such variation is
likely to exist in real datasets, and therefore the approach proposed here represents a more realistic
alternative to the existing models.
This model currently has two separate clustering terms, one set for the intercept and the other for
the slope, although it is straightforward to combine these. Nonetheless, it may be of interest to extend
the model to include a single slope-intercept cluster term which can partition the areal units based
on both characteristics rather than separately. This could be implemented within a similar modelling
structure by allowing each intercept-slope cluster to have its own separate intercept and slope fixed
effects. This would mean that the intercept-slope interactions were taken into account when estimating
disease risk instead of forming these clusters by a post-hoc combination of intercept and slope clusters
as is the case here. A possible challenge in such an approach would be avoiding overparameterisation
as a result of the increased number of fixed effects. This model could also be extended by developing
10
a reversible-jump McMC algorithm to allow the number of clusters to be shaped by the data, rather
than relying on a user-defined maximum. This would allow the possibility of an additional cluster
being formed, or two clusters being joined together, at each stage of the McMC algorithm. It would
also be of interest to extend this model to allow for a non-linear trend over time, which would enable
the approach to be applied to data where there is a more complex temporal trend.
Supplementary material
The supplementary material contains an additional simulation study which tests the sensitivity of the
model to the user-defined choice of maximum cluster number. There is also software provided to allow
users to implement the model proposed here.
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Figure 1: Plot of the set of combined intercept/slope clusters. The intercept clusters are represented
by the background colours of the areal units, while the slope clusters are represented by the overlaid
hatching.
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Figure 2: Summary of the results of the simulation study . The top, middle and bottom panels display
boxplots for the number of clusters, Rand index and RMSE respectively. The results relate to Z = 0
(left panels), Z = 0.5 (middle panels) and Z = 1 (right panels). In the top panel, the dashed lines
represent the true number of clusters in each case.
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Figure 3: Plots of the intercepts (top panel) and slopes (bottom panel) obtained by fitting the simple
model Yit ∼ Poisson(EitRit), ln(Rit) = α+ β(t− t¯) separately for each areal unit i.
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Figure 4: The top panel displays the combined intercept-slope clusters, while the bottom panel provides
a visual representation of the characteristics of each cluster. The number of lines in each plot in the
bottom panel corresponds to the number of areal units in that combination of intercept and slope
clusters. The colours in the bottom panel correspond to the colours of the relevant intercept clusters
in the top panel.
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