In this paper, it is shown that dynamic optimization problems of first-order systems can be transformed into a static parametric programming problem, where the state plays the role of the parameter. Thus, an optimal feedback law is obtained. This concept is applied to the diesinking Electrical Discharge Machining, a highly time varying industrial process which necessitates adaptation of machining settings during operation. It is shown that the minimumtime operation of this process is equivalent to choosing the manipulated variables that maximizes the speed of machining at every position.
INTRODUCTION
Optimization has gained interest in the industrial community, since it provides an appropriate framework for improving efficiency and cutting production costs. The main bottleneck is that most real-life systems are dynamic, time varying, and uncertain and dynamic optimization of uncertain systems is not straightforward. So, the use of measurements in the optimization framework need to envisaged (1, 2) .
For first-order systems, this paper exploits the one-dimensional nature of the problem to transform the dynamic optimization problem into a static parametric programming problem. Parametric programming is a concept recently introduced (3, 4) . The idea is to obtain the optimal solution for different values of the parameters. An interesting twist occurs when the state variables are used as parameters (5) . A similar idea, where the state takes the role of the parameter, will be used here.
where † l(t) OE ¬ is the adjoint variable (Lagrange multiplier for the dynamic equation), † m the vector of Lagrange multipliers for path constraints and † n the vector of Lagrange multipliers for terminal constraints. Equation (7), termed the transversality condition, is needed only when the terminal time is a decision variable. The necessary conditions of optimality are given by:
The problem represented by Equations (4) to (7) can be solved by classical dynamic optimization techniques. But, as will be discussed later, the above mentioned problem can be solved using the Static Parametric Programming methodology.
Static Parametric Programming
Parametric programming is a way of including variations in the optimization scheme. In the context of parametric programming, a parameter is an abstract variable, and the optimal solution needs to be calculated for various values of this abstract variable. In the case of static nonlinear programming, the parametric optimization problem can be formulated as follows Parametric programming can be better understood by contrasting it with other optimization approaches:
-Standard nominal optimization -no variation in parameters. The parameters † q * are known and the optimal solution † p * is sought.
-Robust optimization -parameters vary but the variations cannot be measured or estimated. The parameters are known to lie in a region of the parameters space. Then, a solution † p that does not violate the constraints even in the worst case and minimizes the expected cost is sought.
-Parametric programming -parameters vary and their variations can be measured or estimated. Then, an optimal solution as a function of the parameter value is sought, i.e. † p * (q). In other words a law linking the optimal solution and parameters needs to be computed.
In parametric programming, the law † p * (q) is based on the knowledge of the system's dynamics and the constraints. For most systems, but the simplest ones, getting a general control law turns out to be very difficult. So, typically, the optimal solutions are computed off-line for various values of the parameters and stocked in a look-up table. Then, the on-line implementation only requires table readings of the precomputed solution of the optimization problem (5). Thus, parametric programming can be considered as an indirect adaptive technique similar to gain scheduling.
In the above development, the parameter was left as an abstract variable. An interesting case arises when the state of the system takes the role of the parameter. Such is the case with predictive control (5) and a similar idea will be used here.
TRANSFORMATION OF THE DYNAMIC OPTIMIZATION PROBLEM
In this section, the two concepts presented in the preceding section will be used to reformulate the dynamic optimization of first-order systems. This leads to the following dynamic equation for the adjoint variable:
Theorem 1 The dynamic optimization problem (1)-(3) for first-order dynamic systems can be reformulated into the following static parametric programming problem with the state acting as the parameter:
where the state † x takes the role of the parameter. Equation (14) is just a more explicit form of Equation (10), stressing the two possible values for † sign(l(t f )).
n
The crucial point of the result is that † l is a scalar and does not change sign in the considered time interval. So, the dynamic optimization is being converted into a static optimization and the control variable † u(x) is a function of the state † x only (no switching times are expected). For the same reason it is possible to get rid of the Lagrange multipliers in the optimization formulation and to simply choose the relevant scenario according to The state-space representation of the EDM process can be written as: 1 + a 2 t)tanh(a 3 p + a 4 ) + (a 5 + a 6 t) ; a i = a i (t u ), i = 1, 2,K, 6 (17)
