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Abstract
The generalized vertex packing problem seeks to identify a largest subset of nodes from an undi-
rected graph, such that the subgraph induced by this subset of nodes contains no more than some
threshold number of edges. This paper derives a class of valid inequalities based on certain special
subgraphs called webs, which are general structures that subsume cliques, matchings, odd holes, and
odd anti-holes. We also provide a set of conditions for this class of valid inequalities to be facet-
inducing for the web subgraph polytope. Finally, we prescribe a web subgraph identiﬁcation proce-
dure, and test the computational beneﬁts obtained by solving generalized vertex packing instances
with formulations augmented by these web-based valid inequalities.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction
The generalized vertex packing problemwas introduced in [4] as the following variation
of the classical vertex packing problem: given an undirected graph G(N,E) with node
1Acknowledges the support of the National Science Foundation under Grant no. DMI-0094462.
2 Acknowledges the support of the Defense Advanced Research Projects Agency under Grant no. N66001-01-
1-8925.
E-mail addresses: hanifs@vt.edu (H.D. Sherali), cole@sie.arizona.edu (J.C. Smith).
0166-218X/$ - see front matter © 2004 Elsevier B.V. All rights reserved.
doi:10.1016/j.dam.2004.09.008
274 H.D. Sherali, J.C. Smith / Discrete Applied Mathematics 146 (2005) 273–286
weights ci0, ∀i ∈ N , ﬁnd a largest weighted subset of nodes S ⊆ N such that the
number of edges (i, j) ∈ E with i ∈ S and j ∈ S is no more than some given threshold
value k. An unweighted variation of this problem simply seeks a largest cardinality subset S
under the foregoing restrictions. The generalized vertex packing problem can be formulated
by the following mixed-integer program, where xi equals one if node i is selected in the
solution S and zero otherwise, ∀i ∈ N , and where zij = 1 if both i ∈ S and j ∈ S and zero
otherwise, ∀(i, j) ∈ E.
GVP-k : Maximize cx (1a)
subject to
∑
(i,j)∈E
zijk, (1b)
zijxi + xj − 1, zij0, ∀(i, j) ∈ E, (1c)
xi binary, ∀i ∈ N. (1d)
The generalized vertex packing problem is motivated by the national airspace planning
model (APM) developed in [5]. The APM is concerned with selecting ﬂight-plans from
among alternatives for a set of ﬂights subject to conﬂict, sector workload, and airline equity
considerations. In this context, certain safety separation standards between pairs of aircraft
are permitted to be violated so long as the resulting conﬂicts can be reasonably resolved
by air trafﬁc controllers. The number of such conﬂicts permitted within a speciﬁed time
segment over any airspace sector is limited such that an air trafﬁc controller monitoring
this particular airspace sector would need to resolve at most some k1 conﬂicts during
any time segment. This produces a generalized vertex packing substructure in the overall
model formulation. In general, activity selection applications of the classical vertex packing
problem that permit up to k violations of the independent set restriction could be directly
modeled as GVP-k.
Several studies have focused on the polyhedral structure of the classical vertex packing
problem, in which k = 0 (i.e., no pair of nodes i and j may be selected in S if (i, j) ∈ E).
Most relevant to the present paper, Trotter [6] has presented a class of web-based facets for
the vertex packing problem, as discussed in Section 2 below. A summary of other results
related to vertex packing polyhedra may be found in [3].
A preliminary polyhedral study of the generalized vertex packing problem, GVP-k, k1,
has been conducted in [4]. Here, the authors develop a convex hull representation for star
and chain subgraphs, along with valid inequalities for chain, loop, and clique subgraphs
that are facet-inducing inequalities under certain speciﬁed conditions. Computational re-
sults in [4] suggest that valid inequalities generated from loop and clique facets tend to
accelerate the performance of branch-and-bound in solving GVP instances. Since web
graphs (not treated in [4]) subsume odd loop and clique subgraphs, we concentrate in the
present paper on deriving inequalities that induce facets to the convex hull of GVP solutions
on web graphs.
The remainder of this paper is organized as follows. Section 2 introduces certain key
characteristics of a web graph based on which a class of valid inequalities is derived,
followed by a prescription of conditions under which these valid inequalities are facet-
inducing for GVP-k. Section 3 describes an algorithm for automatically identifying web
subgraphs from a larger supergraph. This identiﬁcation procedure is tested in Section 4 by
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examining its effectiveness in detecting large web subgraphs in randomly generated test
graphs, and the computational impact of incorporating such web-based valid inequalities
within model GVP-k. Finally, Section 5 concludes the paper.
2. Web-based facets for GVP-k
Consider a web graph as deﬁned by Trotter [6].
Deﬁnition 1. A web graph, denoted W(n, ) for integers n2 and , where 1n/2,
has a set of vertices Vn = {1, . . . , n} and a set of edges
En = {(i, j) : j = i + , . . . , (i + n− ) mod+ n,∀i ∈ Vn},
where for positive integers r and n, we deﬁne (r) mod+ n as the smallest positive integer p
such that r = p + qn for some nonnegative integer q. Hence, 1(r) mod+ nn.
For example, a web graphW(9, 3) is depicted in Fig. 1. Note that a maximum cardinality
vertex packing onW(n, ) is of size , and that there are exactly n such packings given by
{i, i+1, . . . , (i+−1) mod+ n}, for each i ∈ Vn. Furthermore,web graphs subsume cliques
(W(n, 1) for n2), matchings (W(2s, s) for integers s1), odd holes (W(2s + 1, s) for
integers s1), and odd anti-holes (W(2s + 1, 2) for integers s2).
Let GVP-k, k0, denote the generalized vertex packing problem as deﬁned by Sherali
and Smith [4], where GVP-0 is the classical vertex packing problem. Trotter [6] has shown
that for GVP-0 deﬁned onW(n, ), the inequality∑
j∈Vn
xj (2)
Fig. 1. Web graphW(9, 3).
276 H.D. Sherali, J.C. Smith / Discrete Applied Mathematics 146 (2005) 273–286
is facet-inducing if and only if 2 and n and  are relatively prime. In this paper, we
extend the characterization of this class of web graph based facets to the generalized vertex
packing problem GVP-k deﬁned on W(n, ), for 1k |En|. Note that as mentioned in
[4], such an inequality could then be validly imposed for GVP-k deﬁned on any graph G
that contains this webW(n, ) as a subgraph.
To facilitate our analysis, let us deﬁne E(S), for a web graph W(n, ) and for any set
of vertices S ⊆ Vn, as the set of edges of W(n, ) that are induced by S. As a preliminary
property of web graphs, consider the following technical result.
Proposition 1. Consider a web graphW(n, ), n2, 1n/2.Given any m, 1mn,
the fewest number of edges in E(S) for any S ⊆ Vn having |S| = m is achieved for S
comprised of m consecutive vertices i, . . . , (i +m− 1)mod+ n, for any i ∈ Vn.Moreover,
denoting by f (m) the cardinality |E(S)| for any such S corresponding to a given value of
m, we have
f (m)=
{0 for m= 1, . . . , ,
(m− )(m− + 1)/2 for m= + 1, . . . , n− ,
(2m− n)(n− 2+ 1)/2 for m= n− + 1, . . . , n.
(3)
Proof. For m= 1, . . . , , we clearly have the result holding true since f (m)= |E(S)| = 0
for any S = {i, . . . , (i + − 1) mod+ n}, (or a subset thereof), for any i ∈ Vn.
Next, considerm=n−+1, . . . , n. Form=n,wehavef (m)=|En|=n(n−2+1)/2, since
each node has (n−2+1) incident edges by the structure ofW(n, ). Moreover, if a setD ⊆
Vn of nodes is deleted, the number of edges dropped from En is given by the total number
of edges incident at the nodes in D minus the number of edges induced by D itself, i.e.,
|D|(n− 2+ 1)− |E(D)|. (4)
By examining the values of m= n− 1, . . . , n− + 1, we see from (4) that the maximum
number of edges that could be possibly dropped by deleting (n − m) nodes is given by
(n−m)(n− 2+ 1), which is indeed achieved by deleting any (n−m) consecutive nodes.
Hence, the minimum value of |E(S)| is correspondingly obtained by letting S contain m
consecutive nodes, leading to
f (m)= n(n− 2+ 1)
2
− (n−m)(n− 2+ 1)= (2m− n)(n− 2+ 1)
2
(5)
as stated in (3). (In fact, this argument also actually holds true for m= n− .)
Finally, consider the case of + 1mn− . For a given value of 1, consider any
ﬁxed m + 1, and let us show that the claim is true for any W(n, ) having nm + 
(so that then n2 + 1, i.e., n/2 as required), thereby establishing the stated result.
Note that for n = m + , the result is true from the argument leading to (5) above. By
induction, suppose then that the claim is true up to some nm+ , and consider the case
for (n+1). Denote by P(n, ,m) the problem of ﬁnding S ⊆ Vn inW(n, ) having |S|=m
and inducing the fewest number of edges in E(S) (from En). By the structure of W(n, ),
this problem can be formulated as the following binary quadratic program, where xi = 1 if
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node i ∈ S, and xi = 0, otherwise:
P(n, ,m) : Minimize


−1∑
i=1
xi

n−+i∑
j=i+
xj


+x

 n∑
j=2
xj

+ n−∑
i=+1
xi

 n∑
j=i+
xj




subject to x1 + · · · + xn =m, x binary. (6)
Likewise, we can formulate P(n+ 1, ,m), where, in particular, note that by the symmetry
in the problem, we can set xn+1 = 0 without loss of generality, yielding
P(n+ 1, ,m) : Minimize


−1∑
i=1
xi

n+1−+i∑
j=i+
xj


+x

 n∑
j=2
xj

+ n−∑
i=+1
xi

 n∑
j=i+
xj




subject to x1 + · · · + xn =m, x binary. (7)
Let [P ] denote the optimal objective value for any Problem P, and let P [S] denote
the objective value for solution S in Problem P. Consider the solution S corresponding to
x1=· · ·=xm=1, and xm+1=· · ·=xn=0. Then, noting the terms in the objective functions
of problems (6) and (7), we have
[P(n+ 1, ,m)][P(n, ,m)] = P(n,,m)[S] = P(n+1,,m)[S], (8)
where the ﬁrst equality in (8) follows from the induction hypothesis, and the second equality
in (8) follows by observing that the difference in the objective functions in (6) and (7) is
zero for the solution S because xn+1−+i=0 for i=1, . . . , −1, i.e., xn+2−=· · ·=xn=0
since n+ 2− m+ 1, i.e., nm+ − 1. Hence, S also solves P(n+ 1, ,m), with the
minimal number of edges being induced by m consecutive nodes, as given by
f (m)= 1+ 2+ · · · + (m− )= (m− )(m− + 1)
2
.
This completes the proof. 
Proposition 2. ConsiderGVP-k, k0, deﬁned on aweb graphW(n, ), n2, 1n/2.
Let
+ R =max{integer m : mn, f (m)k}. (9)
Then for any 0k |En|, we have that∑
j∈Vn
xj+ R (10)
is a valid inequality for GVP-k.
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Proof. If  + R = n, then the result is trivial. Hence, suppose that  + Rn − 1. Con-
sider any binary vector x that is deleted by (10), i.e.,∑j∈Vn xj = m + R + 1. Let us
then show that x is infeasible to GVP-k. Let S = {j ∈ Vn : xj = 1}, and note that by
Proposition 1, we have |E(S)|f (m). But nm>+ R, and so from (9), we must have
f (m)k+1.Hence,we have |E(S)|k+1, or that x is infeasible toGVP-k. This completes
the proof. 
Proposition 3. The inequality deﬁned by (10) is facet-inducing for GVP-k under the
conditions of Proposition 2, if additionally, (+ R) and n are relatively prime.
Proof. Since validity has been established in Proposition 2, it is sufﬁcient to exhibit the
existence of n afﬁnely independent solutions xq ∈ Rn, q = 1, . . . , n, that admit feasibility
to GVP-k and for which (10) is binding. Consider the following collection of n solutions:
xq ≡ (xqi = 1 for i = q, . . . , (q + + R − 1)mod+ n, and xqi = 0 otherwise,
∀i ∈ Vn), for each q = 1, . . . , n. (11)
Note that by Proposition 1, deﬁning Sq ≡ {i ∈ Vn : xqi = 1}, we have from (9) that|E(Sq)| = f (+R)k, or that xq admits feasibility to GVP-k, ∀q = 1, . . . , n. Moreover,
(10) is active at each xq , q = 1, . . . , n. Furthermore, let A be the n × n matrix deﬁned by
xq as its qth row, for q = 1, . . . , n, and consider the system A= 0. To complete the proof,
it is sufﬁcient to verify that this system uniquely yields = 0, hence establishing the afﬁne
(linear) independence of xq, q = 1, . . . , n.
Toward this end, note that by subtracting the (q + 1)th row from the qth row of A= 0
(where the (n + 1)th row coincides with the ﬁrst row), we get that (noting by assumption
that + Rn− 1)
q = (q++R) mod+ n, for q = 1, . . . , n. (12)
Consider the string of indices {q1, q2, . . . , qn, qn+1} generated via the scheme
q1 ≡ 1, and qt+1 ≡ (qt + + R) mod+ n, for t = 1, . . . , n. (13)
Observe that qn+1= (1+n(+R))mod+ n=1=q1. However, all other indices q1, . . . , qn
are distinct, since if on the contrary, we have qh = qh+g for any h, g1, h + gn, then
we would have qh+g ≡ (qh + g( + R))mod+ n = qh, or that g( + R)/n is integral.
But gn − hn − 1, and by our hypothesis, ( + R) and n are relatively prime. Hence
this is a contradiction. Therefore, based on (13), we can rearrange the identities within (12)
in the sequence qt = qt+1 , for t = 1, . . . , n, where 1 ≡ q1, . . . , qn are all distinct, and
qn+1= 1. This is equivalent to 1=2=· · ·=n. But the sum of all the rows of the system
A= 0 yields (+R)∑ni=1 i = 0, thereby implying that = 0 is the unique solution. This
completes the proof. 
3. Web subgraph identiﬁcation
In this section, we present an implementation scheme to identify web subgraphs from
which strong valid inequalities may be derived for the generalized vertex packing problem.
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The goal of this subgraph identiﬁcation procedure is to ﬁnd a web subgraphW(n, ) having
as large a value of n as possible, while making  as small as possible. Two combinatorial
challenges face this routine: selecting a subset of nodes from which a web subgraph can be
induced, and ordering these nodes in such a manner to produce a web subgraph having a
minimum value of .
We consider the web subgraph identiﬁcation problem on a graph G(V,E), where V =
{1, . . . , |V |}, and where a web subgraph containing at least  nodes is sought. In order
to anticipate a set of nodes that is likely to induce a web subgraph, we seek a subgraph
satisfying a necessary condition on node degrees in order to produce a desiredweb.We adopt
a contraction algorithm that sequentially deletes a node from the current graph that has the
smallest degree (along with its incident edges) until each remaining node in the resulting
subgraph has a degree of some prescribed minimum value. This approach is summarized
by the following procedures.
Procedure 1. Candidate subgraph identiﬁcation
Initialization: Set Gˆ(Vˆ , Eˆ)=G(V,E), and deﬁne  to be the smallest allowable degree
of any node that we will permit to exist in the candidate subgraph.
Step 1: Deﬁne Q as the set of nodes q such that the degree of node q is less than
. If Q = ∅, then terminate the procedure with subgraph Gˆ. Else, proceed to
Step 2.
Step 2: Delete all nodes q ∈ Q alongwith their incident edges to update Gˆ. If |Vˆ |< , ter-
minate the procedure with no desired subgraph found (and optionally, restart the procedure
employing a smaller value of ). Else, return to Step 1.
Following this procedure, we seek to identify loop subgraphs present in Gˆ, where a
loop subgraph on nodes {1, . . . , s} contains edges (i, (i + 1) mod+ s) for i = 1, . . . , s. We
adopt the procedure outlined in [4] for identifying loop subgraphs, which proceeds by ﬁrst
constructing a spanning tree on the nodes in Gˆ, and then for each of the longest paths
present in the spanning tree, the method examines whether there exists an edge between
the endpoints of this path that would thereby complete the loop. We modify this approach
by biasing the procedure to try identifying spanning trees having the fewest leaf nodes
possible, since such spanning trees would give rise to longer paths, which in turn might
result in detecting larger loops. (Our approach for ﬁnding minimum leaf spanning trees is a
heuristic one, since the identiﬁcation of a minimum leaf spanning tree is strongly NP-hard
[1].) Additionally, since we may perform this procedure several times for a given Gˆ, we
wish to discourage the procedure from repeating the generation of similar spanning trees.A
counter eij , ∀(i, j) ∈ Eˆ, is updated after each iteration of the loop generation procedure,
where eij records the number of times that edge (i, j) has been included in prior spanning
trees generated by this procedure, and then serves as a penalty parameter for the inclusion
of (i, j) in future spanning trees. Furthermore, we design the loop identiﬁcation procedure
to seek multiple loops, since denser webs may be initialized by smaller rather than by larger
loop graphs. The following is an outline of this prescribed procedure, where we assume that
|Nˆ |3.
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Procedure 2. Loop identiﬁcation
Initialization: As inputs to the problem, we are given a graph Gˆ(Vˆ , Eˆ) and a set of
counter values eij ,∀(i, j) ∈ Eˆ. (For the ﬁrst execution of this procedure, these counters
are initialized at zero.) Select a parameter > 0 to penalize the repeated inclusion of edges
in the spanning tree, and a beneﬁt parameter 0<< 1 to encourage the selection of those
edges in the spanning tree that do not add to the total number of leaf nodes present. Compute
initial edge weights as ij = (1+ eij ),∀(i, j) ∈ Eˆ.
Step 1: Generate a minimum spanning tree, MST, based on the weights  using the
method of Kruskal [2], with the following modiﬁcation. At each step of the algorithm,
if an edge (u, v) ∈ Eˆ exists such that u (or v) is already adjacent to at least two other
nodes in the spanning tree, set uv = 1 + euv (i.e. remove the beneﬁt parameter  as a
multiplying factor).
Step 2: Given the MST, let Ve denote the set of its end nodes, reindexed as {1, . . . , |Ve|}.
Set i = 1 and j = 2. Proceed to Step 3.
Step 3: Find the unique path p from i to j in MST, where p is given by p(1), . . . , p(s),
say, and set r = s. Proceed to Step 4.
Step 4: If r < , then go to Step 5. Else, if edge (p(u), p(u + r − 1)) exists for any
u= 1, . . . , s− r + 1, then return L={p(u), . . . , p(u+ r − 1)} as one of the loops (having
r nodes and edges) provided by this procedure. Decrement r by 1 and repeat Step 4.
Step 5: If j < |Ve|, then increment j by 1 and return to Step 3. Else, if i < |Ve| − 1,
increment i by one, set j = i + 1, and return to Step 3. Otherwise, terminate the
procedure.
Now suppose that Procedure 2 returns a loopL havingn nodes. Consider the following
result, which portends the existence of a web based on a loop contained within it.
Proposition 4. For awebW(n, ),with n and  relatively prime, there exists aHamiltonian
cycle having ordered vertices q1, q2, . . . , qn, where q1 = 1, and qt+1 = (qt + ) mod+ n,
for t = 1, . . . , n− 1.
Proof. As shown in the proof of Proposition 3, because n and  are relatively prime, the
sequence of integers (1 + (t − 1)) mod+n are distinct for t = 1, . . . , n, reproducing
the set of integers {1, . . . , n}. Hence, for the given web graph W(n, ), there exist edges
(i, (i + ) mod+ n) for i = 1, . . . , n, and these edges form a Hamiltonian cycle with the
nodes arranged in the order q1, q2, . . . , qn as stated above. This completes the proof. 
Note that Proposition 4 states that given a loop L having n nodes, it is possible that
a web subgraph W(n, ) exists such that n and  are relatively prime, with the node or-
dering of the hypothesized web being obtained via the ordering in the loop according to
Proposition 4. To verify this, a check must be made to ensure that edges (i, (i+ r) mod+ n)
are also present for i = 1, . . . , n− − 1 and r = + 1, . . . , n− − 1. If this check reveals
that we have successfully identiﬁed a web subgraph W(n, ), we next examine whether
or not the same ordering of the nodes also identiﬁes a web W(n, ) for  =  − 1, by
sequentially examining whether or not the edges (i, (i + ) mod+ n) are also present in
the subgraph, for i = 1, . . . , 1 + n − , decreasing  by one each time these conditions
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hold and rechecking for these additional edges, until the check fails or until = 1. Finally,
observe that an incorrect guess for the initial value of  might prevent this procedure from
identifying that a web subgraph does indeed exist, or might return a web subgraph with
an unnecessarily large value of . Hence, for each loop that we test in the foregoing man-
ner, we initialize  equal to each integer less than or equal to n/2 such that n and  are
relatively prime, and such that the minimum degree of the nodes in Vˆ does not preclude
the existence of a web subgraph having this value of . The overall procedure is given
as follows.
Procedure 3. Overall web identiﬁcation scheme
Initialization: Choose a minimumweb size , a minimum node degree , and the number
of trials . Set the trial counter t := 1.
Step 1: Execute Procedure 1 to obtain Gˆ(Nˆ, Eˆ). If Nˆ = ∅, then terminate Procedure 3.
Else, initialize counters eij := 0, ∀(i, j) ∈ Eˆ and proceed to Step 2.
Step 2: Execute Procedure 2 using counters eij . Update the counters by incrementing eij
by one if (i, j) ∈ Eˆ was used in the MST in Step 1 of Procedure 2. Initialize best_ := ∞
and W ∗ := ∅. If no loops are identiﬁed, go to Step 9. Otherwise, execute Step 3 (and its
ensuing process) for each loop L returned by Procedure 2.
Step 3: Let n=|L|. Identify the largest value of n/2 such that n and  are relatively
prime, and proceed to Step 4.
Step 4: Reorder the nodes in L according to Proposition 4 based on the current ordering
of the nodes in the loop L and the parameter . Determine if a web subgraphW(n, ) exists
on this reordered set of nodes. If so, proceed to Step 5; otherwise, go to Step 6.
Step 5: Given the web W(n, ) from Step 4, determine the smallest value 1 for
which the same node ordering provides a webW(n, ). If <best_, then set best_ := 
andW ∗ := W(n, ). Proceed to Step 6.
Step 6: If  = 1, go to Step 7. Else, ﬁnd the largest integer ˜ <  such that ˜ and n are
relatively prime. Set  := ˜, and return to Step 4.
Step 7: IfW ∗ = ∅, go to Step 8. Else, go to Step 9.
Step 8: A webW(n, best_) has been identiﬁed. Perform a two-opt improvement search
wherein each pair of nodes in the web is switched to see if a web having an <best_ can
be found. If so, perform the swap, update best_ accordingly, and reiterate the pairwise
swap procedure. Output W ∗ = W(n, best_) as one of the web subgraphs returned from
this procedure, and proceed to Step 9.
Step 9: If t = , terminate the procedure. Else, set t := t + 1 and return to Step 2.
4. Computational results
In this section, we brieﬂy examine the effectiveness of the web-based valid inequalities
in improving the solvability of randomly generated vertex packing instances. We gener-
ate our test instances by initially seeding a graph with several web subgraphs, and then
connecting these web subgraphs with an assortment of edges whose endpoints do not lie
in the same web. We generated ﬁve different sets of test problems in this manner, with
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each set containing ten instances. The different sets of problems were generated as de-
scribed below. The value of  for each web subgraph generated as a seed for any instance
was determined by the ceiling of a randomly generated number having a mean of 0.3n,
where n is the size of the web graph, and a standard deviation of 3, while ensuring the
restriction that 1n/2. All computational runs were performed on a SUN Ultra 10
workstation having 256 MB of RAM, using the CPLEX 7.0 callable library to solve the
integer programs.
Sets 1, 2, and 3 were seeded with ﬁve web subgraphs whose sizes were determined by
the ceiling of a random number having a normal distribution with mean 20 and standard
deviation of 3. The instances for Sets 1, 2, and 3 have an inter-web edge density of 5%,
10%, and 20%, respectively. Hence, our comparison of algorithmic performances on these
three sets will study the effect of varying inter-web densities while holding the web sizes
(approximately) constant. Set 4 instances were seeded with three web graphs whose sizes
were determined by the ceiling of a normal distribution with mean 33 and standard devi-
ation 3, and their inter-web edge density parameter was selected as 10%. Set 5 instances
were seeded with seven web graphs whose sizes were determined by the ceiling of a nor-
mal distribution with mean 15 and standard deviation 3, and their inter-web edge density
parameter was also set at 10%. We will compare the solvability of instances in Sets 2, 4,
and 5 to examine the impact of large versus smaller webs when the total number of nodes
is held approximately constant.
Our computational studies compare the effectiveness of three strategies: “No VIs”,
wherein (1) is solved without the beneﬁt of any web-based valid inequalities; “Given
Webs”, wherein the seeded web structures are explicitly used to generate the web-based
inequalities (10) that are then incorporated into (1), and “Identiﬁed Webs”, wherein Pro-
cedure 3 is used to identify webs (seeded or otherwise), for which the corresponding
web-based inequalities (10) are generated. After some preliminary experimentation, we
determined appropriate parameter values for Procedure 3 to be given as follows:  =
12,  = 6,  = 5,  = 2, and  = 0.5. Furthermore, after the ﬁrst 25 webs are identi-
ﬁed, valid inequalities are only generated if they correspond to a web W(n, ) such that
< n/2 (such webs are termed dense webs in this section). Note that due to the op-
eration of Procedure 3, each web graph identiﬁed will contain at least one loop graph.
Hence, if  = n/2, the web graph identiﬁed is a simple loop graph (where n and  are
relatively prime).
We ﬁrst compare the computational effort required to solve instances from Sets 1, 2,
and 3, using the three strategies mentioned above, where k = 1 (one violation to the ver-
tex packing restrictions is allowed). Table 1 provides the results of this experiment, dis-
playing the computational time required to solve the instances, and the number of webs
identiﬁed by Procedure 3 for the Identiﬁed Webs strategy. These results show that the
Given Webs strategy is superior to the No VIs strategy regardless of the problem densi-
ties. The IdentiﬁedWebs strategy is most successful for instances having smaller inter-web
densities. It is clearly preferable to obtain knowledge of the largest and most dense web
subgraphs a priori if possible (as done in the Given Webs strategy), but even when this
knowledge is not available, the computational results indicate that a web subgraph identi-
ﬁcation routine such as Procedure 3 can be used to derive valid inequalities that improve
the solvability of the problem. The performance of the IdentiﬁedWebs strategy is less con-
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Table 1
Performance of three strategies on Set 1, 2, and 3 instances
Instance No VIs Given webs Identiﬁed webs Number of Total number of
(CPU seconds) (CPU seconds) (CPU seconds)
Set 1: 5% Inter-web density
1 47.27 33.83 70.08 4 29
2 79.46 26.77 52.5 2 7
3 144.66 44.51 84.74 0 23
4 162.48 60.82 91.39 0 11
5 168.46 81.96 91.25 0 25
6 211.1 123.85 408.08 0 10
7 247.47 137.58 116.27 0 16
8 42.68 55.08 94.84 0 2
9 1180.46 58.38 360.6 0 25
10 158.41 112.9 181.59 0 5
Average 244.25 73.57 155.13 0.6 15.3
Set 2: 10% Inter-web density
1 636.35 161.32 312.52 0 25
2 114.41 80.24 142.66 1 25
3 117.64 93.79 92.23 0 25
4 321.13 88.9 206.81 3 28
5 135.31 48.97 39.26 0 25
6 232.36 81.95 125.71 1 26
7 97.33 72.86 64.13 0 12
8 69.18 73.28 46.57 7 28
9 32.46 62.69 48.31 0 9
10 27.73 52.08 112.26 2 26
Average 178.39 81.61 119.05 1.4 22.9
Set 3: 20% Inter-web density
1 314.05 189.92 220.8 0 25
2 200.13 84.26 239.91 0 22
3 33.95 38.77 82.07 0 13
4 191.74 79.52 65.03 0 25
5 136.42 111.73 539.57 1 26
6 267.8 160.16 773.13 4 27
7 92.45 37.13 59.75 0 25
8 175.7 96.08 146.06 3 28
9 28.78 48.89 51.86 3 28
10 160.44 85.44 210.05 2 15
Average 160.15 93.19 238.82 1.3 23.4
sistent on Set 3 instances, and seems to be worse on average than the No VIs strategy for
this test set.
Next, Table 2 gives the average performance of these three strategies on Sets 1, 2, and
3 for k = 1, 2, and 3. The Given Webs strategy becomes less effective as k increases. The
284 H.D. Sherali, J.C. Smith / Discrete Applied Mathematics 146 (2005) 273–286
Table 2
Average performance (in CPU seconds) of three strategies as k varies
Value of k Problem set No VIs Given webs Identiﬁed webs
1 Set 1 244.25 73.57 155.13
2 Set 1 283.94 102.29 189.20
3 Set 1 213.03 432.86 303.84
1 Set 2 178.39 81.61 119.05
2 Set 2 199.66 111.35 278.96
3 Set 2 223.82 318.52 222.83
1 Set 3 160.15 93.19 238.82
2 Set 3 228.28 107.74 182.15
3 Set 3 225.14 332.98 239.68
CPU time required to solve these instances using the Given Webs strategy increases in 23
out of 30 cases as k goes from 1 to 2, and in all 30 cases as k goes from 2 to 3, compared to
19/30 and 15/30 using the No VIs strategy, and 20/30 and 22/30 using the Identiﬁed Webs
strategy. The Identiﬁed Webs strategy does not seem to depend as strongly on k, and is
slightly more effective overall in solving these problems than using the No VIs strategy.
Finally, it is interesting to analyze the impact of the number of webs versus the size of
webs that exist in the instances, holding k = 1. Recall that Sets 2, 4, and 5 each contain
instances generated with 10% inter-web densities, where Set 2 instances have ﬁve webs
with an average size of 20 nodes, Set 4 instances have three webs with an average size of
33 nodes, and Set 5 instances have seven webs with an average size of 15 nodes. Hence,
each of the thirty test instances in Sets 2, 4, and 5 have approximately 100 nodes with an
inter-web density of 10%, but the number and size of webs vary. Table 3 shows that the
Given Webs and Identiﬁed Webs strategies become even more effective on Set 4 than on
Set 2, when fewer but larger web subgraphs are present in the instances. Observe also that
Procedure 3 is more effective in identifying dense webs in Set 4 than in Set 2. By contrast,
only two dense webs are found in Set 5 instances, and both strategies that use web-based
inequalities become ineffective on this test set.
5. Conclusions
In this paper, we have presented a class of valid inequalities for web subgraphs that arise
in the generalized vertex packing problem, and have identiﬁed conditions under which these
inequalities induce facets to Model (1). In order to demonstrate the potential usefulness of
these inequalities in solving generalized vertex packing instances, we developed a procedure
that seeks to identify large and dense web subgraphs. Our computational tests indicate that
when large web subgraphs are present, the prescribed web-based inequalities are effective
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Table 3
Performance of three strategies on Set 2, 4, and 5 instances with k = 1
Instance No VIs Given webs Identiﬁed webs Number of Total number of
(CPU seconds) (CPU seconds) (CPU seconds) dense webs identiﬁed webs
Set 2: Five 20-node webs
1 636.35 161.32 312.52 0 25
2 114.41 80.24 142.66 1 25
3 117.64 93.79 92.23 0 25
4 321.13 88.9 206.81 3 28
5 135.31 48.97 39.26 0 25
6 232.36 81.95 125.71 1 26
7 97.33 72.86 64.13 0 12
8 69.18 73.28 46.57 7 28
9 32.46 62.69 48.31 0 9
10 27.73 52.08 112.26 2 26
Average 178.39 81.61 119.05 1.4 22.9
Set 4: Three 33-node webs
1 286.08 35.90 137.11 25 50
2 32.64 16.42 30.29 0 25
3 126.78 27.99 138.04 12 36
4 48.58 24.38 35.10 4 29
5 252.85 50.16 96.57 11 36
6 56.63 27.95 102.85 1 26
7 49.72 21.28 50.39 7 32
8 61.57 47.78 82.00 25 45
9 60.38 30.79 80.20 25 50
10 44.6 15.27 75.17 1 26
Average 101.98 29.79 82.77 11.1 35.5
Set 5: Seven 15-node webs
1 213.81 384.97 1085.58 0 1
2 2.42 70.56 2.38 0 3
3 199.41 127.06 216.96 0 2
4 661.67 379.61 444.39 0 9
5 819.26 853.98 1381.55 0 3
6 125.59 150.63 134.22 0 9
7 24.71 77.29 24.82 0 0
8 16.53 120.08 16.41 0 0
9 728.65 1071.43 609.56 1 7
10 53.95 111.80 159.44 1 26
Average 284.60 334.74 407.53 0.2 6.0
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in reducing the computational effort required to solve generalized vertex packing problem
instances, especially when k is small. The use of the web subgraph identiﬁcation procedure
returns many simple loop subgraphs along with some denser web subgraphs, and is also
shown to improve the solvability of many such instances.
We recommend that future research could consider in greater detail the computational
impact of the proposed web-based inequalities for solving generalized vertex packing prob-
lems. While a rigorous computational study is not the focus of this paper, it is of interest
to characterize aspects of problem instances that indicate when such inequalities should
be incorporated into the integer programming model. One avenue that might be explored
could involve the use of these valid inequalities within a branch-and-cut strategy, wherein
the web-based inequalities are applied at various nodes of the branch-and-bound tree, rather
than being generated only a priori at the root node as done in this study.Also, for the case in
which the web structures themselves are not known as problem input, another study might
focus on the development of a more sophisticated web subgraph identiﬁcation technique, or
a web inequality based separation procedure.We leave these details for future investigation.
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