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Abstract
We prove that the Hardy inequality for Dirichlet forms of symmetric Markov processes, recently
proved by P.J. Fitzsimmons, can be established within the framework of our potential inequality. This
clearly emphasizes the role played by the maximum principle in the inequality.
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1. Introduction
In his recent paper P.J. Fitzsimmons [2] has developed a very general form of Hardy’s in-
equality, which is valid for the Dirichlet form of a symmetric Markov process. Furthermore,
building on ideas of G. Tomaselli [10] and A. Ancona [1], Fitzsimmons has established a
deep connection between his inequality and a certain potential-theoretic condition which
requires the existence of a particular superharmonic function. Curiously enough, some ten
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ity (as observed by the author in [2, Remark 1.13(d)]). In [8] we have shown that a very
general form of Hardy’s inequality (valid on abstract measure space) is a consequence of
the maximum principle (as defined in [8] on abstract kernels). It appears at first that, al-
though they clearly overlap in many cases, Fitzsimmons’ and our approach do not describe
related features when taken in their most abstract forms. However, as it turns out, if one
views this problem from “the proper angle” one can prove that Fitzsimmons’ inequality is
in fact within the framework of our potential inequality. The purpose of this article is to
establish this fact.
2. Preliminaries
For a start, we shall introduce the framework of the potential inequality from [8]. We
assume that our basic measurable space is (E,B(E)), where E is the Lusin topological
space (i.e., E is homeomorphic to a Borel subset of a compact metric space) and B(E)
is the σ -algebra of Borel sets. Let us explain at the outset that the setup in [8] is actually
slightly less general (E is a locally compact Hausdorff space with a countable base), but
even then we observed the much more general nature of the potential inequality (see [8,
Remark 5]). In particular, it is very simple to check that the results required here are valid
for Lusin spaces, as well (see, for example, M. Sharpe’s book [9] for technical details on
the spaces involved). We shall work on positive kernels N :E × B(E) → [0,+∞]; i.e.,
N(x,dy) is a Borel function in the first variable and it is a σ -finite measure in the second
variable. For such a kernel N(x,dy) and a Borel function f we define the potential (with
respect to N ) of f by
(Nf )(x) ≡
∫
E
f (y)N(x, dy), (2.1)
whenever the integral in (2.1) makes sense. We say that such an f is in POT (N). Obvi-
ously, every non-negative Borel function is in POT (N).
For a measure µ on (E,B(E)) we define a measure Nˆµ on the same space by
(Nˆµ)(dy) ≡
∫
E
N(x, dy)µ(dx). (2.2)
Following [8], for R⊆POT (N) we say that N satisfies the strong maximum principle
(on R, and with a constant M  1), if, for every f ∈R and for every λ 0,
Nf Mλ + N[f +1{Nfλ}]. (2.3)
We shall use here the following, say Lp-version of the potential inequality (see
[8, (17)]); in [8] there are more general versions for convex functions and for concave
functions. Let N(x,dy) be a positive kernel on E which satisfies the strong maximum
principle on R⊆POT (N) (with constant M  1).
Then, for each σ -finite measure µ on (E,B(E)) and for every f ∈R,∫ [
(Nf )+
]p
dµ pMp−1
∫
f +
[
(Nf )+
]p−1
d(Nˆµ) (2.4)E E
M. Rao, H. Šikic´ / J. Math. Anal. Appl. 318 (2006) 781–786 783for p  1.
Let us now describe the setup for Hardy’s inequality for Dirichlet forms, established
in [2]. Let X = (Ω,F ,Ft ,Xt , θt ,P x) be a transient right Markov process on the state
space (E,B(E)), while ∆ is the cemetery outside E; the terminology here comes from
the general theory of Markov processes (see, for example, [4,9]). Following [2], we as-
sume that the transition semigroup (Pt ) of X maps bounded real-valued B(E)-measurable
functions on E into the same space, i.e., Pt :bB(E) → bB(E). Associated with it is its
potential operator U , given by
Uf =
+∞∫
0
Ptf dt. (2.5)
Recall that transience means that there exists a strictly positive q which is B(E)-
measurable and such that Uq is bounded. The equality (2.5) is, of course, of the form
(2.1) with respect to U(x,dy) given by
U(x,dy) =
+∞∫
0
pt(x, dy)dt, (2.6)
where pt(x, dy) is the transition probability of X.
It is furthermore assumed that X is symmetric; in the sense that there exists a
σ -finite measure m on (E,B(E)) such that, for every f,g ∈ pB(E) (non-negative B(E)-
measurable functions),
(f,Ptg)m = (Ptf, g)m, (2.7)
where (u, v)m ≡
∫
E
uv dm. Hence, one can extend Pt uniquely from bB(E) ∩ L2(m) to
L2(m), and (Pt ; t  0) becomes a C0-semigroup of contractions in L2(m). We denote by
L its infinitesimal generator. Recall that on its domain −L−1 equals U , and that √−L is
defined on
D ≡
{
u ∈ L2(m): sup
t>0
1
t
(u,u − Ptu)m < +∞
}
. (2.8)
Associated with the process X is its Dirichlet form (E,D) where E is the bilinear form
on D given by
E(u, v) ≡ (√−Lu,√−Lv)m = lim
t↘0
1
t
(u, v − Ptv)m. (2.9)
Standard reference for this theory is [3], while here we shall follow the notation and ter-
minology of [2]. Recall that each u ∈ D admits a quasi-continuous modification u˜ such
that t 
→ u˜(Xt ) is right continuous on [0,+∞) with left limits on (0,+∞) Pm-a.s. An
excessive function f :E → [0,+∞] is called superharmonic if {f = +∞} is m-null. The
assumption of symmetry of X allows us to conclude that every superharmonic function has
to be quasi-continuous.
Suppose that µ is a measure on (E,B(E)) such that µU (the potential of µ, which is
also defined for general kernels in (2.2), but in this symmetric case (Uˆµ) = µU ) is σ -finite
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derivative
d(µU)
dm
,
which is superharmonic (see [2,5]) and, following [2], we denote it by U(µ). Recall that
for a superharmonic function w there is a unique decomposition (Riesz decomposition)
w = U(µ) + h, (2.10)
where µ is as above and h (the harmonic part of w) is a superharmonic function that
specifically dominates no non-zero potential. Furthermore, µ can be uniquely decomposed
as µ0 + µ1, where µ0 (the so called Riesz charge of w) charges no X-exceptional set and
µ1 is carried by an X-exceptional set; see [2] and the references therein for more details.
3. Main result
We are now in a position to state and prove the main result. P.J. Fitzsimmons proves
in [2] the following theorem (there is a converse to the statement in [2], as well; we do not
address it here); it is the key result in [2].
Theorem 3.1. [2, p. 550] Let ν be a σ -finite measure on E. Suppose there is a constant
δ > 0 and a strictly positive superharmonic function w such that
(δw) · ν  µ0, (3.1)
in the sense that
∫
(δw)f dν 
∫
f dµ0 for f  0, then, for every u ∈D,∫
E
u˜2 dν  1
δ
E(u,u), (3.2)
where u˜ is any quasi-continuous m-version of u.
Remark 3.4. We shall prove that the inequality (3.2) (the Hardy inequality) is a corol-
lary to the potential inequality, but with the slightly weaker constant (2/δ instead of 1/δ).
However, we would like also to point out that the proof we are going to present dissects
clearly where does one apply two crucial potential-theoretic features needed to establish
the inequality (3.2): namely the maximum principle and the condition (3.1).
Additional feature of the potential inequality is that it is not “Hilbertian” in nature (like,
say, the Dirichlet form is); there are versions of the potential inequality in the p-case or,
even beyond, in the convex case.
Proof of Theorem 3.1. Without loss of generality we can assume that u is a potential; use
techniques from [7, Chapter 7], see also the last part of the proof of [6, Lemma 2.1].
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is shown in [2] that (3.1) implies that ν is smooth; in particular, it does not charge X-
exceptional sets. We have∫
E
u˜2 dν =
∫
E
U(fw)2 dν.
The first key observation of our proof is that instead of the original Markov process X
we can apply the Doob h-transform with w and obtain a kernel
Gf (x) ≡ 1
w(x)
U(fw)(x),
which is again the kernel of a transient strong Markov process. In particular, G satisfies the
strong maximum principle with M = 1. Since∫
E
U(fw)2 dν =
∫
E
(Gf )2 d
(
w2 · ν),
we apply the potential inequality (2.4), with p = 2, for the kernel G to get∫
E
u˜2 dν  2
∫
E
G
[
f +Gf
]
w2 dν = 2
∫
E
U
[
f +wGf
]
wdν
= 2
∫
E
U
[
f +U(fw)
]
d(w · ν) = 2
∫
E
U
[
fU(fw)
]
d(w · ν),
since f  0.
Now, we can apply (3.1) to get that
2
∫
E
U
[
fU(fw)
]
d(w · ν) 2
δ
∫
E
U
[
fU(fw)
]
dµ0,
which is equal to
2
δ
∫
E
f · U(fw)d(µ0U).
Using the Riesz decomposition (2.10) and the positivity of functions involved, we get
w = U(µ0) + U(µ1) + hU(µ0) = d(µ0U)
dm
,
i.e.,
d(µ0U) d(w · m). (3.3)
It follows that∫
E
u˜2 dν  2
δ
∫
E
fw · U(fw)dm = 2
δ
(−L(U(fw)),U(fw))
m
= 2
δ
(−Lu,u)m
= 2
δ
E(u,u). 
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One of them is the potential inequality, the second one is the condition (3.1), and the third
one is (3.3). It is worth noticing that in the special case when w is a potential, i.e., w = Uf ,
then µ0 = f ·m and d(µ0U) = (Uf )dm = d(w ·m), so we obtain the equality in (3.3), as
well.
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