The vertebrate genome is a mosaic of GC-poor and GC-rich isochores, megabase-sized DNA regions of fairly homogeneous base composition that differ in relative amount, gene density, gene expression, replication timing, and recombination frequency. At the emergence of warm-blooded vertebrates, the gene-rich, moderately GC-rich isochores of the cold-blooded ancestors underwent a GC increase. This increase was similar in mammals and birds and was maintained during the evolution of mammalian and avian orders. Neither the GC increase nor its conservation can be accounted for by the random fixation of neutral or nearly neutral single-nucleotide changes (i.e., the vast majority of nucleotide substitutions) or by a biased gene conversion process occurring at random genome locations. Both phenomena can be explained, however, by the neoselectionist theory of genome evolution that is presented here. This theory fully accepts Ohta's nearly neutral view of point mutations but proposes in addition (i) that the AT-biased mutational input present in vertebrates pushes some DNA regions below a certain GC threshold; (ii) that these lower GC levels cause regional changes in chromatin structure that lead to deleterious effects on replication and transcription; and (iii) that the carriers of these changes undergo negative (purifying) selection, the final result being a compositional conservation of the original isochore pattern in the surviving population. Negative selection may also largely explain the GC increase accompanying the emergence of warm-blooded vertebrates. In conclusion, the neoselectionist theory not only provides a solution to the neutralist/selectionist debate but also introduces an epigenomic component in genome evolution. base composition ͉ isochores ͉ nearly neutral theory ͉ neutral theory T he most famous sentence from The Origin of Species (1) , ''This preservation of favourable variations and the rejection of injurious variations I call Natural Selection,'' suggests a dichotomy in the fate of ''variations'' and is generally interpreted accordingly. This sentence was immediately followed, however, by another one that still is only exceptionally quoted: ''Variations neither useful nor injurious would not be affected by natural selection.'' I.e., Darwin distinguished not two, but three kinds of variations: advantageous, deleterious, and neutral. Whereas advantageous variations expand in the progeny (by positive, or Darwinian, selection), the deleterious ones tend to disappear (by negative, or purifying, selection), and the neutral ones may come out of their limbo to be fixed (like the advantageous variations), or to disappear (like the deleterious ones). Incidentally, the concept of neutral variations is absent in Wallace (2) .
Neutral variations were simply obliterated by the selectionists (the neo-Darwinians) (3, 4) , although not by all of them (see ref. 5). They were, however, resurrected by the neutral theory, which broke the long predominance of the selectionist theories (see ref. 6) . Indeed, Kimura (7, 8) claimed that ''the main cause of evolutionary change at the molecular level-changes in the genetic material itself-is random fixation of selectively neutral or nearly neutral mutants.'' Darwin's ''survival of the fittest'' was replaced by Kimura's ''survival of the luckiest,'' and Darwinian and neo-Darwinian evolution were substituted by ''non-Darwinian evolution'' (9). Kimura's revolutionary proposal started a neutralist/selectionist debate, which is still going on (see ref. 10 ) and which concerns the important issue of the role of chance in evolution. A very significant modification of the neutral theory was the nearly neutral theory of Ohta (11, 12) , who proposed that a substantial fraction of changes are caused by random fixation of nearly neutral changes, a class that ''includes intermediates between neutral and advantageous, as well as between neutral and deleterious classes'' (13) . The first four schemes of Fig. 1 display a qualitative picture of the classical theories just mentioned.
All classical theories proposed that natural selection acted on the ''phenotype'' [called the ''classical phenotype'' by Bernardi and Bernardi (14) , to distinguish it from the ''genome phenotype'' presented below]. Whether visualized through hereditary morphological traits (by Darwin), genetic characters (by the neo-Darwinians), or protein and DNA sequences (by Kimura), the classical phenotype is the result of the expression of single genes or of a small number of genes, and its evolution was seen as essentially due to single-nucleotide mutations.
In contrast, the ''neoselectionist theory'' arose by comparing the genome phenotypes (14) , namely the ''compositional patterns'' or ''compositional landscapes'' of whole genomes. The ''compositional approach'' was initially made possible by a high-resolution analysis (see refs. [15] [16] [17] [18] of eukaryotic genomes, in which DNA was fractionated by ultracentrifugation in Cs 2 SO 4 density gradients in the presence of sequence-specific ligands (Ag ϩ or, later, BAMD [bis(acetato-mercuri-methyl)dioxane]). Although experimentally sophisticated, this approach was conceptually simple, because it concerned the frequency of ligandbinding oligonucleotides, a property correlated with the base composition of DNA. This compositional approach was extended by computer work to sequences of genes and whole genomes as soon as they became available.
The compositional approach led to the following: (i) the discovery of compositional compartmentalization, compositional correlations, and compositional evolution; (ii) evidence that genome evolution does not only proceed by point mutations, but also by regional changes; and (iii) the development of the neoselectionist theory of genome evolution. The three points under (i) will be summarized in the sections below by using our results on the vertebrate genome.
Compositional Compartmentalization: Isochores and Chromosomal Bands, and Gene Distribution
The genomes of mammals are compositionally compartmentalized (16) , in that they are ''mosaics of isochores'' (18) , fairly homogeneous regions, originally estimated as longer than 300 kb (the upper limit that could be measured by the approach used at that time; see previous section). These regions could be assigned to five compositionally narrow families that cover a very wide GC range (34-59% GC in the human genome). This discontinuous compartmentalization was in sharp contrast with the then-predominant view of a continuous compositional change of DNA along chromosomes.
Recent results (19) have confirmed these conclusions at the sequence level by mapping isochores on human chromosomes and by providing information on the number (Ϸ3,200), the average size (Ϸ1 Mb), and the GC levels of isochores. The standard deviations of GC levels are Ϸ1% GC within isochores covering 85% of the genome, and Ϸ2% GC in the remaining, mostly GC-rich, isochores. If isochores are pooled in 1% GC bins, their distribution confirms (19) that they belong in the five families previously described (20) (see Fig. 2 ). Isochores are, in fact, the ultimate chromosomal bands because below the 100 kb level the GC profiles of chromosomes (especially of the GCrichest regions) are characterized by large fluctuations due to coding sequences, introns, interspersed repeats, etc. Interestingly, the number of isochores is close to that, 3,000, of the highest-resolution bands observed by Yunis et al. (21) in early prophase, and the average size of an isochore is equal to the average size of a ''site of replication'' as defined by Ma et al. (22) .
It is generally accepted that the molecular basis of cytogenetic bands is not well understood. Isochores do allow one, however, to define the standard Giemsa and reverse bands at a 850-or 400-band resolution on purely compositional grounds (23) , thus ending the debate on whether the chromosomal bands are due to DNA, as thought by Caspersson (see ref. 24 ), or to the associated proteins (25) . In addition, the isochore map allowed us to detect a nested structure that concerns not only contiguous isochores but also contiguous high-resolution bands (23) .
The assessment of gene density in compositional DNA fractions (see Fig. 2 ) led to the discovery (20, 26, 27 ) that genes are not uniformly distributed in the mammalian genome, contrary to what was previously thought. Indeed, in the human genome almost two-thirds of the protein-coding genes are concentrated in the GC-richest isochore families H2 and H3 (only representing 15% of the genome), which was called the ''genome core'' (28, 29) . The rest is spread over the vast (Ϸ85%) GC-poor ''empty space,'' or ''empty quarter'' (from the name of the Arabian desert), eventually called the ''genome desert'' (30) (31) (32) , namely the GC-poor isochore families L1, L2, and H1. These two ''gene spaces'' (30) are different not only in gene density but also in a number of other basic properties, which are summarized in Fig.  2 . Recent data have revealed that the isochore map (19) matches the replicon cluster map of Watanabe et al. (33) , and that both isochore size and average GC of isochore families are conserved in vertebrates (M. Costantini, F. Auletta, and G.B., unpublished data), reinforcing the concept that isochores represent ''a fundamental level of genome organization'' (34) .
Compositional Correlations: The Genomic Code
Positive compositional correlations were found to hold between coding and contiguous noncoding sequences, both intergenic and intragenic (20) . Moreover, GC 1 , GC 2 , and GC 3 (the GC levels of the three codon positions) were shown to be correlated with each other (14, 35) . Such general rules were called (36) ''genomic code'' (not to be confused with the ''genetic code''), a definition later extended to the correlations between the GC levels of the three codon positions with amino acid composition These were reintroduced and amplified by Kimura (7, 8) , who developed the neutral theory of evolution (a non-Darwinian evolution, according to ref. 9). The nearly neutral theory was proposed by Ohta (12, 13, 102) to include intermediates between neutral and advantageous, as well as between neutral and deleterious changes. In the neoselectionist theory, the critical changes are responsible for the transition from point mutations to regional changes (modified from refs. 12 and 103). (37), hydrophobicity (38) , and secondary structures of the encoded proteins (39, 40) . Interestingly, the genomic code allows predicting the composition of flanking sequences and introns from the composition of coding sequences (and vice versa), as well as predicting protein properties from the composition of the corresponding coding sequences (and vice versa). Along the same line, plots of GC 2 vs. GC 3 revealed clusters of proteincoding genes corresponding to each isochore family and forming ''gene landscapes'' (41) that have led to simple proteomic checks for detecting noncoding RNA (42) . Needless to say, all these results provided strong evidence for the genome as an integrated ensemble with little or no room left for what Ohno called ''junk DNA'' (43) .
Compositional Evolution: Genome Phenotypes, and the Transitional and Conservative Modes of Evolution
In vertebrates, the compositional patterns of isochores and of coding sequences, as well as the GC 3 levels of orthologous coding sequences, were found to be strikingly different between fish/ amphibians on the one hand and mammals/birds on the other, reptiles showing intermediate patterns (17, (44) (45) (46) (47) . More precisely, at the transition between cold-and warm-blooded vertebrates, the moderately GC-rich ancestral genome core of coldblooded vertebrates underwent a remarkable GC increase to become the genome core of mammals and birds (48) (see Fig. 3 ). This implied the existence of a ''transitional'' (or ''shifting'') ''mode'' of evolution that took place independently in the ancestral genomes of mammals and birds, and yet led to similar isochore patterns that were maintained in mammalian and avian genomes (49, 50) . In contrast, the genome desert did not undergo any major compositional change (48) , except for the decrease of methylcytosine and CpG, which affects the whole genome (see below).
Compositional differences among genomes from vertebrates belonging to the same classes (fishes, amphibians, etc.) could, however, be observed as the result of ''whole genome (or horizontal) shifts'' (51) (52) (53) . These shifts apparently are the consequence of changes in genome size, in environmental conditions, in mutation rates, and in the intensity and duration of the mutational AT bias, i.e., the predominance of GC3AT vs. AT3GC changes (54) (55) (56) (57) (58) (59) (60) (61) (62) (63) . This bias is likely to be due, as in the case of ''mutator mutations'' of prokaryotes (64), to mutations in the genes coding for subunits of the replication machinery (65) .
The compositional transition between cold-and warmblooded vertebrates could not be accounted for by the random nucleotide substitutions of the neutral theory (see also below) and required, therefore, another explanation. The ''thermodynamic stability hypothesis'' (14) proposed that the GC increase of the genome core accompanied the emergence of homeothermy and simultaneously provided the selective advantages of increased stabilities of DNA, RNA, and proteins. Indeed, high GC levels in coding sequences not only increase the stability of DNA and of the stem structures of transcribed RNAs, as demonstrated by the GC increases of corresponding stems of ribosomal RNAs from cold-to warm-blooded vertebrates (66, 67) , but also favor amino acids that thermodynamically stabilize proteins, as indicated by observations of Argos et al. (68) and Zuber (69) that were recently confirmed by Nishio et al. (70, 71) .
This selectionist explanation was supported (i) by the similar genome changes occurring in the independent lines of mammals and birds; (ii) by the decreases of CpG doublets and methylcytosine, which are correlated with increasing body temperatures in vertebrates ranging from Antarctic fishes to mammals (72-76); (iii) by the variable compositional heterogeneity and methylation levels (intermediate between those of fishes/amphibians and mammals/birds) of the genomes from reptiles (51, 47, 77) , which are known to have different body temperatures and thermal regulations; (iv) by the mammalian-like isochore organization of the genomes of subtropical and tropical insects (Drosophila, Anopheles) (78, 79) ; and (v) by the increase of GC levels that accompanies the increase in optimal growth temperatures in many families of prokaryotes (80) .
The thermodynamic stability hypothesis stressed the molding effect of the environment on the genome (14) . In fact, our use of the old-fashioned distinction between cold-and warmblooded vertebrates was meant to suggest that the cause of genome changes was ''body temperature.'' The hypothesis could also explain why, at the emergence of a stable body temperature Ϸ40°C (homeothermy), the ''open chromatin'' of the genome core, which has an expanded configuration at the center of the interphase nucleus, required a GC increase to be stabilized, whereas the ''closed chromatin'' of the GC-poor genome desert did not, being stabilized by its own compact structure packed against the nuclear membrane (81). The different chromatin structure could also explain why retroviral sequences initially integrate in GC-rich regions (see ref. 32 for a review).
The transitional mode of evolution stopped in mammals after they emerged from their common ancestor, suggesting that an equilibrium was reached (the decline of the isochore structure in some mammalian orders, proposed by some authors, still is under debate) (see refs. 33 and 82-85). The evidence for this compositionally ''conservative mode'' of evolution was initially provided by the similarity of the compositional distribution of coding sequences and of GC 3 levels of orthologous coding sequences of mammals from different orders (44) . Recent results showed that, in addition, the patterns of orthologous (or syntenic) isochores are conserved in different mammalian orders (e.g., Fig. 4 ), including the human/mouse case in which one of the two genomes, the mouse genome, is characterized by a great acceleration in substitution rate (86, 87) . This is an astonishing result in view of the mutational AT bias of vertebrates and of the fact that the species under consideration have been diverging for 90 million years (88) . Because the neutral substitution rate has been estimated as 3.9 ϫ 10 Ϫ9 substitutions per year (10, 89), Ϸ70% nucleotide substitutions took place. This would approximately correspond to 54% sequence identity if one accounts for multiple and parallel substitutions. Some differences in size and in GC levels between syntenic isochores do exist, but they are largely accounted for by inserted mobile elements, and by the whole-genome shifts mentioned above. Needless to say, the remarkable conservation of both isochore size and average base composition of isochore families in all vertebrates (M. Costan- Fig. 3 . Scheme of the compositional evolution of vertebrate genomes. At the transition from cold-to warm-blooded vertebrates, the gene-dense, moderately GC-rich ''ancestral genome core'' (pink box) became the genedense, GC-rich genome core (red box), but the GC-poor and gene-poor (blue box) genome desert did not undergo any major compositional change. This transitional (or shifting) mode, which was accompanied by an overall decrease of CpG doublets and methylcytosine, was followed by a conservative mode of genome evolution in which compositional patterns were maintained (modified from ref. 32 ).
tini, F. Auletta, and G.B., unpublished data) adds two very important properties to the general picture just presented.
The conservative mode of evolution was originally explained by ''negative selection acting at a regional (isochore) level to eliminate any strong deviation from presumably functionally optimal composition of isochores'' (44), a general conclusion supported by Gillespie (90) . It should be stressed that the compositional conservation of syntenic isochores (see Fig. 4 ) not only reinforces the original idea of negative selection but also implies a functional role of noncoding sequences in the genome, which is also suggested by a number of other considerations (see, for example, ref. 91 ). Objections to selection and alternative hypotheses (in particular the biased gene conversion) (see ref. 84) for the formation and maintenance of the GC-rich isochores of mammals and birds have been discussed in detail elsewhere and shown not to hold (31, 32) .
In conclusion, selection appears to account for both the formation and the maintenance of isochores, two phenomena that cannot be explained by the neutral theory, which, incidentally, was elaborated without any knowledge of isochore patterns. In fact, comparisons of orthologous mammalian genes or proteins (such as those used at that time) unfortunately missed not only the compositional heterogeneity of mammalian genes within the same genome, but also the compositional changes that took place between cold-and warm-blooded vertebrates. However, whereas a random fixation of neutral mutants (or a biased genome conversion) could not generate GC-rich isochores and would erode the isochore pattern over evolutionary time, the majority of mutations per se could only be neutral and nearly neutral. Indeed, in genomes in which noncoding sequences may represent 99% of DNA, no single-nucleotide change could have a strong enough selective advantage or disadvantage, at least in the vast majority of cases. There was, therefore, a need to reconcile the neutrality or near-neutrality of the point mutation process with selection at the regional level.
Neoselectionist Theory of Evolution
Let us consider now the conservative mode and follow the evolution of a gene-dense, GC-rich region from a warm-blooded vertebrate. Initially, the region is assumed to be at a compositionally acceptable GC level (Fig. 5) . Because of the local accumulation of AT-biased mutations, some regions will drift toward lower GC values over evolutionary time. This ratchet process goes on until a certain GC threshold is trespassed (we called ''critical changes'' the changes responsible for trespassing the threshold). This leads to a regional change in chromatin structure that can spread (see refs. 92 and 93 for the spreading of silent chromatin) and interfere with DNA replication. Needless to say, the regional changes in chromatin structure would also have deleterious effects on the expression of genes in the region (see ref. 94 for chromatin structure control on gene expression and ref. 95 for insulators). The end result of this ''epigenomic process'' is negative selection on the carriers of such deleterious changes, the survivors showing a conserved isochore pattern. Interestingly, the proposed selection process does not create an impossible ''genetic load'' (96) , as is the case for the selectionist theory of the neo-Darwinians, and does not substantially increase the ''cost of natural selection'' (97) because of its low frequency. Incidentally, the development of the model of Fig. 5 and some pioneering views along similar lines (91, 98) were described elsewhere (32) .
To sum up, the essential points of the model are the deleterious chromatin changes, and the negative selection of the carriers of such changes. At present, the best explanations for initiating the regional chromatin changes are the compositional drift due to the AT bias and the trespassing of a lower GC threshold. It is possible, however, to think about other ways that allow one to reach the crucial changes in chromatin structure. Fig. 6 . A scheme of the transitional mode of evolution describing the GC increase of a gene-dense DNA region during the emergence of homeothermy. The basic feature is an increase in the GC level of the lower threshold (broken blue line) by a ratchet mechanism, which leads to an increased GC level of the region (pink-to-red lines). In an early phase, the average GC level of the region, initially visualized at its compositional optimum (arbitrarily set here at 54% GC), is decreasing because of the mutational AT bias (the vertical blue bars crossing the black DNA line represent the ''excess'' GC3 AT changes), but remains within a tolerated range (whose arbitrary thresholds are indicated by the thick horizontal broken lines). In a late phase, the average GC level trespasses the lower threshold (arbitrarily fixed here at 52% GC), because of the last changes, the critical changes. The chromatin (red boxes) then undergoes a structural change (broken blue box) that is deleterious for transcription and replication (see text). Until then, the changes may be neutral or, more probably, nearly neutral (modified from ref. 32) .
For example, the insertion of a retroviral sequence or a mobile element might conceivably replace nucleotide substitutions as critical changes.
We will now consider in more detail some features of the model. (i) First, until the threshold is reached, the mutational process essentially consists of neutral or nearly neutral changes. (ii) After the threshold is trespassed and chromatin changes have occurred, the effects will be more or less deleterious according to the affected genome regions and the extent of the epigenomic changes. (iii) The lowered GC level of a region may be revealed by a comparison with a syntenic region from another species or another population, so providing a test for the theory. (iv) The time required for the actual disappearance of the carriers of epigenomic changes from the population will depend on the severity of the deleterious changes, and should be comparable with the time needed for the elimination of classical deleterious changes in coding and regulatory sequences located in the same regions. (v) The deleterious effects of chromatin alteration may also concern physiological chromatin remodeling. For instance, in the course of spermatogenesis, chromatin is drastically remodeled when histones are replaced by protamines, the reverse process occurring after fertilization. It is conceivable that regional compositional changes in DNA/chromatin may interfere with this process and cause gamete or zygote death.
The model of Fig. 5 also helps understand the ''transitional mode'' of genome evolution (Fig. 6 ) by positing (i) a GC increase of the threshold, which accompanies the increasing body temperature of vertebrates on the way to the higher body temperature of mammals and birds; and (ii) a ratchet mechanism, which only requires negative selection because of the deleterious chromatin changes associated with sequences trespassing the threshold. In this case, negative selection, in combination with an environmental factor (body temperature), far from simply maintaining the ''status quo'' (and being ''boring'') (99) can help genome adaptation (and be ''creative'') (100) . Two points should be stressed here. The first is that the GC increase process just outlined took a very long time and comprised at least two major phases, involving the compositional transitions of amphibians to reptiles and of reptiles to mammals/birds, respectively. The second point is that the process took place at the level of isochores, the common basic structure of all vertebrate genomes.
We know, however, that positive selection can also play a role in the transitional mode by increasing GC levels according to the thermodynamic hypothesis. For example, nonsynonymous changes characterized by GC increases are predominant over synonymous changes in many coding sequences and lead to amino acid replacements that favor protein stability in Gillichthys seta, a fish living at temperatures up to 40°C, compared with Gillichthys mirabilis, a congeneric fish living at a lower temperature (G. Bucciarelli, D. Costagliola, and G.B., unpublished data).
In conclusion, the major novelties of the neoselectionist theory are the demonstrations (i) that the compositional compartmentalization, the compositional correlations between coding and noncoding sequences, and the transitional and conservative modes of evolution cannot be accounted for by an AT-biased point mutation process occurring at random locations (nor by a random gene conversion process, for that matter); (ii) that the structural and evolutionary features of the vertebrate genome can only be explained by a regional process; incidentally, the main reason why the neutralist/selectionist debate went on for so long probably was its being focused on the neutrality/ nonneutrality of point mutations; and (iii) that such a regional process can only be visualized as due to an epigenomic event such as a change in chromatin structure, which interferes with replication and transcription; the coincidence between isochores and replicon clusters explains why the functional problems may have an isochore dimension.
Needless to say, invoking the participation of chromatin in genome evolution is a paradigm shift that justifies calling the neoselectionist model (32) a theory (101) . It should be noted that, strictly speaking, the definition of neoselectionist theory applies only to the ''selective mode'' of Fig. 5 . In this case, the combination of the neoselectionist theory and the nearly neutral theory of Ohta should be called the ''neosynthetic theory'' (the synthetic theory combined Darwinism and Mendelism). For the sake of simplicity, the definition of neoselectionist theory might be extended, however, to incorporate the nearly neutral theory of Ohta, as depicted in the bottom scheme of Fig. 1 , where the critical changes are indicated as the most deleterious ones because they affect whole genome regions instead of individual nucleotides.
It should be stressed that the neutral theory and the neoselectionist theory proposed here lead to very different general views of evolution. Indeed, although Kimura's view that ''increases and decreases in the mutant frequencies are due mainly to chance'' led him, logically, to the idea of the survival of the luckiest, obviously the control of natural selection on the genome phenotype leads us back to the survival of the fittest. In fact, the neoselectionist theory is an extension of Darwin's theory, and could be defined an ''ultra-Darwinian theory,'' in that even neutral and nearly neutral changes are eventually controlled by natural selection. Some general implications of the neoselectionist theory concerning the deterministic vs. the stochastic nature of the evolutionary process, the central dogma, and the genetic code will be dealt with elsewhere.
Finally, the neoselectionist theory not only accounts for the organization and evolution of the vertebrate (and eukaryotic) genome but also makes some predictions, the main one being that an organism or a gamete may be endowed with a different degree of ''genomic fitness'' depending on the different numbers and locations of altered chromatin regions, some of the latter being possibly responsible for ''genomic (not genetic) diseases'' in which gene expression is not necessarily affected by nucleotide changes in the coding or in the promoter sequences, but by changes in chromatin structure.
