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Abstract In this work we have developed a new framework for
microarray gene expression data analysis. This framework is
based on hidden Markov models. We have benchmarked the
performance of this probability model-based clustering algo-
rithm on several gene expression datasets for which external
evaluation criteria were available. The results showed that this
approach could produce clusters of quality comparable to two
prevalent clustering algorithms, but with the major advantage of
determining the number of clusters. We have also applied this
algorithm to analyze published data of yeast cell cycle gene
expression and found it able to successfully dig out biologically
meaningful gene groups. In addition, this algorithm can also ¢nd
correlation between di¡erent functional groups and distinguish
between function genes and regulation genes, which is helpful to
construct a network describing particular biological associa-
tions. Currently, this method is limited to time series data.
Supplementary materials are available at http://www.bioinfo.
tsinghua.edu.cn/Vrich/hmmgep_supp/.
* 2003 Published by Elsevier Science B.V. on behalf of the
Federation of European Biochemical Societies.
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1. Introduction
Advances in microarray technology have enabled us to si-
multaneously measure the expression of thousands of genes
under multiple experimental conditions [1^4]. This has led to
an explosion of gene expression data and a great need for
development of methodology to analyze and exploit such in-
formation. A major step in the analysis is the detection of
gene groups with similar expression patterns that may be sug-
gestive of associated biological functions [2]. Because of the
large number of genes and complexity of biological networks,
clustering has been a useful exploratory technique for the
analysis of gene expression data.
A wide range of clustering algorithms have been proposed
for the analysis of gene expression data. Examples include
hierarchical clustering [2], self-organizing maps (SOM) [5,6],
k-means [7], graph-theoretic approaches [8,9] and support vec-
tor machines [10]. Although success has been reported for
application of many such clustering approaches, most of the
proposed algorithms are largely heuristically motivated, and
the issues of determining the ‘correct’ number of clusters and
choosing a ‘good’ clustering algorithm have not yet been rig-
orously addressed. Moreover, such clustering solutions often
partition the studied genes into disjoint sets, which implies
that each gene has been associated with a single biological
function or process which, however, may have oversimpli¢ed
problems of biological systems. Furthermore, depending on
the distances (such as Euclidean distance and Pearson corre-
lation coe⁄cient) obtained from pair-wise comparison of gene
expression patterns, some methods could confuse the clusters
because average distances may conceal the speci¢city of genes
with multiple functions [11,12].
In this report, we propose a di¡erent strategy based on the
hidden Markov models (HMM) [13] for the analysis of gene
expression data. Particularly, this model-based approach as-
sumes that each gene expression pro¢le has been generated by
a Markov chain with certain probability. Therefore, this
method is currently limited to time series data. During the
last several years, statistical methods of Markov source or
hidden Markov modeling have become increasingly popular,
partly because HMMs are very rich in mathematical structure,
and hence can form the theoretical basis for a wide range of
bioinformatics applications [14^19]. HMMs have been suc-
cessfully applied to partition protein subfamilies [16]. In this
paper, we clustered the gene expression data using a similar
algorithm. To assess the clustering power of our algorithm, we
compared it with two prevalent clustering algorithms (SOM
and k-means) on three gene expression datasets [1^3] with
internal criterion analysis [20] and on two datasets [2,3] with
external criterion analysis [20] (see Section 2.3). The results
show that our algorithm is comparable to, if not better than,
those two algorithms. In addition, our methodology can de-
termine the ‘correct’ number of clusters. Furthermore, we
have successfully applied this approach to analyze yeast cell
cycle gene expression data by Spellman et al. [4]. The results
were compared with previous work [4] and show that our
algorithm could discover the correlation between di¡erent
functional groups, as well as biologically meaningful gene
groups. These correlations could be used for ¢nding out genes
with multiple functions and distinguishing between function
genes and regulation genes, which is helpful for reconstructing
genetic networks later.
0014-5793 / 03 / $22.00 I 2003 Published by Elsevier Science B.V. on behalf of the Federation of European Biochemical Societies.
doi:10.1016/S0014-5793(03)00363-6
*Corresponding author. Fax: (86)-10-62772237.
E-mail address: sunzhr@mail.tsinghua.edu.cn (Z. Sun).
Abbreviations: HMM, hidden Markov model; EM, expectation max-
imization; SOM, self-organizing maps; FOM, ¢gure of merit
FEBS 27193 22-4-03 Cyaan Magenta Geel Zwart
FEBS 27193 FEBS Letters 542 (2003) 125^131
2. Materials and methods
2.1. Gene expression datasets
We used three gene expression datasets to compare the performance
of di¡erent clustering algorithms, for two of which external evaluation
criteria (see Section 2.3) were available. In this paper, we use the term
‘class’ to refer to a group in the external criterion, and the term
‘cluster’ to refer to a group of genes obtained by a clustering algo-
rithm. Our ¢rst application was on a set of gene expression data
measuring the response of human ¢broblasts to serum [1]. We used
a subset of 517 genes (18 time points) whose expression changed
substantially in response to serum. No external criteria were available
for this dataset, but according to Xu et al.’s work [9], the optimal
number of clusters for this dataset is ¢ve. The second dataset was for
the budding yeast Saccharomyces cerevisiae [2], with each gene having
18 time points. We selected four classes (74 genes in total) determined
in previous work [2]. Genes in each of these four classes shared similar
expression patterns and were annotated to be in the same biological
pathway. The goal of this application was to compare our clustering
results with known class information. The third dataset showed the
£uctuation of expression levels of approximately 6000 yeast genes
over two cell cycles (17 time points) [3]. We used the subset (the
¢ve-phase criterion) consisting of 384 genes whose expression levels
peaked at di¡erent time points corresponding to the ¢ve phases of the
cell cycle [3]. We expected clustering results to approximate this ¢ve-
class partition.
To demonstrate the e¡ectiveness of our approach, we also analyzed
the yeast cell cycle dataset by Spellman et al. [4]. This dataset recorded
the £uctuation of expression levels of approximately 6000 genes at
18 time points. The MATa strain was grown to logarithmic (asyn-
chronous) growth and then arrested at the G1 phase by addition of
K factor. After 2 h, cells were shifted into medium containing no
K factor, and samples were taken every 7 min for 119 min. The con-
trol sample was prepared from asynchronously growing cells of the
same strain in the same medium but without K factor treatment. Rel-
ative transcript abundances were determined at each time point, by
hybridization to a cDNA microarray. Eight hundred genes have been
identi¢ed that meet an objective minimum criterion for cell cycle
regulation by periodicity and correlation algorithms [4], from which
we selected 613 genes without missing values.
2.2. HMMs for clustering gene expression data
Each gene expression pro¢le was ¢rstly normalized to have mean 0
and standard deviation 1 (data with any missing values were ¢ltered),
and then transformed into a sequence of expression £uctuation fol-
lowing Eq. 1, where N is the number of time points, E is the gene
expression level at each time point, S is the transformed value of the
sequence and a is de¢ned as a tolerance factor (set as 0.05 here). Thus,
an N-time-point gene expression pro¢le produced by a cDNA micro-
array experiment was transformed into a (N31)-time-point sequence
of expression £uctuation consisting of a character set {0, 1, 2}. Each
character in the sequence describes how the expression level has
changed, or remained unchanged at the next time point, whilst the
whole sequence represents the £uctuation of gene expression.
Although some experimental information was lost after this transfor-
mation, it was convenient for the following HMM clustering analysis
and had little in£uence on the identi¢cation of co-regulated genes.
Si ¼
0 if MEi3Eiþ1M 6a
1 if Eiþ13Ei va
2 if Ei3Eiþ1 va
8<
:
9=
; 19i9N31 ð1Þ
A simple HMM was constructed for the expression £uctuation
sequences. The main line of the HMM comprised a sequence of
N states, with each corresponding to an actual cell state during the
cell cycle. Each of these states could generate a character (0, 1 or 2,
see Eq. 1) according to a distribution representing the regulation trend
at this cell state. For convenience, we added a dummy ‘BEGIN’ state
and a dummy ‘END’ state, which did not produce any observation.
Thus, a gene expression £uctuation sequence could be generated by a
‘random walk’ through the model as follows: commencing at state
‘BEGIN’, choose a transition to another cell state and generate the
character (0, 1 or 2) based on the distribution at this state. Then
choose a transition to the next state and generate the next character.
Continuing in this manner all the way to the ‘END’ state, following
the series of time points through the model could generate a sequence
of expression £uctuation. The model was then trained with the Baum^
Welch method [13] (see Fig. 1) and the probability of a sequence given
the HMM was calculated with a forward^backward algorithm [13].
In order to automatically partition the large sequence data set into
w clusters of similar sequences, we made w copies of the HMM, one
for each cluster. We called these components HMMs. At present, the
number of clusters w is determined empirically. The initial lengths of
the models were equal to the dimension of gene expression data and
the parameters of the models were randomly initialized. The compo-
nents HMM were separately trained with the expectation maximiza-
tion (EM) algorithm on the gene expression data. The EM re-estima-
tion of a component HMM was the same as the re-estimation of a
single model, except that the weight that a sequence had in the re-
estimation of a component was proportional to the probability of the
sequence given by its component model (see Fig. 1). Thus, sequences
that had a higher probability for a particular component HMM had a
greater in£uence on re-estimating the parameters of that component,
and this caused the parameters of that component to change in such a
way that the component further ‘specialized’ in modeling those se-
quences. In this manner, the individual components evolved through
training to represent clusters in the trained sequences. This way of
using EM is called mixture modeling in statistics [22,23], and is known
as ‘(soft) competitive learning’ in the neural network literature [24].
When the models were trained, the probabilities of a sequence given
by any of the component HMMs could be calculated, and these prob-
abilities were then used for determining which cluster the sequence
belonged to.
2.3. Validating clustering
According to Jain and Dubes [20], cluster validation refers to pro-
cedures that evaluate the results of cluster analysis in a quantitative
and objective fashion. In the statistics literature, cluster validation
procedures are divided into two main categories: external and internal
criterion analysis [20].
The external criterion analysis validates a clustering result by com-
paring the clustering result to a given ‘gold standard’ that is another
partition of the object and can be obtained by an independent process
based on information other than the given dataset. Here, the idea was
to compare clustering results by di¡erent algorithms to a known func-
tional categorization of the genes. We used the Rand index [25] :
Rand index ¼ aþ d
aþ bþ cþ d ð2Þ
where a is the number of pairs of objects in the same class in both
partitions, b and c are the numbers of pairs of objects in only U or
only V (suppose that U is our external criterion and V is a clustering
result), and d is the number of pairs of objects in di¡erent classes in
both partitions. The Rand index lies between 0 and 1. When the two
partitions agree perfectly, the Rand index is 1.
The internal criterion analysis uses information from within the
given dataset to represent the goodness of ¢t between the input data-
set and the clustering results. Intuitively, genes within the same clus-
ters are expected to have similar expression levels. Moreover, disjoint
clusters are expected to be relatively far apart from each other. There-
fore, we can de¢ne the ratio ¢gure of merit (FOM) [26] to be the ratio
of the within-cluster dispersion to the between-cluster separation. The
ratio FOM can be written as:
FOMratioðe; kÞ ¼
1
n
Xk
i¼1
X
xnCi
MRðx; eÞ3WCiðeÞM
1
k31
WmaxCi ðeÞ3WminCi ðeÞ
 	 ð3Þ
where n is the number of genes, k is the number of clusters, R(x,e) is
the expression level of gene x under condition e and WCi(e) is the
average expression level in condition e of genes in cluster Ci .
3. Results and discussion
We compared the performance of various clustering algo-
rithms (k-means, SOM and HMM) on the datasets [1^3] de-
scribed in Section 2.1. We also analyzed the yeast cell cycle
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dataset by Spellman et al. [4] using our algorithm. In our
experiments, the k-means and SOM algorithms with random
initialization were run 20 times to obtain reliable results, and
the HMM algorithm was run 100 times. The number of clus-
ters was varied from two to 50. The standard deviations of the
measurements (ratio FOM and Rand index) were under 10%
of the average values.
3.1. Independent assessment of clusters
Fig. 2 shows the ratio FOM of the three algorithms over a
range of di¡erent numbers of clusters on the three gene ex-
pression datasets and the Rand index on two of the three
expression datasets for which external criteria were available.
We can see from the ¢gure that similar clustering results were
achieved. This indicates that our methodology could partition
the gene expression data with similar quality as k-means and
SOM algorithms.
All three methods produced biologically meaningful gene
groups consistent with previous knowledge. A higher Rand
index means a stronger correspondence to the gold standard.
Fig. 2d,e shows a signi¢cant improvement of the clustering
quality when the cluster number increased to a certain value,
and after that, the rate of improvement dropped. This number
should be the ‘optimal’ or ‘correct’ or ‘meaningful’ number of
clusters for the gene expression data. For the gene expression
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Fig. 1. Re-estimation of HMMs. The elements of an HMM (V) in-
clude: N, the number of cell states; M, the number of distinct ob-
servation symbols per state (see Eq. 1, the individual symbols de-
noted as V={0, 1, 2}); {aij}, the state transition probability
distribution; {bjk}, the observation symbol probability distribution
in state j ; and {Zi}, the initial state distribution. Supposing that
there are L gene expression pro¢les {Ol}, the re-estimation formula
for automatically partitioning these L genes to w clusters is as
shown above, where P(OlMV) is the probability of gene l given by
HMM (V), wl is the weight gene l has in the re-estimation of HMM
(w), Kt(i) is the forward variable and Lt(i) is the backward variable.
Fig. 2. Independent assessment of clusters. a: Ratio FOM for budding yeast data (four classes). b: Ratio FOM for ¢ve-phase-criterion yeast
cell cycle data. c: Ratio FOM for gene expression data measuring the response of human ¢broblasts to serum. d: Rand index for budding
yeast data. e: Rand index for ¢ve-phase-criterion yeast cell cycle data.
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data in the budding yeast S. cerevisiae, Fig. 2d suggests that
the most ‘natural’ number is around 4, which is in agreement
with the annotated results in previous work [2]. For the ¢ve-
phase-criterion yeast cell cycle data, Fig. 2e suggests that the
number is around 5, corresponding to the ¢ve phases of the
cell cycle [3]. In addition, the Rand index at the ‘correct’
number of clusters was about 0.75, which was signi¢cant
enough to demonstrate the e¡ectiveness of our approach to
successfully cluster gene expression data.
3.2. Determining the ‘optimal’ number of clusters
Although the clustering results were highly consistent with
the external criterion, we usually had no external information
about the gene expression data for clustering, and had to
determine the ‘optimal’ number of clusters from the results.
To choose from various numbers of clusters, we had to use
information from within the given dataset. The ratio FOM
was such a measurement.
A lower ratio FOM means a higher goodness of ¢t between
the input dataset and the clustering results. When the number
of clusters increases, the ratio FOM should signi¢cantly de-
crease to a valley and then £uctuate around the value. The
valley should indicate the most ‘natural’ number of clusters.
We can see from Fig. 2a^c the signi¢cant improvement of the
clustering quality when the cluster number increases to a cer-
tain point, and after that, the rate of improvement drops. Fig.
2a suggests the most ‘meaningful’ number is around 4 and
Fig. 2b suggests the number is around 5; both numbers are
in agreement with the gold standard. Although no external
criterion was available for the gene expression data for the
response of human ¢broblasts to serum, Fig. 2c suggests ¢ve-
clustering results, which is consistent with the work by Xu et
al. [9].
The agreement between external and internal criterion anal-
yses suggests that the ratio FOM could be used as a reference
to determine the optimal number of clusters without external
or previous biological knowledge. From Fig. 2, we could also
discover that the k-means and SOM methods are not as sen-
sitive as our algorithm to the number of clusters. These results
suggest that our methodology is comparable to, if not better
than, the two prevalent clustering algorithms, but with the key
advantage of determining the number of clusters.
3.3. Digging out co-regulated gene groups
We analyzed the yeast cell cycle dataset by Spellman et al.
[4] using our HMM algorithm. In this study, we performed
100 calculations for between two and 50 clusters and found
signi¢cance with a cluster number of 25 using adjusted ratio
FOM measurement (the clustering results are available at the
supplementary web site http://www.bioinfo.tsinghua.edu.cn/
Vrich/hmmgep_supp/). Since the component HMMs were
initiated by randomly assigning values to the elements of
the model, each calculation could potentially generate very
di¡erent clusters. For statistical signi¢cance, we had to recon-
struct reliable functional groups. We set 40 as the cuto¡,
which means that every two genes that cluster more than
Fig. 3. The functional gene groups visualized by a Java applet [21]. Each gene is labeled in a rounded rectangle. Black lines between each pair
of genes denote that the pair clustered more than 40 times over 100 calculations, and is thus probably involved in the same biological process.
The blue lines between each pair of genes indicate involvement in di¡erent processes for more than 60 times. The legend in the top right de-
scribes the cellular processes in which the genes were involved (see Table 1).
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40 times over the 100 clustering calculations are reserved and
those that cluster for fewer than 40 times are excluded (the
reason why 40 is reliable and chosen as the threshold is avail-
able at the supplementary web site). Indeed, this path is not
completely unexplored. There has been some research on de-
ducing classi¢cation and even network from correlations be-
tween genes [27,28] (the comparison is available at the supple-
mentary web site). For convenience of visualization and
analysis (see Fig. 3), the gene groups were visualized with a
Java applet developed by Mrowka [21], which was originally
used for visualizing protein^protein interactions. For conven-
ience and simplicity, we present only the partial genes in-
volved in the same cellular processes, and the pairs of genes
with di¡erent cellular processes or with unknown processes
are excluded. Fig. 3 shows the selected genes after ¢ltration
and simpli¢cation. In Fig. 3, the genes involved in the same
cellular process are connected with black lines. Table 1 lists
the functions of these genes and the biological processes they
participate in.
We can see from Fig. 3 that our algorithm has the ability to
dig out biologically meaningful gene groups. An examination
of the clusters in the previous work [4] provides some inter-
esting results (the details are available at the supplementary
web site). The group for cell cycle contains seven genes that
are involved in cell cycle regulation. Most of these genes reach
peak expression in the G1 or M phase. Although YJL157C is
marked for mating type and YBR133C reaches peak expres-
sion in the G2 phase, they are both related to Cdc28p, which
may be the reason why they are clustered here. The precise
function of YIL123W is unknown, but according to its posi-
tion in the group, it may be involved in cell cycle regulation.
According to their functions, this group may be placed in the
CLN2 cluster by Spellman et al.’s result [4]. The group for
transport contains nine genes, which can be further divided
into two groups. They reach peak expression in the M phase,
which re£ects a surge of molecular transport during cell divi-
sion (before and after the M phase). YBL030C may be in-
volved in transport for mitochondria. The group for chroma-
tin structure contains six genes, which are all histones. They
reach peak expression in the S phase, a most important stage
in the cell cycle when DNA replication and histone synthesis
synchronize to form the nucleosome and the genome repli-
cates. All six genes were grouped into the histone cluster by
Spellman et al. The group for cytoskeleton contains six genes.
The exact functions of YER018C and YGL093W are un-
known, but we may suppose that they are involved in spindle
pole body formation and are required for mitosis and karyog-
Table 1
Functional gene groups illustrated in Fig. 3
No. Open reading
frame
Process Function
1 YAL040C cell cycle G1/S cyclin
2 YJL157C Cdc28p kinase inhibitor
3 YBR133C Swe1p (kinase) regulator
4 YIL123W cyclin
5 YER111C transcription factor
6 YPL256C G1/S cyclin
7 YKL101W negative regulator of swe1
kinase
8 YBL030C transport mitochondrial ADP/ATP
translocator
9 YPR138C ammonia permease
10 YML123C inorganic phosphate
permease
11 YMR058W cell surface ferroxidase
12 YPL265W dicarboxylic amino acid
permease
13 YBR009C chromatin
structure
histone H4
14 YNL031C histone H3
15 YDR225W histone H2A
16 YBR010W histone H3
17 YBL002W histone H2B
18 YPL127C histone H1
19 YOL069W cytoskeleton spindle pole body
component
20 YER016W microtubule binding protein
21 YNL126W spindle pole body
component
22 YER018C spindle pole body
component
23 YFL037W L-tubulin
24 YGL093W spindle pole body
component
25 YBR069C transport amino acid permease
26 YGL162W hypoxic gene family (sterol
uptake)
27 YMR011W hexose permease
28 YDL138W glucose permease
29 YDR461W mating a-factor precursor
30 YGL032C a-agglutinin binding subunit
31 YNL145W a-factor precursor
32 YLR452C negative regulator of Gpa1
33 YOR033C DNA repair exonuclease; also
recombination
34 YML060W 8-oxoguanine DNA
glycosylase
35 YNL082W MutL homolog; mismatch
repair
36 YKL113C ssDNA endonuclease
37 YOL090W MutS homolog; mismatch
repair
38 YGL163C DNA-dependent ATPase
39 YDL101C DNA damage-responsive
protein kinase
40 YDR097C MutS homolog; mismatch
repair
41 YBR087W DNA replication DNA polymerase
processivity factor
42 YLR103C pre-replicative complex
subunit (putative)
43 YER070W ribonucleotide reductase
44 YNL262W polymerase O catalytic
subunit
45 YBR088C DNA polymerase
processivity factor
46 YBR202W MCM initiator complex
47 YAR007C replication factor A, 69-kDa
subunit
48 YLR234W DNA topoisomerase III
49 YOR074C thymidylate synthase
Table 1 (Continued).
No. Open reading
frame
Process Function
50 YKL045W polymerase K 58-kDa
subunit (DNA primase)
51 YNL102W polymerase K 180-kDa
subunit
52 YKL108W unknown; interacts with
Dpb11p
53 YBL023C MCM initiator complex
54 YPR175W polymerase O 80-kDa
subunit
55 YPR135W polymerase K binding
protein
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amy. The group for mating contains four genes, most of
which reach peak expression in the M/G1 phase. Except
YGL032C, the others were grouped into the MAT cluster
by Spellman et al. Nevertheless, YNR044W, which is very
similar to YGL032C, was in the MAT group. The group
for DNA repair contains eight genes, which reach peak ex-
pression in the G1 phase. Many genes in this cluster were
grouped into the CLN2 cluster by Spellman et al. The group
for DNA replication contains 15 genes, most of which reach
peak expression in the G1 phase. The function of YKL108W
is unknown, but it interacts with DNA replication polymer-
ase. Most of these genes were grouped into the CLN2 cluster
by Spellman et al.
3.4. Correlation between gene groups and the network
As shown in Fig. 3, many meaningful gene groups were dug
out, which shows that our algorithm could successfully dis-
cover biological information from gene expression data. We
also found that the genes in di¡erent functional groups had a
probability to cluster together. In Fig. 3, blue lines are ap-
pended and used for connecting the genes involved in di¡erent
cellular process and clustering together more than 60 times
over 100 calculations.
The correlations between di¡erent gene groups were very
interesting and revealed the complexity of organisms. Genes
can have more than one function and be involved in multiple
biological processes, therefore partitioning genes into disjoint
sets may be an oversimpli¢cation of the biological system. For
example, the genes involved in cell cycle are correlated with
the genes involved in many other processes, such as transport,
mating, DNA repair and replication. These correlations con-
struct a network (see Fig. 3) and the genes involved in cell
cycle are located in the center.
The correlations between di¡erent gene groups would pro-
vide helpful information for the reconstruction of the genetic
networks. We know that the genetic network is composed of
regulation genes and function genes. It is very important to
distinguish between these two types of genes while recon-
structing the genetic network. We can see from Fig. 3 that
there are fewer correlations between function gene groups and
other groups than between regulation gene groups and other
groups. It is obvious that the more complex process the genes
are involved in, the more correlations there will be between
these genes and other functional groups. The results show that
our approach can discover some kind of information about
this. For example, there were many correlations between dif-
ferent gene groups and regulation genes, such as transcription
factors and cyclins in the group for cell cycle (see Table 1 and
Fig. 3). In contrast, there was no correlation between other
gene groups and the group for chromatin structure, which
consisted of typical function genes, i.e. histones. This is very
similar to Friedman et al.’s work [27]. In Friedman et al.’s
Bayesian network, the most striking feature of the high con-
¢dence order relations is the existence of dominant genes.
These dominant genes are directly involved in initiation of
the cell cycle and its control. For example, in our results,
YLR103C (CDC45) and YBR088C (POL30) are genes having
many correlations with others and both are in the top 10
dominant genes by Friedman et al.
3.5. Conclusion
In this study, we have shown that the HMM algorithm can
produce clusters with a quality as good as two other prevalent
clustering algorithms (k-means and SOM methods). This is
partly because our algorithm is based on a statistical model
that is very rich in mathematical structure. Another reason
may be that the HMM method also performs well in time
series or linear sequences and the gene expression data used
in this study are all time-related expression data. Accompany-
ing the ratio FOM, our methodology has been proven to have
the ability to determine the most ‘natural’ number of clusters
without any external information, and the results were in
agreement with external biological knowledge. Genes with
di¡erent annotated functions or involved in di¡erent cellular
processes might have similar expression patterns, which sug-
gests that it is very important to distinguish between the func-
tion genes and regulation genes; moreover, many genes have
more than one function. The biological system is very com-
plex, and it is not enough to partition genes into disjoint
clusters. Using the HMM algorithm, we could ¢nd out the
correlations among genes with di¡erent functions or involved
in di¡erent processes.
Not only genes with similar functions or involved in the
same process, but also genes involved in di¡erent processes
may have similar expression patterns and cluster together.
Our algorithm could discover these complex correlations, be-
cause in our approach, each gene expression pro¢le is classi-
¢ed into the component HMMs with certain probabilities,
and thus the genes with multiple functions can be partitioned
into various functional groups with di¡erent probabilities.
Rather than clusters, it is the whole regulated network that
constitutes the natural structure of the biological system. The
results also show that our algorithm could provide helpful
information in reconstruction of the genetic network.
We plan to carry out further work to improve and extend
the application of this method. Since the HMM is Markovian,
that is, the observations depend on the previous and current
states only, this method is currently limited to time series
data. We hope that a bootstrapping technique will compen-
sate for this limitation. This method is not very fast, because it
has to train the parameters of the model with the gene ex-
pression dataset. Introducing more biological knowledge into
the model, that is, initializing the model with external infor-
mation, will help to improve it. In this paper, we have used
subsets of data without any missing values. With the under-
lying probability framework, we expect the ability to model
outliers and missing values explicitly to be another potential
advantage of this model-based approach.
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