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C-systems defined by universe categories: presheaves1,2
Vladimir Voevodsky3
Abstract
The main result of this paper may be stated as a construction of “almost represen-
tations” µn and µ˜n for the presheaves Obn and O˜bn on the C-systems defined by locally
cartesian closed universe categories with binary product structures and the study of
the behavior of these “almost representations” with respect to the universe category
functors.
In addition, we study a number of constructions on presheaves on C-systems and
on universe categories that are used in the proofs of our main results, but are expected
to have other applications as well.
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1 Introduction
The concept of a C-system in its present form was introduced in [9]. The type of the C-
systems is constructively equivalent to the type of contextual categories defined by Cartmell
in [1] and [2] but the definition of a C-system is slightly different from Cartmell’s foundational
definition.
In [8, Sec.3] we constructed, on any C-system and for any n ≥ 0, presheaves Obn and
O˜bn. These presheaves play a major role in our approach to the C-system formulation
of systems of operations that correspond to systems of inference rules. For example, by
providing a construction for [8, Prob. 4.5] we construct a representation in terms of these
presheaves of the most important structure on the C-systems, the structure corresponding
to the (Π, λ, app, β, η)-system of inference rules. Another formulation of this structure is the
Cartmell-Streicher structure of products of families of types [1, pp. 3.37 and 3.41], [5, p. 71].
This paper appeared as an outcome of the work on systematization and generalization of
the ideas that has been used in the second part of the preprint [7]. In the process of this
work new structures became apparent both on the C-systems and on the universe categories
whose general properties could be combined to obtained clear and systematic proofs of the
main theorems of the second part of that preprint.
As a result the paper is about certain constructions on presheaves on C-systems and universe
categories, about their interaction in the case of the C-systems of the form CC(C, p), and
about their behavior with respect to the universe category functors.
The paper is subdivided into two parts. In the first part there are collected constructions
and theorems (most often called ‘lemmas’) about structures on one C-system or universe
category or one pair of a C-system and a universe category. In the second part we study the
behavior of these constructions with respect to the universe category functors.
Throughout the paper we use the diagrammatic order in writing the composition, that is,
for f : X → Y and g : Y → Z we write f ◦ g for their composition. This convention applies
to functions between sets, morphisms in categories, functors etc.
We denote by Φ◦ the functor PreShv(C ′)→ PreShv(C) given by the pre-composition with
a functor Φop : Cop → (C ′)op, that is,
Φ◦(F )(X) = F (Φ(X))
In the literature this functor is denoted both by Φ∗ and Φ∗ and we decided to use a new
unambiguous notation instead.
In the first Section 2.1 we study a functor Sig : PreShv(CC)→ PreShv(CC) defined from
any C-system CC. This functor comes together with functor isomorphisms
SObn : Sig(Obn)→ Obn+1
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SO˜bn : Sig(O˜bn)→ O˜bn+1
that makes it important for the study of the ‘structure sheaves’ Obn and O˜bn.
In Section 2.2 we study a functor Dp : PreShv(C) → PreShv(C) that is defined for any
category C with a choice of a universe p (see [6, Def. 2.1]) in it. We define the sets Dnp (X, Y ),
which play a major role in all that follows, by the formula
Dnp (X, Y ) = D
n
p (Y o(Y ))(X)
where Y o(Y ) is the contravariant functor represented by Y andDnp refers to the n-th iteration
of Dp. These sets are functorial both in X and Y and we use the notation ◦ for this
functoriality, that is, for d ∈ Dnp (X, Y ), f : X
′ → X and g : Y → Y ′ we set
f ◦ d = Dnp (f, Y )(d)
d ◦ g = Dnp (X, g)(g)
This ◦-notation is justified by the identity and associativity equalities collected in Lemma
2.14 and makes many computations in the following sections more convenient.
In Section 2.3 we construct the first of the main isomorphisms that we work with in this
paper, namely, the isomorphisms u1 and u˜1 of the form
u1 : Ob1 → int
◦(Y o(U))
u˜1 : O˜b1 → int
◦(Y o(U˜))
Here we start with a universe category, a category with a universe and a final object, that
we denote (C, p) where p : U˜ → U is the universe. Associated to it in [6, Constr. 2.12] is
a C-system CC(C, p) that comes together with a fully-faithful functor int : CC(C, p) → C.
For a functor Φ we let Φ◦ denote the functor of pre-composition with Φ on presheaves. In
particular, for a presheaf F on C, int◦(F ) is a presheaf on CC(C, p). The isomorphisms u1
and u˜1 provide what we referred to as ‘almost representations’ for Ob1 and O˜b1.
In Section 2.4 we connect, by a functor isomorphism SDp, the functors Dp and Sig in the
case of a pair of a universe category and the associated C-system. The isomorphism SDp
has the form
SDp : int
◦ ◦ Sig → Dp ◦ int
◦
In Section 2.5 we combine SObn, Sig and SDp to provide the inductive step for a definition
of isomorphisms
un : Obn → int
◦(Dn−1p (Y o(U)))
u˜n : O˜bn → int
◦(Dn−1p (Y o(U˜)))
starting with u1 and u˜1. This construction combines all constructions introduced in Sections
2.1-2.4.
Section 2.6 is different from the preceding sections in that, that we assume an additional
structure on C namely the combination of the locally cartesian closed and binary product
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structures. Under the assumption of these structures we construct a functor Ip : C → C and
a family of representations for presheaves of the form Dp(Y o(V )) that we denote by ηV :
ηV : Dp(Y o(V ))→ Y o(Ip(V ))
This family is natural in V forming a functor isomorphism
η : Y o ◦Dp → Ip ◦ Y o
where both functors are from C to PreShv(C). By a simple iterative construction we obtain
from η functor isomorphisms
ηn : Y o ◦D
n
p → I
n
p ◦ Y o
and with them representations of presheaves of the form Dnp (Y o(V )). The naturality prop-
erties of our construction admit convenient presentation in the ◦-notation:
ηn(f ◦ d) = f ◦ ηn(d)
ηn(d ◦ g) = ηn(d) ◦ I
n
p (g)
Combining isomorphisms η with isomorphisms u and u˜ we obtain the second main family of
isomorphisms constructed in this paper
µn : Obn → int
◦(Y o(In−1p (U)))
µ˜n : O˜bn → int
◦(Y o(In−1p (U˜)))
To be able to rigorously construct Ip as a functor and later to study its properties with
respect to universe category functors we need notations related to the locally cartesian closed
structures that we could not find in the literature. Therefore, we added the two appendices
where these notations are introduced. The appendices contain known facts about categories,
but it seems that these facts have never been represented at the level of detail that we need
in this paper.
We may add that using a locally cartesian closed and a binary product structure to con-
struct Ip(V ) and the representations of the functors Dp(Y o(V )) by means of these objects
is to require a lot where much less would suffice. It would be sufficient to simply require
a family of objects Ip(V ) parametrized by V ∈ C and representations ηV of Dp(Y o(V )) by
means of Ip(V ). The functoriality for this family in V may then be derived from the rep-
resentations and the functoriality of Y o ◦Dp and this functoriality will automatically make
the representations natural in V . This is a much less grand requirement that a full locally
cartesian closed plus a binary products structure. However, we will continue to consider the
construction based on these two structures because they are more familiar.
Section 2.6 completes the first part of the paper. In the second part we consider how the
constructions introduced in the first part interact with the universe category functors.
In Section 3.1 we study the interaction of the functor Dp and the construction D
n
p (X, Y ) with
the universe category functors. We start with a universe category functor Φ = (Φ, φ, φ˜) :
(C, p)→ (C′, p′) and construct a functor isomorphism
ΦD : Φ◦ ◦Dp → Dp′ ◦ Φ
◦
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Then we use this isomorphism along with a number of other constructions to define, for all
X, Y ∈ C and n ≥ 0, functions
ΦnX,Y : D
n
p (X, Y )→ D
n
p′(Φ(X),Φ(Y ))
These functions are natural in X and Y , which, in the ◦-notation, can be written as
Φn(f ◦ d) = Φ(f) ◦Φn(d)
Φn(d ◦ g) = Φn(d) ◦ Φ(g)
In Section 3.2 we study the interaction of the isomorphisms un and u˜n with the universe
category functors. First, we recall the construction, given in [6, Constr. 4.7], of the homo-
morphism of C-systems H : CC(C, p) → CC(C′, p′) defined by Φ. We also show that the
family of isomorphisms ψ(Γ) constructed in the same paper forms a functor isomorphism
ψ : H ◦ int→ int ◦ Φ
The main result of this section is Lemma 3.17 that establishes the rule under which isomor-
phisms un and u˜n are transformed by universe category functors.
In Section 3.3 we study the interaction of universe category functors between locally cartesian
closed universe categories with binary product structures and the constructions Ip and ηn.
No assumption about the compatibility of the functor with the locally cartesian closed or
binary product structures used to define Ip and Ip′ and the corresponding ηn functions is
made. In a somewhat surprising result no such assumption turns out to be necessary to
construct a natural family of morphisms
χΦ,n : Φ(I
n
p (Y ))→ I
n
p′(Φ(Y ))
that satisfy, for d ∈ Φn(X, Y ), the equalities
ηn(Φ
n(d)) = Φ(ηn(d)) ◦ χn(Y )
In Section 3.4 we apply the results of the previous section and Section 3.2 to describe the
interaction of isomorphisms µn and µ˜n with universe category functors. This is the last result
of the present paper.
In [10] the result of Section 3.4 it is used to prove the functoriality theorem for the construc-
tion of a (Π, λ)-structure on CC(C, p) from a P -structure on p.
Throughout the paper we work in the Zermelo-Fraenkel foundations. The methods of this
paper are constructive in the following sense. Neither the axiom of the excluded middle
nor the axiom of choice are used. Unbounded universal quantification is used since we
make statements about “any C-system” etc. and operate with concepts such as a presheaf
or a family without specifying the target universe. I seems that this use of unbounded
quantification can be easily eliminated at the price of extending the foundational system
to include one or two universes. We have not fully analyzed the requirements that these
5
universes would have to satisfy. At the moment it appears that it would be sufficient to use
“small” universes whose existence can be proved in ZF.
At the same time as complying with the requirements imposed by ZF we made an effort to
ensure that the paper can be translated into the UniMath language.
The paper is written in the formalization-ready style, that is, in such a way that no long
arguments are hidden even when they are required only to substantiate an assertion that may
feel obvious to readers who are closely associated with a particular tradition of mathematical
thought.
As a result, a number of lemmas, especially in the appendices, may be well know to many
readers. Their proofs are nevertheless included to comply with the requirements of the
formalization ready style.
On the other hand, not all preliminary lemmas are included or a reference to a complete proof
is given. There are some, but very much fewer than is usual in today’s papers, exceptions.
The concept of “a family” can be formalized as suggested in [8, Remark 3.9].
The main results of this paper are not theorems but constructions and so are many of
the intermediate results. Because of the importance of constructions for this paper we use a
special pair of names Problem-Construction for the specification of the goal of a construction
and the description of the particular solution.
In the case of a Theorem-Proof pair one usually refers (by name or number) to the theorem
when using the proof of this theorem. This is acceptable in the case of theorems because
the future use of their proofs is such that only the fact that there is a proof but not the
particulars of the proof matter.
In the case of a Problem-Construction pair the content of the construction often matters in
the future use. Because of this we have to refer to the construction and not to the problem
and we assign in this paper numbers both to Problems and to Constructions.
Acknowledgements are at the end of the paper.
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2 Presheaves Obn and O˜bn
2.1 Functor Sig and functor isomorphisms SObn and SO˜bn
Let CC be a C-system. Presheaves Obn and O˜bn on CC where defined in [8, Section 3]. On
objects they are given by
Obn(Γ) = {T ∈ Ob(CC) | l(T ) = l(Γ) + n, ft
n(T ) = Γ} (2.1)
O˜bn(Γ) = {o ∈Mor(CC) | codom(o) ∈ Obn(Γ), o ∈ sec(pcodom(o)), codom(o) > Γ} (2.2)
where for a morphism p : Y → X we set
sec(p) = {s ∈Mor(X, Y ) | s ◦ p = IdX}
Elements of sec(p) are called sections of p.
On morphisms these presheaves are defined by
Obn(f)(T ) = f
∗(T )
O˜bn(o) = f
∗(o)
where f ∗(T ) is defined in [8, above Lemma 2.4] and f ∗(o) is defined in [8, Lemma 2.13].
For o ∈ O˜bn(Γ) we write ∂n,Γ(o) for codom(o). We will often omit the indexes n and Γ at ∂.
The family of functions ∂n,Γ forms a morphism of presheaves ∂n : O˜bn → Obn.
In this section we consider three constructions that apply to any C-system CC – a functor
Sig : PreShv(CC) → PreShv(CC) and two families of isomorphisms paramerized by n ∈
N:
SObn : Sig(Obn)→ Obn+1
and
SO˜bn : Sig(O˜bn)→ O˜bn+1
such that SO˜bn ◦ ∂n+1 = Sig(∂n) ◦ SObn.
Let G be a presheaf on CC. For Γ ∈ CC we set
Sig(G)(Γ) = ∐T∈Ob1(Γ)G(T ) (2.3)
and for f : Γ′ → Γ
Sig(G)(f)(T, g) = (f ∗(T ),G(q(f, T ))(T )) (2.4)
Lemma 2.1 The presheaf data Sig is a presheaf, that is, one has:
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1. for Γ ∈ CC,
Sig(G)(IdΓ) = IdSig(G)(Γ)
2. for f ′ : Γ′′ → Γ′, f : Γ′ → Γ,
Sig(G)(f ′ ◦ f) = Sig(G)(f) ◦ Sig(G)(f ′)
Proof: For the identity we have
Sig(G)(IdΓ)(T, g) = (Id
∗
Γ(T ),G(q(IdΓ, T ))(g)) = (T, g)
where the second equality is by axioms of the C-system structure. For the composition we
have
Sig(G)(f ′)(Sig(G(f)(T, g))) = Sig(G)(f ′)(f ∗(T ),G(q(f, T ))(g)) =
((f ′)∗(f ∗(T )),G(q(f ′, f ∗(T )))(G(q(f, T ))(g))) = ((f ′)∗(f ∗(T )),G(q(f ′, f ∗(T ))◦q(f, T ))(g)) =
((f ′ ◦ f)∗(T ),G(q(f ′ ◦ f, T ))(g)) = Sig(G)(f ′ ◦ f)(T, g)
where the first two equalities are by definition of Sig(G), the third by the composition
property of G, the fourth by the axioms of the C-system structure and the fifth again by the
definition of Sig(G). This completes the proof of Lemma 2.1.
One defines Sig on morphisms of presheaves r : G → G ′ by the family of morphisms
Sig(r)Γ(T, g) = (T, rT (g)) (2.5)
For r : G → G ′ and f : Γ′ → Γ, we have
Sig(G)(f) ◦ Sig(r)Γ′ = Sig(r)Γ ◦ Sig(G
′)(f)
that is, the family of functions Sig(r)Γ parametrized by Γ ∈ CC is a morphism of presheaves.
For G ∈ PreShv(CC) we have
Sig(IdG)Γ(T, g) = (T, (IdG)T (g)) = (T, g) (2.6)
and for r : G → G ′, r′ : G ′ → G ′′ we have
Sig(r ◦ r′)Γ(T, g) = (T, (r ◦ r
′)T (g)) = (T, r
′
T (rT (g))) = Sig(r
′)(Sig(r)(T, g)) (2.7)
These two equalities show that the functor data given by Sig on presheaves and Sig on
morphisms of presheaves is a functor that we also denote by
Sig : PreShv(CC)→ PreShv(CC)
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Remark 2.2 The construction of Sig works in more general setting than presheaves.
Indeed, for any family of sets G(Γ) parametrized by Γ ∈ CC the formula (2.3) defines a
new family of sets Sig(G)(Γ) also parametrized by Γ ∈ CC. For any two families G,G′
and a family of functions rΓ : G(Γ)→ G
′(Γ) the formula (2.5) defines a family of functions
Sig(r)Γ : Sig(G)(X)→ Sig(G
′)(X). The properties (2.6) and (2.7) hold in this more general
setting.
We can also define Sig(G) for any presheaf data, that is, for any pair consisting of a family
G(Γ) of sets parametrized by Γ ∈ CC and a family of functions G(f) : G(Γ) → G(Γ′)
parametrized by f : Γ′ → Γ in Mor(CC). For this we can again use formulas (2.3) and
(2.4).
If rΓ : G(Γ) → G
′(Γ) is a morphism of functor data, that is functions r∗ commute with
functions G(∗), then Sig(r) is a morphism of functor data as well.
Problem 2.3 For n ≥ 0 to construct an isomorphism of presheaves
SObn : Sig(Obn)→ Obn+1
In constructing a solution of this problem and other problems where one needs to build an
of isomorphism of presheaves we will use the following lemma that is often applied without
an explicit reference.
Lemma 2.4 Let Φ,Φ′ : C → D be functors and φ : Φ → Φ′ a natural transformation.
Then φ is an isomorphism of functors if and only if for all objects X of C the morphism
φX : Φ(X)→ Φ
′(X) is an isomorphism in D.
When this condition is satisfied, the inverse isomorphism is formed by the family of mor-
phisms φ−1X = (φX)
−1.
Proof: One should first verify that identity isomorphism of functors is formed by the family
IdΦ(X). This is immediate from the definitions.
If φ is an isomorphism as above and φ−1 is its inverse, then the composition of these two
morphisms is IdΦ(X) and since it consists of the identity morphisms of the objects Φ(X)
we condclude that the morphisms φ−1X form inverses to the morphisms φX . This proves the
“only if part”.
If all morphisms φX are isomorphisms then the family (φX)
−1 forms a morphism of presheaves
φ−1 : Φ′ → Φ. Indeed, for f : X → Y one has
φ−1X ◦ Φ(f) = Φ
′(f) ◦ φ−1Y
This equality follows by taking its composition with φX on the left and φY on the right.
That φ−1 is both the left and the right inverse to φ is immediate from its definition. This
proves the “if” part.
We will also need the following lemma.
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Lemma 2.5 Let Γ ∈ CC. Then one has:
1. if T ∈ Ob1(Γ) and X ∈ Obn(T ) then X ∈ Obn+1(Γ),
2. if X ∈ Obn+1(Γ) then ft
n(X) ∈ Ob1(Γ) and X ∈ Obn(ft
n(X)).
Proof: The first assertion follows from the equalities l(X) = l(T ) + n = l(Γ) + 1 + n and
ftn+1(X) = ft(ftn(X)) = ft(T ) = Γ.
To prove the second assertion let X ∈ Obn+1(Γ). Since l(X) ≥ n we have l(ft
n(X)) =
l(X) − n = l(Γ) + (n + 1) − n = l(Γ) + 1. The equality ft1(ftn(X)) = ftn+1(X) = Γ is
obvious and we conclude that ftn(X) ∈ Ob1(Γ). Next, again because l(X) ≥ n, we have
l(X) = l(ftn(X)) + n and since ftn(X) = ftn(X) we have that X ∈ Obn(ft
n(X)).
Construction 2.6 Let Γ ∈ CC. Then Sig(Obn)(Γ) is the set of pairs (T,X) where T ∈
Ob1(Γ) and X ∈ Obn(T ). By Lemma 2.5(1), the formula
SObn,Γ(T,X) = X (2.8)
defines a function Sig(Obn)(Γ)→ Obn+1(Γ).
Conversely, by Lemma 2.5(2), the formula
SOb−1n,Γ(X) = (ft
n(X), X) (2.9)
defines a function Obn+1(Γ)→ Sig(Obn)(Γ).
If Φ = SObn,Γ and Ψ = SOb
−1
n,Γ then
Φ(Ψ(X)) = Φ((ftn(X), X)) = X
and
Ψ(Φ(T,X)) = Ψ(X) = (ftn(X), X) = (T,X)
where the last equality follows from the equality T = ftn(X). We conclude that SObn,Γ and
SOb−1n,Γ are mutually inverse bijections.
In view of Lemma 2.4, it remains to verify that the family of bijections SObn,Γ parametrized
by Γ ∈ CC is a morphism of presheaves, that is, that for any f : Γ′ → Γ and (T,X) ∈
Sig(Obn)(Γ) we have
Obn+1(f)(SObn,Γ((T,X))) = SObn,Γ′(Sig(Obn)(f)((T,X))) (2.10)
Computing we get
Obn+1(f)(SObn,Γ((T,X))) = f
∗(X)
SObn,Γ′(Sig(Obn)(f)((T,X))) = SObn,Γ′(f
∗(T ), q(f, T )∗(X)) = q(f, T )∗(X)
and (2.10) follows from [8, Lemma 2.7]. This completes Construction 2.6.
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As a corollary of Construction 2.6 and Lemma 2.4 we obtain the fact that the family of
functions (2.9) parametrized by Γ ∈ CC is an isomorphism of presheaves that is inverse to
SObn.
We proceed now to the construction of isomorphisms SO˜bn.
Recall from [9, Sec. 3], that O˜b(CC) is the set of elements o ∈ Mor(CC) such that o ∈
sec(pcodom(o)) and l(codom(o)) > 0. For such elements we also denote codom(o) by ∂(o).
It follows easily from (2.2) that for Γ ∈ Ob(CC) and n > 0 one has o ∈ O˜bn(Γ) if and only
if o ∈ O˜b(CC) and ∂(o) ∈ Obn(Γ). It also follows from (2.2) that Ob0(Γ) = ∅.
Problem 2.7 For n ≥ 1 to construct an isomorphism of presheaves
SO˜bn : Sig(O˜bn)→ O˜bn+1
Lemma 2.8 Let Γ ∈ CC. Then one has:
1. if T ∈ Ob1(Γ) and o ∈ O˜bn(T ) then o ∈ O˜bn+1(Γ),
2. if o ∈ O˜bn+1(Γ) then ft
n(∂(o)) ∈ Ob1(Γ) and o ∈ O˜bn(ft
n(∂(o))).
Proof: If o ∈ O˜bn(T ) we have n > 0 an therefore o ∈ O˜b(CC) and ∂(o) ∈ Obn(T ). By
Lemma 2.5(1) we have ∂(o) ∈ Obn+1(Γ). Therefore o ∈ O˜bn+1(T ). This proves the first
assertion.
If o ∈ O˜bn+1(Γ) then o ∈ O˜b(CC) and ∂(o) ∈ Obn+1(Γ). By Lemma 2.5(2) we have
ftn(∂(o)) ∈ Ob1(Γ) and ∂(o) ∈ Obn(ft
n(∂(o))). Therefore o ∈ O˜bn(ft
n(∂(o))).
We can now provide a construction for Problem 2.7.
Construction 2.9 For Γ ∈ CC we have
Sig(O˜bn)(Γ) = {(T, o) | T ∈ Ob1(Γ), o ∈ O˜bn(T )}
For (T, o) ∈ Sig(O˜bn)(Γ) we have o ∈ O˜bn+1(Γ) by Lemma 2.8(1) and therefore the formula
SO˜bn,Γ(T, o) = o (2.11)
defines a function Sig(O˜bn)(Γ)→ O˜bn+1(Γ).
If o ∈ O˜bn+1(Γ) then by Lemma 2.8(2), ft
n(∂(o)) ∈ O˜b1(Γ) and o ∈ O˜bn(ft
n(∂(o))). There-
fore the formula
SO˜b
−1
n,Γ(o) = (ft
n(∂(o)), o) (2.12)
defines a function O˜bn+1(Γ)→ Sig(O˜bn)(Γ).
One verifies in the same way as in Construction 2.6 that SO˜bn,Γ and SO˜b
−1
n,Γ are mutually
inverse bijections.
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In view of Lemma 2.4 it remains to verify that the family of functions SO˜bn,Γ parametrized
by Γ ∈ CC is a morphism of functors, that is, that for f : Γ′ → Γ and (T, o) ∈ SObn,Γ one
has
O˜bn+1(f)(SO˜bn,Γ(T, o)) = SO˜bn,Γ′(Sig(O˜bn)(f)(T, o)) (2.13)
Computing we get
O˜bn+1(f)(SO˜bn,Γ(T, o)) = O˜bn+1(f)(o) = f
∗(o)
SO˜bn,Γ′(Sig(O˜bn)(f)(T, o)) = SO˜bn,Γ′(f
∗(T ), q(f, T )∗(o)) = q(f, T )∗(o)
and we conclude that (2.13) holds by [8, Lemma 2.15].
This completes Construction 2.9.
As a corollary of Construction 2.9 and Lemma 2.4 we obtain the fact that the family of
functions (2.12) parametrized by Γ ∈ CC is an isomorphism of presheaves that is inverse to
SO˜bn.
Lemma 2.10 For any n ≥ 1 the square of morphisms of presheaves
Sig(O˜bn)
SO˜bn−−−→ O˜bn+1
Sig(∂)
y
y∂
Sig(Obn)
SObn−−−→ Obn+1
(2.14)
commutes.
Proof: Let Γ ∈ CC. By definition we have
Sig(O˜bn)(Γ) = {(T, o) | T ∈ Ob1(Γ), o ∈ O˜bn(T )}
Let (T, o) ∈ Sig(O˜bn)(Γ). Then, again by definitions,
∂Γ(SO˜bn,Γ(T, o)) = ∂Γ(o)
and
SObn,Γ(Sig(∂)Γ(T, o)) = SObn,Γ(T, ∂Γ(o)) = ∂Γ(o)
The lemma is proved.
Remark 2.11 Define Sign by induction on n, setting Sig0 = IdPreShv(CC) and Sig
n+1 =
Sign ◦ Sig. Then, also by induction on n, we can construct isomorphisms
SObnm : Sig
n(Obm)→ Obn+m
where SOb0m = IdObm and SOb
n+1
m is the composition
Sign+1(Obm) = Sig(Sig
n(Obm))
Sig(SObnm)−−−−−−→ Sig(Obn+m)
SObn+m
−−−−−→ Obn+m+1
In exactly the same way we construct isomorphisms
SO˜b
n
m : Sig
n(O˜bm)→ O˜bn+m
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2.2 Functor Dp, sets D
n
p (X, Y ) and the ◦-notation
In this section we work in the context of a category C with a universe p. The goal of the
section is to construct, for any such pair, a functor
Dp : PreShv(C)→ PreShv(C)
The definition of a universe in a category was given in [6, Definition 2.1]. We repeat it here
for the convenience of the reader.
Definition 2.12 Let C be a category. A universe structure on a morphism p : U˜ → U in C
is a mapping that assigns to any morphism f : X → U in C a pullback of the form
(X, f)
Q(F )
−−−→ U˜
pX,F
y
yp
X
F
−−−→ U
(2.15)
A universe in C is a morphism together with a universe structure on it.
We usually refer to a universe by the name of the corresponding morphism without men-
tioning the choices of pullbacks explicitly. To shorten the notation we will write pF instead
of pX,F .
For f : W → X and g :W → U˜ such that f ◦ F = g ◦ p we will denote by f ∗F g the unique
morphism W → (X ;F ) such that
(f ∗F g) ◦ pF = f (2.16)
(f ∗F g) ◦Q(F ) = g (2.17)
For X ′
f
→ X
F
→ U we let Q(f, F ) denote the morphism
Q(f, F ) = (pf◦F ◦ f) ∗F Q(f ◦ F ) : (X
′; f ◦ F )→ (X ;F ) (2.18)
Observe that one has
Q(f ◦ F ) = Q(f, F ) ◦Q(F ) (2.19)
Q(IdX , F ) = Id(X;F ) (2.20)
Q(f ′ ◦ f, F ) = Q(f ′, f ◦ F ) ◦Q(f, F ) (2.21)
where the first equality follows directly from the definition, the second from the definition
and the uniqueness of the morphisms f ∗F g satisfying (2.16) and (2.17) and the third is
proved in [6, Lemma 2.5].
Let us fix a category C and a universe p in it.
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For any G ∈ PreShv(C) we define functor data Dp(G) given on objects by
Dp(G)(X) := ∐F :X→UG((X ;F )) (2.22)
and on morphisms by
Dp(G)(f) : (F, γ) 7→ (f ◦ F,G(Q(f, F ))(γ)) (2.23)
Lemma 2.13 The functor data Dp(G) specified above is a presheaf, i.e., one has
1. for any X ∈ C, Dp(G)(IdX) = IdDp(G)(X),
2. for any f : X → Y , g : Y → Z in C,
Dp(G)(f ◦ g) = Dp(G)(g) ◦Dp(G)(f)
Proof: For the first property we have
Dp(G)(IdX)((F, γ)) = (IdX ◦ F,G(Q(IdX , F ))(γ)) = (F, γ)
where the second equality is by (2.20) and the identity morphism axiom for the presheaf G.
For the second one we have
Dp(G)(f ◦ g)(F, γ) = (f ◦ g ◦ F,G(Q(f ◦ g, F ))(γ))) =
(f ◦ g ◦ F,G(Q(f, g ◦ F ) ◦Q(g, F ))(γ)) = (f ◦ (g ◦ F ),G(Q(f, g ◦ F ))(G(Q(g, F ))(γ))) =
Dp(G)(f)(Dp(G)(g)(F, γ)) = (Dp(G)(g) ◦Dp(G)(f))(F, γ)
where the second equality is by (2.21) and the third one by the composition axiom of the
presheaf G.
One defines Dp on morphisms of presheaves r : G → G
′ by the family of morphisms
Dp(r)X(F, γ) = (F, r(X;F )(γ)) (2.24)
For f : X → X ′ and r : G → G ′ we have
Dp(G)(f) ◦Dp(r)X = Dp(r)X′ ◦Dp(G
′)(f) (2.25)
that is, the family of functions Dp(r)X parametrized by X ∈ C is a morphism of presheaves.
For G ∈ PreShv(C) we have
Dp(IdG)X = IdDp(G)(X)
and for r : G → G ′ and r′ : G ′ → G ′′ we have
Dp(r ◦ r
′)X = Dp(r)X ◦Dp(r
′)X (2.26)
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These two equalities show that the functor data given by Dp on presheaves and Dp on
morphisms of presheaves is a functor that we also denote by
Dp : PreShv(C)→ PreShv(C)
Note that for the presheaves of the form Y o(A), where Y o is the Yoneda embedding, we
have
Dp(Y o(A))(X) = ∐F :X→UMorC((X ;F ), A) (2.27)
and for a morphism f : X → X ′,
Dp(Y o(A))(f)(F1, F2) = (f ◦ F1, Q(f, F1) ◦ F2) (2.28)
For a morphism a : A′ → A we have
Dp(Y o(a))X(F1, F2) = (F1, F2 ◦ a) (2.29)
Define
Dnp (X, Y ) = D
n
p (Y o(Y ))(X) (2.30)
such that in particular one has
D0p(X, Y ) =MorC(X, Y )
Since Dnp (Y o(Y )) is a presheaf we have, for any f : X
′ → X , the function
Dnp (Y o(Y ))(f) : D
n
p (Y o(Y ))(X)→ D
n
p (Y o(Y ))(X
′)
that we denote by
Dnp (f, Y ) : D
n
p (X, Y )→ D
n
p (X
′, Y ) (2.31)
Since Dnp and Y o are functors we have, for any g : Y → Y
′, a function
Dnp (Y o(g))X : D
n
p (Y o(Y ))(X)→ D
n
p (Y o(Y
′))(X)
that we denote by
Dnp (X, g) : D
n
p (X, Y )→ D
n
p (X, Y
′) (2.32)
Let d ∈ Dnp (X, Y ). For f : X
′ → X we let f ◦n d denote Dnp (f, Y )(d). For g : Y → Y
′ we
let d n◦ g denote Dnp (X, g)(d). When no confusion is possible we will abbreviate both ◦
n and
n◦ to ◦.
Let us summarize, using this “◦-notation” some of the results proved above in the following
lemma.
Lemma 2.14 For d ∈ Dnp (X, Y ) we have the following formulas:
1. IdX ◦ d = d,
2. (f ′ ◦ f) ◦ d = f ′ ◦ (f ◦ d),
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3. d ◦ IdY = d,
4. d ◦ (g ◦ g′) = (d ◦ g) ◦ g′,
5. f ◦ (d ◦ g) = (f ◦ d) ◦ g.
Proof: The first two equalities follow from the axioms of presheaf forDnp (Y o(Y )), the second
two from the fact that Y o ◦Dnp is a functor and the last one from the fact that the family of
functions Dp(Y o(g))− is a morphism of presheaves.
Lemma 2.15 Let (C, p) be a universe category, n ≥ 1, X, Y ∈ C, and
(F, a) ∈ ∐F :X→UD
n−1
p ((X ;F ), Y ) = Dp(D
n−1
p (Y o(Y )))(X) = D
n
p (X, Y )
Then one has
1. for f : X ′ → X
f ◦ (F, a) = (f ◦ F,Q(f, F ) ◦ a)
2. for g : Y → Y ′
(F, a) ◦ g = (F, a ◦ g)
Proof: In the first case we have
f ◦ (F, a) =
Dnp (Y o(Y ))(f)((F, a)) = (f ◦ F,D
n−1
p (Y o(Y ))(Q(f, F ))(a)) =
(f ◦ F,Q(f, F ) ◦ a)
where the first equality is by the definition of Dnp (f, Y ), the second by (2.23) and the third
by the definition of Dn−1p (Q(f, F ), Y ).
In the second case we have
(F, a) ◦ g =
Dnp (Y o(g))X((F, a)) = (F,D
n−1
p (Y o(g))(X;F )(a)) =
(F, a ◦ g)
where the first equality is by the definition of Dnp (X, g), the second by (2.23) and the third
by the definition of Dn−1p ((X ;F ), g). The lemma is proved.
Remark 2.16 It is likely that the functions (2.31) and (2.32) generalize to composition
functions
Dnp (X, Y )×D
m
p (Y, Z)→ D
n+m
p (X,Z) (2.33)
The formulas 1.-5. suggest that these composition functions satisfy the unity and associa-
tivity axioms and therefore one obtains, from any universe category (C, p), a new category
(C, p)∗ with the same collection of objects and morphisms between two objects given by
Mor(C,p)∗(X, Y ) = ∐n≥0D
n
p (X, Y )
The study of the composition functions (2.33) and categories (C, p)∗ is deferred to a later
paper.
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Remark 2.17 The observations of Remark 2.2 apply, with obvious modifications, to the
construction Dp as well.
2.3 Isomorphisms of presheaves u1 and u˜1
We now consider a universe category, that is, a category C with a universe p and a choice
of a final object pt. We usually denote a universe category as (C, p) without mentioning the
final object. For any universe category we have constructed in [6, Section 2] a C-system
CC(C, p).
The main goal of this section is to provide constructions for Problems 2.19 and 2.22.
Let us first recall the construction of CC(C, p). One defines first, by induction on n, pairs
(Obn, intn : Obn → C) where Obn = Obn(C, p) is a set and intn is a function from Obn to
objects of C. The definition is as follows:
1. Ob0 is the standard one point set unit whose element we denote by tt. The function
int0 maps tt to the final object pt of the universe category structure on C,
2. Obn+1 = ∐A∈ObnMor(int(A), U) and intn+1(A, F ) = (int(A);F ).
We then define Ob(CC(C, p)) as ∐n≥0Obn such that elements of Ob(CC(C, p)) are pairs
Γ = (n,A) where A ∈ Obn(C, p). We define the function int : Ob(CC(C, p))→ C as the sum
of functions intn. Where no confusion between int and intn is likely we will omit the index
n at intn.
The morphisms in CC(C, p) are defined by
MorCC(C,p) = ∐Γ,Γ′∈Ob(CC)MorC(int(Γ), int(Γ
′))
and the function int on morphisms maps a triple ((Γ,Γ′), a) to a. Note that the subset
in Mor that consists of f such that dom(f) = Γ and codom(f) = Γ′ is not equal to the
set MorC(int(Γ), int(Γ
′)) but instead to the set of triples of the form f = ((Γ,Γ′), a) where
a ∈ MorC(int(Γ), int(Γ
′)). The functor int maps ((Γ,Γ′), a) to a. This map is bijective
and therefore the functor is fully faithful but its morphism component is not the identity
function.
The length function is defined by l((n,A)) = n.
One defines pt as pt = (0, tt). It is the only object of length 0.
If Γ = (n,B) where n > 0 then, by construction, B = (A, F ) where F : int(A) → U . The
ft function is defined on such Γ by ft(Γ) = (n− 1, A) and on pt by ft(pt) = pt.
Lemma 2.18 For Γ = (n,A) and T = (n′, B) ∈ Ob(CC(C, p)) one has T ∈ Ob1(Γ) if and
only if n′ = n+ 1 and there exists F : int(A)→ U such that B = (A, F ).
Proof: By definition of the length function l, we have l(Γ) = n and l(T ) = n′. By definition
of Ob1, T ∈ Ob1(Γ) if and only if n
′ = n+ 1 and ft(T ) = Γ.
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If T = (n+1, (A, F )) then n′ = n+1. In particular, l(T ) > 0 and therefore ft(T ) = (n,A) =
Γ. This proves the ”if” part.
Assume that T = (n′, B) ∈ Ob1(Γ). Then n
′ = n + 1. Since n′ > 0, B is a pair of the form
(A′, F ). Since ft(T ) = (n,A′) = (n,A) we have A′ = A. This proves the “only if” part.
The p-morphism for Γ = (n,A) where n > 0 and A = (B,F ) is given by ((Γ, f t(Γ)), pF )
where pF are the p-morphisms of the universe structure.
For f : (n,A′)→ (n,A) and T such that l(T ) = l(Γ) + 1 and ft(T ) = Γ one has, by Lemma
2.18, T = (n+ 1, (A, F )) and one defines
f ∗(T ) = (n+ 1, (A′, int(f) ◦ F )) (2.34)
and
q(f, T ) = ((f ∗(T ), T ), Q(int(f), F )) (2.35)
The C-system axioms are verified in [6].
Let us denote by
int◦ : PreShv(C)→ PreShv(CC)
the functor of pre-composition with intop and by
Y o : C → PreShv(C)
the Yoneda embedding of C.
Problem 2.19 To construct an isomorphism of presheaves
u1 : Ob1 → int
◦(Y o(U)) (2.36)
such that for Γ = (n,A) and T = (n+ 1, (A, F )) one has
u1,Γ(T ) = F (2.37)
Construction 2.20 By definition of int◦ and Y o and Lemma 2.4, an isomorphism of
presheaves of the form (2.36) is a family of functions of the form
u1,Γ : Ob1(Γ)→ MorC(int(Γ), U)
parametrized by Γ ∈ Ob(CC(C, p)) such that for any f : Γ′ → Γ and any T ∈ Ob1(Γ) one
has
u1,Γ′(f
∗(T )) = int(f) ◦ u1,Γ(T ) (2.38)
and for any Γ the function u1,Γ is a bijection.
By Lemma 2.18, the conditions (2.37) define our family completely and it remains to verify
(2.38) and the bijectivity condition.
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For Γ = (n,A), T = (n + 1, (A, F )), Γ′ = (n′, A′) and f : Γ′ → Γ we have, by (2.34),
f ∗(T ) = (n′ + 1, (A′, int(f) ◦ F ))
Therefore,
u1,Γ′(f
∗(T )) = u1,Γ′((n
′ + 1, (A′, int(f) ◦ F ))) = int(f) ◦ F = int(f) ◦ u1,Γ(T )
which proves (2.38).
By Lemma 2.18, for Γ = (n,A), the formula F 7→ (n + 1, (A, F )) defines a function
MorC(int(A), U)→ Ob1(Γ)
By the same lemma and (2.37) this function is inverse to u1,Γ. This proves the bijectivity
condition and completes Construction 2.20.
Using again Lemma 2.18 and (2.37) we see that for any Γ ∈ Ob(CC(C, p)) and T ∈ Ob1(Γ),
int(T ) = (int(Γ); u1,Γ(T )) (2.39)
and
int(pT ) = pu1,Γ(T ) (2.40)
For f : Γ′ → Γ and T as above we have
int(q(f, T )) = Q(int(f), u1,Γ(T )) (2.41)
Lemma 2.21 For Γ = (n,A) and o ∈ O˜b1(Γ) one has
codom(int(o)) = (int(Γ); u1,Γ(∂(o))) (2.42)
Proof: We have codom(o) = ∂(o) ∈ Ob1(Γ). Therefore (2.42) follows from the equality
codom(int(f)) = int(codom(f)) and (2.39).
The second problem whose solution is constructed in this section is as follows.
Problem 2.22 To construct an isomorphism of presheaves
u˜1 : O˜b1 → int
◦(Y o(U˜)) (2.43)
such that for o ∈ O˜b1(Γ) one has
u˜1,Γ(o) = int(o) ◦Q(u1,Γ(∂(o))) (2.44)
where the right hand side is defined by (2.42) and the equality dom(Q(F )) = (dom(F );F ).
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To construct a solution for this problem we will need the following two lemmas.
Lemma 2.23 For a universe p in C and X ∈ C, the function
∐F∈Mor(X,U)sec(pF )→ Mor(X, U˜)
given by the formula (F, s) 7→ s ◦ Q(F ) is a bijection. The inverse bijection is given by the
formula F˜ 7→ (F˜ ◦ p, IdX ∗F˜◦p F˜ ) where IdX ∗F˜◦p F˜ is defined because IdX ◦ F˜ ◦ p = F˜ ◦ p.
Proof: Let us denote the first function by Φ and second one by Ψ. We have
Φ(Ψ(F˜ )) = Φ(F˜ ◦ p, IdX ∗F˜◦p F˜ ) = (IdX ∗F˜◦p F˜ ) ◦Q(F˜ ◦ p) = F˜
where the last equality is by the definition of ∗
F˜◦p
, and
Ψ(Φ(F, s)) = Ψ(s ◦Q(F )) = ((s ◦Q(F )) ◦ p, IdX ∗(s◦Q(F ))◦p (s ◦Q(F )))
Next we have
s ◦Q(F ) ◦ p = s ◦ pF ◦ F = F (2.45)
It remains to compare IdX ∗s◦Q(F )◦p (s ◦ Q(F )) with s. To do it we need to compare its
post-compositions with pF and Q(F ) with the same post-compositions for s.
By (2.45) we may replace s ◦Q(F ) ◦ p with F . We have
IdX ∗F (s ◦Q(F )) ◦ pF = IdX = s ◦ pF
IdX ∗F (s ◦Q(F )) ◦Q(F ) = s ◦Q(F ) = s ◦Q(F )
Therefore, IdX ∗F (s ◦Q(F )) = s and
Ψ(Φ(F, s)) = (F, s)
The lemma is proved.
Lemma 2.24 Let p : Y → X be a morphism in C and Φ : C → C′ a functor. Then for
s ∈ sec(p) one has Φ(s) ∈ sec(Φ(p)).
If Φ is fully faithful then the resulting function
Φsec,p : sec(p)→ sec(Φ(p))
is a bijection.
Proof: The first assertion follows immediately from the definition of sec and the axioms of
a functor.
Assume that Φ is fully faithful. To prove that Φsec,p is a bijection let
Φ−1A,B :MorC′(Φ(A),Φ(B))→MorC(A,B)
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be the inverse to the function ΦA,B : MorC(A,B) → MorC′(Φ(B),Φ(B)) that we denoted
simply by Φ. One verifies easily that for any A,B,C ∈ C the functions Φ−1A,B,Φ
−1
B,C and Φ
−1
A,C
commute with the compositions and for any A ∈ C one has Φ−1A,A(IdΦ(A)) = IdA.
Therefore, for s′ ∈ sec(ΦY,X(p)) we have Φ
−1
X,Y (s
′) ∈ sec(p). Indeed,
ΦX,X(Φ
−1
X,Y (s
′) ◦ p) = ΦX,Y (Φ
−1
X,Y (s
′)) ◦ ΦY,X(p) = s
′ ◦ ΦY,X(p) = IdΦ(X)
and since Φ−1X,X(IdΦ(X)) = IdX we obtain that Φ
−1
X,Y (s
′) ◦ p = IdX . This implies that Φsec,p
and the restriction of Φ−1X,Y to sec(Φ(p)) form a pair of functions between sec(p) and sec(Φ(p))
and one sees immediately that they are mutually inverse.
Construction 2.25 By definition of int◦ and Y o and Lemma 2.4, an isomorphism of
presheaves of the form (2.43) is a family of functions of the form
u˜1,Γ : O˜b1(Γ)→ MorC(int(Γ), U˜)
parametrized by Γ ∈ Ob(CC(C, p)) such that for any f : Γ′ → Γ and any o ∈ O˜b1(Γ) one has
u˜1,Γ′(f
∗(o)) = int(f) ◦ u˜1,Γ(o) (2.46)
and for any Γ the function u˜1,Γ is a bijection.
The equalities (2.44) define our family completely and it remains to prove (2.46) and the
bijectivity condition.
For the proof of (2.46) we have the following, where we write u instead of u1,Γ and u1,Γ′ and
u˜ instead of u˜1,Γ and u˜1,Γ′,
u˜(f ∗(o)) = int(f ∗(o)) ◦Q(u(∂(f ∗(o)))) = int(f ∗(o)) ◦Q(u(f ∗(∂(o)))) =
int(f ∗(o)) ◦Q(int(f) ◦ u(∂(o))) = int(f ∗(o)) ◦Q(int(f), u(∂(o))) ◦Q(u(∂(o))) =
int(f ∗(o)) ◦ int(q(f, ∂(o))) ◦Q(u(∂(o))) = int(f ∗(o) ◦ q(f, ∂(o))) ◦Q(u(∂(o))) =
int(q(f,Γ) ◦ o) ◦Q(u(∂(o))) = int(f ◦ o) ◦Q(u(∂(o))) =
int(f) ◦ int(o) ◦Q(u(∂(o))) = int(f) ◦ u˜(o)
where the first equality is by (2.44), second is by definition of f ∗(o), the third is by (2.38),
the fourth is by (2.19), the fifth is by (2.41), the sixth is because int is a functor, the seventh
is by [8, (2.19)], the eighth is by definition of q(f,−), the ninth is because int is a functor
and the tenth is again by (2.44). This completes the proof of (2.46).
To prove that the function u˜1,Γ is a bijection we will represent it as the composition of
functions that we can show to be bijections. The functions are of the form
O˜b1(Γ)→ ∐T∈Ob1(Γ)∂
−1(T )→ ∐F :int(Γ)→Usec(pF )→ Mor(int(Γ), U˜)
and are given by the formulas
o 7→ (∂(o), o) (T, o) 7→ (u(T ), int(o)) (F, s) 7→ s ◦Q(F )
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The first function is the function X → ∐y∈Y f
−1(y), which is defined and is a bijection for
any function of sets f : X → Y . The second one is the total function of the function u
and the family of functions intsec,pT of Lemma 2.24. Since u and the functions intsec,pT are
bijections the total function is a bijection. The third function is the bijection of Lemma 2.23.
Let us show that the composition of these bijections equals u˜. Indeed, for o ∈ O˜b1(Γ) we
have
o 7→ (∂(o), o) 7→ (u(∂(o)), int(o)) 7→ int(o) ◦Q(u(∂(o))) = u˜(o)
This completes Construction 2.25.
Remark 2.26 The inverse to u˜1,Γ can be expressed by the formula
u˜−11,Γ(H) = int
−1
Γ,u−11,Γ(H◦p)
(Idint(Γ) ∗H◦p H)
Note that while we can omit explicitly mentioning dom(f) and codom(f) when we write
int(f) we must specify them when we write int−1(f) because int is bijective only on the
subsets of morphisms with fixed domain and codomain. This makes the expression for u˜−11,Γ
longer than one would prefer.
The family of functions ∂Γ forms a morphism of presheaves O˜bn → Obn that we usually
denote simply by ∂.
Lemma 2.27 The square of morphisms of presheaves
O˜b1
u˜1−−−→ int◦(Y o(U˜))
∂
y
yint◦(Y o(p))
Ob1
u1−−−→ int◦(Y o(U))
(2.47)
commutes.
Proof: For Γ and o ∈ O˜b1(Γ) we have
int◦(Y o(p))Γ(u˜1,Γ(o)) = (u˜1,Γ(o)) ◦ p = int(o) ◦Q(u1,Γ(∂(o))) ◦ p =
int(o) ◦ pu1,Γ(∂(o)) ◦ u1,Γ(∂(o)) = int(o ◦ p∂(o)) ◦ u1,Γ(∂(o)) = u1,Γ(∂(o))
where the first equality is by definition of int◦ and Y o, the second by (2.44), the third by
commutativity of (2.15), the fourth by (2.40) and the fifth by the definition O˜b1(Γ) in (2.2)
and the fact that ∂(o) = codom(o). The lemma is proved.
2.4 Functor isomorphisms SDp
In this section we continue to consider a universe category (C, p). For any (C, p) we will
relate the functor Dp on PreShv(C) and the functor Sig on PreShv(CC(C, p)).
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Problem 2.28 For a universe category (C, p) to construct an isomorphism of functors from
PreShv(C) to PreShv(CC) of the form
SDp : int
◦ ◦ Sig → Dp ◦ int
◦
Construction 2.29 In view of Lemma 2.4, we have to construct, for any G ∈ PreShv(C),
an isomorphism of presheaves on CC(C, p) of the form
SDp,G : Sig(int
op ◦ G)→ intop ◦Dp(G)
and to show that these isomorphisms are natural in G, that is, that for a morphism of
presheaves r : G → G ′ one has
SDp,G ◦ int
◦(Dp(r)) = Sig(int
◦(r)) ◦ SDp,G′
Applying Lemma 2.4 again, we see that we need to construct, for each G and Γ ∈ CC(C, p),
a bijection SDp,G,Γ, which we will denote φG,Γ for the duration of the proof, of the form
φG,Γ : Sig(int
op ◦ G)(Γ)→ (intop ◦Dp(G))(Γ) = Dp(G)(int(Γ))
and to show that two conditions hold:
1. for any f : Γ′ → Γ we have
φG,Γ ◦Dp(G)(int(f)) = Sig(int
op ◦ G)(f) ◦ φG,Γ′ (2.48)
that is, the square
Sig(intop ◦ G)(Γ)
φG,Γ
−−−→ Dp(G)(int(Γ))
Sig(intop◦G)(f)
y
yDp(G)(int(f))
Sig(intop ◦ G)(Γ′)
φG,Γ′
−−−→ Dp(G)(int(Γ
′))
(2.49)
commutes.
2. for any r : G → G ′ and Γ ∈ CC(C, p) we have
φG,Γ ◦Dp(r)int(Γ) = Sig(int
◦(r))Γ ◦ φG′,Γ (2.50)
that is, the square
Sig(intop ◦ G)(Γ)
φG,Γ
−−−→ Dp(G)(int(Γ))
Sig(int◦(r))Γ
y
yDp(r)int(Γ)
Sig(intop ◦ G ′)(Γ)
φG,Γ
−−−→ Dp(G
′)(int(Γ))
(2.51)
commutes.
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To construct φG,Γ we first compute using (2.3)
Sig(intop ◦ G)(Γ) = ∐T∈Ob1(Γ)G(int(T ))
and using (2.22)
Dp(G)(int(Γ)) = ∐F :int(Γ)→UG((int(Γ);F ))
and define the function φG,Γ by the formula
φG,Γ((T, g)) = (u1,Γ(T ), g) (2.52)
where the right hand side is defined because of (2.39). The function φG,Γ is a bijection
as the total function of the bijection u1,Γ and the family of bijections, namely the identity
functions.
To prove equality (2.48) we compute using (2.4)
Sig(int ◦ G)(f)(T, g) = (f ∗(T ),G(int(q(f, T )))(int(T )))
and using (2.23)
Dp(G)(int(f))(F, g) = (int(f) ◦ F,G(Q(int(f), F ))(g))
Equality (2.48) follows now from (2.38) and (2.41).
To prove equality (2.50) we compute using (2.5)
Sig(int◦(r))Γ(T, g) = (T, rint(T )(g))
and using (2.24)
Dp(r)int(Γ)(F, g) = (F, r(int(Γ);F )(g))
and (2.50) follows from (2.39).
This completes Construction 2.29.
2.5 Isomorphisms of presheaves un and u˜n for n ≥ 2
In this section we continue to consider a universe category (C, p). For any such (C, p) and
any n ≥ 1, we construct isomorphisms of presheaves on CC(C, p) of the form
un : Obn → int
◦(Dn−1p (Y o(U))) (2.53)
and
u˜n : O˜bn → int
◦(Dn−1p (Y o(U˜))) (2.54)
where D0p = IdPreShv(C), and u1 and u˜1 are the isomorphisms constructed in Section 2.3. We
show that
u˜n ◦ int
◦(Dn−1p (Y o(p))) = ∂ ◦ u˜n (2.55)
Let us fix a universe category (C, p).
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Problem 2.30 Let n ≥ 2. To construct an isomorphism of presheaves on CC(C, p) of the
form (2.53).
Construction 2.31 We proceed by induction on n starting with n = 1. Observe that SDp,G
is an isomorphism of the form
Sig(int◦(G))→ int◦(Dp(G)) (2.56)
The isomorphism u1 was constructed in Section 2.3. For the successor, define un+1 as the
following composition
Obn+1
SOb−1n−−−−→ Sig(Obn)
Sig(un)
−−−−→ Sig(int◦(Dn−1p (Y o(U))))
SD
p,D
n−1
p (Y o(U))
−−−−−−−−−−→
int◦(Dp(D
n−1
p (Y o(U)))) int
◦(Dnp (Y o(U)))
The isomorphism un+1,Γ is of the form
T 7→ (ftn(T ), T ) 7→ (ftn(T ), un,ftn(T )(T )) 7→ (u1,Γ(ft
n(T )), un,ftn(T )(T )) (2.57)
where the form of the first map is by (2.9), the second by (2.5) and the third by (2.52). In
particular, for n = 1 we get
u2,Γ(T ) = (u1,Γ(ft(T )), u1,ft(T )(T ))
Problem 2.32 Let n ≥ 2. To construct an isomorphism of presheaves on CC(C, p) of the
form (2.54).
Construction 2.33 We proceed by induction on n starting with n = 1. The isomorphism
u˜1 was constructed in Section 2.3. For the successor, define u˜n+1 as the following composition,
where we use that SDp,G is of the form (2.56),
O˜bn+1
SO˜b
−1
n−−−−→ Sig(O˜bn)
Sig(u˜n)
−−−−→ Sig(int◦(Dn−1p (Y o(U˜))))
SD
p,D
n−1
p (Y o(U˜))
−−−−−−−−−−→
int◦(Dp(D
n−1
p (Y o(U˜)))) int
◦(Dnp (Y o(U˜)))
The isomorphism u˜n+1,Γ is of the form
o 7→ (ftn(∂(o)), o) 7→ (ftn(∂(o)), u˜n,ftn(∂(o))(o)) 7→ (u1,Γ(ft
n(∂(o))), u˜n,ftn(∂(o))(o)) (2.58)
where the form of the first map is by (2.12), the second by (2.5) and the third by (2.52). In
particular, for n = 1 we get
u˜2,Γ(o) = (u1,Γ(ft(∂(o))), u˜1,ft(∂(o))(o))
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Lemma 2.34 For any n ≥ 1, (2.55) holds, that is, the square
O˜bn
u˜n−−−→ int◦(Dn−1p (Y o(U˜)))
∂
y
yint◦(Dn−1p (Y o(p)))
Obn
un−−−→ int◦(Dn−1p (Y o(U)))
commutes.
Proof: We proceed by induction on n starting at n = 1. For n = 1 it is shown in Lemma
2.27.
For the successor of n we have the diagram
O˜bn+1
SO˜b
−1
n−−−−→ Sig(O˜bn)
Sig(u˜n)
−−−−→ Sig(int◦(Dnp (Y o(U˜))))
SDp
−−−→ int◦(Dp(D
n
p (Y o(U˜))))
∂
y Sig(∂)
y Sig(int◦(Dnp (Y o(p))))
y int◦(Dp(Dnp (Y o(p))))
y
Obn+1
SOb−1n−−−−→ Sig(Obn)
Sig(un)
−−−−→ Sig(int◦(Dnp (Y o(U))))
SDp
−−−→ int◦(Dp(D
n
p (Y o(U))))
where the composition of the upper horizontal arrows is u˜n and the composition of the lower
horizontal ones is un. To prove the lemma it is sufficient to show that the three squares of
the diagram commute.
The commutativity of the left square follows easily from Lemma 2.10. The middle square
commutes by the inductive assumption using the fact that Sig is a functor. The right square
commutes because SDp is an isomorphism of functors, that is, it is natural in morphisms of
presheaves.
2.6 The case of a locally cartesian closed C - isomorphisms ηn and
µn
In this section C is a locally cartesian closed category (see Appendix 4.2) with a binary
product structure (see Appendix 4.1).
The main construction of this section is Construction 2.38 for Problem 2.37 that provides,
for a universe p in a category C as above, representations for the presheaves Dp(Y o(Y )). As
a corollary we provide constructions for Problems 2.39 and 2.42.
For a morphism p : U˜ → U in C and an object Y of C let
Ip(Y ) := HomU((U˜ , p), (U × Y, pr1))
and let
prIp(Y ) = p△pr1 : Ip(Y )→ U
be the canonical morphism.
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For a morphism f : Y → Y ′ let
Ip(f) = HomU((U˜ , p), U × f)
By (4.10),(4.11) and Definition 4.4(3) we have
Ip(IdY ) = IdIp(Y )
and for f ′ : Y ′ → Y ′′ we have
Ip(f ◦ f
′) = Ip(f) ◦ Ip(f
′)
which shows that the mappings Y 7→ Ip(Y ) and f 7→ Ip(f) define a functor from C to itself.
The main goal of this section is to construct an isomorphism η between functors from C to
PreShv(C) of the form:
η : Y o ◦Dp → Ip ◦ Y o
This isomorphism provides, in particular, a family, parametrized by Y ∈ C, of representations
for the functors Dp(Y o(Y )).
Note that Ip depends on the choice of both the locally cartesian closed and the binary
product structures on C, but does not depend on the universe structure. On the other hand,
the construction of the functors Dp(F ) requires a universe structure on p but does not require
either the locally cartesian closed or the binary product structure on C.
The computations below are required because we have to deal with this fact. In particular,
we have to take into the account that for F : X → U the fiber product (X,F )×U (U˜ , p) that
we have from the structure of a category with pullbacks on C need not be equal to (X ;F )
that we have from the universe structure on p.
Let p : U˜ → U be a universe and Y an object of C. We assume that C is equipped with a
locally cartesian closed and a binary product structures. For F : X → U there is a unique
morphism
ιF : (X ;F )→ (X,F )×U (U˜ , p)
such that
ιF ◦ pr1 = pF
ιF ◦ pr2 = Q(F )
(2.59)
which is a particular case of the morphisms ι of Lemma 4.3.
The evaluation morphism in the case of Ip(Y ) is a morphism in C/U of the form
evIp : (Ip(Y ), prIp(Y ))×U (U × Y, pr1)→ (U × Y, pr1)
Define a morphism
stp(Y ) : (Ip(Y ); prIp(Y ))→ Y
as the composition:
stp(Y ) := ιprIp(Y ) ◦ evIp(Y ) ◦ pr2 (2.60)
We will need to use some properties of these morphisms.
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Lemma 2.35 Let f : Y → Y ′ be a morphism, then one has
Q(Ip(f), prIp(Y
′)) ◦ stp(Y
′) = stp(Y ) ◦ f
Proof: Let pr = prIp(Y ), pr
′ = prIp(Y
′), ι = ιpr, ι
′ = ιpr′, ev = evIp(Y ) and ev
′ = evIp(Y
′).
Then we have to verify that the outer square of the following diagram commutes:
(Ip(Y ); pr)
ι
−−−→ (Ip(Y ), pr)×U (U˜ , p)
ev
−−−→ U × Y
pr2
−−−→ Y
Q(Ip(f),pr′)
y Ip(f)×IdU˜
y IdU×f
y
yf
(Ip(Y
′); pr′)
ι′
−−−→ (Ip(Y
′), pr′)×U (U˜ , p)
ev′
−−−→ U × Y ′
pr2
−−−→ Y ′
The commutativity of the left square is a particular case of Lemma 4.3. The commutativity
of the right square is an immediate corollary of the definition of IdU×f . The commutativity
of the middle square is a particular case of (4.7).
Remark 2.36 In [3] generalized polynomial functors are defined as functors isomorphic to
functors of the form Ip.
Problem 2.37 Let C be a locally cartesian closed category with a binary product structure
and p a universe in C. To construct, for all Y ∈ C, isomorphisms of presheaves
ηY : Dp(Y o(Y ))→ Y o(Ip(Y ))
that are natural in Y , i.e., such that for all f : Y → Y ′ the square
Dp(Y o(Y ))
Dp(Y o(f))
−−−−−−→ Dp(Y o(Y
′))
ηY
y
yηY ′
Y o(Ip(Y ))
Y o(Ip(f))
−−−−−→ Y o(Ip(Y
′))
commutes.
Construction 2.38 We will use the notation introduced before Remark 2.16. We need to
construct bijections
ηY,X : Dp(X, Y )→MorC(X, Ip(Y ))
such that for all f : Y → Y ′, X ∈ C and d ∈ Dp(X, Y ) one has
ηY,X(d) ◦ Ip(f) = ηY ′,X(d ◦ f) (2.61)
and for any f : X ′ → X and d ∈ Dp(Y o(Y ))(X) one has
f ◦ ηY,X(d) = ηY,X′(f ◦ d) (2.62)
We will construct bijections
η!Y,X :Mor(X, Ip(Y ))→ Dp(X, Y )
such that for all g : X → Ip(Y ) one has:
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1. for all f : Y → Y ′ one has
η!(g) ◦ f = η!(g ◦ Ip(f)) (2.63)
2. for all f : X ′ → X one has
f ◦ η!(g) = η!(f ◦ g) (2.64)
and then define ηY,X as the inverse to η
!
Y,X . One proves easily that (2.61) implies (2.63) and
(2.62) implies (2.64).
By (2.27) we have
Dp(X, Y ) = ∐F :X→UMorC((X ;F ), Y )
For g : X → Ip(Y ) we set
η!Y,X(g) := (g ◦ prIp(Y ), Q(g, prIp(Y )) ◦ stp(Y )) (2.65)
as can be seen on the diagram
Yxstp(Y )
(X ; g ◦ prIp(Y ))
Q(g,prIp(Y ))
−−−−−−−→ (Ip(Y ); prIp(Y ))
Q(prIp(Y ))
−−−−−−→ U˜y
y
yp
X
g
−−−→ Ip(Y )
prIp(Y )
−−−−→ U
To see that this is a bijection observe first that it equals the composition
Mor(X, Ip(Y ))→ ∐F :X→UMorU ((X,F ), (Ip(Y ), prIp(Y )))→ ∐F :X→UMor((X ;F ), Y )
where the first function is given by the formula g 7→ (g ◦ prIp(Y ), g) and the second is the
sum over all F : X → U of functions g 7→ Q(g, prIp(Y )) ◦ stp(Y ).
The first function is a function of the form A → ∐b∈Bh
−1(b), which is defined and is a
bijection for any function of sets h : A → B. It remains to show that the second one is a
bijection for every F .
By definition of the HomU structure we know that for each F the function
adj :MorU((X,F ), (Ip(Y ), prIp(Y )))→ MorU((X,F )×U (U˜ , p), (U × Y, pr1))
given by g 7→ (g ×U Id(U˜ ,p)) ◦ evIp(Y ) is a bijection.
By definition of the binary product, the function of post-composition with pr2,
MorU((X,F )×U (U˜ , p), (U × Y, pr1))→ Mor((X,F )×U (U˜ , p), Y )
is a bijection. By Lemma 4.2, ιF is an isomorphism and therefore the pre-composition with
it is a bijection. Now we have two functions
MorU((X,F ), (Ip(Y ), prIp(Y )))→Mor((X ;F ), Y )
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given by g 7→ ιF ◦ (g ×U IdU˜) ◦ evIp(Y ) ◦ pr2 and g 7→ Q(g, prIp(Y )) ◦ stp(Y ) of which the
first one is the bijection. It remains to show that these functions are equal. In view of (2.60)
it is sufficient to show that
ιF ◦ (g ×U IdU˜) = Q(g, prIp(Y )) ◦ ιprIp(Y )
To do it we have to to show that the compositions of the left and right hand sides with pr1
(to Ip(Y )) and pr2 (to U˜) are equal.
For pr1 we have
ιF ◦ (g ×U IdU˜) ◦ pr1 = ιF ◦ pr1 ◦ g = pF ◦ g
Q(g, prIp(Y )) ◦ ιprIp(Y ) ◦ pr1 = Q(g, prIp(Y )) ◦ pprIp(Y ) = pg◦prIp(Y ) ◦ g = pF ◦ g
where we used the defining equations (2.59) of ι, the definition (2.18) of Q(−,−) and the
fact that g is a morphism over U .
For pr2 we have
ιF ◦ (g ×U IdU˜) ◦ pr2 = ιF ◦ pr2 ◦ IdU˜ = ιF ◦ pr2 = Q(F )
Q(g, prIp(Y )) ◦ ιprIp(Y ) ◦ pr2 = Q(g, prIp(Y )) ◦Q(prIp(Y )) = Q(g ◦ prIp(Y )) = Q(F )
where we used the defining equations (2.59) of ι, (2.19) and the fact that g is a morphism
over U .
We now have to check the behavior of η! with respect to morphisms in Y (equality (2.63))
and X (equality (2.64).
Let pr = prIp(Y ) and pr
′ = prIp(Y
′). Let g : X → Ip(Y ) be as above. For f : Y → Y
′ we
have
η!(g) ◦ f = Dp(Y o(f))X(g ◦ pr,Q(g, pr) ◦ stp(Y )) = (g ◦ pr,Q(g, pr) ◦ stp(Y ) ◦ f)
where the first equality is by (2.65) and the second by (2.29) and
η!(g ◦ Ip(f)) = (g ◦ Ip(f) ◦ pr
′, Q(g ◦ Ip(f), pr
′) ◦ stp(Y
′))
where the equality is by (2.65). We have pr = Ip(f) ◦ pr
′ because Ip(f) is a morphism over
U . It remains to check that
Q(g, pr) ◦ stp(Y ) ◦ f = Q(g ◦ Ip(f), pr
′) ◦ stp(Y
′)
By [6, Lemma 2.5] we have
Q(g ◦ Ip(f), pr
′) = Q(g, pr) ◦Q(Ip(f), pr
′)
and the remaining equality
Q(g, pr) ◦ stp(Y ) ◦ f = Q(g, pr) ◦Q(Ip(f), pr
′) ◦ stp(Y
′)
follows from Lemma 2.35.
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Consider now f : X ′ → X . Then
f ◦ η!(g) = Dp(Y o(Y ))(f)(g ◦ pr,Q(g, pr) ◦ stp(Y )) =
(f ◦ g ◦ pr,Q(f, g ◦ pr) ◦Q(g, pr) ◦ stp(Y ))
and
η!(f ◦ g) = (f ◦ g ◦ pr,Q(f ◦ g, pr) ◦ stp(Y ))
where we used (2.65) and (2.28) and the required equality follows from [6, Lemma 2.5].
Problem 2.39 For a locally cartesian closed category C with a binary product structure and
a universe p in C to construct, for all n ≥ 0 and Y ∈ C, isomorphisms of presheaves
ηn,Y : D
n
p (Y o(Y ))→ Y o(I
n
p (Y ))
that are natural in Y , i.e., such that for all f : Y → Y ′ the square
Dnp (Y o(Y ))
Dnp (Y o(f))
−−−−−−→ Dnp (Y o(Y
′))
ηn,Y
y
yηn,Y ′
Y o(Inp (Y ))
Y o(Inp (f))
−−−−−−→ Y o(Inp (Y
′))
(2.66)
commutes.
Construction 2.40 Proceed by induction on n starting with n = 0. By our convention,
D0p = IdPreShv(C) and I
0
p = IdC. We set η0,Y = IdY o(Y ). For the successor we define ηn+1,Y as
the composition
Dn+1p (Y o(Y )) =
Dp(D
n
p (Y o(Y )))
Dp(ηn,Y )
−−−−−→ Dp(Y o(I
n
p (Y )))
η1,Inp (Y )
−−−−→ Y o(Ip(I
n
p (Y ))) =
Y o(In+1p (Y ))
The naturality in Y is easily proved by induction.
Note that we can write ηn,Y,X as a function of the form
Dnp (X, Y )→ MorC(X, I
n
p (Y ))
Let us spell out the formulas expressing the fact that ηn,Y is a morphism of presheaves and
the naturality of ηn,Y in Y in the ◦-notation. Let d ∈ D
n
p (X, Y ). Then for f : X
′ → X one
has
ηn(f ◦ d) = f ◦ ηn(d) (2.67)
and for g : Y → Y ′ one has
ηn(d ◦ g) = ηn(d) ◦ I
n
p (g) (2.68)
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Indeed, the first formula is an expression of the fact that the family of functions ηn,Y,− is a
morphism of presheaves and the second formula an expression of the commutativity of the
square (2.66).
We let η!n,Y denote the isomorphism inverse to ηn,Y . For m : X → I
n
p (Y ) we have the
following formulas that follow from (2.67) and (2.68). For f : X → X ′ one has
f ◦ η!n(m) = η
!
n(f ◦m) (2.69)
and for g : Y → Y ′ one has
η!n(m) ◦ g = η
!
n(m ◦ I
n
p (g)) (2.70)
Let us also introduce the following notation that will be useful below. For Y ∈ C let
IdnY = η
!
n(IdInp (Y )) ∈ D
n
p (I
n
p (Y ), Y ) (2.71)
We have the following formulas.
Lemma 2.41 In the notations introduced above one has:
1. for m : X → Inp (Y ) one has
m ◦ IdnY = η
!
n(m) (2.72)
2. for g : Y → Y ′ one has
IdnY ◦ g = η
!
n(I
n
p (g)) (2.73)
Proof: For the first formula we have
m ◦ IdnY = m ◦ η
!
n(IdInp (Y )) = η
!
n(m ◦ IdInp (Y )) = η
!
n(m)
where the first equality is by the definition of IdnY , the second by (2.69) and the third by the
identity axiom of C.
For the second formula we have
IdYn ◦ g = η
!
n(IdInp (Y )) ◦ g = η
!
n(IdInp (Y ) ◦ I
n
p (g)) = η
!
n(I
n
p (g))
where the first equality is by the definition of IdnY , the second by (2.70) and the third by the
identity axiom of C. The lemma is proved.
Note that (2.72) implies in particular that we have
ηn(d) ◦ Id
n
Y = η
!
n(ηn(d)) = d (2.74)
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Problem 2.42 For C as above, a universe p : U˜ → U in C and n ≥ 1 to construct isomor-
phisms of presheaves
µn : Obn → int
◦(Y o(In−1p (U)))
and
µ˜n : O˜bn → int
◦(Y o(In−1p (U˜)))
such that the square
O˜bn
µ˜n
−−−→ int◦(Y o(In−1p (U˜)))
∂
y
yint◦(Y o(In−1p (p)))
Obn
µn
−−−→ int◦(Y o(In−1p (U)))
(2.75)
commutes.
Construction 2.43 Compose isomorphism un of Construction 2.31 (resp. isomorphism u˜n
of Construction 2.33) with the isomorphism int◦(ηn−1,U) (resp. int
◦(η
n−1,U˜)) where ηn−1,U
(resp. ηn−1,U˜) is the isomorphism of Construction 2.40.
To prove the commutativity of (2.75) consider the diagram
O˜bn
u˜n−−−→ int◦(Dn−1p (Y o(U˜)))
int◦(η
n−1,U˜
)
−−−−−−−→ int◦(Y o(In−1p (U˜)))
∂
y int◦(Dn−1p (Y o(p)))
y
yint◦(Y o(In−1p (p)))
Obn
un−−−→ int◦(Dn−1p (Y o(U)))
int◦(ηn−1,U )
−−−−−−−→ int◦(Y o(In−1p (U)))
The composition of the upper arrows is µ˜n and the composition of the lower ones is µn. It
remains to show that the two squares commute. The left square commutes by Lemma 2.34.
The right square commutes because int◦ is a functor and ηn−1,Y is natural in Y .
Observe that for Γ ∈ CC(C, p), T ∈ Obn(Γ) and o ∈ O˜bn(Γ) one has:
µn,Γ(T ) = ηn−1,U,int(Γ)(un,Γ(T )) ∈ int
◦(Y o(In−1p (U)))(Γ) =MorC(int(Γ), I
n−1
p (U)) (2.76)
and
µ˜n,Γ(o) = ηn−1,U˜ ,int(Γ)(u˜n,Γ(o)) ∈ int
◦(Y o(In−1p (U˜)))(Γ) =MorC(int(Γ), I
n−1
p (U˜)) (2.77)
and the commutativity of (2.75) is equivalent to the assertion that for all Γ and o as above
one has
µn,Γ(∂(o)) = µ˜n,Γ(o) ◦ I
n
p (p) (2.78)
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3 Functoriality
3.1 Universe category functors and the Dp construction
Let (C, p, pt) and (C′, p′, pt′) be two universe categories. Recall from [6] the following defini-
tion.
Definition 3.1 A universe category functor from (C, p, pt) to (C′, p′, pt′) is a triple Φ =
(Φ, φ, φ˜) where Φ is a functor C → C′ and φ : Φ(U)→ U ′, φ˜ : Φ(U˜)→ U˜ ′ are two morphisms
such that one has:
1. Φ takes pt to a final object,
2. Φ takes the canonical pullbacks based on p to pullbacks,
3. the square
Φ(U˜)
φ˜
−−−→ U˜ ′
Φ(p)
y
yp′
Φ(U)
φ
−−−→ U ′
(3.1)
is a pullback.
Problem 3.2 Let Φ = (Φ, φ, φ˜) be a universe category functor (C, p) → (C′, p′). To con-
struct a functor morphism
ΦD : Φ◦ ◦Dp → Dp′ ◦ Φ
◦ (3.2)
Construction 3.3 Both the left and the right hand side of (3.2) are functors of the form
PreShv(C′)→ PreShv(C)
Therefore, we need, for any presheaf G ′ on C′ and any X ∈ C, to construct a function
ΦDG′,X : Dp(Φ
◦(G ′))(X)→ Φ◦(Dp′(G
′))(X) (3.3)
and to prove that
1. the family ΦDG′,− is a morphism of presheaves, that is, for any a : X → Y in C, the
square
Dp(Φ
◦(G ′))(Y )
ΦDG′,Y
−−−−→ Φ◦(Dp′(G
′))(Y )
Dp(Φ◦(G′))(a)
y
yΦ◦(Dp′ (G′))(a)
Dp(Φ
◦(G ′))(X)
ΦDG′,X
−−−−→ Φ◦(Dp′(G
′))(X)
(3.4)
commutes,
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2. ΦD is a natural transformation of functors to presheaves, that is, for any f ′ : F ′ → G ′
and any X ∈ C the square
Dp(Φ
◦(F ′))(X)
ΦDF′,X
−−−−→ Φ◦(Dp′(F
′))(X)
Dp(Φ◦(f ′))X
y
yΦ◦(Dp′(f ′))X
Dp(Φ
◦(G ′))(X)
ΦDG′,X
−−−−→ Φ◦(Dp′(G
′))(X)
(3.5)
commutes.
Computing the left and right hand side of (3.3) we see that ΦDG′,X should be a function of
the form ∐
F :X→U
G ′(Φ((X ;F )))→
∐
F ′:Φ(X)→U ′
G ′((Φ(X);F ′))
Let F : X → U . Consider (Φ(X); Φ(F ) ◦ φ). Since (3.1) is a pullback there is a unique
morphism q such that q ◦ φ˜ = Q(Φ(F ) ◦ φ) and q ◦ Φ(p) = pΦ(X),Φ(F )◦φ ◦ Φ(F ). Then the
external square in the diagram
(Φ(X); Φ(F ) ◦ φ)
q
−−−→ Φ(U˜)
φ˜
−−−→ U˜ ′ypΦ(X),Φ(F )◦φ Φ(p)
y
yp′
Φ(X)
Φ(F )
−−−→ Φ(U)
φ
−−−→ U ′
is a pullback and since the right hand side square is a pullback, the left hand side square
is a pullback as well. Together with the fact that Φ takes pullback squares based on p to
pullback squares this implies that we obtain two pullbacks based on Φ(F ) ad Φ(p).
By Lemma 4.8 and Lemma 4.2 we have a unique morphism, which is an isomorphism,
ιX,F
Φ
: (Φ(X); Φ(F ) ◦ φ)→ Φ((X ;F ))
such that
ιX,F
Φ
◦ Φ(pX,F ) = pΦ(X),Φ(F )◦φ (3.6)
ιX,F
Φ
◦ Φ(Q(F )) ◦ φ˜ = Q(Φ(F ) ◦ φ) (3.7)
and we define:
ΦDG′,X(F, γ
′) = (Φ(F ) ◦ φ,G ′(ιX,F
Φ
)(γ′)) (3.8)
When no confusion is likely, we will omit the indexes at ι.
To prove that (3.4) commutes let
(F : Y → U, γ′ ∈ G ′(Φ((Y ;F )))) ∈ Dp(Φ
◦(G ′))(Y )
Then one path in the square gives us
(Φ◦(Dp′(G
′))(a))(ΦDF ′,X((F, γ
′))) =
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(Φ◦(Dp′(G
′))(a))((Φ(F ) ◦ φ,G ′(ι)(γ′)) = Dp′(G
′)(Φ(a))((Φ(F ) ◦ φ,G ′(ι)(γ′))) =
(Φ(a) ◦ Φ(F ) ◦ φ,G ′(Q(Φ(a),Φ(F ) ◦ φ))(G ′(ι)(γ′))) =
(Φ(a ◦ F ) ◦ φ,G ′(Q(Φ(a),Φ(F ) ◦ φ) ◦ ι)(γ′))
where the first equality is by (3.8), the second by the definition of Φ◦, the third by (2.23)
and the fourth by the composition axiom of Φ and G ′.
The other path gives us
ΦDG′,X(Dp(Φ
◦(G ′))(a)((F, γ′)) =
ΦDG′,X((a ◦ F,Φ
◦(G ′)(Q(a, F ))(γ′))) = ΦDG′,X((a ◦ F,G
′(Φ(Q(a, F )))(γ′))) =
(Φ(a ◦ F ) ◦ φ,G ′(ι)(G ′(Φ(Q(a, F )))(γ′))) =
(Φ(a ◦ F ) ◦ φ,G ′(ι ◦ Φ(Q(a, F )))(γ′))
where the first equality is by (2.23), the second by the definition of Φ◦, the third by (3.8)
and the fourth by the composition axiom of G ′.
It remains to show that
Q(Φ(a),Φ(F ) ◦ φ) ◦ ι = ι ◦ Φ(Q(a, F )) (3.9)
We have four pullbacks
(Φ(X); Φ(a ◦ F ) ◦ φ)
Q(Φ(a◦F )◦φ)
−−−−−−−→ U˜ ′
pΦ(X),Φ(a◦F )◦φ
y
yp′
Φ(X)
Φ(a◦F )◦φ
−−−−−→ U ′
(Φ(Y ); Φ(F ) ◦ φ)
Q(Φ(F )◦φ)
−−−−−−→ U˜ ′
pΦ(Y ),Φ(F )◦φ
y
yp′
Φ(Y )
Φ(F )◦φ
−−−−→ U ′
and
Φ((X ; a ◦ F ))
Φ(Q(a◦F ))◦φ˜
−−−−−−−→ U˜ ′
Φ(pX,a◦F )
y
yp′
Φ(X)
Φ(a◦F )◦φ
−−−−−→ U ′
Φ((Y ;F ))
Φ(Q(F ))◦φ˜
−−−−−−→ U˜ ′
Φ(pY,F )
y
yp′
Φ(Y )
Φ(F )◦φ
−−−−→ U ′
and a morphism Φ(a) : Φ(X)→ Φ(Y ) such that Φ(a◦F ) ◦φ = Φ(a) ◦Φ(F ) ◦φ. Applying to
these pullbacks Lemma 4.8 and then applying Lemma 4.3 we obtain a commutative square
(Φ(X); Φ(a ◦ F ) ◦ φ)
c1(Φ(a),IdU˜′ )−−−−−−−−→ (Φ(Y ); Φ(F ) ◦ φ)
ι
y
yι
Φ((X ; a ◦ F ))
c2(Φ(a),IdU˜′ )−−−−−−−−→ Φ((Y ;F ))
To prove (3.9) it remains to show that
c1(Φ(a), Id
′
U˜
) = Q(Φ(a),Φ(F ) ◦ φ) (3.10)
and
c2(Φ(a), Id
′
U˜
) = Φ(Q(a, F )) (3.11)
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In view of the definition of the morphisms c1, c2 given in Lemma 4.3 to prove (3.10) we need
to show that
Q(Φ(a),Φ(F ) ◦ φ) ◦ pΦ(Y ),Φ(F )◦φ = pΦ(X),Φ(a◦F )◦φ ◦ Φ(a)
Q(Φ(a),Φ(F ) ◦ φ) ◦Q(Φ(F ) ◦ φ) = Q(Φ(a ◦ F ) ◦ φ)
The first equality follows from (2.18). The second equality follows from (2.19). In both cases
we need also to use that Φ(a ◦ F ) = Φ(a) ◦ Φ(F ).
To prove (3.11) we need to show that
Φ(Q(a, F )) ◦ Φ(pY,F ) = Φ(pX,a◦F ) ◦ Φ(a)
Φ(Q(a, F )) ◦ Φ(Q(F )) ◦ φ˜ = Φ(Q(a ◦ F )) ◦ φ˜
The first equality again follows from (2.18) and the composition axiom for Φ and the second
equality follows from (2.19) and the composition axiom for Φ. This completes the proof of
commutativity of (3.4).
To prove that (3.5) commutes let
(F : X → U, β ′ ∈ F ′(Φ((X ;F )))) ∈ Dp(Φ
◦(F ′))(X)
Then one path in the square gives us
Φ◦(Dp′(f
′))X(ΦDF ′,X((F, β
′)) =
Φ◦(Dp′(f
′))X((Φ(F ) ◦ φ,F
′(ι)(β ′))) = Dp′(f
′)Φ(X)((Φ(F ) ◦ φ,F
′(ι)(β ′))) =
(Φ(F ) ◦ φ, f ′(Φ(X);Φ(F )◦f)(F
′(ι)(β ′)))
where the first equality is by (3.8), the second by the definition of Φ◦ and the third by (2.24).
The other path gives us
ΦDG′,X(Dp(Φ
◦(f ′))X((F, β
′))) =
ΦDG′,X((F, (Φ
◦(f ′))(X;F )(β
′))) = ΦDG′,X((F, f
′
Φ((X;F ))(β
′))) =
(Φ(F ) ◦ φ,G ′(ι)(f ′Φ((X;F ))(β
′)))
where the first equality is by (2.24), the second by the definition of Φ◦ and the third by (3.8).
It remains to show that
f ′(Φ(X);Φ(F )◦f)(F
′(ι)(β ′)) = G ′(ι)(f ′Φ((X;F ))(β
′))
which follows from the axiom of compatibility with morphisms of the natural transformation
f ′ : F ′ → G ′. This completes the proof of commutativity of (3.5) and with it Construction
3.3.
Problem 3.4 Let Φ : (C,p)→ (C′,p′) be a universe category functor. Let F ∈ PreShv(C),
F ′ ∈ PreShv(C′) and let
m : F → Φ◦(F ′)
be a morphism of presheaves. Let n ∈ N. To construct a morphism of presheaves
Dn
Φ
(m) : Dnp (F)→ Φ
◦(Dnp′(F
′))
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Construction 3.5 We proceed by induction on n.
For n = 0 we set D0
Φ
(m) = m.
For the successor of n we need to construct a morphism
Dn+1
Φ
(m) : Dp(D
n
p (F))→ Φ
◦(Dp′(D
n
p′(F
′)))
We define it as the composition
Dp(D
n
p (F))
Dp(DnΦ(m))−−−−−−−→ Dp(Φ
◦(Dnp′(F
′)))
ΦDDn
p′
(F′)
−−−−−−→ Φ◦(Dp′(D
n
p′(F
′)))
The explicit form of the morphism Dnp (m) when n ≥ 1 is given by the following lemma.
Lemma 3.6 In the context of Problem 3.4, let n ≥ 1, X ∈ C, and
(F, a) ∈ ∐F :X→UD
n−1
p (F)((X ;F )) = D
n
p (F)(X)
Then one has
Dn
Φ
(m)X((F, a)) = (Φ(F ) ◦ φ;D
n−1
p′ (F
′)(ι)(Dn−1
Φ
(m)(X;F )(a)))
where
ι = ιX,F
Φ
: (Φ(X); Φ(F ) ◦ φ)→ Φ((X ;F ))
is the morphism defined by (3.6) and (3.7).
Proof: We have
Dn
Φ
(m)X((F, a)) =
ΦDDn−1
p′
(F ′),X(Dp(D
n−1
Φ
(m))X((F, a))) = ΦDDn−1
p′
(F ′),X((F,D
n−1
Φ
(m)(X;F )(a))) =
(Φ(F ) ◦ φ;Dn−1p′ (F
′)(ι)(Dn−1
Φ
(m)(X;F )(a)))
where the first equality is by definition of Dn
Φ
(m), the second by (2.24) and the third by
(3.8). The lemma is proved.
Lemma 3.7 In the context of Problem 3.4 consider a commutative square in PreShv(C) of
the form
F1
m1−−−→ Φ◦(F ′1)
v
y
yΦ◦(v′)
F2
m2−−−→ Φ◦(F ′2)
(3.12)
Then, for any n ∈ N, the square
Dnp (F1)
Dn
Φ
(m1)
−−−−−→ Φ◦(Dnp′(F
′
1))
Dnp (v)
y
yΦ◦(Dnp′ (v′))
Dnp (F2)
Dn
Φ
(m2)
−−−−−→ Φ◦(Dnp′(F
′
2))
(3.13)
commutes.
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Proof: We proceed by induction on n.
For n = 0 the square (3.13) coincides with the square (3.12).
For the successor of n, (3.13) is the external square of the diagram
Dp(D
n
p (F1))
Dp(DnΦ(m1))−−−−−−−→ Dp(Φ
◦(Dnp′(F
′
1)))
ΦDDn
p′
(F′
1
)
−−−−−−→ Φ◦(Dp′(D
n
p′(F
′
1)))
Dp(Dnp (v))
y Dp(Φ◦(Dnp′ (v′)))
y
yΦ◦(Dp′ (Dnp′(v′)))
Dp(D
n
p (F2))
Dp(DnΦ(m2))−−−−−−−→ Dp(Φ
◦(Dnp′(F
′
2)))
ΦDDn
p′
(F′2)
−−−−−−→ Φ◦(Dp′(D
n
p′(F
′
2)))
The left hand side square in this diagram is obtained by applying Dp to the square (3.13)
for n. It is commutative because Dp is a functor and in particular satisfies the composition
axiom (2.26).
The right hand side square is commutative because ΦD is a natural transformation of func-
tors that satisfies the axiom of compatibility with morphisms of presheaves. In our particular
case this axiom is applied to the morphism of presheaves Dnp′(v
′).
This completes the proof of the lemma.
The following problem and construction are the only ones in this section where we change
our context from considering a universe category functor to simply a functor between two
categories.
Problem 3.8 Given a functor Φ : C → C′ between two categories to construct, for each
Y ∈ C, a morphism of presheaves
yoΦ,Y : Y o(Y )→ Φ◦(Y o(Φ(Y )))
and to show that for a morphism g : Y → Y ′ the square
Y o(Y )
yoΦ,Y
−−−→ Φ◦(Y o(Φ(Y )))
Y o(g)
y
yΦ◦(Y o(Φ(g)))
Y o(Y ′)
yoΦ,Y
′
−−−−→ Φ◦(Y o(Φ(Y ′)))
(3.14)
commutes.
Construction 3.9 We need to define, for all X ∈ C, functions
Y o(Y )(X) =MorC(X, Y )→MorC′(Φ(X),Φ(Y )) = Φ
◦(Y o(Φ(Y )))(X)
which we define as the restriction of ΦMor to MorC(X, Y ):
yoΦ,YX (f) = Φ(f) (3.15)
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Let us show that this family is a morphism of presheaves, i.e., that for any a : X ′ → X the
square
Y o(Y )(X)
yo
Φ,Y
X−−−→ Φ◦(Y o(Φ(Y )))(X)
Y o(Y )(a)
y
yΦ◦(Y o(Φ(Y )))(a)
Y o(Y )(X ′)
yo
Φ,Y
X′−−−→ Φ◦(Y o(Φ(Y )))(X ′)
(3.16)
commutes. Note that for an element f ′ : Φ(X)→ Φ(Y ) of Φ◦(Y o(Φ(Y )))(X) we have
Φ◦(Y o(Φ(Y )))(a)(f ′) = Φ(a) ◦ f ′ (3.17)
Let f : X → Y be an element of Y o(Y )(X).
Applying one path in (3.16) to f we get
Φ◦(Y o(Φ(Y )))(a)(yoΦ,YX (f)) = Φ
◦(Y o(Φ(Y )))(a)(Φ(f)) = Φ(a) ◦ Φ(f)
where the first equality is by (3.15) and the second is by (3.17).
Applying another path we get
yoΦ,YX′ (Y o(Y )(a)(f)) = ΦY o(Y )X′(a ◦ f) = Φ(a ◦ f)
where the first equality is by definition of Y o(Y ) and the second by (3.15).
We conclude that (3.16) commutes by the composition axiom of Φ.
Let g : Y → Y ′ be a morphism. Note that for an element f ′ : Φ(X) → Φ(Y ) of
Φ◦(Y o(Φ(Y )))(X) we have
Φ◦(Y o(Φ(g)))(f ′) = f ′ ◦ Φ(g) (3.18)
Let us show that the square (3.14) commutes. Let X ∈ C and f ∈ Y o(Y )(X).
Applying one path in (3.14) to f we get
Φ◦(Y o(Φ(g)))(yoΦ,Y (f)) = Φ◦(Y o(Φ(g)))(Φ(f)) = Φ(f) ◦ Φ(g)
where the first equality is by (3.15) and the second by (3.18).
Applying another path we get
yoΦ,Y
′
(Y o(g)(f)) = yoΦ,Y
′
(f ◦ g) = Φ(f ◦ g)
where the first equality is by the definition of Y o(g) and the second by (3.15). We conclude
that (3.14) commutes by the composition axiom of Φ.
This completes the construction.
Recall that for X, Y ∈ C and n ≥ 0 we have defined in (2.30) the set Dnp (X, Y ) as follows:
Dnp (X, Y ) = D
n
p (Y o(Y ))(X)
We also introduced before Remark 2.16 the ◦-notation that we will use below.
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Problem 3.10 With assumptions as above, to define, for all X, Y ∈ C and n ≥ 0, functions
ΦnX,Y : D
n
p (X, Y )→ D
n
p′(Φ(X),Φ(Y ))
Construction 3.11 Applying Construction 3.5 to the morphism of presheaves yoΦ,Y of
Construction 3.9 we obtain morphisms of presheaves
Dn
Φ
(yoΦ,Y ) : Dnp (Y o(Y ))→ Φ
◦(Dnp′(Y o(Φ(Y ))))
Evaluating this morphism on X we obtain a function
Dnp (X, Y ) = D
n
p (Y o(Y ))(X)→ Φ
◦(Dnp (Y o(Φ(Y ))))(X) = D
n
p′(Φ(X),Φ(Y )) (3.19)
For n = 0 we have
D0p(X, Y ) = Y o(Y )(X) =MorC(X, Y )
and
Φ0X,Y = ΦX,Y (3.20)
that is, the restriction of ΦMor to the subset MorC(X, Y ) of Mor(C).
The explicit form of the function ΦnX,Y when n ≥ 1 is given by the following lemma.
Lemma 3.12 In the context of Problem 3.10, let n ≥ 1, X, Y ∈ C and
(F, a) ∈ ∐F :X→UD
n−1
p ((X ;F ), Y ) = Dp(D
n−1
p (Y o(Y )))(X) = D
n
p (X, Y )
Then one has
ΦnX,Y ((F, a)) = (Φ(F ) ◦ φ, ι ◦Φ
n−1
(X;F ),Y (a))
where ι : (Φ(X),Φ(F ) ◦ φ)→ Φ((X ;F )) is the morphism defined by (3.6) and (3.7).
Proof: By construction we have ΦnX,Y = D
n
Φ
(yoΦ,Y )X . By Lemma 3.6 we have
Dn
Φ
(yoΦ,Y )X((F, a)) = (Φ(F ) ◦ φ,D
n−1
p′ (Y o(Φ(Y )))(ι)(D
n−1
Φ
(yoΦ,Y )(X;F )(a)))
Again by construction we have Φn−1(X;F ),Y = D
n−1
Φ
(yoΦ,Y )(X;F ) and D
n−1
p′ (Y o(Φ(Y )))(ι) =
Dn−1p′ (ι, Y ) = ι ◦ −. The lemma is proved.
Lemma 3.13 In the context of Construction 3.11 one has:
1. let f : X ′ → X be a morphism, then the square
Dnp (X, Y )
Φ
n
X,Y
−−−→ Dnp′(Φ(X),Φ(Y ))
Dnp (f,Y )
y
yDnp′ (Φ(f),Φ(Y ))
Dnp (X
′, Y )
Φ
n
X′,Y
−−−−→ Dnp′(Φ(X
′),Φ(Y ))
(3.21)
commutes,
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2. let g : Y → Y ′ be a morphism, then the square
Dnp (X, Y )
Φ
n
X,Y
−−−→ Dnp′(Φ(X),Φ(Y ))
Dnp (X,g)
y
yDnp′(Φ(X),Φ(g))
Dnp (X, Y
′)
Φ
n
X,Y ′
−−−→ Dnp′(Φ(X),Φ(Y
′))
(3.22)
commutes.
Proof: Commutativity of (3.21) follows from (3.19) and the fact that Dn
Φ
(yoΦ,Y ) is a mor-
phism of presheaves.
Commutativity of (3.22) follows from (3.19), the commutativity of (3.14) and Lemma 3.7.
In the ◦-notation the assertion of Lemma 3.13 looks as follows. Let d ∈ Dnp (X, Y ). Then for
f : X ′ → X one has
Φ(f) ◦Φn(d) = Φn(f ◦ d) (3.23)
and for g : Y → Y ′ one has
Φn(d) ◦ Φ(g) = Φn(d ◦ g) (3.24)
3.2 Universe category functors and isomorphisms un and u˜n
By [6, Construction 4.7] any universe category functor Φ = (Φ, φ, φ˜) from (C, p) to (C′, p)
defines a homomorphism of C-systems
H : CC(C, p)→ CC(C′, p′)
Let ψ0 : pt
′ → Φ(pt) be the unique morphism. To define H on objects, one uses the fact that
Ob(CC(C, p)) = ∐n≥0Obn(C, p)
and defines H(n,A) as (n,Hn(A)) where
Hn : Obn(C, p)→ Obn(C
′, p′)
To obtain Hn one defines by induction on n, pairs (Hn, ψn) where Hn is as above and ψn is
a family of isomorphisms
ψn(A) : intn(Hn(A))→ Φ(intn(A))
as follows:
1. for n = 0, H0 is the unique function from a one point set to a one point set and
ψ0(A) = ψ0,
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2. for the successor of n one has
Hn+1(A, F ) = (Hn(A), ψn(A) ◦ Φ(F ) ◦ φ) (3.25)
and ψn+1(A, F ) is the unique morphism int(H(A, F ))→ Φ(int(A, F )) such that
ψn+1(A, F ) ◦ Φ(Q(F )) ◦ φ˜ = Q(ψn(A) ◦ Φ(F ) ◦ φ) (3.26)
and
ψn+1(A, F ) ◦ Φ(pF ) = pψn(A)◦Φ(F )◦φ ◦ ψn(A) (3.27)
The function H : Ob(CC(C, p))→ Ob(CC(C′, p′)) is the sum of functions Hn. For Γ = (n,A)
in Ob(CC(C, p)) we let ψ(Γ) = ψn(A) so that ψ is the sum of families ψn:
ψ(Γ) : int(H(Γ))→ Φ(int(Γ))
The action of H on morphisms is given by the condition that for f : Γ′ → Γ, H(f) is a
unique morphism of the form H(Γ′)→ H(Γ) such that
int(H(f)) = ψ(Γ′) ◦ Φ(int(f)) ◦ ψ(Γ)−1 (3.28)
We will often write H also for the functions Hn and ψ for the functions ψn.
Lemma 3.14 The family of morphisms
ψ(Γ) : int(H(Γ))→ Φ(int(Γ))
is a natural isomorphism of functors
ψ : H ◦ int→ int ◦ Φ
Proof: By construction, ψ(Γ) is a family of morphisms of the form (H ◦ int)(Γ) → (int ◦
Φ)(Γ). It remains to verify that for f : Γ′ → Γ one has
ψ(Γ) ◦ (int ◦ Φ)(f) = (H ◦ int)(f) ◦ ψ(Γ′)
This equality is equivalent to (3.28).
The following lemma describes the interaction between the isomorphisms u1 and u˜1 and
universe category functors.
Lemma 3.15 Let (Φ, φ, φ˜) be universe category functor. Then:
1. for T ∈ Ob1(Γ) one has
u1,H(Γ)(H(T )) = ψ(Γ) ◦ Φ(u1,Γ(T )) ◦ φ
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2. for o ∈ O˜b1(Γ) one has
u˜1,H(Γ)(H(o)) = ψ(Γ) ◦ Φ(u˜1,Γ(o)) ◦ φ˜
Proof: Let Γ = (n,A).
In the case of T ∈ Ob1(Γ), if T = (n+ 1, (A, F )) then
u1(H(T )) = u1(n + 1, H(A, F )) = u1(n + 1, (H(A), ψ(Γ) ◦ Φ(F ) ◦ φ)) = ψ(Γ) ◦ Φ(F ) ◦ φ
where the last equality is by (2.37).
In the case of o ∈ O˜b1(Γ), if ∂(o) = (n + 1, (A, F )) then ∂(H(o)) = (n + 1, H(A, F )). Since
o : Γ→ ∂(o) we have
H(o) = ψ(Γ) ◦ Φ(int(o)) ◦ ψ(A, F )−1 (3.29)
and
u˜1(H(o)) = H(o) ◦Q(u1(n+ 1, H(A, F ))) = H(o) ◦Q(ψ(A) ◦ Φ(F ) ◦ φ) =
H(o) ◦ ψ(A, F ) ◦ Φ(Q(F )) ◦ φ˜ = ψ(Γ) ◦ Φ(int(o)) ◦ ψ(A, F )−1 ◦ ψ(A, F ) ◦ Φ(Q(F )) ◦ φ˜ =
ψ(Γ) ◦ Φ(int(o)) ◦ Φ(Q(F )) ◦ φ˜ = ψ(Γ) ◦ Φ(int(o) ◦Q(F )) ◦ φ˜ =
ψ(Γ) ◦ Φ(u˜1(o)) ◦ φ˜
where the first equality is by (2.44), the second by (3.25) and (2.37), the third by (3.26), the
fourth by (3.29) and the seventh again by (2.44).
We now want to express the assertion of Lemma 3.15 in terms of the commutativity of a
diagram of natural transformations of presheaves on CC(C, p).
We will use the natural transformation ψ◦ that ψ defines on the corresponding functors
between the categories of presheaves. Note that for a natural transformation a : Φ1 → Φ2 of
functors of the form C → C′ and a presheaf F ′ on C′ we have
Φ◦2(F
′)(X) = F ′(Φ2(X))→ F
′(Φ1(X)) = Φ
◦
1(F
′)(X)
that is, for a : Φ1 → Φ2 we have a
◦ : Φ◦2 → Φ
◦
1. In particular, in the case of ψ we have:
ψ◦ : Φ◦ ◦ int◦ = (int ◦ Φ)◦ → (H ◦ int)◦ = int◦ ◦H◦
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Lemma 3.16 In the context of Lemma 3.15 the following two diagrams of natural transfor-
mations of presheaves on CC(C, p) commute:
Ob1
u1−−−→ int◦(Y o(U))yint◦(yoΦ,U )
int◦(Φ◦(Y o(Φ(U))))yHOb1
yint◦(Φ◦(Y o(φ)))
int◦(Φ◦(Y o(U ′)))yψ◦Y o(U′)
H◦(Ob1)
H◦(u1)
−−−−→ H◦(int◦(Y o(U ′))
O˜b1
u˜1−−−→ int◦(Y o(U˜))yint◦(yoΦ,U˜ )
int◦(Φ◦(Y o(Φ(U˜))))yHO˜b1
yint◦(Φ◦(Y o(φ˜)))
int◦(Φ◦(Y o(U˜ ′)))yψ◦Y o(U˜′)
H◦(O˜b1)
H◦(u˜1)
−−−−→ H◦(int◦(Y o(U˜ ′))
Proof: Consider the first diagram. For Γ and T ∈ Ob1(Γ) one path in the diagram applied
to T gives us
ψ◦(int◦(Φ◦(Y o(φ)))(int◦(yoΦ,U(u1,Γ(T ))))) = ψ
◦(int◦(Φ◦(Y o(φ)))(Φ(u1,Γ(T )))) =
ψ◦(Φ(u1,Γ(T )) ◦ φ) = ψ(Γ) ◦ Φ(u1,Γ(T )) ◦ φ
while the other path gives
H◦(u1)(HOb1(T )) = u1,H(Γ)(H(T ))
The equality of these two expressions is the statement of Lemma 3.15(1).
The case of the second diagram is strictly parallel. The lemma is proved.
Consider now isomorphisms un and u˜n for general n ≥ 1.
Lemma 3.17 Let Φ = (Φ, φ, φ˜) be a universe category functor and n ≥ 1. Then
1. for T ∈ Obn(Γ) one has
un,H(Γ)(H(T )) = ψ(Γ) ◦ (Φ
n−1
int(Γ),U (un,Γ(T )) ◦ φ) (3.30)
2. for o ∈ O˜bn(Γ) one has
u˜n,H(Γ)(H(o)) = ψ(Γ) ◦ (Φ
n−1
int(Γ),U˜
(u˜n,Γ(o)) ◦ φ˜) (3.31)
Proof: Let us verify first that the right hand side of (3.30) is defined and belongs to the
same set as the left hand side.
By (2.36) and (2.53), we have un,Γ(T ) ∈ D
n−1
p (int(Γ), U). Therefore,
Φn−1
int(Γ),U (un,Γ(T )) ∈ D
n−1
p′ (Φ(int(Γ)),Φ(U))
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Since φ : Φ(U)→ U ′ and ψ(Γ) : int(H(Γ))→ Φ(int(Γ)) we have
ψ(Γ) ◦ (Φn−1
int(Γ),U (un,Γ(T )) ◦ φ) ∈ D
n−1
p′ (int(H(Γ)), U
′)
on the other hand un,H(Γ)(H(T )) is an element of D
n−1
p′ (int(H(Γ)), U
′) as well. Therefore,
(3.30) is an equality between two elements of the same set.
To prove (3.30) we proceed by induction on n. For n = 1 this equality is the same as the
equality of Lemma 3.15(1).
For the successor of n ≥ 1 we reason as follows. Let T ′ = ftn(T ) ∈ Ob1(Γ) and let us
abbreviate ui,− to un. By (2.57) and since H commutes with ft we have
un+1(H(T )) = (u1(ft
n(H(T ))), un(H(T ))) = (u1(H(T
′)), un(H(T ))) (3.32)
By the inductive assumption we have
un(H(T )) = ψ(T
′) ◦ (Φn−1
int(T ′),U(un(T )) ◦ φ) (3.33)
On the other hand, by (2.57), Lemma 3.12 and (2.39) we have
Φnint(Γ),U(un+1(T )) = Φ
n
int(Γ),U ((u1(T
′), un(T ))) =
(Φ(u1(T
′)) ◦ φ, ι ◦Φn−1(int(Γ);u1(T ′)),U (un(T ))) = (Φ(u1(T
′)) ◦ φ, ι ◦Φn−1
int(T ′),U(un(T )))
where
ι = ι
int(Γ),u1(T ′)
Φ
: (Φ(int(Γ)); Φ(u1(T
′)) ◦ φ)→ Φ((int(Γ); u1(T
′))) = Φ(int(T ′))
is defined by the obvious analogs of (3.6) and (3.7).
By Lemma 2.15(2) we have
(Φ(u1(T
′)) ◦ φ, ι ◦ (Φn−1
int(T ′),U(un(T )))) ◦ φ = (Φ(u1(T
′)) ◦ φ, (ι ◦Φn−1
int(T ′),U(un(T ))) ◦ φ)
Next, by Lemma 2.15(1) we have
ψ(Γ) ◦ (Φ(u1(T
′)) ◦ φ, (ι ◦Φn−1
int(T ′),U(un(T ))) ◦ φ) =
(ψ(Γ) ◦ Φ(u1(T
′)) ◦ φ,Q(ψ(Γ),Φ(u1(T
′)) ◦ φ) ◦ ((ι ◦Φn−1
int(T ′),U(un(T ))) ◦ φ))
It remains to compare the last expression with (3.32). Both expressions are pairs. The first
components of these pairs are equal by Lemma 3.15(1). To show that the second components
are equal we need, in view of (3.33), to show that
Q(ψ(Γ),Φ(u1(T
′)) ◦ φ) ◦ ((ι ◦Φn−1
int(T ′),U(un(T ))) ◦ φ) = ψ(T
′) ◦ (Φn−1
int(T ′),U(un(T )) ◦ φ)
In view of the “associativities” of Lemma 2.14 it is sufficient to show that
Q(ψ(Γ),Φ(u1(T
′)) ◦ φ) ◦ ι = ψ(T ′) (3.34)
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where
ι = ι
int(Γ),u1(T ′)
Φ
: (Φ(int(Γ)); Φ(u1(T
′)) ◦ φ)→ Φ((int(Γ); u1(T
′)))
Let Γ = (m,A) and F = u1,Γ(T
′). Then T ′ = (m+ 1, (A, F )) and ψ(T ′) = ψ((A, F )) is the
unique morphism that satisfies the equations (3.26) and (3.27). Therefore, to prove (3.34)
we need to show that the following equalities hold:
Q(ψ(A),Φ(F ) ◦ φ) ◦ ι
int(A),F
Φ
◦ Φ(Q(F )) ◦ φ˜ = Q(ψ(A) ◦ Φ(F ) ◦ φ) (3.35)
Q(ψ(A),Φ(F ) ◦ φ) ◦ ι
int(A),F
Φ
◦ Φ(pF ) = pψ(A)◦Φ(F )◦φ ◦ ψ(A) (3.36)
For (3.35) we have
Q(ψ(A),Φ(F )◦φ)◦ ι◦Φ(Q(F ))◦ φ˜ = Q(ψ(A),Φ(F )◦φ)◦Q(Φ(F )◦φ) = Q(ψ(A)◦Φ(F )◦φ)
where the first equality is by (3.7) and the second one by (2.19).
For (3.36) we have
Q(ψ(A),Φ(F ) ◦ φ) ◦ ι ◦ Φ(pF ) = Q(ψ(A),Φ(F ) ◦ φ) ◦ pΦ(F )◦φ = pψ(A)◦Φ(F )◦φ ◦ ψ(A)
where the first equality is by (3.6) and the second one by (2.18) and (2.16).
A strictly parallel reasoning applies to the proof of (3.31).
This completes the proof of Lemma 3.17.
From (3.30), using the fact that un is a bijection, for d ∈ D
n−1
p (int(Γ), U), we have
H(u−1n (d)) = u
−1
n (ψ(Γ) ◦ (Φ
n−1(d) ◦ φ)) (3.37)
and from (3.31), using the fact that u˜n is a bijection, for d ∈ D
n−1
p (int(Γ), U˜), we have
H(u˜−1n (d)) = u˜
−1
n (ψ(Γ) ◦ (Φ
n−1(d) ◦ φ˜)) (3.38)
3.3 Universe category functors and the Ip construcion
Let (C, p) and (C′, p′) be locally cartesian closed universe categories with binary product
structure as considered in Section 2.6. Let Φ : (C, p) → (C′, p′) be a universe category
functor. No assumption is made about the compatibility of Φ with the locally cartesian
closed or binary product structures.
In what follows we omit the indexes at ηn, η
!
n and Φ
n where no confusion is possible.
Problem 3.18 In the context introduced above to construct, for any n ≥ 0 and Y ∈ C, a
morphism
χΦ,n(Y ) : Φ(I
n
p (Y ))→ I
n
p′(Φ(Y ))
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such that for any g : Y → Y ′ the square
Φ(Inp (Y ))
χΦ,n(Y )
−−−−−→ Inp′(Φ(Y ))
Φ(Inp (g))
y
yInp′ (Φ(g))
Φ(Inp (Y
′))
χΦ,n(Y
′)
−−−−−→ Inp′(Φ(Y
′))
(3.39)
commutes.
Construction 3.19 We set
χΦ,n(Y ) = ηn(Φ
n(IdnY ))
where IdnY is defined in (2.71). In what follows we often omit the index Φ at χ. Let
g : Y → Y ′. Let us show that the square (3.39) commutes. We have
χn(Y ) ◦ I
n
p′(Φ(g)) =
ηn(Φ
n(IdnY )) ◦ I
n
p′(Φ(g)) = ηn(Φ
n(IdnY ) ◦ Φ(g)) = ηn(Φ
n(IdnY ◦ g)) =
ηn(Φ
n(η!n(I
n
p (g))))
where the first equality is by the definition of χn, the second by (2.68), the third by (3.24),
and the fourth by (2.73).
On the other hand we have,
Φ(Inp (g)) ◦ χn(Y
′) =
Φ(Inp (g)) ◦ ηn(Φ
n(IdnY ′)) = ηn(Φ(I
n
p (g)) ◦Φ
n(IdnY ′)) = ηn(Φ
n(Inp (g) ◦ Id
n
Y ′)) =
ηn(Φ
n(η!n(I
n
p (g))))
where the first equality is by the definition of χn, the second by (2.67), the third by (3.23),
and the fourth by (2.72).
This shows that the square (3.39) commutes and completes the construction.
We have
χ0(Y ) = IdΦ(Y ) (3.40)
Indeed,
χ0(Y ) = η0(Φ
0(IdnY )) = η0(Φ
0(η!0(IdI0p(Y )))) = Φ
0(IdY ) = Φ(IdY ) = IdΦ(Y )
where the first equality is by the definition of ξn in Construction 3.19, the second by the
definition of IdnY in (2.71), the third by the fact that η0 = Id by the definition of ηn in
Construction 2.40, the fourth by (3.20) and the fifth by the identity axiom of the functor Φ.
We will also use the following formula.
Lemma 3.20 In the notation introduced above and d ∈ Dnp (X, Y ) one has
ηn(Φ
n(d)) = Φ(ηn(d)) ◦ χn(Y )
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Proof: We have
Φ(ηn(d)) ◦ χn(Y ) =
Φ(ηn(d)) ◦ ηn(Φ
n(IdnY )) = ηn(Φ(ηn(d)) ◦Φ
n(IdnY )) = ηn(Φ
n(ηn(d) ◦ Id
n
Y )) =
ηn(Φ
n(d))
where the first equality is by the definition of χn, the second by (2.67), the third by (3.23),
and the fourth by (2.74).
3.4 Universe category functors and the isomorphisms µn and µ˜n
For a universe category functor (Φ, φ, φ˜) and n ≥ 0 let us denote by
ξΦ,n : Φ(I
n
p (U))→ I
n
p′(U
′)
the composition χΦ,n(U) ◦ I
n
p′(φ) and by
ξ˜Φ,n : Φ(I
n
p (U˜))→ I
n
p′(U˜
′)
the composition χΦ,n(U˜) ◦ I
n
p′(φ˜).
From (3.40) we have
ξ0 = φ ξ˜0 = φ˜ (3.41)
In view of the commutativity of the squares (3.39) and (3.1) and the composition axiom for
the functor Inp′ the squares
Φ(Inp (U˜))
ξ˜Φ,n
−−−→ Inp′(U˜
′)
Φ(Inp (∂))
y
yInp′(∂)
Φ(Inp (U))
ξΦ,n
−−−→ Inp′(U
′)
(3.42)
commute.
Lemma 3.21 Let (Φ, φ, φ˜) be a universe category functor, Γ ∈ Ob(CC(C, p)) and n ≥ 1.
Then one has:
1. for T ∈ Obn(Γ)
µn,H(Γ)(H(T )) = ψ(Γ) ◦ Φ(µn,Γ(T )) ◦ ξΦ,n−1 (3.43)
2. for o ∈ O˜bn(Γ)
µ˜n,H(Γ)(H(o)) = ψ(Γ) ◦ Φ(µ˜n,Γ(o)) ◦ ξ˜Φ,n−1 (3.44)
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Proof: Let us show first that the right hand sides of (3.43) and (3.44) are defined and belong
to the same sets as the left hand sides.
Indeed, by (2.76), µn,Γ(T ) is an element of MorC(int(Γ), I
n−1
p (U)) and therefore Φ(µn,Γ(T ))
is an element of MorC′(Φ(int(Γ)),Φ(I
n−1
p (U))).
The morphism ψ(Γ) is of the form int(H(Γ))→ Φ(int(Γ)) and the morphism ξΦ,n−1 is of the
form Φ(In−1p (U))→ I
n−1
p′ (U
′). Therefore, the composition on the right hand side of (3.43) is
defined and belongs to the same set MorC′(int(H(Γ)), I
n−1
p′ (U
′)) as µn,H(Γ)(H(T )).
A parallel reasoning shows that the right hand side of (3.44) is defined and both sides are
elements of the set MorC′(int(H(Γ)), I
n−1
p′ (U˜
′)).
Next, we have
µn,H(Γ)(H(T )) = int
◦(ηn−1,U ′)H(Γ)(un(H(T ))) = ηn−1,U ′,int(H(Γ))(un(H(T ))) =
ηn−1,U ′,int(H(Γ))(ψ(Γ) ◦ (Φ
n−1(un(T )) ◦ φ)) = ψ(Γ) ◦ ηn−1,U ′,Φ(int(Γ))(Φ
n−1(un(T )) ◦ φ) =
ψ(Γ) ◦ ηn−1,Φ(U),Φ(int(Γ))(Φ
n−1(un(T ))) ◦ I
n−1
p′ (φ)
where the first equality is by the definition of µn (cf. Construction 2.43), the second by the
definition of int◦, the third by (3.30), the fourth by (2.67) and the fifth by (2.68).
Next
ηn−1(Φ
n−1(un(T ))) ◦ I
n−1
p′ (φ) =
Φ(ηn−1(un(T ))) ◦ χn−1(U) ◦ I
n−1
p′ (φ) = Φ(ηn−1(un(T ))) ◦ ξn−1 =
Φ(µn(T )) ◦ ξn−1
where the first equality holds by Lemma 3.20, the second one by the definition of ξn and the
third one by the definition of µn. This reasoning proves (3.43).
The proof of (3.44) is strictly parallel to the proof of (3.43).
The lemma is proved.
From (3.43), using the fact that µn is a bijection, for F ∈MorC(int(Γ), I
n−1
p (U)), we have
H(µ−1n (F )) = µ
−1
n (ψ(Γ) ◦ Φ(F ) ◦ ξn−1) (3.45)
and from (3.44), using the fact that µ˜n is a bijection, for F ∈ MorC(int(Γ), I
n−1
p (U˜)), we
have
H(µ˜−1n (F )) = µ˜
−1
n (ψ(Γ) ◦ Φ(F ) ◦ ξ˜n−1) (3.46)
4 Appendices
The facts discussed and proved in the following appendices are certainly well known. We
had to repeat them here because we need to fix notations and because there is a number of
facts whose proofs I could not find in the literature.
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4.1 Categories with binary products and binary cartesian closed
categories
Let C be a category.
Definition 4.1 A binary product diagram is a pair of morphisms of the form (pr1 : bp →
X, pr2 : bp→ Y ) such that for all A ∈ C the function
MorC(A, bp)→ MorC(A,X)×MorC(A, Y ) (4.1)
given by a 7→ (a ◦ pr1, a ◦ pr2) is a bijection.
The structure of binary products on C is a family, parametrized by pairs of objects (X, Y ) ∈
C × C, of binary product diagrams (pr1(X, Y ) : bp(X, Y )→ X, pr2(X, Y ) : bp(X, Y )→ Y ).
Unless another notation is given, as for the binary products in the slice categories considered
below, the object bp(X, Y ) is denoted by X × Y and the structural morphisms from X × Y
to X and Y by prX,Y1 and pr
X,Y
2 respectively. We will often abbreviate the notation pr
X,Y
i
to pri.
The following lemma expresses the well know “uniqueness” property of the binary products.
We need its explicit form because in the next lemma we will need to state and prove that
the corresponding “canonical” isomorphisms are natural.
Lemma 4.2 Let (pr1,i : bpi → X, pr2,i : bpi → Y ), where i = 1, 2, be two binary product
diagrams. Let ι1,2 : bp1 → bp2 be the morphism such that ι1,2 ◦ pr1,2 = pr1,1 and ι1,2 ◦ pr2,2 =
pr2,1 and ι2,1 : bp2 → bp1 be the morphism given by the symmetric condition. Then ι1,2 and
ι2,1 are mutually inverse isomorphisms.
Proof: To show that ι1,2 ◦ ι2,1 = Idbp1 we need to compare two morphisms whose codomain
is a binary product. To do it it is sufficient, because of the injectivity of (4.1), to prove that
their compositions with the two projections are equal. This follows by simple rewriting. The
same applies to the second composition.
Lemma 4.3 Let C be a category. Consider four binary product diagrams (pr1,i : bpi →
X, pr2,i : bpi → Y ) and (pr
′
1,i : bp
′
i → X
′, pr′2,i : bp
′
i → Y
′) where i = 1, 2. Let ι = ι1,2 : pb1 →
pb2 be as in Lemma 4.2 and similarly ι
′ : pb′1 → pb
′
2. Let a : X
′ → X and b : Y ′ → Y .
Let ci(a, b) : pb
′
i → pbi be the unique morphisms such that ci(a, b) ◦ pr1,i = pr
′
1,i ◦ a and
ci(a, b) ◦ pr2,i = b ◦ pr
′
2,i. Then the square
pb′1
c1(a,b)
−−−−→ pb1
ι′
y
yι
pb′2
c2(a,b)
−−−−→ pb2
commutes, i.e., c1(a, b) ◦ ι = ι
′ ◦ c2(a, b).
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Proof: Since (pr1,2, pr2,2) is a binary product digagram it is sufficient to prove that
c1(a, b) ◦ ι ◦ pr1,2 = ι
′ ◦ c2(a, b) ◦ pr1,2
and
c1(a, b) ◦ ι ◦ pr2,2 = ι
′ ◦ c2(a, b) ◦ pr2,2
For the first one we have:
c1(a, b) ◦ ι ◦ pr1,2 = c1(a, b) ◦ pr1,1 = pr
′
1,1 ◦ a
and
ι′ ◦ c2(a, b) ◦ pr1,2 = ι
′ ◦ pr′1,2 ◦ a = pr
′
1,1 ◦ a
The verification of the second equality is similar.
Given a category with binary products and morphisms a : X → X ′, b : Y → Y ′ denote
by a × b : X × Y → X ′ × Y ′ the unique morphism such that (a × b) ◦ pr1 = pr1 ◦ a and
(a× b) ◦ pr2 = pr2 ◦ b.
One has
IdX×Y = IdX × IdY (4.2)
and for a, b as above and a′ : X ′ → X ′′, b′ : X ′ → X” one has
(a× b) ◦ (a′ × b′) = (a ◦ a′)× (b ◦ b′) (4.3)
One proves these two equalities by composing both sides with pr1 and pr2 and using the
uniqueness part of the binary product axiom.
From (4.3) one derives
(a× IdY ) ◦ (a
′ × IdY ) = (a ◦ a
′)× IdY (4.4)
and
(IdX × b) ◦ (IdX × b
′) = IdX × (b ◦ b
′) (4.5)
The definition of a binary cartesian closed structure given below differs slightly from the
definition of the cartesian closed structure given in [4, IV.6] in that, that we do not require
the specification of a final object but only of binary products. The rest of the definition is
identical to the one in [4], but written more explicitly in order to introduce the notations
that are used in proofs in the main part of the paper.
Since we never use the definition of [4, IV.6] we will often write “cartesian closed” instead
of “binary cartesian closed”, though we are not assuming a final object.
Definition 4.4 The (binary) cartesian closed structure on a category C is a collection of
data of the form:
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1. the structure of a category with binary products on C,
2. for all X, Y ∈ C an object Hom(X, Y ),
3. for all X and b : Y → Y ′ a morphism
Hom(X, b) : Hom(X, Y )→ Hom(X, Y ′)
such that for all Y one has
Hom(X, IdY ) = IdHom(X,Y )
and for all b : Y → Y ′, b′ : Y ′ → Y ′′ one has
Hom(X, b ◦ b′) = Hom(X, b) ◦Hom(X, b′)
4. For all X, Y a morphism
evXY : Hom(X, Y )×X → Y
such that for all W the function
adjW,XY :Mor(W,Hom(X, Y ))→Mor(W ×X, Y )
given by
u 7→ (u× IdX) ◦ ev
X
Y (4.6)
is a bijection and such that for all b : Y → Y ′ the square
Hom(X, Y )×X
evX
Y−−−→ Y
Hom(X,b)×IdX
y
yb
Hom(X, Y ′)×X
evX
Y ′−−−→ Y ′
(4.7)
commutes.
A cartesian closed category is a category together with a cartesian closed structure on it.
By definition the objects Hom(X, Y ) are functorial only in Y . Their functoriality in X is a
consequence of a lemma. For X,X ′, Y and a : X → X ′ let
Hom(a, Y ) : Hom(X ′, Y )→ Hom(X, Y )
be the unique morphism such that
adj(Hom(a, Y )) = (IdHom(X′,Y ) × a) ◦ ev
X
Y (4.8)
Then one has:
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Lemma 4.5 The morphisms Hom(−, Y ) satisfy the equalites
Hom(a ◦ a′, Y ) = Hom(a′, Y ) ◦Hom(a, Y )
Hom(IdX, Y ) = IdHom(X,Y )
making Hom(−, Y ) into a contravariant functor from C to itself.
In addition, for all b : Y → Y ′ the square
Hom(X ′, Y )
Hom(X,b)
−−−−−−→ Hom(X ′, Y ′)
Hom(a,Y ))
y
yHom(a,Y ′)
Hom(X, Y )
Hom(X′,b)
−−−−−−→ Hom(X, Y ′)
commutes.
Proof: It is a particular case of [4, Theorem 3, p.100]. The commutativity of the square is
a part of the ”bifunctor” claim of the theorem.
Lemma 4.6 In a cartesian closed category let X,X ′, Y be objects and let a : X → X ′ be a
morphism. Then the square
Hom(X ′, Y )×X
IdHom(X′,Y )×a
−−−−−−−−−→ Hom(X ′, Y )×X ′
Hom(a,Y )×IdX
y
yevX′Y
Hom(X, Y )×X
evXY−−−→ Y
commutes.
Proof: Let us show that both paths in the square are adjoints to Hom(a, Y ). For the path
that goes through the upper right corner it follows from the definition of Hom(a, Y ) as the
morphism whose adjoint is (Id×a)◦ev. For the path that goes through the lower left corner
it follows from the definition of adjoint applied to Hom(a, Y ). Indeed, the adjoint to this
morphism is
adj(Hom(a, Y )) = (Hom(a, Y )× IdX) ◦ ev
X
Y
Lemma 4.7 Let C be a cartesian closed category. Let X, Y,W ∈ C, then one has:
1. Let b : Y → Y ′ be a morphism. Then for any r ∈Mor(W,Hom(X, Y ′)) one has
adj(r ◦Hom(X, b)) = adj(r) ◦ b
2. Let a : X → X ′ be a morphism. Then for any r ∈Mor(W,Hom(X ′, Y )) one has
adj(r ◦Hom(a, Y )) = (IdW × a) ◦ adj(r)
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3. Let c : W →W ′ be a morphism. Then for any r ∈ Mor(W ′, Hom(X, Y )) one has
adj(c ◦ r) = (c× IdX) ◦ adj(r)
Proof: The proof of the first case is given by
adj(r ◦Hom(X, b)) = ((r ◦Hom(X, b))× IdX) ◦ ev
X
Y =
(r × IdX) ◦ (Hom(X, b))× IdX) ◦ ev
X
Y =
(r × IdX) ◦ ev
X
Y ′ ◦ b = adj(r) ◦ b
where the first equality is by (4.6), second equality by Lemma 4.9, the third equality by the
commutativity of (4.7) and the fourth equality again by (4.6).
The proof of the second case is given by the following sequence of equalities where we use
the notation Hm for Hom(a, Y ) as well as a number of other abbreviations:
adj(r ◦Hm) = ((r ◦Hm)× Id) ◦ ev = (r × Id) ◦ (Hm× Id) ◦ ev = (r × Id) ◦ adj(Hm) =
(r × Id) ◦ (Id× a) ◦ ev = (r × a) ◦ ev = (Id× a) ◦ (r × Id) ◦ ev = (Id× a) ◦ adj(r)
where the first equality is by (4.6), the second by (4.4), the third by (4.6), the fourth by
(4.8), the fifth by (4.3), the sixth by (4.3) and the seventh by (4.6).
The proof of the third case is given by
adj(c ◦ r) = ((c ◦ r)× IdX) ◦ ev
X
Y = (c× IdX) ◦ (r × IdX) ◦ ev
X
Y =
(c× IdX) ◦ adj(r)
where the first equality is by (4.6), second equality by (4.4) and the third equality by (4.6).
Lemma is proved.
4.2 Slice categories, pullbacks and locally cartesian closed cate-
gories
For a category C and Z ∈ C one denotes by C/Z the slice category of C over Z. When
one works in set theory one has to choose one of the several possible definitions of C/Z.
Indeed, the set of objects of C/Z can be defined as the set of pairs (X, f) where X ∈ C and
f : X → Z or as the set of morphisms f ∈ Mor(C) such that codom(f) = Z. There is an
obvious bijection between these two sets but they are not equal. We define Ob(C/Z) as the
set of pairs (X, f). Even more choices exist in the definition of the set of morphisms of C/Z.
One definition is the set of triples (((X, f), (Y, g)), a) where (X, f), (Y, g) ∈ Ob(C/Z) and
a : X → Y is such that f = a ◦ g. Another one is the set of pairs (a, g) where a, g ∈Mor(C)
are such that codom(a) = dom(g) and codom(f) = Z. Again, these sets are obviously
isomorphic but not equal. Various other choices are possible. We will use the second option.
We denote the pair (a, g) by ag.
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The mappings (X, f) 7→ X and ag 7→ a define a functor C/Z → C that we denote by piZ,#.
We will rarely write the functions (piZ,#)Ob and (piZ,#)Mor explicitly using them instead as
“coercions”. Formally speaking, we will assume that (piZ,#)Ob (resp. (piZ,#)Mor) is inserted
in our notation whenever an object (resp. a morphism) of C/Z is specified where an object
(resp. a morphism) of C is required.
We will say that a : X → Y is a morphism over Z if a ◦ g = f . For given (X, f) and (Y, g),
the function
ag 7→ a (4.9)
defines a bijection between morphisms (X, f)→ (Y, g) in C/Z and morphisms X → Y over
Z in C.
In a category with binary products the morphism IdZ × b satisfies the equality
(IdZ × b) ◦ pr1 = pr1
and therefore defines a morphism from (Z × Y, pr1) to (Z × Y
′, pr1) in C/Z. We will denote
this morphism in the slice category by Z× b. Since (4.9) is injective, the equalities (4.2) and
(4.3) imply that
Z × IdY = Id(Z×Y,pr1) (4.10)
and
Z × (b ◦ b′) = (Z × b) ◦ (Z × b′) (4.11)
that is, that the mappings X 7→ (Z × Y, pr1), b 7→ Z × b define a functor Z ×− from C to
C/Z.
The same holds for morphisms of the form a : X → X ′. We denote the morphism in C/Z
corresponding to the morphism a × IdZ by a × Z and the resulting functor C → C/Z by
−× Z.
Lemma 4.8 Let
X
a
−−−→ Y
a′
y
yg
Y ′
g′
−−−→ Z
(4.12)
be a commutative square of morphisms in C and f = a ◦ g = a′ ◦ g′. Then
(X, f)
ag
−−−→ (Y, g)
(a′)g
′
y
(Y, g′)
(4.13)
is a binary product diagram in C/Z if and only if (4.12) is a pullback in C.
Proof: Assume that (4.13) is a binary product diagram. Let W ∈ C and let d : W → Y ,
d′ : W → Y ′ be such that d ◦ g = d′ ◦ g′. Let e = d ◦ g. Then dg : (W, e) → (Y, g) and
(d′)g
′
: (W, e)→ (Y ′, g′) are morphisms in C/Z and therefore there exists cf : (W, e)→ (X, f)
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such that cf ◦ ag = dg and cf ◦ (a′)g
′
= (d′)g
′
in C/G, that is, c ◦ a = d and c ◦ a′ = d′ in
C. Let c′ : W → X be another morphism in C such that c′ ◦ a = d and c′ ◦ a′ = d′. Then
e = d ◦ g = c′ ◦a◦ g = c′ ◦ f and therefore (c′)f is a morphism (W, e)→ (X, f) in C/Z. Next,
(c′)f ◦ ag = (c′ ◦ a)g = dg and (c′)f ◦ (a′)g
′
= (c′ ◦ a′)g
′
= (d′)g
′
. Therefore (c′)f = cf , that is,
c = c′. This shows that (4.12) is a pullback in C.
Similar reasoning shows that if (4.12) is a pullback in C then (4.13) is a binary product
diagram in C/Z.
Lemma 4.8, combined with a related statement about commutative squares, implies that a
choice of binary product structures on all the slice categories C/Z is “the same as” the choice
of pullbacks for all pairs of morphisms with the common codomain in C.
To be precise we have to say that how to construct a bijection between the set of families of
binary product structures on the categories C/Z for all Z and the set of pullback structures
on C.
We usually denote the distinguished binary product of (X, f) and (Y, g) in C/Z by (X, f)×Z
(Y, g) and the canonical morphism from (X, f)×Z (Y, g) to Z by f ⋄ g.
For f : X → Z and g : Y → Z, the two commutative triangles formed by pr1 : (X, f) ×Z
(Y, g)→ (X, f), f , f ⋄ g and pr2 : (X, f)×Z (Y, g)→ (Y, g), g, f ⋄ g are adjacent and define
the familiar commutative square of the pullback of f and g.
This defines a function in one direction.
For f : X → Z and g : Y → Z, the diagonal of the pullback square based on f and g is an
object over Z and the two projections define morphisms from this object to (X, f) and (Y, g)
respectively. The corresponding pair of morphisms in C/Z is a binary product diagram. This
defines a morphism in the other direction.
The fact that these morphisms are inverse to each other follows readily from the construction.
Given a binary products structure on C/Z, morphisms f : X → Z, g : Y → Z and morphisms
a : X ′ → X , b : Y ′ → Y we have a morphism af ×Z b
g which is the unique morphism in C/Z
of the form
af ×Z b
g : (X ′, a ◦ f)×Z (Y
′, b ◦ g)→ (X, f)×Z (Y, g)
such that
(af ×Z b
g) ◦ pr1 = pr1 ◦ a
f (4.14)
and
(af ×Z b
g) ◦ pr2 = pr2 ◦ b
g (4.15)
Lemma 4.9 In the setting introduced above one has:
1. Id(X,f)×Z (Y,g) = Id(X,f) ×Z Id(Y,g),
2. suppose that we have in addition morphisms a′ : X ′′ → X ′ and b′ : Y ′′ → Y ′. Then
((a′)a◦f ×Z (b
′)b◦g) ◦ (af ×Z b
g) = (a′ ◦ a)f ×Z (b
′ ◦ b)g
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Proof: It is a particular case of (4.2) and (4.3).
Following the general case considered in Appendix 4.1 we will write (X, f) ×Z b
g (resp.
af ×Z (Y, g)) for the morphism in C/X (resp. C/Y ) corresponding to Id(X,f) ×Z b
g (resp.
af ×Z Id(Y,g)).
In view of Lemma 4.9 and (4.14), for any (X, f : X → Z), the functions
(Y, g) 7→ ((X, f)×Z (Y, g), pr1)
(bg : (Y ′, g′)→ (Y, g)) 7→ (X, f)×Z b
g
form a functor from C/Z to C/X and similarly by Lemma 4.9 and (4.15), for any (Y, g : Y →
Z) the functions
(X, f) 7→ ((X, f)×Z (Y, g), pr2)
(af : (X ′, f ′)→ (X, f)) 7→ af ×Z (Y, g)
f
form a functor from C/Z to C/Y .
Definition 4.10 A locally cartesian closed structure on a category C is a family of (binary)
cartesian closed structures on the categories C/Z for all Z ∈ C.
We usually denote the binary product on C/Z as above.
We usually denote the internal-hom objects in C/Z by HomZ((X, f), (Y, g)) and the canonical
morphisms from HomZ((X, f), (Y, g)) to Z by f△g.
The rest of the notations (HomZ((X, f), b
g), ev
(X,f)
(Y,g) , adj
(W,h),(X,f)
(Y,g) , HomZ(a
f , (Y, g))) imme-
diately follow from the ones introduced previously.
A locally cartesian closed category is a category together with a locally cartesian closed struc-
ture on it.
The name “locally cartesian closed” follows naturally from this definition and the intuition
based on the example of the category of open sets of a topological space or a Grothendieck
site. If only the subsets of the open sets of a particular covering are known then one sometimes
says that the space is known only locally, but the global structure that arises from gluing of
all these subsets together is not known. Hence the “local” structure of a category is given
by the structure of its slice categories.
Example 4.11 The following example shows that there can be many different structures of
a category with pullbacks on a category and also many locally cartesian closed structures.
Let us take as our category the category F whose objects are natural numbers and
Mor(n,m) = Fun({0, . . . , n− 1}, {0, . . . , m− 1})
Since every isomorphism class contains exactly one object every auto-equivalence of this
category is an automorphism. Let Φ be such an automorphism. It is easy to see that it
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must be identity on the set of objects. Let X = {0, 1}. Consider Φ on End(X). Since Φ
must respect identities and compositions, Φ must take Aut(X) to itself and must act on
it by identity. If 1 and σ are the two elements of Aut(X) we conclude that Φ(1) = 1 and
Φ(σ) = σ.
Let us choose now any structure of a category with pullbacks on F and let us consider two
new structures str1 and strσ that are obtained by modifying pullbacks as follows. In both
structures we set all pullbacks to be as they were except for the pullback of the pair of
morphisms (IdX , IdX). For this pair we set the pullbacks to be as follows:
X
IdX−−−→ X
IdX
y
yIdX
X
IdX−−−→ X
for str1 and
X
σ
−−−→ X
σ
y
yIdX
X
IdX−−−→ X
for strσ. (4.16)
The preceding discussion shows that there is no auto-equivalence which would transform
str1 into strσ.
The category F also has a locally cartesian closed structure and it can be shown that it can
be modified so that its pullback components are str1 and strσ. This shows that F has at least
two locally cartesian closed structures that are not equivalent modulo the auto-equivalences
of F .
The solution to this seeming paradox is that there is a category structure on the set of pull-
back structures (resp. locally cartesian closed structures) on a category. Any two pullback
structures (resp. lcc structures) are isomorphic in this category and in this sense pullbacks
on a category are “unique”.
Remark 4.12 The following remark is not used anywhere in the paper and we include it
only as a comment for those readers who are familiar with the univalent foundations where
there is a notion of a category and pre-category. There the types of pullback structures
and of locally cartesian closed structures on a category (as opposed to those on a general
pre-category) are of h-level 1, i.e., classically speaking are either empty or contain only one
element.
In addition any such structure on a pre-category should define a structure of the same kind
on the Rezk completion of this pre-category with all the different structures on the pre-
category becoming equal on the Rezk completion. In the case of the previous example the
Rezk completion of F is the category FSets of finite sets and in view of the univalence axiom
for finite sets the two pullbacks of 4.16 will become equal in FSets.
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