Phase Change Memory (PCM) devices are one of the known promising technologies to take the place of DRAM devices with the aim of overcoming the obstacles of reducing feature size and stopping ever growing amounts of leakage power. In exchange for providing high capacity, high density, and nonvolatility, PCM Multilevel Cells (MLCs) impose high write energy and long latency. Many techniques have been proposed to resolve these side effects. However, read performance issues are usually left behind the great importance of write latency, energy, and lifetime. In this article, we focus on read performance and improve the critical path latency of the main memory system. To this end, we exploit striping scheme by which multiple lines are grouped and lie on a single MLC line array. In order to achieve more performance gain, an adaptive ordering mechanism is used to sort lines in a group based on their read frequency. This scheme imposes large energy and lifetime overheads due to its intensive demand for higher write bandwidth. Thus, we equipped our design with a grouping/pairing write queue to synchronize write-back requests such that all updates to an MLC array occur at once. The design is also augmented by a directional write scheme that takes benefits of the uniformity of accesses to the PCM device-caused by the large DRAM cache-to determine the writing mode (striped or nonstriped). This adaptation to write operations relaxes the energy and lifetime overheads. We improve the read latency of a 2-bit MLC PCM memory by more than 24% (and Instructions Per Cycle (IPC) by about 9%) and energy-delay product by about 20% for a small lifetime degradation of 8%, on average. 
INTRODUCTION
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PCM exploits the ability of chalcogenide alloy (e.g., Ge 2 Sb 2 Te 5 , GST) to switch between two structural states with significantly different resistances (i.e., high resistance amorphous state and low resistance crystalline state). There is a resistance difference of three to four orders of magnitude between the crystalline (i.e., SET) and amorphous (i.e., RESET) states. This wide resistance gap is sufficient to enable good and safe memory readability in Single-Level Cell (SLC) PCMs. Nevertheless, Multilevel Cell (MLC) operation mode is used to achieve high density PCM devices. To store more bits in a single cell, MLC uses fine-grained resistance partitioning, which can be stabilized by adjusting amplitude or duration of programming pulses. MLCs mainly rely on an iterative sensing technique for read and a repetitive program-and-verify technique for write operation. Unfortunately, these two schemes can significantly increase the effective latency of the memory and need consideration when employing MLC PCM as main memory. The MLC write is a well documented problem and has fueled several recent studies that attempt reducing the number of write iterations or using write buffers and intelligent scheduling [Cho and Lee 2009; Joshi et al. 2011; Qureshi et al. 2009b Qureshi et al. , 2010a Zhang et al. 2012; Zhou et al. 2009 ]. However, less attention has been paid to the problem of high read latency in MLCs. In this article, we propose a scheme that obtains higher read performance without incurring significant hardware overhead and complexity.
A key insight that enables our solution is that read latency of different bits of a cell in MLC mode is not equal. As stated in Son et al. [2013] , sensing takes about 47% of memory access time (tAC) [Choi et al. 2012] . On the other hand, in PCM devices, because of the nature of nonvolatility, there is no need to store data back to the row after read operations. Then, 48% of cycle time (tRC) that previously was taken by restoring can be void. Consequently, sensing has even more contribution in tRC [Close et al. 2013] . In a 2-bit MLC PCM device, tRCD consists of two iterations for reading two bits. When a read request is scheduled for a PCM line, data bits stored in Most Significant Bits (MSBs) of the cells are read in the first iteration, while the remaining bits (in the Least Significant Bits (LSBs), of the same cells) cannot be read until the MSBs are determined. Thus, MLC read latency is much higher than that of SLC's (almost 2× for 2-bit MLC). Note that, read accesses, unlike writes, are on the main memory's critical path and can significantly impact system performance.
In 2-bit MLC, 1 we could reduce the latency of a memory line by 2× if its bits are stored in MSBs of the cells. We exploit this key insight and propose Striped PCM (SPCM), a memory architecture that leverages the read asymmetry of MLCs to access a memory line with low latency. Indeed, unlike the traditional MLC PCM in which data bits of a single line are coupled and aligned vertically in cells, SPCM couples data bits of two lines and interleaves them over the cells of a memory row. When a read request reaches the main memory, the memory line is read quickly, if it is stored in MSBs of the cells in a row. Otherwise, the memory line is stored in LSBs and its read should be preceded by accessing the partner line stored in MSBs. Thus, read operations are faster for half of the lines (stored in MSBs of the cells) and not slower than a conventional MLC for the other half (stored in LSBs of the cells). Since SPCM only rearranges block addressing and data alignment, it imposes no latency overheads to the main memory's critical path.
In addition to rearrangement policy, we develop an ordering mechanism by which the most frequently read line of a group is placed on the most significant bits of the cells in a cell array. The level of bits in cells storing a memory line decreases with respect to its read frequency. Consequently, the ordering mechanism raises the chance of reading a block from MSBs, which requires fewer read sequences.
While SPCM improves performance significantly, it increases the number of times that each cell is written in the same program run. In fact, any update to a memory line should be accompanied with reading and rewriting its partner lines. This is undesirable as it incurs power overheads and reduces system lifetime. To limit such overheads while retaining the potential performance benefits, we rely on a key insight that when a line is written back to the main memory, the corresponding partner lines are probably in the write buffer or dirty in the Last-Level Cache (LLC) and will be written back to the main memory later. Therefore, write requests can be rescheduled to enable pair writes of multiple memory lines sharing the same MLC array. More accurately, if all partner lines are in the write buffer, they are given the highest priority for write service. Otherwise, if a partner line is in the LLC and it is dirty, it may be written again before getting evicted from the LLC. Then, it is better to give it the lowest priority in the write queue to increase the chance of pair writes. Following this scheduling policy, we manage to keep the write rate in the SPCM almost equal to that in the conventional PCM. This can prevent energy overhead and lifetime degradation while improving the performance significantly.
Although such a priority write queue prevents undue writes on partner lines, our observation shows that rewritten blocks are most likely to be written again. So, we can switch the write operation to nonstriped mode whenever the line is considered as write intensive. Based on this observation, we propose an adaptive morphology for SPCM using directional write operation (diwrite), which means that writing to a group of lines can be either in striped mode (when it comes from an I/O device via DMA), or nonstriped mode (when it is requested by LLC or master port for multiple times). When a group of lines is written in nonstriped mode, subsequent read accesses to them will be similar to the conventional MLC PCM. As a result, it reduces the energy consumption and prolongs lifetime at the cost of performance overhead.
We discuss the extensions to memory controller in order to equip SPCM with writereordering scheme and diwrite operation. Our evaluations reveal that the SPCM with the proposed write-aware supplements shows a performance near to a pure SPCM but significantly reduces power and lifetime overheads. Overall, the ultimate design can reduce the effective read latency of the baseline MLC PCM by more than 24% and improve IPC by about 9%, on average. This scheme also improves the energy-delay product of the system by about 20% with a lifetime overhead of 8%, on average.
The rest of this article is organized as follows. Section 2 describes a brief background on MLC PCM and its read and write mechanisms. Section 3 explains our motivation followed by Section 4 that presents details of the proposed striping mechanism, preliminary results, and its shortcomings. Supplementary designs are presented in the rest of the section to address the mentioned shortcomings. Section 5 represents the evaluation results. Cost, performance, and energy analysis of the proposed memory architecture is presented in Section 6. Section 7 discusses related works, and finally, Section 8 concludes the article.
BACKGROUND ON MLC PCM
The wide resistance difference between the amorphous and crystalline states enables the concept of MLC PCM technology. Currently, 2-bit MLC prototypes can be found, but International Technology Roadmap for Semiconductors (ITRS) predicts higher densities (3 and 4) being achievable near to 2020 [Allan et al. 2002] . In MLC, the number of resistance levels increases exponentially with the number of bits stored in a cell, implying that the resistance band assigned to each data value must be narrowed accordingly. Therefore, MLC read/write operations need dedicated control mechanisms, which are described in this section.
MLC Write. In MLC, a specified resistance band is assigned to represent a specific data value and the write process must be accurate enough to program the cell. To this end, MLC PCM controllers widely rely on a repetitive program-and-verify technique [Bedeschi et al. 2009; Nirschl et al. 2007] . When the write circuit receives a request, it first injects a RESET pulse with large voltage magnitude to completely RE-SET the cell, and then injects a sequence of SET pulses with lower voltage magnitudes. After each SET pulse, the circuit reads the cell resistance value and verifies whether it falls within the target resistance range; if so, the write process is completed. Otherwise, the circuit recalculates the write parameters (either amplitude or duration of SET pulses) and repeats the steps until the target resistance is formed.
Due to process variation and composite fluctuation of nanoscale devices, nondeterminism arises in MLC PCM writes [Jiang et al. 2012a; Zhang and Li 2009] . The cells storing a memory line may take a variable number of iterations to finish. Furthermore, the same cell requires a different number of iterations when writing different data values. Thus, to write a memory line, the worst-case write latency is variable. This is a known problem for PCM and many previous studies proposed techniques to either speed up MLC write accesses [Jiang et al. 2012c] or to protect the processor from the negative impacts of slow writes [Zhou et al. 2009] .
Besides inferior performance, PCM writes bring two main challenges: (1) limited cell lifetime, and (2) considerable energy consumption per write access. These challenges are even exacerbated in MLCs because of the iterative pulses required during write operation. Limited cell lifetime can be dealt with by using combinations of three strategies: (1) reducing the total number of cell updates by differential write [Cho and Lee 2009; Zhou et al. 2009 ], (2) spreading cell wear out [Qureshi et al. 2009a; Seong et al. 2010a; Zhou et al. 2009] , and (3) tolerating cell failure [Condit et al. 2009; Schechter et al. 2010; Seong et al. 2010b; Yoon et al. 2011] . The most promising strategies are those in the first category because, in addition to reducing cells' wear out, they reduce the required energy for write operation. Although all known wear management and error correction schemes are fully applicable to the SPCM architecture, our baseline system assumes differential writes [Zhou et al. 2009 ], as it can potentially reduce both wear-out rate and energy.
MLC Read. Reading a PCM cell involves sensing the resistance level and mapping it to its corresponding data value. Read operation usually applies binary search to determine MLC content bit by bit (Figure 1) .
At the first step, the circuit compares the resistance to a reference cell. The reference cell's resistance is chosen as roughly the middle of the resistance window. Depending on the comparison outcome, (1) the MSB is determined (a larger resistance indicates the stored bit is "0"; otherwise, it is "1") and (2) the circuit chooses the next reference resistance for the next bit. This process iteratively continues until all bits are read. In general, a read operation for an n-bit MLC requires n iterations to complete [Close et al. 2013] , which is not desirable as the processor performance highly depends on memory read latency. A straightforward solution to this problem is to perform all comparisons in parallel and complete the read in one step. Since such a parallel sensing requires 2 n − 1 copies of the read circuits for an n-bit MLC PCM, it increases sensing current and poses hardware overhead in addition to fabrication constraints, which make it impractical. As such, a bit by bit read mechanism is widely used in current MLC PCM prototypes [Bedeschi et al. 2009; Qureshi et al. 2010b; Close et al. 2013] . 
MOTIVATION
Considering a 2-bit MLC PCM, the MSB of a PCM cell can be determined in early cycles of a read access irrespective of the LSB. This asymmetry brings an opportunity to reduce read latency and energy consumption of MLC PCM. As a solution, we propose pairing two consecutive data blocks and rearranging them horizontally in an array of cells such that each cell stores one bit of the first line and one bit of the other. Thus, MSBs hold the data block with odd address and LSBs hold the block with even address, as shown in Figure 2 . This reduces the average memory access latency since the block at odd address is retrieved in the first read step (as in SLC mode), while reading the other block takes the latency of 2-bit MLC read. Based on our observation when a read request at an odd address arrives, the next line with even address is requested shortly most of the times as a result of spatial locality. Hence, if we buffer the most recently read blocks from the PCM array requested by the memory controller in a Read Buffer (RB), it might not be necessary to spend extra read iterations to extract the MSB line (as a reference to extract the LSB line). Even in the case of miss in RB, the LLC may have already cached the MSB block. We define Odd-Block Hit-Rate (OBHR) as the frequency of odd block hits in either RB or LLC, required to realize a read for an even-address block. Overall, a higher average OBHR means a smaller number of redundant accesses to the PCM array. Figure 3(a) gives the breakdown of OBHR. As shown in Figure 3(a) , approximately 63% of requested odd blocks are found in RB. Intuitively, to read the requested data block with even address, the controller can first request the odd block from RB or LLC. If it fails, it reads this block from the PCM array. Notice that if the odd block is found in the LLC, it must be clean. Figure 3(b) shows stacked bars representing the percentage of one-time reads (not more that one access to them), odd rereads (reading an odd block more than once), and even rereads (reading an even block more than once). Based on this observation, the rates of odd and even rereads are almost identical. It can be hypothesized that with a proper swapping mechanism, we can control the frequency of rereads, such that odd blocks are accessed more than even blocks. An ordering mechanism may provide a better utilization of SPCM by letting the most frequently read blocks place on the MSBs of cell arrays.
THE STRIPED PHASE CHANGE MEMORY (SPCM)
Again, consider a 2-bit MLC PCM. Based on the preceding motivation, SPCM seeks for a better performance by pairing two memory lines. For simplicity, we assume that the two paired blocks differ in the lower bit of the block address. This rearrangement requires some modifications in read and write operations.
Read. When a block with odd address is read, it is retrieved within the first iteration (RD1 in Figure 4 ). Given an even block address, the SPCM controller requires to know the MSBs of the cells to use as reference. So, the SPCM controller first examines the RB and LLC in parallel for the odd block. On a hit (either in RB or in the LLC when the odd block is clean) the requested even block can be retrieved in approximately one iteration (RD2). In the worst case, the odd block is not present in RB or LLC (or it is dirty in LLC), and the memory controller calls for reading the odd block as well; hence, the read process lasts as long as that in the baseline memory (RD3). Fortunately, the odd block usually exists in the RB due to spatial locality, enhancing the chance of performance improvement.
Write. Regarding line striping, all updates to a memory line necessitate writing both MSB and LSB blocks at once. Therefore, the memory controller first attempts to obtain the partner block from the LLC; if it fails, the SPCM is accessed by using the read mechanism described previously. In the case of updating an even block, the partner odd block must be written as well. If the odd block is not cached (WR1 in Figure 4 ), it should be retrieved in one iteration of MLC read operation. Otherwise, the controller obtains it by accessing the cache (WR2). Similarly, when an odd block is requested for write, its partner even block must be written back too. In the worst case, the even block is not cached (WR3) and the controller needs to extract the old odd block (as a reference for reading the even block) and the partner even block itself. However, when the even block is cached (WR4), it can be obtained by accessing the cache. Finally, buffered blocks are scheduled to be written to the main memory in next cycles (see Hudgens and Johnson [2004] for read/write-aware scheduling mechanisms).
Ordering Mechanism
According to Figure 3 (b), reread accesses to odd and even lines are evenly distributed, which calls for an optimization. Thus, we propose a simple ordering scheme to move the most frequently read line toward the MSB. In 2-bit SPCM, only one swap operation is required after the number of read accesses to a line exceeds a fixed threshold. This upward movement incurs extra write operations, which harms the durability of the PCM device. Therefore, we must investigate best thresholds that enhance the ratio of odd reads per total reads while imposing less swap operations. Figure 5 shows the behavior of SPCM in one set (SET1) of benchmarks with our ordering (here swapping for 2-bit MLC) mechanism enabled. At the first column of this figure, the read ratio of odd blocks over total accesses is represented for different thresholds-value 0.5 indicates an equal number of read accesses to odd and even blocks. Obviously, since SPCM is more effective for read accesses to odd blocks, the greater value of odd ratio reveals more performance gain. As shown, for T = 0 (i.e., a swap occurs once the even block is accessed), SPCM works more efficiently. Although this speedup is considerable, it might impose a huge number of swaps, which is not desirable for the PCM device. The number of swaps is shown in the second column of Figure 5 . This graph shows that the system will be saturated after a number of swaps and reaches a stable state in which many of the most frequently read lines are placed in MSBs and no further swap is required. To better show the impact of the threshold, the third column of the figure illustrates the proportion of reads from odd blocks over the number of swaps. The higher value of this ratio indicates a more efficient response to the swapping mechanism (higher rate of reading odd blocks and lower number of swaps). As a consequence, having T = 0 seems not beneficial according to this metric. However, the number of swaps is usually proportional to the total writes. The last column of Figure 5 depicts the ratio of swaps over writes. The saturation line in this graph is visible too. The steadily falling ratio of swaps/writes reveals that the system is reaching a steady state in which swaps are much less than writes (below 3% for all workloads). Here, having T = 0 is the best threshold for our swapping scheme. Note that this experiment is done for 2-bit MLC PCM. For higher densities, the cost of ordering should be significant, and thus, a larger threshold would be better. We also reiterated the experiment for different LLC sizes. Results show that while the upper bound values differ vastly, the trends do not change. However, larger LLC prevents many of the accesses to the SPCM, and consequently, much less number of swaps and writes occur.
The ordering mechanism requires log 2 (n!) bits per n lines to keep the permutation of lines' ordering. Then, for SGB of n-bit SPCM comprising B-byte lines, S n×B × log 2 (n!) Gb metadata is required. For example, a 4GB 2-bit SPCM with 128B line size requires only 2MB metadata for the ordering mechanism. This metadata is maintained in an external fast DRAM chip. For each access to the SPCM, the controller fetches the metadata from the external DRAM chip, to get the order of lines. It then retrieves data from SPCM using the ordering data. Of course, this mechanism incurs a negligible performance overhead, which is overwhelmed by the great amount of performance gain through the ordering mechanism.
Shortcomings
In the SPCM system, once a block is evicted from the LLC, it should be combined with its partner before writing in the associated cell array. For example, consider block A that becomes dirty at t 1 and is going to be written back to the PCM array at t 2 , but its partner block B is not dirty before t 3 > t 2 . So, A ∪ B is written to the associated PCM cell array at t 2 . Subsequently, block B becomes dirty at t 3 and is evicted from the LLC at t 4 , requiring A ∪ B to be written on the same cell array. Then, the write-back traffic in the SPCM system is nearly twice the baseline. This is the main cause of an increase in the number of updated cells, which ultimately leads to shorter memory lifetime and more energy consumption. This energy overhead is higher than the performance gain achieved by the SPCM for most of the applications and must be handled through some additional write management schemes. We can conclude that using a pure SPCM is not worthwhile and we need to find a way to alleviate its energy/lifetime overheads.
We develop additional architectural innovations to the SPCM in order to prolong its lifetime and relieve its energy consumption. We employ a technique to carefully schedule write operations with the main goal of pairing write-back requests with odd and even addresses and send them to the SPCM memory at once as a pair write in order to prevent write-back traffic overhead. By this modification, we expect that the energy consumption and the number of writes per cell become close to those of the baseline system. Another technique used for relaxing write stress on the SPCM (to be discussed in Section 4.4) is adaptively transforming between striped mode and nonstriped mode, such that the write bandwidth for those lines encountering a high rate of writes becomes smaller with the aim of prolonging the lifetime of the system.
Pairing Write Queue: P-WRQ
In this section, we first present the abstract concept of our solution through an example. Then, we support our idea with some observations on the efficiency of our solution.
It was mentioned in Section 4.2 that any update in block A and/or B (which are paired) requires writing A ∪ B. Therefore, both blocks must be written onto the SPCM when one of them is evicted from the LLC for write-back. In this example, we assume blocks A and B are evicted in t 2 and t 4 , respectively (t 4 > t 2 ). We suggest to postpone writing block A until t 4 . Thus, compared to the conventional design, SPCM gets a same-sized write update (occurred at t 4 ).
Waiting Room. Based on the preceding example, we must keep one block somewhere waiting for its partner block. We call this place "Waiting Room" to convey the abstract concept of waiting, as shown in Figure 6 . Once a block is evicted from the LLC, it enters the waiting room to be scheduled for writing. In contrast with conventional write queues, the leaving priority is not in First-Ready First-Come-First-Serve (FR-FCFS) order. Instead, we define a SPCM-aware priority order as follows:
(1) Ready: Both partner blocks are present in the room (marked with "R"). They are ready for pair-write operation. (2) Confused: One block is in the room (marked with "!"), and its partner block is not in the LLC. In this case, it is not required to wait for the partner block. (3) Waiting: One block is in the room (marked with "W") while its partner block is not, but it can be found in the LLC. Now, the block must wait for its partner block to become dirty and finally evicted from the cache.
We also consider FR-FCFS order as the minor precedence, which means that at each priority, the one that is ready, at first, or comes earlier can go first. Figure 6 clarifies this scheduling by exhibiting a waiting room in the society.
When the write buffer is full, two blocks are selected to leave. If both of them are in ready state, the scheduler sends them to the corresponding SPCM bank for writing. When one block is in confused state, the memory controller first accesses the SPCM bank to obtain the partner block and buffers it. Then, both blocks are sent for writing. Ultimately, if there is no ready or confused block, the scheduler sends the first waiting block inevitably (at cost of redundant cell updates). Figure 7 (a) illustrates the proposed architecture for a pairing write queue. In this design, we supply a pairing write queue to the SPCM controller on the dual in-line memory module (DIMM) with the eviction policy described before. An arbiter logic is required to determine which block can leave the queue. It requires knowing the state of all buffered blocks. First, it should figure out how many blocks are ready (counter "R" indicates the number of ready blocks). If there is any, it chooses the first couple to leave (pointers "P1" and "P2" contain the location of chosen ready blocks). But, if there is no ready block, it gets the number of confused blocks from counter "C," and chooses the first one pointed by "P3." The partners of confused blocks are retrieved from the SPCM and buffered. Finally, if there is no confused block either, the arbiter selects the head of the queue (which is waiting) and fetches its partner from the cache. Note that, in all transactions including buffer ejection and injection as well as the LLC updates, all counters and pointers are updated in the background.
Using this architecture, we expect that the energy and lifetime overheads incurred by the SPCM system can be recovered. This is achievable when almost all ejected blocks are in ready state. Figure 7 (b) plots the priority distribution of the ejected blocks from write queue. As shown, about 72% of the ejected blocks are of ready type. Based on this observation, the number of writes in the SPCM system with P-WRQ gets close to that of the baseline system.
Adaptive Morphology
Figure 8(a) depicts quantity of Read After Write (RAW) and Write After Write (WAW) operations for different applications. As can be seen in the figure, they are evenly distributed revealing roughly identical probabilities of reading from and writing on an already written line. Since writing to an SPCM system is costly, we can switch the writing operation between striped and nonstriped modes. The negative implication of switching is represented in Figure 8 (b) in the form of a RAW fraction of total Reads, which are requiring slow reads similar to conventional MLCs after switching to nonstriped mode. Then, we should carefully switch the writing mode so that the majority of subsequent reads from written lines stay in striped mode. Figure 9 (a) represents the amount of write stress on a line in terms of distribution of write intensity. As can be seen in this figure, the vast majority of lines are not under write pressure. On the other hand, Figure 9 (b) shows the number of read operations occurring upon a single line in terms of distribution of read intensity. As seen, in those applications exhibiting a large amount of write stress (all Wx where x > 1), reread operations (all Rx where x > 1) are more often. According to this observation, we propose an adaptive morphology based on the number of writes on a single line. When a write request arrives through DMA from an I/O device (e.g., secondary storage), it would be written in striped mode. As soon as the number of write-back requests from the LLC overshoots a predefined threshold, the whole group is changed to nonstriped mode. We call this type of writing mechanism directional write, or in short, diwrite. When a group or a pair of lines is diwritten and converted to nonstriped mode, the ordering mechanism and pair-write operations are no longer required and must be disabled. Since diwrite operation is costly and changing to nonstriped mode steps back to slow read operations, we should compromise the switching mode threshold, such that its overheads become as minimal as possible. Figures 9(c) and 9(d) display the impact of changing threshold on the distribution of different access types for read and write operations, respectively. Our goal is to enlarge the portion of striped reads (SR and SR + in Figure 9(c) ) while limiting the number of striped writes (S in Figure 9(d) ). It can be concluded from these figures that as the threshold increases, the portion of nonstriped reads (SR and SR + in Figure 9 (c)) dwindles, but on the other hand, the ratio of striped writes (S) grows. We choose threshold 1, as a moderate point, for diwrite operation to considerably increase the number of nonstriped writes while keeping most of the read accesses in striped mode. According to Figures 9(c) and 9(d), selecting threshold 1 results in slow reads for only 10% of read accesses, while averagely 73% of writes are performed in nonstriped mode.
The metadata required to implement adaptive morphology consist of a mode bit and a counter per each group/pair of lines. The size of the counter depends on the selected threshold. For threshold τ and an SGB n-bit MLC SPCM with B-byte memory lines,
S n×B
× log 2 (τ + 1) + 1 Gb metadata is needed. For example, for a 4GB 2-bit MLC SPCM with 128B lines, 4MB metadata should be considered. The metadata of both ordering mechanism and adaptive morphology can be stored along with each other in a separate external DRAM chip named metaDRAM.
To write on a line, the SPCM controller first examines the source of the write request. If it is received from I/O for dumping information from secondary storage, the controller sets its mode bit and writes data in striped mode. Each write access to a group/pair of lines increments its counter. When the counter reaches the threshold, all lines of the group are retrieved from their most up to date places (SPCM, LLC, RB, or P-WRQ); then, the group is transformed into nonstriped lines (reset mode bit) and each line is written on its own cells. Before each read operation, the corresponding metadata must be available first. This extra information incurs a small delay (5ns for reading metadata from a 6MB metaDRAM) in all read operations. Also, rewriting data to reform a group imposes some extra writes. Nonetheless, the long-term impact of using diwrites on the SPCM's energy consumption and lifetime is way beneficial. The problem of extra latency can be resolved using the ordering mechanism described in Section 4.1. Overall, an exact trade-off is required to select best thresholds for both ordering mechanism and adaptive morphology. According to our observations, we select 0 and 1 as thresholds for ordering mechanism and adaptive morphology, respectively.
Modified Read/Write Operations
Enabling all solutions, the read and write operations require some modifications. On the SPCM DIMM, there are several PCM banks, the large DRAM cache, the metaDRAM, and the P-WRQ. PCM banks, which shape the main memory space, are placed in the back end of the access path. The metaDRAM is an auxiliary space preserving the status of each memory line, and should be accessed before the PCM banks. In the middle way, RB and P-WRQ may exclusively contain the most up to date cache line. In the front end of the access path, the DRAM cache is placed to provide the fastest access to the memory space.
The read data path is composed of three subpaths starting at the same time. On a read operation arrival, the SPCM examines all devices on the DIMM to look up the cache line, and also starts retrieving it from memory banks, through these subpaths. If data was found in DRAM cache (first subpath), other subpaths would be ceased, and the row buffer is flushed. Then, the cache line will be transferred from DRAM banks to the memory controller in the CPU side through data bus. If cache line was present in RB or P-WRQ (second subpath), the same thing would happen. Ultimately, the PCM banks (third subpath) will be accessed for acquiring the cache line.
All write requests coming from the memory controller will be redirected to the DRAM cache, the as DRAM main memories. The role of SPCM unfolds when a cache line is evicted from the DRAM cache. As stated in Section 4.3, the evicted cache lines are moved to the P-WRQ to be scheduled for writing on memory banks.
EVALUATION RESULTS
Throughout evaluation, we use the same configuration parameters for the baseline system used in similar studies [Qureshi et al. 2009a [Qureshi et al. , 2010a Jiang et al. 2012c] . Results are presented for different combinations of proposed techniques: P-WRQ refers to the SPCM architecture using a pairing write queue; SWP is representative of the architecture using an ordering/swapping mechanism; and DW shows that diwrite operation is considered.
Evaluation Settings
Infrastructure. We perform microarchitectural level, execution-driven simulation of a processor model with UltraSPARCIII ISA using GEMS [Martin et al. 2005] and Simics toolset [Magnusson et al. 2002] . The simulated CMP runs a Solaris 10 operating system at 2.5GHz. We use CACTI 6.5 [Muralimanohar et al. 2007 ] to obtain timing, area, and energy estimations for the main memory and caches. Note that we used the approach given in to adapt CACTI for PCM. For all the components except for the PCM main memory that uses a Low-Operating-Power (LOP) process, we use 32nm ITRS models, with a High-Performance (HP) process.
System. We model a four-core CMP detailed in Table I . The system has three levels of caches: separated L1 instruction and data caches that are private for each core, an L2 cache that is logically shared among all the cores while physically structured as static NUCA, and an off-chip DRAM cache. SPCM Controller. SPCM requires a controller to handle read and write operations. We use a 2KB RB within the SPCM controller. To prevent traffic overloading on the memory bus, we assume both the LLC and SPCM controller are placed in the DIMM side. Since the memory bus is physically wrapped between the memory controller (on CPU side) and LLC, the SPCM will not pose unnecessary traffic on the bus.
PCM Main Memory.
Our baseline architecture of a 2-bit PCM memory subsystem is shown in Figure 10 . Similar to DRAM, PCM is based on a two-sided DIMM with two ranks and eight PCM chips per rank. A large DRAM shared cache is used in the form of eight DRAM chips to enervate the problems of long write latency and limited endurance of PCM devices. The DRAM last-level cache has a default size of 128MB. Due to the nondeterminism of MLC PCM write latency, we adopt the universal memory interface proposed by Fang et al. [Fang et al. 2011] .
We use write pausing with an adaptive write-cancellation policy proposed by Qureshi et al. [2010a] that can pause an ongoing write in order to service a pending read request. Furthermore, we rely on a randomized Start-Gap algorithm [Qureshi et al. 2009a ] for low-overhead wear leveling.
For further lifetime and write energy efficiency, a differential write mechanism is enabled. In this scheme, before a PCM block is written, the old value is read and compared to the new data, and only cells that need to change are then programmed [Cho and Lee 2009; Zhou et al. 2009] .
Considering the baseline, we choose a granularity of 64B for the write circuit [Hay et al. 2011 ] to amortize the write driver's area. As such, the baseline needs two rounds to write a line (128B). In the SPCM with 128B data blocks, we use the same hardware and hence need four rounds while writing. There is no area overhead but the energy/latency costs should be accounted. In contrast, we should double up the number of read circuits to prevent latency overheads which impose 2× read energy and area overheads. To avoid these overheads, both ranks on the DIMM should be involved while accessing the SPCM for read/write operations. Both SPCM and baseline use a two-rank DIMM (each rank consists of 8 PCM banks) with the same number of read circuits. However, SPCM considers the two ranks as a single rank of 16 PCM banks, while in the baseline they are completely separated. Therefore, there would be only a negligible hardware overhead for handling chip selection and multiplexing data bus in comparison with the baseline (i.e., the number of read/write circuits in both SPCM and baseline systems are equal).
Organization. Figure 10 represents the organization of the SPCM abstract implementation on a two-sided DIMM considering common form factors. The DIMM consists of two MLC-PCM ranks for both baseline and SPCM systems. Each rank comprises 8 PCM chips that are organized in eight banks. A bank contains 16k rows × 1k columns × 8 cells × 2 bits providing 32MB memory space. In contrast with DRAM in which the output channels of banks are 8-bit wide, in 2-bit MLC PCM it must be 16-bit wide, because each bank cell has eight PCM cells (for SLC, an 8-bit channel is enough).
However, it is not necessary to double up read circuits, and this change occurs only upon row buffer size and banks output channels. Notably, a PCM chip has a 16-to-1 multiplexer near its output pads such that each two input ports are fed from the same bank (distinct high and low bytes). As shown in Figure 10 , a cache line in the baseline system is distributed among eight chips in one rank, while in the SPCM system, two ranks are merged and a cache line is laid on 16 chips on both ranks. Table I summarizes the timing and power characteristics of the modeled 2-bit MLC PCM. We evaluated the MLC design with a resistance distribution that can tolerate resistance drift of at most 1 minute (Figure 1 ), after which a refresh command is issued. This provides a readout current of 40uA and RESET and SET currents of 300uA and 150uA, respectively. These values are obtained using a model by Kang et al. [2003] that calculates the minimum programming current required for a successful write operation. Following this model, experiments show that programand-verify takes at most 32 iterations to complete.
MLC PCM model.
Timing Parameters. In nonvolatile main memories, the memory controller does not require restoring data after reading a row. However, the delay between an array read and buffer read/write command (tRCD) in SLC PCM (48ns read and 7.5ns row decode latencies) is much longer than that of DRAM (13.5ns) . In MLC PCM, we assume this latency (48ns) is multiplied by the storage density. In other words, in the MLC PCM system, each read iteration takes 48ns, which is reflected in tRCD. Also, tRP, the delay between an array write and a following array read, is assumed to be 150ns ]. Other cell-technology independent latency components such as tCL, tWL, tCCD, tWTR, and tBURST are considered the same as DRAM. For burst transferring of 128B data with tCL (aka tCAS) of 6ns to the memory controller via 64-bit data bus, 16 transfers are required (9ns, 14.25ns, and 20.25ns for first, eighth, and 16th words, respectively). Additionally, we consider a tMETA of 5ns for reading metadata from metaDRAM upon every access. Altogether, when the requested memory line is not cached or buffered, reading a memory line would take 79ns for odd blocks, and 127ns (same as baseline) for even blocks.
Workloads:
We used parallel programs in PARSEC-2 suite [Bienia and Li 2009] as multithreaded workloads and a set of programs in SPECCPU2006 benchmarks [Spradling 2007 ] for multiprogram applications. Particular applications are chosen for their memory intensity and we did not consider a benchmark if its main memory access rate is low in order to better analyze the impact of the memory system on the overall system performance. Also, the selected set of workloads may not stress pathological patterns in write. Regarding input sets, we use Large set for PARSEC-2 applications and Sim-large for SPECCPU2006 workloads.
We classify benchmarks based on their LLC's Misses Per Thousand Instructions (MPKI) when running alone in a four-core system detailed in Table I : each workload is either high miss (H) if MPKI is greater than 10, medium miss (M) if MPKI is between 3 and 10, or low miss (L) if MPKI is less than 3. Table II characterizes the evaluated workloads. Figure 11 shows the impact on energy consumption of an SPCM system with and without enabling P-WRQ, SWP, and DW mechanisms. The SPCM system with P-WRQ has only 0.7% energy degradation, on average (1.3% improvement in MP applications and 4.6% degradation in MT programs). One can observe that in workloads where ready blocks are dominant, the SPCM with P-WRQ dissipates much less energy compared to the system without P-WRQ (see Figure 7(b) ). Highly memory intensive applications such as mp-hi1 running on the proposed architecture do not consume more energy than the baseline system, but they achieve improvement mainly because of data holding in P-WRQ. On the other hand, applications like caneal (10%) and ferret (13%), that have a great number of confused blocks, are less influenced by P-WRQ. Overall, combining P-WRQ with the pure SPCM system can save energy. However, enabling SWP worsens energy consumption (by 10%) for imposing extra writes due to data swapping. Since write operations occurring in striped mode demand larger bandwidth, and SWP imposes even more writes, the design is empowered with adaptive morphology to relax extra write energy by constricting the write bandwidth using diwrite operations. As shown in Figure 11 , the energy consumption of the SPCM system with P-WRQ and DW is dramatically reduced (by 21%). Eventually, the ultimate design with all techniques enabled improves energy consumption by 6.9%.
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Impact on Performance
P-WRQ has a negligible effect on the memory access latency since all write operations are off-path and pausing them is not costly. Thus, we expect nearly no change in memory access latency, as is shown in Figure 12 . In this figure, the SPCM system with P-WRQ achieves an average improvement of 31%, similar to the system without P-WRQ. Also, it can be seen that the SPCM system with P-WRQ and SWP remarkably raises the latency improvement (by about 40%) by enhancing the chance of the most frequently read block to be placed in MSBs. However, toward energy issues, swap mechanism cannot be used without diwrite (DW) operations. But then, the sole use of DW causes many of the previously fast reads (single read sequence) to be slow (dual read sequences), and consequently, lowers the latency improvement from 33% in SPCM+PWRQ down to 19% in SPCM+PWRQ+DW, on average. The final design has a latency gain of 25% for memory accesses. Figure 13 also shows the overall system performance improvement. We can observe that using the proposed techniques does not harm performance improvement while saving energy. Although using DW negatively influences the IPC gain (from 11% in SPCM+PWRQ+SWP to 6.5% in SPCM+PWRQ+DW), the overall speedup is still considerable (9%). Generally, MPKI plays a key role in IPC improvement. Applications with higher values of MPKI would take more benefits from SPCM in terms of performance. For example, benchmarks mp-hi1 (MPKI=10.99) and mp-hi2 (MPKI=19.28) exhibit more than 20% IPC improvement. This is while the performance gain in applications with smaller values of MPKI like mp-lo1 (MPKI=0.51) and mp-lo3 (MPKI=1.01) shows less than 5% improvement. 
EDP Results
With the energy saving and performance gain of the SPCM system, we expect improvements in total Energy-Delay Product (EDP). As illustrated in Figure 14 , the SPCM system achieves up to 65% reduction in EDP and this improvement is more noticeable on benchmarks with more memory accesses. The main reason is that the performance gain in these benchmarks is large enough to hide the negative impact of energy loss. For instance, while dedup shows an increased energy consumption of about 20%, effective memory access latency improvement of about 34% results in 48% enhancement of EDP. Finally, benchmarks for which both energy and performance are improved (such as mp-hi2) demonstrate considerable EDP gains. The great impact of SWP and DW is completely clear in Figure 14 . In addition to the large amount of performance gain of SWP, DW reduces the energy consumption causing more reduction in EDP. As shown in this figure, the SPCM system reduces EDP by about 20%.
Impact on Lifetime
In addition to energy consumption, lifetime is another important concern in PCMs. Unfortunately, pairing two memory lines in a 2-bit MLC cell array has an adverse impact on the overall PCM lifetime. On the other hand, increasing system performance causes higher write bandwidth even though both have an identical number of writes. Lifetime is inversely proportional to the write bandwidth. In our experiments when an ideal wear leveling (e.g., those in Qureshi et al. [2009a] and Seong et al. [2010a] ) is used, we observed that the SPCM system shortens the average life span by about 24%. On the other hand, the SPCM system improves the performance without decreasing the number of writes leading to a higher number of writes per time unit. Moreover, each write operation on the SPCM system occurs at double the number of MLCs in comparison with conventional systems. These cause a sudden growth of write bandwidth, which shortens the PCM's lifetime. To remove this overhead, P-WRQ manages write-back requests such that the former problem is almost resolved. Additionally, an adaptive morphology mechanism is set to push the writing operation back to nonstriped mode to overcome the latter problem. Figure 15 shows the impact of SPCM on the system lifetime. The baseline system is presumed to have an ideal lifetime and the impact of using each approach is normalized to it. As is presented, the SPCM system worsens the system lifetime by almost 50%. Nonetheless, P-WRQ makes the lifetime overhead much shorter (76% of ideal lifetime). The SWP mechanism significantly improves memory access latency, though it imposes extra write operations (for swapping), and as a result, shows more reduction in lifetime (62%) in comparison with the sole use of P-WRQ. In contrast, DW makes the write bandwidth smaller with the aim of prolonging SPCM lifetime, costing some performance loss. Since the lifetime and performance in this design mutually affect each other, DW also degrades IPC to extend the life span (up to 95% of its ideal lifetime). Therefore, it can be concluded that using a SPCM memory system with all supplementary techniques is more performance and energy efficient than the baseline while degrading the nominal lifetime by only 8%.
SCALABILITY ANALYSIS
The SPCM is a general approach and can be also applied to higher bit storage level PCMs. This means that more than two blocks can be grouped together and stored in one MLC array in a striped manner. In this section, we utilize different models to observe the impact of using an N-bit SPCM system, equipped with the P-WRQ unit, on different metrics and costs.
Read Latency Improvement
We develop an analytical model to investigate the impact of storage density on the average memory latency of the SPCM, considering a normal distribution for all possible data patterns. Foremost, a recursive relation can be given as L(1) = P × L B + (1− P)× L M to calculate the latency for extracting the first bit of the cell (the MSB), and 1) ) for lower bits, where n is the bit number in the cell (from the next more significant bit to the LSB). The first term declares that when a desired block is in the RB or the LLC (with a probability of P), it can be retrieved in L B cycles (for simplicity we assumed a fixed L B , but it depends on the latencies of LLC and RB). The second term states that if it is not cached or buffered, we need to spend L M cycles in order to read the block from the SPCM, and in the case of not being the MSB, L(n − 1) additional cycles are also required for extracting the upper n − 1 bits (as the reference for read circuit). Then, for simplification, we describe the average of expected values for our model as
where N is the cell density level, L B is the average latency of accessing the buffer and cache, L M is the latency of one iteration of reading from MLC PCM (120 cycles), and P is the probability of a block being buffered or cached. On the other hand, it is clear that the average latency of accessing the memory in the baseline system can be given by
which means that if the block was cached or buffered with a probability of P, it can be obtained in L B cycles; otherwise, N × L M cycles would be required. Figure 16 (a) plots curves of the expected memory access latency ratio (1 − L spcm /L base ) for different cell density levels (i.e., N = 2, 3, and 4). When P = 0, half of the blocks (those at odd addresses) can be extracted within 50% of the total required latency for a 2-bit MLC, which means 25% overall latency improvement as shown in Figure 16 (a). As P increases, we achieve more improvement in access latency until P < 0.9. However, when 0.9 < P < 1.0, most of read requests are serviced in the LLC and RB, and therefore, we have less latency gain by using SPCM.
Write Energy Overhead
In the case of using more than two bits per cell, the ejection priority order in P-WRQ should be modified. In this case, the most prior group to be written is the one whose partners are all in the queue and the next priorities are those that have less number of buffered partners. This, of course, imposes latency overhead in the arbiter logic that cannot be mathematically modeled and requires synthesis evaluations to be obtained. For the energy overhead, however, we can write
where N is the storage level; E B is the energy for writing a block inside the buffer (P-WRQ), which is about 100.3pJ; E M is the required energy for writing an N-bit MLC array consisting of N cells, which is 272.5pJ per cell; and P is the probability of a block being in the queue. The first term shows that in the case of the block being buffered (with a probability of P), the write operation is redirected to P-WRQ, which dissipates E B joules. The second term states that if the block was not buffered, for each partner of the group that is not in the buffer, one write operation is required (E M joules). Based on this model, if none of the partner blocks is in the P-WRQ (P = 0), N × E M joules would be consumed to write them back separately. For comparison, the energy consumption in the baseline system can be estimated as where the first term indicates that if the block is in the buffer, it would dissipate E B joules. The second term states if it is not buffered, E M /N joules would be consumed. Note that in the baseline, an S-bit block lies on S/N number of MLCs. Figure 16 (b) plots the expected memory access energy ratio curves (E spcm /E base ) as a function of P. As we discussed before, when P = 0, the energy consumption is exactly N 2 × higher than the baseline since the number of updated cells in the striped PCM system is N× greater than that of the baseline system and each partner block is written back in N different. Obviously, if P = 1, we have no energy overhead because all write-backs occur at once. However, we probably have some improvement when 0.75 < P < 1.0 because not only most of the partners that are ejected from the queue have been written in time, but also some writes are handled in the buffer. Figure 11 shows that for benchmarks with medium rate of P (see Table II for OBHRs) we have some energy improvement.
RELATED WORK
In this section, we focus on important related studies concerning innovative techniques to favorably affect overall system performance and PCM lifetime.
To reduce the latency of the system's critical path at the architectural level, especially for read operation, certain topical microarchitectures tend to take advantage of MLCs high density along with immediate reaction to read requests. Among them, two classes can be categorized: first, based on the resume capability of the iterative programand-verify process, the Write Pausing and Write Cancellation schemes are proposed in Qureshi et al. [2010a] , which try to pause/cancel an ongoing write in support of prompt response to a superior read request directed to the same memory bank; second, aggregating benefits of both SLC and MLC in a storage system, strategies in Dong and Xie [2011] and Qureshi et al. [2010b] try to dynamically transmute between these two states. Dong and Xie [2011] proposed AdaMS, an adaptive MLC/SLC PCM design for file storage, which focuses on exploiting fast SLC response speed and high MLC density with the consciousness of workload characteristic and lifetime requirement. MMS, a Morphable Memory System [Qureshi et al. 2010b] , also decides on bit-storage level of the physical memory page and subsequent recent transactions. To this end, a monitoring scheme determines whether to operate at lower cell bit capacity in order to obtain faster response time during a phase of low memory usage, or at high-density MLC when the program working set is large.
More recently, Yoon et al. [2014] proposed a data mapping and buffering technique for MLC PCM, which similarly decouples two bits of a cell and assigns each of them to either fast-read/slow-write or slow-read/fast-write regions, through a hardware/software technique. There are also some circuit-level approaches such as early/turbo reads [Nair et al. 2015] that are originally proposed to reduce sensing latency of SLC PCMs by modifying read circuitry of PCM subarrays. Although they target two-level PCM cells, their approach can also be applied to four-level cells. SPCM can gain even more speedup in system performance, providing that it uses early and turbo reads.
There are some researchers that pursue architectural techniques to reduce programand-verify iterations. For example, Jiang et al. [2012c] and Qureshi et al. [2010a] discriminate between the way of programming based on data pattern and previously stored data values. The experiments confirm that a proper decision on the write scheme selection can lead to a striking drop in program iterations, which sequentially causes enhancements in overall latency, energy, and write endurance of the nonvolatile memories.
In the case of lifetime improvement, Qureshi et al. proposed Start-Gap [Qureshi et al. 2009a ], a simple but efficient analytical wear leveling technique to prevent too many write repetitions on a particular memory region.
Taking advantage of asymmetric read latencies in multibit storage systems is another insight to improve system performance. Jiang et al. [2012b] proposed a large and fast MLC STT-MRAM-based cache for embedded systems where two physical cache lines are combined and rearranged to construct one read-fast-write-slow (RFWS) line and one read-slow-write-fast (RSWF) line. Then, a swapping mechanism is applied for mapping write-intensive data blocks to RSWF lines and read-intensive blocks to RFWS lines. Striping was also used in NAND-FLASH storage systems in different forms (vertical, horizontal, and two-dimensional) for page alignment and combining physical pages from several dies to enlarge the granularity of flash arrays [Grupp et al. 2012] . However, while multilevel STT-MRAM and Flash cells require modifications on fabrication process for different bit-storage densities, the structure of MLC PCM would not be changed. Yoon et al. [2013] published a technical report presenting a new data mapping scheme for MLC PCM similar to what we proposed in this work to exploit the read latency asymmetry. Although the durability is one of the most important PCM concerns, they did not address the problem of doubling up the write bandwidth. Another complexity of the technique reported in Yoon et al. [2013] is that the OS must be aware of hardware for mapping policy.
CONCLUSION
Among nonvolatile memory systems, PCM is a promising candidate as an alternative to DRAM for increasing main memory capacity especially in MLC mode. However, one of the main challenges in an MLC PCM system is the linear increase in read access latency with respect to the cell storage level. In this article, we took benefit of asymmetry in the read mechanism and proposed a striping scheme for data alignment in a 2-bit MLC PCM (SPCM). Additionally, a swapping mechanism was proposed to order data lines in a group with respect to their read frequency, such that more frequently read lines are placed in more significant bits stored in cells. Then, we augmented our design with some supplementary microarchitectures to prevent unnecessary write pressure on SPCM. We also evaluated SPCM and a priority write queue (to reduce the write stress) with different configurations. Our experiments showed significant improvements in system performance (by more than 24% of read latency and 9% of IPC) and energy-delay product (by about 20%) for a small lifetime degradation of 8%, on average.
