We develop new methods based on graph motifs for graph clustering, allowing more efficient detection of communities within networks. We focus on triangles within graphs, but our techniques extend to other motifs as well. Our intuition, which has been suggested but not formalized similarly in previous works, is that triangles are a better signature of community than edges. We therefore generalize the notion of conductance for a graph to triangle conductance, where the edges are weighted according to the number of triangles containing the edge. This methodology allows us to develop variations of several existing clustering techniques, including spectral clustering, that minimize triangles split by the cluster instead of edges cut by the cluster. We provide theoretical results in a planted partition model to demonstrate the potential for triangle conductance in clustering problems. We then show experimentally the effectiveness of our methods to multiple applications in machine learning and graph mining.
Introduction
Our work is motivated by the following question: how can we effectively leverage higherlevel graph structures, or motifs, for better clustering and community detection in graph structures. Network motifs are basic interaction patterns that recur throughout networks, much more often than in random networks. We focus here on triangle subgraphs, which have often been suggested as being stronger signals of community structure than edges alone [52] . For example, social networks tend to be abundant in triangles, since typically friends of friends tend to become friends themselves [51] . Triangles are also important motifs in brain networks [41] . In other networks, such as gene regulation networks, feedforward loops and bi-fans are known to be significant patterns of interconnection [33] , but our techniques extend to other such motifs as well. Despite the intuition that triangles or other structures may be important for clustering and related graph problems [11, 26, 39] , there appears to be a gap in terms of useful formalizations of this idea. Our main contribution is a natural and simple formal framework based on generalizing conductance and related notions such as graph expansion, based on reweighting edges according to the number of triangles that contain the edge.
Contributions. Specifically, our contributions are summarized as follows:
• We formalize intuitions and heuristics in prior work by studying triangle conductance, a variation of graph conductance based on triangles. Our definitions generalize to other motifs, but here we focus on triangles. Compared to prior work [11] , we relate the notion of triangle conductance to appropriate random walks on the graph and to a generalization of graph expansion based on triangles instead of edges. When at node u we choose a triangle that u participates in uniformly at random and then choose an endpoint of that triangle, other than u, uniformly at random. We differentiate our new concepts by for example showing that an expander graph [7] is not necessarily a triangle expander and vice versa.
• We provide approximation algorithms for a generalization of the well-studied sparsest cut problem [49] , where the goal now is to minimize the number of triangles cut by a partition. Our work combines the practical relevance of partitioning heuristics, e.g., [6, 11, 12, 55] , and the mathematical rigor of hypergraph formulations, e.g., [30] . For example, our triangle spectral algorithm, which reweights edges by triangle counts [38] and then runs a spectral clustering algorithm [8, 37] is very practical and performs very well on real data.
• We study our reweighting algorithm in the planted partition model, where we provide tight theoretical guarantees on its ability to recover the true graph partition with high probability 1 .
• We apply our methods to various machine learning tasks, including classification, regression, and clustering. We show that adding triangle weights to k-nearest neighbor graphs typically boosts the performance significantly. We also apply our methods to detecting communities. Using publicly available datasets where groundtruth is available, we verify the effectiveness of our framework, and show it takes orders of magnitude less time and obtains similar performance to Markov clustering (MCL).
Before beginning, we show that our scheme reweighting edges by triangle counts provides significant insights on the community structure of real-world networks. Surprisingly, in many real-world networks we find this simple step immediately disconnects the graph into numerous non-trivial connected components, that we refer as triangle components. Figure 1 shows the distribution of triangle components for the Amazon, DBLP, and Youtube networks (see Table 1 for a detailed description). Our findings are consistent across all of them: there exists one giant triangle component and then a large number of triangle components with up to few hundreds of nodes. (Trivially all degree one nodes in the original graph become isolated components.) These findings agree with the "jellyfish" or "octopus" model [44] , according to which most networks have a giant "core" with a large number of relatively small "whiskers" dangling around. Furthermore, our findings agree with the findings of [29] that claim that communities have size up to roughly 100 nodes. Our findings show additionally to [29] that no triangles are split between whiskers and the rest of the graph. We generalize this idea for our clustering results and experiments.
Roadmap. Section 2 presents briefly related work, and Section 3 theoretical preliminaries. Section 4 presents our mathematical and algorithmic contributions, and Section 5 studies the performance of our algorithms on graph mining and machine learning applications.
Notation. We use the following notation throughout the paper. Let G(V, E, w) be an undirected graph with non-negative weights; we also use G(V, E) for unweighted graphs. The weighted degree deg(u) of a node u ∈ V is equal to deg(i) = j∈V w(i, j). For a set of nodes S ⊆ V we define w(S :S) = i∈S,j∈S w(i, j) as the total weight of the edges leaving S. Also let vol(S) = i∈S deg(i) be the volume of S. For the case of unweighted graphs, we denote w(S :S) as e(S :S) for clarity, and we define t(u), t(u, v) as the total number of triangles that contain node u and edge (u, v) ∈ E(G) respectively. Notice for unweighted graphs graphs, vol(S) = 2e(S) + e(S :S) where e(S) is the number of edges induced by S.
Related Work
Communities. Intuitively, a community is a set of nodes with more and/or better intraconnections than inter-connections. There are different approaches to defining the notion of a community that lead to different mathematical formalizations. For instance, the notion of modularity captures the difference between the connectivity structure of a set of nodes compared the expected structure if edges in the graph were distributed at random [36] . Dense subgraph discovery focuses on the internal connectivity of a set S, namely the number of edges induced by a set S [13, 24, 20, 46, 35] . Conductance is one of the most popular measures used in community detection [18, 29, 40, 54] . It quantifies the intuition that the total weight of edges leaving the community should be relatively small compared to the internal weight. Conductance also plays a key role in detecting overlapping communities [25, 53] . It is worth outlining that this intuition is not always true [5] . Specifically, there exist networks with communities whose outgoing number of edges is not small compared to the number of internal edges. The notions of k-clique communities [16] , i.e., the union of all cliques of size k that can be reached through adjacent k-cliques that share k − 1 nodes, and (α, β)-communities [34] have been proposed to tackle communities whose outgoing number of edges is not small compared to the number of internal edges.
We formally define graph conductance. For any set S ⊆ V we define its expansion, also known as conductance, by φ(S) = w(S :S) min(vol(S), vol(S)) .
The edge expansion of the graph, also known as graph conductance, is defined as
Given a connected graph G, finding cuts with minimum conductance is NP-hard. A lot of work has focused on developing approximation algorithms [9, 28, 8] . As noted in numerous works, cf. [29] , spectral clustering is considered to be the most practical approach. Spectral clustering. Cheeger's inequality establishes a bound on edge expansion via the spectrum of the normalized Laplacian matrix representation of the graph. Specifically, let A be the adjacency matrix of G, and D a diagonal matrix containing the weighted degrees in its diagonal. The combinatorial Laplacian is defined as L = D − A. The normalized Laplacian is L = D −1/2 LD −1/2 . It is well-known that the multiplicity of the zero eigenvalue of L equals the number of connected components of G. Let us assume without any loss of generality that G is connected, hence only one eigenvalue of L equals 0. The following theorem forms the basis of spectral graph theory.
Theorem 1 (Discrete Cheeger's inequality [8, 14] ) Given a weighted undirected graph G(V, E, w) and its normalized Laplacian matrix L, let the eigenvalues of L be 0
Cheeger's inequality is the basis of spectral clustering [37, 50] . While there exist various versions of spectral clustering, its basic form consists of the following three steps: (i) Compute the eigenvector x of λ 2 , and sort its entries so that
Cheeger's inequality has recently been generalized to hypergraphs by Louis [30] .
Expander graphs. Intuitively an expander is a graph that contains no set S with low conductance. Expander graphs with constant degree play an important role in a wide variety of applications, including coding theory and hashing. The interested reader may read the excellent monograph of Hoory, Linial, and Widgerson for more details [21] . The formal definition follows.
Triangle biased random walks. Motifs, and specifically triangles, have been used in random walks, e.g., [11, 10] . For example, Backstrom and Kleinberg [10] used weighted triangle closing walks as follows: when a random walk is at node u and considers which neighbor of u it should choose, it remembers the previous node in the walk s. If (s, v) is an edge, then the walk is biased towards v. According to their findings, this is a successful heuristic for detecting better quality clusters compared to standard random walks.
Theoretical Preliminaries
We use the following powerful probabilistic results to prove the results in Section 4.
Theorem 2 (Union Bound) For a countable set of events
Theorem 3 (Chernoff bound, Theorem 2.1 [22] ) Let X ∼ Bin (n, p), µ = np, a ≥ 0 and ϕ(x) = (1 + x) ln(1 + x) − x (for x ≥ −1, or ∞ otherwise). Then the following inequalities hold:
Definition 2 (Read-k families) Let X 1 , . . . , X m be independent random variables. For
Theorem 4 (Concentration of Read-k families [19] ) Let Y 1 , . . . , Y r be a family of read-k indicator variables with Pr [Y i = 1] = q. Then for any > 0,
and
We will use the following corollary of Theorem 5, which provides Chernoff-type bounds for read-k families. This is derived in a similar way that Chernoff multiplicative bounds are derived from Equations (2) and (1), see [32] . Notice that the main difference compared to the standard Chernoff bounds is the extra k factor in denominator of the exponent.
Theorem 5 (Concentration of Read-k families [19] ) Let Y 1 , . . . , Y r be a family of read-k indicator variables with Pr
4 Proposed Method
Theoretical Framework
Triangle Conductance. Let G(V, E) be an unweighted, undirected graph, and set vol 3 (S) = v∈S t(v). From now on, we denote vol(S) as vol 2 (S) in order to distinguish vol 2 and vol 3 . Also, for a set S ⊆ V , define t i (S) to be the number of triangles with exactly i vertices in S. By double counting we obtain vol 3 (S) = 3t 3 (S) + 2t 2 (S) + t 1 (S). Consider the following biased random walk that utilizes the intuition that triangles play an important role in community detection. When at node u the random walk chooses a neighbor v ∈ N (u) with probability proportional to t(u, v). Equivalently, when at node u we choose a triangle that u participates in uniformly at random and then choose an endpoint of that triangle, other than u, uniformly at random. Let S ⊆ V be any set of vertices, and denote by φ 3 (S) the probability of leaving S in one step of the walk conditioned on being at a vertex u chosen from S. Then
Clearly φ 3 (S) ∈ [0, 1]. We define the graph triangle conductance as
.
Notice that the denominator is set to the minimum of the triangle volumes because of the symmetry t 2 (S) + t 1 (S) = t 2 (S) + t 1 (S).
Planted partition model. The following example illustrates the benefit of using the triangle biased walk instead of the standard random walk. Let G ∼ G(nk, k, p, q) be a graph sampled from the planted partition model on nk vertices, with k clusters each with exactly n vertices. Specifically, let Ψ : V → [k] be the partition function and let any pair of distinct vertices u, v ∈ V (G) connect with probability p if Ψ(u) = Ψ(v) and with probability q < p otherwise.
Lemma 1 Let G ∼ G(kn, k, p, q) be an unweighted graph. Let H(V, E, w) be the auxiliary graph derived from G where the graphs edges (u, v) are weighted as w(u, v) = t(u, v), i.e., according to the number of triangles that contain edge (u, v). Consider random walks X t and Y t on the vertices of G and H, respectively, where the random walk on G is the standard random walk on the random walk on H a neighbor proportionally to the weights on the edges. Then with probability 1 − o(1) over the choice of G, for all vertices u,
In plain words, Lemma 1 shows that the random walk on H is more likely to stay in the same component of the planted partition than the random walk on G. Leveraging these ideas further, we can show that in the planted partition model, reweighting edges by triangle counts can completely reveal the cluster structure.
Proof of Lemma 1
We provide the intuition of the proof by working with expectations; the full proof uses relies on concentration of all values around their expectations, which follows from concentration of measure.
For the random walk on G, a vertex u has p(n−1) neighbors in expectation in the same partition, and qn neighbors in expectation in each other partition. For simplicity we use pn as the expectation for the number of neighbors in the same partition as asymptotically the difference does not matter.
For the random walk on H, we first determine the expected vertex weights.
The first term corresponds to triangles where the third vertex is in the same component as u or v, the second term to triangle where the third vertex is in another component.
Again for simplicity we avoid lower order terms and use weights 2npq + (k − 2)nq 2 and np 2 + (k − 1)nq 2 for the two cases.
For the random walk on H, there are in expectation (n − 1)p neighbors in the same partition, and (k −1)nq neighbors in the other partitions. Hence the total expected weight of edges to neighbors in the same partition is (again, approximately) np(np 2 + (k − 1)nq 2 ), against (k − 1)nq(2npq + (k − 2)nq 2 ) to other partitions. We thus find that
The following chain of statements are equivalent:
The last statement follows from the arithmetic mean-geometric mean inequality, with strict inequality as p = q.
The high probability result follows from the fact that all expectations are correct whp up to lower order terms due to concentration. Hence with more non-instructive work we find that whp for all vertices u:
The result follows.
We also outline how in the planted partition model reweighting edges by triangle counts can recover the cluster structure. (This is a phenomenon observed on real data as well, see Figure 1 in Section 1.) For example, set p = 3 log n √ n , q = log n √ n , and let G ∼ G(2n, 2, p, q) be a graph sampled according to the planted partition model. The weight of an edge within a cluster w in has expectation n−1 1 p 2 + n 1 q 2 ≈ 10 log 2 n, and similarly the expectation of the weight w out of an edge crossing clusters is E [w out ] = 6 log 2 n. By Chernoff bounds, we obtain that Pr w in < 8 log 2 n = o(n −2 ) and similarly Pr w out > 8 log 2 n = o(n −2 ). A union bound over all possible n 2 yields that with high probability all edges within a cluster have weight at least 8 log 2 n and all edges crossing clusters have weight at most 8 log 2 n. It follows immediately that removing edges with weight less than 8 log 2 n recovers the two clusters. A more complete analysis with bounds on the required "gap" between p and q needed to recover clusters will appear in the full version. Triangle expanders. We extend the notion of an expander graph to a triangle expander.
5n have constant triangle expansion, i.e., φ 3 (S) = Θ(1).
We prove that triangle expanders exist. Also, an interesting question is whether triangle expansion implies edge expansion. We show that the answer is negative. These results are stated as Theorems 6 and 7.
Theorem 6 Let G ∼ G(n, p) with p = log 3 (n) n 1/3 . With high probability, G is a triangle expander.
Proof of Theorem 6
Consider any cut (S :S). We prove concentration results for the number of triangles t(S :S) cut by (S :S), and for the triangles induced by S separately. Then, we combine the two concentration results to prove that φ 3 (G) = Θ(1).
Define an indicator variable
Number of triangles t(S :S) cut by (S,S). For each value s = 1, . . . , 0.5n, define Q s to be the event By applying Equation (6) Pr t(S :
where C ( ) = 0.005 2 . By taking two union bounds we get for any constant > 0, • Case 2: s = Θ(n) Fix any set S ⊆ V such that s = αn for some constant α ≤ 0.5. By applying Equation (5) we obtain
By taking a union bound over all possible subsets S ⊆ V, s = Θ(n) we obtain that Therefore, G ∼ G(n, log n n 1/3 ) is a triangle expander whp.
Theorem 7 There exist edge expanders that are not triangle expanders and vice versa.
Proof of Theorem 7
Since a bipartite network contains no triangles, and there exist bipartite expander graphs, the first direction is trivial. Nonetheless, we provide a non-trivial construction.
(i) Let G ∼ G(n, log n n 1/3 ). We modify G in such a way that we maintain its edge but not its triangle expansion.
Claim 1: Volume is concentrated. We prove that for any S ⊆ V , vol 2 Bin(n − 1, p) . The claim is easily proved by applying Chernoff and taking a union bound over n vertices.
Claim 2: Edges crossing cut are concentrated. We prove that for all sets S ⊆ V , the number of edges e(S,S) that cross the cut (S,S) are concentrated around the expectation. We apply Chernoff and union bounds.
Claim 3: Edge conductance is constant whp. By combining claims 1,2 we obtain that for any set S ⊆ V with less than 0.5n vertices
= Ω(1).
Recall that G is also a triangle expander, namely for all sets S ⊆ V with s ≤ 0.5n φ 3 (S) = Θ(1). Consider the following modification to G. Pick a subset S with s = n 2/3 vertices and any X ⊆ S with n 2/3−γ vertices, where γ = 1 10 . We add a clique on X by adding in expectation (1 − log n n 1/3 )
extra edges. Let G be the resulting graph. Now, we prove that G is an edge but not a triangle expander.
It is also easy to check that the conductance of X and any subset of it is constant. For instance, φ 2 (X) ≈ p|X|(n − |X|) = n 5/3 log 3 n n 2−3γ + n 5/3 log 3 n = o(1), p) where p = log n n 1/3 . Define S to be a maximum independent set in G 2 , i.e., a set of vertices which is not only independent, but also no pair of vertices in S share a common neighbor. Let X k be the number of such sets in G 2 .
Say, for k = 5 E [X k ] = ω(1) which implies that there exists such a set S with 5 vertices.
We add a heavy cycle on those 5 vertices. Call the new graph G . The edges of the cycle do not create any triangles. Since G is a triangle expander whp, so is G . However, the edge expansion of S becomes arbitrarily small, and therefore G is not an edge expander.
Motif-based conductance. The framework we developed for the case of triangles naturally extends to other motifs. For instance, if the motif of interest is a clique on four nodes, then we define the K 4 -conductance φ 4 of a set of nodes S ⊆ V as φ 4 (S) = 3c 3 +4c 4 +3c 1 12c 4 +9c 3 +6c 2 +3c 1 , where c i is the number of K 4 with i nodes in S.
Triangle Spectral Clustering
Here we provide an efficient approximation algorithm for the triangle expansion problem. It is worth noticing that our problem is essentially a hypergraph problem where each hyperedge corresponds to a triangle. For a given input graph G(V, E) with the set of triangles T G ⊆ [n] 3 , define the 3-uniform hypergraph H(V, E H ), where each hyperedge e ∈ E H corresponds to a triangle u, v, w ∈ T G . Consider any cut (S :S) in G and H. Notice that the number of triangles t(S :S) going across the cut (S :S) in G corresponds to the number of hyperedges going across the same cut in H. However, such an approach is less practically relevant compared to our proposed method, since semidefinite programming techniques used in [30] do not scale to large-scale networks.
Our algorithm is shown as Algorithm 1. First, it reweights each edge (u, v) by t(u, v). Then, it performs standard spectral clustering on the weighted graph. Our next theorem provides theoretical guarantees on the performance of this algorithm. 
Algorithm 
Proof of Triangle Cheeger Inequality (7)
Let us consider any cut (S :S) and consider the edge conductance φ 2 (S) in the triangle weighted graph H. Notice that for each triangle (u, v, w) that v participates in G, the degree of v in F increases by 2, as the weights of (v, u) and (v, w) increase by 1. Hence,
. Furthermore, since every triangle with exactly 1 or 2 vertices in S contributes a weight of 2 to the cut (S :S), we get
By combining the above, we get
Applying Cheeger's Inequality (4.2) to H results in
This concludes our proof.
Quadratic form for triangle clustering. We define for each triangle ∆(u, v, w) a n × n positive semidefinite matrix L ∆(u,v,w) that is zero except at the intersection of rows and columns indexed by u, v, w. The submatrix indexed by u, v, w equals Notice that
We have also implemented an extension of Ng's et al. spectral clustering method [37] using triangle weights. This implementation follows the common practice to obtain the first few non-trivial eigenvectors of the normalized Laplacian matrix, embed the graph in the Euclidean space using them, and run k-means or some other clustering algorithm on them. The pseudocode is shown in Algorithm 2. Let X ∈ R n×k be the matrix containing vectors {u 1 , . . . , u k } as columns.
For i = 1, . . . , n let x i be the i-th row of x.
Cluster the points {x i } i=1,...,n with k-means into clusters C 1 , . . . , C k . Table 1 shows the datasets we use in our experiments. We distinguish the datasets that are clouds of points ( ) [2, 4] which we use for machine learning applications, and social and information graphs ( ) [3] which we use for community detection. For clouds of points we provide the number of points n and the dimension d, and for graphs we provide the number of nodes n and the number of edges m. For all the datasets we use, groundtruth is available, and the datasets are publicly available [2, 3, 4] . Machine learning applications. For all machine learning tasks, we normalize each dimension according to standard deviation as a preprocessing step. For each dataset we create k-nearest neighbor (k-NN) graphs [31] for k in {5, 10, . . . , 45, 50}. In these graphs, each vertex is connected to its k nearest neighbors. We make the graphs undirected by ignoring edge direction. For every task, we compare the outcome of an algorithm on the unweighted nearest neighbor graph to its weighted counterpart where every edge has been reweighted by the number of triangles it participates in, according to our algorithmic framework. We count triangles exactly using Mace [1, 48] . This step takes less than few seconds even for graphs with hundreds of thousand edges on an ordinary laptop. Our machine learning applications were prototyped in Matlab R2015, and our community detection algorithms in Python. Faster Java implementations will also be made available through the first author's github. All experiments run on a laptop with 1.7 GHz Intel Core i7 processor and 8GB of main memory.
Experimental results

Experimental setup
Machine learning applications
Classification. We perform binary classification experiments as follows. For a given training dataset of vectors indexed by the set S ⊆ [n], let c i ∈ {0, 1} be the label of i ∈ S. We apply the semi-supervised learning algorithm due to Zhou, Ghahramani, and Lafferty [56] for learning the labels of vertices in the graphs. Specifically, we solve for the vector x that minimizes
subject to x i = c i for all i ∈ S. This can be encoded as a symmetric diagonally dominant linear system which can be solved in theory more efficiently even than sorting [15] . However in our experiments, we use usual matrix inversion. For each node j / ∈ S we decide c j = 1 if x j ≥ 1 2 , and otherwise we set c j = 0. We perform 10-fold cross-validation and we report the mean classification error of the classifier, defined as err = fp+fn tp+tn+fp+fn , where tp,tn,fp,fn are the number of true positives, true negatives, false positives, and false negatives respectively. When we have more than two classes, we consider each class separately and we group the points from the rest of the classes as a single class. We then solve (8) for each class c to obtain a vector x c . We decide that an unlabeled point i belongs to the class c that maximizes x c i . We evaluate the classification output with the mean classification error, namely the fraction of misclassified points. Figure 2 shows the result for six different datasets. We observe that for all values of k the triangle weighted version of a k-NN graph outperforms the unweighted graph. Also, we observe that using the triangle weighted k-NN graph where k = 5 typically results in large classification error. This is typically because for k = 5 few triangles are present in the graph, and thus structural information obtained from the weights is limited compared to larger k values. While the classification accuracy can be improved using state-of-the-art classifiers, the results clearly indicate that weighing by triangle counts boosts classification performance significantly.
Regression and Clustering. Besides classification, we perform numerous regression and clustering experiments. For instance, for the latter we use the MNIST dataset to create 450 k-NN graphs, one per pair of digits ( 10 2 = 45 in total) and value of k (10 in total). This dataset consists of 10 000 points, 1 000 per digit. Each data point lies in R 784 . All the graphs we obtained were connected. For each graph we run spectral clustering and Algorithm 1. Then, for each clustering we compute the normalized mutual information (NMI) for both methods N M I e , N M I t respectively. Only for 12 out of 450 experiments N M I e is greater than N M I t . After inspecting these experiments, we find that this happens typically (10 out of 12) when k = 5. As we have already mentioned this is because for k = 5 there exist few triangles in the resulting k-NN graphs. We defer the full presentation and discussion of our experimental findings in an extended version of our work. Our consistent finding is that adding triangle weights typically results in significant improvement in the performance. Dissecting the graph. In addition to our findings shown in Figure 1 , we performed a thorough analysis of the triangle components we obtain upon reweighting the edges. Our analysis shows that typically these components have low conductance φ 2 . In contrast to our theoretical examples that show that a triangle expander does not need to be an expander and vice versa, it appears that on real data low values of φ 2 and φ 3 are correlated. Nonetheless, reweighting by triangles may immediately reveal the community structure or lower the conductance further, i.e., φ 3 (S) < φ 2 (S). Even in the latter case, this facilitates the algorithmic discovery of such communities. An interesting experimental direction is whether reweighting according to participation in other small sized cliques, further reveals more patterns. Another direction which we pursue here is to take one step further Figure 1 . Specifically, we remove edges whose weight is less or equal than a threshold value and we range that value. For example, as soon as we add triangle weights the single connected component of Amazon breaks up in 77 811 components. When we remove all edges whose weight is 1, we obtain 139 456 components. Similarly for threshold values 2, 3 we find 199 693 and 250 572 connected components. But do these components correlate at all with the groundtruth communities? Table 2 shows the answer. For each method we use we report the average precision and recall over all communities. As our competitor we use MCL which completed in a reasonable amount of time and provided state-of-theart performance compared to other methods we tried like Cfinder [6] . As we see simple thresholding typically performs worse than MCL [17] . This happens because triangle weights do not capture extreme imbalance in community sizes. For this reason we develop a heuristic where we set the weight of each edge (u, v) to t(u, v)/ max(deg(u), deg(v)).
Community detection
The performance is significantly improved as shown in the last line of Table 2 which was obtained for threshold value 0.06. Using this heuristic we observe state of the art performance that competes MCL in terms of quality. Our method is significantly faster. For instance, on the YouTube graph it is more than 2741 times faster than MCL. It is also worth outlining that it is amenable to distributed implementation as it relies simply on triangle counting and thresholding. Note that there exist very efficient algorithms for triangle counting [23, 27, 47, 45] , including parallel and distributed implementations [38, 42, 43] that scale well on massive networks. Figures 3(a) ,(b) show a detailed view of precision and recall as a function of the community size for MCL and our normalized thresholding method. Figure 3 (c) plots precision vs. recall for our method for various threshold values ranging from 0.01 to 0.1 with a step of 0.01 for all three datasets. Our choice for the threshold in Table 2 was the middle choice 0.06. As the threshold increases, precision increases and recall decreases. Finally, it is worth outlining that since many points corresponding to communities in Figures 3(a) ,(b) fall on the top of each other, we provide a more detailed view of recall versus precision in the form of heatmaps, see Figure 4 .
Specifically, Figures 4(a) , 4(c), and 4(e) show the precision and recall for groundtruth communities obtained using our normalized thresholding method for the Amazon, DBLP, and Youtube graphs respectively. Similarly, Figures 4(b) , 4(d), and 4(f) show the precision and recall for ground-truth communities obtained using MCL [17] for the same graphs respectively. These figures are heatmaps in which darker colors correspond to larger number of communities with given precision-recall tradeoff. The figures indicate that while the two methods perform well, they behave differently in different regimes.
Conclusion
As triangles are a natural indicator of community, we have suggested formalizing the importance of triangles by considering reweighting edges according to the number of triangles the edge participates in. While our framework is simple, we have shown that it is quite powerful, both in the more theoretical planted partition model and on real-world graph experiments. Another advantage of our approach is that it is amenable to distributed implementations. Furthermore, it strengthens already existing approaches based on conductance and spectral clustering. It also can generalize naturally to other graph motifs.
Our work suggests several natural open directions. First, we might consider variations on the reweighting scheme. For example, for each edge in the graph we might use a weight of the form 1 + αt(e) for some parameter α; this way edges would still have some weight even if they were not part of any triangle. More generally, understanding how to set appropriate or approximately optimal edge weights based on motifs for different applications seems quite interesting. Second, we believe the notion of triangle conductance has further consequences from a theoretical perspective. It would be of interest to better understand its behavior in random graphs, and applications to graph clustering algorithms. Finally, we have not focused on whether our specific choice of reweighting by triangles might lead to especially efficient algorithms designed for this case.
