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Chapter 1
Introduction
1.1 Description et outils
Le problème isopérimétrique n'est pas apparu récemment, la plus ancienne mention qui en soit
faite à notre connaissance est mythologique et remonte à la fondation de Carthage. Didon,
alors fuyant par la mer Méditerranée avec son peuple les désastres causés par la guerre de Troie,
chercha après un long périple à s'installer sur l'actuelle côte tunisienne. Débarquant sur les terres
de ce qui était à l'époque un royaume berbère, elle vint demander au souverain Hiarbas de leur
accorder quelques acres pour leur permettre de construire une ville. Ce dernier, en guise de refus,
lui jeta un peau de bête tannée, en lui signiﬁant : "Tout ce que vous aurez sera délimité par ce
cuir !" (nous paraphrasons). Faisant contre mauvaise fortune bon coeur, les immigrants eﬃlèrent
la peau, la transformant en un ﬁl dont ils comptaient se servir pour tracer les limites de leur
future cité. C'est à ce moment que la question qui nous intéresse se posa à eux : comment, avec
cette corde de longueur ﬁxée, enserrer la plus grande surface possible ? Ils trouvèrent la solution
en érigeant les fondations de Carthage au sein d'un demi-cercle adossé à la mer.
D'un point de vue étymologique, le mot "isopérimétrie" est composé de deux racines : iso
(signiﬁant même) et périmètre, et le problème isopérimétrique se formule ainsi :
Parmi les ensembles ayant même mesure de surface, lesquels ont le plus grand volume ?
Ou, de façon duale, en échangeant les rôles de la mesure de surface et du volume :
Parmi les ensembles ayant même volume, lesquels ont la plus petite mesure de surface ?
Pour formuler ceci d'une manière rigoureuse, nous nous plaçons dans un espae métrique
(X, d), muni d'une mesure positive µ. Chaque sous-ensemble mesurable A de X admet une
mesure de surface µs(A) (il y a plusieurs manières de déﬁnir la mesure de surface µs, nous y
revenons plus bas). Le proﬁl isopérimétrique associé à (X, dµ) est alors déﬁni comme suit : pour
tout q ∈ (0, µ(X)),
I(X,d,µ)(q) = inf
A⊆X mesurable | µ(A)=q
µs(A). (1.1)
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Nous appelons inégalité isopérimétrique toute inégalité du type
µs(A) ≥ J (µ(A)) , (1.2)
pour une fonction J déﬁnie sur (0, µ(X)). Ainsi, en particulier, (1.1) entraîne
µs(A) ≥ I(X,d,µ) (µ(A)) .
Le problème isopérimétrique se décline alors suivant deux aspects (nous notons Iµ pour
I(X,dµ)) :
- Proﬁl : pour q ∈ (0, µ(X)), que vaut Iµ(q) ?
- Ensembles solutions : pour q ∈ (0, µ(X)), existe-t-il A ⊆ X tel que µ(A) = q et µs(A) =
Iµ(q) ? Si oui, quels sont les ensembles en question ?
Jusqu'ici, la distance ne semble jouer aucun rôle. Elle est en fait prépondérante dans la
déﬁnition de µs, et changer de distance peut modiﬁer profondément le problème.
La notion de mesure de surface (nous dirons mesure de bord à partir de maintenant), même
si l'on ﬁxe la distance d, admet plusieurs déﬁnitions, ce qui illustre bien par là même, la grande
variété des points de vue adoptés pour traiter le problème isopérimétrique. Nous n'en citerons
que deux, qui sont les deux déﬁnitions que nous utilisons dans cette thèse.
- Le contenu de Minkowski : il est déﬁni à partir des élargissements des ensembles considérés.
Si A est un sous-ensemble mesurable de X et r > 0, le r-élargissement (ou r-voisinage)
ouvert de A est déﬁni comme suit :
Ar = {x ∈ X ; d(x,A) < r} .
Partant de là, le contenu (extérieur) de Minkowski de A ressemble à la dérivée en zéro de
la fonction r 7→ µ (Ar) :
µ+(A) = lim inf
r→0
µ (Ar \A)
r
. (1.3)
Il apparaît ici clairement que la distance choisie inﬂue sur le contenu de Minkowski (par le
biais du r-élargissement).
- Le périmètre vu comme variation de la fonction indicatrice. Cette notion, provenant de
la théorie géométrique de la mesure (pour une bonne introduction, nous recommandons
l'ouvrage de L. Ambrosio, N. Fusco et D. Pallara, [3]), est à l'origine déﬁnie uniquement
dans le cadre euclidien classique (Rn, |.|2 ,Ln). Toutefois, des généralisations ont été pro-
posées ces dernières années : autre mesure que Ln (nous abordons ce contexte dans le
Chapitre 1), autre norme (nous abordons également, quoique brièvement, ce contexte dans
le Chapitre 1), variétés riemanniennes, espaces métriques d'Alexandrov.
Nous donnons ici la déﬁnition que nous proposons dans le Chapitre 1 dans le contexte
(Z,N, pi), où
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- Z ⊆ Rd est un ouvert,
- N est une norme sur Rd (d ≥ 1),
- pi = ϕpi.Ld est une mesure à densité, avec certaines hypothèses restrictives sur ϕpi.
Si E ⊆ Z, alors le (pi,N)-périmètre de E est déﬁni comme suit :
PNpi (E) = sup
{∫
E
divh dLd ; h ∈ C∞c (Z)d, N(h) ≤ ϕpi
}
. (1.4)
Il apparaît ici aussi que le choix de la norme N , déterminant l'ensemble des fonctions tests
h, inﬂue aussi sur cette notion de mesure de bord. Notons que, pour la norme euclidienne
classique,
P
|.|2
pi (E) =
(
ϕpi.Hd−1
)
(∂∗E) ,
où Hd−1 est la mesure de Hausdorﬀ de dimension d− 1, et ∂∗E, la frontière essentielle de
E est un raﬃnement de la frontière topologique.
Ces deux notions, quoiqu'en apparence complètement diﬀérentes, coïncident en réalité dans
de nombreux cas, notamment pour des ensembles assez réguliers.
Revenons brièvement sur le contenu de Minkowski, celle des deux notions qui est sans doute
la plus intuitive, aﬁn d'illustrer l'inﬂuence du choix de la distance sur la valeur de la mesure de
bord. Si nous nous plaçons dans Rd (d ≥ 1), avec une distance engendrée par une norme N ,
alors, notant BN la boule unité pour cette norme, l'élargissement d'un ensemble A est en fait la
somme de Minkowski de cet ensemble avec un multiple de BN : si r > 0,
A(N)r = A+ rBN . (1.5)
Prenons l'exemple de R2, que nous munissons d'une part de la distance euclidienne et d'autre
part de la distance uniforme (engendrée par la norme uniforme). Alors B22 ⊆ B2∞, ce qui implique
que pour tout r > 0, A(2)r ⊆ A(∞)r et par conséquent, µ+,2(A) ≤ µ+,∞(A).
r
√
2
r
12 CHAPTER 1. INTRODUCTION
Diﬀérence entre l'élargissement uniforme et l'élargissement euclidien.
La ﬁgure ci-dessous compare l'élargissement uniforme (en rouge), et l'élargissement euclidien
(en vert) d'un ensemble dans le plan.
A
(∞)
r \A(2)r
A
(2)
r \A
A
1.2 Historique du problème isopérimétrique moderne
Le problème isopérimétrique est un problème diﬃcile : l'on ne connaît les ensembles solutions, ou
la valeur exacte de leur mesure de bord, que dans très peu de cas (si l'on excepte le cas particulier
de R). Pour ce qui est du plan euclidien muni de la mesure de Lebesgue (
(
R2, |.|2 ,L2
)
), J. Steiner
le résout en 1836 : ce sont les disques qui sont solutions, en accord avec l'intuition qu'on peut
avoir, et l'inégalité isopérimétrique bien connue qui en découle peut se formuler ainsi :
L2 ≥ 4piA, (1.6)
où A est l'aire enclose dans une courbe fermée de longueur L. Dans
(
R3 |.|2 ,L3
)
, le problème
s'apparente explicitement à la question de la forme des bulles de savon à l'équilibre, et, encore
une fois comme le suggère l'intuition, ce sont les boules qui sont solution. Cela ne change
pas en dimension quelconque : les boules sont solutions du problème isopérimétrique associé à
(Rn |.|2 ,Ln), pour tout entier n ≥ 1, et l'on peut formuler l'inégalité isopérimétrique résultante
comme suit : si A est un sous-ensemble mesurable de Rn, alors
(Ln)s (A) ≥ nv(n)
1
n (Ln(A))1− 1n , (1.7)
où v(n) est le volume de la boule unité Bn2 . La fonction isopérimétrique correspondante, déﬁnie
sur R+ est donc la suivante :
I(Rn|.|2,Ln) : q 7→ nv(n)
1
n q1−
1
n . (1.8)
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La première preuve complète de ce résultat fut donnée par H. Schwarz en 1890 ([111], voir [103]).
Nous ne rentrons pas dans le détail historique des nombreuses preuves intermédiaires précédant
le résultat, ni des multiples preuves alternatives subséquentes, mais renvoyons le lecteur au
panorama dressé par R. Osserman ([103]) et aux références qui s'y trouvent. Pour une preuve
détaillée utilisant des outils de théorie géométrique de la mesure, le lecteur pourra aussi consulter
l'article de G. Talenti ([114]).
Pour ce qui est de la sphère Sn, munie de la distance engendrée par sa métrique riemannienne
standard, et de la mesure uniforme normalisée σn, on trouve une solution chez F. Bernstein ([18])
pour la sphére de dimension 1, généralisée ensuite par P. Lévy ([85]) (qui l'étend aux hypersur-
faces convexes de Rn+2), et E. Schmidt ([109], [110]) (qui l'étend aux espaces hyperboliques). En
1979, M. Gromov ([65]) généralise cette inégalité aux variétés riemanniennes dont la courbure
de Ricci est minorée par celle de la sphère (la sphère Sn admet une courbure de Ricci constante
égale à n − 1). Ceci peut se formuler ainsi : si (M, g, volM ) est une variété riemannienne de
dimension n munie du volume riemannien aﬀérent, alors, pour n ∈ N∗,
Ric(M) ≥ n− 1⇒ I(M,g,volM ) ≥ I(Sn,gSn ,σn). (1.9)
Puis P. Bérard, G. Besson et S. Gallot ([17]) étendent cette inégalité au cas de variétés rie-
manniennes ayant une courbure de Ricci minorée, mais avec une borne inférieure pouvant être
négative. Pour plus de détails sur le sujet, le lecteur pourra aussi consulter l'artcle de V. Bayle
et C. Rosales ([16]), la thèse de V. Bayle ([15]), ou l'article de F. Morgan ([101]).
L'isopérimétrie gaussienne est un autre exemple de problème pour lequel on connaît les
ensembles solution. Indépendamment, C. Borell ([33]) d'une part, B. Cirel'son et V. Sudakov
([112]) d'autre part montrèrent en 1974 que, quelle que soit la dimension n ∈ N∗, les demi-
espaces sont solutions du problème isopérimétrique associé à (Rn, |.|2 , γn), où γn = ϕγn .Ln, avec
ϕ : Rn 7→ e−
|x|22
2√
2pi
; L'inégalité isopérimétrique ainsi obtenue s'écrit comme suit : si A est un
sous-ensemble mesurable de Rn,
(γn)s (A) ≥ Iγ (γn(A)) , (1.10)
où Iγ = ϕγ1 ◦ Φ−1γ1 , Φγ1 étant la fonction de distribution de la mesure gaussienne en dimension
1. Ce qui est frappant à propos de ce résultat, c'est que l'inégalité (1.10) est la même en toute
dimension, les demi-espaces de coordonnées sont toujours solution, et le proﬁl isopérimétrique est
le même. Il est aussi à noter que la mesure gaussienne est la seule vériﬁant cette dernière aﬃr-
mation ([27]). La preuve donnée parallèlement par Borell et Cirel'son/Sudakov utilise l'inégalité
isopérimétrique de Lévy sur la sphère euclidienne et l'argument limite du Lemme de Poincaré.
En détail, si σ(r)n est la mesure uniforme normalisée sur la sphère eculidienne de Rn+1 de rayon r,
la suite de mesures
(
σ
(
√
n+1)
n
)
n≥1
est asymptotiquement gaussienne (voir [80] pour un peu plus
de détails). Plusieurs autres preuves de l'inégalité ont depuis lors été publiées, faisant appel à
un panel de méthodes assez divers.
En 1983, A. Ehrhard ([54]) donne une preuve géométrique reposant sur une technique de
symétrisation adaptée à la mesure gaussienne. Puis, en 1996, S. Bobkov ([22]) montre l'inégalité
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fonctionnelle suivante : pour tout n ∈ N∗ et toute fonction f : Rn → [0, 1],
Iγ
(∫
Rn
f dγn
)
≤
∫
Rn
√
Iγ(f)2 + |∇f |2 dγn. (1.11)
Cette inégalité, que nous appellerons inégalité fonctionnelle isopérimétrique gaussienne, implique
l'inégalité isopérimétrique gaussienne (1.10). En eﬀet, le terme de gauche est la mesure de bord
(gaussienne) d'un demi-espace de mesure (gaussienne)
∫
Rn f dγn, tandis que le terme de droite
est la mesure de bord du sous-graphe de Φ−1γ ◦ f (dans Rn+1), et l'utilisation de la symétrisation
introduite par A. Ehrhard permet de montrer qu'une solution au problème isopérimétrique se
trouve parmi les sous-graphes. La preuve donnée par S. Bobkov part du cube discret {0, 1},
dans lequel il montre une inégalité à deux points, qui peut être interprétée comme une inégalité
fonctionnelle pour la mesure uniforme. Cette inégalité se tensorise (c'est-à-dire qu'elle reste
valable dans tout produit {0, 1}n), et le théorème limite central permet de conclure.
Peu de temps après, D. Bakry et M. Ledoux ([6]) publient une preuve de l'inégalité fonc-
tionnelle isopérimétrique gaussienne, faisant appel au semi-groupe d'Ornstein-Uhlenbeck et aux
techniques développées par D. Bakry et M. Émery ([5]). Cette preuve fut plus tard raccourcie
par M. Ledoux ([83]). Ces techniques permirent, d'une façon similaire à ce qui fut fait dans
le cadre riemannien classique, d'étendre l'inégalité isopérimétrique gaussienne à des variétés rie-
manniennes, sous une hypothèse de minoration de la courbure de Ricci généralisée (ou tenseur de
Bakry-Émery). Citons encore la preuve par techniques de calcul stochastique par M. Capitaine,
E. Hsu et M. Ledoux ([39]), étendue par F. Barthe et B. Maurey ([14]), et aussi la preuve par
localisation donnée par S. Bobkov ([24]) et qui s'appuie sur un résultat de Lovász et Simonovits.
Plus récemment, des versions quantitatives de l'inégalité isopérimétrique gaussienne se sont
fait jour : ne se contentant pas de montrer que les demi-espaces sont solution, elles établissent
que si un ensemble admet une mesure de bord qui est proche de la mesure de bord optimale,
alors cet ensemble est presque un demi-espace. Ces notions ("proche", "presque") sont ﬂoues,
car dépendant de la quantité choisie par les diﬀérents auteurs pour évaluer la diﬀérence entre
deux ensembles. Citons, dans l'ordre chronologique,
- A. Cianchi, N. Fusco, F. Maggi et A. Pratelli [([47]), qui donnent une première version
quantitative, mais avec un déﬁcit dépendant de la dimension, en utilisant des techniques
issues de la théorie de la mesure géométrique, et des arguments géométriques avancés,
- E. Mossel et J. Neeman ([102]), raﬃnant l'approche par semi-groupes, pour obtenir un
déﬁcit indépendant de la dimension,
- R. Eldan ([56]), d'après des techniques de calcul stochastique,
- M. Barchiesi, A. Brancolini et V. Julin ([7]), qui, par des techniques issues de la théorie
géométrique de la mesure et des outils de calcul des variations, obtiennent un résultat
optimal pour ce qui est de l'ordre de décroissance du déﬁcit.
Des versions quantitatives des inégalités isopérimétriques associées aux cadres décrits plus
hauts existent également.
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Il y a peu d'autres mesures pour lesquelles des résultats exacts sont connus. Cependant, une
question importante est de se faire une idée approximative du comportement isopérimétrique
inﬁni-dimensionnel de certaines mesures. Précisons : soit (X, d, µ) un espace métrique de
probabilité, pour tout n ∈ N∗, notant Iµn le proﬁl isopérimétrique associé à l'espace produit(
Xn, d(n), µn
)
, où d(n) est une distance produit impliquant n fois la même distance d sur X, on
a
Iµn+1 ≤ Iµn .
Ceci peut se voir en testant tous les ensemble produits du type A×X, où A ⊆ Xn est mesurable.
Par conséquent,
Iµ∞ := inf
m∈N∗
Iµm ≤ Iµn ≤ Iµ. (1.12)
Existe-t-il une constante positive C telle que l'on ait
Iµ∞ ≥ CIµ, (1.13)
autrement dit dans le cas X = R, les demi-espaces de coordonnées sont-ils soultion du problème
isopérimétrique, à une constante multiplicative près ? Ce genre de résultat asymptotique n'est pas
non plus monnaie courante. En eﬀet, pour l'élargissement euclidien par exemple (d(n) =
⊕
2
1≤i≤n
d
est la combinaison `2 des n copies de la distance d) et dans le cas d'une mesure à densité, cela
implique que la densité ϕµ a un comportement asymptotique intermédiaire, pour ainsi dire, entre
celui de la mesure exponentielle (de densité ϕ1 : x 7→ e−|x|2 ) et celui de la mesure gaussienne (voir
[12]); pour l'élargissement uniforme, c'est un petit peu moins restrictif, mais la restriction est du
même type : le comportement de la densité doit être encadré d'un côté par celui de la mesure
exponentielle, et de l'autre par celui d'une mesure symétrique avec des queues de type Gumble
(de densité ϕ∞ : x 7→ log 2e|x|−log 2e|x|) (voir [29]). Quelques résultats existent toutefois, citons
le cas de la mesure exponentielle µ1, examinée par S. Bobkov et C. Houdré ([28]) : pour tout
n ∈ N∗, Iµn1 ≥
Iµ1
2
√
6
.
Cette question peut être abordée par le biais d'inégalités fonctionnelles. Dans le cas gaussien
par exemple, avant d'établir (1.11), S. Bobkov démontre une autre inégalité fonctionnelle de
type isopérimétrique ([20]) : pour tout n ∈ N∗ et toute fonction f : Rn → [0, 1] localement
lipschitzienne,
Iγ
(∫
Rn
f dγn
)
−
∫
Rn
Iµ(f) dγn ≤
∫
Rn
|∇f |2 dγn. (1.14)
Cette inégalité entraîne l'inégalité isopérimétrique gaussienne (1.10). Ceci se montre en con-
sidérant une suite de fonctions localement lipschitziennes convergeant vers l'indicatrice d'un
ensemble mesurable A. L'inégalité isopérimétrique obtenue est :
Iµ(µ(A)) ≤ µ+(A).
Dans le cas général, ce type d'inégalités donne des informations sur le comportement inﬁni-
dimensionnel des proﬁls isopérimétriques. Une question est de savoir s'il existe une constante
positive C telle que, pour toute fonction f : X → [0, 1] localement lipschitzienne,
Iµ
(∫
X
f dµ
)
−
∫
X
Iµ(f) dµ ≤ C
∫
X
|∇f | dµ, (1.15)
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ou
Iµ
(∫
X
f dµ
)
≤
∫
X
√
Iµ(f)2 + C2 |∇f |2 dµ, (1.16)
|∇f | étant dans le cas d'un espace métrique, le module de gradient :
|∇f | : x 7→ lim sup
y 6=x
|f(y)− f(x)|
d(y, x)
.
Il est bien sûr plus pratique de travailler avec des inégalités fonctionnelles isopérimétriques qui se
tensorisent, ce qui est le cas de (1.16) dans le cas d'une combinaison `2 des copies de la distance
d sur l'espace produit, ou de (1.15) dans le cas d'une combinaison `∞. Si cette propriété de
tensorisation est vériﬁée, alors il est possible d'en déduire des résultats inﬁni-dimensionnels du
type de (1.13). Il existe beaucoup d'autres inégalités fonctionnelles donnant de l'information sur
le problème isopérimétrique associé.
Prenons l'exemple de mesures log-concaves µ sur Rn (µ = e−V .Ln avec V convexe), l'inégalité
de Poincaré : pour toute fonction f : Rn → R localement lipschitzienne,
Varµ(f) =
∫
Rn
f2 dµ−
(∫
Rn
f dµ
)2
≤ C
∫
Rn
|∇f |2 dµ. (1.17)
Cette inégalité entraîne une inégalité isopérimétrique de type exponentiel (voir [94], [31]). En
eﬀet, reprenant les notations utilisées plus haut I(R,|.|,µ1) : t 7→ min(t, 1 − t) est équivalente à
J : t 7→ t(1− t), plus précisément, J ≤ Iµ1 ≤ 2J . De plus,
J
(∫
Rn
f dµ
)
−
∫
Rn
J(f) dµ = Varµ(f).
Une conséquence de cette inégalité est que, pour tout ensemble mesurable A ⊆ X,
Iµ1(µ(A)) ≤ 2Cµ+(A).
L'inégalité de Sobolev logarithmique, introduite par L. Gross ([66]), quant à elle, est connue
pour entraîner une inégalité isopérimétrique de type gaussien, sous hypothèse de courbure (voir
[108] ou [81] par exemple) : pour toute fonction f : Rn → R∗+ localement lipschitzienne,∫
Rn
f2 log
(
f2
)
dµ−
(∫
Rn
f2
)
log
(∫
Rn
f2
)
≤ C
∫
Rn
|∇f |2 dµ. (1.18)
Le régime intermédiaire entre µ1 et γ, c'est-à-dire les mesures µ ayant un proﬁl isopérimétrique
tel qu'il existe C1, C2 > 0 pour lesquelles C1Iµ1 ≤ Iµ ≤ C2Iµ2 , a été beaucoup étudié ces
dernières années, notamment en ce qui concerne les mesures µp = ϕp.L1 sur R (p ∈ [1, 2]), où
ϕp : x 7→ e
−|x|pp
Γ
(
1+ 1
p
) . Pour ce régime intermédiaire, toute une famille d'inégalités fonctionnelles a
été introduite par R. Lataªa et K. Oleszkiewicz ([79]) : pour toute fonction f : X → R,
Var(p)µ(f) :=
∫
X
f2 dµ−
(∫
X
|f |p dµ
) 2
p
≤ C(2− p)a
∫
X
|∇f |2 dµ. (1.19)
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Notons que, lorsque a = 0, l'on retrouve l'inégalité de Poincaré, tandis que lorsque a = 1, c'est
l'inégalité de Sobolev logarithmique qui apparaît quand on examine le régime p → 2. Cette
inégalité implique, sous hypothèse de log-concavité, l'inégalité isopérimétrique suivante : pour
A ⊆ X mesurable,
µ+(A) ≥ C ′µ(A)
(
log
1
µ(A)
)1− 1
r
, (1.20)
si l'on a a = 2 − 2r , voir l'article de F. Barthe, P. Cattiaux et C. Roberto [12], et les travaux,
plus récents d'E. Milman ([96],[97]).
Il existe d'autres inégalités fonctionnelles, une grande variété même, nous n'en donnerons pas
la liste ni ne détaillerons les relations complexes que les unes entretiennent avec les autres mais
renvoyons le lecteur à quelques références qui lui permettront de se faire une idée du tableau
([11],[12],[106]).
Mentionnons également les travaux d'A. Cianchi et L. Pick (voir [51]), et ceux de J. Martín
et M. Milman ([89]), qui via des inégalités de réarrangement, obtiennent des inégalités d'Orlicz-
Sobolev, permettant d'encoder l'information isopérimétrique.
1.3 Description du contenu de la thèse
Dans cette thèse, nous nous intéressons au problème isopérimétrique dans les espaces produits.
elle se divise en quatre chapitres :
Dans le premier chapitre, nous étudions les opérations de symétrisation d'ensembles et de
réarrangement de fonctions et leurs conséquences en termes isopérimétriques. Pour préciser le
contexte, la symétrisation se fait d'un ensemble de départ (X, dX , µX) qui est pour nous une
partie de Rd (d ≥ 1) (munie d'une norme et d'une mesure à densité) vers un espace dit modèle
(M,d, µ) (toujours une partie de Rn munie d'une norme et d'une mesure à densité) dans lequel
il existe une famille de sous-ensembles Γ =
(
Γ[q]
)
0<q<µ(M)
vériﬁant :
- ∀q, Γ[q] est ouvert,
- ∀q, µ (Γ[q]) = q.
Nous notons Jµ : q 7→ Pµ
(
Γ[q]
)
et travaillons avec le périmètre déﬁni par la formule (1.4).
La symétrisation des ensembles est déﬁnie comme suit : si A ⊆ X est mesurable,
A∗ = Γ[µX(A)]. (1.21)
Quant au réarrangement de fonctions, si f : X → R, alors f∗ est la seule fonction déﬁnie sur M
telle que, pour tout t ∈ R,
Lf∗(t) = (Lf (t))
∗ , (1.22)
où nous notons Lg(t) pour désigner g−1 ((t,+∞)), pour une fonction g à valeurs réelles.
Le but de ce chapitre est, sous une hypothèse isopérimétrique :
IµX ≥
Jµ
L
, (1.23)
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avec L > 0, d'établir des inégalités de type Polya-Szegö ([105]) : pour f : X → R assez régulière,
∫
M
G (f∗, |∇f∗|) dµ ≤
∫
X
G (f, L |∇f |) dµX , (1.24)
G étant une fonction convexe par rapport à sa deuxième variable. À la manière de ce qui a
été fait par F. Barthe dans [8], la symétrisation et le rérarrangement n'opèrent pas au sein d'un
espace déﬁni, mais d'un espace X vers un espace modèle (ici M), nous comparons donc des
fonctionnelles d'énergie (du type de celles ﬁgurant dans (1.24)) dans deux espaces
Nous étudions aussi les conséquences du réarrangement dans un produit, cette partie était
motivée par une volonté d'uniﬁer la comparaison de proﬁls isopérimétriques produits et les iné-
galités de réarrangement. Si (Y, dY , µY ) est une partie de Rk munie d'une norme et d'une mesure
à densité, la symétrisation d'un sous-ensemble A de X × Y est déﬁnie de la manière suivante :
A∗ =
⋃
y∈Y
((Ay)∗ × {y}) , (1.25)
où Ay ⊆ X est la tranche de A selon y. Le réarrangement de fonctions déﬁnies sur X × Y
est déﬁni de façon analogue : les ensembles de niveau supérieur de la fonction réarrangée sont
les symétrisés des ensembles de niveau supérieur de la fonction de départ. Nous établissons
des inégalités similaires à (1.24) dans ce cas. Nous déduisons également de (1.23) une inégalité
isopérimétrique comparant les proﬁls isopérimétriques de X × Y et M × Y (pour la même
combinaison de distances sur l'espace produit).
Tous ces résultats ont déjà été établis maintes fois et depuis un moment pour les espaces
modèles classiques. Nous introduisons dans ce chapitre un nouveau type de familles modèles.
Les familles modèles classiques (unidimensionnelles, les boules ou les demi-espaces dans Rn) ont
cette particularité qu'elles sont stables par élargissement : il s'agit d'une trajectoire d'ensembles
évoluant par ﬂot de courbure moyenne (pour la métrique euclidienne). Nous étendons la symétri-
sation à des familles d'ensembles ne vériﬁant pas cette hypothèse. Par exemple, nous pouvons
citer le cas du disque euclidien
(
B22 , |.|2 ,L2
)
muni de la distance euclidienne classique et de la
mesure de Lebesgue : les solutions du problème isopérimétrique sont les intersections de disques
rencontrant orthogonalement le cercle unité avec B22 , les rayon et centre de ces disques varient
avec la surface de l'intersection :
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∂∗Ω[
1
2
]
∂∗Ω[3]
B22(0, 1)
|∇pµ|
Deux ensembles solution dans le disque plan.
C'est, à vrai dire, cet exemple qui a motivé notre étude. Pour chaque famille Γ de ce type,
nous introduisons une constante B (Γ), qui traduit comment évolue cette famille, le cas B (Γ) = 1
correspondant aux familles traditionnelles. Dans ce cadre, nous obtenons des inégalités de type
Polya-Szegö et des inégalités isopérimétriques similaires.
Le chapitre 2 est tiré d'un article coécrit avec Franck Barthe et accepté pour publication
dans le journal Bernoulli ([13]). Dans ce chapitre, nous travaillons sur des espaces métriques de
probabilités et avec le contenu de Minkowski. Nous donnons un critère pour qu'une inégalité
isopérimétrique vériﬁée dans (X, d, µ) le soit encore (à constante multiplicative près) dans les
espaces produits
(
Xn, d
(n)
∞ , µn
)
munis de la combinaison uniforme des distances, condition du
type (1.13).
Le problème isopérimétrique dans les espaces produits munis de cette distance produit est
plus simple à aborder que pour d'autres distances produit. Notant J1 : t 7→ t log 1t la fonction
déﬁnie sur (0, 1), le résultat principal se formule ainsi(
Iµ ≥ J et ∃D ≥ 1 telle que ∀0 < s ≤ t < 1 J(s)
J1(s)
≤ D J(t)
J1(t)
)
⇒ (∃cD > 0 Iµ∞ ≥ cDJ) .
(1.26)
Le critère en question, que l'on écrit " JJ1 est essentiellement croissante sur (0, 1) avec une
constante D", est inspiré d'un résultat très similaire obtenu par E. Milman ([95]) dans le cas
d'une combinaison `2 de distances. Mais, alors que le travail de Milman s'appuie sur des outils de
géométrie riemannienne sophistiqués et particulièrement techniques, dans notre cas nous utilisons
principalement des inégalités fonctionnelles de type L1 inspirées de ([11]).
Nous obtenons également une réciproque à ce résultat :(
∃K ≥ 1 1
K
Iµ ≤ Iµ∞
)
⇒
(
Iµ
J1
est essentiellement croissante sur (0, 1)
)
.
Ce résultat, combiné avec (1.26), devient une équivalence, fournissant une caractérisation des
inégalités isopérimétriques inﬁni-dimensionnels de type (1.13).
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Un des points essentiels de la démonstration est l'étude des propriétés de l'inégalité à deux points
:
∀a, b ∈ [0, 1] J(ab) ≤ aJ(b) + bJ(a). (1.27)
Cette inégalité, apparue pour la première dans le contexte de l'isopérimétrie dans l'article de
Bobkov [21] (voir aussi [23]), quand elle est vériﬁée par une fonction isopérimétrique, stipule
sous certaines hypothèses que le proﬁl isopérimétrique associé à
(
X2, d⊕∞ d, µ2
)
est le même
que celui associé à (X, d, µ).
Nous appliquons ensuite ce résultat aux inﬂuences géométriques pour étendre un résultat de
type Kahn-Kalai-Linial ([70]) établi par N. Keller, E. Mossel et A. Sen ([75]).
Dans le chapitre 3, nous nous penchons sur un théorème de F. Morgan donnant une mino-
ration du proﬁl isopérimétrique d'un espace produit ([99]). Selon ce théorème, si Y = Y1 × Y2
est muni de la distance produit d(2) = d1 ⊕2 d2, et si, pour i ∈ {1, 2}, le proﬁl isopérimétrique Ii
associé à (Yi, di, µi) est minoré par une fonction concave fi, alors, notant mi = µi (Yi),
I(Y1×Y2,d(2),µ1⊗µ2)(p) ≥
1√
2
inf
v1v2=p ou m1m2−p
(v1f2 (v2) + v2f1 (v1)) . (1.28)
Nous donnons une preuve détaillée de ce résultat, généralisé à toutes les distances produits
d (sous réserve qu'il existe une constante C telle que d ≤ Cd1 ⊕∞ d2). Notons que, à l'instar
du résultat de Morgan, les masses m1 et m2 peuvent être inﬁnies. Dans l'article de Morgan, la
preuve était décrite de façon rapide, et reposait sur un argument géométrique. En explicitant
cet argument, nous nous sommes retrouvés confrontés à la nécessité d'utiliser une approche
fonctionnelle, à la manière de S. Bobkov dans [20], et de F. Barthe ([9]) qui avait déjà obtenu un
résultat similaire dans le cas de mesures de probabilité (voir aussi [29]). La principale diﬃculté,
par rapport à ces approches antérieures, apparaît dans les cas ou l'une des deux masses est inﬁnie
(voire les deux), nous y remédions par un argument limite.
Pour décrire un peu plus en détail les diﬀérentes étapes, nous nous ramenons au problème
isopérimétrique associé à
(
J1 × J2, df ,L2
)
, où
- Ji = (0,mi),
- df = df1 ⊕∞ df2 , avec dfi : (a, b) 7→
∣∣∣∫ ba dtfi(t) ∣∣∣.
Nous notons I le proﬁl isopérimétrique correspondant.
Nous ramenons la minoration du proﬁl isopérimétrique de cet espace à la minoration d'une
fonctionnelle concave sur les mesures de Radon sur l'intervalle J2. En détail, via un argument
de symétrisation, on montre que, pour q ∈ (0,m1m2),
inf
{(L2)+,df (A) ; A ⊆ J1 × J2 mesurable tel queL2(A) = q}
= inf
{(L2)+,df (B) ; B est le sous-graphe d'une fonction gB : J1 → J2 telle que ∫
J1
gB dL1 = q
}
.
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Puis à chaque sous-graphe B, on associe une mesure de Radon NB sur J2 de masse m1, qui
n'est autre que la loi de la fonction gB, pour laquelle
∫
J1
gB dL1 =
∫
J2
t dNB(t). On obtient donc
I(q) ≥
∫ {
B(N) ; N est une mesure de Radon sur J2 telle que N (J2) = m1 et
∫
J2
t dNB(t) = q
}
,
où
B(N) =
∫
J2
f1 (N ((s,+∞))) ds+
∫
J2
f2(s) dN(s).
Chaque mesure de Radon est ensuite représentée (à la manière de la théorie développée par
G. Choquet [43],[44]) comme un barycentre de mesures du type αδx+(m1 − α) δy. Nous utilisons
ensuite la concavité de B pour conclure.
Au dernier chapitre, nous nous concentrons sur des inégalités fonctionnelles du type de
l'inégalité fonctionnelle isopérimétrique (1.16), plus particulièrement
K
(∫
X
f dµ
)
≤
∫
X
√
K(f)2 + C2 |∇f |2 dµ, (1.29)
où K : [0, 1] → R+ est concave. Nous reproduisons d'abord la preuve du fait que ces inégalités
se tensorisent, et donnons une conséquence sur le trou spectral de la mesure µ.
Puis nous donnons une preuve alternative par interpolation d'un résultat de S. Bobkov qui
stipule que si la constante isopérimétrique hµ d'une mesure µ sur une espace métrique (X, d)
est strictement positive, alors, pour tout n ∈ N∗ et toute fonction f : Xn → [0, 1] localement
lipschitzienne,
I
(∫
Xn
f dµn
)
≤
∫
Xn
√
I(f)2 +
4
√
6
hµ
|∇f |2 dµn, (1.30)
où I : t 7→ 4t(1 − t). Précisons la déﬁnition de la constante isopérimétrique (voir [91], [93] ou
[40]) :
hµ = inf
A⊆X mesurable
µs(A)
min(µ(A), 1− µ(A)) .
Notre preuve part de l'observation simple du fait que, sur R+, pour tout C > 0, il existe
κ > 0 tel que
C min
(
x, x2
) ≤√1 + κ2x2 − 1,
que nous mettons à proﬁt en découpant la fonctionnelle I
(∫
X f dµ
)− ∫X I(f) dµ en deux par-
ties choisies suivant la valeur de |f ′|. Nous appliquons à chacune de ces parties une inégalité
fonctionnelle de type L1-Sobolev, d'une part, et L2-Sobolev d'autre part.
Nous nous penchons ensuite sur le cas des mesures µp = ϕp.L1 déjà évoquées plus haut.
Nous avons essayé au cours de cette thèse d'obtenir une inégalité similaire pour ces mesures,
sans succès malheureusement. Nous donnons toutefois une piste, suivant la même idée que dans
le cas précédent, qui débouche sur une diﬃculté technique que nous n'avons pu surmonter.

Chapter 2
Symmetrization onto model spaces
2.1 Introduction and the geometric method
There are various ways to address the isoperimetric problem, which we can approximately split
into two groups : the analytic and the geometric methods. Part of the second group, the
symmetrization method is the one that we will develop in this chapter. The idea is to relate
every set to a set with smaller perimeter, the symmetrized set. Then, the extremal sets in the
isoperimetric problem, if they exist, necessarily belong to the class of image sets.
First introduced by J. Steiner to study the classical isoperimetric problem in the plane (Eu-
clidean distance, Lebesgue's measure), it was then used by F. Bernstein to obtain the isoperimet-
ric inequality on the Euclidean sphere([18]), establishing that spherical caps are extremal, then
Schmidt used it in the setting of spherical and hyperbolic spaces. Lately, A. Ehrhard applied
this method to the setting of Gaussian measures, in order to show that half-spaces are extremal
in the isoperimetric problem associated to (Rn, |.|2 , γn). Actually, he gave a quite general proof,
shaping the diﬀerent essential steps, and putting forward that only a few assumptions are re-
quired to use the symmetrization method. We give an insight of this method after some words
of introduction.
Symmetrization techniques can also be applied to functions. The rearrangement u∗ of a
function u is a function whose level sets are the symmetrals of the level sets of u, hence they
have same measure (we say that u and u∗ are equimeasurable). The theory of rearrangements of
functions has been introduced by Hardy and Littlewood ([67]). Rearrangement operations appear
to have a certain regularizing eﬀect as well as a variation-reducing eﬀect (see the monograph of
Hardy, Littlewood and Polya [68], or the book of Kesavan [77]). Seeing sets as level sets of their
characteristic functions, their boundary measure roughly corresponds to the W 1,1-variation of
the characteristic function. As underlined by Polya and Szegö in [105], rearrangement has a
decreasing eﬀect on a quite wide class of energies, of the W 1,p-type (
∫ |∇u|p), or even of the type∫
G (|∇u|), G being a convex function ([55]). We refer to these inequalities as Polya-Szegö type
inequalities.
The key ingredients of the proof of these inequalities are the coarea formula (ﬁrst established
under its actual form by Fleming and Rishel in [61]) and an isoperimetric inequality. As it
appears through the classical methods, cases of equality can not be properly reached using the
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traditional tools from measure theory, these have to be reﬁned.
This is possible with the tools of Geometric Measure Theory, a point of view that shapes a
new class of functions and sets and goes deeper into their structure and behavior. For the ﬁrst
overall treatments of this theory, we refer to Federer ([59]), Maz'ja ([93]), Vol'pert and Hudjaev
([117]). Functions of bounded variation, and sets of ﬁnite perimeter, have since then been studied
intensively (see [57], [63], [64], [90], [118]). The book of Ambrosio, Fusco and Pallara ([3]) sums
up an important part of the tools provided by this theory (see also [87]).
With the formalism of Geometric Measure Theory, it emerges that the theory of rearrange-
ments heavily relies upon properties of level sets of functions (isoperimetric part) and behavior
of functions restricted to their level surfaces (or, better, essential boundaries of their level sets)
(coarea formula part). We refer to the work of Cianchi and Fusco ([48]) for a ﬁne study of these
aspects. Equality cases in Polya-Szegö type inequalities have ﬁrst been treated from this point
of view by Brothers and Ziemer in [36] (see also [47], [52], [53], [60]).
In this chapter, we extend the study of eﬀects of rearrangements on functions of bounded
variation to the setting of an absolutely continuous measure (see also [4]), apply this to Polya-
Szegö type inequalities, and quickly draw what could happen with a non-Euclidean norm. We
also introduce a new kind of model space, and look at isoperimetric consequences on product
spaces.
In Section 2, we present basic notions of Geometric Measure Theory adapted to the non-
Lebesgue setting. This section is widely inspired from [3].
In Section 3, we study the isoperimetric problem on the real line, and give a necessary and
suﬃcient condition (much inspired by Borell's article ([34]) and Bobkov and Houdré's memoir in
[29]) under which half-lines (or their analogues) are extremal.
In Section 4, we adapt much of the ﬁne study of [48] to our weighted setting. This includes
a study of the behavior of functions (and especially rearranged functions) along the essential
boundaries of their level sets.
In Section 5, we used these tools to study the rearrangement onto the model space (R, µ).
Assuming an isoperimetric inequality, we obtain Polya-Szegö type inequalities, the proof uses
a special pointwise rearrangement inequality (Proposition 2.5.4). We also focus on the case of
equality (Proposition 2.5.9) and give a corollary about perimeters of sets which are subgraphs
(Proposition 2.5.11). The model space (R, µ) shares a crucial property with the other classical
model spaces (Rn equipped with the balls for Lebesgue's measure, with the half-spaces for the
Gaussian measure, or Sn equipped with the spherical caps). Indeed, in each of these settings,
the family of sets onto which the symmetrization occurs is stable by enlargement, we call this
property the enlargement assumption (see below).
In Section 6, we present a new kind of model family, not necessarily stable by enlargement.
Such a family, which we call approximate model family, remains however nested. This type
of family of course includes the classical notion of model family (which we call exact). We
develop the same tools as in the previous section. Polya-Szegö type inequalities still hold, with
a constant determined by the structure of the family. The proof uses a classical rearrangement
as an intermediary step. We also look at the cases of equality (Proposition 2.6.17) and, as in
the previous section, draw a consequence on perimeters of sets which are subgraphs (Proposition
2.6.18).
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In Section 7, we work in a product space, and the rearrangement acts only on one of the
factors. This setting needs adapted tools (like a sliced coarea formula, see Proposition 2.7.3),
which we present by adapting the work of Fusco about Steiner symmetrization in (Rn,Ln). Polya-
Szegö type inequalities hold. It is also possible to transfer an isoperimetric inequality involving
factor spaces to an isoperimetric inequality on the product space, this is done by working on the
characteristic functions, considered as functions of bounded variation in the product space.
In Section 8, we eventually present the case of
(
B22 , |.|2 ,L2
)
as an example of this new kind
of model family and compute the interesting quantities involved.
Let us draw the outlines of Ehrhard's symmetrization proof ([54]). In what follows, (X, dX , µX),
(Y, dY , µY ) and (M,d, µ) are metric measured spaces. In each of these spaces (the notation
(Z, dZ , µZ) stands for any of them three), for any r > 0 and any measurable subset A, Ar stand
for the r-enlargement of A, i.e.the r-open neighbourhood :
Ar = {z ∈ Z ; dZ(z,A) < r} .
The notion of boundary measure is the Minkowski content of A, is then deﬁned as follows :
µ+Z (A) = lim infr→0
µZ (Ar)− µZ(A)
r
.
Then, the isoperimetric proﬁle, deﬁned on (0, µZ(Z)), is deﬁned as the inﬁmum of the Minkowski
content among the sets of prescribed measure : if 0 < p < µZ(Z),
I(Z,dZ ,µZ)(p) = inf
A⊆Z ; µZ(A)=p
µ+Z (A).
We write IX , IY and IM for the isoperimetric proﬁles respectively associated to (X, dX , µX),
(Y, dY , µY ) and (M,d, µ).
For any y ∈ Y and any measurable B ⊆ X×Y (resp. B ⊆M ×Y ), By ⊆ X (resp. By ⊆M)
is the slice of B of level y :
By = {x ∈ X ; (x, y) ∈ B} (resp. By = {x ∈M ; (x, y) ∈ B}),
and B(y) = By × {y}. We equip the two product spaces X × Y and M × Y with the respective
product measures µX ⊗ µY and µ ⊗ µY , and with the same combination of their respective
distances : dX,Y and dM,Y are product distances such that, for any (y, y′) ∈ Y , if (x, x′) ∈ X
and (t, t′) ∈M are such that dX(x, x′) = d(t, t′) then dX,Y ((x, y), (x′, y′)) = dM,Y ((t, y), (t′, y′)).
More precisely, there exists a function F : (R+)
2 → R+ such that, for every (x, x′, y, y′, t, t′) ∈
X2 × Y 2 ×M2,
dX,Y
(
(x, y),
(
x′, y′
))
= F
(
dX
(
x, x′
)
, dY
(
y, y′
))
and dM,Y
(
(t, y),
(
t′, y′
))
= F
(
dM
(
t, t′
)
, dY
(
y, y′
))
.
The function F is assumed to satisfy the following :
- F (0, 0) = 0 and, for every a, b ∈ R+, F (a, 0) = F (0, b) = 0,
- for every a ∈ R+, the function b 7→ F (a, b) is non-decreasing,
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- for every b ∈ R+, the function a 7→ F (a, b) is non-decreasing,
- for every a, a′, b, b′ ∈ R+, F (a+ a′, b+ b′) ≤ F (a, b) + F (a′, b′).
Let m = µ(M) ∈ R∗+ ∪ {+∞}, we assume that µX(X) = m. In M , we assume that there
exists a special family Γ =
(
Γ[p]
)
0<p<m
satisfying the following :
- for every p ∈ (0,m), µ (Γ[p]) = p,
- for every p ∈ (0,m), µ+ (Γ[p]) = IM (p),
- for every p ∈ (0,m), and every r > 0, there exists χ(p, r) ∈ (0,m) such that(
Γ[p]
)
r
= Γ[χ(p,r)], (2.1)
observe that χ(p, r) = µ
((
Γ[p]
)
r
)
.
As we shall underline later, the third assumption is essential in Ehrhard-type proof, we shall call
it the enlargement assumption.
Let us introduce the set transformation which we shall call symmetrization :
Deﬁnition 2.1.1. Let A ⊆ X be measurable, then its symmetral S1(A) inM is deﬁned as follows
:
S1(A) = Γ
[µX(a)].
This transformation induces another set transformation, also called symmetrization : if B ⊆
X × Y is measurable, then its symmetral S(B) in M × Y is deﬁned as follows :
S(B) =
⋃
y∈Y
(
Γ[µX(B
y)] × {y}
)
=
⋃
y∈Y
(S1 (B
y)× {y}) .
The symmetrization in the product space is just a symmetrization on every slice, furthermore
the proof of Theorem 2.1.1 is also designed on this scheme : its essences lays in the comparison
of the slices with their symmetrals.
Theorem 2.1.1. Assume that IM is continuous and that there exists a constant L > 0 such that
IX ≥ IM
L
. (2.2)
Then, for every measurable B ⊆ X × Y ,
(µX ⊗ µY )+ (B) ≥ (µ⊗ µY )
+ (S(B))
L
. (2.3)
In particular,
I(X×Y,dX,Y ,µX⊗µY ) ≥
I(M×Y,dM,Y ,µ⊗µY )
L
.
2.1. INTRODUCTION AND THE GEOMETRIC METHOD 27
We shall not give the detail of the proof here, though we shall underline its main steps. Prior
to this, let us state a result taken from the AMS memoir of S. Bobkov and C. Houdré, that relates
the inﬁnitesimal and the macroscopic points of view on isoperimetry in the case of probability
measures :
Theorem 2.1.2 ([29]). Let (Z, d, pi) be a metric probability space, let L > 0 be a constant and
let I be a positive continuous function on (0, 1). Let FI : R → [0, 1] be the unique continuous
non-decreasing function such that
- FI(0) = 12 ,
- denoting aI = −
∫ 1
2
0
dq
I(q) and bI =
∫ 1
1
2
dq
I(q) , FI has a positive continuous derivative, denoted
by fI , on (aI , bI), and for every q ∈ (0, 1),
fI
(
F−1I (q)
)
= I(q).
Then the following statements are equivalent :
- for every r > 0, and for every Borel measurable subset A of Z such that 0 < pi(A) < 1,
pi (ALr) ≥ FI
(
F−1I (pi(A) + r
)
,
- for every Borel measurable subset A of Z such that 0 < pi(A) < 1,
pi+(A) ≥ I(pi(A))
L
.
Remark 2.1.3. We do not give the proof, but refer to [29]. Let us add that, regarding the proof,
it is possible to generalize Theorem 2.1.2 to a measure that has inﬁnite mass, to this aim, one has
to deﬁne the function FI in a slightly diﬀerent way, keeping the assumption that FI is positive
on an interval (aI , bI) of R, has a positive continuous derivative fI on this interval, and satisﬁes
fI ◦ F−1I = I on (0,m), where m = pi(Z). For more details, see Proposition 2.6.4.
Coming back to Theorem 2.1.1, the ﬁrst step of its proof consists in showing that the sym-
metrization is regular, i.e. that the image of any measurable subset of X × Y is measurable
in M × Y (see the paper of A. Ehrhard [54], in which this is proved for the case of Gaussian
measure).
In a second step, it is shown that a set and its symmetral have same measure. This is done
in a straightforward way using Fubini's theorem.
The third step focuses on showing that the enlargement of a symmetrized set is included in
the symmetral of the enlargement of the original step. Let us give some elements of this part :
let B ⊆ X × Y be measurable, and let r > 0, the aim is to prove the following inclusion :
S(B)r ⊆ S (BLr) . (2.4)
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A
y
The set to symmetrize in the setting M = [0, 1], µ = L1.
Ar
y
The enlargement of A.
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y
A∗
A∗, the symmetral of A.
y
(A∗)r
The enlargement of A∗.
To this aim, it is actually shown, that, for every y ∈ Y ,
(S(B)r)
y ⊆ S (BLr)y ,
or more precisely,
µ ((S(B)r)
y) ≤ µX ((BLr)y) .
Let us ﬁx y ∈ Y and focus on the slices of these two sets. For any A ⊆ X × Y or A ⊆ M × Y ,
and any s > 0,
(As)
y =
⋃
y′∈Y ; dY (y′,y)<s
(
A(y′)s
)y
=
⋃
y′∈Y ; dY (y′,y)<s
(
Ay
′)
d−1(s,dY (y,y′))
,
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where d−1 (s, dY (y, y′)) is the number c > 0 such that, if d(x, x′) = c, then dX,Y ((x, y), (x′, y′)) =
s, it is the same in M × Y as we chose the distances in the product spaces to be the same
combinations of the distances in the factor spaces. For example, in R2 = R × R equipped with
the Euclidean distance, if d(y, y′) = |y − y′| ≤ s, then d−1 (s, d(y, y′)) =
√
s2 − |y − y′|2.
y
y′
A (y′)√
r2−|y−y′|2
Contribution of (A(y′))r to (Ar) (y).
Hence, coming back to our slices,
(S(B)r)
y =
⋃
y′∈Y ; dY (y′,y)<r
(
Γ
[
µX
(
By
′)])
d−1(r,dY (y,y′))
=
⋃
y′∈Y ; dY (y′,y)<r
Γ
[
χ
(
µX
(
By
′)
,d−1(r,dY (y,y′))
)]
= Γ[S(y,r)],
where S(y, r) = sup
y′∈Y ; dY (y′,y)<r
χ
(
µX
(
By
′
)
, d−1 (r, dY (y, y′))
)
. The last of the above equalities
is where (2.1) is used : every set in the union, being an enlargement of an element of Γ, is then
also an element of the family Γ, which is an increasing family.
While
S (BLr)
y = Γ[T (y,Lr)],
where T (y, s) = µX
( ⋃
y′∈Y ; dY (y′,y)<s
(
By
′
)
d−1(s,dY (y,y′))
)
. It is straightforward that, for every
s > 0,
T (y, s) ≥ U(y, s) := sup
y′∈Y ; dY (y′,y)<s
µX
((
By
′)
d−1(s,dY (y,y′))
)
.
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Hence, it suﬃces to show the corresponding pointwise inequality : under (2.2), for any C ⊆ X
and any ρ > 0,
χ (µX(C), ρ) ≤ LµX (CLρ) .
This is a consequence of Theorem 2.1.2, or of its consequence (see Remark 2.1.3). Let us just
mention what lies behind : there is a so-called macroscopic formulation of the isoperimetric
problem, related to the inﬁnitesimal one (with the Minkowski contents). For every r > 0, we can
deﬁne the following analogue of the isoperimetric proﬁle, deﬁned on (0,m),
RrM : q 7→ inf
µ(A)=q
µ (Ar) .
A consequence of importance of Theorem 2.1.2 is that the elements of the family Γ minimize the
functionals RrM , for every r > 0. In particular, for every r > 0 and every q ∈ (0,m),
RrM (q) = µ
((
Γ[q]
)
r
)
= χ(p, r).
This fact is closely related to the enlargement assumption.
Then, an elementary argument allows to conclude :
(µ⊗ µY )+ (S(B)) = lim inf
r→0
(µ⊗ µY ) (S(B)r)− (µ⊗ µY ) (S(B))
r
≤ lim inf
r→0
(µ⊗ µY ) (S (BLr))− (µ⊗ µY ) (S(B))
r
= Llim inf
r→0
(µX ⊗ µY ) (BLr)− (µX ⊗ µY ) (B)
Lr
= (µX ⊗ µY )+ (B).
At this point arises a somewhat natural question : what happens if in M , there is no isoperi-
metric family satisfying the enlargement assumption ? The ﬁrst thing to mention is that the
slicing approach actually seems to be the only way. Indeed, as the symmetrization is a sym-
metrization on every slice, there is no way to relate diﬀerently the slices of a subset of X × Y to
the ones of its symmetral.
Nevertheless, it appears that (2.4) could be too strong to ask, indeed, what is needed is
(µX ⊗ µY ) (BLr) ≥ (µ⊗ µY ) (Br) .
Unfortunately, an additional assumption seems to be required to show
µ
 ⋃
y′∈Y ; dY (y′,y)<r
(
Γ
[
µX
(
By
′)])
d−1(r,dY (y,y′))
 ≤ µX
 ⋃
y′∈Y ; dY (y′,y)<s
(
By
′)
d−1(s,dY (y,y′))
 .
The reason is that the relative behavior of the elements sets of Γ, is not known, even if the
enlargement assumption holds under a weaker form that we shall call the inclusion assumption :
∀0 < p ≤ q < m Γ[p] ⊆ Γ[q]. (2.5)
The last section of this chapter is devoted to the example of the unit disk in the plane, equipped
with Lebesgue's measure, this space appears to be an approximate model space (see Section 6).
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2.2 Functions of bounded weighted variation
In this section, we present some basic facts about functions of bounded variation and sets of ﬁnite
perimeter. We refer the reader to the book of Ambrosio, Fusco and Pallara [3] for a detailed
introduction to the subject in the Euclidean setting (Rn equipped with Lebesgue's measure LN )
In what follows, we do not go as deeply into the details, but we just adapt the needed
deﬁnitions and properties of BV functions to our setting, which is the following : we work in an
open subset Z of Rd (d ≥ 1) equipped with an absolutely continuous measure pi with respect to
Lebesgue's, supported on Z, and such that the density ϕpi of pi is positive and continuous on Z.
Let us begin with the main deﬁnition (see [3], Deﬁnition 3.1) :
Deﬁnition 2.2.1. A function u ∈ L1pi(Z) is said to be of bounded pi-variation in Z if there exists
a ﬁnite Rd-valued Radon measure Dpiu = (Dpi1u, ...,D
pi
mu) in Z such that
∀h ∈ C∞c (Z) ∀i ∈ {1, ...,m}
∫
Z
u
∂h
∂xi
dx = −
∫
Z
h
ϕpi
dDpii u. (2.6)
We write u ∈ BVpi(Z).
We shall say that u ∈ L1loc(Z) is locally of bounded pi-variation in Z, for which we shall write
u ∈ BVpi,loc(Z), if u is of bounded pi-variation in every bounded open subset of Z.
Remark 2.2.1. We denote BV(Z) for the set BVLd(Z) and Du for DL
d
u, this Radon measure is
the distributional derivative of u, whenever it exists. Let u ∈ BVpi(Z), then, if u ∈ BV(Z) as
well, then
Dpiu = ϕpi.Du. (2.7)
This fact is easy to establish, just comparing formula (2.6) with its equivalent for Lebesgue's
measure (see Deﬁnition 3.1 in [3]). Note that, on the basis of the deﬁnition of the "Lebesgue"
distributional derivative Du, it could have been possible to deﬁne the pi-weighted distributional
derivative of (2.6) with equality (2.7).
Moreover, if u is Lipschitz, then it can be shown that Dpiu = ∇u.pi.
The following deﬁnition introduces the variation of a function in the BV sense (see [3],
Deﬁnition 3.4), and gives way to the corresponding notion of perimeter (see Deﬁnition 2.2.4
below).
Deﬁnition 2.2.2. Let u ∈ L1loc(Z) and let Ω ⊆ Z be an open set. The pi-variation of u in Ω is
deﬁned by
Vpi(u,Ω) = sup
{∫
Ω
u divh dLd ; h ∈ C∞c (Ω)d, |h| ≤ ϕpi
}
. (2.8)
The link between the notion of variation and the distributional derivative of a bounded
variation appears quite immediately :
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Proposition 2.2.2. Let Ω be an open subset of Z and let u ∈ L1pi(Ω). Then u ∈ BVpi(Ω) if and
only if Vpi(u,Ω) is ﬁnite. Moreover, for every u ∈ BVpi(Ω),
Vpi(u,Ω) = |Dpiu| (Ω), (2.9)
where |τ | stands for the total variation of a vector-valued measure τ . At last, the map u 7→
|Dpiu| (Ω) is lower semicontinuous in BVpi(Ω) with respect to the L1loc(Ω) topology.
Proof. We refer the reader to Remark 3.5 and the proof of Proposition 3.6 in [3], Proposition
2.2.2 above is just an adaptation of this in our setting, using the fact that Dpi = ϕpi.D, and
that, obviously, Vpi is the weighted version of V . Let us only mention that this proof relies on
Proposition A.1.10 (in Appendix A, Proposition 1.47 in [3]).
Remark 2.2.3. The lower semicontinuity property actually extends to the functional u 7→ Vpi(u,Ω) ∈
R+ ∪ {+∞} (see Remark 3.5 in [3]).
Notice that (2.9) is straightforward if u is smooth. Indeed, in this case, for every h ∈ C∞c (Ω)m,∫
Ω
u divh dLd = −
∫
Ω
〈∇u, h〉
ϕpi
dpi.
Taking the supremum over all functions h we consider leads to
Vpi(u,Ω) =
∫
Ω
|∇u| dpi = |Dpiu| (Ω).
Moreover, as a consequence of Remark 2.2.1, for every u ∈ BVpi(Z),
|Dpiu| = ϕpi |Du| .
The next result establishes the density of C∞c ∩ BVpi in BVpi (see [3], Theorem 3.9).
Theorem 2.2.4. Let Ω be an open subset of Z and let u ∈ L1pi(Ω). Then u ∈ BVpi(Ω) if and
only if there exists a sequence (uk) of elements of C∞c (Ω) such that uk −→
k→+∞
u in L1pi(Ω) and
L := lim
k→+∞
∫
Ω
|∇uk| dµ < +∞. (2.10)
Moreover, the least constant L in (2.10) is equal to |Dpiu| (Ω).
Proof. As for the proof of Proposition 2.2.2, the analogy between the Euclidean setting and the
one we are discussing is suﬃcient enough not to need any detailed exposition. Let us just specify,
in the particular situation of the proof of the theorem, that it relies on Theorem A.1.6 (Appendix
A) (Theorem 1.59 in [3]) and on Proposition 2.2.6 (see just below).
The next deﬁnition is an adaptation of Deﬁnition 3.14 in [3]
Deﬁnition 2.2.3. Let v ∈ BVpi(Z) and let (vk)k∈N be a sequence of BVpi(Z). We say that (vk)
strictly converges in BVpi(Z) to v if
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- vk −→
k→+∞
v in L1pi(Z),
- |Dpivk| (Z) −→
k→+∞
|Dpiv| (Z).
Remark 2.2.5. The function space BVpi(Z) is equipped with the following distance : for every
u, v ∈ BVpi(Z),
dBV(u, v) =
∫
Z
|u− v| dpi + ||Du| (Z)− |Dv| (Z)| .
This distance induces strict convergence. Moreover, if (uk)k∈N is a sequence of BVpi(Z) which is
bounded in the metric space (BVpi(Z), dBV) and converges in L1pi(Z) to a function u ∈ BVpi(Z),
then, the sequence of Radon measures (Dpiuk)k∈N weakly
∗ converges to Dpi. In particular,
this weak∗ convergence occurs when the sequence (uk)k∈N strictly converges to u. This is a
consequence of Proposition 3.13 in [3].
We just state below some properties of bounded pi-variation functions, in order to give an
idea to the reader of what the calculus with these functions looks like. The following proposition
is a straightforward adaptation of Proposition 3.2 in [3].
Proposition 2.2.6. Let u ∈ BVloc(Z), then
- If Dpiu = 0, then u is equivalent (in the sense of Ld) to a constant in any connected
component of Z.
- For any locally Lipschitz function ψ : Ω→ R, the function uψ belongs to BVpi,loc(Z) and
Dpi(uψ) = ψ.Dpiu+ u∇ψ.pi.
- If ρ is any convolution kernel and Z() = {x ∈ Z ; d (x, ∂Z) > }, then, in Z(),
∇ (u ∗ ρ) = D
piu ∗ ρ
ϕpi
.
We pass to the notion of perimeter, deﬁned as the variation (in the sense of Deﬁnition 2.2.2)
of the characteristic function (see Deﬁnition 3.35 in [3]).
Deﬁnition 2.2.4. Let E be a measurable subset of Z and Ω be an open subset of Z. The
pi-perimeter of E in Ω, Ppi(E,Ω) is the pi-variation of 1E in Ω, i.e.
Ppi(E,Ω) = sup
{∫
E
divh dx ; h ∈ C1c (Ω)m, |h| ≤ ϕpi
}
. (2.11)
We say that E is a set of ﬁnite pi-perimeter in Ω if Ppi(E,Ω) < +∞.
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Remark 2.2.7. Let us quickly point out the fact that, if the measurable subset E of Z is such
that pi(E ∩ Ω) < +∞, then 1E ∈ L1pi(Ω), and E is of ﬁnite pi-perimeter in Ω if and only if
1E ∈ BVpi(Ω). Moreover, in the case when E is of ﬁnite pi-perimeter,
Ppi(E,Ω) = |Dpi1E | (Ω).
If 1E ∈ BVpi,loc(Z), then we shall say that E is a set of locally ﬁnite pi-perimeter.
Next theorem is a straightforward consequence of the integration by parts formula (2.6) (see
Theorem 3.36 in [3]).
Theorem 2.2.8. Let E be a set of ﬁnite pi-perimeter in Ω, then the weighted distributional
derivative Dpi1E of 1E is a Rd-valued Radon measure in Ω. Moreover, a generalized Gauss-
Green formula holds :
∀h ∈ C1c (Ω)d
∫
E
divh dx = −
∫
Ω
〈νE , h〉
ϕpi
d |Dpi1E | = −
∫
Ω
〈νE , h〉 d |D1E | , (2.12)
where νE takes values in Sd−1 and Dpi1E = νE |Dpi1E |.
In order to give an idea to the reader of the behavior of the pi-perimeter functional, let us
state the following proposition, taken from Proposition 3.38 in [3].
Proposition 2.2.9. Let Ω be an open subset of Z, then
- E 7→ Ppi(E,Ω) is lower semicontinuous with respect to the local convergence in measure in
Ω.
- If pi (Ω ∩ (E∆F )) = 0, then Ppi(E,Ω) = Ppi(F,Ω).
- Ppi(E,Ω) = Ppi(Z \ E,Ω), and
Ppi(E ∪ F,Ω) + Ppi(E ∩ F,Ω) ≤ Ppi(E,Ω) + Ppi(F,Ω).
These properties enable to formulate the equivalent of Theorem 2.2.4 for sets of ﬁnite pi-
perimeter (see Theorem 3.42 in [3]) :
Theorem 2.2.10. Let E be a set of ﬁnite pi-perimeter in Z. Then, there exists a sequence
(Ek)k∈N of open sets with smooth boundaries such that pi (E∆Ek) −→
k→+∞
0 and
Ppi (Ek,Ω) −→
k→+∞
Ppi(E,Ω).
If u is a function deﬁned on a subset Ω of Z, let us denote, for every t ∈ R, the superlevel
set {x ∈ Z ; u(x) > t} of u by Lu(t). Thanks to the notion of pi-perimeter, we can formulate a
version of the coarea formula that holds for functions of bounded pi-variation (see Theorem 3.40
in [3]), this formula has been ﬁrst established by Fleming and Rishel in [61] :
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Theorem 2.2.11. Let Ω be an open subset of Z and u ∈ L1loc(Ω), then
Vpi(u,Ω) =
∫
R
Ppi (Lu(t),Ω) dt. (2.13)
In particular, if u ∈ BVpi(Z), then, for L1-almost every t ∈ R, Lu(t) has ﬁnite pi-perimeter in Ω
and
Dpiu(Ω) =
∫
R
Dpi1Lu(t)(Ω) dt and |Dpiu| (Ω) =
∫
R
∣∣Dpi1Lu(t)∣∣ (Ω) dt.
Proof. The proof we give below is adapted from [3]. Let us ﬁrst recall the coarea formula
for Lipschitz functions (see Theorem A.2.11 in Appendix A) : if f : RM → Rn is a Lipschitz
function, and E is a countably HN -rectiﬁable subset of RM , with N ≥ n, then the function
t 7→ HN−n (E ∩ f−1(t)) is Ln-measurable in Rn, E ∩ f−1(t) is countably HN−n-rectiﬁable for
Ln-almost every t ∈ Rn (for the deﬁnition of rectiﬁability, see Deﬁnition A.2.6 in Appendix A),
and, for every Borel function g : RM → R+ ∪ {+∞},∫
E
g(x) Cnd
Efx dHN (x) =
∫
Rn
(∫
E∩f−1(t)
g(y) dHN−n
)
dt,
where dEfx is the restriction to E of the diﬀerential of f taken at the point x, and CnL is the
n-dimensional coarea factor of a linear map L (see in annex, deﬁnition 2.92 in [3]).
The function u belongs to L1loc(Ω), therefore the map (x, t) 7→ 1Lu(t)(x) is Borel on Ω×R. If
u ∈ C1(Ω), then, using Lemma 2.96 from [3]),
Hd−1 (E ∩ {u = t}) = 0 for L1-almost every t ∈ R,
where E is the zero set of ∇u. Therefore, for L1-almost every t ∈ R,
Ppi (Lu(t),Ω) = Hd−1pi ({x ∈ Ω ; u(x) = t}) ,
where Hd−1pi = ϕpi.Hd−1. We apply the coarea formula for Lipschitz functions to u with M =
N = m and n = 1, using that C1∇f = |∇f |, then
Vpi(u,Ω) =
∫
Ω
|∇u| dpi =
∫
R
Hd−1pi
(
Ω ∩ f−1(t)) dt = ∫
R
Ppi (Lu(t) ∩ Ω) dt.
Let us now come back to a general function u in L1loc(Ω). The layer-cake decomposition of u
writes as follows :
∀x ∈ Ω u(x) =
∫ +∞
0
1Lu(t)(x) dt−
∫ 0
−∞
(
1− 1Lu(t)
)
(x) dt.
Hence, taking h ∈ C1c (Ω)m such that |h| ≤ ϕpi, then, using the fact that h has compact support
in Ω and the layer-cake decomposition,∫
Ω
u divh dx =
∫
Ω
∫
R
1Lu(t)(x) divh(x) dtdx
=
∫
R
∫
Ω
1Lu(t)(x) divh(x) dxdt ≤
∫
R
Ppi (Lu(t),Ω) dt.
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Taking the supremum in the inequality above yields Vpi(u,Ω) ≤
∫
R Ppi (Lu(t),Ω) dt.
Let us now prove the reverse inequality, so let us assume that Vpi(u,Ω) < +∞ (otherwise, no
proof is required). In other words, from Proposition 2.2.2, u ∈ BVpi(Ω) and Vpi(u,Ω) = |Dpiu| (Ω).
Let (uk)k∈N be a sequence in C∞(Ω) strictly converging in BVpi(Ω) to u (there exists such
a sequence by Theorem 2.2.4). Possibly by extracting, we can assume that (uk) converges pi-
almost everywhere to u. Hence, for any t ∈ R such that pi (u−1({t})) = 0, (1Luk (t))k∈N converges
pi-almost everywhere to 1Lu(t). From the lower semicontinuity of the pi-perimeter (Proposition
2.2.2) and Fatou's lemma,∫
R
Ppi (Lu(t),Ω) dt ≤
∫
R
lim inf
k→+∞
Ppi (Luk(t),Ω) dt
≤ lim inf
k→+∞
∫
R
Ppi (Luk(t),Ω) dt
= lim
k→+∞
|Dpiuk| (Ω) = |Dpiu| (Ω).
Thus, the equality (2.13) is established. In particular it implies (together with the condition
|Dpiu| (Ω) < +∞) that, for L1-almost every t ∈ R, Lu(t) has ﬁnite pi-perimeter in Ω. The last
equality in the theorem is an adaptation of (2.13) in the language of BV functions, but to establish
the penultimate one, something more is needed. Let us show that Dpiu and
∫
RD1Lu(t)(.) dt
coincide as Radon measures. To this aim, let g be any function in C∞c (Ω), then, using Fubini's
theorem,∫
Ω
g dDpiu = −
∫
Ω
u∇ (gϕpi) dx
= −
∫
Ω
(∫ +∞
0
1Lu(t)(x) dt
)
∇ (gϕpi) dx+
∫
Ω
(∫ 0
−∞
(
1− 1Lu(t)(x)
)
dt
)
∇ (gϕpi) dx
= −
∫ +∞
0
(∫
Ω
1Lu(t)(x)∇ (gϕpi) dx
)
dt−
∫ 0
−∞
(∫
Ω
1Lu(t)(x)∇ (gϕpi) dx
)
dt
=
∫
R
(∫
Ω
g dDpi1Lu(t)
)
dt.
Let us now introduce the notion of pointwise density of a set and its essential boundary (see
Deﬁnition 3.60 in [3]), notice that we use here the Euclidean setting, for it provides exactly the
same notion of density as with any absolutely continuous measure having a density with respect
to Lebesgue's which is continuous and positive on Z.
Deﬁnition 2.2.5. Let E be a measurable subset of Z. The density D(E, x) of E at a point
x ∈ Z is deﬁned by
D(E, x) = lim
r→0
Ld (E ∩B(x, r))
Ld (B(x, r)) ,
whenever this limit exists. The essential boundary ∂∗E of E is the Borel set deﬁned as
∂∗E = {x ∈ Z ; 0 < D(E, x) < 1} .
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Remark 2.2.12. Notice that Lebesgue's density theorem states that, for every measurable subset
E of Z, ∂∗E is Ld-negligible.
If E is an open subset of Z, then, denoting by E0 (resp. E1 the set of points at which E has
density 0 (resp. 1), it is easy to establish that
E ⊆ E1 and Int (Ec) ⊆ E0.
Hence ∂∗E ⊆ ∂E. However, there might not be equality between these two sets. Indeed, if
n = 2, consider E = B2(0, 1) \ {0}, in this case, 0 ∈ ∂E, but D(0, E) = 1, hence ∂∗E ( ∂E,
because E ( E1.
Another example, this time for points of density 0, is the following : consider the map g
deﬁned on R in the following way
g(x) =
{
e−
1
x2 if x > 0
0 otherwise ,
and consider the set F =
{
(s, t) ∈ R2 ; 0 < t < g(s)}. F is open, the point (0, 0) belongs to its
topological boundary, but, for r > 0,
L2 (F ∩B2(0, r)) ≤
∫ r
0
e−
1
s2 ds ≤ re− 1r2 ,
and re
− 1
r2
pir2
= e
− 1
r2
pir −→r→0 0. Thus, D((0, 0), F ) = 0, Int (E
c) ( E0 and ∂∗E ( ∂E.
The essential boundary, as one can see at Theorem 2.2.18, could be described as a d −
1-dimensional set (in the sense of Hausdorﬀ), and in a certain sense more regular than the
topological boundary.
∂E
E
Topological boundary of E.
∂∗E
E
Essential boundary of E.
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The essential boundary of a subset of Z appears to be a better notion than the topological
boundary when it comes to work with perimeters :
Proposition 2.2.13. Let Ω be an open subset of Z, and E a measurable subset of Z. Then E
is of ﬁnite pi-perimeter in Ω if and only if Hd−1pi (∂∗E ∩ Ω) < +∞. Moreover, in this case,
Ppi(E,Ω) = Hd−1pi (∂∗E ∩ Ω) .
This proposition is actually a consequence of a theorem by Federer in [59] (see Theorem
2.2.16). Before stating it, we need to introduce yet another notion of boundary :
Deﬁnition 2.2.6. Let E be a measurable subset of Z and Ω the largest open subset of Z such
that E is of locally ﬁnite pi-perimeter in Ω. We call reduced boundary the collection of all points
x ∈ Supp |Dpi1E | ∩ Ω such that the limit
νE(x) = lim
r→0
Dpi1E (B(x, r))
|Dpi1E | (B(x, r))
exists in Rd and satisﬁes |νE(x)| = 1. This set shall be denoted FE The function νE : FE → Sd−1
is called the generalized inner normal to E.
Remark 2.2.14. In the above deﬁnition, Ω is taken to be the largest open subset of Z such that
E is of locally ﬁnite pi-perimeter in Ω, so that, for every x ∈ Ω, there exists r > 0 such that the
quantity |Dpi1E | (B(x, r)) is ﬁnite.
Let us also mention the fact that, whatever absolutely continous measure we may work with,
both the reduced boundary and the generalized inner normal do not change. In other words, our
deﬁnition appears to be the same as Deﬁnition 3.54 from [3].
Theorem 2.2.15 ([3]). The measure |Dpi1E | is concentrated on FE, Dpi1E = νE |Dpi1E | and
|Dpi1E | = Hd−1pi |FE .
Proof. This is the adaptation of a theorem established by De Giorgi in the Euclidean setting (see
Theorem 3.59 in [3]). We just make the adaptation explicit. By Remark 2.2.1, Dpi1E = ϕpi.D1E ,
hence just as |D1E |, |Dpi1E | is concentrated on FE,
Dpi1E = ϕpi.D1E = ϕpiνE . |D1E | = νE . |Dpi1E | .
Eventually,
|Dpi1E | = ϕpi. |D1E | = ϕpi.Hd−1 |FE = Hd−1pi |FE .
Next theorem, due to Federer ([59], see also the earlier work of Vol'Pert [116]), states that the
two notions of boundary introduced above, are equivalent from the d− 1-dimensional Hausdorﬀ
measure's point of view. It is an important result and enables to use simultaneously both
deﬁnitions when it comes to work with boundaries.
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Theorem 2.2.16 ([59]). Let E be a set of ﬁnite pi-perimeter in Z. Then, denoting Eα =
{x ∈ Z ; D(E, x) = α} for every α ∈ [0, 1],
FE ∩ Z ⊆ E1/2 ⊆ ∂∗E and Hd−1pi
(
Z \ (E0 ∪ FE ∪ E1)) = 0.
In particular, FE ∩ Z and ∂∗E are Hd−1pi -equivalent sets
Proof of Proposition 2.2.13. Last theorem, together with Theorem 2.2.15, imply Proposition
2.2.13. Indeed, take Ω to be an open subset of Z and E to be a measurable subset of Z
having ﬁnite pi-perimeter in Ω. Theorem 2.2.16 yields in particular that,
Hd−1pi (FE ∩ Ω) = Hd−1pi (∂∗E ∩ Ω) .
Hence, by Theorem 2.2.15, for every Ω ⊆ Z,
Ppi(E,Ω) = |Dpi1E | (Ω) =
(
Hd−1pi |FE
)
(Ω) = Hd−1pi (FE ∩ Ω) = Hd−1pi (∂∗E ∩ Ω) .
If E does not have a ﬁnite pi-perimeter in Ω, then Hd−1pi (FE ∩ Ω) = +∞ and, therefore,
Hd−1pi (∂∗E ∩ Ω) = +∞.
Theorem 2.2.16 also allows to formulate a generalized coarea formula, however a straightfor-
ward consequence of the proof of Theorem 2.2.11.
Corollary 2.2.17 ([48]). Let u ∈ BVpi(Z) and f : Z → R be a measurable function, the following
holds : ∫
Z
f d |Dpiu| =
∫
R
(∫
∂∗Lu(t)
f dHd−1pi
)
dt. (2.14)
Proof. Let u and f be as in the statement. Theorem 2.2.11 establishes that the measures
|Dpiu| and ∫R ∣∣Dpi1Lu(t)∣∣ (.) dt are the same. Moreover, Theorems 2.2.15 and 2.2.16 imply that∣∣Dpi1Lu(t)∣∣ = Hd−1pi |∂∗Lu(t) . Therefore, approximating f by a sequence of step functions leads
to the result.
A consequence of Theorem 2.2.15 (together with Theorem 3.59 in [3]) about the regularity of
the essential boundary of a set of ﬁnite pi-perimeter due to De Giorgi, is the following theorem
(for the deﬁnition of a rectiﬁable set, see annex).
Theorem 2.2.18. Let E be a set of ﬁnite pi-perimeter in Z. Then ∂∗E is countably Hd−1-
rectiﬁable.
The notion of density furthermore allows to deﬁne a generalized notion of continuity, called
approximate continuity. Here is its deﬁnition, as given in [48] :
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Deﬁnition 2.2.7. Let Ω be an open subset of Z, u : Ω→ R be a measurable function and x ∈ Z,
the upper and lower approximate limits of u at x are deﬁned as
u+(x) = inf {t ∈ R ; D (Lu(t), x) = 0}
u−(x) = sup
{
t ∈ R ; D (u−1 ((−∞, t)) , x) = 0} .
We say that u is approximately continuous at x if u−(x) = u+(x) and set u˜(x) = u−(x) = u+(x)
the approximate limit of u at x. The set of all points where u is approximately continuous shall
be denoted Cu, and its complement in Z, the set of approximate discontinuity of u, Su = Z \Cu.
Remark 2.2.19. Both quantities u+(x) and u−(x) are not necessarily ﬁnite. At every point x ∈ Z,
u−(x) ≤ u+(x), the functions u+ and u− taking values in R∪{−∞,+∞}, are Borel measurable.
Moreover, for every t ∈ R, on ∂∗Lu(t), u− ≤ t ≤ u+.
If the function u is continuous, then, for every t ∈ R, Lu(t) and u−1 ((−∞, t)) are open,
moreover, u−1 ((−∞, t)) = Int (Lu(t)c). Hence, if t < u(x), then D
(
u−1 ((−∞, t), x)) = 0 and
t < u−(x), if, from the other hand, t > u(x), then D (Lu(t), x) = 0, and t > u+(x). Therefore,
u−(x) = u(x) = u+(x).
Let us add to this remark that, for any function of bounded weighted variation, the set
{z ∈ Z ; u−(z) 6= u+(z)} is pi-negligible. This can be proven using the coarea formula (this is
done e.g. in [36]).
A quite direct consequence of this deﬁnition is contained in the next proposition :
Proposition 2.2.20. Let u : Z → R be a measurable function, then, for every t ∈ R,
Z ∩ ∂∗Lu(t) ⊆ {x ∈ Z ; u−(x) ≤ t ≤ u+(x)} .
In particular,
Cu ∩ ∂∗Lu(t) ⊆ {x ∈ Z ; u˜(x) = t}
Proof. Let x ∈ Z ∩ ∂∗Lu(t), by deﬁnition, D(Lu(t), x) ∈ (0, 1), notice that t 7→ D (Lu(t), x)
is non-increasing, hence t ≤ u+(x). Moreover, t 7→ D
(
u−1 ((−∞, t)) , x) is non-decreasing,
and, coming back to the deﬁnition of the density and using the fact that u−1 ((−∞, t))c =
u−1 ([t,+∞)),
D
(
u−1 ((−∞, t)) , x) = 1−D (u−1 ([t,+∞)) , x) = 1−D (Lu(t), x) ∈ (0, 1) .
Hence u−(x) ≤ t. The second inclusion comes from the fact that Cu = {x ∈ Z ; u−(x) = u+(x)}.
Thus,
Cu ∩ ∂∗Lu(t) ⊆ Cu ∩ {x ∈ Z ; u−(x) ≤ t ≤ u+(x)} ⊆ {x ∈ Z ; u˜(x) = t} .
An equivalent deﬁnition of approximate limit is given in [3] (Deﬁnition 3.63) :
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Proposition 2.2.21. Let u ∈ L1loc(Z), u has an approximate limit at x ∈ Z, denoted by u˜(x), if
lim
r→0
∫
B(x,r)
|u(y)− u˜(x)| dyLd (B(x, r)) = 0.
In the same fashion, but one step further, the notion of approximate diﬀerentiability is deﬁned
as follows (see Deﬁnition 3.70 in [3]).
Deﬁnition 2.2.8. A function u ∈ L1loc(Z) is said to be approximately diﬀerentiable at a point
x ∈ Cu if there exists L ∈ Rd such that
lim
r→0
∫
B(x,r) |u(y)− u˜(x)− 〈L, y − x〉|
rLd (B(x, r)) dy = 0.
Whenever it exists, we shall write L = ∇u(x), we denote by Du the set of approximate diﬀeren-
tiability of u, into which we distinguish two subsets :
D0u = {x ∈ Du ; ∇u(x) = 0}
D+u = {x ∈ Du ; ∇u(x) 6= 0} .
Remark 2.2.22. Let us just mention that, if a function u is diﬀerentiable at a point x ∈ Z, then it
is approximately diﬀerentiable at this point, and its gradient and approximate gradient coincide,
this is a consequence of Lebesgue's diﬀerentiation theorem.
The next theorem is due to Calderón and Zygmund ([38], see [3], Theorem 3.83) :
Theorem 2.2.23 ([38]). Any function u ∈ BVpi(Z) is approximately diﬀerentiable at pi-almost
every point of Z. Moreover, the approximate diﬀerential ∇u is the density of the absolutely
continuous part of Dpiu with respect to pi.
Remark 2.2.24. The use of the Euclidean norm in the whole section is implicit. However, it is
possible to deﬁne all the notions surrounding functions of bounded (weighted) variation. Let us
enumerate, all the slight changes implied by this modiﬁcation without fully entering the technical
aspects : consider N to be a norm on Rd with dual norm denoted by N∗, for x ∈ Rd,
N∗(x) = sup
y∈Rd\{0}
〈x, y〉
N(y)
.
There are two ways to operate the change of norm, and we pass from one way to the other by
exchanging the roles played by N and its dual norm N∗. In this remark, we choose to keep
an analogy with the Minkowski content, so we redeﬁne the diﬀerent objects in order that it
corresponds with the Minkowski content in the metric measured space (Z,N, pi). Hence, if u is
a smooth function on Z, then |Dpiu|N (B) =
∫
B N
∗ (∇u) dpi for every Borel measurable subset
B of Z.
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- At Deﬁnition 2.2.2, the (pi,N)-variation of u ∈ L1loc(Z) in Ω open subset of Z is deﬁned as
follows :
Vpi,N (u,Ω) = sup
{∫
Ω
u divh dLd ; h ∈ C∞c (Ω)d, N(h) ≤ ϕpi
}
,
and we denote Vpi,N (u,Ω) = |Dpiu|N∗ (Ω) if u ∈ BVpi,N (Ω), the notation comes from the
fact that |Dpiu|N∗ is (locally) N∗ (Dpiu). Remark 2.2.3 is still valid. The proof follows
the same lines, using the corresponding modiﬁed notion of total variation and subtituting
the N − N∗ duality to the Hilbert character of (Rn, |.|2). Observe that, as all norms on
Rd are equivalent, there is only one notion of bounded variation : BVpi,N (Z) = BVpi(Z).
Moreover, if u ∈ BVpi(Z), then the measures |Dpiu| and |Dpiu|N∗ are mutually absolutely
continuous with respect to each other.
It is then possible to deﬁne the corresponding perimeter, we call it (pi,N)-perimeter and
denote it PNpi .
- Theorem 2.2.4 (and Deﬁnition 2.2.3) hold with N∗ instead of |.|. The proof of Theorem
2.2.4 relies on the properties of the vector-valued distributional derivative of a BV function,
on the lower semicontinuity of the variation functional and on the properties of the total
variation functional, all of these still valid. As a straightforward consequence, Theorem
2.2.10 also holds.
- Deﬁnition 2.2.4 is changed in the same fashion as Deﬁnition 2.2.2.
- At Theorem 2.2.8, νE,N takes values in S
d−1
N∗ the unit sphere forN
∗,Dpi1E = νE,N |Dpi1E |N∗ ,
in particular, |νE,N |2 = 1|νE |N∗ , and the generalized Gauss-Green formula becomes
∀h ∈ C1c (Ω)d
∫
E
divh dx = −
∫
Ω
〈νE,N , h〉
ϕpi
d |Dpi1E |N∗ .
- Proposition 2.2.9 holds without change since it only concerns the vector-valued distribu-
tional derivative.
- At Deﬁnition 2.2.6, we can replace |Dpi1E | by |Dpi1E |N∗ , the resulting vector-valued func-
tion appears then to be νE,N , hence Hd−1pi - almost everywhere on ∂∗E,
|Dpi1E |N∗ = |νE |N∗ |Dpi1E | = |νE |N∗ Hd−1pi |∂∗E .
Therefore,
PNpi (E) =
∫
∂∗E
|νE |N∗ dHd−1pi .
- The coarea formula (2.13) and the weighted coarea formula (2.14) hold in the following
way : for every u ∈ BVpi,N (Z), every Borel subset B of Z, and every Borel measurable
function f : Z → R,
|Dpiu|N∗ (B) =
∫
R
∣∣Dpi1Lu(t)∣∣N∗ (B) dt and ∫
Z
f d |Dpiu|N∗ =
∫
R
(∫
∂∗Lu(t)
f
∣∣νLu(t)∣∣N∗ dHd−1pi
)
dt.
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Let us just underline the fact that, if u is smooth, then, for every t ∈ R, ∣∣νLu(t)∣∣N∗ = |∇u|N∗|∇u|2 .
The proofs of these two formulas rely on the vector coarea formula, which, of course, is
the same as no norm is involved, the approximation property of Theorem 2.2.4, the lower
semicontinuity of the variation functional and the coarea formula for smooth functions.
It is also possible to rebuild everything from the beginning, starting from deﬁning another
Hausdorﬀ measure (replace Euclidean unit balls by "N -balls" in its deﬁnition, see appendix). We
shall brieﬂy make use of some of these modiﬁed statements and deﬁnitions at the end of Section
5, but we do not go deeper into the details, as it is not useful in this chapter, and as it would
surely need to be precisely developped. Let us just add that a quick treatment of the notions of
Geometric Mesure Theory for a non-Euclidean norm (along with some cases of symmetrization
and Polya-Szegö inequalities) can be found in [2]. Furthermore, for some considerations about
anisotropic energies, i.e. another point of view on perimeters deﬁned with respect to a non-
Euclidean norm, we refer to Section 20 of [87], in particular Subsection 20.2 dealing with the
Wulﬀ problem.
2.3 Isoperimetry on R and extremal half-lines
In this section, we study the isoperimetric problem on an open subinterval I = (a, b) of R (a
and b are not necessarily ﬁnite). I is equipped with an absolutely continuous measure and the
classical Euclidean distance, the aim is to formulate a necessary and suﬃcient condition under
which a particular class of subsets is a family of extremal sets for the isoperimetric problem. We
denote by Φ the distribution function of µ :
Φ : t 7→ µ ((a, t)) .
We denote µ (I) by m and make the following two additional assumptions :
- for every t ∈ R, Φ(t) < +∞,
- the density ϕ of µ is continuous and positive on I.
In particular, for every interval (α, β) such that a < α < β < b, the two well-known notions of
perimeter coincide :
- the Minkowski content of (α, β) is
µ+ ((α, β)) = lim inf
r→0
µ ((max(α− r, a),min(β + r, b)))− µ ((α, β))
r
= Φ′(α)+Φ′(β) = ϕ(α)+ϕ(β).
- the measure-theoretic perimeter of (α, β) is
Pµ ((α, β)) =
∫
∂∗(α,β)
dH0µ = H0µ ({α}) +H0µ ({β}) = ϕ(α) + ϕ(β).
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Let us introduce the function Jµ = ϕ ◦ Φ−1, deﬁned on (0,m). For every p ∈ (0,m),
Jµ(p) = Pµ
((
a,Φ−1(p)
))
. Furthermore, we decide that Jµ(0) = 0 and, if m is ﬁnite, that
Jµ(m) = 0, notice that these two assumptions correspond to the perimeters of ∅ and I.
Proposition 2.3.1. The family of open intervals ((a, t))a<t is a family of extremal sets for the
isoperimetric problem associated to (I, |.| , µ) if and only if the following condition is fulﬁlled :
∀p, u ∈ (0,m) such that u+ p ≤ m Jµ(p) ≤ Jµ(u) + Jµ(u+ p). (2.15)
Remark 2.3.2. It is obvious that every log-concave measure with density on the real line satisﬁes
(2.15). However, the converse is not true and condition (2.15) appears to be weaker than log-
concavity, and it is possible to ﬁnd examples of absolutely continuous measures on the real line
satisfying this condition but which are not log-concave (see e.g. Remark 3.5 of [19]).
Lemma 2.3.3. Let V ⊆ R∗+ be a set of ﬁnite µ-perimeter, then ∂∗V is at most countable,
only contains isolated points and, considering (tn)n the sequence of elements of ∂
∗V arranged by
increasing order, V has same measure and µ-perimeter as the open set Vo deﬁned as follows :
- if ∂∗V = {t1, ..., tk} is ﬁnite, then, if k is odd, then
Vo = (a, t1) ∪
⋃
1≤j≤ k−1
2
(t2j , t2j+1) or Vo =
⋃
1≤j≤ k−1
2
(t2j−1, t2j) ∪ (tk, b) ,
whereas, if k is even, then
Vo = (a, t1) ∪
⋃
1≤j≤ k
2
−1
(t2j , t2j+1) ∪ (tk, b) or Vo =
⋃
1≤j≤ k
2
(t2j−1, t2j) .
- If ∂∗V is not ﬁnite, then at least a or b is not bounded and, if a = −∞ and b is ﬁnite, then
Vo =
⋃
j≤−1
(t2j−1, t2j) or Vo =
⋃
j≤−2
(t2j , t2j+1) ∪ (t−1, b) ,
if a is ﬁnite and b = +∞, then
Vo = (a, t1) ∪
⋃
1≤j
(t2j , t2j+1) or Vo =
⋃
1≤j
(t2j−1, t2j) ,
whereas, if a = −∞ and b = +∞, Vo is as described above or
Vo =
⋃
j∈Z
(t2j , t2j+1) .
Proof. This is just a consequence of Proposition 3.52 in [3]. The adaptation to the present setting
uses the fact that ϕ is positive and continuous on I.
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Proof of Proposition 2.3.1. Let us ﬁrst assume that ((a, t))a<t is a family of extremal sets for the
isoperimetric problem associated to (I, |.| , µ) and prove that (2.15) occurs. Let p ∈ (0,m), then,
for every u ∈ (0,m) such that u + p ≤ m, (Φ−1(u),Φ−1(u+ p)) is an interval of measure p (if
u+ p = m, then Φ−1(u+ p) is taken to be b), hence
Jµ(p) = Pµ
((
a,Φ−1(p)
)) ≤ Pµ ((Φ−1(u),Φ−1(u+ p))) = Jµ(u) + Jµ(u+ p).
Let us now prove the other direction, we asume that (2.15) holds, and take p ∈ (0,m), then,
for every open interval I of measure p, using what preceeds,
Pµ
((
a,Φ−1(p)
)) ≤ Pµ(I).
Let H and K be two disjoint open intervals such that µ(H) + µ(K) = p, let h = µ(H) > 0
and k = µ(K) > 0. Then there exists u, v ∈ I such that H = (Φ−1(u),Φ−1(u+ h)) and
K =
(
Φ−1(v),Φ−1(v + k)
)
. Without loss of generality, we assume that Φ−1(u + h) ≤ Φ−1(v),
then, applying (2.15) three times in a row,
Pµ (H ∪K) = Jµ(u) + Jµ(u+ h) + Jµ(v) + Jµ(v + k)
≥ Jµ(h) + Jµ(v) + Jµ(v + k)
≥ Jµ(v − h) + Jµ(v + k)
≥ Jµ(h+ k) = Jµ(p) = Pµ
((
a,Φ−1(p)
))
.
Let now W ⊆ R∗+ be a measurable set such that µ(W ) = p, thanks to Lemma 2.3.3, we can
assume without loss of generality that W is open in R∗+, i.e. a countable union of open intervals
:
W =
⋃
i∈I
(
Φ−1 (ai) ,Φ−1 (bi)
)
,
with
∑
i∈I
(bi − ai) = p. Thus Pµ(W ) =
∑
i∈I
(Jµ (bi) + Jµ (ai)). By induction, we prove that, for
every j ≤ sup I,
Jµ
 ∑
i∈I∩{1,...,j}
(bi − ai)
 ≤ ∑
i∈I∩{1,...,j}
(Jµ (bi) + Jµ (ai)) .
Therefore,
Jµ(p) ≤
∑
i∈I
(Jµ (bi) + Jµ (ai)) = Pµ(W ).
Remark 2.3.4. In their AMS memoir ([29]), S. Bobkov and C. Houdré study the isoperimetric on
the real line in the setting of probability measures. They formulate a slightly diﬀerent condition
equivalent to having the half-lines extremal in the isoperimetric problem (notice that left-sided
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half-lines and their complements have same perimeter, yielding the map Jµ to be symmetric
about 12) :
∀p, q ∈ (0, 1) such that p+ q ≤ 1 Jµ(p+ q) ≤ Jµ(p) + Jµ(q). (2.16)
This condition, under the assumption that the measure is ﬁnite, is actually equivalent to (2.15).
Indeed, assuming without loss of generality that m = 1, let p, q ∈ (0, 1) such that p + q ≤ 1.
Then, starting from (2.15) and taking v = 1− p− q and u = q, then u+ v = 1− p ≤ 1 and
Jµ(1− p− q) ≤ Jµ(q) + Jµ(1− p),
which implies (2.16), using the symmetry of Jµ. About the reverse direction, assuming (2.16),
let u, v ∈ (0, 1) such that u+ v ≤ 1, take p = u and q = 1− u− v, then p+ q = 1− v ≤ 1 and
Jµ(1− v) ≤ Jµ(u) + Jµ(1− u− v),
which leads to (2.15), again using the symmetry of Jµ. The condition of Proposition 2.3.1 is,
however equivalent to the one given by C. Borell in [34].
Remark 2.3.5. The proof of Bobkov and Houdré given in [29] in the setting of a probability
measure uses the perimeter of the complement of the candidate sets. This method is also used
in the proof above, although without mentioning it. Indeed, at the point when the perimeters
of
(
a,Φ−1(p)
)
and
(
Φ−1(u),Φ−1(u+ h)
) ∪ (Φ−1(v),Φ−1(v + k)) are compared, the ﬁrst step
establishes that
Pµ
((
a,Φ−1(h)
)) ≤ Pµ ((Φ−1(u),Φ−1(u+ h))) ,
and then the second step shows that
Pµ
((
Φ−1(v − h),Φ−1(v + k))) ≤ Pµ ((a,Φ−1(h)) ∪ (Φ−1(v),Φ−1(v + k))) .
This inequality is actually equivalent to the following
Pµ
((
a,Φ−1(v − h))) ≤ Pµ (Φ−1(h),Φ−1(v)) ,
where the aforementioned intervals are the complements in
(
a,Φ−1(v + k)
)
of
(
Φ−1(v − h),Φ−1(v + k))
and
(
a,Φ−1(h)
) ∪ (Φ−1(v),Φ−1(v + k)) respectively, and the above inequality is particular case
of (2.15). The third step if a straightforward application of (2.15).
2.4 Functions of bounded weighted variation and rearrangement
In this section, n ≥ 1 is an integer, ν is an absolutely continuous Borel measure with density
ϕν on an open subset X of Rn, and µ is an absolutely continuous Borel measure on an open
subinterval I of R with density ϕ and distribution function Φ such that
- ϕν and ϕ are positive and continuous respectively on X and I,
- µ(R) = ν (X) ∈ R∗+ ∪ {+∞},
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- for every t ∈ R, Φ(t) = µ ((−∞, t)) < +∞.
For every measurable function g deﬁned on a metric measured space (Z, pi), we deﬁne
- for t ∈ R, Lg(t) = {x ∈ X ; g(x) > t} = g−1 ((t,+∞)), the superlevel sets of g,
- for A a Borel subset of R, pig(A) = pi
(
g−1(A)
)
, pig = g#pi, the image measure of pi by g,
- for t ∈ R, Ng(t) = pig((t,+∞)) = pi (Lg(t)), the law of g under the measure pi.
Until the end of the section, we deal with properties of rearranged functions assuming some-
times some regularity for the initial one, and with behavior of functions and their gradients along
their level surfaces. In order to deﬁne a way to rearrange functions, we introduce in deﬁnition
below a set transformation, which we call symmetrization that maps a Borel subset of X to a
particular open subset of R. This kind of symmetrization onto the real line equipped with a
non-Lebesgue measure has already been studied by a lot of authors, let us just refer to Ehrhard
([54],[55]), Betta, Brock, Mercaldo and Posteraro ([19]), Ros also presents it in his survey ([107]).
Most of the results stated below are taken from the work of Cianchi and Fusco ([48]), and adapted
to the present setting.
Deﬁnition 2.4.1. If U ⊆ X is measurable, then
U∗ =
(−∞,Φ−1 (ν(U))) .
Starting from this deﬁnition, we also build the symmetrization on functions : f∗ is the function
deﬁned on R as follows
f∗(x) = sup
{
t ; Φ−1 (Nf (t)) > x
}
. (2.17)
This deﬁnition is equivalent to say that, for every t ∈ R, Lf∗(t) = (Lf (t))∗.
Remark 2.4.1. Let us brieﬂy justify the equivalence between the two aforementioned deﬁnitions.
Assuming (2.17), for every x, t ∈ R,
f∗(x) > t⇔ Φ−1 (Nf (t)) > x.
Hence Lf∗(t) =
(−∞,Φ−1 (Nf (t))) = (Lf (t)∗). Conversely, assuming the latter inequality,
x ∈ Lf∗(t) means Φ−1 (Nf (t)) > x, equality (2.17) follows.
Remark 2.4.2. Notice that, for every measurable subset U of X, ν (U) = µ (U∗).
Moreover, if f : X → R is a measurable function, then νf = µf∗ , and, for every t ∈ R,
Nf∗(t) = µf∗((t,+∞)) = νf ((t,+∞)) = Nf (t).
We shall denote by Iν the isoperimetric proﬁle associated to (Rn, |.| , ν), and Jµ : p 7→
ϕ
(
Φ−1(p)
)
gives the µ-perimeter of the interval
(−∞,Φ−1(p)) having measure equal to p. Some
of the results stated in this chapter, in particular the Polya-Szegö type inequalities, shall rely on
the assumption of the following isoperimetric inequality :
Iν ≥ Jµ
L
, (2.18)
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where L > 0 is a constant.
Let us start by stating some basic facts about the regularity and the behavior of a rearranged
function. The ﬁrst lemma below is actually very intuitive :
Lemma 2.4.3. Let f : X → R be a measurable function, then f∗ is non-increasing, right-
continuous, admits left-hand limits everywhere, and, for every t ∈ R,
Lf∗(t) =
(−∞,Φ−1 (Nf (t))) . (2.19)
Moreover, for every t ∈ R such that Nf (t) ∈ (0,m), ∂∗Lf∗(t) =
{
Φ−1 (Nf (t))
}
.
Proof. If t ≤ s, then {
r ; Φ−1 (Nf (r)) > s
} ⊆ {r ; Φ−1 (Nf (r)) > t} .
Therefore, f∗ is non-increasing. Hence, it admits left and right-hand limits at every point of R.
Let now t ∈ R, and (tn)n∈N be a decreasing sequence converging to t.
Let us distinguish two cases : in the ﬁrst case, there exists s > t such that f∗(s) = f∗(t),
then it is possible to ﬁnd an integer q such that, whenever n ≥ q, tn ≤ s, which implies that the
sequence (f∗ (tn)) is stationary, and then converges to f∗(t).
In the second case, for every s > t, f∗(s) < f∗(t). Let us take an arbitrary  > 0, then
t ∈ Lf∗(f∗(t) − ), which is an open set, so there exists q ∈ N such that, for every n ≥ q,
tn ∈ Lf∗(f∗(t)− ) = Lf (f∗(t)− )∗, which means that f∗(t) > f∗ (tn) > f∗(t)− . This proves
the convergence of (f∗ (tn))n∈N to f
∗(t).
Turning to the last part of the lemma, let t ∈ R, then
Lf∗(t) = (Lf (t))
∗ =
(−∞,Φ−1 (ν (Lf (t)))) = (−∞,Φ−1 (Nf (t)))) .
Eventually, if α ∈ R, then
∂∗ (−∞, α) = {α} .
Remark 2.4.4. The fact that, for every t ∈ R, the level line ∂∗Lf∗(t) is a single point is an
important fact that will play a role in the proof of Polya-Szegö type inequalities (Propositions
2.5.5 to 2.5.8).
Next two propositions are classical. The ﬁrst is a mere consequence of the fact that a function
and its rearranged version are equimeasurable (see [77] for the classical setting).
Proposition 2.4.5. Let f : X → R be a measurable function and A : R → R be a non-negative
Borel measurable function. Then ∫
X
A(f) dν =
∫
R
A (f∗) dµ.
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Proof. First, let us assume that A = 1(t,+∞) for some t ∈ R. Then,∫
X
A(f) dν = ν (Lf (t)) = Nf (t) = µ (Lf∗(t)) =
∫
R
A (f∗) dµ.
By a standard argument, the integral equality is still valid if A is the characteristic function of
any Borel measurable set, hence for any step function, and therefore, by approximation, for any
Borel measurable function.
Proposition 2.4.6 below establishes that a non-increasing function is already a rearrangement
(e.g. of itself), up to a set of measure zero.
Proposition 2.4.6. Let f : X → R be a measurable function, and let ψ : R → R be non-
decreasing, then, µ-almost everywhere on R,
ψ ◦ f∗ = (ψ ◦ f)∗ .
Proof. The function, being non-decreasing over R, is (µ-)almost everywhere continuous, let us
assume that ψ is continuous, since this kind of modiﬁcation does not change what we want to
establish. Hence, for every t ∈ R, Lψ◦f∗(t) = (−∞, αt). Moreover,
µ (Lψ◦f∗(t)) = µ
(
(f∗)−1 (Lψ(t))
)
= µf∗ (Lψ(t))
= νf (Lψ(t))
= ν
(
f−1 (Lψ(t))
)
= ν (Lψ◦f (t)) = µ
(
L(ψ◦f)∗(t)
)
.
Thus, ψ ◦ f∗ and (ψ ◦ f)∗ are equimeasurable and both admits half-lines going to −∞ as level
sets, they are consequently equal as functions.
In order to study rearranged versions of functions, we need to give some information on
their regularity properties. The next lemma holds without assuming anything about the original
function, and it appears that the regularity consequence on f∗ is as good as it gets when nothing
more that measurability is assumed about the original function.
Lemma 2.4.7. Every monotone function on R belongs to BVµ,loc(R). For every measurable
function f : X → R, f∗ ∈ BVµ,loc(R).
Proof. Let g : R → R be a monotone function. The measure µ has a density which is ﬁnite
everywhere on R, therefore, for every interval I, Pµ(I) < +∞. Let U be an open bounded subset
of R, there exists an open bounded interval J = (a, b) such that U ⊆ J . Then, using the coarea
formula 2.2.11,
Vµ (g, U) ≤ Vµ (g, J) =
∫
R
Pµ (Lg(t), J) dt =
∫ g(a)
g(b)
Pµ (Lg(t)) dt < +∞.
This implies that g ∈ BVµ(U).
In particular, if f : X → R is measurable, then, by Lemma 2.4.7, f∗ non-increasing, and
therefore belongs to BVµ,loc(R).
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The isoperimetric inequality (2.18) allows to transfer the bounded variation property from a
function deﬁned on X to its rearranged version.
Lemma 2.4.8. Let f ∈ BVν(X), assume that there there exists a constant L > 0 (2.18) is
satisﬁed :
Iν ≥ Iµ
L
,
then f∗ ∈ BVµ(R).
Proof. Lemma 2.4.7 already yields the fact that f∗ ∈ BVloc,µ(R). The isoperimetric inequality is
then the key allowing us to transfer the BV property from f to f∗, remembering that, for every
t ∈ R, ν (Lf (t)) = µ (Lf∗(t)) and that Pµ (Lf∗(t)) = ϕ
(
Φ−1 (Nf (t))
)
= Jµ (Nf (t)). Using the
coarea formula 2.2.11 and the isoperimetric inequality,
|Dµf∗| (R) =
∫
R
Pµ (Lf∗(t)) dt
≤ L
∫
R
Pν (Lf (t)) dt
= |Dνf | (X) < +∞.
where the last quantity is ﬁnite because f ∈ BVν (X).
Here starts a ﬁner study of the law Nf of a function f . The aim is to know more about
the behavior of f along its level lines (the essential boundaries of its level sets), see Proposition
2.4.10. In particular, it will appear that the rarranged function f∗ behaves very nicely on its
level lines (see Proposition 2.4.11). This study is taken from the work of Cianchi and Fusco in
[48], the only slight changes reside in the adaptation of their statements and proofs from the
classical setting to ours (see the beginning of the Section).
Lemma 2.4.9. Let f : X → R be a measurable function, then Nf is right-continuous, admits
left-hand limits everywhere. Moreover, Nf ∈ BVloc(R) and DNf = µf∗ = νf .
Proof. Being non-increasing, Nf ∈ BVloc (R), and admits left and right-hand limits everywhere,
let us show that it is right-continuous. Take r ∈ f∗(R) and (rn)n∈N and decreasing sequence that
converges to r. Then ⋃
n∈N
(rn,+∞) = (r,+∞),
thus,
Nf (rN ) = µf∗ ((rN ,+∞)) = µf∗
 ⋃
1≤n≤N
(rn,+∞)
 −→
N→+∞
µf∗((r,+∞)) = Nf (r).
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Let us prove the last part of the lemma. Let h ∈ C∞c (R) be taken arbitrarily. Then, using
Fubini's theorem, ∫
R
h(x) dDNf (x) = −
∫ +∞
−∞
h′(x)νf ((x,+∞)) dx
= −
∫ +∞
−∞
h′(x)
(∫ +∞
x
dνf (t)
)
dx
= −
∫ +∞
−∞
∫ +∞
x
h′(x) dνf (t)dx
= −
∫ +∞
−∞
∫ t
−∞
h′(x) dxdνf (t)
=
∫ +∞
−∞
h(t) dνf (t).
This puts an end to the proof of the lemma.
Before focusing on the eﬀects of rearrangement on energy functionals, like the perimeter for
example, we need to understand in a ﬁner way the relation between the law of a BV function
and its level sets. Next propositions sheds some light on it.
Proposition 2.4.10 ([48]). Let f ∈ BVν(X), then, for every t ∈ R,
Nf (t) = ν
(
Lf (t) ∩ D0f
)
+
∫ +∞
t
∫
∂∗Lf (τ)
1D+f
|∇f | dH
n−1
ν dτ. (2.20)
This formula is also valid for the rearranged version of f :
Nf (t) = µ
(
Lf∗(t) ∩ D0f∗
)
+
∫ +∞
t
∫
∂∗Lf∗ (τ)
1D+
f∗∣∣(f∗)′∣∣ dH0µdτ.
Proof. Theorem 2.2.23 states that ν (X \ Df ) = 0. Hence, if E ⊆ X is a Borel set, then
ν(E) =
∫
X
1E∩Dfdν =
∫
X
1E∩D0fdν +
∫
X
1E∩D+f dν.
The ﬁrst part of this last term can be written under an alternative form :∫
X
1E∩D0fdν = ν
(
E ∩ D0f
)
.
Whereas, since |Dν,sf ||Df = 0, (where Dν,sf is the singular part of Dνf and Dν,af its absolutely
continuous part),∫
X
1E∩D+f
|∇f | d |D
νf | =
∫
X
1E∩D+f
|∇f | d |D
ν,af |+
∫
X
1E∩D+f
|∇f | d |D
ν,sf |
=
∫
X
1E∩D+f
|∇f | |∇f | dν =
∫
X
1E∩D+f dν.
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The coarea formula then brings
∫
X
1E∩D+f
|∇f | d |D
νf | =
∫
R
∫
∂∗Lf (τ)
1E∩D+f
|∇f | dH
n−1
ν dτ.
Thus,
ν(E) = ν
(
E ∩ D0f
)
+
∫
R
∫
∂∗Lf (τ)
1E∩D+f
|∇f | dH
n−1
ν dτ.
Take, for t ∈ R, E = Lf (t), for this set, ∂∗Lf (τ) ∩ Lf (t) ∩ D+f equals ∂∗Lf (τ) ∩ D+f if τ > t
and is empty otherwise. Hence,
Nf (t) = ν (Lf (t)) = ν
(
Lf (t) ∩ D0f
)
+
∫ +∞
t
∫
∂∗Lf (τ)
1E∩D+f
|∇f | dH
n−1
ν dτ.
The same argument holds for the rearranged version of f , as Nf = Nf∗ by deﬁnition.
One of the key elements for the proof of Polya-Szegö-type inequalities relies on estimates
along the essential boundaries of level sets. In the case of the rearranged function, this estimate
is pointwise, the essential boundaries of almost every level set being a single point (see Corollary
2.4.15). Next proposition sums this up. The proof is nevertheless a bit more complicated than
for the latter proposition, and relies on several lemmas.
Proposition 2.4.11 ([48]). Let f ∈ BVν(X), then, for L1-almost every t ∈ R,
−N ′f (t) ≥
∫
∂∗Lf (t)
dHn−1ν
|∇f | . (2.21)
Moreover, for L1-almost every t ∈ f∗
(
D+f∗
)
,
−N ′f (t) =
∫
∂∗Lf∗ (t)
dH0µ∣∣(f∗)′∣∣ = H
0
µ ({f∗ = t})∣∣(f∗)′∣∣|{f∗=t} . (2.22)
and, for L1-almost every t ∈ R \ f∗
(
D+f∗
)
, N ′f (t) = 0.
The ﬁrst lemma is devoted to the ﬁrst formula of Proposition 2.4.11.
Lemma 2.4.12. Let f ∈ BVν(X), assume that (2.18) holds, then for L1-almost every t ∈ R,
Hn−1ν
(
∂∗Lf (t) ∩ D0f
)
= 0. (2.23)
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Proof. This lemma is actually a consequence of the (weighted) coarea formula (see Corollary
2.2.17) :
0 =
∫
X
1D0f |∇f | dν =
∫
X
1D0f d |D
νf |
=
∫
R
(∫
∂∗Lf (t)
1D0f dH
n−1
ν
)
dt
=
∫
R
Hn−1ν
(D0f ∩ ∂∗Lf (t)) dt.
This proves the lemma.
Let us now focus on the tools needed to prove the second part of Proposition 2.4.11. The idea
is that a monotone function u deﬁned on a real interval behaves quite simply in the neighbourhood
of points where its approximate gradient exists and is diﬀerent from zero, i.e. on D+u .
Lemma 2.4.13 ([48]). Let K be an open interval and let v ∈ BVµ(K). Then
L1 (v˜ (D0v)) = 0.
Moreover, if K is bounded, then the function h : R→ R+, deﬁned by
∀t ∈ R h(t) = µ (D0v ∩ Lv(t))
is non-increasing, right-continuous and h′(t) = 0 for almost every t ∈ R.
Proof. Let v ∈ BVµ(K), we claim that v ∈ BVloc(I∩K). Indeed, if J ⊆ I∩K is a compact open
subinterval of I ∩K, then, ϕ being positive and continuous over I, it admits a positive inﬁmum
on J , which we denote by mJ . From this fact, we deduce that, for every Borel subset U of R,
PL1(U, J) ≤
1
mJ
Pµ(U, J).
Hence, using the coarea formula,
V (v, J) =
∫
R
PL1 (Lv(t), J) dt ≤
1
mJ
∫
R
Pµ (Lv(t), J) dt =
Vµ(v, J)
mJ
< +∞.
The function v admits a right-continuous representative which coincides with v˜ on Cv, hence
on D0v , so it is suﬃcient to prove that L1
(
v
(D0v)) = 0. Let a and b such that I = (a, b), the total
variation of |Dv| appears to be the classical pointwise variation of v in (a, b) (see Deﬁnition 3.26
and Theorem 3.27 in [3]) :
|Dv| (K) = sup
 ∑
1≤i≤n
|v (ti+1)− v (ti)| ; n ≥ 1, a < t1 < ... < tn+1 < b
 .
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Therefore, L1 (v(K)) ≤ |Dv| (K). For every open subset U of R containing D0v , this yields
L1 (v (D0v)) ≤ L1 (v(U)) ≤ |Dv| (U).
Taking the inﬁmum over such open subsets brings
L1 (v (D0v)) ≤ |Dv| (D0v) = ∫
D0v
∣∣v′∣∣ dL1 = 0.
Consequently, there exists a Borel set F0 containing v
(D0v) for which L1 (F0) = 0. Let us
take a closer look at the function h, it makes no doubt that it is non-increasing, as the family of
level-sets (Lv(t))t∈R is. It is also right-continuous, exactly for the same reason the function N is
right-continuous (see the proof of Lemma 2.4.9). For every α < β, h(α) − h(β) = |Dh| ((α, β]),
thus for every Borel set B
µ
(D0v ∩ v−1(B)) = |Dh| (B).
Moreover, D0v ∩ v−1 (R \ F0) = ∅. Indeed, if x ∈ v−1 (R \ F0), then v(x) ∈ R \ F0 ⊆ R \ v
(D0v).
Hence,
|Dh| (R \ F0) = µ
(D0v ∩ v−1 (R \ F0)) = 0.
Therefore, |Dh| is concentrated on F0 and h′(t) = 0 for almost every t ∈ R.
Lemma 2.4.14 ([48]). Let K be an open interval and let v : K → R be a monotone function.
Then
- for every Borel set F ⊆ K, v(F ) is a Borel set,
- if v is approximately diﬀerentiable at t0 and v′ (t0) 6= 0, then v−1 ({v (t0)}) = {t0}.
Proof. Without loss of generality, we may assume that v is right-continuous and non-decreasing
(only by changing if necessary a countable quantity of values of v). Let Jv be the jump set of v,
i.e. the set of points t ∈ K where v(t) 6= lim
s→t s<tv(s). Let G = {G ⊆ K ; v(G) is a Borel set }.
Any interval (α, β) belongs to G, since
v ((α, β)) = (v(α), v(β)) \
⋃
s∈Jv
[v−(s), v+(s)) ,
which is a Borel set. Clearly, G is closed under countable unions. Let G ∈ G, then
v(K) \ v(G) ⊆ v (K \G) ⊆ (v(K) \ v(G)) ∪N,
where N =
{
t ∈ v(K) ; H0 (v−1 ({t})) > 1} is a countable set. This proves that G is a σ-algebra,
hence G = B(K).
Since v is non-decreasing, v′ (t0) > 0, t0 ∈ D+v ⊆ Cv. Hence, since v is monotone, it is
continuous in the usual sense at t0, and v˜ (s0) = v (s0). If there existed η > 0 such that
v (t0 + η) = v (t0), then, for every  ∈ (0, η),
0 = lim
→0
1
2
∫ t0+
t0
∣∣v(t)− v (t0)− v′ (t0) (t− t0)∣∣ dt = lim
→0
1
2
∫ t0+
t0
v′ (t0) (t− t0) dt = v
′ (t0)
2
6= 0.
This is a contradiction. We show v (s0 − η) 6= v (s0) for every η > 0 with the same argument.
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As a consequence of this lemma and the previous one, we can formulate the following :
Corollary 2.4.15. Let f ∈ BVν(X) and assume that (2.18) holds. Then
- for L1-almost every t ∈ f(X), ∂∗Lf∗(t) = (f∗)−1 ({t}) ⊆ Cf∗,
- for L1-almost every t ∈ f∗
(
D+f∗
)
, ∂∗Lf∗(t) = (f∗)−1 ({t}) =
{
(f∗)−1 (t)
}
⊆ D+f∗.
Next lemma, rather technical, is mentioned as a fact in [48], and plays a role in the proof of
Proposition 2.22. We provide below a proof adpated to our setting.
Lemma 2.4.16 ([48]). Let f ∈ BVν(X) and assume that (2.18) holds :
Iν ≥ Iµ
L
,
then, for every t ∈ R,
t ∈ f∗
(
D+f∗
)
and Nf (t) = Φ(r)⇔ r ∈ ∂∗Lf∗(t) ∩ D+f∗ .
Proof. By Lemma 2.4.8, f∗ ∈ BVµ(R). Let us ﬁrst assume that r ∈ ∂∗Lf∗(t) ∩ D+f∗ , then, by
(2.19), Nf (t) = Φ(r). Moreover, r ∈ D+f∗ ⊆ Cf∗ , hence, by (2.17), f∗(t) = r ∈ f∗
(
D+f∗
)
.
Conversely, assume that t ∈ f∗
(
D+f∗
)
and Nf (t) = Φ(r), then Lemma 2.4.14 asserts that
(f∗)−1 ({t}) contains a single element, namely s, which necessarily belongs to D+f∗ .
We claim that N(t) = Φ(s). In order to establish this assumption, let us underline two facts
:
- for every a ∈ R, N (f∗(a)) ≤ Φ(a). This comes from the fact that a /∈ Lf∗ (f∗(a)), so
recalling the expression of the level sets of f∗,
N (f∗(a)) = ν (Lf∗ (f∗(a))) ≤ Φ(a).
- for every b ∈ R, f∗ (Φ−1(N(b))) ≤ b. Indeed, Lf∗(b) = (−∞,Φ−1(N(b))), so Φ−1(N(b)) /∈
Lf∗(b), this yields the claim.
If we had N(t) < Φ(s), then, by Lemma 2.4.14, it would occur that f∗
(
Φ−1(N(t))
)
> t, which
contradicts the ﬁrst fact above. Hence, by the second fact, N(t) = Φ(s).
Therefore, Φ−1(N(t)) ∈ f∗
(
D+f∗
)
, and consequently r = s = Φ−1(N(t)) ∈ ∂∗Lf∗(t).
All the required ingredients are exposed, it is now possible to prove Proposition 2.4.11.
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Proof of Proposition 2.4.11. By Proposition 2.4.10, for every t ∈ R,
Nf (t) = ν
(
Lf (t) ∩ D0f
)
+
∫ +∞
t
∫
∂∗Lf (τ)
1D+f
|∇f | dH
n−1
ν dτ.
The map t 7→ ν
(
Lf (t) ∩ D0f
)
is non-increasing because the super-level sets (Lf (t))t∈R form a
non-increasing family. Moreover, Lemma 2.4.9 asserts thatN is locally of (L1-)bounded variation,
thus L1 (R \ DN ) = 0. Therefore, using Lebesgue's diﬀerentiation theorem and Lemma 2.4.12,
−N ′f (t) ≥
∫
∂∗Lf (t)
1D+
f∗
|∇f | dH
n−1
ν =
∫
∂∗Lf (t)
dHn−1ν
|∇f | .
By Lemma 2.4.13, for L1-almost every t ∈ R,
d
dt
(
µ
(
Lf∗(t) ∩ D0f∗
))
= 0.
Thus, using Lebesgue's diﬀerentiation theorem and Lemma 2.4.16,
−N ′f (t) =
∫
∂∗Lf∗ (t)
1D+
f∗
(r)∣∣(f∗)′ (r)∣∣ dH0µ(r) =
1
f∗
(
D+
f∗
)(t)∣∣(f∗)′ (Φ−1(Nf (t)))∣∣ .
Moreover, for L1-almost every t ∈ f∗
(
D+f∗
)
, since by Corollary 2.4.15, ∂∗Lf∗(t) = (f∗)−1 ({t}) ⊆
D+f∗ , it holds
−N ′f (t) =
H0µ (∂∗Lf∗(t))∣∣(f∗)′∣∣|∂∗Lf∗ (t) .
Eventually, for L1-almost every t ∈ R \ f∗
(
D+f∗
)
N ′f (t) = 0.
Remark 2.4.17. Let us add a few words about a possible change of norm, as in Section 2 :
- Lemma 2.4.8 holds with the corresponding notions of norm and perimeters, thanks to the
modiﬁed version of Fleming-Risher formula (2.13).
- Proposition 2.4.10 and 2.4.11 hold, also with the corresponding notions of norm and perime-
ter : the ﬁrst one becomes, for f ∈ BVν,N (X) and t ∈ R,
Nf (t) = ν
(
Lf (t) ∩ D0f
)
+
∫ +∞
t
∫
∂∗Lf (τ)
1D+f
|∇f |N
|∇f |N
|∇f |2
dHn−1ν dτ.
Observe that, on the level lines of f , |∇f |N|∇f |2 .H
n−1
ν plays the role of the Hausdorﬀ measure
Hn−1ν in the Euclidean norm setting. Proposition 2.4.11 is changed in the same manner as
Proposition 2.4.10.
58 CHAPTER 2. SYMMETRIZATION ONTO MODEL SPACES
2.5 Classical cases of rearrangement
In this section, we study the rearrangement operation in the classical case : the destination space
is R, however this works the same for others destination spaces when some speciﬁc properties are
satisﬁed (exact model family, see the next section for further details). The aim of the section is
to give a proof of Polya-Szegö type inequalities, for which the central element is the behavior of
the rearrangement of a function along the essential boundaries of its level sets. The major part
of the intermediate results of this section is adapted from [48] and adpated to our setting.
We start by proving that if a BV function is absolutely continuous, (i.e. if its distributional
derivative has no singular part), then its rearrangement also is. The proof deeply relies on tools
that were developped in the latter section. We refer the reader to [48] for the proof in the classical
setting (Rn equipped with Ln), that we mostly adapt in here. Some work has also been done in
the past showing that if a BV function is Sobolev, then its rearranged function also is (see [36],
[72]).
Proposition 2.5.1. ([48]) Let f ∈ BVν(X), let us assume that the isoperimetric inequality
(2.18) holds :
Iν ≥ Jµ
L
,
then
|Dν,sf | (X) ≥ |D
µ,sf∗| (R)
L
,
where Dν,sf and Dµ,sf∗ are the respective singular parts of the measures Dνf and Dµf∗. In
particular, if Dνf is absolutely continuous with respect to ν on X, then Dµf∗ is absolutely
continuous with respect to µ on R.
The main tool of the proof of this proposition is a lemma that sums up part of the results
stated in Section 2.
Lemma 2.5.2. [48] Let f ∈ BVν(X). For L1-almost every t ∈ R such that Hn−1ν
(
∂∗Lf (t) ∩ D+f
)
>
0, it holds
(f∗)−1 ({t}) ⊆ D+f∗ .
In particular, for almost-every t ∈ R \ f∗
(
D+f∗
)
Hn−1ν
(
∂∗Lf (t) \ D+f
)
= Hn−1ν (∂∗Lf (t)) .
Proof. By Proposition 2.4.11, for L1-almost every t ∈ R \ f∗
(
D+f∗
)
, N ′f (t) = 0. Moreover,
0 = −N ′f (t) ≥
∫
∂∗Lf (t)∩D+f
dHn−1ν
|∇f | .
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Hence, for L1-almost every t ∈ R \ f∗
(
D+f∗
)
, Hn−1ν
(
∂∗Lf (t) ∩ D+f
)
= 0. Thus, for L1-almost
every t ∈ R such that Hn−1ν
(
∂∗Lf (t) ∩ D+f
)
> 0, t ∈ f∗
(
D+f∗
)
, which implies, by Corollary
2.4.15,
(f∗)−1 ({t}) ⊆ D+f∗ .
Proof of Proposition 2.5.1. By the coarea formula (2.13),
|Dν,sf | (X) =
∫
X
1X\D+f d |D
νf |
=
∫
R
∫
∂∗Lf (t)
1X\D+f (x) dH
n−1
ν (x)dt
=
∫
R
Hn−1ν
(
∂∗Lf (t) \ D+f
)
dt
≥
∫
R\f∗
(
D+
f∗
)Hn−1ν (∂∗Lf (t) \ D+f ) dt
=
∫
R\f∗
(
D+
f∗
)Hn−1ν (∂∗Lf (t)) dt
≥
∫
R\f∗
(
D+
f∗
) 1
L
H0µ (∂∗Lf∗(t)) dt,
where the penultimate line is a consequence of Lemma 2.5.2 and the last line of the isoperimetric
inequality (2.18). Moreover,
|Dµ,sf∗| (R) =
∫
f∗
(
D+
f∗
)H0µ (∂∗Lf∗(t) \ D+f∗) dt+ ∫
R\f∗
(
D+
f∗
)H0µ (∂∗Lf∗(t) \ D+f∗) dt.
For L1-almost every t ∈ f∗
(
D+f∗
)
, by Corollary 2.4.15, ∂∗Lf∗(t) ⊆ D+f∗ , therefore ∂∗Lf∗(t) \
D+f∗ = ∅, and, also using the same argument as in the previous chain of inequalities,
|Dµ,sf∗| (R) =
∫
R\f∗
(
D+
f∗
)H0µ (∂∗Lf∗(t) \ D+f∗) dt
=
∫
R\f∗
(
D+
f∗
)H0µ (∂∗Lf∗(t)) dt ≤ L |Dν,sf | (X).
We denote from now on BVapi(Z) the set of functions Z → R of bounded pi-variation and
such that their pi-weighted distributional derivative is absolutely continuous with respect to pi on
Z. Let us look a little bit closer at the behavior of the elements of this class of functions along
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the essential boundaries of their level sets. Next lemma, ﬁrst proved by Brothers and Ziemer
in the classical setting (see [36]), clariﬁes the notion of essential boundary of a level set of a
function with bounded weighted variation : apart from a Hn−1ν -negligible set, it coinicides with
the corresponding level surface.
Lemma 2.5.3. Let f ∈ BVaν(X), then, for L1-almost every t ∈ R,
Pν (Lf (t)) = Hn−1ν (∂∗Lf (t)) = Hn−1ν
(
∂∗Lf (t) ∩ f˜−1({t})
)
.
Proof. Let f ∈ BVaµ(X), without loss of generality, we assume that f is approximately contin-
uous. Denote W = X \ Df , Theorem 2.2.23 asserts that ν (W ) = 0. Hence, since |Dνf | is
absolutely continuous with respect to ν, and by the weighted coarea inequality (2.14),
0 = |Dνf | (W ) =
∫
X
1W d |Dνf | =
∫
R
∫
∂∗Lf (t)
1W dHn−1ν dt =
∫
R
Hn−1ν (∂∗Lf (t) ∩W ) dt.
A consequence of this is that, for L1-almost every t ∈ R, Hn−1ν (∂∗Lf (t) ∩W ) = 0.
Let x ∈ ∂∗Lf (t) ∩ Df , then, since x ∈ ∂∗Lf (t), by Remark 2.2.19, f−(x) ≤ t ≤ f+(x).
Moreover, x ∈ Cf so f−(x) = f(x) = f+(x). Consequently, f(x) = t and
∂∗Lf (t) ∩ Df ⊆ f−1 ({t}) .
Therefore,
Hn−1ν
(
∂∗Lf (t) ∩ f−1({t})
)
= Hn−1ν (∂∗Lf (t)) .
The following pointwise rearrangement inequality, inspired by a similar one formulated by
Barthe in [8] (see also [52] and [53]), is the key tool of our proof of Polya-Szegö inequality. It
relies on Proposition 2.4.11, according to which there is equality in (2.22), while the corresponding
formula (2.21) might only be an inequality.
Proposition 2.5.4. Let f ∈ BVaν(X), assume that the isoperimetric inequality (2.18) holds.
Then, for L1-almost every t ∈ R,∣∣(f∗)′∣∣|∂∗Lf∗ (t) ≤ Hn−1ν (∂∗Lf (t))∫
∂∗Lf (t)
dHn−1ν
|∇f |
. (2.24)
Proof. Let t ∈ R, according to Lemma 2.4.3, ∂∗Lf∗(t) is a single point, say αt. Proposition
2.5.1 tells us that the measure Dµf∗ is absolutely continuous with respect to µ on R, hence
Df∗ = R = D0f∗ ∪ D+f∗ .
Let us assume ﬁrst that αt ∈ D0f∗ , then (f∗)′|∂∗Lf∗ (t) = (f
∗)′ (αt) = 0 and (2.24) holds. If
now αt ∈ D+f∗ , then f∗ (αt) ∈ f∗
(
D+f∗
)
. Thus, using Proposition 2.4.11 and the isoperimetric
inequality (2.18), for L1-almost every s ∈ D+f∗∣∣(f∗)′ (αt)∣∣ = H0µ (∂∗Lf∗(t))∣∣∣N ′f (t)∣∣∣ ≤
LHn−1ν (∂∗Lf (t))∫
∂∗Lf (t)
dHn−1ν
|∇f |
.
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We present in the next proposition the simplest case of Polya-Szegö inequality. The idea
surrounding these inequalities is that, in the case when a certain isoperimetric inequality is
fulﬁlled, rearrangement has a decreasing eﬀect on any "convex" energy functional. Inequalities
of this type have been widely studied in the litterature, ﬁrst introduced in [105], sometimes
with restrictions on the energy functional (see e.g [19], [36], [47], [48], [53], [115]). Although
we shall state this inequality in some more complex cases (see Proposition 2.5.6 to 2.5.8), the
ideas behind the proof shall be essentially the same. It relies on a weighted version of the
coarea formula (see Corollary 2.2.17, the pointwise inequality (2.24) obtained at Proposition
2.5.4, Jensen's inequality, and, of course, the isoperimetric inequality (2.18).
Proposition 2.5.5. Let T : R+ → R be a convex function such that T (0) = 0, assume that
(2.18) holds. Then, the following holds
∀f ∈ BVaν(X)
∫
R
T
(∣∣(f∗)′∣∣) dµ ≤ ∫
X
T (L |∇f |) dν. (2.25)
Proof. Let f ∈ BVaν(X), then, by Proposition 2.5.1, f∗ ∈ BVaµ(R). From the weighted coarea
formula (2.14), we can write∫
R
T
(∣∣(f∗)′∣∣) dµ = ∫
R
∫
∂∗Lf∗ (t)
T
(∣∣(f∗)′∣∣)∣∣(f∗)′∣∣ dH0µdt.
The function T being convex, its slope function at zero is non-decreasing, and since T (0) = 0,
using Proposition 2.5.4,∫
R
∫
∂∗Lf∗ (t)
T
(∣∣(f∗)′∣∣)∣∣(f∗)′∣∣ dH0µdt ≤
∫
R
∫
∂∗Lf∗ (t)
T
LHn−1ν (∂∗Lf (t))∫
∂∗Lf (t)
dHn−1ν
|∇f |
 ∫∂∗Lf (t) dHn−1ν|∇f |
LHn−1ν (∂∗Lf (t))
dH0µdt
=
∫
R
H0µ (∂∗Lf∗(t))
LHn−1ν (∂∗Lf (t))
T
LHn−1ν (∂∗Lf (t))∫
∂∗Lf (t)
dHn−1ν
|∇f |
(∫
∂∗Lf (t)
dHn−1ν
|∇f |
)
dt.
Observe that, for every t ∈ R, LHn−1ν (∂∗Lf (t)) =
∫
∂∗Lf (t)
L |∇f | dHn−1ν|∇f | , thus it is possible to use
Jensen's inequality in ∂∗Lf (t) with respect to the measure 1
|∇f | ∫∂∗Lf (t) dHn−1ν|∇f | .H
n−1
ν :
T
LHn−1ν (∂∗Lf (t))∫
∂∗Lf (t)
dHn−1ν
|∇f |
 ≤ ∫∂∗Lf (t) T (L|∇f |)|∇f | dHn−1ν∫
∂∗Lf (t)
dHn−1ν
|∇f |
.
Moreover, the isoperimetric inequality (2.18) yields, for every t ∈ R
H0µ (∂∗Lf∗(t)) ≤ LHn−1ν (∂∗Lf (t)) .
Therefore, using the weighted coarea formula again,∫
R
T
(∣∣(f∗)′∣∣) dµ ≤ ∫
R
∫
∂∗Lf (t)
T (L |∇f |)
|∇f | dH
n−1
ν dt =
∫
X
T (L |∇f |) dν.
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Proposition 2.5.5 actually generalizes to all convex functions deﬁned on R+, under the con-
dition that ν (and then µ) is a ﬁnite measure.
Proposition 2.5.6. Let T : R+ → R be a convex function. Assume that ν(X) (= µ(R)) < +∞
and that (2.18) holds. Then the following holds
∀f ∈ BVaν(X)
∫
R
T
(∣∣(f∗)′∣∣) dµ ≤ ∫
X
T (L |∇f |) dν. (2.26)
Proof. Let us assume that ν(X) < +∞, then by deﬁnition (see the beginning of Section 2), µ is
ﬁnite over R. Let T˜ = T − T (0), T˜ is a convex function satisfying T˜ (0) = 0. Hence, for every
f ∈ BVaν(X), by Proposition 2.5.5,∫
R
T˜
(∣∣(f∗)′∣∣) dµ ≤ ∫
X
T˜ (L |∇f |) dν.
Therefore, for every f ∈ BVaν(X), using the fact that µ(R) = ν(X),∫
R
T
(∣∣(f∗)′∣∣) dµ = ∫
R
T˜
(∣∣(f∗)′∣∣) dµ+ T (0)µ(R)
≤
∫
X
T˜ (L |∇f |) dν + T (0)ν(X) =
∫
X
T (L |∇f |) dν.
This can be extended to a more general form of energy, taking into account the function and
its gradient altogether. This version is the ﬁrst step to a comparison of isoperimetric proﬁles
associated to (X × Y, ν ⊗ θ) and (R× Y, µ⊗ θ), where (Y, θ) is some open subset of Rq, (q ≥ 1)
equipped with a Radon measure θ, under assumptions we shall make more precise below (see
Proposition 2.5.11).
Proposition 2.5.7. Let T : R × R+ → R be a map such that, for every t ∈ R, Tt = T (t, .) is
convex and satisﬁes Tt(0) = 0. Assume that (2.18) holds Then, for every f ∈ BVaν(X),∫
R
T
(
f∗,
∣∣(f∗)′∣∣) dµ ≤ ∫
X
T (f, L |∇f |) dν. (2.27)
Proof. The proof is almost the same as for Proposition 2.5.5, only a few elements are to be added.
Let f ∈ BVaν(X). Then, by the weighted coarea formula (2.14),∫
R
T
(
f∗,
∣∣(f∗)′∣∣) dµ = ∫
R
∫
∂∗Lf∗ (t)
T
(
f∗,
∣∣(f∗)′∣∣)∣∣(f∗)′∣∣ dH0µdt.
Lemma 2.5.3 asserts that, for L1-almost every t ∈ R,H0µ (∂∗Lf∗(t)) = H0µ
(
∂∗Lf∗(t) ∩ (f∗)−1 ({t})
)
.
Hence, ∫
R
∫
∂∗Lf∗ (t)
T
(
f∗,
∣∣(f∗)′∣∣)∣∣(f∗)′∣∣ dH0µdt =
∫
R
∫
∂∗Lf∗ (t)
T
(
t,
∣∣(f∗)′∣∣)∣∣(f∗)′∣∣ dH0µdt.
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For every t ∈ R, Tt is convex and Tt(0) = 0, so s 7→ T (t,s)s is non-decreasing, combining this
observation with (2.24) yields, as in the proof of Proposition 2.5.5,
∫
R
∫
∂∗Lf∗ (t)
T
(
t,
∣∣(f∗)′∣∣)∣∣(f∗)′∣∣ dH0µdt ≤
∫
R
∫
∂∗Lf∗ (t)
T
t, LHn−1ν (∂∗Lf (t))∫
∂∗Lf (t)
dHn−1ν
|∇f |
 ∫∂∗Lf (t) dHn−1ν|∇f |
LHn−1ν (∂∗Lf (t))
dH0µdt
=
∫
R
H0µ (∂∗Lf∗(t))
LHn−1ν (∂∗Lf (t))
T
t, LHn−1ν (∂∗Lf (t))∫
∂∗Lf (t)
dHn−1ν
|∇f |
(∫
∂∗Lf (t)
dHn−1ν
|∇f |
)
dt
≤
∫
R
T
t, LHn−1ν (∂∗Lf (t))∫
∂∗Lf (t)
dHn−1ν
|∇f |
(∫
∂∗Lf (t)
dHn−1ν
|∇f |
)
dt,
where the last line comes from the isoperimetric inequality (2.18) Applying Jensen's inequality
in ∂∗Lf (t) with respect to the measure 1
|∇f | ∫∂∗Lf (t) dHn−1ν|∇f | .H
n−1
ν leads to
∫
R
T
t, LHn−1ν (∂∗Lf (t))∫
∂∗Lf (t)
dHn−1ν
|∇f |
(∫
∂∗Lf (t)
dHn−1ν
|∇f |
)
dt ≤
∫
R
∫
∂∗Lf (t)
T (t, L |∇f |)
|∇f | dH
n−1
ν dt.
Again, Lemma 2.5.3 provides, together with the weighted coarea formula (2.14)∫
R
∫
∂∗Lf (t)
T (t, L |∇f |)
|∇f | dH
n−1
ν dt =
∫
R
∫
∂∗Lf (t)
T (f, L |∇f |)
|∇f | dH
n−1
ν dt =
∫
X
T (f, |∇f |) dν.
Let us generalize this to a wider class of functions T :
Proposition 2.5.8. Let T : R × R+ → R be a map such that, for every t ∈ R, Tt = T (t, .) is
convex, assume moreover that (2.18) holds. Then, for every f ∈ BVaν(X) such that
∫
X T (f, 0) dν
is ﬁnite, ∫
R
T
(
f∗,
∣∣(f∗)′∣∣) dµ ≤ ∫
X
T (f, L |∇f |) dν. (2.28)
Proof. We leave the detail to the reader, since the proof follows exactly the same steps as for
Proposition 2.5.6. Let us just underline the fact that, if
∫
X T (f, 0) dν is ﬁnite, then, by Propo-
sition 2.4.5, (see also [77]) ∫
R
T (f∗, 0) dµ =
∫
X
T (f, 0) dν.
Let us focus on the cases of equality in these inequalities. The proof relies on the fact
that the equality between the integral expressions demands that each inequality in the proof
of Proposition 2.5.8 is an equality. We refer the reader to [36], for an early study on cases of
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equality for Polya-Szegö type inequalities. A new, simpler proof has been presented more recently
by Ferone and Volpicelli in [60]. Let us also mention [2], where the result is also presented in the
setting of a non-Euclidean norm.
Proposition 2.5.9. Let T : R × R+ → R be such that, for L1-almost every t ∈ R, Tt is strictly
convex, assume that (2.18) holds. Let f ∈ BVaν(X) be such that∫
R
T
(
f∗,
∣∣(f∗)′∣∣) dµ = ∫
X
T (f, L |∇f |) dν. (2.29)
Then, either f is a constant, or
- for L1-almost every t ∈ R, Lf (t) is solution of the isoperimetric problem associated to
(X, ν) and moreover :
Pν (Lf (t)) = Iν (Nf (t)) = LIµ (Nf (t)) .
- there exists a map S : X → R such that, for L1-almost every t ∈ R, S (Lf (t)) = Lf∗(t),
f = f∗ ◦ S, and, Hn−1ν -almost everywhere, |∇S| = 1.
In particular, |∇f | is Hn−1ν -equivalent to a constant along its level lines, and, for L1-almost every
t ∈ R,
|∇f ||∂∗Lf (t) =
∣∣(f∗)′∣∣|∂∗Lf∗ (t) .
Proof. Without loss of generality, we assume that Tt(0) = 0 for every t ∈ R. Let f ∈ BVaν(X)
be non-constant and such that (2.29) holds. Looking back at the proof of Proposition 2.5.5 to
2.5.8, there must equality in the whole chain of inequalities, that is∫
R
∫
∂∗Lf∗ (t)
T
(
t,
∣∣(f∗)′∣∣)∣∣(f∗)′∣∣ dH0µdt =
∫
R
∫
∂∗Lf∗ (t)
T
t, LHn−1ν (∂∗Lf (t))∫
∂∗Lf (t)
dHn−1ν
|∇f |
 ∫∂∗Lf (t) dHn−1ν|∇f |
LHn−1ν (∂∗Lf (t))
dH0µdt
=
∫
R
H0µ (∂∗Lf∗(t))
LHn−1ν (∂∗Lf (t))
T
t, LHn−1ν (∂∗Lf (t))∫
∂∗Lf (t)
dHn−1ν
|∇f |
(∫
∂∗Lf (t)
dHn−1ν
|∇f |
)
dt
=
∫
R
T
t, LHn−1ν (∂∗Lf (t))∫
∂∗Lf (t)
dHn−1ν
|∇f |
(∫
∂∗Lf (t)
dHn−1ν
|∇f |
)
dt
=
∫
R
T
t, LHn−1ν (∂∗Lf (t))∫
∂∗Lf (t)
dHn−1ν
|∇f |
(∫
∂∗Lf (t)
dHn−1ν
|∇f |
)
dt ≤
∫
R
∫
∂∗Lf (t)
T (t, L |∇f |)
|∇f | dH
n−1
ν dt.
The fact that, for L1-almost every t ∈ R, Tt is strictly convex yields that its slope function at
zero u 7→ T (t,u)u is increasing. Hence, for L1-almost every t ∈ R, the following equality must
happen ∣∣(f∗)′∣∣|∂∗Lf∗ (t) = Hn−1ν (∂∗Lf (t))∫
∂∗Lf (t)
dHn−1ν
|∇f |
.
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Going back to Proposition 2.5.4, we see that then, for any such t,
H0µ (∂∗Lf∗(t)) = Hn−1ν (∂∗Lf (t))
−N ′f (t) =
∫
∂∗Lf (t)
dHn−1ν
|∇f | .
Therefore, for L1-almost every t ∈ R, Lf (t) is solution of the isoperimetric problem associated
to (X,µ) and moreover :
Pν (Lf (t)) = Iν (Nf (t)) = LIµ (Nf (t)) .
Let now pf : X → R be deﬁned in the following way : for every x ∈ X,
pf (x) = inf {Nf (t) ; x ∈ Lf (t)} .
Let Sf = Φ−1 ◦ pf , let us denote f♣ = f∗ ◦ Sf . Then f = f♣. Indeed, the two functions have
the same level sets : for any x ∈ X,
x ∈ Lf♣(t)⇔ f♣(x) > t
⇔ f∗ (Sf (x)) > t
⇔ pf (x) ∈ Φ (Lf∗(t))
⇔ pf (x) < sup Φ (Lf∗(t)) = Nf∗(t) = Nf (t)
⇔ x ∈ Lf (t).
The fact that, for L1-almost every t ∈ R, there is equality in Jensen's inequality (the last of the
three equalities listed above), implies that, for these t, |∇f | is Hn−1ν -equivalent to a constant on
∂∗Lf (t), hence, as, for any x ∈ X,
|∇f | = ∣∣(f∗)′∣∣ |∇Sf | ,
Therefore, Hn−1ν -almost everywhere on ∂∗Lf (t), |∇Sf | = 1. Eventually, following from the chain
of equivalences above, for L1-almost every t ∈ R,
Sf (Lf (t)) = (−∞, supLf∗(t)) .
Remark 2.5.10. When there is equality, the family of level sets of f is very similar to an exact
model family in X, and consequently X can be considered as an exact model space (see next
Section).
This inequality already has consequences : (2.28) enables to compare the ν ⊗ θ-perimeters
of speciﬁc subsets of X × R to the µ⊗ θ-perimeters of their symmetrals (in R2). Let us give the
notation before stating the proposition, note that Z stands for an open subset of Rd (d ≥ 1),
equipped with a measure pi having density ϕpi continuous and positive on Z
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- θ is a measure on R which is absolutely continuous with respect to L1 with (ﬁnite-valued)
distribution function Φθ : t 7→ θ ((−∞, t)), and density ϕθ.
- Jθ, deﬁned on (0, θ(R)), is the function giving the θ-perimeter of the half-lines starting at
−∞ :
Jθ : q 7→ ϕθ
(
Φ−1θ (q)
)
.
- For every measurable function g : Z → R, we deﬁne Eθ(g) to be the subgraph of Φ−1θ ◦ g :
Eθ(g) =
{
(x, t) ∈ Z × R ; t < Φ−1θ (g(x))
}
.
Proposition 2.5.11. Assume that the isoperimetric inequality (2.18) holds, then, for every
measurable f : X → R such that Eθ(f) has ﬁnite ν ⊗ θ-perimeter, Eθ (f∗) has ﬁnite µ ⊗ θ-
perimeter, and
Pµ⊗θ (Eθ (f∗)) ≤ LPν⊗θ (Eθ(f)) .
Before presenting the proof, let us compute the perimeter of a subgraph.
Lemma 2.5.12. Let Z be an open subset of Rd (d ≥ 1), equipped with a measure pi having
density ϕpi continuous oand positive on Z. For every g ∈ BVapi(Z) such that Eθ(g) has ﬁnite
pi ⊗ θ-perimeter,
Ppi⊗θ (Eθ(g)) =
∫
Z
√
Jθ(g)2 + |∇g|2 dpi.
Proof. The set Eθ(g) is, by assumption, a set of ﬁnite pi ⊗ θ-perimeter in Z × R, moreover,
Eθ(g) = H
−1({0}), where H is the map deﬁned on Z × R as follows :
H : (z, t) 7→ g(z)− Φθ(t).
Hence, for (Hdpi⊗θ-)every (z, t) ∈ ∂∗Eθ(g),
νEθ(g)(z, t) =
∇H(z, t)
|∇H(z, t)| =
∇g(z)⊗ ϕθ(t)
|∇H(z, t)| .
From an other hand, for every z ∈ Z, (∂∗Eθ(g))z =
{
Φ−1θ (g(z))
}
, hence, for every (z, t) ∈
∂∗Eθ(g), the projection of the vector νEθ(g)(z, t) onto R satisﬁes pR
(
νEθ(g)(z, t)
)
= Jθ(g(z))√
Jθ(g(z))2+|∇g(z)|2
(6=
0).
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We use the slice coarea formula (2.49), obtained at Section 5 (Proposition 2.7.3) :
Ppi⊗θ (Eθ(g)) =
∣∣∣Dpi⊗θ1Eθ(g)∣∣∣ (Z × R)
=
∫
∂∗Eθ(g)
dHdpi⊗θ
=
∫
Z
∫
(∂∗Eθ(g))z
dH0θ(t)∣∣pR (νEθ(g)(z, t))∣∣ dpi(z)
=
∫
Z
∫
{Φ−1θ (g(z))}
√
ϕθ(t)2 + |∇g(z)|2
ϕθ(t)
ϕθ(t) dH0(t)dpi(z)
=
∫
Z
√
Jθ(g)2 + |∇g|2 dpi.
Proof of Proposition 2.5.11. In the ﬁrst place, let us show that f ∈ BVν(X). Let h ∈ C∞c (X),
then, for every i ∈ {1, ..., n}, since 1Eθ(f) ∈ BVν⊗θ(X × R)∫
X
f
∂h
∂xi
dLn =
∫
X
(
Φθ ◦ Φ−1θ ◦ f
) ∂h
∂xi
dLn
=
∫
X
∫ Φ−1θ (f(t))
−∞
∂h
∂xi
dθ(t)dLn
=
∫
X×R
1Eθ(f)(x, t)
∂h
∂xi
(x)ϕθ(t) dxdt
= −
∫
X×R
h(x)
ϕν(x)
dDν⊗θ1Eθ(f)(x, t)
= −
∫
X
h(x)
ϕν(x)
∫
R
dDν⊗θ1Eθ(f)(x, t).
It is easy to verify that the map E 7→ ∫E×R dDν⊗θ1Eθ(f)(x, t) is a Radon measure on X.
Let us assume ﬁrst that f ∈ BVaν(X), then f∗ ∈ BVaµ(R) and
Pν⊗θ (Eθ(f)) =
∫
X
√
Jθ(f)2 + |∇f |2 dν =
∫
X
Tθ (f, |∇f |) dν,
Pµ⊗θ (Eθ (f∗)) =
∫
R
√
Jθ (f∗)2 + |∇f∗|2 dµ =
∫
R
Tθ (f
∗, |∇f∗|) dµ,
where Tθ(a, b) =
√
Jθ(a)2 + b2, this function fulﬁls the hypothesis of Proposition 2.5.8, hence,
Pµ⊗θ (Eθ (f∗)) ≤
∫
X
√
Jθ(f)2 + L2 |∇f |2 dν ≤ LPν⊗θ (Eθ(f)) .
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We focus now on the general case, by Theorem 2.2.4, there exists a sequence (fk)k∈N strictly
converging to f . Hence, the sequence of subsets (Eθ (fk))k∈N converges in measure to Eθ(f) and
Pν⊗θ (Eθ (fk)) −→
k→+∞
Pν⊗θ (Eθ(f)) .
Notice that ((fk)
∗)k∈N converges in L
1(µ) to f∗ and hence (Eθ (fk))k∈N converges in measure to
Eθ (f
∗). The lower semicontinuity of Pµ⊗θ (see Proposition 2.2.6) implies
Pµ⊗θ (Eθ (f∗)) ≤ lim inf
k→+∞
Pµ⊗θ (Eθ ((fk)∗)) ≤ Llim inf
k→+∞
Pν⊗θ (Eθ (fk)) = Pν⊗θ (Eθ(f)) .
Remark 2.5.13. Let us point out the fact that it is possible to deﬁne subgraphs diﬀerently than
we did. Instead of choosing to take half-lines starting at −∞ for the slices of subgraphs, we
could have taken intervals centered at zero, or we could have taken subintervals of R+ starting
at zero and consider the subgraphs as subsets of X × R+ (or R× R+). It could even have been
possible to choose subsets of Rk, k ≥ 1. The implicit common point between theses diﬀerent
posibilities is that, in order to establish the corresponding analogue of Proposition 2.5.11 with
the tools we obtained before, the family of sets we shall use as slices (in the second factor space)
of our subgraphs must be an exact model family (see next section).
Remark 2.5.14. Observe that the contents of this section can be modiﬁed by considering another
norm N on X ⊆ Rn, we refer the reader to Remarks 2.2.24 and 2.4.17 for the ideas behing these
changes. Let us just specify that, if the study is done with another norm, then the assumed
isoperimetric inequality (2.18) has to be slightly diﬀerent :
I(X,N,ν) ≥
I(R,|.|,µ)
L
. (2.30)
2.6 Approximate model space : rearrangement and integral
inequality
In this section, we focus on a wider class of symmetrizations : while previously the symmetrized
sets were all part of a family of sets evolving, in a certain sense, by mean curvature ﬂow (see
[35], [41], [58], [69]), it shall not be necessarily the case in what follows. To make it more precise,
let us take a look at the three well-known symmetrizations that have been widely studied in the
litterature :
- Steiner symmetrization : Rn is seen as Rn−1 × R, if A is a measurable subset of Rn, then
its Steiner symmetral is
As =
(x′, y) ∈ Rn−1 × R ; y ∈
−L1
(
Ax
′
)
2
,
L1
(
Ax
′
)
2
 .
Here, the underlying symmetrization is a transformation of B(R), that changes any mea-
surable subset of R to an open interval centered at the origin and having same measure.
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- Schwarz symmetrization : if A is a measurable subset of Rn, then its Schwarz symmetral
is
Ao =
{
x ∈ Rn ; |x| < L
n(A)1/n
ω
1/n
n
}
,
where ωn = Ln (Bn2 (0, 1)).
- Ehrhard symmetrization ([54]) : Rn is seen as Rn−1 × R and equipped with the product
Gaussian measure γn = γn−1 ⊗ γ1. If A is a measurable subset of Rn, then its Ehrhard
symmetral is
Aγ =
{(
x′, y
)
; Φγ(y) < γ1
(
Ax
′)}
,
where Φγ is the distribution function of γ1 over R. Here, the underlying symmetrization
takes place again in R, it changes any measurable subset of R to an open half-line bounded
from above and having same measure.
We can add to these three transformations the one we studied in the previous section (already
treated in [19]), if X is an open subset of Rn equipped with an absolutely continuous measure
ν and if µ is an absolutely continuous measure on R such that µ(R) = ν(X) ∈ R∗+ ∪ {+∞},
then the symmetrization changes any measurable subset A of X to an open half-line A∗ bounded
from above and such that ν(A) = µ (A∗). We shall from now on call this transformation 1D-
symmetrization.
In any of the cases described above, as brieﬂy mentioned in Section 1, the underlying sym-
metrization (which, in Schwarz case and in the fourth case, is the symmetrization itself, and, in
the other cases, a 'sub'-symmetrization) sends the collection of measurable subsets of a measured
space (X, ν) onto a family Γ =
(
Γ[q]
)
0<q<ν(X)
of subsets of a model measured space (M,µ) such
that
- µ(M) = ν(X) =: m
(∈ R∗+ ∪ {+∞}),
- for every q ∈ (0,m), µ (Γ[q]) = q,
- for every q ∈ (0,m) and every r > 0, there exists χ(q, r) such that(
Γ[q]
)
r
= Γ[χ(q,r)],
where Ar stands for the r-open neighbourhood of A. Notice that the last assumption is
the enlargement assumption evoked in Section 1.
It is possible to describe this family Γ as the collection of sublevel sets of a function pµ deﬁned
as follows :
pµ :
{
M → (0,m)
x 7→ inf {q ∈ (0,m) ; x ∈ Γ[q]} .
Observe that, maybe with an additional assumption on the smoothness of pµ, for every x ∈M ,
pµ(x) is the only element q of (0,m) such that x ∈ ∂∗Γ[q].
Let us now describe the family Γ and the map pµ in the diﬀerent cases we evoked :
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- Steiner symmetrization : X = M = R, ν = µ = L1, Γ = ((− q2 , q2))0<q and
pµ :
{
R → R∗+
t 7→ 2 |t| .
- Schwarz symmetrization : X = M = Rn, ν = µ = Rn, Γ =
(
Bn2
(
0, q
1/n
ω
1/n
n
))
0<q
, and
pµ :
{
Rn → R∗+
x 7→ ωn |x|n .
- Ehrhard symmetrization : X = M = R, ν = µ = γ1, Γ =
((−∞,Φ−1γ (q)))0<q<1, and
pµ :
{
R → (0, 1)
x 7→ Φγ(x).
- 1D-symmetrization : X is an open subset of Rn, M = R, µ is such that, for every t ∈ R,
µ ((−∞, t)) < +∞, ν(X) = µ(R) = m ∈ R∗+ ∪ {+∞}, Γ =
((−∞,Φ−1(q)))
0<q<m
, and
pµ :
{
R → (0, 1)
x 7→ Φ(x).
The common point between all these situations is that ν(X) = µ(M) = m and that the
following property is always fulﬁlled :
∀q ∈ (0,m) |∇pµ| is constant on ∂∗Γ[q]. (2.31)
Of course, it is possible to ﬁnd other examples of this kind (see e.g. the work of E. Milman about
sharp model spaces in isoperimetry [98]).
∇pµ
∇pµ
∇pµ
|∇pµ| is constant on the circle (setting
(
R2, |.|2 ,L2
)
).
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Notice that in the case of the 1D-symmetrization, the family Γ might not be composed of
isoperimetric sets for the problem associated to (R, µ). But in this case, the assumed isoperimetric
inequality we work with does not explicitly involve the isoperimetric proﬁle associated to (R, µ),
but the perimeters of the sets from the family Γ.
We present an extended notion of model family (the role played by Γ, in an exact sense, see
below for more details). This kind of family can be described as a weaker form of the families
fulﬁlling in particular the enlargement assumption, however they fulﬁl a weaker assumption which
is stronger than the inclusion assumption described in Section 1.
From now on, n and N are positive integers. M (resp. X) denote an open subset of Rn (resp.
RN ) equipped with an absolutely continuous measure µ (resp. ν) such that
- the density of µ (resp. ν), denoted by ϕ (resp. ϕν) is positive on M (resp. X),
- µ(M) = ν(X) = m ∈ R∗+ ∪ {+∞}.
Deﬁnition 2.6.1. Let Γ =
(
Γ[q]
)
0<q<m
be an increasing family of open subsets of M , let us
denote, for every q ∈ (0,m), Jµ(q) = Pµ
(
Γ[q]
)
. We say that Γ is an approximate model family
in (M,µ) if there exists pµ ∈ C1(M) ∩ BVaµ(M), which we call the measure map, satisfying the
following conditions :
- for every q ∈ (0,m), Γ[q] = p−1µ ((0, q)),
- for every q ∈ (0,m), ∂∗Γ[q] = p−1µ ({q}),
- for every q ∈ (0,m), µ (Γ[q]) = q,
- for every x ∈M , ∇pµ(x) 6= 0,
- B (Γ) := sup
q∈(0,m)
sup
x∈∂∗Γ[q]
|∇pµ(x)|
Jµ(q)
< +∞.
We say that Γ is an exact model family if B (Γ) = 1
Remark 2.6.1. There are not many known exact model families of isoperimetric sets that do
not rely on a one-dimensional structure. Indeed, in dimension n greater that one, if we except
the families composed of sets of the type Γ[q] =
(
Uq × Rn−1
) ∩X (this is the case for the half-
space in (Rn, γn), for example), the canonical example is the family of balls used in Schwarz
symmetrization.
It is not asked that the family contains isoperimetric sets (for the isoperimetric problem
associated to (M, |.| , µ)), and thus every family of subsets of X evolving by mean curvature
(with a few additional regularity hypothesis) is an exact model family.
Deﬁnition 2.6.2. We say that (M,µ) is an approximate (resp. exact) model space if there exists
an approximate (resp. exact) model family in (M,µ).
72 CHAPTER 2. SYMMETRIZATION ONTO MODEL SPACES
The assumption of regularity on the measure map pµ has consequences on the regularity of
Jµ. Assuming this might be a little restrictive indeed, but this is not exactly the aim of this
chapter to examine the analogues of approximate model family in its full generality.
Proposition 2.6.2. Let Γ be an approximate model family in M , associated to the measure map
pµ. Then the map Jµ : q 7→ Pµ
(
Γ[q]
)
is continuous.
Proof. As Γ is an approximate model family, the map pµ is continuously diﬀerentiable. Hence,
the map
Kµ : q 7→
∫
Γ[q]
|∇pµ| dµ
is also continuously diﬀerentiable. Moreover, the coarea formula (2.13) yields, for every q ∈
(0,m),
Kµ(q) =
∫ q
0
∫
∂∗Γ[r]
dHn−1µ dr.
Hence, by Lebesgue's diﬀerentiation theorem,
K ′µ(q) =
∫
∂∗Γ[q]
dHn−1µ = Jµ(q).
Therefore Jµ is continuous.
Let us show that condition (2.31) can only be fulﬁlled in the case of an exact model family.
More precisely, let us change this condition a little bit into
for every q ∈ (0,m) |∇pµ| is Hn−1µ - equivalent to a constant on ∂∗Γ[q]. (2.32)
Proposition 2.6.3. Let Γ be an approximate model family in (M,µ). Then Γ is an exact model
family if and only if it fulﬁls condition (2.32). If this is the case, then, for every q ∈ (0,m),
‖∇pµ‖ H
n−1
µ
= Jµ(q).
Proof. Let us deﬁne Npµ as the law of pµ under µ : for every q ∈ (0,m),
Npµ(q) = µ
(
p−1 ((0, q))
)
= q.
This function looks very much like the function Nf introduced at section 2. We deduce from
Proposition 2.4.10 (this is almost straightforward, with only a slight change in the form) the
following :
∀q ∈ (0,m) Npµ(q) =
∫ q
0
∫
∂∗Γ[q]
dHn−1µ
|∇pµ| ,
as Dp0µ = ∅ by deﬁnition. Going one step further, thanks to Proposition 2.4.11, for every
q ∈ (0,m),
1 = N ′pµ(q) =
∫
∂∗Γ[q]
dHn−1µ
|∇pµ| . (2.33)
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Let us assume that Γ fulﬁls condition (2.32), then |∇pµ| is Hn−1µ -equivalent to a constant on
∂∗Γ[q] and, following (2.33), Hn−1µ -almost everywhere on ∂∗Γ[q],
1 =
Hn−1µ
(
∂∗Γ[q]
)
|∇pµ||∂∗Γ[q]
.
Therefore, for every x ∈M ,
|∇pµ(x)| = Jµ (pµ(x)) .
Let us assume now that Γ is an exact model family. Then, according to (2.33) and Deﬁnition
2.6.1,
1 ≥
∫
∂∗Γ[q]
dHn−1µ
Jµ(q)
=
Hn−1µ
(
∂∗Γ[q]
)
Jµ(q)
= 1.
Hence, necessarily, for Hn−1µ -almost every x ∈ ∂∗Γ[q], |∇pµ(x)| = Jµ(q) = Jµ (pµ(x)).
Let us now introduce the symmetrization we shall work with until the end of the section :
Deﬁnition 2.6.3. To every measurable subset A of X, we associate A∗ ⊆M deﬁned as follows
:
A∗ = Γ[ν(A)].
To every measurable function f : X → R, we associate the function f∗ : M → R deﬁned as
follows :
∀t ∈ R Lf∗(t) = (Lf (t))∗ = Γ[Nf (t)].
To study the properties of this transformation, in particular its regularizing eﬀects, we still
have to consider a 1D-symmetrization, very speciﬁcally deﬁned from the family Γ, more precisely
from the map Jµ. The following proposition is taken from [29] (see Remark 2.6.5 below).
Proposition 2.6.4. There exists an absolutely continuous measure λ on R such that Jµ = Jλ :=
ϕλ ◦ Φ−1λ .
Proof. Let us deﬁne Ψ on (0,m) as follows :
Ψ : q 7→
∫ q
m
2
dr
Jµ(r)
.
According to Proposition 2.6.2, the function Jµ is continuous and positive on (0,m), hence
Ψ ∈ C1 ((0,m)), and, for every q ∈ (0,m), Ψ′(q) = 1Jµ(q) > 0, hence, Ψ−1 is well deﬁned on
Ψ ((0,m)) and satisﬁes the autonomous diﬀerential equation
y′ = Jµ(y). (2.34)
Let Ψλ to be deﬁned on (0,m) as follows :
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- if 1Jµ is integrable at zero, then
Ψλ : q 7→
∫ q
0
dr
Jµ(r)
,
- if 1Jµ is not integrable at zero but is integrable at m, then
Ψλ : q 7→
∫ m
q
dr
Jµ(r)
,
- if 1Jµ is integrable neither at zero nor at m, then
Ψλ : q 7→
∫ q
m
2
dr
Jµ(r)
.
Let a = Ψλ(0) ∈ R− ∪ {+∞} and b = Ψλ(m) ∈ R+ ∪ {+∞}. The function Ψ−1λ is of course also
solution of (2.34), and admits an inverse function, denoted Φλ. If I = (a, b) ( R, we extend Φλ
to R by taking it constant outside I so that Φλ is still continuous on R. This function is the
distribution function of a measure λ on R, with support on I, having density ϕλ such that, for
every q ∈ (0,m),
ϕλ
(
Φ−1λ (q)
)
= Jµ
(
Φλ
(
Φ−1λ (q)
))
= Jµ(q).
Observe that the fact that Φλ is solution of (2.34) also yields that ϕλ is positive and continuous
on its support
Remark 2.6.5. Let us denote F the family of probability measures λ on the real line which are
concentrated on some interval (a, b), have absolutely continuous distribution function Φλ and
continuous and positive density (on (a, b)) ϕ′λ = Φλ, and C+ the family of continuous, positive
functions on (0, 1). In [29], Bobkov and Houdré establish that the map
λ 7→ Jλ = ϕλ ◦ Φ−1λ ,
is a bijection from F onto C+. Proposition 2.6.4 underlines a mere generalization of this result
to measures on the real line with similar properties except for their mass, which is arbitrary.
From now on, for every measurable subset C ofX orM , we shall denote C♦ its 1D-symmetral
: C♦ =
(−∞,Φ−1λ (ν(C))) if C ⊆ X and C♦ = (−∞,Φ−1λ (µ(C))) if C ⊆M . Similarly, we shall
denote g♦ the corresponding 1D-rearranged functions of any measurable function g : X → R or
g : M → R. The next lemmas make the link between the rearrangement onto (R, λ) and the
rearrangement on (M,µ).
Lemma 2.6.6. Let f : X → R be a measurable function. Then (f∗)♦ = f♦. Likewise, let A be
a measurable subset of X, then (A∗)♦ = A♦
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Proof. The proof is straightforward, we only focus on the second part, as the ﬁrst one follows
immediately (rearranging a function is rearranging its super-level sets). Let A be a measurable
subset of X, then A∗ = Γ[ν(A)], A♦ =
(−∞,Φ−1λ (ν(A))) and (A∗)♦ = (−∞,Φ−1λ (µ (A∗))), but
ν(A) = µ (A∗).
Lemma 2.6.7. Let f : X → R be a measurable function, then, for every x ∈M ,
f∗(x) = f♦
(
Φ−1λ (pµ(x))
)
.
Moreover, for every t ∈ R,
Lf∗(t) = p
−1
µ
(
Φλ
(
Lf♦(t)
))
and Lf♦(t) = Φ
−1
λ (pµ (Lf∗(t))) .
Proof. Let us take f : X → R to be measurable, and let us denote fΓ = f♦ ◦Φ−1λ ◦pµ. Let t ∈ R,
then, for any x ∈M ,
fΓ(x) > t⇔ f♦ (Φ−1λ (pµ(x))) > t
⇔ Φ−1λ (pµ(x)) ∈ Lf♦(t) =
(−∞,Φ−1λ (Nf (t)))
⇔ pµ(x) < Nf (t)
⇔ x ∈ Γ[Nf (t)] = Lf∗(t)
⇔ f∗(x) > t
Therefore,
fΓ(x) = sup
{
q ; q < fΓ(x)
}
= sup {q ; q < f∗(x)} = f∗(x).
The second part of the lemma follows, let us however give the detail. Let t ∈ R, then
x ∈ Lf∗(t)⇔ f∗(x) > t
⇔ f (Φ−1λ (pµ(x))) > t
⇔ pµ(x) ∈ Φλ
(
Lf♦(t)
)
⇔ x ∈ p−1µ
(
Φλ
(
Lf♦(t)
))
.
To prove the last inequality, oberve that the map Φ−1λ ◦ pµ is surjective from M onto R. Hence,
let us take t ∈ R, for every x ∈ Lf♦(t), there exists y ∈M such that x = Φ−1λ (pµ(y)). Then
f∗(y) = f♦(x) > t.
If now z ∈ Lf∗(t), then, with x = Φ−1λ (pµ(z)),
f♦(x) = f∗(z) > t.
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Lemma 2.6.8. Let f ∈ BVν(X), then, for every t ∈ R,
∂∗Lf∗(t) = p−1µ
(
Φλ
(
∂∗Lf♦(t)
))
= ∂∗Γ[Nf (t)].
Moreover,
D+f∗ = p−1µ
(
Φλ
(
D+
f♦
))
and D0f∗ = p−1µ
(
Φλ
(
D0f♦
))
.
Eventually,
f∗
(
D+f∗
)
= f♦
(
D+
f♦
)
.
Proof. Let f ∈ BVν(X), then f♦ is non-increasing on R and Lf♦(t) is an open half-line, hence(
Lf♦(t)
)(1)
= Lf♦(t) =
(−∞,Φ−1λ (Nf (t))) and (Lf♦(t))(0) = Int (Lf♦(t)c) = (Φ−1λ (Nf (t)) ,+∞) .
Therefore,
∂∗Lf♦(t) =
{
Φ−1λ (Nf (t))
}
.
Moreover, Lf∗(t) is open in M , then (see Remark 2.2.12),
∂∗Lf∗(t) ⊆ ∂Lf∗(t) = ∂Γ[Nf (t)] = p−1µ ({Nf (t)}) .
From Deﬁnition 2.6.1, we infer
∂∗Γ[Nf (t)] = p−1µ ({Nf (t)}) = ∂Γ[Nf (t)].
Thus,
∂∗Γ[Nf (t)] = p−1µ
(
Φλ
(
∂∗Lf♦(t)
))
.
Another consequence of Lemma 2.6.7 is the following : for every x ∈M ,
∇f∗(x) =
((
f♦
)′ ◦ Φ−1λ ◦ pµ) (x)
Jλ (pµ(x))
∇pµ(x). (2.35)
Hence, ∇f∗(x) = 0 if and only if (f♦)′ (Φ−1λ (pµ(x))) = 0, this is the second part of the lemma.
If t ∈ f♦
(
D+
f♦
)
, then there exists a ∈ D+
f♦ such that t = f
♦(a). We know from the
second part of the lemma that D+
f♦ =
(
Φ−1λ ◦ pµ
) (D+f∗), hence there exists b ∈ D+f∗ such that
a = Φ−1λ (pµ(b)). Then
t = f♦
(
Φ−1λ (pµ(b))
)
= f∗(b).
If now t ∈ f∗
(
D+f∗
)
, then t ∈ f∗
(
p−1µ
(
Φλ
(
D+
f♦
)))
. Hence, there exists b ∈ D+f∗ such that
- t = f∗(b),
- pµ(b) ∈ Φλ
(
D+
f♦
)
.
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The last fact implies that there exists a ∈ D+
f♦ such that a = Φ
−1
λ (pµ(b)). Thus,
t = f∗(b) = f♦
(
Φ−1λ (pµ(b))
)
= f♦(a) ∈ f♦
(
D+
f♦
)
.
One of the main ideas for proving Polya-Szegö-inequalities is still a pointwise inequality (as in
the previous section), but this time it is two-sided. To be more precise, we shall link the behavior
of the inverse of the gradient of the rearranged function f∗ along the essential boundary of the
super-level sets to the one of f through the corresponding quantity for f♦, which appears to be
pointwise. The following proposition gives an idea of what happens, though we shall not use it
under this particular form.
Proposition 2.6.9. Let f ∈ BVν(X). For L1-almost every t ∈ R,
−N ′f (t) ≤ B (Γ)
∫
∂∗Lf∗ (t)
dHn−1µ
|∇f∗| . (2.36)
In other words, for L1-almost every t ∈ R,
Hn−1µ (∂∗Lf∗(t))∫
∂∗Lf∗ (t)
dHn−1µ
|∇f∗|
≤ B (Γ)
∣∣∣∣(f♦)′∣∣∣∣∣∣∣∂∗Lf♦ (t) ≤ B (Γ)
Hn−1µ (∂∗Lf∗(t))∫
∂∗Lf∗ (t)
dHn−1µ
|∇f∗|
. (2.37)
In particular, if Γ is an exact model space, then, for L1-almost every t ∈ R,
Hn−1µ (∂∗Lf∗(t))∫
∂∗Lf∗ (t)
dHn−1µ
|∇f∗|
=
∣∣∣∣(f♦)′∣∣∣∣∣∣∣∂∗Lf♦ (t) .
Proof. Let f ∈ BVaν(X), by Lemma 2.6.7, for every x ∈M ,
∇f∗(x) =
((
f♦
)′ ◦ Φ−1λ ◦ pµ) (x)
Jλ (pµ(x))
∇pµ(x). (2.38)
Hence, for every q ∈ (0,m), for every x ∈ ∂∗Γ[q], as ∂∗Lf♦ (f∗(x)) is the level surface of f♦ of
level f∗(x) (see Lemma 2.6.8),
|∇f∗(x)| = |∇pµ(x)|
Jµ(q)
∣∣∣∣(f♦)′∣∣∣∣∣∣∣∂∗Lf♦ (f∗(x)) ≤ B (Γ)
∣∣∣∣(f♦)′∣∣∣∣∣∣∣∂∗Lf♦ (f∗(x)) . (2.39)
By Lemma 2.6.8, D0f∗ = p−1µ
(
Φλ
(
D0
f♦
))
. Proposition 2.4.11 tells us that, for L1-almost every
t ∈ R \ f♦
(
D+
f♦
)
, N ′f (t) = 0, and that, for L1-almost every t ∈ f♦
(
D+
f♦
)
,
−N ′f (t) =
H0λ
(
∂∗Lf♦(t)
)∣∣(f♦)′∣∣∣∣∣∂∗Lf♦ (t) . (2.40)
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In the ﬁrst case, (2.36) is already established, so let us focus on the second case. As, from Lemma
2.6.8,
∂∗Lf∗(t) = ∂∗Γ[Nf (t)]
it follows, using (2.39) in ∂∗Γ[Nf (t)],∫
∂∗Lf∗ (t)
dHn−1µ (x)
|∇f∗(x)| ≥
Hn−1µ (∂∗Lf∗(t))
B (Γ)
∣∣(f♦)′∣∣∣∣∣∂∗Lf♦ (f∗(x)) =
−N ′f (t)
B (Γ)
.
Equation (2.37) then follows, using (2.40) again, and Proposition 2.5.4.
Next corollary is a consequence of Lemma 2.6.8, very similar to Corollary 2.4.15.
Corollary 2.6.10. Let f ∈ BVν(X), then, for L1-almost every t ∈ f∗
(
D+f∗
)
,
pµ (∂
∗Lf∗(t)) is a single point and ∂∗Lf∗(t) = (f∗)−1 ({t}) = ∂∗Γ[pµ(∂∗Lf∗ (t))] ⊆ D+f∗ .
Proof. We use the fact that f∗
(
D+f∗
)
= f♦
(
D+
f♦
)
, from Corollary 2.4.15, for L1-almost every
t ∈ f∗
(
D+f∗
)
,
∂∗Lf♦(t) =
{(
f♦
)−1
(t)
}
⊆ D+
f♦ .
Thus, by Lemma 2.6.8,
∂∗Lf∗(t) = p−1µ
(
Φλ
(
∂∗Lf♦(t)
)) ⊆ p−1µ (Φλ (D+f♦)) = D+f∗ .
Consequently, pµ (∂∗Lf∗(t)) =
{
Φλ
((
f♦
)−1
(t)
)}
, which is indeed a singleton. Eventually,
∂∗Lf∗(t) = p−1µ ({pµ (∂∗Lf∗(t))}) = ∂∗Γ[pµ(∂
∗Lf∗ (t))].
Remark 2.6.11. Putting together Lemmas 2.6.6, 2.6.7, 2.6.8 and their consequences, it appears
that the two symmetrizations (onto (R, λ) and onto (M,µ) share a lot of properties. The essential
diﬀerence seems to lay into the geometry of the model family which is used as an image.
Next proposition is the analogue of Proposition 2.5.1 from previous section.
Proposition 2.6.12. Let f ∈ BVν(X), then
|Dµ,sf∗| (M) =
∣∣∣Dλ,sf♦∣∣∣ (R).
Let us assume moreover that
Iν ≥ Jµ
L
. (2.41)
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Thus,
|Dν,sf | (X) ≥ |D
µ,sf∗| (M)
L
.
In particular, if f ∈ BVaν(X), then f∗ ∈ BVaµ(M).
Proof. By Corollary 2.6.10, for L1-almost every t ∈ f∗
(
D+f∗
)
, ∂∗Lf∗(t) ⊆ D+f∗ , therefore
∂∗Lf∗(t) \ D+f∗ = ∅. Therefore, using (2.41) and the proof of Proposition 2.5.1,
|Dµ,sf∗| (R) =
∫
R\f∗
(
D+
f∗
)Hn−1µ (∂∗Lf∗(t) \ D+f∗) dt
=
∫
R\f♦
(
D+
f♦
)H0λ
(
∂∗Lf♦(t) \ D+f♦
)
dt =
∣∣∣Dλ,sf♦∣∣∣ (R).
Then
|Dν,sf | (X) ≥ |D
µ,sf∗| (M)
L
,
and hence if f ∈ BVaν(X), then f∗BVaµ(M).
Let us pass to the Polya-Szegö-type inequalities. They are very similar to the ones from
previous section.
Proposition 2.6.13. Let T : R+ → R be a convex function such that T (0) = 0. Then, the
following holds
∀f ∈ BVaν(X)
∫
R
T (|∇f∗|) dµ ≤
∫
X
T (LB (Γ) |∇f |)
B (Γ)
dν. (2.42)
Proof. Let f ∈ BVaν(X), then, by Proposition 2.6.12, f∗ ∈ BVaµ(M). From the weighted coarea
formula (2.14), we can write
∫
M
T (|∇f∗|) dµ =
∫
R
∫
∂∗Lf∗ (t)
T (|∇f∗|)
|∇f∗| dH
n−1
µ dt.
The function T being convex, its slope function at zero is non-decreasing, and since T (0) = 0,
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using (2.37) and (2.39),∫
R
∫
∂∗Lf∗ (t)
T (|∇f∗|)
|∇f∗| dH
n−1
µ dt
≤
∫
R
∫
∂∗Lf∗ (t)
T
(
B (Γ)
∣∣∣(f♦)′∣∣∣∣∣∣∂∗Lf♦ (t)
)
B (Γ)
∣∣(f♦)′∣∣∣∣∣∂∗Lf♦ (t) dH
n−1
µ dt
≤
∫
R
∫
∂∗Lf∗ (t)
T
LB (Γ)HN−1ν (∂∗Lf (t))∫
∂∗Lf (t)
dHN−1ν
|∇f |
 ∫∂∗Lf (t) dHN−1ν|∇f |
LB (Γ)HN−1ν (∂∗Lf (t))
dHn−1µ dt
=
∫
R
Hn−1µ (∂∗Lf∗(t))
LB (Γ)HN−1ν (∂∗Lf (t))
T
LB (Γ)HN−1ν (∂∗Lf (t))∫
∂∗Lf (t)
dHN−1ν
|∇f |
(∫
∂∗Lf (t)
dHN−1ν
|∇f |
)
dt.
We use Jensen's inequality exactly in the same way as for the proof of Proposition 2.5.5 :
T
LB (Γ)HN−1ν (∂∗Lf (t))∫
∂∗Lf (t)
dHN−1ν
|∇f |
 ≤ ∫∂∗Lf (t) T (LB(Γ)|∇f |)|∇f | dHN−1ν∫
∂∗Lf (t)
dHN−1ν
|∇f |
.
Moreover, the isoperimetric inequality (2.41) yields, for every t ∈ R
Hn−1µ (∂∗Lf∗(t)) ≤ LHN−1ν (∂∗Lf (t)) .
Therefore, using the weighted coarea formula again,∫
M
T (|∇f∗|) dµ ≤
∫
R
∫
∂∗Lf (t)
T (LB (Γ) |∇f |)
B (Γ) |∇f | dH
N−1
ν dt =
∫
X
T (LB (Γ) |∇f |)
B (Γ)
dν.
Next proposition is a generalization of Proposition 2.6.13 to a wider class of convex functions
T . It is the exact analogue of Proposition 2.5.6 in this setting, this is the reason why we skip
the proof.
Proposition 2.6.14. Let T : R+ → R be a convex function. Assume that ν(X) < +∞, then
µ(M) < +∞. Then the following holds
∀f ∈ BVaν(X)
∫
M
T (|∇f∗|) dµ ≤
∫
X
T (LB (Γ) |∇f |)
B (Γ)
dν +
B (Γ)− 1
B (Γ)
T (0)ν(X). (2.43)
In the same way, we just state the two next propositions and refer the reader to Proposition
2.6.13 and to our previous section for the proof.
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Proposition 2.6.15. Let T : R × R+ → R be a map such that, for every t ∈ R, Tt = T (t, .) is
convex and satisﬁes Tt(0) = 0. Then, for every f ∈ BVaν(X),∫
M
T (f∗, |∇f∗|) dµ ≤
∫
X
T (f, LB (Γ) |∇f |)
B (Γ)
dν. (2.44)
Proposition 2.6.16. Let T : R × R+ → R be a map such that, for every t ∈ R, Tt = T (t, .) is
convex, then, for every f ∈ BVaν(X) such that
∫
X T (f, 0) dν is ﬁnite,∫
M
T (f∗, |∇f∗|) dµ ≤
∫
X
T (f, LB (Γ) |∇f |)
B (Γ)
dν +
B (Γ)− 1
B (Γ)
∫
X
T (f, 0) dν. (2.45)
Let us take a look at the cases of equality in these inequalities :
Proposition 2.6.17. Let T : R× R+ → R be such that, for L1-almost every t ∈ R, Tt is strictly
convex, assume that (2.18) holds. Let f ∈ BVaν(X) be such that∫
M
T (f∗, |∇f∗|) dµ =
∫
X
T (f, LB (Γ) |∇f |)
B (Γ)
dν +
B (Γ)− 1
B (Γ)
∫
X
T (f, 0) dν. (2.46)
Then, Γ is an exact model space, i.e. B (Γ) = 1 and either f is a constant, or
- for L1-almost every t ∈ R, Lf (t) is solution of the isoperimetric problem associated to
(X,µ) and moreover :
Pν (Lf (t)) = Iν (Nf (t)) = LIµ (Nf (t)) .
- there exists a map S : X → M such that, for L1-almost every t ∈ R, S (Lf (t)) = Lf∗(t),
f = f∗ ◦ S, and, HN−1ν -almost everywhere, |∇S| = 1.
In particular, |∇f | is HN−1ν -equivalent to a constant along its level lines, and, for L1-almost
every t ∈ R,
|∇f ||∂∗Lf (t) = |∇f
∗||∂∗Lf∗ (t) .
Proof. The major part of the proof is exactly the same as for Proposition 2.5.9 : in the chain
of inequalities forming the proof of Proposition 2.6.16, every one of them has to be an equality.
The only additional conditional is then
∫
R
∫
∂∗Lf∗ (t)
T (|∇f∗|)
|∇f∗| dH
n−1
µ dt =
∫
R
∫
∂∗Lf∗ (t)
T
(
B (Γ)
∣∣∣(f♦)′∣∣∣∣∣∣∂∗Lf♦ (t)
)
B (Γ)
∣∣(f♦)′∣∣∣∣∣∂∗Lf♦ (t) dH
n−1
µ dt.
Hence, for L1-almost every t ∈ R, HN−1ν -almost everywhere on ∂∗Lf∗(t),
|∇f∗| = B (Γ)
∣∣∣∣(f♦)′∣∣∣∣∣∣∣∂∗Lf♦ (t) .
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According to Lemma 2.6.7,
|∇f∗| = |∇pµ|
Jµ
∣∣∣∣(f♦)′∣∣∣∣ .
This yields that |∇pµ| has to be HN−1ν -equivalent to Jµ (Nf (t)) on ∂∗Lf∗(t) for L1-almost every
t ∈ R, i.e. B (Γ) = 1. The rest of the proof is the same as for Proposition 2.5.9.
In last section, we drew a consequence of Polya-Szegö type inequalities on the weighted
perimeters of sets that are subgraphs. Likewise in the setting of approximate model spaces, this
consequence still holds, yet with a diﬀerent result.
Proposition 2.6.18. Let θ be a measure on R satisfying the same hypothesis as in Proposition
2.5.11. Assume that the isoperimetric inequality (2.41) holds, then, for every measurable f :
X → R such that Eθ(f) has ﬁnite ν ⊗ θ-perimeter in X × R, Eθ (f∗) has ﬁnite µ⊗ θ-perimeter
in M × R, and
Pµ⊗θ (Eθ (f∗)) ≤ LB (Γ)Pν⊗θ (Eθ(f)) .
Proof. The proof follows exactly the same lines as for Proposition 2.5.11 in last section, so we
do not go deep into the details.
Let us just make precise that if f ∈ BVaν(X), then f∗ ∈ BVaµ(M), and, by Proposition 2.6.16,
Pµ⊗θ (Eθ (f∗)) =
∫
M
√
Jθ (f∗)2 + |∇f∗|2 dµ
≤ 1
B (Γ)
∫
X
√
Jθ(f)2 + L2B (Γ)
2 |∇f |2 dν + B (Γ)− 1
B (Γ)
∫
X
Jθ(f) dν
≤ LB (Γ)
∫
X
√
Jθ(f)2 + |∇f |2 dν = LB (Γ)Pν⊗θ (Eθ(f)) ,
For a general measurable function f : X → R, the argument is exactly the same as in last
section.
Remark 2.6.19. Observe that, as for the last section the contents of this section can be modiﬁed
by considering other norms, we refer the reader to Remarks 2.2.24 and 2.4.17 for the ideas behind
these changes. It is indeed possible to reproduce the whole study with a norm NX on X ⊆ RN
and a norm NM on M ⊆ Rn, the assumed isoperimetric inequality then has to be :
I(X,NX ,ν) ≥
I(M,NM ,µ)
L
. (2.47)
2.7 Symmetrization in a product space : integral inequality and
isoperimetric proﬁles
In this section, we show that an isoperimetric inequality involving an approximate model space
is stable under product with a class of metric measured spaces. We use the same methods as
in the previous section, to which we add elements adapted from [62], who, like several others
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authors (see e.g. [86]) treated the problem in the case of Steiner symmetrization (see also [42]
for a study of the cases of equality).
Let us now give the setting :
- As in previous sections, X is an open subset of RN , N ≥ 1, equipped with an absolutely
continuous measure ν, having density ϕν positive and continuous on X.
- As in last section, M is an open subset of Rn, n ≥ 1 and an approximate model space,
equipped with an approximate model family Γ corresponding to the measure µ, which has
density ϕ positive and continuous on M . We denote by pµ the measure map associated to
Γ.
- Y is an open subset of Rk, k ≥ 1, equipped with a Radon measure θ.
- For every A ⊆ X × Y , Ay shall denote the slice of A of level y in Y :
Ay = {x ∈ X ; (x, y) ∈ A} .
Slices are deﬁned with the same notation in M × Y .
- For every f : X × Y → R, for y ∈ Y , fy shall denote the function deﬁned on X as follows :
∀x ∈ X fy(x) = f(x, y).
The same notation is used for functions deﬁned on M × Y .
- For every f : X × Y → R, fν shall denote the function deﬁned on Y as follows :
∀y ∈ Y fν(y) =
∫
X
f(x, y) dν(x).
The notation fµ is used for functions f : M × Y → R.
We shall work until the end of this section with the following symmetrization.
Deﬁnition 2.7.1. Let A be a measurable subset of X × Y , the symmetral of A in M × Y is
deﬁned as follows :
A∗ =
⋃
y∈Y
((Ay)∗ × {y}) = {(x, y) ∈M × Y ; x ∈ (Ay)∗} ,
where (Ay)∗ = Γ[ν(Ay)]. Let f : X × Y → R, the rearranged version of f in M × Y is deﬁned as
follows :
∀(x, y) ∈M × Y f∗(x, y) = (fy)∗ (x),
where (fy)
∗ is the rearranged version of fy deﬁned in the last section.
Let us start with a technical lemma, needed to establish a speciﬁc coarea formula.
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Lemma 2.7.1. Let α, β ∈ N∗, let H be a hyperplane of Rα+β, and let v ∈ Sα+β−1 be such
that R.v = H⊥. Let p be the orthogonal projection onto Rα. We denote by pH : H → Rα the
restriction of p to H, and denote by pH∗ : Rα → H its dual map. Then
det (pH ◦ p∗H) = |(Id− p) (v)|2 .
Proof. Let W = Rα × {0} ⊆ Rα+β . We distinguish two cases :
• H +W ( Rα+β ,
• H +W = Rα+β .
In the ﬁrst case, W is a subspace of H, indeed H ⊆ H + W ⊆ Rα+β and dimH = α + β − 1.
Thus, pH ◦ p∗H = IdW and p(v) = 0. Therefore,
det (pH ◦ p∗H) = 1 = |(Id− p) (v)|2 .
In the second case, dim(H ∩ W ) = dimH + dimW − dim(H + W ) = α − 1. Let F =(
f1, ..., fα−1
)
be an orthonormal basis of H ∩W . We complete F on the ﬁrst hand to obtain
an orthonormal basis of Rα+β W = (f1, ..., fα−1, wα, ..., wα+β) which is adapted to W , i.e. such
that
(
f1, ..., fα−1, wα
)
is an orthonormal basis of W . On the second hand, we complete the
same basis F to obtain another orthormal basis of Rα+β , H = (f1, ..., fα−1, hα, ..., hα+β) which
is adapted to H, i.e. such that
(
f1, ..., fα−1, hα, ..., hα+β−1
)
is an orthonormal basis of H.
Maybe changing v to −v, we can assume that v = hα+β . Hence,
(Id− p) (v) =
β∑
i=1
〈
hα+β, wα+i
〉
wα+i.
From the fact that H is an orthonormal basis, we deduce that hα+β ∈ Span (f1, ..., fα−1)⊥,
hence,
β∑
i=0
〈
hα+β, wα+i
〉2
= 1.
Therefore,
|(Id− p) (v)|2 = 1−
〈
hα+β, wα
〉2
.
Focusing on wα, observe that, sinceW is an orthonormal basis, wα ∈ Span (f1, ..., fα−1)⊥, thus,
β∑
i=0
〈
hα+i, wα
〉2
= 1.
Observe now that
[pH ◦ p∗H ]W =
[
Iα−1 0α−1,1
01,α−1 κ
]
where κ =
∑β−1
i=0
〈
hα+i, wα
〉2
.
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Therefore,
det (pH ◦ p∗H) =
β−1∑
i=0
〈
hα+i, wα
〉2
= 1−
〈
hα+β, wα
〉2
= |(Id− p) (v)|2 .
In the next proposition, we focus on the behavior of slices of functions of bounded weighted
perimeter, it is inspired by Theorem 1.3 of [62], taken from Vol'pert [116].
Proposition 2.7.2. Let f ∈ BVν⊗θ(X × Y ). For θ-almost every y ∈ Y , the function fy belongs
to BVν(X).
Proof. First let us assume that f ∈ BVν⊗θ(X × Y ) ∩ C∞(X × Y ). Then, for every y ∈ Y ,
fy ∈ C∞(X), moreover ∫
X×Y
|∇f | d(ν ⊗ θ) =
∣∣∣Dν⊗θf ∣∣∣ (X × Y ) < +∞.
Hence,∫
Y
(∫
X
|∇fy| dν
)
dθ ≤
∫
Y
(∫
X
√
|∇fy(x)|2 + |∇Y f(x, y)|2 dν(x)
)
dθ(y) =
∫
X×Y
|∇f | d(ν⊗θ) < +∞.
Therefore, for θ-almost every y ∈ Y , |Dνfy| (X) =
∫
X |∇fy| dν is ﬁnite, i.e. fy ∈ BVν(X).
If now f is a generic element of BVν⊗θ(X × Y ), then, by Theorem 2.2.4, there exists a
sequence (fk)k∈N of elements of BVν⊗θ(X × Y ) ∩ C∞(X × Y ) strictly converging to f . Let us
assume without loss of generality that the sequence also converges ν ⊗ θ-almost everywhere to
f (there exists such a subsequence). There exists a set EY ⊆ Y such that θ (Y \ EY ) = 0 and,
for every y ∈ EY , the sequence
(
(fk)y
)
k∈N
converges in L1ν and ν-almost to fy. Recall that the
map u 7→ Vν(u) is lower semicontinuous (see Remark 2.2.3), hence using also Fatou's Lemma,∫
Y
Vν (fy) dθ ≤
∫
Y
lim inf
k→+∞
Vν
(
(fk)y
)
dθ
=
∫
Y
lim inf
k→+∞
∣∣∣Dν (fk)y∣∣∣ (X) dθ
≤ lim inf
k→+∞
∫
Y
(∫
X
|∇Xfk| dν
)
dθ
≤ lim inf
k→+∞
∫
X×Y
|∇fk| d(ν ⊗ θ) =
∣∣∣Dν⊗θf ∣∣∣ (X × Y ) < +∞.
Thus, for θ-almost every y ∈ Y , Vν (fy) < +∞, which means that, for these y, fy ∈ BVν(X).
This proposition, together with Lemma 2.7.1 allows to formulate a speciﬁc coarea formula,
which we shall call slice coarea formula. In a way this coarea formula indicates that (Y, θ) behaves
as a neutral factor with respect to the partial symmetrization deﬁned at 2.7.1. This will appear
more clearly in the proof of Proposition 2.7.12.
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Proposition 2.7.3. Let E ⊆ X × Y be a set of ﬁnite ν ⊗ θ-perimeter, then, for θ-almost every
y ∈ Y ,
HN−1ν (∂∗ (Ey)) = HN−1ν
(
(∂∗E)y
)
. (2.48)
Moreover, for every Borel measurable function g : X × Y → R+ ∪ {+∞},∫
∂∗E
g(x, y) |pX (νE(x, y))| dHN+k−1ν⊗θ (x, y) =
∫
Y
(∫
∂∗(Ey)
g(x, y) dHn−1ν (x)
)
dθ(y). (2.49)
Proof. By Theorem 2.2.18, ∂∗E is a countably HN+k−1ν⊗θ -rectiﬁable set. Hence, from the weighted
coarea formula for Lipschitz functions (Theorem A.2.11 in Appendix A),∫
∂∗E
g(x, y) CN−1d∂
∗E (pY )x dHN+k−1ν⊗θ (x, y) =
∫
Y
(∫
(∂∗E)y
g(x, y) dHn−1ν (x)
)
dθ(y),
where pY : X × Y → Y is the orthogonal projection onto Y . Thus, by Lemma 2.7.1, for every
x ∈ ∂∗E,
CN−1d∂
∗E (pY )x = |pX (νE(x, y))| .
Then,∫
∂∗E
g(x, y) |pX (νE(x, y))| dHN+k−1ν⊗θ (x, y) =
∫
Y
(∫
(∂∗E)y
g(x, y) dHn−1ν (x)
)
dθ(y). (2.50)
This formula, very close to (2.49), is important in order to prove (2.48). Once this last equality
is established, (2.49) follows.
The characteristic function 1E belongs to BVν⊗θ(X × Y ), hence, by Proposition 2.7.2, there
exists GE ⊆ Y such that θ (Y \GE) = 0 and, for every y ∈ Y , 1Ey ∈ BVν(X). Let i ∈ {1, ..., N}
and h ∈ C∞c (X × Y ), then, from one hand,∫
X×Y
∂h
∂xi
(x, y)1E(x, y) dxdy = −
∫
X×Y
h(x, y)
ϕν(x)ϕθ(y)
dDν⊗θi 1E(x, y),
and from the other hand,∫
X×Y
∂h
∂xi
(x, y)1E(x, y) dxdy =
∫
Y
(∫
X
∂h
∂xi
(x, y)1Ey(x) dx
)
dθ(y)
ϕθ(y)
= −
∫
Y
∫
X
h(x, y)
ϕν(x)ϕθ(y)
dDνi 1Ey(x)dθ(y).
Therefore, as vector-valued measures, Dν⊗θX 1E =
(
Dν⊗θ1 1E , ..., D
ν⊗θ
N 1E
)
and
B 7→
(∫
Y
∫
By
dDν11Ey(x)dθ(y), ...,
∫
Y
∫
By
dDνN1Ey(x)dθ(y)
)
coincide, we shall denote the last
one by Dν1E. .θ. Then their total variation measures also coincide. Observe that, by Theorem
2.2.15,
Dν⊗θX 1E = pX (νE)HN+k−1ν⊗θ |∂∗E .
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Hence,
∣∣∣Dν⊗θX 1E∣∣∣ = |pX (νE)|HN+k−1ν⊗θ |∂∗E . The total variation measure of Dν1E. .θ can be
expressed this way : for every Borel measurable g : X × Y → R,∫
X×Y
g(x, y) d |Dν1E. .θ| (x, y) =
∫
Y
∫
∂∗(Ey)
g(x, y) dHN−1ν (x)dθ(y).
Using (2.50), we obtain∫
X×Y
g(x, y) d
∣∣∣Dν⊗θX 1E∣∣∣ (x, y) = ∫
∂∗E
g(x, y)1B(x, y) |pX (νE(x, y))| dHN+k−1ν⊗θ (x, y)
=
∫
Y
∫
(∂∗E)y
g(x, y) dHN−1ν (x)dθ(y).
Therefore, for θ-almost every y ∈ Y , HN−1ν |∂∗ (Ey) and HN−1ν
∣∣∣(∂∗E)y coincide. In particular
HN−1ν (∂∗ (Ey)) = HN−1ν
(
(∂∗E)y
)
.
Next series of statements use the slice coarea formula, stated at Proposition 2.7.3 above, to
study the properties of the slices of sets of ﬁnite ν ⊗ θ-perimeter and of functions of bounded
ν ⊗ θ-variation.
Proposition 2.7.4 ([62]). Let E ⊆ X ×Y be a set of ﬁnite ν⊗ θ-perimeter. Then, for θ-almost
every y ∈ Y , pX (νE(x, y)) 6= 0, except on a set of HN−1ν -measure equal to zero.
Proof. Let V = {(x, y) ∈ ∂∗E ; pX (νE(x, y)) = 0}. Then, by Proposition 2.7.3,
0 =
∫
∂∗E
1V (x, y) |pX (νE(x, y))| dHN+k−1ν⊗θ (x, y) =
∫
Y
(∫
(∂∗E)y
1V (x, y)dHn−1ν (x)
)
dθ(y).
Hence, for θ-almost every y ∈ Y , HN−1ν (Vy) = 0.
We focus now on an extension of (2.48) and Proposition 2.7.4 to functions of bounded
weighted variation.
Proposition 2.7.5 ([62]). Let f ∈ BVaν⊗θ(X×Y ), then, for θ-almost every y ∈ Y , for L1-almost
every t ∈ R,
- HN−1ν
(
(∂∗Lf (t))y
)
= HN−1ν
(
∂∗Lfy(t)
)
,
- ∇fy(x) 6= 0 for every x ∈ X such that (x, y) ∈ ∂∗Lf (t).
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Lemma 2.7.6. Let f ∈ BVν⊗θ(X×Y ), then for L1 almost every t ∈ R, HN−1ν -almost everywhere
on ∂∗Lf (t),
νLf (t) =
∇f
|∇f | .
Proof of Proposition 2.7.5. Let f ∈ BVν⊗θ(X × Y ), then, for L1-almost-every t ∈ R, Lf (t) has
ﬁnite ν⊗θ-perimeter. According to Proposition 2.7.3, for every such t, for every Borel measurable
function g : X × Y → R,∫
Y
∫
∂∗(Lf (t)y)
g(x, y) dHN−1ν (x)dθ(y) =
∫
Y
∫
(∂∗Lf (t))y
g(x, y) dHN−1ν (x)dθ(y).
Hence,∫
R×Y
∫
∂∗(Lf (t)y)
g(x, y) dHN−1ν (x)dθ(y)dt =
∫
R×Y
∫
(∂∗Lf (t))y
g(x, y) dHN−1ν (x)dθ(y)dt.
Therefore, for L1 ⊗ θ-almost every (t, y) ∈ R× Y , since Lf (t)y = Lfy(t),
HN−1ν (∂∗ (Lf (t)y)) = HN−1ν
(
(∂∗Lf (t))y
)
.
Lemma 2.7.6 implies that, for L1 almost t ∈ R, for every (x, y) ∈ ∂∗Lf (t),
pX
(
νLf (t)(x, y)
)
=
∇fy(x)
|∇f | .
Hence, using the same method as to prove Proposition 2.7.4, let
V = {(x, y) ∈ X × Y ; ∃t ∈ R(x, y) ∈ ∂∗Lh(t) and ∇fy(x) = 0} .
Applying the slice coarea formula (2.49), Fubini's theorem and the ﬁrst part of the proposition,
0 =
∫
X×Y
1V (x, y) |∇fy(x)| d (ν ⊗ θ) (x, y)
=
∫
R
∫
∂∗Lf (t)
1V (x, y)
|∇fy(x)|
|∇f(x, y)| dH
N+k−1
ν⊗θ (x, y)dt
=
∫
R
∫
Y
∫
∂∗Lfy (t)
1Vy(x) dHN−1ν (x)dθ(y)dt
=
∫
Y
(∫
R
∫
∂∗Lfy (t)
1Vy(x) dHN−1ν (x)dt
)
dθ(y).
This implies that, for θ-almost every y ∈ Y , ∫R ∫∂∗Lfy (t) 1Vy(x) dHN−1ν (x)dt = 0, and in particular
that, for L1-almost every t ∈ R, the set
Vy[t] =
{
x ∈ ∂∗Lfy(t) ; ∇fy(x) = 0
}
has HN−1ν measure equal to zero.
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Proposition 2.7.7. Let f ∈ BVν⊗θ(X × Y ), then fν = (f∗)µ ∈ BVθ(Y ) and, for every i ∈
{1, ..., k}, the partial weighted distributional derivative of fν is deﬁned by
∀B ⊆ Y Dθfν(B) =
∫
X×B
dDν⊗θf(x, y) = Dν⊗θN+ih(X ×B).
Proof. The ﬁrst of the proof is a direct consequence of the layer-cake decomposition : let y ∈ Y ,
then, using the fact that, for every measurable function h deﬁned on X, (Φλ ◦ h)∗ = Φλ ◦h∗ (see
Proposition 2.4.6), and Fubini's theorem,
fν(y) =
∫
X
f(x, y) dν(x) =
∫
X
∫
R
1LΦλ◦fy (t)
dλ(t)dν(x)
=
∫
R
ν
(
LΦλ◦fy(t)
)
dλ(t)
=
∫
R
µ
(
LΦλ◦f∗y (t)
)
dλ(t) =
∫
M
f∗(x, y) dµ(x, y) = (f∗)µ (y).
Let now g ∈ C∞c (Y ) and i ∈ {1, ..., k}, then∫
Y
∂g
∂yi
(y)fν(y) dy =
∫
X×Y
∂g
∂yi
(y)f(x, y) dν(x)dy
= −
∫
X×Y
g(y)
ϕθ(y)ϕν(x)
ϕν(x) dD
ν⊗θ
N+if(x, y)
= −
∫
Y
g(y)
ϕθ(y)
(∫
X
dDν⊗θN+if(x, y)
)
= −
∫
Y
g(y)
ϕθ(y)
dDν⊗θN+if(X, y).
Likewise, the same computation leads to
Dθi (f
∗)µ (B) = D
µ⊗θ
n+i f
∗(M ×B),
for any measurable subset B of M .
Remark 2.7.8. Let us just point out the fact that, for any f ∈ BVν⊗θ(X × Y ), as fν = (f∗)µ,
then their distributional derivatives are equal :
∀i ∈ {1, ..., k} Dθi fν = Dν⊗θN+if(X, .) = Dµ⊗θn+i f∗(M, .) = Dθi (f∗)µ .
Moreover, if f ∈ BVaν⊗θ(X × Y ), then f∗ ∈ BVaµ⊗θ(M × Y ), fν = (f∗)µ ∈ BVaθ(Y ), for
i ∈ {1, ..., k},
∂fν
∂yi
=
∫
X
∂f
∂zN+i
dν =
∫
X
∂f∗
∂zn+i
dµ.
Lemma 2.7.9. Let f ∈ BVν⊗θ(X×Y ), then, for every t ∈ R and every y ∈ Y , ∇Y f∗ is constant
on ∂∗Lf∗y (t), ∇Y f♦ is constant on ∂∗Lf♦y (t), and
∇Y f∗∣∣∣∂∗Lf∗y (t) = ∇Y f
♦∣∣∣∣∂∗Lf♦y (t)
.
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Proof. Let y ∈ Y , Lemma 2.4.3 tells us that, for every t ∈ R, ∂∗Lf♦y (t) is a single point, hence
∇Y f♦ is constant on ∂∗Lf♦y (t). By Corollary 2.6.10,
∂∗Lf∗y (t) = p
−1
µ
(
Φλ
(
∂∗Lf♦y (t)
))
,
then pµ is constant on ∂∗Lf∗y (t). Using Lemma 2.6.7, for every x ∈ ∂∗Lf∗y (t),
∇Y f∗(x, y) = ∇Y f♦
(
Φ−1λ (pµ(x)) , y
)
,
which is constant on ∂∗Lf∗y (t).
Lemma 2.7.10. Let f ∈ BVaν⊗θ(X × Y ), then, for every t ∈ R and every y ∈ Y ,∫
∂∗Lfy (t)
fy(x)
|∇fy(x)| dH
N−1
ν (x) =
∫
∂∗Lf∗y (t)
f∗y (x)∣∣∇f∗y (x)∣∣ dHn−1µ (x). (2.51)
Moreover, ∫
∂∗Lfy (t)
∇Y f(x, y)
|∇fy(x)| dH
N−1
ν (x) =
∫
∂∗Lf∗y (t)
∇Y f∗(x, y)∣∣∇f∗y (x)∣∣ dHn−1µ (x),
and ∫
∂∗Lfy (t)
|∇Y f(x, y)|
|∇fy(x)| dH
N−1
ν (x) =
∫
∂∗Lf∗y (t)
|∇Y f∗(x, y)|∣∣∇f∗y (x)∣∣ dHn−1µ (x). (2.52)
The same equalities hold for f♦ in place of f∗.
Proof. Let us ﬁrst establish (2.51). Let y ∈ Y , as f∗y = (fy)∗, for every t ∈ R∫
Lfy (t)
f(x, y) dν(x) =
∫
X
f(x, y)1(t,+∞)(f(x, y)) dν(x)
=
∫
X
f∗(x, y)1(t,+∞) (f∗(x, y)) dµ(x)
=
∫
Lf∗y (t)
f∗(x, y) dν(x).
Applying the coarea formula (2.14) brings∫ +∞
t
∫
∂∗Lfy (s)
fy(x)
|∇fy(x)| dH
N−1
ν (x)ds =
∫
Lfy (t)
f(x, y) dν(x)
=
∫
Lf∗y (s)
f∗(x, y) dν(x) =
∫ +∞
t
∫
∂∗Lf∗y (t)
f∗y (x)∣∣∇f∗y (x)∣∣ dHn−1µ (x)ds.
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Diﬀerentiating both terms of the equality, according to Lebesgue's diﬀerentiation theorem,∫
∂∗Lfy (t)
fy(x)
|∇fy(x)| dH
N−1
ν (x) =
∫
∂∗Lf∗y (t)
f∗y (x)∣∣∇f∗y (x)∣∣ dHn−1µ (x).
The second part of the lemma asks for a little bit more work. Let g : X × Y → R. Let, for
every t ∈ R, gt the function deﬁned as follows :
∀(x, y) ∈ X × Y gt(x, y) = max(g(x, y), t).
For every t ∈ R, (f∗)t = (f t)∗, the reason being that, for s ∈ R,
Lf t(s) =
{
Lf (s) if s > t
Lf (t) if s ≤ t.
Hence, for every t ∈ R, (f t)
ν
=
(
(f∗)t
)
µ
. Moreover, ∇Y f t = ∇Y f1Lf (t) and ∇Y (f∗)t =
∇Y f∗1Lf∗ (t). Let us ﬁx y ∈ Y , for every t ∈ R,
∇ (f t)
ν
(y) =
∫
Lfy (t)
∇Y f(x, y) dν(x)
=
∫
Lf∗y (t)
∇Y f∗(x, y) dµ(x) = ∇
(
(f∗)t
)
µ
(y).
The weighted coarea formula then leads to, for every t ∈ R,∫ +∞
t
∫
∂∗Lfy (s)
∇Y f(x, y)
|∇fy(x)| dH
N−1
ν (x)ds =
∫
R
∫
∂∗Lfy (s)
1Lfy (t)
∇Y f(x, y)
|∇fy(x)| dH
N−1
ν (x)ds
=
∫
Lfy (t)
∇Y f∗(x, y) dν(x)
=
∫
Lf∗y (t)
∇Y f∗(x, y) dµ(x)
=
∫
R
∫
∂∗Lf∗y (s)
1Lf∗y (t)
∇Y f∗(x, y)∣∣∇f∗y (x)∣∣ dHn−1µ (x)ds
=
∫ +∞
t
∫
∂∗Lf∗y (s)
∇Y f∗(x, y)∣∣∇f∗y (x)∣∣ dHn−1µ (x)ds.
Diﬀerentiating this time again,∫
∂∗Lfy (t)
∇Y f(x, y)
|∇fy(x)| dH
N−1
ν (x) =
∫
∂∗Lf∗y (t)
∇Y f∗(x, y)∣∣∇f∗y (x)∣∣ dHn−1µ (x).
We obtain (2.52) by the same method.
To ﬁnish, observe that f♦ is the rearranged version of f onto an exact model space, precisely
(R, λ) here.
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Lemma 2.7.11. Let F : (R+)
2 → R be a convex function, and let (Z, pi) be a metric measured
space such that pi(Z) < +∞. Then, for every u, v : Z → R,
F
(∫
Z
u dpi,
∫
Z
v dpi
)
≤
∫
Z
F (pi(Z)u, pi(Z)v)
dpi
pi(Z)
.
In particular, if F is homogeneous, then, for every u, v : Z → R,
F
(∫
Z
u dpi,
∫
Z
v dpi
)
≤
∫
Z
F (u, v) dpi.
Proof. This is just just Jensen's inequality in the probability space
(
Z2, pi
⊗2
pi(Z)2
)
.
Proposition 2.7.12. Let T : R × (R+)2 → R be such that, for every t ∈ R, T (t, ., .) is convex
and homogeneous on (R+)
2. Assume that Iν ≥ JµL , then, for every f ∈ BVaν⊗θ(X×Y ), such that∫
X×Y T (f, |∇Y f | , 0) d (ν ⊗ θ) is ﬁnite,∫
M×Y
T (f∗, |∇Y f∗| , |∇Mf∗|) d (ν ⊗ θ) ≤
∫
X×Y
T (f, |∇Y f | , LB (Γ) |∇Xf |)
B (Γ)
d (ν ⊗ θ) (2.53)
+
B (Γ)− 1
B (Γ)
∫
X×Y
T (f, |∇Y f | , 0) d (ν ⊗ θ) . (2.54)
Proof. We ﬁrst assume that T (t, u, 0) = 0 for every t ∈ R and u ∈ R+. The principle of the proof
is almost the same as for Proposition 2.6.13, let us consider f ∈ BVaν⊗θ(X × Y ) and apply the
coarea formula :∫
M×Y
T (f∗, |∇Y f∗| , |∇Mf∗|) d (ν ⊗ θ) =
∫
R
∫
∂∗Lf∗ (t)
T (t, |∇Y f∗| , |∇Xf∗|)
|∇f∗| dH
n+k−1
µ⊗θ dt.
By Lemma 2.7.6 and Proposition 2.7.5, for θ-almost every y ∈ Y , for L1-almost every t ∈ R,∣∣∣pX (νLf∗ (t)(x, y))∣∣∣ = |∇Xf∗(x,y)||∇f∗(x,y)| 6= 0. Hence, using the slice coarea formula (2.49), for L1-almost
every t ∈ R,∫
∂∗Lf∗ (t)
T (t, |∇Y f∗| , |∇Xf∗|)
|∇f∗| dH
n+k−1
µ⊗θ =
∫
∂∗Lf∗ (t)
T (t, |∇Y f∗| , |∇Xf∗|)
|∇Xf∗|
∣∣∣pX (νLf∗ (t))∣∣∣ dHn+k−1µ⊗θ
=
∫
Y
∫
∂∗Lf∗y (t)
T (t, |∇Y f∗| , |∇Xf∗|)
|∇Xf∗| dH
n−1
µ dθ.
For every (t, u) ∈ R× R+, the map v 7→ T (t, u, v) is convex and vanishes at zero, hence its slope
function at zero is v 7→ T (t,u,v)v and is non-decreasing. Thus, using (2.39) and Lemma 2.7.9, we
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pass from f∗ to f♦ : for L1-almost every t ∈ R and every y ∈ Y ,
∫
∂∗Lf∗y (t)
T (t, |∇Y f∗(x, y)| , |∇Xf∗(x, y)|)
|∇Xf∗(x, y)| dH
n−1
µ (x)
≤
∫
∂∗Lf∗y (t)
T
(
t,
∣∣∇Y f♦(x, y)∣∣∣∣∣∣∂∗Lf♦y (t) , B (Γ)
∣∣∣(f♦y )′∣∣∣∣∣∣∣∂∗Lf♦y (t)
)
B (Γ)
∣∣∣∣(f♦y )′∣∣∣∣∣∣∣∣∂∗Lf♦y (t)
dHn−1µ (x).
We then use the partial homogeneity of T : for L1-almost every t ∈ R and every y ∈ Y ,
∫
∂∗Lf∗y (t)
T
(
t,
∣∣∇Y f♦(x, y)∣∣∣∣∣∣∂∗Lf♦y (t) , B (Γ)
∣∣∣(f♦y )′∣∣∣∣∣∣∣∂∗Lf♦y (t)
)
B (Γ)
∣∣∣∣(f♦y )′∣∣∣∣∣∣∣∣∂∗Lf♦y (t)
dHn−1µ (x)
=
∫
∂∗Lf∗y (t)
T
t,
∣∣∇Y f♦(x, y)∣∣∣∣∣∣∂∗Lf♦y (t)
B (Γ)
∣∣∣∣(f♦y )′∣∣∣∣∣∣∣∣∂∗Lf♦y (t)
, 1
 dHn−1µ (x).
Observe that
|∇Y f♦(x,y)|∣∣∣∣∣∂∗Lf♦y (t)
B(Γ)
∣∣∣(f♦y )′∣∣∣∣∣∣∣∣∂∗Lf♦y (t)
is a constant on ∂∗Lf∗y (t), thus, using the partial homogeneity of
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T , the fact that ∂∗Lf♦y (t) is a single point, and the equality Hn−1µ
(
∂∗Lf∗y (t)
)
= Hλ0
(
∂∗Lf♦y (t)
)
,
∫
∂∗Lf∗y (t)
T
t,
∣∣∇Y f♦(x, y)∣∣∣∣∣∣∂∗Lf♦y (t)
B (Γ)
∣∣∣∣(f♦y )′∣∣∣∣∣∣∣∣∂∗Lf♦y (t)
, 1
 dHn−1µ (x)
= Hn−1µ
(
∂∗Lf∗y (t)
)
T
t,
∣∣∇Y f♦(x, y)∣∣∣∣∣∣∂∗Lf♦y (t)
B (Γ)
∣∣∣∣(f♦y )′∣∣∣∣∣∣∣∣∂∗Lf♦y (t)
, 1

= T
t,H0λ
(
∂∗Lf♦y (t)
) ∣∣∇Y f♦(x, y)∣∣∣∣∣∣∂∗Lf♦y (t)
B (Γ)
∣∣∣∣(f♦y )′∣∣∣∣∣∣∣∣∂∗Lf♦y (t)
,Hn−1µ
(
∂∗Lf∗y (t)
)

= T
t,∫
∂∗L
f♦y
(t)
∣∣∇Y f♦(x, y)∣∣
B (Γ)
∣∣∣∣(f♦y )′∣∣∣∣ dH
0
λ,Hn−1µ
(
∂∗Lf∗y (t)
) .
We are now in position to apply Lemma 2.7.10, more precisely (2.52) :
T
t,∫
∂∗L
f♦y
(t)
∣∣∇Y f♦(x, y)∣∣
B (Γ)
∣∣∣∣(f♦y )′∣∣∣∣ dH
0
λ(x),Hn−1µ
(
∂∗Lf∗y (t)
)
= T
(
t,
∫
∂∗Lfy (t)
|∇Y f(x, y)|
B (Γ) |∇fy| dH
N−1
ν (x),Hn−1µ
(
∂∗Lf∗y (t)
))
.
For every (t, u) ∈ R×R+, T (t, u, .) is a convex function deﬁned on R+ with values in R+ and
such that T (t, u, 0) = 0, it is the necessarily non-decreasing. Now, by the isoperimetric inequality
(2.18).
T
(
t,
∫
∂∗Lfy (t)
|∇Y f(x, y)|
B (Γ) |∇fy| dH
N−1
ν (x),Hn−1µ
(
∂∗Lf∗y (t)
))
≤ T
(
t,
∫
∂∗Lfy (t)
|∇Y f(x, y)|
B (Γ) |∇fy| dH
N−1
ν (x), LHN−1ν
(
∂∗Lfy(t)
))
.
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Lemma 2.7.11 allows to rewrite this as an integral over a level line :
T
(
t,
∫
∂∗Lfy (t)
|∇Y f(x, y)|
B (Γ) |∇fy| dH
N−1
ν (x), LHN−1ν (x)
(
∂∗Lfy(t)
))
≤
∫
∂∗Lfy (t)
T
(
t,
|∇Y f(x, y)|
B (Γ) |∇fy| , L
)
dHN−1ν (x).
Using the partial homogeneity of T again,
∫
∂∗Lfy (t)
T
(
t,
|∇Y f(x, y)|
B (Γ) |∇fy| , L
)
dHN−1ν (x) =
∫
∂∗Lfy (t)
T (t, |∇Y f(x, y)| , LB (Γ) |∇fy|)
B (Γ) |∇fy| dH
N−1
ν (x).
Therefore, coming back to the whole integral, and using the slice coarea and the coarea
formulas (backwards this time)
∫
R
∫
Y
∫
∂∗Lf∗y (t)
T (t, |∇Y f∗| , |∇Xf∗|)
|∇Xf∗| dH
n−1
µ dθdt
≤
∫
R
∫
Y
∫
∂∗Lfy (t)
T (t, |∇Y f(x, y)| , LB (Γ) |∇fy|)
B (Γ) |∇fy| dH
N−1
ν (x)dθ(y)dt
=
∫
R
∫
∂∗Lf (t)
T (t, |∇Y f | , LB (Γ) |∇Xf |)
B (Γ) |∇f | dH
N+k−1
ν⊗θ dt
=
∫
X×Y
T (f, |∇Y f | , LB (Γ) |∇Xf |)
B (Γ)
d (ν ⊗ θ) .
Let now T be a function deﬁned on R×(R+)2 satisfying the assumptions of the proposition, it
is (partially) homogeneous, then for every t ∈ R, T (t, 0, 0) = 0, but it does not occur necessarily
that T (t, u, 0) = 0 for every u ∈ R+. With the help of Lemma 2.7.10, the following chain of
equalities holds for every t ∈ R and every y ∈ Y :
∫
∂∗Lf∗y (t)
T (t, |∇Y f∗(x, y)| , 0)
|∇Xf∗(x, y)| dH
n−1
µ (x) = T (t, 1, 0)
∫
∂∗Lf∗y (t)
|∇Y f∗(x, y)|∣∣∇f∗y (x)∣∣ dHn−1µ (x)
= T (t, 1, 0)
∫
∂∗Lfy (t)
|∇Y f(x, y)|
|∇fy(x)| dH
N−1
ν (x)
=
∫
∂∗Lfy (t)
T (t, |∇Y f(x, y)| , 0)
|∇Xf(x, y)| dH
N−1
ν (x).
Moreover, the function T˜ : (t, u, v) 7→ T (t, u, v)−T (t, u, 0) = T (t, u, v)−T (t, 1, 0)u is still convex
and sunch that, for every (t, u) ∈ R × R+, T˜ (t, u, 0) = 0. We can thus apply what preceeds to
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ﬁnd that∫
M×Y
T (f∗, |∇Y f∗| , |∇Mf∗|) d (ν ⊗ θ)
=
∫
R
∫
Y
∫
∂∗Lf∗y (t)
T (t, |∇Y f∗(x, y)| , |∇Mf∗(x, y)|)
|∇Mf∗(x, y)| dH
n−1
µ (x)dθ(y)dt
=
∫
R
∫
Y
∫
∂∗Lf∗y (t)
T˜ (t, |∇Y f∗(x, y)| , |∇Mf∗(x, y)|)
|∇Mf∗(x, y)| dH
n−1
µ (x)dθ(y)dt
+
∫
R
∫
Y
∫
∂∗Lf∗y (t)
T (t, |∇Y f∗(x, y)| , 0)
|∇Mf∗(x, y)| dH
n−1
µ (x)dθ(y)dt
≤
∫
R
∫
Y
∫
∂∗Lfy (t)
T˜ (t, |∇Y f(x, y)| , LB (Γ) |∇fy|)
B (Γ) |∇fy| dH
N−1
ν (x)dθ(y)dt
+
∫
R
∫
Y
∫
∂∗Lfy (t)
T (t, |∇Y f(x, y)| , 0)
|∇Xf(x, y)| dH
N−1
ν (x)dθ(y)dt
=
∫
X×Y
T˜ (f, |∇Y f | , LB (Γ) |∇Xf |)
B (Γ)
d (ν ⊗ θ) +
∫
X×Y
T (f, |∇Y f | , 0) d(ν ⊗ θ)
=
∫
X×Y
T (f, |∇Y f | , LB (Γ) |∇Xf |)
B (Γ)
d (ν ⊗ θ) + B (Γ)− 1
B (Γ)
∫
X×Y
T (f, |∇Y f | , 0) d (ν ⊗ θ) .
This inequality allows to transfer the isoperimetric inequality (2.41) to the product space
(with Y ). Indeed, we see the ν⊗θ-perimeters (resp. µ⊗θ-perimeters) of subsets of X×Y (resp.
M × Y ) as the total variation of their characteristic functions. Leaning on Theorem 2.2.4, we
prove the new isoperimetric inequality by approximation, using Proposition 2.7.12.
Before stating the proposition, let us introduce some notation : let F : R2 → R+ be a convex
and homogeneous function such that
• F (a, b) = 0 if and only if a = b = 0,
• for every ε1, ε2 ∈ {−1, 1} and for every a, b ∈ R, F (ε1a, ε2b) = F (a, b).
If (G, ‖.‖G) and (H, ‖.‖H) are two metric spaces, we deﬁne the map ‖.‖F on G×H as follows :
∀(x, y) ∈ G×H ‖(x, y)‖F = F (‖x‖G , ‖y‖H) .
In X × Y (resp. M × Y ), ‖.‖F is a norm, and we can deﬁne the ν ⊗ θ-perimeter PFν⊗θ (resp.
the µ ⊗ θ-perimeter PFµ⊗θ) associated to this norm (see Remarks at the end of Sections 2, 4, 5
and 6).
Proposition 2.7.13. Let us assume that the following isoperimetric inequality holds with a
constant L > 0 :
I(X,ν) ≥
Jµ
L
. (2.55)
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Then, if L ≥ 1B(Γ) , for every measurable subset E of X × Y having ﬁnite (ν ⊗ θ, F )-perimeter
and such that (ν ⊗ θ)(E) < +∞,
PFµ⊗θ (E
∗) ≤
(
L+
B (Γ)− 1
B (Γ)
)
PFν⊗θ(E).
Hence,
I(X×Y,‖.‖F ,ν⊗θ,) ≥
B (Γ)
(L+ 1)B (Γ)− 1I(M×Y,‖.‖F ,µ⊗θ,).
Meanwhile, if L < 1B(Γ) , then , for every measurable subset E of X × Y having ﬁnite (ν ⊗ θ, F )-
perimeter and such that (ν ⊗ θ)(E) < +∞,
PFµ⊗θ (E
∗) ≤ PFν⊗θ(E),
and
I(X×Y,‖.‖F ,ν⊗θ,) ≥ I(M×Y,‖.‖F ,µ⊗θ,).
Proof. Let E be a measurable subset of X×Y such that (ν⊗ θ)(E) < +∞ and PFν⊗θ(E) < +∞,
in other words 1E ∈ BVν⊗θ,F (X × Y ). Observe that 1E∗ = (1E)∗. Following Remark 2.2.24,
and Lemma 2.4.8, we deduce that E∗ is a set of µ⊗ θ-perimeter, and, of course, (µ⊗ θ) (E∗) =
(ν ⊗ θ)(E) < +∞.
By Theorem 2.2.4 (still following Remark 2.2.24), there exists a sequence (fk)k∈N of C∞c (X×
Y ) ∩ BVν⊗θ,F (X × Y ) strictly converging to 1E . For every k ∈ N, (fk)∗ ∈ BVaµ⊗θ,F (M × Y ).
As F is a convex function, for any u, v ∈ R+,
F (0, v) ≤ F (u, v) + F (−u, v)
2
= F (u, v).
Moreover, for every v ∈ R+, the map u 7→ F (u,v)−F (0,v)u is the slope function at zero of the map
u 7→ F (u, v) which is convex, thus it is non-decreasing and has non-negative values. If now
0 ≤ u ≤ u′,
F (u, v) = u
F (u, v)− F (0, v)
u
+ F (0, v) ≤ uF (u
′, v)− F (0, v)
u′
+ F (0, v) ≤ F (u′, v),
the map u 7→ F (u, v) is also non-decreasing.
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Therefore, by Proposition 2.7.12, and because LB (Γ) ≥ 1,∣∣∣Dµ⊗θ (fk)∗∣∣∣
F
(M × Y ) =
∫
M×Y
‖∇ (fk)∗‖F d (ν ⊗ θ)
=
∫
M×Y
F (|∇Y (fk)∗| , |∇X (fk)∗|) d (ν ⊗ θ)
≤ 1
B (Γ)
∫
X×Y
F (|∇Y fk| , LB (Γ) |∇Xfk|) d (ν ⊗ θ)
+
B (Γ)− 1
B (Γ)
∫
X×Y
F (|∇Y fk| , 0)
≤
(
L+
B (Γ)− 1
B (Γ)
)∫
X×Y
F (|∇Y fk| , |∇Xfk|) d (ν ⊗ θ)
=
(
L+
B (Γ)− 1
B (Γ)
) ∣∣∣Dν⊗θfk∣∣∣
F
(X × Y ).
The map u 7→ ∣∣Dµ⊗θu∣∣
F
(M × Y ) is lower semicontinuous in BVµ⊗θ,F (M × Y ), moreover,
((fk)
∗)k∈N converges to 1E∗ in L
1
µ⊗θ(M × Y ), therefore,
PFµ⊗θ (E
∗) =
∣∣∣Dµ⊗θ1E∗∣∣∣
F
(M × Y )
≤ lim inf
k→+∞
∣∣∣Dµ⊗θ (fk)∗∣∣∣
F
(M × Y )
≤
(
L+
B (Γ)− 1
B (Γ)
)
lim inf
k→+∞
∣∣∣Dν⊗θfk∣∣∣
F
(X × Y )
=
(
L+
B (Γ)− 1
B (Γ)
) ∣∣∣Dν⊗θ1E∣∣∣
F
(X × Y ) =
(
L+
B (Γ)− 1
B (Γ)
)
PFν⊗θ(E).
2.8 The example of the unit disk
This section is devoted to the study of the isoperimetric problem in the unit disk : we work in
B = B22(0, 1) ⊆ R2, equipped with the classical Euclidean distance |.|2 and Lebesgue's measure
L2.
An interesting alternative way to present B is to consider it as a warped product :
B = (0, 1)×r S1.
From this point of view, Lebesgue's measure can be decomposed into a product measure :
L2 = r
.
L1(0,1) ⊗ L1S1 .
The isoperimetric problem associated to
(
B, |.|2 ,L2
)
is not an open problem, it has been
solved in diﬀerent ways. A synthetic proof can be found in [107], where it is nicely presented by
A. Ros. Let us give the solution and sketch the skeleton of the proof.
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Theorem 2.8.1 ([93]). Isoperimetric hypersurfaces in a ball are either hyperplanes through the
origin or spherical caps meeting ∂B orthogonally.
In other words, the extremal sets for the isoperimetric problem are the intersection of B with
a ball having its center outside of B and such that they meet orthogonally or its complementary,
except for the case when the prescribed measure equals half the measure of B (in this case, the
extremal sets are half-balls).
The proof given by Ros essentially relies on three elements (in the case when the prescibed
measure, is not pi2 ) :
- By an argument of symmetrization, the boundary of an isoperimetric set Ω must meet the
boundary of B.
- By a regularity theorem (Theorem 1 in [107]), there is an extremal set in B, and, as its
boundary meets the one of B, ∂Ω and ∂B, necessarily meet orthogonally.
- The isoperimetric problem associated to (Rn, |.| ,Ln), for which balls are extremal, implies
that Ω is the intersection of B with a ball. The constraint of orthogonality then implies
that the center of Ω is outside B.
In the rest of this section, we shall consider the family of extremal sets Γ =
(
Γ[q]
)
0<q<pi
, such
that L2 (Γ[q]) = q. For every q ∈ (0, pi), Γ[q] = B ∩ Bq, where Bq = B (Xκ(q), r(q)), for q 6= pi2
and B 1
2
= R∗− × R, and where the parameter κ(q) is deﬁned as follows :
κ(q) =

− 1r(q) if q ∈
(
0, pi2
)
0 if q = pi2
1
r(q) if q ∈
(
pi
2 , 1
)
.
We shall reparametrize the family Γ with respect to κ(q). We obtain a family Ω =
(
Ω[κ]
)
κ∈R.
We introduce the following notation :
- V (κ) = L2 (Ω[κ]),
- j(κ) =
(L2)+ (Ω[κ]),
- Xκ stands for the center of the ball BV (κ)
- Aκ and A′κ stand for the two points of ∂B ∩ ∂Bv(κ), Aκ having positive second coordinate,
- Pκ stands for the point of ∂BV (κ) which is the closest to O,
- θ(κ) stands for the angle X̂κOAκ, observe that if κ < 0, then θ(κ) < 0, and if κ > 0, then
θ(κ) > 0,
- for σ ∈ (−pi,−pi − θ(κ)]∪[pi + θ(κ), pi] if κ < 0 and for σ ∈ [−θ(κ), θ(κ)] if κ > 0 , A(κ, σ) is
the point of ∂BV (κ) such that ̂XκOA(κ, σ) = σ and ρ(κ, σ) stands for the distance between
O and A(κ, σ).
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Note that this reparametrization induces a measure λ deﬁned on R by its distribution function
Φλ = V . However, the isoperimetric proﬁle associated to (R, |.| , λ) is not the same as the one
associated to
(
B, |.|2 ,L2
)
, which is the map j ◦ V −1. We shall see that the diﬀerence lies in the
fact that Γ is not an exact model family, but an approximate model family.
Our ﬁrst statement gives the expression of V and j.
Proposition 2.8.2. For every κ ∈ R,
V (κ) =
pi
2
+
1
κ
+
κ2 − 1
κ2
arctanκ
j(κ) =
2 arctanκ
κ
.
Proof. We ﬁrst consider κ < 0, so that V (κ) ∈ (0, pi2 ), let r = − 1κ be the radius of the ball BV (κ).
We use the notation We start with the computation of L2 (Ω[κ]), working with polar coordinates
(and actually computing the volume of the symmetral of Ω[κ] with respect to the axis {0} × R,
easier to describe),
L2
(
Ω[κ]
)
=
∫
B
1Ω[κ](x) dx =
∫ θ(κ)
−θ(κ)
∫ 1
ρ(κ,σ)
ρ dρdσ.
Hence, we need to compute θ(κ) and ρ(κ, σ). First, notice that, because the balls B and BV (κ)
meet orthogonally, OAκ = 1, XκAκ = 1κ and then OXκ =
√
1+κ2
κ . Considering the triangle
OXκAκ leads to
θ(κ) = arccos
κ√
1 + κ2
= arctan
1
κ
.
Then, the cosine law in the triangle 0XκA(κ, σ) brings
1
κ2
= ρ(κ, σ)2 + 1 +
1
κ2
− 2ρ(κ, σ)
√
1 + κ2
κ
cosσ,
which yields, using the fact that OPκ = 1κ
(√
1 + κ2 − 1
)
,
ρ(κ, σ) =
√
1 + κ2
κ
(
cosσ −
√
cos2 σ − κ
2
1 + κ2
)
.
Thus
V (κ) =
∫ θ(κ)
−θ(κ)
1
2
(
1− ρ(κ, σ)2) dσ
= 2θ(κ)− 1 + κ
2
κ2
∫ θ(κ)
−θ(κ)
cos2 σ dσ +
√
1 + κ2
κ
∫ θ(κ)
−θ(κ)
cosσ
√
1 + κ2
κ2
cos2 σ − 1 dσ
= 2
(
θ(κ)− 1 + κ
2
κ2
∫ θ(κ)
0
cos2 σ dσ +
√
1 + κ2
κ
∫ θ(κ)
0
cosσ
√
1 + κ2
κ2
cos2 σ − 1 dσ
)
.
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Notice that, for every t ≥ 0 and for α such that if 0 ≤ u ≤ t, then cosu ≥ 1√
α
,
∫ t
0
cos2 u du =
t
2
+
sin(2t)
4∫ t
0
cosu
√
α cos2 u− 1 du =
√
α− 1
2
sin t
√
1− α
α− 1 sin
2 t+
α− 1
2
√
α
arcsin
(√
α
α− 1 sin t
)
.
Thus, denoting α = 1+κ
2
κ2
V (κ) = 2
(
arctan
1
κ
−
1+κ2
κ2
arctan 1κ
2
− 1 + κ
2
κ2
sin
(
2 arctan 1κ
)
4
+
√
1 + κ2
κ
α− 1
2
sin
(
arctan
1
κ
)√
1− α
α− 1 sin
2
(
arctan
1
κ
)
+
√
1 + κ2
κ
α− 1
2
√
α
arcsin
(√
α
α− 1 sin
(
arctan
1
κ
)))
=
κ2 − 1
κ2
arctan
1
κ
− 1
2κ
+
pi
2κ2
=
pi
2
− 1
κ
+
κ2 − 1
κ2
arctanκ.
The computation of the perimeter of Ω[κ] is easier. Let τ(κ) = ÔXκAκ, a straight computa-
tion in the triangle OXκAκ gives τ(κ) = ‖arctanκ‖, then
j(κ) =
2τ(κ)
|κ| =
2 arctanκ
κ
.
Let us focus on the isoperimetric proﬁle by giving an expression of it. The reader can ﬁnd
an explicit form of this isoperimetric proﬁle, as well as the one associated to (Bn2 , |.| ,Ln) for any
n ≥ 3, in the paper of A. Cianchi ([45]).
Proposition 2.8.3. Let IB be the isoperimetric proﬁle associated to
(
B, |.| ,L2), let q ∈ (0, pi),
then
IB(q) = −
∫ q
0
V −1(u) du =
∫ 1
1−q
V −1(u) du.
Moreover, IB is concave over [0, pi]
Proof. Let q ∈ (0, pi) and κ = V −1(q), the isoperimetric proﬁle at the point V (κ) is given by
IB(V (κ)) = j(κ).
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By derivating both sides of this equality, we get
I ′B(V (κ)) =
j′(κ)
V ′(κ)
=
2
κ
(
1
κ2 + 1
− arctanκ
κ
)
κ2
2
(
arctanκ
κ
− 1
κ2 + 1
)−1
= −κ.
Hence I ′B(q) = −V −1(q). Let us study the integrability of V −1 at −∞. Let r = − 1κ , then
V (κ) =
pi
2
− r + (r2 − 1) arctan 1
r
=
pir2
2
− r + (1− r2) arctan r,
using the Taylor expansion of arctan at zero :
arctan r =
r→0
r − r
3
3
+
r5
5
− r
7
7
+ o
(
r7
)
,
we deduce that
V (κ) =
r→0
pir2
2
−
(
4
3
r3 − 8
15
r5 +
12
35
r7 + o
(
r7
))
=
κ→−∞
pi
2κ2
+
4
3
1
κ3
− 8
15
1
κ5
+
12
35
1
κ7
+ o
(
1
κ7
)
.
Thus, for q small enough,
4
3
1
V −1(q)
(
1− 2
5V −1(q)2
)
≤ V −1(q)2
(
q − pi
2V −1(q)2
)
≤ 4
3
1
V −1(q)
,
which, since V −1(q) −→
q→0
−∞, yields
V −1(q) ∼
q→0
− pi√
2q
,
in particular, V −1 is integrable at zero, and then
IB(q) =
∫ q
0
−V −1(u) du.
We obtain the second equality by a simple change of variables, using the symmetry property of
V −1 :
∀q ∈ (0, 1) , V −1(1− q) = −V −1(q).
For q ∈ (0, 1),
I ′′B(q) = −
1
V ′ (V −1(q))
< 0.
Thus IB is concave.
In the next proposition, we show that Γ is an approximate model space in
(
B, |.|2 ,L2
)
. This
will be useful to show new functional inequalities, subsequently from Section 7.
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Proposition 2.8.4. The family Γ is an approximate model family. The associated measure map
is
pB : (x, y) 7→ V
 2x√
(1 + x2 + y2)2 − 4x2
 .
Moreover, B (Γ) = 43 .
∂∗Ω[
1
2
]
∂∗Ω[3]
B22(0, 1)
|∇pµ|
|∇pµ| along ∂∗Ω[3] and ∂∗Ω[ 12 ].
A few technical lemmas are needed for the proof of Proposition 2.8.4. The ﬁrst one gives the
expression of pB.
Lemma 2.8.5. For every (x, y) ∈ B, pB(x, y) = V (κB(x, y)), where
κB(x, y) =
2x√
(1 + x2 + y2)2 − 4x2
,
or, in polar coordinates, for every (ρ, σ) ∈ [0, 1)× (−pi, pi],
κB(ρ, σ) =
2ρ cosσ√
(1 + ρ2)2 − 4ρ2 cos2 σ
.
The map pB is smooth and Γ satisﬁes the ﬁrst three conditions of Deﬁnition 2.6.1 (with pB as a
measure map).
Proof. First observe that, by deﬁnition of the family Γ, for every q ∈ (0, pi),
L2
(
Γ[q]
)
= q.
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We shall work with polar coordinates to compute pB. Every point (ρ, σ) ∈ B belongs to a unique
∂∗Γ[q] = ∂∗Ω[V
−1(q)], and we computed at the proof of Proposition 2.8.2, that, for κ ∈ R,
(ρ, σ) ∈ ∂∗Ω[κ] ⇔ ρ =
√
1 + κ2
κ
(
cosσ −
√
cos2 σ − κ
2
1 + κ2
)
.
Take κ ∈ R and (ρ, σ) ∈ ∂∗Ω[κ], let us invert the above formula, in order to express κB(ρ, σ),
after some manipulating of the terms, we ﬁnd that a = κ√
1+κ2
satisﬁes :(
1 + ρ2
)2
a2 − 2ρ cosσa = 0.
Assume ﬁrst that a 6= 0, in this case,
a =
2ρ cosσ
(1 + ρ2)2
.
Using the fact that κ = a√
1−a2 ,
κ =
2ρ cosσ
(1 + ρ2)2
(
1 + ρ2
)2√
(1 + ρ2)2 − 4ρ2 cos2 σ
=
2ρ cosσ√
(1 + ρ2)2 − 4ρ2 cos2 σ
.
If now a = 0, then κ = 0 and cosσ = 0, hence the formula still holds. Then pB(ρ, σ) =
V (κB(ρ, σ)). In cartesian coordinates, κB can be expressed as follows :
κB : (x, y) 7→ 2x√
(1 + x2 + y2)2 − 4x2
.
Hence, κB is smooth, moreover for every κ ∈ R, Ω[κ] = κ−1B ((−∞, κ)) and ∂∗Ω[κ] = κ−1B ({κ}).
Reminding the expression of V given at Proposition 2.8.2, it makes no doubt that this is
a smooth function, except maybe at zero, but a quick Taylor expansion easily clears this out.
Hence, pB = V ◦ κB is smooth and the ﬁrst two conditions of Deﬁnition 2.6.1 are satisﬁed.
Next lemma is devoted to the computation of |∇pB|.
Lemma 2.8.6. For every (x, y) ∈ B,
∂κB
∂x
(x, y) =
2
(
1 + x2 + y2
) (
1− x2 + y2)(
(1 + x2 + y2)2 − 4x2
) 3
2
∂κB
∂y
(x, y) = − 4xy
(
1 + x2 + y2
)(
(1 + x2 + y2)2 − 4x2
) 3
2
|∇κB(x, y)| =
2
(
1 + x2 + y2
)(
(1 + x2 + y2)2 − 4x2
) 3
2
=
|κB(x, y)|
√
1 + κB(x, y)2
|x|
|∇pB(x, y)| = |κB(x, y)|
√
1 + κB(x, y)2
|x| V
′ (κB(x, y)) .
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Proof. The equalities mentioned above are in fact obtained by simple computations, but let us
give the detail, for the sake of ﬂuidity. Let (x, y) ∈ B, then
∂κB
∂x
(x, y) =
2
(1 + x2 + y2)2 − 4x2
√(1 + x2 + y2)2 − 4x2 − x (4x (1 + x2 + y2)− 8x)
2
√
(1 + x2 + y2)2 − 4x2

=
2(
(1 + x2 + y2)2 − 4x2
) 3
2
((
1 + x2 + y2
)2 − 4x2 − 2x2 (1 + x2 + y2)+ 4x2)
=
2
(
1 + x2 + y2
) (
1 + x2 + y2 − 2x2)(
(1 + x2 + y2)2 − 4x2
) 3
2
=
2
(
1 + x2 + y2
) (
1− x2 + y2)(
(1 + x2 + y2)2 − 4x2
) 3
2
.
The second partial derivative computes as follows :
∂κB
∂y
(x, y) = − 2x
2
(
(1 + x2 + y2)2 − 4x2
) 3
2
4y
(
1 + x2 + y2
)
= − 4xy
(
1 + x2 + y2
)(
(1 + x2 + y2)2 − 4x2
) 3
2
.
Putting these two expressions together :
|∇κB(x, y)| =
√(
∂κB
∂x
(x, y)
)2
+
(
∂κB
∂y
(x, y)
)2
=
2(
(1 + x2 + y2)2 − 4x2
) 3
2
√
(1 + x2 + y2)2 (1− x2 + y2)2 + 4x2y2 (1 + x2 + y2)2
=
2
(
1 + x2 + y2
)(
(1 + x2 + y2)2 − 4x2
) 3
2
√
1 + x4 + y4 − 2x2 + 2y2 − 2x2y2 + 4x2y2
=
2
(
1 + x2 + y2
)(
(1 + x2 + y2)2 − 4x2
) 3
2
√
(1 + x2 + y2)2 − 4x2
=
√
1 +
4x2
(1 + x2 + y2)2 − 4x2
4√
(1 + x2 + y2)2 − 4x2
=
|κB(x, y)|
√
1 + κB(x, y)2
x
.
Therefore, as pB = V ◦ κB,
|∇pB(x, y)| = |κB(x, y)|
√
1 + κB(x, y)2
x2
V ′ (κB(x, y)) .
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Lemma 2.8.7. For every t ∈ R,
H(t) =
√
1 + t2√
1 + t2 − 1
arctan t
t − 1t2+1
arctan t
t
≤ H(0) = 4
3
.
Proof. The function H is even, so we only consider non-negative t. Let us consider the function
G deﬁned on R+ as follows :
G : t 7→
√
1 + t2
3
arctan t− 4
3
arctan t+
t√
1 + t2
.
Notice that G(0) = 0, for every t ∈ R+,
G′(t) =
1
3
t arctan t√
1 + t2
+
4
3
(
1√
1 + t2
− 1
1 + t2
)
− t
2
(1 + t2)
3
2
=
t√
1 + t2
u(t),
where u : t 7→ 43
(
1
t − 1t√1+t2
)
+ arctan t3 − t1+t2 . Notice that limt→0 u(t) = 0, and, for every t ∈ R+,
u′(t) = − 4
3t2
+
4
3t2
√
1 + t2
+
4
3 (1 + t2)
3
2
+
2
3 (1 + t2)
+
2t2
(1 + t2)2
=
1
t2 (1 + t2)2
v
(
t2
)
,
where v : s 7→ 2s2 + 43(1 + s)
3
2 + 43s
√
1 + s − 43(1 + s)2 − 23s(1 + s). Observe that v(0) = 0,
moreover, for every s ∈ R+,
v′(s) = 4s+
2
3
s√
1 + s
− 2
3
s+
10
3
√
1 + s− 10
3
(1 + s) =
2
3
s
(
1√
1 + s
− 5
√
1 + s− 1
s
)
.
Hence, s 7→ v′(s)s is non-increasing on R+, hence, for every s ∈ R+, v
′(s)
s ≥ lima→+∞
v′(a)
a = 0.
Therefore, v is non-decreasing on R+, and, for every s ≥ 0, v(s) ≥ v(0) = 0. This implies that u
is non-decreasing on R+, hence u ≥ u(0) = 0. Eventually, G is also non-decreasing on R+, and
then, as G(0) = 0, It only takes non-negative values on R+.
This yields, for every t ≥ 0,
4
3
(√
1 + t2 − 1
) arctan t
t
≥
√
1 + t2
(
arctan t
t
− 1
1 + t2
)
≥ 0.
This is equivalent to
H(t) ≤ 4
3
.
A Taylor expansion of H at zero brings the fact that H(0) = 43 .
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Proof of Proposition 2.8.4. The fact that Γ satisﬁes the ﬁrst three conditions of Deﬁnition 2.6.1,
with pB as a measure map, has been proven already in Lemma 2.8.5. Lemma 2.8.6 shows that
the gradient of pB does not vanish anywhere on B. Let us now show that B (Γ) attains 43 as a
supremum at zero. To this aim, let q ∈ (0, pi), and let κ = V −1(q). First observe that
JB(q) := Pµ
(
Γ[q]
)
= j (κ) .
Let us ﬁrst maximize the quotient |∇pB(x,y)|j(κ) over Γ
[q] = Ω[κ]. For every (x, y) ∈ Ω[κ], according
to Lemma 2.8.6,
|∇pB(x, y)|
j(κ)
= |∇pB(x, y)| = |κ|
√
1 + κ2
|x|
V ′ (κ)
j(κ)
.
This is maximal when |x| is minimal, which occurs for y = 0 and |x| =
√
1+κ2
|κ| − 1|κ| . Notice that,
as mentioned in the proof of Proposition 2.8.3,
V ′(κ) =
2
κ2
(
arctanκ
κ
− 1
1 + κ2
)
.
Hence, thanks to Lemma 2.8.7
B (Γ) = sup
κ∈R
|κ|√1 + κ2√
1+κ2
|κ| − 1|κ|
arctanκ
κ − 11+κ2
κ2 arctanκκ
= sup
κ∈R
√
1 + κ2√
1 + κ2 − 1
arctanκ
κ − 11+κ2
arctanκ
κ
= sup
κ∈R
H(κ) =
4
3
.
Remark 2.8.8. This section has been yet entirely devoted to the case of the disk, but we infer that,
for higher dimensions, everything works exactly the same. We already know that the solutions
of the isoperimetric problem associated to (Bn2 , |.|2 ,Ln) (n ≥ 2) are also intersections of balls
with Bn2 meetong orthogonally. We do not develop this here, nevertheless.
Let us now draw some consequences of Proposition 2.8.4, inspired by the previous sections.
The rearrangement of any measurable function is deﬁned in the same way and with the same
notation as in Deﬁnition 2.6.3. Next corollary is a consequence of Proposition 2.6.16.
Corollary 2.8.9. Let (X, ν) be an open subset of RN (N ≥ 1). Let T : R × R+ → R be a
map such that, for every t ∈ R, Tt = T (t, .) is convex. Assume that the following isoperimetric
inequality holds
IX ≥ IB
L
, (2.56)
for some constant L > 0. Then, for every f ∈ BVaν(X) such that
∫
X T (f, 0) dν < +∞,∫
B
T (f∗, |∇f∗|) dL2 ≤ 3
4
∫
X
T
(
f,
4L
3
|∇f |
)
dν +
1
4
∫
X
T (f, 0) dν. (2.57)
108 CHAPTER 2. SYMMETRIZATION ONTO MODEL SPACES
The same holds in a product, with a neutral factor space, see Proposition 2.7.12
Corollary 2.8.10. Let (X, ν) and (Y, θ) be open subsets of RN and Rk respectively (N, k ≥ 1).
Let T : R × (R+)2 → R be such that, for every t ∈ R, T (t, ., .) is convex and homogeneous on
(R+)
2. Assume that the isoperimetric inequality (2.56) holds for some constant L > 0. Then,
for every f ∈ BVaν⊗θ(X × Y ) such that
∫
X×Y T (f, |∇Y f | , 0) d (ν ⊗ θ) < +∞,∫
B×Y
T (f∗, |∇Y f∗| , |∇Bf∗|) d
(L2 ⊗ θ) ≤ 3
4
∫
X×Y
T
(
f, |∇Y f | , 4L
3
|∇Xf |
)
d (ν ⊗ θ) (2.58)
+
1
4
∫
X×Y
T (f, |∇Y f | , 0) d (ν ⊗ θ) . (2.59)
In particular, for every f ∈ BVaν(X) such that
∫
X T (f, 0) dν < +∞,∫
B×Y
√
Iθ (f∗)2 + |∇f∗|2 dL2 ≤ 3
4
∫
X×Y
√
Iθ(f)2 +
16L2
9
|∇f |2 + 1
4
∫
X
Iθ(f) dν.
Last consequence deals with perimeters, as in Proposition 2.7.13. Let us consider F : R2 → R+
be convex and homogeneous and satisfying exactly the same assumptions as in the remarks
preceding Proposition 2.7.13.
Corollary 2.8.11. Let (X, ν) and (Y, θ) be open subsets of RN and Rk respectively (N, k ≥ 1).
Assume that the isoperimetric inequality (2.56) holds for some constant L ≥ 34 . Then, for every
measurable subset E of X×Y having ﬁnite (ν⊗θ, F )-perimeter and such that (ν⊗θ)(E) < +∞,
PFL2⊗θ (E
∗) ≤
(
L+
1
4
)
PFν⊗θ(E).
Hence,
I(X×Y,‖.‖F ,ν⊗θ,) ≥
4I(B×Y,‖.‖F ,L2⊗θ,)
4L+ 1
.
Chapter 3
Lower bound of product isoperimetric
proﬁles
3.1 Introduction and notations
In [99], Morgan establishes a result about product isoperimetry (Theorem 2.1) : assuming a
peculiar minorization of the isoperimetric proﬁles of two Riemannian manifolds, he deduces a
minoration of the product isoperimetric proﬁle. Similar results have been obtained by Bollobás
and Leader ([32]) in the setting of the unit cube equipped with Lebesgue's measure and by Barthe
([9]) in the setting of product probability measures. The aim of this chapter is to give a detailed
proof of this result in the setting of metric measured spaces. The resulting minorant of the
product isoperimetric proﬁle can be seen (roughly) as a `∞-combination of the two minorants of
the factor spaces. This is not arbitrary, as the proof we present below explores the isoperimetric
problem on a product space equipped with the `∞-combination (or the supremum distance) of
the distances equipping the factor spaces, the simplest setting of product isoperimetric problem.
This actually led us to transfer a minimization problem on sets to a minimization problem on
measures, very similar to some problems tackled by Bobkov and Houdré ([29]). We address this
by using an integral representation lemma (Lemma 3.6.2, see [43] or [44] for further details).
In this note, Y1 and Y2 are two metric spaces, equipped with the measures µ1 and µ2,
respectively, and the distances d1 and d2. The product space Y = Y1 × Y2 is equipped with the
product measure µ = µ1 ⊗ µ2.
We say that w : (R+)
2 → R+ is a prod map if it satisﬁes the following properties :
- w is continuous
- w(a, b) = 0⇔ (a, b) = (0, 0),
- for every a0 and b0 two nonnegative numbers, b 7→ w (a0, b) and a 7→ w (a, b0) are non-
decreasing maps,
- for every a, b ∈ R+, w(a, 0) = a and w(b, 0) = b.
109
110 CHAPTER 3. LOWER BOUND OF PRODUCT ISOPERIMETRIC PROFILES
From such a map w, we deﬁne the function dw on Y 2 : for every x = (x1, x2) and y = (y1, y2) in
Y ,
dw(x, y) = w (d1 (x1, y1) , d2 (x2, y2)) .
This map is non-negative, symmetric and vanishes only on the diagonal subset {(y, y) ; y ∈ Y },
which means that dw is a semi-metric. It is, however, not guaranteed that dw satisfy the triangle
inequality and be a distance. In order for dw to verify this inequality, w must satisfy the following
additional subadditive-type property :
∀a, b, c, d ∈ R+, w(a+ b, c+ d) ≤ w(a, c) + w(b, d). (3.1)
We shall work with a notion of boundary measure deﬁned with the Minkowski content : if
(X, d, µ) is a metric measured space and A ⊆ X, then the associated boundary measure of A is
deﬁned as follows :
µ+(A) = lim inf
r→0
µ (Ar)− µ(A)
r
,
where Ar = {x ∈ X ; d(x,A) < r} is the open r-neighbourhood of A, and, for every p ∈
(0, µ(X)),
I(X,d,µ)(p) = inf
µ(A)=p
µ+(A)
is the isoperimetric proﬁle associated to the metric measured space (X, d, µ).
If (X, d) and (X ′, d′) are two metric spaces, we write, for 1 ≤ p ≤ +∞, d ⊕p d′ for the
`p-combination of the distances d and d′ over the product space X × X ′. This distance is the
semi-metric dwp , associated to the prod map wp : (a, b) 7→ (ap + bp)
1
p , which additionally satisﬁes
(3.1).
Our aim, as we wrote above, is to give a detailed proof of a slight generalization of the main
theorem of [99]. Let us write the statement down :
Theorem 3.1.1. Let Y = Y1 × Y2 be a product of metric spaces, equipped with the measures
µ1 and µ2 (with ﬁnite mass or not), and the pseudo-distance dw, where w is a prod map such
that there exists Cw for which dw ≤ Cw (d1 ⊕∞ d2). The isoperimetric proﬁle associated to the
triple (Y, dw, µ) is denoted Iw. For i ∈ {1, 2}, let fi be a concave, continuous and positive lower
bound of the isoperimetric proﬁle Ii associated to (Yi, di, µi). If µi is ﬁnite on Yi, we additionally
assume that the fi are symmetric about
µi(Yi)
2 . Let
IP(p) = inf {v1f2 (v2) + v2f1 (v1) ; (v1, v2) ∈ J1 × J2, v1v2 = p or v1v2 = m1m2 − p} .
Then
Iw ≥ 1
Cw
IP .
In particular, considering the classical `2-product distance on Y , which is the `2-combination of
the distances d1 and d2,
I(Y,d1⊕2d2,µ) ≥
1√
2
IP .
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Remark 3.1.2. Let p > 0, v1, v2 be two positive numbers such that v1v2 = p or m1m2 − p, and
let B (v1, v2) = inf
µi(Ai)=vi
µ+,∞ (A1 ×A2), where µ+,∞ is the boundary measure with respect to
the distance d1 ⊕∞ d2 on Y . If µi (Ai) = vi for i = 1 and 2, then, for every r > 0,
µ ((A1 ×A2)r \ (A1 ×A2))
= µ (((A1)r \A1)×A2) + µ (A1 × ((A2)r \A2)) + µ (((A1)r \A1)× ((A2)r \A2))
= µ1 ((A1)r \A1)µ2 (A2) + µ1 (A1)µ2 ((A2)r \A2) + µ1 ((A1)r \A1)µ2 ((A2)r \A2) .
(3.2)
A1
A2A1 ×A2
A1 × ((A2)r \A2)
((A1)r \A1)×A2
((A1)r \A1)× ((A2)r \A2)
If f, g, h : R+ → R are three maps, then
lim inf
r→0
(f(r) + g(r) + h(r)) ≥ lim inf
r→0
f(r) + lim inf
r→0
g(r) + lim inf
r→0
h(r).
Then, dividing (3.2) by r and taking the inferior limit gives
µ+,∞ (A1 ×A2) ≥ µ+,∞1 (A1)µ2 (A2) + µ1 (A1)µ+,∞2 (A2) ,
which implies
B (v1, v2) ≥ v2f1 (v1) + v1f2 (v2) ≥ IP(p).
In order to prove the statement of Theorem 3.1.1, we shall compare the isoperimetric proﬁle
associated to (Y, dw, µ) to the isoperimetric proﬁle associated to a product subset of R2, equipped
with Lebesgue's measure and an `∞-combination of speciﬁc metrics related to f1 and f2. Let us
denote, for i ∈ {1, 2}, mi = µi (Yi). In what follows, and if no additional information is given,
m1 and m2 are in R∗+ ∪ {+∞}, we shall denote J1 = [0,m1] ∩ R+ and J2 = [0,m2] ∩ R+, both
closed subintervals of R+. Moreover, f1 (resp. f2) shall be a continuous concave function deﬁned
on J1 (resp. J2), and positive on the interior of J1 (resp. J2).
Let us give some more notation (in what follows, J stands for a closed subinterval of R+
starting at zero) :
- If J is an interval and t ∈ R, then J<(t) = J ∩ (−∞, t) and J>(t) = J ∩ (t,+∞).
- If f : J → R+ is a continuous concave function, then df is deﬁned as follows :
∀a, b ∈ J, df (a, b) =
∣∣∣∣∫ b
a
dv
f(v)
∣∣∣∣ .
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Equipped with such a distance, the interval J might not be a proper metric space. Indeed,
the point 0 might be at inﬁnite distance from each other point in J , depending on the
integrability of f at 0. Nevertheless, it remains possible to deﬁne enlargements of sets,
Minkowski contents and, hence, the isoperimetric proﬁle.
- The map Ψf is the enlargement map : if x ∈ J and r ∈ R, let xr be the element of J such
that ∫ xr
x
dv
f(v)
= r,
if this element exists. In this case, it satisﬁes
df (x, xr) = |r| and r (xr − x) > 0.
If, on the contrary, this element does not exist, then, in the case when r > 0 (resp. r < 0),
necessarily ∫ sup J
x
dv
f(v)
< r
(
resp.
∫ x
0
dv
f(v)
> −r
)
,
then we put xr = sup J (resp. xr = 0). We set Ψf (x, r) = xr.
- The distance d∞ is deﬁned on J1×J2 as the `∞-combination of the distances df1 and df2 :
∀ ((x1, x2) , (y1, y2)) ∈ (J1 × J2)2 , d∞ ((x1, x2) , (y1, y2)) = max (df1 (x1, y1) , df2 (x2, y2)) .
- Let p ∈ (0,m1m2), let M+ (J2) be the set of non-negative Radon measures on J2, we
denote by Pm1,p (m2) the subset ofM+ (J2) containig the measures having mass equal to
m1 and ﬁrst moment equal to p :
Pm1,p (m2) =
{
N ∈M+ (J2) ; N (J2) = m1 and
∫
J2
t dN(t) = p
}
.
- If N is a Radon measure, we deﬁne
B(N) =
∫
J2
f1
(
N
(
J>2 (t)
))
dt+
∫
J2
f2(t) dN(t) ∈ [0,+∞] .
This note is divided into several sections :
In Section 2, we study the isoperimetric problem on a subinterval J of R+ equipped with
Lebesgue's measure and the distance df associated to a continuous concave function f deﬁned
on an interval K ⊇ J . This is done in the spirit of Section 13 of the AMS memoir of Bobkov
and Houdré ([29])
In section 3, we provide a comparison of isoperimetric proﬁles associated to product spaces.
We shall use it later to compare the isoperimetric proﬁle associated to the triple (Y, dw, µ) to
the one associated to the triple
(
J1 × J2, d∞,L2
)
. For this purpose, we state in particular a
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symmetrization result (in the spirit of Ehrhard's work in Gaussian spaces, see [54], or [107] for
a more general version) that allows to reduce the study to the class of decreasing sets.
In section 4, we study the isoperimetric proﬁle associated to the triple
(
J1 × J2, d∞,L2
)
, an
important part of this section is devoted to the computation of the boundary measures of the
decreasing subsets of J1 × J2.
In section 5, we present a speciﬁc coarea formula, in the spirit of Bobkov-Houdré's memoir
([29]), which we state under the formalism of Geometric Measure Theory (see [3], or [61] for the
original paper). This formula, together with the symmetrization principle mentioned above, allow
to transform a geometric problem into a minimization problem over a class of Radon measures
on R+.
In section 6, for a ﬁxed p ∈ (0,m1m2), we bound from below the functional B on Pm1,p (m2).
This section, together with section 5, provide the material needed to prove that the isoperimetric
proﬁle associated to the triple
(
J1 × J2, d∞,L2
)
is bounded from below by IP .
In section 7, we eventually prove Theorem 3.1.1.
3.2 The isoperimetric problem on the real line
The following proposition is widely inspired by the work of Bobkov-Houdré ([29]), except that
the measure we study is Lebesgue's, whereas the distance is not the classical Euclidean one, but
of the same kind as df (see previous section). Actually (see Remark 3.2.4 below), this setting
appears to be equivalent to the classical setting studied in particular by Bobkov and Houdré.
Proposition 3.2.1. Let m ∈ R∗+ ∪ {+∞}, Ω ∈ [m,+∞] and f be a function deﬁned over
[0,Ω]∩R+, positive on (0,Ω), vanishing at 0 and symmetric about Ω2 if Ω is ﬁnite, which satisﬁes
the following :
∀s, t ∈ [0,Ω] ∩ R+ such that s+ t < Ω, f(s) ≤ f(t) + f(s+ t). (3.3)
Then the isoperimetric proﬁle associated to the triple
(
[0,m] ∩ R+, df ,L1
)
is fm : [0,m] ∩ R+ →
R+, where fm(x) = min (f(x), f(m− x)) if m is ﬁnite and fm = f if m = +∞ (which implies
that Ω = +∞ as well).
Remark 3.2.2. With the same notation as in Proposition 3.2.1, if Ω < +∞, then (3.3) is equivalent
to
∀x, y ∈ [0,Ω] ∩ R+ such that s+ t < Ω f(x+ y) ≤ f(x) + f(y), (3.4)
which appears in Proposition 13.1 of [29]. Indeed, if Ω < +∞, then f is symmetric with respect
to Ω2 , and, for every s, t ∈ [0,Ω] such that s+ t < Ω, f(s) = f(Ω− s) and
f(s+ t) = f(Ω− s− t). Then
(3.3)⇔ ∀s, t ∈ [0,Ω] such that s+ t < Ω, f(Ω− s) ≤ f(t) + f(Ω− s− t)
⇔ ∀u, t ∈ [0,Ω] such that u+ t < Ω, f(u+ t) ≤ f(t) + f(u)
⇔ (3.4),
where we used the change of variables u = Ω− s.
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Corollary 3.2.3. With the same notation as in Proposition 3.2.1, if f is concave, then f satisﬁes
(3.3), and fm is the isoperimetric proﬁle associated to
(
[0,m] ∩ R+, df ,L1
)
. Moreover,
- if m = Ω (where Ω can be either ﬁnite or inﬁnite), then fm = f ,
- if m < Ω (which implies in particular that m is ﬁnite), then
fm(x) =
{
f(x) if x ≤ m2
f(m− x) if x > m2 .
In particular, if m = Ω, the isoperimetric proﬁle is f and the intervals [0, α) are extremal.
Proof of Proposition 3.2.1. Let us emphasize that all the boundary measures below are taken
with respect to the distance df . Before going into the details of the proof, we observe that the
map Ψf is diﬀerentiable over (0,Ω), then, taking (z, r) to be such that both z and Ψf (z, r) are in
(0,Ω), and diﬀerentiating the formula
∫ Ψf (z,r)
z
du
f(u) = r with respect to r, we obtain the partial
derivative of this map at (z, r) :
∂1Ψf (z, r) =
f (Ψf (z, r))
f(z)
∂2Ψf (z, r) = f (Ψf (z, r)) .
We ﬁrst deal with the case when m is ﬁnite. Let p < m, if (a, b) is an open subinterval of
[0,m] of measure p such that 0 < a and b < m, then b = a+ p, and, using (3.3),(L1)+ ((a, b)) = lim inf
r→0
1
r
[a−Ψf (a,−r) + Ψf (b, r)− b] = ∂2Ψf (a, 0) + ∂2Ψf (b, 0)
= f(a) + f(a+ p) ≥ f(p) ≥ fm(p).
We also compute the boundary measures of [0, p) and (m− p,m] :(L1)+ ([0, p)) = f(p) and (L1)+ ((m− p,m]) = lim inf
r→0
1
r
L1 ((Ψf (m− p,−r),m− p)) = f(m−p).
We observe that
fm(p) = min
((L1)+ ((0, p)), (L1)+ ((m− p,m))) ,
which means that there is a subset of [0,m] having measure p and boundary measure equal to
fm(p) (at least one of these two).
Let us now compute the boundary measure of the disjoint union of two open intervals, let
u, v ≤ p be such that u + v = p, for every a ≤ b < m such that a + u < b, we ﬁrst assume that
b+ v < m, what preceeds and Remark 3.2.2 together imply that(L1)+ ((a, a+ u) ∪ (b, b+ v)) = (L1)+ ((a, a+ u)) + (L1)+ ((b, b+ v))
≥ (L1)+ ([0, u)) + (L1)+ ([0, v))
= f(u) + f(v) ≥ f(p) ≥ fm(p).
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If b+ v = m, then b = m− v and, using (3.3),(L1)+ ((a, a+ u) ∪ (m− v,m]) ≥ f(u) + f(m− v) ≥ f(m− u− v) ≥ fm(p).
In the general case, Proposition 13.1 of [29] implies that
I([0,m],df ,L1)(p) = inf
{(L1)+,df (A) ; L1(A) = p and A is a ﬁnite union of open intervals } .
hence we can restrict our study to the boundary measures of open subsets of [0,m], i.e. to subsets
of the type :
A =
⋃
n∈N
(an, bn) ,
with an < bn < an+1 for every n, and L1(A) =
∑
n∈N
(bn − an) = p. By repeating the reasoning
made just above for an union of two intervals, we prove by induction that
(L1)+ (A) ≥ fm(p).
Therefore the isoperimetric proﬁle associated to the triple
(
[0,m] , df ,L1
)
is fm. In particular,
if Ω = m, then fm = f and the extremal sets are the intervals [0, p) (and, in the case when Ω is
ﬁnite, their complements, the intervals (Ω− p,Ω]).
If m = +∞, then Ω is also inﬁnite. Hence, by (3.3), for every a ≥ 0, f(a) + f(a+ p) ≥ f(p)
which yields that, for every open subinterval I of R+ having length equal to p,(L1)+ (I) ≥ f(p) = (L1)+ ((0, p)) .
Let I = (a, a+u) and J = (b, b+ v) be two disjoint open intervals such that u+ v = p, then,
using (3.3) three times,(L1)+ (I ∪ J) = f(a)+f(a+u)+f(b)+f(b+v) ≥ f(u)+f(b)+f(b+v) ≥ f(b−u)+f(b+v) ≥ f(p).
It is easy to adapt the argument thereabove, to ﬁnd out that the isoperimetric proﬁle we are
looking for is f , and that the extremal sets are the intervals [0, p).
Remark 3.2.4. If Ω is ﬁnite, let µ be the measure on R with density f ◦ F−1, where F is deﬁned
as follows :
F : (0,Ω) → R
x 7→ ∫ xΩ
2
dt
f(t) .
The measure µ is such that, for every a ∈ R and r ≥ 0, µ ((a, a+ r)) = Ψf
(
F−1(a), r
)−F−1(a).
The map F is an isometry between ([0,Ω] , df ) and (R, |.|) and transports Lebesgue's measure
over (0,Ω) onto µ in such a way that the isoperimetric proﬁle associated to the triple (R, |.| , µ)
is f , the same as the one associated to
(
[0,Ω] , df ,L1
)
.
This also holds if Ω = +∞, but with
F : R+ → R+
x 7→ ∫ x0 dtf(t)
and R+ instead of [0,Ω].
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3.3 Comparing isoperimetric proﬁles
The method we use to compare the respective isoperimetric proﬁles on X and J1×J2 relies on a
symmetrization principle, which we apply here in the case of the uniform distance, but which is
actually more general and holds for a wide class of product distances, provided this is the same
for the two products spaces (see below).
Proposition 3.3.1. Let (E, dE , µE), (F, dF , µF ) and (G, dG, µG) be three metric measured spaces
such that IF ≥ IG. Let us assume that there exists a family of sets
(
A(p)
)
p∈(0,µG(G)) in G which
satisfy :
- for every p ∈ (0, µG(G)), µG
(
A(p)
)
= p, and (µG)
+ (A(p)) = IG(p), the sets A(p) are the
solutions of the isoperimetric problem in G,
- for every p ∈ (0, µG(G)) and r > 0 (small enough), there exists ϕ(p, r) ∈ (p, µG(G)) such
that
(
A(p)
)
r
= A(ϕ(p,r)), i.e. the family of sets
(
A(p)
)
is stable by enlargement.
Then, considering the isoperimetric problem on E × F and E ×G both equipped with the corre-
sponding product measures and the `∞-combination of the corresponding distances, if IF ≥ IG,
we have
IE×F ≥ IE×G.
Remark 3.3.2. The family
(
A(p)
)
described in the statement of Proposition 3.3.1 can be called a
one-parameter family of isoperimetric sets or exact model family, as in Chapter 2. The space G
above, in which there exists such a family, plays the role of a model space
Proof. This proposition is a slight extension of Proposition 8 in [107]. The key tool of the proof
is the symmetrization S(F→G) deﬁned as follows :
∀A ⊆ F, S(F→G)(A) = A(µF (A)) ⊆ G.
Starting from this transformation, we deﬁne the following one on subsets of E × F :
∀A ⊆ E × F, S(E×F→E×G)(B) =
⋃
x∈E
(
{x} ×A(µF (B(x)))
)
⊆ E ×G,
where B(x) = {y ∈ F ; (x, y) ∈ B} ⊆ F .
The proof (in the spirit of Erhrard's symmetrization [54]) consists in showing that, for every
r > 0,
(
S(E×F→E×G)(B)
)
r
⊆ S(E×F→E×G) (Br). We do not go further into the details here, but
we send back the reader to the Chapter 2 of this thesis if necessary.
On a metric measured space equipped with two diﬀerent distances that are equivalent (i.e.
equal up to a multiplicative constant), the two resulting isoperimetric proﬁles are also equivalent.
We brieﬂy present below a proof of this (simple) fact.
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Proposition 3.3.3. Let (X,µ) be a measured space, and let d and d′ be two semi-metrics on X
such that d′ ≤ ad, with 0 < a. Then I(X,d,µ) ≤ aI(X,d′,µ).
Proof. ForA ⊆ X and r > 0, let Er(A) = {x ∈ X ; d(x,A) < r} andE′r(A) = {x ∈ X ; d′(x,A) < r}
be the r-enlargements of A with respect to the distances d and d′. Our goal is to compare the
Minkowki contents of A with respect to µ and the two distances. For every A ⊆ X and r > 0,
noticing that
d(x,A) < r ⇒ d′(x,A) ≤ ad(x,A) < ar,
then
Er(A) ⊆ E′ar(A).
Hence, with obvious notations,
µ+,d(A) = lim inf
r→0
µ (Er(A))− µ(A)
r
≤ alim inf
r→0
µ (E′r(A))− µ(A)
ar
= aµ+,d
′
(A),
and, taking the inﬁmum over the subsets A,
I(X,µ,d) ≤ aI(X,µ,d′).
3.4 The isoperimetric problem on
(
J1 × J2, d∞,L2
)
Recall that J1 = [0,m1] ∩ R+ and J2 = [0,m2] ∩ R+. Even if, in order to prove Theorem
3.1.1, it is suﬃcient to study the isoperimetric problem restricted to the image sets through the
symmetrization described above, we shall study the whole isoperimetric problem associated to(
J1 × J2, d∞,L2
)
. The reason is, as the next proposition asserts, that this is not much an eﬀort
to establish that the optimal sets are to be found among the symmetrized sets, the decreasing
subsets of J1 × J2, and actually this is exactly the same argument that applies here.
Let us make precise the notion of decreasing set : A ⊆ J1 × J2 is decreasing if, for every x ∈ A,
(x1 ≤ y1 and x2 ≤ y2)⇒ y ∈ A.
Proposition 3.4.1. Let A ⊆ J1 × J2 measurable, then there exists a decreasing set B ⊆ J1 × J2
such that
• for every y ∈ J2, By = B∩(J1 × {y}) is either empty, J1 or a semi-open interval containing
zero.
• L2(A) = L2(B).
• (L2)+ (B) ≤ (L2)+ (A) (the boundary measure being taken with respect to d∞).
118 CHAPTER 3. LOWER BOUND OF PRODUCT ISOPERIMETRIC PROFILES
Proof. The extremal sets for the isoperimetric problem in
(
Ji, dfi ,L1
)
are the intervals [0, α).
This family of intervals is stable by enlargement (in each of the two spaces). Therefore, we can
use the symmetrization argument stated at Proposition 3.3.1 (twice, ﬁrst in J1, and then in J2,
always staying in the same product set) to conclude. Moreover, applying the symmetrization to
any subset of J1 × J2 returns, by deﬁnition, a decreasing set also satisfying the ﬁrst condition.
In the next proposition, we compute the boundary measure of a decreasing subset of J1×J2,
before giving the details of it, we need to introduce a notation. Let B be a decreasing subset of
J1 × J2, such that L2(B) = p ∈ (0,m1m2), we deﬁne the function
gB : J1 → J2
x 7→ sup (B ∩ ({x} × J2)) .
The fact that B is a decreasing subset of J1 × J2 implies that gB is non-increasing. If moreover,
for every y ∈ J2,
By = B ∩ (J1 × {y}) is either empty, equal to J1 or a semi-open interval containing zero,
then the set B is, by deﬁnition, the hypograph of gB. There is an exact correspondence between
decreasing subsets of J1 × J2 fulﬁlling condition (3.4) and non-increasing functions from J1 to
J2.
The next proposition, as mentioned above, gives the expression of the boundary measure of
a generic decreasing subset of J1 × J2 with respect to Lebesgue's measure and the distance d∞.
Proposition 3.4.2. Let B ⊆ J1 × J2 be a decreasing set such that L2(B) < +∞ and(L2)+,d∞ (B) < +∞, then, with respect to the distance d∞,(L2)+ (B) = ∫
J1
f1(x) d |DgB| (x) +
∫
J1
f2 (gB(x)) dx.
Proof. In this proof, we will denote Ψi for Ψfi (i ∈ {1, 2}) (see the proof of Proposition 3.5.2).
By analogy with the formula
L2(B) =
∫ m1
0
gB(x) dx,
for r > 0, the measure of the r-enlargement (with respect to d∞) of B, can be expressed in the
same way in terms of gBr . It is not hard to see that, for x ∈ J1,
gBr(x) = sup
Ψ1(x,−r)≤x′≤Ψ1(x,r)
Ψ2
(
gB
(
x′
)
, r
)
,
Using the fact that gB is non-increasing, we deduce that the supremum above is attained at
the smallest argument : if x′ ≥ Ψ1(x,−r) then gB(x′) ≤ gB (Ψ1(x,−r)), hence Ψ2 (gB(x′)) ≤
Ψ2 (gB (Ψ1(x,−r))). Thus,
gBr(x) = Ψ2 (gB (Ψ1(x,−r)) , r) .
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B
xx′
(x,Ψ2 (gB(x
′), r))
(x,Ψ2 (gB(x), r))
The boundary measure of B is given by its Minkowski content(L2)+ (B) = lim inf
r→0
L2 (Br)− L2(B)
r
= lim inf
r→0
∫ m1
0
gBr(x)− gB(x)
r
dx. (3.5)
In the next series of equalities, we use the change of variables y = Ψ1(x,−r) :∫ m1
0
(gBr(x)− gB(x)) dx =
∫
J1
Ψ2 (gB (Ψ1(x,−r)) , r) dx−
∫
J1
gB(x) dx
=
∫
J1
Ψ2 (gB(y), r) ∂1Ψ1(y, r) dy −
∫
J1
gB(x) dx
=
∫
J1
Ψ2 (gB(y), r)
f1 (Ψ1(y, r))
f1(y)
dy −
∫
J1
gB(y) dy.
To get the limit of the right-hand expression in (3.5), we use the dominated convergence theorem,
possibly by approximating the integral on a subsegment of J1. Since gB is non-increasing, it is
locally of bounded variation, and since f1 is a continuous concave function, it is almost everywhere
diﬀerentiable on J1. Thus,
d
dr
(
Ψ2 (gB(y), r)
f1 (Ψ1(y, r))
f1(y)
)
= f2 (Ψ2 (gB(y), r))
f1 (Ψ1(y, r))
f1(y)
+ Ψ2 (gB(y), r)
f1 (Ψ1(y, r))
f1(y)
f ′1 (Ψ1(y, r)) .
Let  > 0 and T < m1, and let r0 > 0 such that Ψ (T, r0) < m1 and Ψ2 (gB(), r0) < m2. Then,
for every y ∈ [, T ] and every r ∈ [0, r0],
f2 (Ψ2 (gB(y), r))
f1 (Ψ1(y, r))
f1(y)
≤ f2 (Ψ2 (gB(), r0)) f1 (Ψ (T, r0))
f1()
,
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and
Ψ2 (gB(y), r)
f1 (Ψ1(y, r))
f1(y)
f ′1 (Ψ1(y, r)) ≤ Ψ2 (gB(), r0)
f1 (Ψ (T, r0))
f1()
f ′1 () .
This means that, in a neighbourhood of zero, the right derivative of r 7→ Ψ2 (gB(y), r) f1(Ψ1(y,r))f1(y)
is uniformly bounded on [, T ] with respect to y. This implies that∫ T

gBr(x)− gB(x)
r
dx −→
r→0
∫ T

(
d
dr
)
r=0
(
Ψ2 (gB(y), r)
f1 (Ψ1(y, r))
f1(y)
)
dy
=
∫ T

∂2Ψ1 (y, 0)
f ′1(y)
f1(y)
gB(y) dy +
∫ T

∂2Ψ2 (gB(y), 0) dy
=
∫ T

f ′1(y)gB(y) dy +
∫ T

f2 (gB(y)) dy.
The set B has ﬁnite boundary, therefore
(L2)+,d∞ (B ∩ ([, T ]× J2)) −→
(,T )→(0,m1)
(L2)+,d∞ (B).
Hence, integrating by parts,(L2)+,d∞ (B) = ∫
J1
f ′1(y)gB(y) dy +
∫
J1
f2 (gB(y)) dy
=
∫
J1
f2 (gB(y)) dy −
∫
J1
f1(y) dDgB(y)
=
∫
J1
f1(y) d |DgB| (y) +
∫
J1
f2 (gB(y)) dy.
At this point we do not have enough to conclude and give a lower bound for the isoperimetric
proﬁle associated to
(
J1 × J2, d∞,L2
)
, hence we postpone the proof of the next corollary to the
last section, but let us at least state it :
Corollary 3.4.3. The isoperimetric proﬁle associated to
(
J1 × J2, d∞,L2
)
is bounded from below
by IP . Moreover, if m1 is ﬁnite, then I(J1×J2,d∞,L2) = IP .
The next two sections are devoted to present the elements needed in order to prove Corollary
3.4.3 : in the following one, we prove a coarea formula that allows to relate the integral expression
obtained in Proposition 3.4.2 to the functional B, while, in the penultimate one, we prove that
IP bounds this functional from below.
3.5 A coarea formula for non-increasing right-continuous
functions
In this section, we use the setting of bounded variation functions (see [3] for details). The next
proposition is a straightforward consequence of Section 3.2 of [3].
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Proposition 3.5.1. Let I be an interval of R, and u : I → R be a monotone (resp. bounded
monotone) map. Then u is locally of bounded variation (resp. of bounded variation). In partic-
ular, the distributional derivative of u is a non-negative or non-positive-valued Radon measure
(resp. ﬁnite non-negative or non-positive-valued Radon measure) Du on I satisfying, for every
ϕ ∈ C1c (I) (resp. ϕ ∈ C1(I)),
∫
I ϕ
′(x)u(x) dx = − ∫I ϕ(t) dDu(t).
The next proposition is a coarea inequality for monotone functions that relates the distribu-
tional derivative of the function to its law under the ambient measure on the image space.
Proposition 3.5.2. Let I = [0,m] be a compact interval of R and f : I → R+ be a continuous
concave function vanishing at 0 and m. Let u : I \ {0} → R+ be a non-increasing and right-
continuous function. We denote by Nu the law of u under L1, i.e. Nu(A) = L1 ({x ∈ I ; u(x) ∈ A}) ∈
I. Then, the following holds :∫
I
f(t) d |Du| (t) ≥
∫
R
f (Nu ((t,+∞))) dt, (3.6)
where |Du| = −Du is positive-valued. If additionally, u is bounded, then (3.6) is an equality.
Remark 3.5.3. S. Bobkov and C. Houdré's coarea inequality in their AMS memoir ([29]) takes
place in a metric measured space (X, d, µ), µ being a Borel non-atomic probability measure. In
this setting, for every locally Lipschitz function g,∫
X
|∇g| (x) dµ(x) ≥
∫ +∞
−∞
µ+ ({x ∈ X ; g(x) > t}) dt, (3.7)
where |∇g| (x) is the modulus of gradient of g, an extension of the norm of the natural gradient
for diﬀerentiable functions. Notice that, in our statement, if the function u we consider is
diﬀerentiable, then Du = u′.L1, and∫
I
f(t) d |Du| (t) =
∫
I
f(t)u′(t) dt.
Heuristically, the role of the measure |∇g| .µ of (3.7) is played in (3.6) by f. |Du|. More precisely,
if u is diﬀerentiable, the norm of the gradient of u with respect to the distance df is equal to
f.u′, and, as previously in sections 2 and 3, the ambient measure in I is L1.
Moreover, for t ∈ R, remembering that Nu measures the level sets of u,∫
R
f (Nu ((t,+∞))) dt =
∫
R
(L1)+,df ({x ∈ I ; u(x) > t}) dt.
In this way, we can say that the two formulas are closer from each other than it appears at ﬁrst
sight.
The proof of Proposition 3.6.1 uses the general coarea formula for BV functions, established
by L. Ambrosio, N. Fusco and D. Pallara (Theorem 3.40 in [3]) :
122 CHAPTER 3. LOWER BOUND OF PRODUCT ISOPERIMETRIC PROFILES
Theorem 3.5.4. For any open set U ⊆ RN and u ∈ BV (U), the set Lu(t) = {x ∈ U ; u(x) > t}
has ﬁnite perimeter in U for L1-almost every t ∈ R and, for any Borel set B ⊆ U ,
|Du| (B) =
∫ +∞
−∞
∣∣D1Lu(t)∣∣ (B) dt.
In the following remark (see [3] p.143 for more details), Per stands for the Euclidean perimeter
deﬁned in the setting of Geometric Measure Theory, and if A and B are subsets of RN , then
Per(A,B) is the relative perimeter of A in B, i.e. the perimeter of A ∩B seen as a subset of B.
Remark 3.5.5. Let U ⊆ RN , a Borel subset E of RN has ﬁnite perimeter in U if and only if
(1E)|U ∈ BV (U), and
Per(E,U) = |D1E | (U).
Proof of Proposition 3.5.2. Before going into the details of the proof, we recall that, if x ∈ I and
r ∈ R, Ψf (x, r) is the element xr of I such that
- either xr ∈
o
I, df (x, xr) = |r| and xr − x has same sign as r,
- or, if such an element does not exists in
o
I, xr = 0 if r < 0 or xr = m if r > 0.
We shall write from now on Ψ(x, r) = Ψf (x, r). Recall that, for x ∈ I and r ∈ R, wherever
Ψ(x, r) ∈
o
I, Ψ is diﬀerentiable and
∂1Ψ(z, r) =
f (Ψ(z, r))
f(z)
∂2Ψ(z, r) = f (Ψ(z, r)) .
We also recall that, for every t ∈ I , I>(t) = I ∩ (t,+∞). Let us mention that u, as a monotone
function, is locally of bounded variation, and admits left-sided limits everywhere in I. Let
(|Du|)+,df stand for the the boundary measure in I with respect to the measure |Du| and the
distance df . This part is widely inspired by Lemma 3.1 in [29] (see Remark 3.5.3 above for
details). Notice ﬁrst that f is the local Lipschitz constant of the identity map with respect to
the distance df . Indeed, for every x ∈
o
I,
Ψ(x, r)− x
r
−→
r→0
∂2Ψ(x, 0) = f(x).
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Let r > 0 be taken arbitrarily, the fact that |Du| is a Radon measure over I implies, using
Fubini's theorem, ∫
I
(Ψ(s, r)− s) d |Du| (s) =
∫
I
∫ Ψ(s,r)
s
dt d |Du| (s)
=
∫
I2
1s≤t<Ψ(s,r) dt d |Du| (s)
=
∫
I2
1Ψ(t,−r)<s≤t d |Du| (s) dt
=
∫
I
∫
(Ψ(t,−r),t]
d |Du| (s) dt
=
∫
I
|Du| ((Ψ(t,−r), t]) dt.
Next, the coarea formula for bounded variation functions mentioned earlier in Theorem 3.5.4
and Remark 3.5.5 yield
∫
I
|Du| ((Ψ(t,−r), t]) dt =
∫
I
∫
R
∣∣D1{u>s}∣∣ ((Ψ (t,−r) , t]) ds dt
=
∫
I
∫
R
Per ({u > s} , (Ψ (t,−r) , t]) ds dt.
For every s ∈ R+, let xs = inf {x ∈ I ; u(x) ≤ s}. The function u being right-continuous,
we get that u (xs) ≤ s, hence, since u is also non-increasing {x ∈ I ; u(x) > s} = [0, xs) and
xs = Nu ((s,+∞)). By Fubini's theorem,∫
I
∫
R
Per ({u > s} , (Ψ (t,−r) , t]) ds dt =
∫
I
∫
R
Per ({u > s} , (Ψ (t,−r) , t]) ds dt
=
∫
I
∫
R
1Ψ(t,−r)<xs≤t ds dt
=
∫
R
∫
I
1xs≤t<Ψ(xs,r) dt ds
=
∫
R
(Ψ (xs, r)− xs) ds.
To make things clear, let us put everything together : we just established that, for r > 0,∫
I
(Ψ(s, r)− s) d |Du| (s) =
∫
R
(Ψ (xs, r)− xs) ds.
Let us assume in the ﬁrst place that u is bounded, then Nu is a compactly supported measure
and there exists s0 > 0 such that xs0 = Nu ((s0,+∞)) = 0. For every s ∈ R,
Ψ (xs, r)− xs
r
−→
r→0
∂2f (Ψ (xs, 0)) = f (xs) ,
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and, for every t ∈ [0,m),
Ψ(t, r)− t
r
−→
r→0
f(t).
As the map s 7→ xs is compactly supported and, as f is bounded and such that f(0) = 0 and
f(m) = 0, the map s 7→ f (xs) is integrable over R. Hence,∫
R
Ψ (xs, r)− xs
r
ds −→
r→0
∫
R
f (Nu ((t,+∞))) dt.
On the other hand, f being continuous on the compact interval I, we have∫
I
f(t) d |Du| (t) = lim
r→0
∫
I
Ψ(t, r)− t
r
d |Du| (t).
Therefore, ∫
I
f(t) d |Du| (t) =
∫
I
f (Nu ((s,+∞))) ds,
Let us assume now that u is arbitrary (u(x) −→
x→0
+∞ might occur). If ∫I f(t) d |Du| (t)
is not ﬁnite, there is nothing to prove, that is why we shall assume that this quantity is ﬁ-
nite. We denote, for T ∈ R∗+, uT = inf(u, T ). The map uT is still non-increasing and
right-continuous. Moreover, as a Radon measure |DuT | ≤ |Du|, and, for every s ∈ R+,
NuT ((s,∞)) = Nu((s,+∞))1[0,T ](s). Hence,∫
I
f(t) d |Du| (t) ≥
∫
I
f(t) d |DuT | (t) =
∫
R
f (NuT ((s,+∞))) ds
Moreover, for L1-almost every s ∈ R+,
f (NuT ((s,+∞))) = f (Nu((s,+∞)))1[0,T ](s) −→
T→+∞
f (Nu((s,+∞))) .
Therefore, by monotone convergence∫
I
f(t) d |Du| (t) ≥
∫
R
f (Nu((s,+∞))) ds
3.6 Minimization of the functional B
The purpose of this section is to prove the following proposition :
Proposition 3.6.1. Let m1,m2 ∈ R∗+ ∪ {+∞} and p ∈ (0,m1m2). Then, for every N ∈
Pm1,p (m2),
B(N) ≥ IP (p) .
More precisely,
inf
N∈Pm1,p(m2)
B(N) = IP (p) .
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We recall that
IP(p) = inf {v1f2 (v2) + v2f1 (v1) ; (v1, v2) ∈ J1 × J2, v1v2 = p or v1v2 = m1m2 − p} ,
that
Pm1,p (m2) =
{
N ∈M+ (J2) ; N (J2) = m1 and
∫
J2
t dN(t) = p
}
,
and that, for every N ∈ Pm1,p (m2),
B(N) =
∫
J2
f1
(
N
(
J>2 (s)
))
ds+
∫
J2
f2(s) dN(s),
where J>2 (s) = J2 ∩ (s,+∞).
The proof of Proposition 3.6.1 relies on an integral representation of the elements of Pm1,p (m2)
by a restricted class of measures that appears to be the class of extremal elements of Pm1,p (m2).
This representation, following the idea of G. Choquet (see [43] of [44]), allows to use in a straight-
forward way the concavity of f1 by applying Jensen's inequality explicitly. The aim of this is to
establish that the inﬁmum of B over Pm1,p (m2) is the inﬁmum of B over its extreme elements.
The following lemma gives the explicit integral representation.
Lemma 3.6.2. Let m1 ∈ R∗+, m2 ∈ R∗+∪{+∞}, p ∈ (0,m1m2) and µ ∈ Pm1,p (m2)\
{
m1δ p
m1
}
,
the following integral representation holds :
µ =
µ ({p/m1})
m1
m1δ p
m1
+
(
1− µ ({p/m1})
m1
)∫
J>2
(
p
m1
)
(∫
J<2
(
p
m1
) u(x, y)Nx,y dµ(x)
)
dµ(y),
where
- µ =
µ−µ
({
p
m1
})
δ p
m1
m1−µ
({
p
m1
}) is a probability measure over J2,
- u(x, y) = y−x∫ pm1
0
(
p
m1
−t
)
dµ(t)
,
- Nx,y = α(x, y)δx + (m1 − α(x, y)) δy ∈ Pm1,p (m2), with, for x < pm1 < y,
α(x, y) = m1y−py−x = m1
y− p
m1
y−x .
In this representation, the measure u(x, y) dµ|J>2
(
p
m1
)(y) dµ|J<2 ( pm1 )(x) is a probability measure
on J<2
(
p
m1
)
× J>2
(
p
m1
)
.
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Proof. Since µm1 ∈ P1, pm1 (m2), let us ﬁrst assume for the sake of clarity that m1 = 1.
Let (x, y) ∈ J<2 (p)× J>2 (p) (in particular x < p < y), y−py−xδx +
(
1− y−py−x
)
δy is a probability
measure, and∫
J2
t d
(
y − p
y − xδx +
(
1− y − p
y − x
)
δy
)
(t) =
y − p
y − xx+
(
1− y − p
y − x
)
y = p.
Hence y−py−xδx +
(
1− y−py−x
)
δy ∈ P1,p (m2).
Assume ﬁrst that µ ({p}) = 0, then, with the notation of the lemma, µ = µ, let
ν =
∫
J>2 (p)
(∫
J<2 (p)
(
y − p
y − xδx +
(
1− y − p
y − x
)
δy
)
y − x∫
J<2 (p)
(p− t) dµ(t) dµ(x)
)
dµ(y).
We have to prove that µ = ν. Notice that, as
∫
J2
t dµ(t) = p and µ is a probability measure on
J2, then ∫
J<2 (p)
(p− t) dµ(t) =
∫
J>2 (p)
(t− p) dµ(t),
and these quantities are positive because µ 6= δp. Let B be a measurable subset of J2. Let
B− = B ∩ J<2 (p) and B+ = B ∩ J>2 (p).
ν (B−) =
∫
J>2 (p)
(∫
B−
y − p
y − x
y − x∫
J<2 (p)
(p− t) dµ(t) dµ(x)
)
dµ(y) = µ (B−)
∫
J>2 (p)
(t− p) dµ(t)∫
J<2 (p)
(p− t) dµ(t) = µ (B−) .
For the same reason,
ν (B+) =
∫
B+
(∫
J<2 (p)
p− x
y − x
y − x∫
J<2 (p)
(p− t) dµ(t) dµ(x)
)
dµ(y) = µ (B+)
∫
J<2 (p)
(p− t) dµ(t)∫
J<2 (p)
(p− t) dµ(t) = µ (B+) .
Therefore ν(B) = ν (B−) + ν (B+) = µ (B−) + µ (B+) = µ(B).
Lastly, let us prove that y−x∫
J<2 (p)
(p−t) dµ(t) dµ|J<2 (p)(x) dµ|J>2 (p)(y) is a probability measure on
J<2 (p)× J>2 (p) :∫
J<2 (p)
(∫
J>2 (p)
y − x∫
J<2 (p)
(p− t) dµ(t) dµ(y)
)
dµ(x)
=
∫
J>2 (p)
y dµ(y)∫
J>2 (p)
(t− p) dµ(t) µ
(
J<2 (p)
)− ∫J<2 (p) x dµ(x)∫
J<2 (p)
(p− t) dµ(t) µ
(
J>2 (p)
)
=
∫
J>2 (p)
y dµ(y)− pµ (J>2 (p))∫
J>2 (p)
(t− p) dµ(t) µ
(
J<2 (p)
)
+
pµ (J<2 (p))−
∫
J<2 (p)
x dµ(x)∫
J<2 (p)
(p− t) dµ(t) µ
(
J>2 (p)
)
= µ
(
J<2 (p)
)
+ µ
(
J>2 (p)
)
= 1,
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where we used Fubini's theorem at the second line.
If µ ({p}) > 0, then µ = µ ({p}) δp + (1− µ ({p}))µ, and we apply what preceeds to µ.
In the general case, m1 can be diﬀerent than one. Let τ =
µ
m1
, τ ∈ P1, p
m1
(m2), and using
what preceeds,
τ = τ
({
p
m1
})
δ p
m1
+
(
1− τ
({
p
m1
}))∫
J>2
(
p
m1
)
(∫
J<2
(
p
m1
) u(τ)(x, y)N (τ)x,y dτ(x)
)
dτ(y).
Here,
µ
({
p
m1
})
= m1τ
({
p
m1
})
α(x, y) = m1
y − pm1
y − x = m1α
(τ)(x, y)
Nx,y = α(x, y)δx + (m1 − α(x, y)) δy = m1
(
α(τ)(x, y)δx +
(
1− α(τ)(x, y)
)
δy
)
= m1N
(τ)
x,y
µ =
µ− µ
({
p
m1
})
δ p
m1
m1 − µ
({
p
m1
}) = τ
u(x, y) =
y − x∫ p
m1
0
(
p
m1
− t
)
dµ(t)
= u(τ)(x, y).
Therefore,
µ =
µ ({p/m1})
m1
m1δ p
m1
+
(
1− µ ({p/m1})
m1
)∫
J>2
(
p
m1
)
(∫
J<2
(
p
m1
) u(x, y)Nx,y dµ(x)
)
dµ(y).
Thanks to this integral representation, it is possible to describe precisely the set of extremal
points of Pm1,p (m2), as in the next corollary.
Corollary 3.6.3. Let m1 ∈ R∗+, m2 ∈ (0,+∞], and p ∈ (0,m1m2), then
Ext (Pm1,p (m2)) = {αδx + (m1 − α) δy ; 0 ≤ α ≤ m1, 0 ≤ x ≤ y ≤ m2 and αx+ (m1 − α) y = p} .
Proof. Let
E = {αδx + (m1 − α) δy ; 0 ≤ α ≤ m1, 0 ≤ x ≤ y ≤ m2 and αx+ (m1 − α) y = p} .
Let us ﬁrst prove that
Ext (Pm1,p (m2)) ⊆ E,
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to this end we shall use the integral representation obtained in Lemma 3.6.2 and establish that
an extremal point can only be represented by itself. Let µ ∈ Pm1,p (m2), for the sake of clarity,
let us assume thatm1 = 1, the general case can easily be deduced from this situation. By Lemma
3.6.2, there exists a probability measure θ on J<2 (p)× J>2 (p) and a family (Nx,y) of elements of
E such that
µ = µ ({p}) δp + (1− µ ({p}))
∫
J<2 ×J>2
Nx,y dθ(x, y).
The measure µ is extremal, therefore µ ({p}) ∈ {0, 1}, and either µ = δp ∈ E or µ =
∫
J<2 ×J>2 Nx,y dθ(x, y).
Let us assume that we are in the second case, if there exists (x0, y0) ∈ J<2 × J>2 such that
θ = δ(x0,y0), then µ = Nx0,y0 ∈ E. Otherwise, there exists two disjoint measurable subsets A and
B of J<2 × J>2 such that J<2 × J>2 = A ∪ B and both θ(A) and θ(B) are positive. Let θA (resp.
θB) be the measures such that, for every K ⊆ J<2 × J>2 ,
θA(K) =
θ(K ∩A)
θ(A)
(
resp. θB(K) =
θ(K ∩B)
θ(B)
)
.
Both θA and θB are probability measures on J<2 × J>2 . Therefore, θ = θ(A)θA + (1 − θ(A))θB,
and
µ = θ(A)
∫
J<2 ×J>2
Nx,y dθA(x, y) + (1− θ(A))
∫
J<2 ×J>2
Nx,y dθB(x, y),
where
∫
J<2 ×J>2 Nx,y dθA(x, y) and
∫
J<2 ×J>2 Nx,y dθB(x, y) are two distinct elements of Pm1,p (m2).
This contradicts the fact that µ is extremal.
The reverse inclusion is yet left to prove. Let (α, x, y) ∈ (0,m1)×J22 such that 0 ≤ x ≤ y ≤ m2
and αx + (m1 − α) y = p. Let us show that ν = αδx + (m1 − α) δy is extremal in Pm1,p (m2).
Let ν1, ν2 ∈ Pm1,p (m2) and λ ∈ (0, 1) such that λν1 + (1− λ)ν2 = ν. Let A ⊆ J>2 (p) ∩ R+ such
that A ∩ {x, y} = ∅, then,
ν1(A) ≤ ν(A)
λ
= 0 and ν2(A) ≤ ν(A)
1− λ = 0.
Therefore, the measures νi are both concentrated in {x, y}, there exist α1, α2 ∈ (0,m1) such that
νi = αiδx + (m1 − αi) δy. The condition
∫m2
0 t dνi(t) = p allows to conclude that ν = ν1 = ν2.
The corollary is proved.
The proof of Proposition 3.6.1 that we shall give relies on an argument developped by Bobkov
and Houdré in [29] for probability measures with compact support. We hereafter adapt this
argument to the case when the measures are not ﬁnite and the support is not compact (i.e. as
announced in the introduction of this note, we do not restrict ourselves to ﬁnite values of m1 and
m2). We shall use an approximation argument to pass from the ﬁnite case to the general case.
Proof of Proposition 3.6.1. Let p ∈ R∗+ be ﬁxed. Our ﬁrst goal is to show that :
inf
N∈Pm1,p(m2)
B(N) ≥ IP(p).
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We shall establish the equality at the end of the proof (this is not very demanding). Let B1 :
N 7→ ∫J2 f1 (N (J>2 (t))) dt and B2 : N 7→ ∫J2 f2(t) dN(t) so that B = B1 + B2. The functionalB is concave, f1 being concave. More precisely, if (Ω, ν) is a probability space, and (nx)x∈Ω
is a family of measures belonging to Pm1,p (m2), then, using Jensen's inequality and Fubini's
theorem.
B1
(∫
Ω
nx dν(x)
)
=
∫
J2
f1
(∫
Ω
nx
(
J>2 (s)
)
dν(x)
)
≥
∫
Ω
f1
(
nx
(
J>2 (s)
))
dν(x)
=
∫
Ω
B1 (nx) dν(x).
Moreover, only by Fubini's theorem this time,
B2
(∫
Ω
nx dν(x)
)
=
∫
J2
f2(t)d
(∫
Ω
nx dν(x)
)
(t)
=
∫
Ω
(∫
J2
f2(t) dnx(t)
)
dν(x)
=
∫
Ω
B2 (nx) dν(x).
Combinig these two parts yields
B
(∫
Ω
nx dν(x)
)
≥
∫
Ω
B (nx) dν(x).
We shall distinguish two cases according to the ﬁniteness of m1.
First case : m1 is ﬁnite (and m2 ∈ R∗+ ∪ {+∞}).
In this case, f1 is symmetric with respect to
m1
2 , N is a ﬁnite measure (of mass m1) on J2. The
ﬁrst step of the proof consists in showing that B has the same inﬁmum over Pm1,p (m2) as over
the extreme elements of Pm1,p (m2).
Let µ ∈ Pm1,p (m2) be taken arbitrarily, Lemma 3.6.2 implies that there exists a probability
measure θ over J<2
(
p
m1
)
× J>2
(
p
m1
)
such that
µ =
µ ({p/m1})
m1
m1δ p
m1
+
(
1− µ ({p/m1})
m1
)∫
J>2 ×J<2
Nx,y dθ(x, y),
with Nx,y = α(x, y)δx + (m1 − α(x, y)) δy ∈ Pm1,p (m2). Hence, the concavity of B brings
B(µ) ≥ µ ({p/m1})
m1
B
(
m1δ p
m1
)
+
(
1− µ ({p/m1})
m1
)∫
J>2 ×J<2
B (Nx,y) dθ(x, y).
Let Ep (m1) be the subset of R3 containing all the triples (α, x, y) such that
0 < α < m1
0 ≤ x ≤ y ≤ m2
αx+ (m1 − α) y = p.
(3.8)
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For every x, y, the measure Nx,y above is of the type αδx + (m1 − α) δy with (α, x, y) ∈
Ep (m1). Adding to this the fact that m1δ p
m1
= N p
m1
, p
m1
(for any α ∈ (0,m1)), and that(
α, pm1 ,
p
m1
)
∈ Ep (m1), we just proved
inf
N∈Pm1,p(m2)
B(N) = inf
(α,x,y)∈Ep(m1)
B (αδx + (m1 − α) δy) .
If we look back at the set E from Corollary 3.6.3, it seems that we could have forgotten to
put into Ep (m1) the triples such that α = 0 and the triples such that α = m1. Actually, this is
not the case : all those triples are recovered by the ones such that x = y.
Let (α, x, y) ∈ Ep (m1), then
B (αδx + (m1 − α) δy) = xf1 (m1) + (y − x)f1 (m1 − α) + αf2(x) + (m1 − α) f2(y)
= (y − x)f1 (m1 − α) + αf2(x) + (m1 − α) f2(y).
(0, 0)
m1
m2
J2
J1
m1 − α
x y
B
The set corresponding to the measure Nx,y = αδx + (m1 − α) δy.
Let us ﬁx α ∈ (0,m1), note that y = p−αxm1−α , hence, f2 being concave, the map (x, y) 7→
B (Nx,y) is concave on Ep (m1)∩
({α} × R2), which is a segment of (R+)2. This implies that the
minimizers of B are to be found among the extremal points of this half-line, which correspond
to x = 0 or y = m2 (according to the values of p and α) and to x = y. Let us take a closer look
at these three cases.
- x = 0, then y = pm1−α and
B (αδx + (m1 − α) δy) = (m1 − α) f2
(
p
m1 − α
)
+
p
m1 − α f1 (m1 − α) ≥ IP(p).
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(0, 0)
m1
m2
J2
J1
m1 − α
y
B
The set corresponding to the measure Nx,y with x = 0.
- y = m2 (only possible when m2 is ﬁnite), then x =
p−m1m2+αm2
α = m2 − m1m2−pα . Hence
B (αδx + (m1 − α) δy) = α f2
(
m2 − m1m2 − p
α
)
+
m1m2 − p
α
f1(α)
= α f2
(
m1m2 − p
α
)
+
m1m2 − p
α
f1(α) ≥ IP(p),
where we used at the second line that f2 is symmetric with respect to
m2
2 .
- x = y, then x = pm1 and
B (αδx + (m1 − α) δy) = m1f2
(
p
m1
)
= m1f2
(
p
m1
)
+
p
m1
f1 (m1) ≥ IP(p).
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(0, 0)
m1
m2
J2
J1
m1 − α
x = y
B
The set corresponding to the measure Nx,y with x = y.
This puts an end to the case when m1 is ﬁnite.
Second case : m1 is not ﬁnite (and still m2 ∈ R∗+ ∪ {+∞}). In this case, N is still a Radon
measure, but with inﬁnite mass, and we are not able to use the argument we used above, at least
in its raw form. Indeed, the lack of compactness of the interval J2 seems to prevent a Choquet-
type decomposition like the one from Lemma 3.6.2. That is why we are going to approximate N
by a sequence of ﬁnite measures.
First, let us mention that, if B(N) is not ﬁnite, there is nothing to prove. Hence, we assume
from now on that B(N) < +∞. Recall that ∫J2 t dN(t) = p < +∞, this tells us in particular
that the inﬁnite mass of N is concentrated on a neighbourhood of zero. Let η ∈ J2 such
that N (J>2 (η)) > 0, we deﬁne the measure Nη as the trace of N on J
>
2 (η) (i.e. Nη(A) =
N (A ∩ J>2 (η))). The measure Nη is ﬁnite over J2. Indeed,
Nη (J2) =
∫ m2
η
dt ≤
∫
J2
t
η
dt =
p
η
.
We claim that B (Nη) −→
η→0
B(N). Indeed,
B (Nη) =
∫
J>2 (η)
f2(t) dN(t) +
∫
J>2 (η)
f1
(
N
(
J>2 (t)
))
dt+ η f1
(
N
(
J>2 (η)
))
.
Obviously,
B2 (Nη) =
∫
J>2 (η)
f2(t) dN(t) −→
η→0
∫
J2
f2(t) dN(t) = B2(N).
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Moreover, as B(N) is ﬁnite and f1 is concave,∫
J>2 (η)
f1
(
N
(
J>2 (t)
))
dt ≤
∫
J>2 (η)
f1
(
N
(
J>2 (t)
))
dt+ η f1
(
N
(
J>2 (η)
))
≤
∫
J2
f1
(
N
(
J>2 (t)
))
dt < +∞,
so ηf1 (N (J>2 (η))) −→η→0 0 and our claim is proven, meaning that Nη is a ﬁnite measure such that
B (Nη) tends to B(N) as η goes to zero. However,
∫
J2
t dNη(t) might be diﬀerent from p, and we
are looking for a sequence of ﬁnite Radon measures approximating N and having constant ﬁrst
moment equal to p. That is the reason why, starting from Nη, we build another ﬁnite measure.
Let pη =
∫
J2
t dNη(t) =
∫m2
η t dN(t) ≤ p, straightforward pη −→η→0 p.
Let a ∈ J>2 (η) such that N (J>2 (a)) > 0, we deﬁne Nη = Nη+ p−pηa δa, this is a ﬁnite measure,
with mass u(η) = N (J>2 (η)) +
p−pη
a . Let us focus on the behavior of B
(
Nη
)
as η tends to zero :∫
J2
f2(t) dNη(t)−
∫
J2
f2(t) dNη(t) =
p− pη
a
f2(a) −→
η→0
0,
Moreover, for t ∈ J2,
Nη
(
J>2 (t)
)
=
{
Nη (J
>
2 (t)) +
p−pη
a if t < a
Nη (J
>
2 (t)) if t ≥ a.
Thus,∫
J2
f1
(
Nη
(
J>2 (t)
))
dt =
∫ a
0
f1
(
Nη
(
J>2 (t)
)
+
p− pη
a
)
dt+
∫ m2
a
f1
(
Nη
(
J>2 (t)
))
dt.
As f1 is concave and positive, there exists κ ∈ R+ such that, for every y ≥ N (J>2 (a)) and every
δ > 0, |f1(y + δ)− f1(y)| ≤ κδ. Hence,∫
J2
f1
(
Nη
(
J>2 (t)
))
dt−
∫
J2
f1
(
Nη
(
J>2 (t)
))
dt =
∫ a
0
[
f1
(
Nη
(
J>2 (t)
)
+
p− pη
a
)
− f1
(
Nη
(
J>2 (η)
))]
dt
≤ κ (p− pη) −→
η→0
0.
Therefore, B (Nη) −→
η→0
B(N).
The rest of the argument is very similar to the case when m1 is ﬁnite, all the approximation
work above is actually designed for this. The only diﬀerence is that f1 does not vanish at u(η).
That slight variation makes things a little bit trickier.
Notice that Nη ∈ Pu(η),p (m2), so we can apply Lemma 3.6.2 and deduce that there exists a
probability measure θ on J<2
(
p
u(η)
)
× J>2
(
p
u(η)
)
such that
Nη =
Nη ({p/u(η)})
u(η)
u(η)δ p
u(η)
+
(
1− Nη ({p/u(η)})
u(η)
)∫
J<2
(
p
u(η)
)
×J>2
(
p
u(η)
)Nx,y dθ(x, y),
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where Nx,y = α(x, y)δx + (u(η)− α(x, y))δy, α(x, y) being such that (α(x, y), x, y) ∈ Ep (u(η)).
Using again the Jensen-type inequality, we obtain
B (Nη) ≥ inf
M∈Pu(η),p(m2)
B(M)
= inf
(α,x,y)∈Ep(u(η))
B (αδx + (u(η)− α) δy) .
Let (α, x, y) ∈ Ep (u(η)), then
B (αδx + (u(η)− α) δy) = xf1(u(η)) + (y − x)f1(u(η)− α) + αf2(x) + (u(η)− α)f2(y).
Let us ﬁx α ∈ (0, u(η)). The third relation in (3.8) yields y = p−αxu(η)−α , which implies that the
functional (x, y) 7→ B (αδx + (u(η)− α) δy) is concave on Ep (u(η)) ∩
({α} × R2). Once again,
this implies that the inﬁmum of this functional is reached at the extreme points of the half-line
Ep (u(η)) ∩
({α} × R2), which correspond to x = y, x = 0 or y = m2. Let us take a closer look
at these three situations :
• x = y. Then x = pu(η) and
B (Nη) ≥ u(η)f2( p
u(η)
)
+
p
u(η)
f1(u(η)) ≥ IP(p).
• x = 0. Then y = pu(η)−α and
B (Nη) ≥ (u(η)− α)f2( p
u(η)− α
)
+
p
u(η)− αf1(u(η)− α) ≥ IP(p).
• y = m2 (possible only if m2 is ﬁnite). Then x = p−m2(u(η)−α)α = m2 − u(η)m2−pα (and
(α, x,m2) ∈ Ep (u(η)). In particular, the condition x ≥ 0 makes necessary that u(η)− pm2 ≤
α ≤ u(η). In this case, we have
B (Nη) ≥ αf2(m2 − m2u(η)− p
α
)
+ (u(η)− α)f2 (m2)
+
(
m2 − m2u(η)− p
α
)
f1 (u(η)) +
m2u(η)− p
α
f1(u(η)− α)
= αf2
(
m2 − m2u(η)− p
α
)
+
(
m2 − m2u(η)− p
α
)
f1 (u(η)) +
m2u(η)− p
α
f1(u(η)− α).
This situation needs a little more work, we shall denote Fp the set of triples (x, α, β) such
that
0 ≤ x ≤ m2
0 ≤ α ≤ β
αx+ (β − α)m2 = p.
(3.9)
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In particular, in our case,
(
m2 − m2u(η)−pα , α, u(η)
)
∈ Fp. Let us sum up what we obtained
:
B (Nη) ≥ inf
M∈Pu(η),p(m2)
B(M)
≥ inf
[
IP(p), inf
(x,α,β)∈Fp
(αf2(x) + xf1(β) + (m2 − x) f1(β − α))
]
.
We shall now ﬁx x and let α and β vary. First notice that the third condition of (3.9)
yields
(x, α, β) ∈ Fp ⇒ β = p
m2
+ α
(
1− x
m2
)
.
Therefore, Bx : (α, β) 7→ αf2(x) + xf1(β) + (m2 − x) f1(β − α) is concave on
Gp = Fp ∩
({x} × R2). Hence, it attains its inﬁmum at the extremal points of Gp, which
are
(
0, pm2
)
and
( p
x ,
p
x
)
. Eventually
Bx
(
0,
p
m2
)
= m2f1
(
p
m2
)
+
p
m2
f2 (m2) ≥ IP(p)
Bx
(p
x
,
p
x
)
= xf1
(p
x
)
+
p
x
f2(x) ≥ IP(p).
This concludes the inﬁnite mass case.
Let us now establish the equality between the two inﬁma. Recall that, for every p ∈
(0,m1m2),
IP(p) = inf {v1f2 (v2) + v2f1 (v1) ; (v1, v2) ∈ J1 × J2, v1v2 = p or v1v2 = m1m2 − p if both m1 and m2 are ﬁnite } .
So let p ∈ (0,m1m2), and let (v1, v2) ∈ J1 × J2 such that v1v2 = p. The measure N0,v2 =
v1δ0 + (m1 − v1) δv2 is an element of Pm1,p (m2) such that
B (N0,v2) = v2f1 (v1) + v1f2 (v2) .
If m1 and m2 are both ﬁnite, let (v1, v2) ∈ J1 × J2 such that v1v2 = m1m2 − p. The measure
Nm2−v2,m2 = v1δm2−v2 + (m1 − v1) δm2 is a element of Pm1,p (m2), indeed
v1 (m2 − v2) + (m1 − v1)m2 = m1m2 − v1v2 = p.
Moreover, using the symmetry of f1 and f2,
B (Nv2,m2) = v2f1 (m1 − v1) + v1f2 (m2 − v2) = v2f1 (v1) + v1f2 (v2) .
That proves the equality between the two inﬁma.
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Remark 3.6.4. Our approach, through the Choquet-type decomposition of Lemma 3.6.2 enables
us to treat directly the case of ﬁnite measures over R+. With Jensen's inequality, the class of
sets which are possibly optimal in the isoperimetric problem associated to
(
J1 × J2, d∞,L2
)
, is
restricted to sets of the type (0,m1) × (0, x) ∪ (0, α) × (x, y), with (α, x, y) ∈ Ep (m1). The
concavity of f2 allows then to restrict again this class of candidate sets, which are all products
of intervals starting at zero (the cases x = 0 and x = y) or complementary sets of these products
(the case y = m2).
When the mass m1 of the measure is not ﬁnite, the goal of the approximation work is to
bring us back to the same setting. This time again, we reduce the class of candidate sets to
minimality to a union of two product sets of the type (0, x)× (0, u(η))∪ (x, y)× (0, α), the main
diﬀerence being that J1 is not ﬁnite anymore and that the part of the boundary represented by
(0, x) × {u(η)} admits a non-zero boundary measure. The concavity of f2 allows this time to
reduce the class of candidate sets to either product of intervals starting at zero, or to sets of the
type
(0, x)× (0, β) ∪ (x,m2)× (0, α) = (0, y)× (0, β) ∪ (0, x)× (0, α) ,
where m2 is ﬁnite. Actually, if we reverse the role of J1 and J2 this situation is exactly the same
as in the case of ﬁnite mass : the measures we study are supported on J1 and have mass m2,
that is the reason why we introduce the set Fp in the proof of Proposition 3.6.1.
Remark 3.6.5. Some would have thought that a more general approach would give the same result.
It is indeed true that, from Bauer's maximum principle (see [1], p.298), any lower semicontinuous
concave functional over a compact convex subset of a locally convex Hausdorﬀ topological vector
space reaches its inﬁmum at least at one of its extreme elements. In our situation, the functional B
is concave and lower semicontinuous for the topology of narrow convergence - the weak topology
- (one can see it by applying Fatou's inequality). Nevertheless, for any m1 ∈ R∗+, the set
Pm1,p (+∞) is relatively compact but not closed for this topology, and actually,
Pm1,p (m2) =
⋃
q∈[0,p]
Pm1,q (m2) .
For this reason, it is convenient to work with the explicit integral representation in Pm1,p (m2)
which allows to apply the basic version of Jensen's inequality.
3.7 Proof of the main result
Before putting everything together and presenting the proof of Theorem 3.1.1, let us prove
Corollary 3.4.3. As explained above in section 4, this is the design of sections 5 and 6.
Proof of Corollary 3.4.3. Proposition 3.4.1 tells us that the inﬁmum of the boundary measures
is to be sought among the decreasing subsets of J1 × J2 having open horizontal slices in J1.
Moreover, Proposition 3.4.1 also implies that gB is right-continuous. Indeed, let x ∈ J1 \
{0,m1} and (xn) be a sequence of J1 that converges from above to x. For every t < gB(x),
as B ∩ ({x} × J2) is a decreasing set, (x, t) ∈ B. Proposition 3.4.1 implies that x < mt :=
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supB ∩ (J1 × {t}). Hence, there exists z ∈ (x,mt) such that (z, t) ∈ B. Let N ∈ N be the
integer such that if n ≥ N , xn < z, gB is non-increasing, therefore
gB(x) ≥ gB (xn) ≥ gB(z) ≥ t,
where the last inequality comes from the fact that (z, t) ∈ B. This implies the convergence of
(gB (xn)) to gB(x).
There is an exact correspondence between the decreasing maps g from J1 to J2 verifying∫
J1
g(x)dx = p and the elements of Pm1,p (m2). Indeed, the law of such a map g (i.e. Ng such
that, for every E ⊆ J2,
Ng(E) = L1 ({x ∈ J1 ; g(x) ∈ E})). So every decreasing subset B of J1 × J2 is canonically
associated with a positive Radon measure NB over J2 in the following way :
∀E ⊆ J2, NB(E) = L1 ({x ∈ J1 ; gB(x) ∈ E}) .
Moreover, ∫
J1
f2 (gB(x)) dx =
∫
J2
f2(t) dNB(t),
and, by Proposition 3.5.2,∫
J1
f1(x) d |DgB | (x) ≥
∫
J2
f1
(
NB
(
J>2 (t)
))
dt.
Then, by Proposition 3.6.1, (L2)+,d∞ (B) ≥ B (NB) ≥ IP(p).
If m1 is ﬁnite, then the second part of Proposition 3.5.2 asserts that
(L2)+,d∞ (B) ≥ B (NB).
Using the equality between the inﬁma established at Proposition 3.6.1, we obtain
I(J1×J2,d∞,L2)(p) = inf
B ; L2(B)
(L2)+,d∞ (B) = inf
N∈Pm1,p(m2)
B (N) = IP(p).
Proof of Theorem 3.1.1. Proposition 3.2.1 and the hypothesis of the theorem tell us that, for
every
i ∈ {1, 2}, Ii ≥ I(Ji,dfi ,L1) = fi.
By Proposition 3.3.3, and as dw ≤ Cw (d1 ⊕∞ d2),
I(Y,dw,µ) ≥
1
Cw
I(Y,d1⊕∞d2,µ).
Moreover, the triples
(
Ji, dfi ,L1
)
admit both a one-parameter family of isoperimetric sets (in
both cases, it is the family of the open intervals starting at zero). Therefore, we can apply twice
Proposition 3.3.1 :
I(Y,d1⊕∞d2,µ) ≥ I(Y1×J2,d1⊕∞df2 ,µ1⊗L1) ≥ I(J1×J2,df1⊕∞df2 ,L2).
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Eventually, by Corollary 3.4.3,
I(J1×J2,df1⊕∞df2 ,L2) ≥ IP .
This concludes the proof.
Chapter 4
Perimeters, uniform enlargement and
high dimensions
4.1 Introduction
This chapter is a slightly reﬁned version of an article with F. Barthe, accepted for publication
at Bernoulli Journal ([13]).
Let (X, d, µ) denote a metric probability space, whereX is separable and µ is a Borel probabil-
ity measure on (X, d). For a Borel subset A of X, we deﬁne, for r > 0, the open r-neighbourhood
of A by Ar =
{
x ∈ X ∣∣ d(x,A) < r}, and its outer and inner boundary measures (also called
Minkowski contents) by
µ+(A) = lim inf
r→0+
µ (Ar)− µ (A)
r
, µ−(A) = µ+(X \A).
The isoperimetric problem consists in obtaining sharp lower bounds on the above quantities in
terms of the measure µ(A). The isoperimetric function of (X, d, µ), denoted by I(X,d,µ) (or simply
Iµ when there is no ambiguity on the underlying metric space), is deﬁned for p ∈ [0, 1] as follows
:
Iµ(p) = inf
A⊆X; µ(A)=p
min
(
µ+(A), µ−(A)
)
(4.1)
= inf
A⊆X; µ(A)∈{p,1−p}
µ+(A) (4.2)
where the inﬁmum is taken over all Borel subsets A of X. As we can see from the deﬁnition, Iµ
is the largest function such that, for every A ⊆ X, µ+(A) ≥ Iµ (µ(A)) and for every t ∈ [0, 1],
Iµ(t) = Iµ(1− t). Notice also that Iµ(0) = Iµ(1) = 0.
Given metric probability spaces (Xi, di, µi), i = 1, . . . , n, several metric structures can be con-
sidered on the product probability space (X1× · · · ×Xn, µ1⊗ · · · ⊗ µn). Throughout this paper,
we equip this product with the supremum distance d = d(n)∞ deﬁned by
d(n)∞
(
(x1, . . . , xn), (y1, . . . , yn)
)
:= max
i
di(xi, yi).
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We shall also say that d(n)∞ is the `∞-combination of the distances di, 1 ≤ i ≤ n. The isoperimetric
problem has been intensively studied in the Riemannian setting, where the geodesic distance on
a product manifold is the `2-combination of the geodesic distance on the factors. Hence, from
a geometric viewpoint, the choice of the `∞-combination is less natural than the one of the `2-
combination d(n)2 ((xi)
n
i=1, (yi)
n
i=1) =
(∑
i d(xi, yi)
2
)1/2
. Nevertheless, the study of the uniform
enlargement has various motivations. We brieﬂy explain some of them.
Firstly the isoperimetric problem for the uniform enlargement (i.e. with the `∞-combination
of distances on the product space) is technically easier to deal with in the setting of product
spaces, due to the product structure of metric balls. This often allows to work by comparisons.
For instance Bollobás and Leader study this problem for the uniform measure on the cube in
order to solve the discrete isoperimetric problem on the grid [32]. Since d(n)∞ ≤ d(n)2 ≤
√
nd
(n)
∞ , it
easily follows that
1√
n
I
(Xn,d
(n)
∞ ,µn)
≤ I
(Xn,d
(n)
2 ,µ
n)
≤ I
(Xn,d
(n)
∞ ,µn)
.
This approach was used e.g. by Morgan [99] for products of two Riemannian manifolds.
Another motivation for studying the isoperimetric problem for the uniform enlargement is
that it amounts to the study of the usual isoperimetric problem for a special class of sets. Let
us explain this brieﬂy in the setting of Rn equipped with a probability measure dµ(x) = ρ(x)dx
and the `∞ distance. If ρ is continuous and A ⊂ Rn is a domain with Lipschitz boundary, its
outer Minkowski content is
µ+(A) =
∫
∂A
‖nA(x)‖1ρ(x)dHn−1(x),
where nA(x) is a unit outer normal to A at x (unit for the Euclidean length), and ‖.‖1 is the
`1 norm. Consequently, the boundary measure for the uniform enlargement coincides with the
usual one
∫
∂A ρ(x)dHn−1(x), for sets A such that almost surely on ∂A the outer normal is
equal to a vector of the canonical basis of Rn (or its opposite). These so-called rectilinear sets
comprise cartesian products of intervals I1× · · · × In, their ﬁnite unions and their complements.
Hence the isoperimetric problem for the uniform enlargement is closely connected to the usual
isoperimetric problem restricted to the class of rectilinear sets (actually, a smooth domain A can
be approximated by rectilinear sets in such a way that their boundary measures approach the
one of A for the uniform enlargement). Note that rectilinear sets naturally appear when studying
the supremum of random variables, as {x ∈ Rn
∣∣∣ maxi xi ∈ [a, b]} is rectilinear. This was one of
the original motivations of Bobkov and Bobkov-Houdré [23, 30] for studying isoperimetry for the
uniform enlargement.
Eventually, let us mention that isoperimetric inequalities for the uniform enlargement natu-
rally appear in the recent extension by Keller, Mossel and Sen [75] of the theory of inﬂuences of
variables to the continuous setting.
Computing exactly the isoperimetric proﬁle is a hard task, even in simple product spaces
(see e.g. the survey article [107]). However, various probabilistic questions involve sequences of
independent random variables and require lower estimates on the isoperimetric proﬁle of n-fold
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product spaces, which actually do not depend on the value of n. First observe that for all integers
n ≥ 1,
I
(Xn+1, d
(n+1)
∞ , µn+1)
≤ I
(Xn, d
(n)
∞ , µn)
,
which holds because for every set A ⊂ Xn, µn+1(A × X) = µn(A) and (µn+1)+(A × X) =
(µn)+(A). Therefore one may deﬁne the so-called inﬁnite dimensional isoperimetric proﬁle of
(X, d, µ) as follows : for t ∈ [0, 1],
Iµ∞(t) := inf
n≥1
I
(Xn, d
(n)
∞ , µn)
≤ I(X,d,µ).
This quantity has been investigated by Bobkov [23], Bobkov and Houdré [30] and Barthe [10].
In particular, Bobkov has put forward a suﬃcient condition for the equality Iµ∞ = Iµ to hold.
This condition depends only on the function Iµ but it is rather restrictive. However it allowed
to get a natural family of isoperimetric inequalities for which there exists K > 1 such that
Iµ ≥ Iµ∞ ≥ 1K Iµ. We shall say in this case that the isoperimetric inequality with proﬁle Iµ
tensorizes, up to a factor K.
The goal of this article is to provide a workable necessary and suﬃcient condition for the
latter property to hold. We were inspired by a suﬃcient condition for tensorization, given by E.
Milman [95] in the setting of `2-distances on products. We now describe the plan of the paper.
In the next section, we recall the known suﬃcient condition for Iµ∞ = Iµ and propose a new one.
Building on this, we provide a suﬃcient condition for tensorization up to a factor in the third
section. By a careful study of product sets, we actually show that this condition is also necessary.
The ﬁnal section draws consequences of our isoperimetric inequalities to the theory of inﬂuences
of variables : following the argument of [75], we obtain an extension of the Kahn-Kalai-Linial
theorem about the existence of a coordinate with a large inﬂuence.
Let us conclude this introduction with some useful notation. If (Y, ρ) is a metric space we
deﬁne the modulus of gradient of a locally Lipschitz function f : Y → R by :
|∇f |(x) = lim sup
ρ(x,y)→0+
|f(x)− f(y)|
ρ(x, y)
,
this quantity being zero at isolated points. Note that when the distance is given by a norm
on a vector space, that is ρ(x, y) = ‖x − y‖, and when f is diﬀerentiable, then the modulus of
gradient coincides with ‖Df(x)‖∗. We shall work under the following Hypothesis (H): for every
m,n ∈ N∗ and for every locally Lipschitz function f : Xm+n → R, for µm+n-almost every point
(x, y) ∈ Xm ×Xn :
|∇f |(x, y) = |∇xf |(x, y) + |∇yf |(x, y).
This assumption holds in various cases : when (X, d) is an open metric subset of a Minkowski
space (Rn, ‖.‖) and when µ is absolutely continuous with respect to Lebesgue's measure, or for
Riemannian manifolds when the measure is absolutely continuous with respect to the volume form
(as a consequence of Rademacher's theorem of almost everywhere diﬀerentiability of Lipschitz
functions). On the contrary, this hypothesis often fails in discrete settings.
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4.2 Sharp isoperimetric inequalities
We start by recalling a couple of important results about extremal half-spaces for the isoperi-
metric problem. The ﬁrst one below is due to Bobkov and Houdré [29] and deals with the real
line. Before stating it, we need to introduce some notations. Let M be the set of Borel prob-
ability measures on R which are concentrated on a possibly unbounded interval (a, b) and have
a density f which is positive and continuous on (a, b). For µ ∈ M, the distribution function
Fµ(x) := µ((−∞, x]) is one-to-one from (a, b) to (0, 1) and one may deﬁne
Jµ(t) = f
(
F−1µ (t)
)
, t ∈ (0, 1).
We may as well consider Jµ as a function on [0, 1] by setting Jµ(0) = Jµ(1) = 0. The value of
Jµ(t) represents the boundary measure of the half-line of measure t starting at −∞. Let L ⊂M
denote the set of (non-Dirac) log-concave probability measures on R (the density f is of the form
e−c for some convex function c).
Proposition 4.2.1 ([29]). The map µ 7→ Jµ is one-to-one between the set M and the set of
positive continuous functions on (0, 1). It is also one-to-one between the subset L of log-concave
probability measures and the set of positive concave functions on (0, 1). Moreover for µ ∈ M,
the following properties are equivalent :
(i) Iµ = Jµ (meaning for any p ∈ (0, 1), the inﬁmum in (4.1) is attained for the set
(−∞, F−1µ (p)],
(ii) the measure µ is symmetric around its median, i.e. Jµ is symmetric around 12 , and for all
p, q > 0 such that p+ q < 1,
Jµ(p+ q) ≤ Jµ(p) + Jµ(q).
The next basic lemma allows to compare the various conditions on isoperimetric proﬁles that
appear in the rest of the article. In particular, it shows that the above result encompasses a
classical theorem of Borell ([34]), asserting that for even log-concave probability measures on R,
half-lines are solutions to the isoperimetric problem.
Lemma 4.2.2. Let T ∈ (0,+∞] and K : [0, T )→ R+ be a non-negative function. Consider the
following properties that K may verify :
(i) K is concave,
(ii) t 7→ K(t)/t is non-increasing,
(iii) for all x, y ∈ [0, T ) with a+ b < T , it holds K(a+ b) ≤ K(a) +K(b).
Then (i) =⇒ (ii) and (ii) =⇒ (iii).
Proof. If K is concave then t 7→ (K(t) − K(0))/t is non-increasing. Since t 7→ K(0)/t is non-
increasing as well, the ﬁrst implication follows. Assuming (ii) and without loss of generality
a ≤ b,
K(a+ b) ≤ (a+ b)K(b)
b
= a
K(b)
b
+K(b) ≤ K(a) +K(b).
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The next result provides sharp isoperimetric inequalities in high dimensions. It goes back to
the dissertation thesis of S. Bobkov. See also [23].
Theorem 4.2.3. Let J : [0, 1]→ R+ be a concave function, with J(t) = J(1− t) for all t ∈ [0, 1].
Assume that for all a, b ∈ [0, 1],
J(ab) ≤ aJ(b) + bJ(a). (4.3)
Then for every space (X, d, µ) verifying Hypothesis (H),
Iµ ≥ J =⇒ Iµ∞ ≥ J.
Moreover there exists an even log-concave probability measure ν on R such that Iν = Iν∞ = J
and for every n, coordinate half-spaces are solutions of the isoperimetric problem for νn.
Condition (4.3) may be veriﬁed in a few instances as J(t) = t(1 − t). However, it is not so
easy to deal with, in particular in conjunction with the symmetry assumption. For these reasons,
stronger conditions of more local nature are useful. In [10], it is shown that (4.3) is veriﬁed when
J is concave, twice diﬀerentiable and −1/J” is concave. Observe that condition (4.3) amounts
to the subadditivity of the function u 7→ euJ(e−u) on R+. Hence, using the second part of
Lemma 4.2.2, we obtain that the condition "t 7→ J(t)/(t log(1/t)) is non-decreasing" implies
(4.3) as well. By a tedious but straightforward calculation, this yields a neat variant of one of
the main results of [10]:
Corollary 4.2.4. For β ∈ [0, 1] and γ > 14 , Let Kβ,γ be the function deﬁned on [0, 1] by
Kβ,γ : t 7→
{
t(1− t) logβ
(
γ
t(1−t)
)
if t ∈ (0, 1)
0 otherwise .
If γ ≥ e4 , then, for every β ∈ [0, 1], Kβ,γ satisﬁes that for every space (X, d, µ) verifying Hypoth-
esis (H) and all c ≥ 0,
Iµ ≥ cKβ,γ =⇒ Iµ∞ ≥ cKβ,γ .
Proof. We focus ﬁrst on the concavity, let g : t 7→ t(1− t) and Hβ,γ : t 7→ t logβ
(γ
t
)
, we have
K ′′β,γ = g
′′H ′β,γ ◦ g +
(
g′
)2
H ′′β,γ ◦ g = −2H ′β,γ ◦ g + (1− 2t)2H ′′β,γ ◦ g.
The function g takes its values into
[
0, 14
]
, thus, in order to show that Kβ,γ is concave, it is
suﬃcient to prove that H ′β,γ ≥ 0 and that H ′′β,γ ≤ 0 on
[
0, 14
]
.
Let s ∈ [0, 14], then
H ′β,γ(s) = log
β−1 γ
s
(
log
γ
s
− β
)
≥ logβ−1 γ
s
log
(
4γ
eβ
)
≥ 0 if γ ≥ e
β
4
.
Moreover,
H ′′β,γ(s) =
−β
s
logβ−2
γ
s
(
log
γ
s
+ 1− β
)
≤ 0.
144 CHAPTER 4. PERIMETERS, UNIFORM ENLARGEMENT AND HIGH DIMENSIONS
Hence Kβ,γ is concave on [0, 1] if γ ≥ eβ4 .
Passing to the study of the quotient, we denote Qβ,γ =
Kβ,γ
J1
. For every t ∈ [0, 1],
Qβ,γ(t) = (1− t)
logβ γt(1−t)
log 1t
.
The function g, deﬁned at the beginning of the proof, is non-decreasing on
[
0, 12
]
and non-
increasing on
[
1
2 , 1
]
and t 7→ log 1t is non-increasing on
[
0, 14
]
. Hence, for every β ∈ [0, 1], the
function t 7→ logβ γt(1−t) is non-increasing on
[
0, 12
]
and non-decreasing on
[
1
2 , 1
]
. Notice moreover
that
Qβ,γ(t) = log
1−β γ
t(1− t)Q1,γ(t) and Qβ,γ(t) = log
β γ
t(1− t)Q0,γ(t).
Thus, in order to achieve the designed goal, it is suﬃcient to prove that Q1,γ is non-decreasing
on
[
0, 12
]
and that Q0,γ is non-decreasing on
[
1
2 , 1
]
.
Let us ﬁrst study Q1,γ on
[
0, 12
]
, for every t ∈ [0, 12],
Q′1,γ(t) =
log γ − log t(1− t)
log t
+
1− t
log2 t
(
1− 2t
t(1− t) log t−
1
t
(log t(1− t)− log γ)
)
=
1
t log2 t
(t log t (log γ − log t− log(1− t)− 1) + (1− t) (log γ − log(1− t)))
=
Rγ(t)
t log2 t
.
We are going to prove that Rγ is non-negative.
R′γ(t) = (1 + log t) (log γ − log t− log(1− t)− 1) + t log t
(
1
1− t −
1
t
)
− log γ + log(1− t) + 1
= log t
(
−3 + t
1− t − log t− log(1− t) + log γ
)
.
but t1−t − log t− log(1− t) = 11−t −1− log t− log(1− t) ≥
√
2−1+ log 22 − log
(
1−
√
2
2
)
= κ(≤ 2),
by a simple computation. Hence R′γ(t) ≤ 0 for all t ∈
[
0, 12
]
if γ ≥ e3−κ(≤ 2.75).
For these values of γ,
Rγ(t) ≥ Rγ
(
1
2
)
= −1
2
log 2 (log γ + 2 log 2− 1) + 1
2
(log γ + log 2)
=
(
1
2
log γ + log 2
)
(1− log 2) ≥ 0.
So Q1,γ is non-decreasing on
[
0, 12
]
whence γ ≥ e3−κ.
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About the behavior of Q0,γ on
[
1
2 , 1
]
, for every t in this interval,
Q0,γ(t) =
t− 1
log t
,
so
Q′0,γ(t) =
1
log2 t
(
1
t
− 1− log 1
t
)
≥ 0.
Notice now that e3−κ ≤ e4 . Theorem 4.2.3 eventually enables to conclude.
Let us point out that (4.3) is not the best suﬃcient condition for the conclusion of the above
theorem to hold. The optimal condition given by Bobkov's approach is the following : for every
Borel probability measure N on [0, 1],
J
(∫
t dN(t)
)
≤
∫
J(t) dN(t) +
∫ 1
0
J
(
N([0, t])
)
dt.
Actually when µ ∈ M is a probability measure on R and J = Jµ = Iµ, it is not hard to check,
considering subgraphs, that the above condition is necessary and suﬃcient for having Iµ = Iµ∞ .
However this condition is hard to verify in practice, and most of the work in Bobov's proof
consists in showing that when J is concave, it boils down to (4.3).
Next, we develop a diﬀerent approach to dimension free isoperimetric inequalities. We use
classical methods to make a link between isoperimetric inequalities, and some Beckner-type
functional inequalities, which nicely tensorize.
Lemma 4.2.5. Let a ∈ (0, 1] and (X, d, µ) be a metric probability space. Let c > 0, then the
following assertions are equivalent :
(i) For all p ∈ [0, 1], cIµ(p) ≥ p− p 1a ,
(ii) For every locally Lipschitz function f : X → [0, 1], c ∫ |∇f | dµ ≥ ∫ f dµ− (∫ fa dµ) 1a .
Proof. Assuming (i), we apply the co-area inequality to an arbitrary locally Lipschitz function
f (see e.g. [29]); next we take advantage of the isoperimetric inequality for µ:
c
∫
|∇f | dµ ≥ c
∫ 1
0
µ+({f ≥ t}) dt
≥
∫ 1
0
(
µ({f ≥ t})− µ({f ≥ t}) 1a
)
dt
=
∫
f dµ−
∫ 1
0
µ({f ≥ t}) 1adt.
In order to conclude that the second assertion is valid, we apply the Minkowski inequality with
exponent 1/a ≥ 1:(∫ 1
0
µ({f ≥ t}) 1adt
)a
=
(∫ 1
0
(∫
1f(s)≥t dµ(s)
) 1
a
dt
)a
≤
∫ (∫ 1
0
(1f(s)≥t)
1
adt
)a
dµ(s) =
∫
fadµ.
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The fact that the second assertion implies the ﬁrst one is rather standard : one applies the
functional inequalities to Lipschitz approximations of the characteristic function of an arbitrary
Borel set A ⊂ X (see Lemma 3.7 in [29]). This yields cµ+(A) ≥ µ(A) − µ(A) 1a . Applying the
inequality to 1−f instead of f and using |∇f | = |∇(1−f)| and then taking approximations of 1A
gives cµ+(A) ≥ 1−µ(A)− (1−µ(A)) 1a for all A, which is equivalent to cµ−(A) ≥ µ(A)−µ(A) 1a
for all Borel sets A.
The following extension of the classical subadditivity property of the variance is due to Lataªa
and Oleszkiewicz [79]. It allowed them to devise functional inequalities with the tensorization
property. Actually, they focused on Sobolev inequalities involving L2-norms of gradients, with
applications to concentration inequalities. Here we aim at functional inequalities involving L1-
norms of gradients and provide information about isoperimetric inequalities.
Lemma 4.2.6. Let (Ω1, µ1) and (Ω2, µ2) be probability spaces and let (Ω, µ) = (Ω1 × Ω2, µ1 ⊗ µ2)
be their product probability space. For any non-negative random variable Z deﬁned on (Ω, µ) and
having ﬁnite ﬁrst moment and for any strictly convex function φ on [0,+∞) such that 1φ′′ is a
concave function, the following inequality holds true :
Eµφ(Z)− φ (EµZ) ≤ Eµ
([
Eµ1φ(Z)− φ (Eµ1Z)
]
+
[
Eµ2φ(Z)− φ (Eµ2Z)
])
.
Theorem 4.2.7. Let (X, d, µ) be a metric probability space verifying hypothesis (H). Let a ∈
[12 , 1] and c > 0. If for all p ∈ (0, 1), Iµ(p) ≥ c(p− p
1
a ), then for all p ∈ (0, 1),
Iµ∞(p) ≥ c(p− p 1a ).
Proof. By Lemma 4.2.5, we know that for every locally Lipschitz function f : X → [0, 1]
1
c
∫
|∇f | dµ ≥
∫
f dµ−
(∫
fa dµ
) 1
a
. (4.4)
We shall prove that this functional inequality tensorizes, meaning that for all n the same
property is veriﬁed by µn. Applying Lemma 4.2.5 again will give the claimed dimension-free
isoperimetric inequality.
Checking the tensorization property is done along the same lines as in [79]. Assume that
(X1, ν1, d1) and (X2, ν2, d2) satisfy (4.4). Since a ∈ [12 , 1], Lemma 5.5.13 applies to Φ(t) = t
1
a
and gives ∫
f dν1dν2 −
(∫
fadν1dν2
) 1
a
=
∫
Φ(fa) dν1dν2 − Φ
(∫
fadν1dν2
)
≤
∫ (∫
Φ(fa) dν1 − Φ
(∫
fadν1
))
dν2 +
∫ (∫
Φ(fa) dν2 − Φ
(∫
fadν2
))
dν1
≤ 1
c
∫ (|∇1f |+ |∇2f |) dν1dν2,
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where |∇if | is the norm of the gradient of f taken with respect to the i-th variable. When
ν1 = µ
m and ν2 = µn, we may apply Hypothesis (H) to replace the function in the latter integral
by the norm of the full gradient |∇f |. This allows to show by induction that for all n, µn veriﬁes
the claimed functional inequality.
This result readily generalizes :
Theorem 4.2.8. Let c : [12 , 1]→ R+, and consider for p ∈ [0, 1],
L(p) := sup
a∈[ 1
2
,1]
c(a) max
{
p− p 1a , 1− p− (1− p) 1a}.
If (X, d, µ) satisﬁes (H) and Iµ ≥ L then
Iµ∞ ≥ L.
Moreover there exists an even probability measure ν on R such that Iν = Iν∞ = L and such that
for all n, coordinate half-spaces are solutions to the isoperimetric problem for νn.
Proof. Observe that since, by deﬁnition, isoperimetric functions of probability measures are
symmetric with respect to 12 , the property for all p ∈ [0, 1], Iµ ≥ c(p − p
1
a ) is equivalent to
Iµ(p) ≥ cMa(p), for all p, where
Ma(p) := max
{
p− p 1a , 1− p− (1− p) 1a}.
Hence the fact that Iµ ≥ L implies Iµ∞ ≥ L is a direct consequence of the previous theorem,
applied for all values of a.
Next, it is not hard to check that for a ∈ [12 , 1], Ma is subadditive, being a supremum of two
concave functions deﬁned on [0, 1]. And, since the property "J(x+ y) ≤ J(x) +J(y) for all x, y"
is stable under supremum, it follows that L is also subadditive.
Hence, by Proposition 4.2.1, there exists an even probability measure ν on R such that
Iν = L and half-lines solve the isoperimetric problem for ν. As we just proved, Iν ≥ L ensures
that Iν∞ ≥ L. Combining this with L = Iν ≥ Iµ⊗∞ yields Iν∞ = L. The coordinate halfspace
{x ∈ Rn
∣∣∣ x1 ≤ t} has same measure and boundary measure (for νn), as the set (−∞, t] (for ν).
It is then clear that it solves the isoperimetric problem.
Remark that for a ∈ (12 , 1), the function Ma(p) = max
{
p − p 1a , 1 − p − (1 − p) 1a} is not
concave, hence the measure νa on R (admittingMa as an isoperimetric proﬁle) is not log-concave.
Actually, Ma does not even have its maximum at 12 . Hence it cannot be obtained as a supremum
of concave functions which are in addition symmetric around 1/2. Therefore it gives a genuinely
new example of a measure for which coordinate half-spaces solve the isoperimetric problem in
any dimension (that could not be deduced from Theorem 4.2.3).
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4.3 Approximate inequalities
Let us start with some notations. Given two non-negative functions f, g deﬁned on a set S ⊂ R
and D ≥ 1, we write f ≈D g and say that f and g are equivalent up to a factor D if there exists
a > 0 such that for all x ∈ S, a g(x) ≤ f(x) ≤ Dag(x). We write f ≈ g when there exists D
such that f ≈D g.
We say that a non-negative function f deﬁned on a set S ⊂ R is essentially non-decreasing (with
constant D ≥ 1) when there exists a non-decreasing function g on S such that f ≈D g. In the
same way, we may deﬁne the notion of essentially non-increasing functions.
Also, a non-negative function f deﬁned on an interval is said to be essentially concave (or
pseudoconcave) if it is equivalent to a concave function.
The next proposition provides workable formulations of the above deﬁnitions. The part about
essentially concave functions is due to Peetre [104].
Lemma 4.3.1. Let f be a non-negative function deﬁned on S ⊂ R. Then f is essentially non-
decreasing (resp. essentially non-increasing) with constant D ≥ 1 if and only if for every s ≤ t
in S,
f(s) ≤ Df(t) (resp. f(t) ≥ Df(s)).
When f is deﬁned on (0,+∞), the following assertions are equivalent :
(i) f is essentially concave with some constant C1,
(ii) There exists C2 ≥ 1 such that for all s, t ∈ R∗+ , f(s) ≤ C2 max
(
1,
s
t
)
f(t).
(iii) There exists C3 ≥ 1 such that on R∗+, f is essentially non-decreasing and t 7→ f(t)t is
essentially non-increasing, both with constant C3.
Moreover, the smallest possible constants verify C1/2 ≤ C2 = C3 ≤ C1.
Proof. The argument for essentially non-decreasing functions is very simple and we skip it. Let
us just point out that it involves the least non-decreasing function above f , which is given by
f´(t) := sup{f(x) | x ∈ S ∩ (−∞, t]}.
Next let us focus on concavity issues. The equivalence of the last two statements is obvious.
Assume f is essentially concave on R∗+. Then there exists a concave function h on R∗+ which
is equivalent to f . And as f is positive, h is positive, therefore, being concave, h is necessarily
non-decreasing on R∗+. Moreover t 7→ h(t)t is non-increasing on R∗+. So f satisﬁes the third
condition.
Eventually, let us assume the second condition and show that f is equivalent to a concave
function. The natural guess is the least concave majorant of f , which is explicitly given for t > 0
by
f̂(t) := sup
{
n∑
i=1
λif (ti)
∣∣∣n ∈ N∗, λi ≥ 0, ti > 0, n∑
i=1
λi = 1 and
n∑
i=1
λiti = t
}
.
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By deﬁnition f ≤ f̂ . Let n ∈ N∗, t ∈ R∗+, (λi)1≤i≤n and (ti)1≤i≤n such that, for all i, λi ≥ 0,∑n
i=1 λi = 1 and
∑n
i=1 λiti = t. Using the hypothesis, we obtain
n∑
i=1
λif (ti) ≤ C2
n∑
i=1
λi max
(
1,
ti
t
)
f(t) ≤ C2
(
n∑
i=1
λi +
n∑
i=1
λiti
t
)
f(t) = 2C2f(t)
Therefore f ≤ f̂ ≤ 2C2f and we have shown that f is essentially concave.
We are now ready to state our main results :
Theorem 4.3.2. Let J be a non-negative function deﬁned on [0, 1] with J(0) = 0. Assume that
it is symmetric around 12 (i.e. for every t ∈ [0, 1] , J(t) = J(1− t)) and that the function
t ∈ (0, 1) 7→ J(t)
t log(1/t)
is essentially non-decreasing with constant D. Then for every metric probability space (X, d, µ)
satisfying Hypothesis (H):
Iµ ≥ J =⇒ Iµ∞ ≥ 1
cD
J,
with cD = 2(D/ log 2)2 ≤ 5D2. Moreover, there exists a symmetric log-concave measure ν on the
real line such that, on [0, 1], J ≈ Iν ≈ Iν⊗∞.
If in addition J is concave one can take cD = 2D for D > 1 and c1 = 1.
Remark 4.3.3. This result should be compared to a theorem of E. Milman in [95], where a similar
condition is given for dimension-free isoperimetric inequalities for the `2 combination of distances
on products (in other words for the Euclidean enlargement). His condition involves an essential
monotonicity property of J/Iγ where γ is the one-dimensional standard Gaussian measure. On
(0, 1/2] it is known that Iγ(t) ≈ t
√
log(1/t).
In order to formulate a converse statement, we introduce the following hypothesis : we say
that (X, d, µ) enjoys the regularity property (R) if for all t ∈ (0, 1), Iµ(t) < +∞ and for all n ∈
N∗, t ∈ (0, 1) and ε > 0 there exists a Borel set A ⊂ Xn with µn(A) = t, (µn)+(A) ≤ Iµn(t) + ε
and
(µn)+(A) = lim
h→0+
µn(Ah \A)
h
,
where the products Xn are equipped with the uniform distance. This hypothesis means that
there are almost solutions of the isoperimetric problems for which the lim inf in the deﬁnition
of the Minkowski content is actually a real limit. Thanks to Theorem 15 in [9] it is not hard to
check this property for log-concave measures on the real line. We will give more comments on
this hypothesis in Remark 4.3.12 below.
Theorem 4.3.4. Let (X, d, µ) satisfy hypothesis (R). Then the map
t ∈ (0, 1) 7→ Iµ∞(t)
t log(1/t)
is continuous and essentially non-decreasing.
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We introduce two functions, both deﬁned on [0, 1] by : J0(t) = t and J1(t) = t log 1t . Com-
bining these two theorems, we can formulate our results as an equivalence :
Corollary 4.3.5. Let (X, d, µ) denote a metric space equipped with a Borel probability measure
µ and satisfying hypothesis (R) and (H). Then the following assertions are equivalent :
(i) There exists a constant C such that IµJ1 is essentially non-decreasing on (0, 1) with constant
C,
(ii) There exists a constant K ≥ 1 such that, on [0, 1], 1K Iµ ≤ Iµ∞ ≤ Iµ.
The next lemma gives a diﬀerent formulation of the main condition appearing in the previous
theorems.
Lemma 4.3.6. Let K : [0, 1] → R+ be a non-negative function such that K is symmetric with
respect to 12 (i.e. for t ∈ [0, 1], K(t) = K(1− t)). Then the following assertions are equivalent :
(i) There is a constant C such that KJ1 is essentially non-decreasing on (0, 1) with constant C.
(ii) There exists constants C0 and C1 such that KJ0 is essentially non-increasing on
(
0, 12
]
with
constant C0 and KJ1 is essentially non-decreasing on
(
0, 12
]
with constant C1.
Moreover, the smallest possible constants verify C ≤ C0C1log 2 and C0 ≤ Clog 2 , C1 ≤ C.
Proof. We use the concavity of the map t 7→ (1 − t) log 11−t , which yields, for every t ∈
[
0, 12
]
,
t log 2 ≤ (1−t) log 11−t ≤ t. Assuming (i), KJ1 is essentially non-decreasing on
(
0, 12
]
with constant
C. For the second part of the assertion, let 0 < s ≤ t ≤ 12 . Then,
K(t)
t
≤ K(1− t)
(1− t) log 11−t
≤ C K(1− s)
(1− s) log 11−s
≤ C
log 2
K(s)
s
. (4.5)
For the converse implication: assuming (ii), we ﬁrst check that KJ1 is essentially non-decreasing
on
[
1
2 , 1
)
. Let 12 ≤ s ≤ t < 1, then
K(s)
s log 1s
≤ 1
log 2
K(1− s)
1− s ≤
C0
log 2
K(1− t)
1− t ≤
C0
log 2
K(t)
t log 1t
.
To get the property on the whole interval (0, 1), it suﬃces to use 12 as an intermediate point.
The next corollary describes the possible size of an inﬁnite dimensional isoperimetric proﬁle:
Corollary 4.3.7. Let (X, d, µ) denote a metric space equipped with a Borel probability measure
µ and satisfying hypotheses (R) and (H).
If inf
t∈(0, 1
2
]
Iµ(t)
t
= 0 then Iµ∞ is identically 0, else there exist α, β > 0 such that for all t ∈ [0, 1],
αmin (t, 1− t) ≤ Iµ∞(t) ≤ βmax
(
t log
1
t
, (1− t) log 1
1− t
)
.
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Remark 4.3.8. The function deﬁned on [0, 1] by t 7→ min (t, 1− t) is the isoperimetric function
of the double-sided exponential measure on R, e−|x|dx/2. Using the notation and results of
Corollary 4.2.4, we observe that it is equivalent to the function K0(t) = t(1− t). Moreover there
is a log-concave probability measure `0 on the real line for which K0 = I`0 = I`∞0 (actually, `0
is the standard logistic measure ` with density e
−x
(1+e−x)2
with respect to Lebesgue's measure).
Hence the lower bound is optimal up to the multiplicative factor.
The upper bound of Iµ∞ given in the above corollary is due to Bobkov and Houdré [29]. A
similar remark applies to it: the quantity in the upper estimate is equivalent to the function
K1 of Corollary 4.2.4, which is also an inﬁnite dimensional isoperimetric proﬁle (of a measure
which is reminiscent of Gumble laws, as its distribution function is of the order of e−βe−y when
y → −∞, for some β > 0). We give more details about it at Lemma 4.3.9.
The fact that the inﬁnite dimensional isoperimetric proﬁle is either trivial, or at least as
big as the one of the exponential measure was already discovered, in slightly diﬀerent forms, by
Talagrand [113] and by Bobkov and Houdré [30].
Proof of Corollary 4.3.7. By Theorem 4.3.4, there exists C ≥ 1 such that for all t ∈ (0, 1/2],
Iµ∞(t) ≤ Ct log
(1
t
)
× 2
log 2
Iµ∞
(1
2
)
. (4.6)
Applying Theorem 4.3.4 again, together with Lemma 4.3.6, we get that there exists D ≥ 1 such
that for all t ∈ (0, 1/2],
D
Iµ∞(t)
t
≥ 2Iµ∞
(1
2
)
.
Therefore, assuming inft∈(0, 1
2
]
Iµ(t)
t = 0, and using that Iµ ≥ Iµ∞ , we can deduce that Iµ∞
(
1
2
)
= 0.
Then (4.6) and the symmetry of isoperimetric functions yield Iµ∞ = 0 pointwize.
Next assume that there exists κ > 0 such that Iµ(t) ≥ κt for all t ∈ (0, 1/2]. Then Theo-
rem 4.3.2 applies to J(t) := κmin(t, 1−t) (Lemma 4.3.6 gives a quick way to check the hypothesis)
and gives Iµ∞ ≥ cJ for some c > 0.
The next lemma provides some more information about the measure associated to the isoperi-
metric proﬁle H1 : t 7→ max (J1(t), J1(1− t)) given at Corollary 4.3.7.
Lemma 4.3.9. For α, β > 0, let us deﬁne the map
ϕα,β :
{
R → R∗+
x 7→ αe|t|e−βe|t| .
This is a probability density over R if and only if α = βe
β
2 . If this is the case, we denote
ϕβ = ϕβeβ
2
,β
and µβ the associated probability measure. Then
- µβ is log-concave if and only if β ≥ 1,
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- the distribution function of µβ, denoted Φβ, its inverse and the function Jµβ = ϕβ ◦ Φ−1β
can be expressed as follows :
Φβ : x 7→ eβ2 e−βe
|x|
1R∗−(x) +
(
1− eβ2 e−βe
|x|
)
1R+(x)
Φ−1β : p 7→ log
(
β
β+log 1
2p
)
1[0, 12 ]
(p) + log
(
β+log 1
2(1−p)
β
)
1( 12 ,1]
(p)
Jµβ : p 7→ p
(
β + log 12p
)
1[0, 12 ]
(p) + (1− p)
(
β + log 12(1−p)
)
1( 12 ,1]
(p),
- for every β > 0, Jµβ is subadditive over [0, 1] and the half-lines are extremal in the corre-
sponding isoperimetric problem,
- for β = log 2, Jµβ = H1
Proof. To prove the fact that ϕα,β is a probability density if and only if α =
βeβ
2 , only a simple
computation is required. However, let us give the details :
µα,β(R) = 2
∫ +∞
0
ϕα,β(t)dt = 2α
∫ +∞
0
ete−βetdt
= −2α
β
[
e−βe
t
]+∞
0
=
2α
βeβ
.
Let now β > 0 and ψβ = logϕβ , for every x ∈ R∗,
ψβ(x) =
log β + β
2
+ |x| − βe|x|
ψ′β(x) = sgn(x)
(
1− βe|x|
)
ψ′′β(x) = −βe|x| < 0.
Adding to this the fact that ψβ is continuous at zero, to establish its concavity, it suﬃces to show
that
lim
x→0 ; x<0
ψ(x) ≥ lim
x→0 ; x>0
ψ(x).
That is β − 1 ≥ 1− β, which is the case if and only if β ≥ 1.
Let us pass now to the computation of the functions Φβ , Φ
−1
β and Jµβ . Let x ≤ 0, then
Φβ(x) =
∫ +∞
−x
φβ(t) dt =
eβ
2
[
e−βe
t
]+∞
−x
=
eβ
2
e−βe
−x
.
And, if x > 0, then
Φβ(x) = 1−
∫ +∞
x
φβ(t) dt = 1− e
β
2
e−βe
x
.
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As φβ is positive over the real line, the function Φβ appears to be increasing. Let us compute
its inverse function. Let x ≤ 0, then
p = Φβ(x)⇔ 2p = eβ(1−e−x)
⇔ e−x = 1 +
log 12p
β
⇔ x = log
(
β
β + log 12p
)
.
And, for x > 0,
p = Φβ(x)⇔ 1− p = Φβ(−x)
⇔ −x = Φ−1β (1− p)
⇔ x = log
(
β + log 12(1−p)
β
)
.
Eventually, we come to the computation of Jµβ : if p ∈
[
0, 12
]
,
Jµβ (p) =
βeβ
2
e
− log
(
β
β+log 12p
)
e−βe
− log
 β
β+log 12p

=
βeβ
2
β + log 12p
β
e
−β β+log
1
2p
β
=
eβ
2
(
β + log
1
2p
)
e−β2p
= p
(
β + log
1
2p
)
.
And, if p ∈ (12 , 1],
Jµβ (p) = ϕ
−1
β
(
−Φ−1β (1− p)
)
= ϕ−1β
(
Φ−1β (1− p)
)
= (1− p)
(
β + log
1
2(1− p)
)
.
We establish now the subadditivity of Jµβ over [0, 1]. First notice that Llog 2 = H1. Moreover,
for every p ∈ [0, 1], Jµβ (p) = min(p, 1−p)(β− log 2)+H1(p). Let us show that H1 is subadditive.
Let u : p 7→ H1(p)p . For p ≤ 12 , u(p) = log 1p , so u is non-increasing on
[
0, 12
]
.
Moreover, for p ∈ [12 , 1], u(p) = (1p − 1) log 1p , which, as a product of non-negative and
non-increasing functions, is also non-increasing over
[
1
2 , 1
]
.
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Furthermore, u is continuous over (0, 1], and u(t) −→
t→0
+∞. Hence, the slope function of H1
at 0 is non-increasing over [0, 1], which implies that H1 is subadditive over [0, 1]. Let us give the
detail. Take a, b ∈ [0, 1] such that a+ b < 1, if either a or b is zero, then it is straight. Otherwise,
H1(a+ b) ≤ (a+ b)
(
a
a+ b
H1(a)
a
+
b
a+ b
H1(b)
b
)
= (H1(a) +H1(b)).
Thus Jµβ is subadditive, and by Proposition 4.2.1, the half-lines are extremal in the isoperimetric
problem associated to the triple (R, |.| , µβ).
Remark 4.3.10. In order to ﬁnd the measure ν on the real line such that H1 = Iν , we could
have proceeded diﬀerently. Indeed, a result of Bobkov and Houdré in [29] states that the map
µ 7→ Jµ = ϕµ ◦ Φ−1µ is a bijection from the family of symmetric measures concentrated on an
interval on which their density is continuous and positive, onto the family of all continuous
positive functons on (0, 1). Thus there exists a symmetric measure ν on R such that H1 = Jν .
Moreover, as H1 is subadditive on (0, 1), still using [29], Jν = Iν . Then, the density can be
computed by ﬁrst ﬁnding the expression of Φ−1ν :
∀p ∈ (0, 1) Φ−1ν (p) =
∫ p
1
2
dq
H1(q)
.
Coming back to H1 = Llog 2, let us brieﬂy state in a corollary the interesting facts about it.
Corollary 4.3.11. The function H1 is the isoperimetric proﬁle of the probability measure l1
on the real line having density t 7→ log 2e|t|−log 2e|t| . The measure l1 is even, the half-lines are
extremal for the corresponding isoperimetric problem, and H1 = Il1 = Il∞1 .
In particular, half-spaces are solution to the isoperimetric problem associated to (Rn, |.|∞ , ln1 ),
for every n ∈ N∗.
Proof. Lemma 4.3.9 asserts that l1 is a probability measure, that H1 is its isoperimetric proﬁle,
that the half-lines are extremal in this problem, and gives the expression of the density of l1.
To complete the proof, observe that, for every p ∈ (0, 12],
p− pα
α− 1 −→α→1, α>1
d
dα
(−pα)|α=1 = p log
1
p
.
Moreover, as, for every p ∈ (0, 12] and α ∈ [1, 2],
d2
dα2
(−pα) = −pα log2 1
p
< 0,
the map α 7→ −pα is concave on [1, 2]. Thus, and using the symmetry of H1, for every p ∈ (0, 1),
H1(p) = sup
1<α≤2
(
1
α− 1 max (p− p
α, 1− p− (1− p)α)
)
.
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Therefore, by Theorem 4.2.8,
Il∞1 ≥ H1 = Il1 .
This implies that H1 = Il1 = Il∞1 .
Remark 4.3.12. Our results are stated for general metric spaces, but are devised for continuous
settings (e.g. for which the values taken by the measure cover all [0, 1]). This is why additional
hypotheses appear in our statements. One may ﬁnd Hypothesis (H) quite natural (it is related
to a.e. diﬀerentiability of Lipschitz functions). On the other hand, Hypothesis (R) is more
demanding, as it seems to require approximation theorems by smooth sets.
Let us point out a possible variant of Theorem 4.3.4 where all the hypotheses are incorporated
in the structure of the ambient space: assume that X is a ﬁnite dimensional vector space of
dimension p, that the distance d is induced by a norm N on X and that µ has a positive C1
density h with respect to Lebesgue's measure, µ = h.Lp. We equip the product spaces Xn with
d∞, the `∞-combination of N , i.e. for x, y ∈ Xn, d∞(x, y) = max
1≤i≤n
N (xi, yi). Then, instead of
using the Minkowski content as a deﬁnition of the boundary measure, let us chose the notion of
generalized perimeter instead : if A ⊆ Xn is measurable, then
Pµ⊗n,∞ = sup
{∫
A
n∑
i=1
|∇i(ϕh)| dLnp
∣∣∣ϕ ∈ C1c (Xn) and sup
x∈Xn
d∞(ϕ(x), 0) ≤ 1
}
,
where |∇f | is the modulus of gradient of f .
Since the perimeter is deﬁned as a supremum (recall that the Minkowski content is an inferior
limit), the proof of Lemma 4.3.16 below does not require any regularity assumption. Hence the
proof of Theorem 4.3.4 applies without any changes and does not require (R). The proof of
Theorem 4.3.2 also applies to this new setting, without assuming (H), with the following main
modiﬁcation: instead of using functional inequalities for locally Lipschitz functions, we work in
the class of functions of bounded variations. We refer the reader to the book of Ambrosio, Fusco
and Pallara [3] for an exhaustive study of this approach in the Euclidean case. This requires to
use various results about these functions: co-area inequality (Theorem 3.40), approximation by
smooth functions (Theorem 3.9), approximate diﬀerentiability (Theorem 3.83 and Proposition
3.92 among others.
Proof of Theorem 4.3.2
We start with a few preliminary statements.
Lemma 4.3.13. Consider a function K : [0, 1] → R+ with K(0) = 0. Assume that K is
symmetric with respect to 12 and that
K
J1
is essentially non-decreasing on (0, 1) with constant D.
Then
(i) K is essentially non-decreasing on [0, 12 ] with constant
2D
e log 2 ,
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(ii) K is essentially concave. More precisely there exists a concave function I : [0, 1] → R+,
which is symmetric with respect to 12 , and is equivalent to K up to a factor 2D/ log 2.
Proof. Observe that the function J1(t) = t log(1/t) is increasing on (0, 1/e] and decreasing on
[1/e, 1). Its maximum is therefore J(1/e) = 1/e.
Assume that 0 ≤ s ≤ t ≤ 12 . Then, by hypothesis K(s) ≤ D J1(s)J1(t)K(t). If t ≤ 1e , we can
conclude that K(s) ≤ DK(t). If t ∈ (1/e, 1/2], we argue diﬀerently
K(s) ≤ DJ1(s)
J1(t)
K(t) ≤ DJ1(1/e)
J1(1/2)
K(t) =
2D
e log 2
K(t).
This concludes the proof of (i).
Next, let us prove (ii). Consider the map K˜ deﬁned on R+ by :
K˜(t) =
{
K(t) if t ∈ [0, 12)
K
(
1
2
)
if t ≥ 12
Combining (i) and the second part of (ii) in Lemma 4.3.6, one readily checks that K˜ satisﬁes the
hypothesis of Assertion (iii) in Lemma 4.3.1 with constant Dlog 2 (≥ 2De log 2). Hence there exists a
concave function H which is equivalent to K˜ on (0,+∞), up to a factor 2D/ log 2. Deﬁne I to be
the restriction of H to
(
0, 12
]
, extended at 0 by I(0) = 0 and to [0, 1] by symmetry with respect
to 12 . Since H is concave and non-negative on (0,+∞), it is also non-decreasing. Therefore, the
function I is concave as well. As K˜ ≈ H on (0,+∞), we obtain by restriction that K ≈ I on
(0, 1/2], up to the same constant. Since K(0) = I(0) = 0, and both I and K are symmetric with
respect to 1/2, we can conclude that I ≈ K on [0, 1], up to a factor 2D/ log 2.
The following result shows how we exploit the essentially monotonicity properties of J/J0
and J/J1 where J0(t) = t and J1(t) = t log(1/t).
Proposition 4.3.14. Let J : (0, 1) → R+ such that for all t, J(t) = J(1 − t). Assume that
on (0, 1/2], J/J0 is essentially non-increasing with constant D0 and J/J1 is essentially non-
decreasing with constant D1. Then there exists a function c : [1/2, 1) → R+ such that for all
t ∈ (0, 1),
J(t) ≥ sup
a∈[1/2,1)
c(a)
(
t− t 1a ),
and for all t ∈ (0, 12 ],
J(t) ≤ 2D0 max(D0, D1) sup
a∈[1/2,1)
c(a)
(
t− t 1a ).
The proof of this proposition relies on the following statement, which is related to [11, Lemma
19].
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Lemma 4.3.15. Let Φ :
(
0, 1log 2
] → R+. If Φ is essentially non-increasing with constant C0,
then for all y ∈ (0, 12 ],
sup
α∈(0,1]
Φ(α)
(
1− yα) ≥ 1
2C0
Φ
(
1
log(1/y)
)
.
If, in addition, s 7→ sΦ(s) is essentially non-decreasing with constant C1, then for all y ∈ (0, 1/2],
sup
α∈(0,1]
Φ(α)
(
1− yα) ≤ max(C0, C1) Φ( 1
log(1/y)
)
.
Proof. In order to bound the supremum from below, we just select an appropriate value for α:
if y ∈ (0, 1/e], choosing α = 1/ log(1/y) ∈ (0, 1], we get
sup
α∈(0,1]
Φ(α)
(
1− yα) ≥ (1− e−1)Φ( 1
log(1/y)
)
.
If y ∈ [1/e, 1/2], we choose α = 1 and get
sup
α∈(0,1]
Φ(α)
(
1− yα) ≥ (1− y)Φ(1) ≥ 1
2
Φ(1).
However, y ≥ 1/e ensures 1/ log(1/y) ≥ 1. Since Φ is essentially non-increasing, C0Φ(1) ≥
Φ(1/ log(1/y)). Therefore we have proved the ﬁrst claim, with a constant min(1−e−1, 1/(2C0)) =
1/(2C0).
To prove the converse inequality, we change variables as follows: setting c = α log(1/y),
sup
α∈(0,1]
Φ(α)
(
1− yα) = sup
c∈(0,log(1/y)]
(1− e−c)Φ
(
c
log(1/y)
)
.
For c ≥ 1, we know that Φ
(
c
log(1/y)
)
≤ C0Φ
(
1
log(1/y)
)
and we bound 1 − e−c from above by 1.
For c ∈ (0, 1], we take advantage of the hypothesis on x 7→ xΦ(x), in the form cΦ(cx) ≤ C1Φ(x)
for x > 0:
(1− e−c)Φ
(
c
log(1/y)
)
≤ C1 1− e
−c
c
Φ
(
1
log(1/y)
)
≤ C1Φ
(
1
log(1/y)
)
.
These two estimates readily give the claim.
Proof of Proposition 4.3.14. For α ∈ (0, 1/ log 2], we deﬁne
Φ(α) :=
J
(
e−1/α
)
e−1/α
=
J
J0
(
e−1/α
)
.
Since e−1/α ∈ (0, 1/2], our hypothesis ensures that Φ is essentially non-increasing with constant
D0. Notice that
αΦ(α) :=
J
(
e−1/α
)
e−1/α log
(
1
e−1/α
) = J
J1
(
e−1/α
)
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Hence by hypothesis, it is essentially non-decreasing with constant D1. Therefore we may apply
the previous lemma to Φ. Since by deﬁnition, Φ(1/ log(1/y)) = J(y)/y, it gives that for all
y ∈ (0, 1/2],
J(y)
y
≥ 1
max(D0, D1)
sup
α∈(0,1]
Φ(α)
(
1− yα),
and for all y ∈ (0, 1/2],
J(y)
y
≤ 2D0 sup
α∈(0,1]
Φ(α)
(
1− yα).
Multiplying these inequalities by y, and setting a := 1/(1 + α), the former estimate gives for
y ∈ (0, 1/2]
J(y) ≥ 1
max(D0, D1)
sup
α∈(0,1]
Φ(α)
(
y− y1+α) = 1
max(D0, D1)
sup
a∈[1/2,1)
Φ
(
1
a
− 1
)(
y− y 1a ). (4.7)
Hence we have prove the claimed lower bound on J with c(a) = Φ(a−1 − 1)/max(D0, D1). We
proceed in the same way with the upper bound on J . The ratio of the upper bound to the lower
bound is 2D0 max(D0, D1).
It remains to extend the lower bound (4.7) to values y ∈ (1/2, 1). To do this we use the
symmetry of J and the fact that for all a ∈ [1/2, 1] and all s ∈ [1/2, 1), 1− s− (1− s) 1a ≥ s− s 1a
(this follows from the comparison of second derivatives, observing that equality holds at 1/2 and
1): for y ∈ (1/2, 1),
J(y) = J(1− y) ≥ c(a)(1− y − (1− y) 1a ) ≥ c(a)(y − y 1a ).
Proof of Theorem 4.3.2. Let us denote by D0 ≥ 1 the smallest constant such that J/J0 is essen-
tially non-increasing on (0, 1/2] with constant D0. Similarly let D1 ≥ 1 be the smallest constant
such that J/J1 is essentially non-decreasing on (0, 1/2] with constant D1.
First, we apply Proposition 4.3.14. With the notation of the proposition, it follows that for
all a ∈ [1/2, 1) and all t ∈ [0, 1],
Iµ(t) ≥ J(t) ≥ c(a)
(
t− t 1a ).
Note that for t = 0 or t = 1 all quantities vanish. Next, Theorem 4.2.7 tell us that Iµ∞(t) ≥
c(a)
(
t− t 1a ). This is true for all a and all t, hence applying the second part of Proposition 4.3.14,
we deduce that for all t ∈ [0, 1/2],
Iµ∞(t) ≥ sup
a∈[1/2,1)
c(a)
(
t− t 1a ) ≥ 1
2D0 max(D0, D1)
J(t).
Since both Iµ∞ and J are symmetric with respect to 1/2, we can conclude that for all t ∈ [0, 1],
it holds Iµ∞(t) ≥ J(t)/(2D0 max(D0, D1)).
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In the general case, we know by Lemma 4.3.6 that D0 ≤ D/ log 2 and D1 ≤ D. Therefore we
get that Iµ∞ ≥ J/cD with cD = 2D2/(log 2)2.
In the particular case where J is concave, we know that J(t)/t is non-increasing, so that
D0 = 1 and Iµ∞ ≥ J/(2D1) ≥ J/(2D). The paragraph after Theorem 4.2.3 explains that when
J is concave, symmetric and such that J/J1 is non-decreasing, the inequality Iµ ≥ J implies
Iµ∞ ≥ J . Hence in this case the conclusion of Theorem 4.3.2 is valid with c1 = 1.
Proof of Theorem 4.3.4
First, we recall a classical property of inﬁnite dimensional proﬁles, which comes from testing
isoperimetric inequalities on product sets. It was put forward by Bobkov in [23].
Lemma 4.3.16. Let (X, d, µ) be a metric space equipped with a Borel probability measure µ
and satisfying the regularity property (R). Then the inﬁnite-dimensional isoperimetric proﬁle of
(X, d, µ) satisﬁes, for every a, b ∈ [0, 1] :
Iµ∞(ab) ≤ aIµ∞(b) + bIµ∞(a). (4.8)
Proof. The inequality is obvious if a or b is equal to 1, or to 0 since Iµ∞(0) = 0. Let a, b ∈ (0, 1)
and ε > 0. Let m,n ∈ N∗. Let A ⊂ Xm be any set with µm(A) = a. Let B ⊂ Xn be any set
with µn(B) = b, (µn)+(B) ≤ Iµn(b) + ε and
(µn)+(B) = lim
h→0
µn (Bh \B)
h
,
which is possible thanks to Hypothesis (R).
Then consider A × B ⊆ Rm+n. Obviously, µm+n (A×B) = ab. The uniform enlargement
of a product set is still a product: (A×B)h = Ah ×Bh for any h > 0. Therefore
1
h
µm+n ((A×B)h \ (A×B)) = µ
m(Ah)µ
n(Bh)− µ(A)µ(B)
h
=
µm(Ah \A)
h
µn(Bh) + µ
m(A)
µn(Bh \B)
h
Since by hypothesis limh→0(µn(Bh) − µn(B))/h < +∞, we know that limh→0 µn(Bh) = µn(B)
(note the convergence holds by monotonicity). Taking upper limits in h→ 0, and observing that
two of the three terms have limits, we deduce from the latter inequality that
(µm+n)+(A×B) ≤ (µm)+(A)µn(B) + µm(A) (µn)+(B). (4.9)
Since Iµm+n(ab) ≤ (µm+n)+(A×B), we obtain after optimizing on sets A of measure a and using
the hypothesis on the boundary measure of B:
Iµm+n(ab) ≤ Iµm(a) b+ a
(
Iµn(b) + ε
)
.
Letting ε tend to 0, and m,n tend to +∞ gives the claim (4.8).
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The symmetry property (Iµ∞(t) = Iµ∞(1− t) for all t ∈ 0, 1]) and the two-points inequality
(4.8) are enough to deduce Theorem 4.3.4, as the next statement shows:
Proposition 4.3.17. Let I : [0, 1]→ [0,+∞] be an application satisfying that for all a, b ∈ [0, 1]
I(a) = I(1− a) and I(ab) ≤ aI(b) + bI(a), (4.10)
with the convention that +∞×0 = 0. If there exists x0 ∈ [0, 1] such that lim supx→x0 I(x) < +∞
then I is continuous and t 7→ I(t)/(t log(1/t)) is essentially non-decreasing on (0, 1).
The condition of local boundedness around some point cannot be removed as shown by the
following example: I(t) = 0 if t ∈ Q and I(t) = +∞ otherwise.
The proof of the proposition uses the next two easy lemmas.
Lemma 4.3.18. Let S ⊂ (0, 1) be a set with the following stability property:(
x ∈ S and y ∈ S) =⇒ (1− x ∈ S and xy ∈ S).
If S is not empty then it is dense in (0, 1). Moreover, if S has non-empty interior then S = (0, 1).
In other words, if S is neither ∅ nor (0, 1) then S and (0, 1) \ S are dense in (0, 1). This is
the case for instance of S = Q ∩ (0, 1).
Proof. Let t ∈ (0, 1) be an element of S, then for all n ∈ N∗, xn := 1 − tn belong to S and the
sequence (xn) tends to 1. Given 0 < a < b < 1, let us show that there is a point of S between
a and b. Choose k large enough such that xk > max(b, a/b). Then for all n ≥ 1, (xk)n ∈ S.
Obviously xk ≥ b and limn(xk)n = 0. Let n0 be maximal with (xk)n0 ≥ b. Then
b > xn0+1k = x
n0
k xk > b×
a
b
= a.
Hence xn0+1k ∈ S ∩ (a, b). This completes the proof of the density of S.
Assume now that (a, b) ⊂ S for some 0 < a < b < 1. Consider an arbitrary x ∈ (0, 1) and let
us show that x ∈ S. If x ∈ (a, b), we have nothing to prove. If x ∈ (0, a], we use the fact that
S being non-empty is dense: there exists y ∈ S ∩ (x/b, x/a). Since S contains y and (a, b), the
stability by product ensures that S also contains (ya, yb). Hence x ∈ (ya, yb) ⊂ S. Eventually,
if x ∈ [b, 1), we consider 1 − x ∈ (0, 1 − b]. By the symmetry assumption (1 − b, 1 − a) ⊂ S, so
the latter argument yields 1− x ∈ S, and using symmetry again x ∈ S.
The next lemma is a classical result about subadditive functions on R+ (see e.g. [78]) :
Lemma 4.3.19. Let K : R+ → R be a subadditive function with lim0K = 0. Then
lim
h→0+
K(h)
h
= sup
t>0
K(t)
t
·
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Proof. Denote S = sup
t>0
K(t)
t . Given any u < S, there exists x0 ∈ R∗+ such that K (x0) > ux0.
For any h ∈ (0, x0), write x0 = nh+ δ with n = bx0h c and δ ∈ [0, h). By subadditivity of K,
ux0 < K(x0) ≤ nK(h) +K(δ) = (x0 − δ)K(h)
h
+K(δ).
Next, we let h tend to 0+. In this case δ → 0+ and K(δ)→ 0, hence (for any u < S)
u ≤ lim inf
h→0+
K(h)
h
·
Therefore S ≤ lim infh→0+ K(h)h . On the other hand, lim suph→0+ K(h)h ≤ S holds by deﬁnition.
Proof of Proposition 4.3.17. There is nothing to prove if I is identically 0, so we assume that
I does not vanish everywhere. Observe that the two-points inequality in (4.10), applied for
a = b = 0, yields I(0) = 0.
Consider the subset S1 of (0, 1) of points x such that the function I is bounded on a neigh-
bourhood of x. Our hypothesis lim supx→x0 I(x) < +∞ ensures that S1 has non-empty interior.
Thanks to (4.10), one readily checks that S1 is stable by product and by symmetry with respect
to 1/2. Hence Lemma 4.3.18 applies to S1 and shows that S1 = (0, 1). This means that I is
locally bounded at every point of (0, 1). By compactness, we deduce that I is bounded on any
segment [a, b] ⊂ (0, 1).
The next step of the proof is an argument of Bobkov and Houdré, that we include for com-
pleteness. The two-points inequality implies by induction that for all a ∈ [0, 1] and any integer
k ≥ 1, I(ak) ≤ kak−1I(a). Let t ∈ (0, 1/e]. Choosing k = blog(1/t)c ≥ 1 and a = t1/k in the
latter inequality leads to
I(t) ≤ kt1− 1k I(t 1k ) = t⌊ log(1/t)⌋I(t1/k)
t1/k
·
Using that for x ≥ 1, x/bxc ∈ [1, 2], we obtain that t1/k = exp(− log(1/t)/blog(1/t)c) ∈
[e−2, e−1]. Hence for t ∈ (0, e−1], I(t) ≤ Ct log(1/t) where C = e2 sup{I(s); s ∈ [e−2, e−1]}
is ﬁnite (by the previous point). In particular, this estimates implies that I(t) tends to 0 when
t 6= 0 tends to 0. Since I(0) = 0, the function I is continuous at 0. By symmetry it is also
continuous at 1, with I(1) = 0.
Consider the map K : R+ → R+ deﬁned by K(x) = exI (e−x) . Then for all x, y ∈ R+, by
(4.10)
K(x+ y) =
I (e−xe−y)
e−xe−y
≤ e
−xI (e−y) + e−xI (e−y)
e−xe−y
= K(y) +K(x),
which means that K is subadditive. Moreover, since I is continuous at 1, K is continuous at 0,
with K(0) = I(1) = 0.
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For all a >  > 0, we have by subadditivity K(a+ ) ≤ K(a) +K() and K(a) ≤ K(a− ) +
K(). Letting  tend to zero, we obtain for all a > 0
lim sup
x→a+
K(x) ≤ K(a) ≤ lim inf
x→a−
K(x).
In words, on (0,+∞), the functionK is right-upper-semicontinuous and left-lower-semicontinuous.
Since for all t ∈ (0, 1), I(t) = tK(log(1/t)), if follows that on (0, 1) the function I is left-upper-
semicontinuous and right-lower-semicontinuous. Note that "left" and "right" were exchanged,
since t 7→ log(1/t) is continuous decreasing. The symmetry assumption I(t) = I(1 − t) allows
to exchange once more: so I is also right-upper-semicontinuous and left-lower-semicontinuous
on (0, 1). Thus I is continuous on (0, 1), and actually on [0, 1]. Indeed, the continuity at the
endpoints has already been established.
Next, let us draw another consequence of the above properties of K. Lemma 4.3.19 directly
applies and gives that
lim
h→0+
K(h)
h
= sup
x>0
K(x)
x
= sup
x>0
exI(e−x)
x
.
Since we assume that I is not identically 0, the above limit, denoted by L, belongs to (0,+∞].
We now translate this convergence in terms of I: using symmetry, for t ∈ (0, 1),
I(t)
t
=
I(1− t)
t
=
1− t
t
K
(
log
(
1
1− t
))
=
(1− t) log
(
1
1−t
)
t
×
K
(
log
(
1
1−t
))
log
(
1
1−t
) .
When t > 0 tends to 0, the ﬁrst ratio tends to 1, and the second to L = limh→0+ K(h)/h.
Therefore we can deduce that limt→0+ I(t)/t = L ∈ (0,+∞].
In order to turn this limit into a lower bound on I(t)/t for t ∈ (0, 1/2], we need to check that
I does not vanish in (0, 1). To do this, let us consider the set S0 = {x ∈ (0, 1); I(x) = 0}. By
(4.10), it is stable by product and symmetry around 1/2. If it were non-empty, the ﬁrst part of
Lemma 4.3.18 would imply that S0 is dense in (0, 1). By continuity of I, we would conclude that
I is identically 0. Since, we assumed that I does not vanish everywhere, it follows that S0 = ∅.
As a conclusion, the function I vanishes only at 0 and 1.
On (0, 1/2] the map t 7→ I(t)/t is continuous, with positive values. Moreover it has a positive
(maybe inﬁnite) limit at 0+. As a consequence, there exists c > 0 such that I(t) ≥ ct for all
t ≤ 1/2.
Let us deduce that I is essentially non-decreasing on [0, 1/2]. Let 0 ≤ s < t ≤ 12 . Using the
two-points inequality (4.10)
I(s) = I
(
t× s
t
)
≤ s
t
I(t) + tI
(s
t
)
≤ I(t) + tmax I ≤
(
1 +
max I
c
)
I(t),
where we have used that I is continuous on [0, 1] and I(t) ≥ ct.
Eventually, let us prove that IJ1 is essentially non-decreasing on (0, 1). Let 0 < s < t < 1.
Then one can write s = tk+α with k =
⌊
log 1
s
log 1
t
⌋
∈ N∗ and α ∈ [0, 1). By the two-points inequality
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for I:
I(s)
s
=
I
(
tk+α
)
tk+α
≤ kI(t)
t
+
I (tα)
tα
. (4.11)
Assume ﬁrst that t ≥ 12 . Then tα ≥ t ≥ 12 . We have shown that I is essentially non-
decreasing on [0, 12 ] (with a constant denoted by D). By symmetry, it follows that I is essentially
non-increasing on [12 , 1] with constant D. Hence
I (tα)
tα
≤ DI (t)
tα
≤ DI (t)
t
.
Combining this estimate with (4.11) gives
I(s)
s
≤ (k +D)I(t)
t
≤ (1 +D)kI(t)
t
≤ (1 +D) log
1
s
log 1t
I(t)
t
,
that is I(s)J1(s) ≤ (1 +D)
I(t)
J1(t)
. In particular, we have shown that I/J1 is essentially non-decreasing
on [1/2, 1]. Using the symmetry of I, this implies that on [0, 1/2] the function I(t)/J0(t) =
I(t)/t is essentially non-increasing. This is actually explained in the ﬁrst part of the proof of
Lemma 4.3.6, see Equation (4.5). We have already shown that I is essentially non-decreasing
on (0, 1/2]. Thus by symmetry, I is essentially non-increasing on [1/2, 1], and so is the map
t 7→ I(t)/t = I(t)/J0(t). Therefore, I/J0 is essentially non-increasing on the whole interval
(0, 1]. Let us denote by D0 the corresponding constant.
The latter fact allows to conclude: Let 0 < s < t < 1. Since tα ≥ t, we know that
I(tα)
tα ≤ D0 I(t)t . Combining this estimate with (4.11) gives,
I(s)
s
≤ kI(t)
t
+
I (tα)
tα
≤ (k +D0)I(t)
t
≤ (1 +D0)kI(t)
t
≤ (1 +D0)
log 1s
log 1t
I(t)
t
.
The proof is now complete.
4.4 An application to geometric inﬂuences
This section is devoted to an application of Theorem 4.3.2 to geometric inﬂuences and is a
generalization of the corresponding section in [13]. The notion of inﬂuence of a variable on
a boolean function plays an important role in discrete harmonic analysis, with applications
to various ﬁelds (see e.g. the survey article [71] on threshold phenomena). Let us recall the
deﬁnition: for a function f : {0, 1}n → {0, 1}, which can be viewed as a subset A = {x; f(x) = 1}
of {0, 1}n, the inﬂuence of the i-th variable with respect to a probability measure ν on the discrete
cube {0, 1}n is
Ii(f) = Ii(A) := Px∼ν
(
f(x) 6= f(τi(x))
)
= Px∼ν
(
x ∈ A xor τi(x) ∈ A
)
,
where τi(x) is the neighbour of x having diﬀerent i-th coordinate, (τi(x))i = 1−xi. Geometrically
speaking, Ii(A) measures the size of the edge boundary of A in the i-th direction. A seminal
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result in the theory of inﬂuences is the KKL theorem (by Kahn, Kalai and Linial [70]). Based on
the hypercontractivity inequality, it ensures the existence of a coordinate with a large inﬂuence
for non-constant boolean functions.
This section is devoted to an application of Theorem 4.3.2 to geometric inﬂuences and is
a generalization of the corresponding section in [13]. The notion of inﬂuence of a variable on
a boolean function plays an important role in discrete harmonic analysis, with applications
to various ﬁelds (see e.g. the survey article [71] on threshold phenomena). Let us recall the
deﬁnition: for a function f : {0, 1}n → {0, 1}, which can be viewed as a subset A = {x; f(x) = 1}
of {0, 1}n, the inﬂuence of the i-th variable with respect to a probability measure ν on the discrete
cube {0, 1}n is
Ii(f) = Ii(A) := Px∼ν
(
f(x) 6= f(τi(x))
)
= Px∼ν
(
x ∈ A xor τi(x) ∈ A
)
,
where τi(x) is the neighbour of x having diﬀerent i-th coordinate, (τi(x))i = 1−xi. Geometrically
speaking, Ii(A) measures the size of the edge boundary of A in the i-th direction. A seminal
result in the theory of inﬂuences is the KKL theorem (by Kahn, Kalai and Linial [70]). Based on
the hypercontractivity inequality, it ensures the existence of a coordinate with a large inﬂuence
for non-constant boolean functions.
Recent papers by Keller [74] and Keller, Mossel and Sen [75] develop the theory of inﬂuences
in the case of a continuous space. They propose two diﬀerent deﬁnitions: h-inﬂuences [74] involve
the measures of the intersections of a given set with all lines in the i-th canonical direction, while
geometric inﬂuences [75] involve the boundary measures of the intersections with lines in the i-th
direction.
Deﬁnition 4.4.1. Let n ∈ N∗, i ∈ {1, ..., n}, x ∈ Rn and A a Borel subset of Rn. For z ∈ Rn−1,
we set
Azi =
{
y ∈ R
∣∣∣ (z1, ..., zi−1, y, zi, ..., zn−1) ∈ A} .
Let ν = ν1 ⊗ ...⊗ νn be a product probability measure on Rn.
If h : [0, 1] → R+ is a measurable function, the h-inﬂuence of the i-th coordinate on A with
respect to ν is deﬁned by
Ihν,i(A) =
∫
Rn−1
h (νi (A
z
i )) dν̂
i(z),
where ν̂i = ν1 ⊗ ...⊗ νi−1 ⊗ νi+1 ⊗ ...⊗ νn.
The geometric inﬂuence of the i-th coordinate on A with respect to the measure ν is given by
IGν,i(A) =
∫
Rn−1
(νi)
+ (Azi ) dν̂
i(z).
When the choice of the underlying measure is obvious, we simply write Ihi (A) and IGi (A).
Keller was able to prove an analogue of the KKL theorem for h-inﬂuences provided h is larger
than the entropy function Ent deﬁned by Ent(x) = x log 1x + (1 − x) log 11−x for x ∈ (0, 1) and
Ent(0) = Ent(1) = 0. His result [74] is stated for functions on the unit cube, equipped with
Lebesgue's measure. Using a standard transportation argument yields the following formulation:
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Theorem 4.4.1. Let µ be a probability measure on R. Then, for every Borel set A ⊆ Rn
max
1≤i≤n
IEnti (A) ≥ γ µn(A)µn (Ac)
log n
n
,
where γ > 0 is a universal constant.
Keller, Mossel and Sen [75] establish an analogue of the KKL theorem for geometric inﬂuences
for Boltzmann measures dµρ(t) = exp(−|t|ρ)dt/Zρ dt with ρ ≥ 1 (and under mild assumptions for
log-concave measures enjoying the same isoperimetric inequality as µρ). Thanks to Theorem 4.3.2
we can propose a more general result:
Theorem 4.4.2. Let µ be an even probability measure on R, which we assume to be absolutely
continuous with respect to Lebesgue's measure such that Suppµ is an interval (possibly R) on the
interior of which the density of µ is positive and continuous. Assume that Iµ ≥ J where J is
a non-negative function on [0, 1], which is symmetric with respect to 1/2, veriﬁes J(0) = 0 and
t 7→ J(t)/(t log(1/t)) is essentially non-decreasing on (0, 1) with constant D. Then, for every
Borel set A ⊂ Rn,
max
1≤i≤n
IGi (A) ≥ αDµn(A)µn(Ac)J
(
1
n
)
,
where αD ≤ κD3 , κ an universal constant.
Remark 4.4.3. Theorem 4.3.2 tells us that the assumptions on J imply that there exists a concave
function I on [0, 1], which is symmetric with respect to 12 , such that I ≤ J ≤ 2Dlog 2I. A result of
Bobkov ([21]) ensures moreover the existence of an even log-concave probability measure over R
such that I = Iν .
Let Ent be the entropy function, deﬁned on [0, 1] by Ent(x) = x log 1x + (1−x) log 11−x . The
proof of this statement uses their arguments via the following theorem, taken from [74] through
a transportation argument to pass from [0, 1]n to Rn, which we leave to the reader.
Theorem 4.4.4. Let µ be a probability measure on R, for every Borel set A ⊆ Rn, there exists
i ∈ {1, ..., n} such the Ent-inﬂuence of the ith coordinate on A with respect to µ⊗n satisﬁes :
IEnti (A) ≥ cµ⊗n(A)µ⊗n (Ac)
log n
n
,
where c > 0 is an universal constant.
An important step of the proof of Theorem 4.4.2 is the reduction to monotone sets, to this
aim we use a symmetrization lemma, in the spirit of Erhrard's work in Gauss spaces (see [54]),
but with a partial distance (the distance di that we deﬁne below), but, before coming to this, let
us introduce some notations. Let i ∈ {1, ..., n} :
• If z ∈ Rn, then ẑi = (z1, ..., zi−1, zi+1, ..., zn) ∈ Rn−1.
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• If w ∈ Rn−1 and v ∈ R, then w ×i v = (w1, ..., wi−1, v, wi+1, ..., wn) ∈ Rn. For example, if
z ∈ Rn, then ẑi ×i zi = z. This notation shall also be used for products of measures and
for products of sets.
• For r > 0, Bir = {0}n−1 ×i [−r, r], and, for S ⊆ {1, ..., n}, BSr =
∑
i∈S B
i
r, where the sum
is to be understood in the sense of Minkowski.
• If pi and τ are probability measures over R, then for every A ⊆ Rn, we deﬁne the (i, pi → τ)-
symmetrized of A as follows :
Spi→τi (A) =
⋃
z∈Rn−1
{z} ×i
(−∞,Φ−1τ (pi (Azi ))) ,
where Φτ stands for the distribution function of τ . Notice that, if ρ is a probability measure
over Rn−1, then ρ×i τ (Spi→τi (A)) = ρ×i pi(A).
• We deﬁne also the partial (pseudo-)distance on Rn di as follows :
di : (x, y) 7→ |xi − yi|+∞.
∑
j 6=i
1xj 6=yj ,
with the convention∞.0 = 0. This pseudo-distance enables us to deﬁne a notion of partial
boundary measure (corresponding to enlargements with respect to di) : if A ∈ Rn is Borel
and pi is a probability measure on Rn, then (pi+)i (A) = lim infr→0
pi(A+Bir)−pi(A)
r .
Lemma 4.4.5. Let pi and τ be probability measures on R with absolutely continuous densities
with respect to Lebesgue's measure such that Ipi ≥ Iτ and such that half-lines are extremal for the
isoperimetric problem in R with the measure τ . Let ρ be a probability measure on Rn−1.
Then, for every Borel subset A of Rn, Spi→τi (A) is still Borel and we have the following, for i 6= j,
IGρ×iτ,i (Spi→τi (A)) ≤ IGρ×ipi,i(A)
(ρ×i τ)+j (Spi→τi (A)) ≤ (ρ×i pi)+i (A).
Proof. This symmetrization is derived from Erhrard's one, and the argument we use to prove
this lemma is very close. We refer the reader to [54] for the proof of the measurability. For the
sake of clarity, we use the simpliﬁed notation Si = Spi→τi .
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We focus on the ﬁrst inequality. Let A be a Borel subset of Rn. Using the fact that half-lines
are extremal for the isoperimetric problem in R with the measure τ , we deduce
IGρ×iτ,i (Si(A)) =
∫
Rn−1
(τ)+ (Si(A)
z
i ) dρ(z)
=
∫
Rn−1
(τ)+
(−∞,Φ−1τ (pi (Azi ))) dρ(z)
=
∫
Rn−1
Iτ (pi (A
z
i )) dρ(z)
≤
∫
Rn−1
Ipi (pi (A
z
i )) dρ(z)
≤
∫
Rn−1
(pi)+ (Azi ) dρ(z)
= IGρ×ipi,i(A).
Let us prove the second part of the lemma. Let us take i 6= j in {1, ..., n} and A a Borel
subset of Rn, without loss of generality, let us assume that j < i (this allows to have, for z ∈ Rn−1
and x ∈ R, (z×i)j = zj). For every r > 0,
Ar,j = A+B
j
r =
⋃
w∈Rn−1
(
w +Bjr
)×i Awi .
Observe that, for any u, v ∈ Rn−1,
u ∈ v +Bjr ⇔ v ∈ u+Bjr .
Thus, for z ∈ Rn−1,
(Ar,j)
z
i =
⋃
w∈z+Bjr
Awi .
Hence,
Si (Ar,j)
z
i =
−∞,Φ−1τ
pi
 ⋃
w∈z+Bjr
Awi
 .
Meanwhile, (
(Si(A))r,j
)z
i
=
⋃
w∈z+Bjr
(Si(A))
w
i
=
⋃
w∈z+Bjr
(−∞,Φ−1τ (pi (Awi )))
=
(
−∞, sup
w∈z+Bjr
Φ−1τ (pi (A
w
i ))
)
=
(
−∞,Φ−1τ
(
sup
w∈z+Bjr
pi (Awi )
))
.
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As pi
( ⋃
w∈z+Bjr
Awi
)
≥ sup
w∈z+Bjr
pi (Awi ), we deduce that
(Si(A))r,j ⊆ Si (Ar,j) .
Consequently,
(ρ⊗ τ)+j Si(A)) = lim infr→0
(ρ⊗ τ) (Si(A)r,j)− (ρ⊗ τ) (Si(A))
r
≤ lim inf
r→0
(ρ⊗ τ) (Si (Ar,j))− (ρ⊗ τ) (Si(A))
r
= lim inf
r→0
(ρ⊗ pi) (Ar,j)− (ρ⊗ pi) (A)
r
= (ρ⊗ pi)+j (A).
Lemma 4.4.6. Let λ = λ1⊗...⊗λn be a product probability measure on Rn with bounded densities
ϕλi whose support are subintervals of R on the interior of which they are positive and continuous.
Let A ⊆ Rn be an open set or a monotone set. Then, for every i ∈ {1, ..., n},
IGλ,i(A) =
(
λ+
)
i
(A).
Proof. For every k ∈ {1, ..., n}, let (ak, bk) denote the interior of the support of λk. Let A ⊆ Rn
be an open set and ﬁx i ∈ {1, ..., n}. First let us point out that, thanks to Fatou's lemma,
(
λ+
)
i
(A) = lim inf
r→0
λ
(
A+Bir
)− λ(A)
r
= lim inf
r→0
∫
Rn−1
λi (A
z
i + [−r, r])− λi (Azi )
r
dλ̂i(z)
≥
∫
Rn−1
lim inf
r→0
λi (A
z
i + [−r, r])− λi (Azi )
r
dλ̂i(z) = IGλ,i(A).
Hence, if IGλ,i(A) = +∞, then there is nothing else to show, so let us assume that IGλ,i(A) < +∞.
Let  > 0, we deﬁne, for every j 6= i, rj() = sup
{
r > 0
∣∣ λ̂i ([aj + r, bj − r]n−1) ≥ (1− ) 1n−1},
and ρ() = sup
{
ρ > 0
∣∣ λi ([ai + ρ, bi − ρ]) ≥ 1− }. Let B = ∏
j 6=i
[−rj(), rj()] and C =
[−ρ(), ρ()]. By construction, λ̂i (B) ≥ 1−  and λi (C) ≥ 1− . Moreover, since
C ⊆ (ai, bi)
the density ϕλi is positive and continuous on C.
For z ∈ Rn−1, we introduce
N(z) = Card (∂Azi ∩ C) .
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Notice that, as ϕλi is positive and continuous on C, i() := inf
C
ϕλi > 0. Hence, for every
z ∈ Rn−1,
(λi)
+ (Azi ) ≥ (λi)+ (Azi ∩ C) ≥ i()N(Z).
this implies that, recalling the deﬁnition of the geometric inﬂuence, for λ̂i-almost-every z ∈ B,
N(z) < +∞.
For N ∈ N∗, let us deﬁne UN =
{
z ∈ B
∣∣ N(z) ≤ N}. The set A is open, so for every z,
Azi , also open, is an union of open intervals, which implies in particular that, for λ̂
i-almost every
z ∈ UN , (λi)+ (Azi ∩ UN ) is a true limit. Hence,
IGλ,i(A) ≥
∫
UN
(λi)
+ (Azi ) dλ̂
i(z)
=
∫
UN
lim inf
r→0
λi (A
z
i + [−r, r])− λi (Azi )
r
dλ̂i(z)
=
∫
UN
lim sup
r→0
λi (A
z
i + [−r, r])− λi (Azi )
r
dλ̂i(z).
Observe now that Rn−1 \ ((B \ UN ) ∪Bc ) = Rn−1 \ ((B ∩ U cN ) ∪Bc ) = Rn−1 \ U cN = UN .
Thus, ∫
UN
lim sup
r→0
λi (A
z
i + [−r, r])− λi (Azi )
r
dλ̂i(z)∫
Rn−1
lim sup
r→0
λi (A
z
i + [−r, r])− λi (Azi )
r
dλ̂i(z)
−
∫
B\UN
lim sup
r→0
λi (A
z
i + [−r, r])− λi (Azi )
r
dλ̂i(z)
−
∫
Bc
lim sup
r→0
λi (A
z
i + [−r, r])− λi (Azi )
r
dλ̂i(z).
Since, for λ̂i-almost-every z ∈ B, N(z) is ﬁnite, λ̂i
(
B \
⋃
N∈N∗ UN
)
= 0, so there exists
N ∈ N∗ such that λ̂i (B \ UN) < . Adding to this the fact that ϕλi is continuous and bounded
on R, we obtain ∫
Rn−1
lim sup
r→0
λi (A
z
i + [−r, r])− λi (Azi )
r
dλ̂i(z)
−
∫
B\UN
lim sup
r→0
λi (A
z
i + [−r, r])− λi (Azi )
r
dλ̂i(z)
−
∫
Bc
lim sup
r→0
λi (A
z
i + [−r, r])− λi (Azi )
r
dλ̂i(z)
≥
∫
Rn−1
lim sup
r→0
λi (A
z
i + [−r, r])− λi (Azi )
r
dλ̂i(z)− 2 ‖ϕλi‖∞ .
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Eventually, thanks to Fatou's lemma,∫
Rn−1
lim sup
r→0
λi (A
z
i + [−r, r])− λi (Azi )
r
dλ̂i(z)− 2 ‖ϕλi‖∞
≥ lim sup
r→0
∫
Rn−1
λi (A
z
i + [−r, r])− λi (Azi )
r
dλ̂i(z)− 2 ‖ϕλi‖∞
≥ (λ+)
i
(A)− 2 ‖ϕλi‖∞ .
If now A is monotone, then every ﬁber (in any coordinate direction) of A is a half-line.
It is quite simple to check that, for every i, IGλ,i(A) = IGλ,i
(
o
A
)
, (λ+)i (A) = (λ
+)i
(
o
A
)
and
λ+(A) = λ+
(
o
A
)
.
Lemma 4.4.7. Let θ be a probability measure on R having bounded continuous density ϕθ whose
support is an open subinterval of R, on which it is positive. For every Borel set K ⊆ R such that
θ
(
K˚
)
= θ(K),
θ+
(
K˚
)
≤ θ+(K).
Proof. The proof is very simple : if r > 0 then
(
K˚
)
r
⊆ Kr. Then
θ
((
K˚
)
r
)
− θ
(
K˚
)
r
≤ θ (Kr)− θ(K)
r
.
the lemma follows by taking the inferior limits.
Corollary 4.4.8. Let pi and τ be probability measures on the real line such that Ipi ≥ Iτ and
half-lines are extremal in the isoperimetric problem associated to (R, τ). Let n ≥ 1, for every
Borel set A ⊆ Rn having ﬁnite geometric inﬂuences, there exists another Borel set A∗ ⊆ Rn, such
that pin(A) = τn (A∗) and, for every i ∈ {1, ..., n},
IGτn,i (A∗) ≤ IGpin,i(A).
Proof. Let A ⊆ Rn be an open set. We take A∗ = (Sn ◦ ... ◦ S1) (A). It is straightforward from
Lemma 4.4.5 that (pin) (A) = (τn) (A∗). Moreover, combining Lemmas 4.4.5 and 4.4.6, for every
i, j ∈ {1, ..., n} and every Borel set B ⊆ Rn, denoting, for every k ∈ {1, ..., n}, Mk = τk ⊗ pin−k,
IGMi,i (Sj(B)) ≤ IGMi−1,i(B).
Therefore,
IGτn,i (A∗) = IGMn,i (A∗) ≤ IGM0,i (A∗) = IGpin,i(A).
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If A is a general Borel subset of Rn having ﬁnite geometric inﬂuences, let us show that, for every
i ∈ {1, ..., n},
IGpin,i
(
A˚
)
= IGpin,i(A).
As A has ﬁnite geometric inﬂuences, necessarily, for λ̂i-almost every z ∈ Rn−1, λi (Azi ) =
λi
(
˚(Azi )
)
. Hence, by Lemma 4.4.7,
(λi)
+ (Azi ) ≥ (λi)+
(
˚(Azi )
)
.
Notice, that, for every z ∈ Rn−1,
(
A˚
)z
i
= ˚(Azi ), this yields the desired inequality. Then take
A∗ = (Sn ◦ ... ◦ S1)
(
A˚
)
and the result follows.
Lemma 4.4.9. Let λ = λ1⊗ ...⊗ λn be a product probability measure on Rn satisfying the same
assumption of positivity as in Lemma 4.4.6. Then, for every monotone subset A of Rn,
λ+(A) =
n∑
i=1
(
λ+
)
i
(A).
Proof. Let A be a monotone subset of Rn, and assume without loss of generality that it is
decreasing. For every r > 0, Ar = A+B
[n]
r , and
λ (Ar)− λ(A) =
n∑
i=1
(
λ
(
A+B[i]r
)
− λ
(
A+B[i−1]r
))
.
We shall prove that, for every i ∈ {1, ..., n},(
λ
(
A+B[i]r
)
− λ
(
A+B[i−1]r
))
−→
r→0
IGλ,i(A).
Notice that if i = 1, this is obvious. Let us ﬁx i ∈ {2, ..., n} and r > 0, we deﬁne ar =
i−1∑
j=1
rej ,
where ej is the jth vector of the canonical basis of Rn. Then, denoting by Tu the translation
by the vector u for every u ∈ Rn, observe ﬁrst that A + B[i−1]r = TarA. Indeed, the inclusion
TarA ⊆ A+B[i−1]r is obvious, and if x ∈ A+B[i−1]r , then, there exists (s1, ...si−1) ∈ [0, r)i−1 and
y ∈ A such that
x = y +
i−1∑
j=1
sjej = y +
i−1∑
j=1
(sj − r) ej + ar ∈ TarA,
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where the belonging follows from the fact that A is monotone. Consequently,(
λ
(
A+B[i]r
)
− λ
(
A+B[i−1]r
))
=
1
r
(
λ
(
A+B[i−1]r +B
i
r
)
− λ
(
A+B[i−1]r
))
=
1
r
∫
(TarA+B
i
r)\TarA
 ∏
1≤j≤n
ϕλj (xj)
 dx
=
1
r
∫
A+Bir
i−1∏
j=1
ϕλj (yj + r)
 n∏
j=i
ϕλj (yj)
 dx− 1
r
∫
A
i−1∏
j=1
ϕλj (yj + r)
 n∏
j=i
ϕλj (yj)
 dy
=
∫
Rn−1
λi
((
Azi +B
i
r
) \Aiz)
r
i−1∏
j=1
ϕλj (zj + r)
 n∏
j=i+1
ϕλj (zj−1)
 dy
We want to prove that the last expression converges to IGλ,i(A) as r goes to zero. Let  > 0 and
let B be the compact subset of Rn−1 deﬁned in the proof of Lemma 4.4.6. For every z ∈ B,
λi
((
Azi +B
i
r
) \Aiz)
r
i−1∏
j=1
ϕλj (zj + r)
 n∏
j=i+1
ϕλj (zj−1)
 ≤ n∏
j=1
∥∥ϕλj∥∥∞ .
Recall thatB is compact and included in
∏
j 6=i
(aj , bj) which is open in Rn−1, so d
(
B,
(∏
j 6=i
(aj , bj)
)c)
>
0. Thus, since
∏
j 6=i
ϕλj is continuous on B, and A being monotone, for every z ∈ B,
λi
((
Azi +B
i
r
) \Aiz)
r
i−1∏
j=1
ϕλj (zj + r)
 n∏
j=i+1
ϕλj (zj−1)

−→
r→0
(λi)
+ (Azi )
i−1∏
j=1
ϕλj (zj)
 n∏
j=i+1
ϕλj (zj−1)
 .
Therefore, by the dominated convergence theorem,∫
B
λi
((
Azi +B
i
r
) \Aiz)
r
i−1∏
j=1
ϕλj (zj + r)
 n∏
j=i+1
ϕλj (zj−1)
 dy −→
r→0
∫
B
(λi)
+ (Azi ) dλ̂
i(z).
From the facts that λ̂i (B) ≥ 1−  and that the two integrands are bounded, we deduce that
λi
((
Azi +B
i
r
) \Aiz)
r
i−1∏
j=1
ϕλj (zj + r)
 n∏
j=i+1
ϕλj (zj−1)
 ≤ n∏
j=1
∥∥ϕλj∥∥∞ .
4.4. AN APPLICATION TO GEOMETRIC INFLUENCES 173
A
(
A+B
{1,2}
r
)
\ (A+B1r)
(
A+B1r
) \A
A
(
A+B2r
) \A
Proof of Theorem 4.4.2. Let n ≥ 1 and let µ be an absolutely continuous probability measure on
R with positive continuous bounded density, we assume that there exists a function J : [0, 1]→
R+, which is non-negative on [0, 1], symmetric with respect to 12 , vanishes at zero and such that
J
J1
is essentially non-decreasing on (0, 1) with constant D. By Lemma 4.3.13, J is essentially
concave on [0, 1] with constant 2Dlog 2 , more precisely, there exists a concave function I : [0, 1]→ R+
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which is symmetric with respect to 12 such that
J ≥ I ≥ log 2
2D
J.
Then, according to [29], there exists an even log-concave measure ν on the real line such that
I = Iν . Moreover, ν, being log-concave on R, has continuous and bounded density ϕν on R, and
is positive on its support, which is an open subinterval of R. By Corollary 4.4.8, for every Borel
set A ⊆ Rn, there exists a monotone set A∗ ⊆ Rn such that µn(A) = νn (A∗) and, for every
i ∈ {1, ..., n},
IGνn,i (A∗) ≤ IGµn,i(A).
Therefore, it is suﬃcient to prove that there exists a constant c > 0 such that, for every decreasing
subset B of Rn,
max
1≤i≤n
IGνn,i(B) ≥ cνn(B)νn (Bc) J
(
1
n
)
.
Let us consider A to be a decreasing subset of Rn, we denote t = νn(A), and assume without
loss of generality that t ≤ 12 . We shall work distinguishing two cases : t > 1n and t ≤ 1n .
First case : 1n < t ≤ 12 . We follow here the argument used by Keller, Mossel and Sen to treat
the case of Boltzmann measures in [75] :
First, for every x ∈ [0, 12], J1(x) ≤ Ent(x) = J1(x) + J1(1 − x) ≤ 2Ent(x), thus, for every
0 < s ≤ t ≤ 12 ,
Iν(s)
Ent(s)
=
Iν(s)
J(s)
J(s)
J1(s)
J1(s)
Ent(s)
≤ D J(t)
J1(t)
≤ 4D
2
log 2
Iν(t)
J(t)
J(t)
J1(t)
J1(t)
Ent(t)
=
4D
log 2
Iν(t)
Ent(t)
.
Hence, IνEnt is essentially non-decreasing on
(
0, 12
)
with constantD′ = 4D
2
log 2 . According to Theorem
4.4.4, there exists j ∈ {1, ..., n} such that IEntj (A) ≥ ct(1 − t) lognn , where c > 0 is an universal
constant. From now on, let i be such a coordinate.
Recall that IEnti (A) =
∫
Rn−1 Ent (ν (A
z
i )) dν
n−1(z), hence there exists t0 ∈
(
0, 12
)
such that
Ent (t0) =
IEnti (A)
2 . Let us underline the fact that, if x /∈ [t0, 1− t0], then Ent(x) <
IEnti (A)
2 .
This yields
∫
µ(Azi )∈[t0,1−t0]
Ent (µ (Azi )) dµ
n−1(z) = IEnti (A)−
∫
ν(Azi )/∈[t0,1−t0]
Ent (ν (Azi )) dν
n−1(z)
≥ I
Ent
i (A)
2
.
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Therefore
IIνi (A) ≥
∫
ν(Azi )∈[t0,1−t0]
Iν (ν (A
z
i )) dν
⊗n−1(z)
≥ 1
D′
Iν (t0)
Ent (t0)
∫
ν(Azi )∈[t0,1−t0]
Ent (ν (Azi )) dν
⊗n−1(z)
≥ 1
D′
Iν (t0)
Ent (t0)
IEnti (A)
2
=
Iν (t0)
D′
.
Let us give a lower bound of t0 = Ent−1
(IEnti (A)
2
)
. Let y ∈ [0, 12], then
θ(y) := y
2 log 1
y
≤ Ent−1(y). θ is a non-decreasing function over [0, 12], hence
t0 = Ent
−1
(IEnti (A)
2
)
≥ θ
(IEnti (A)
2
)
≥ θ
(
c
2
t(1− t) log n
n
)
.
Take c′ = min
(
c
2 ,
1
log 2
)
so that, for every n ∈ N∗, c′ logn
2n2
≤ c′t(1− t) lognn < n2 . Hence,
θ
(
c′t(1− t) log n
n
)
=
c′t(1− t)
n
log n
log nc′t(1−t) logn
≥ log n
log n+ log 2nc′ logn
c′t(1− t)
n
.
We prove that log 2nc′ logn ≤ max
(
1, 2− c′ log 2log 2
)
log n. Hence,
θ
(
c′t(1− t) log n
n
)
≥ c
′t(1− t)
n
log n
log n+ max
(
1, 2− log(c′ log 2)log 2
)
log n
≥ min
1
2
,
1
3− log(c′ log 2)log 2
 c′t(1− t)
n
.
Let c′′ = c′min
(
1
2 ,
1
3− log(c′ log 2)
log 2
)
, notice that c′′t(1− t) ≤ 1.
Let us now explicit the link between IGi (A) and IIνi (A) :
IGi (A) =
∫
Rn−1
ν+ (Azi ) dν
⊗n−1(z)
=
∫
Rn−1
Iν (ν (A
z
i )) dν
⊗n−1(z)
= IIνi (A).
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Using the fact that IνJ0 is non-increasing on (0, 1) and that Iν is non-decreasing over
[
0, 12
)
, we
get
IGi (A) ≥
Iν (t0)
D′
≥ 1
D′
Iν
(
c′′t(1− t)
n
)
≥ c
′′
D′
t(1− t)Iν
(
1
n
)
≥ (log 2)
2 c′′
8D3
J
(
1
n
)
.
Second case : t ≤ 1n .
Thanks to Lemma 4.4.9,
n∑
i=1
IGi (A) =
(
ν⊗n
)+
(A) ≥ Iν⊗n
(
ν⊗n(A)
)
.
Iν satisﬁes all the assumptions of Theorem 4.3.2 and is concave, therefore, Iν⊗n ≥ 12DIν . This
yields the following
n∑
i=1
IGi (A) ≥
1
2D
Iν(t) ≥ 1
2D
nt(1− t)Iν
(
1
n
)
≥ log 2
4D2
nt(1− t)J
(
1
n
)
.
Eventually, there exists i ∈ {1, ..., n} such that
IGi (A) ≥
1
n
n∑
i=1
IGi (A) ≥
log 2
4D2
t(1− t)J
(
1
n
)
.
Chapter 5
Bobkov's functional isoperimetric
inequalities
5.1 The case of the Gaussian measure
The isoperimetric inequality for the Gaussian measure (γn = ϕγn .Ln, where n ∈ N∗ and ϕγn :
x 7→ (2pi)−n2 e− |x|
2
2
2 ) states that, among all measurable subsets A of Rn having prescribed measure,
the half-spaces minimize the (Gaussian) boundary measure, moreover this boundary measure is
equal to ϕγn
(
Φ−1γ (γ(A))
)
, where Φγ is the distribution function of the Gaussian measure in
dimension one. It can be expressed in the following way
∀n ∈ N∗ ∀A ∈ B (Rn) γ+n (A) ≥ Iγ (γn(A)) , (5.1)
where Iγ = ϕγ◦Φ−1γ is the isoperimetric proﬁle associated to (R, |.| , γ). This has ﬁrst been proved
independently in 1974 by Borell ([33]), and Sudakov and Cirel'son ([112]). Their proof relies on
the isoperimetric inequality on the sphere and an approximation argument. Lately, Ehrhard
gave a geometrical proof of this result, based on symmetrization. There are functional ways of
expressing the Gaussian isoperimetric inequality, the ﬁrst one to appear was the following :
∀n ∈ N∗ ∀f ∈ Liploc (Rn, [0, 1]) Iγ
(∫
Rn
f dγn
)
≤
∫
Rn
Iγ(f) dγn +
∫
Rn
|∇f | dγn. (5.2)
It has ﬁrst been introduced by Bobkov ([20]) in 1996. It is actually equivalent to (5.1). The
functional inequality we are interested in in this chapter is the following, also introduced by
Bobkov one year later ([22]) :
∀n ∈ N∗ ∀f ∈ Liploc (Rn, [0, 1]) Iγ
(∫
Rn
f dγn
)
≤
∫
Rn
√
Iγ(f)2 + |∇f |2 dγn. (5.3)
This statement looks stronger than (5.2), but is actually equivalent (see Proposition 5 of [14]).
The proof of Bobkov relies on a two-points inequality :
∀a, b ∈ [0, 1] Iγ
(
a+ b
2
)
≤ 1
2
√
Iγ(a)2 +
(
b− a
2
)2
+
1
2
√
Iγ(b)2 +
(
b− a
2
)2
. (5.4)
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This inequality is an integral inequality on the one-dimensional unit cube {0, 1}, that tensorizes
(i.e. stays valid in {0, 1}n for any dimension n). Bobkov then obtains (5.3) by using the Central
Limit Theorem.
After this breakthrough, several diﬀerent proofs have been given. Bakry and Ledoux ([6])
gave a proof using semigroup methods, Ledoux ([83]) gave a shorter proof using the same method.
A martingale proof has also been given by Capitaine, Hsu and Ledoux ([39]), extended by Barthe
and Maurey ([14]) who obtained that, if µ = e−V .Ln is a log-concave measure on Rn (i.e. V is
convex) such that there exists c > 0 for which HessV ≥ cIdRn , then
∀f ∈ Liploc (Rn, [0, 1]) Iγ
(∫
Rn
f dµ
)
≤
∫
Rn
√
Iγ(f)2 +
1
c2
|∇f |2 dµ. (5.5)
At last, let us mention that during the last decade, several authors found quantitative versions
of Gaussian isoperimetric inequality, each time reﬁning the sharpness of the estimates : Cianchi,
Fusco, Maggi and Pratelli ([50]) used the setting of Geometric Measure Theory (see [3]) and deep
geometric arguments. Mossel and Neeman ([102]) used a reﬁned semigroup method to obtain a
dimension free estimate. Eldan ([56]) used stochastic calculus and actually proved a more general
result, involving Gaussian noise deﬁcit. Eventually, Barchiesi, Brancolini and Julin ([7]), using
deep diﬀerential analysis tools, obtained a sharp result.
5.2 Bobkov-type functional inequalities, ﬁrst consequences
We focus here on functional inequalities of the type of Bobkov's which we formulate just below :
let (X, d, µ) be a metric probability space such that, for every locally Lipschitz function f deﬁned
on Xn,
|∇f |2 =
n∑
i=1
|∇if |2 .
Let K : [0, 1] 7→ R+, the inequality we study is the following :
∀f ∈ Liploc (X, [0, 1]) K
(∫
X
f dµ
)
≤
∫ √
K(f)2 + |∇f |2 dµ. (5.6)
We present some basic properties of these inequalities, which are technical. The ﬁrst property
of these inequalities is that they tensorize, as put forward by S. Bobkov in [22].
Proposition 5.2.1. Let (X, d, µ) be a metric probability space and K : [0, 1] 7→ R+ such that
(5.6) is satisﬁed. Then, for every n ∈ N∗, it is also satisﬁed in (Xn, µn) :
∀f ∈ Liploc (Xn, [0, 1]) K
(∫
Xn
f dµn
)
≤
∫ √
K(f)2 + |∇f |2 dµn.
Proof. The proof is quite simple, we proceed by induction. Assume that (5.6) is satisﬁed in
(Xn, µn), then let f : Xn+1 → [0, 1] be a locally Lipschitz function. Set g : Xn → [0, 1] to be
deﬁned as follows :
g : (x1, ..., xn) 7→
∫
X
g (x1, ..., xn, y) dµ(y).
5.2. BOBKOV-TYPE FUNCTIONAL INEQUALITIES, FIRST CONSEQUENCES 179
Observe that
∫
Xn g dµ
n =
∫
Xn+1 f dµ
n+1, and that, for every (x1, ..., xn) ∈ Xn,
|∇g| (x1, ...xn) ≤
∫
Xn+1
|∇x1,...,xnf (x1, ..., xn, y)| dµ(y).
Apply then (5.6) twice (to g, and to y 7→ f (x1, ..., xn, y) for (x1, ..., xn) ﬁxed) :
K
(∫
Xn+1
f dµn+1
)
= K
(∫
Xn
g dµn
)
≤
∫
Xn
√
K(g)2 + |∇g|2 dµn
=
∫
Xn
√
K
(∫
X
f (x1, ..., xn, y) dµ(y)
)2
+ |∇g|2 dµn (x1, ..., xn)
≤
∫
Xn
√(∫
X
√
K(f)2 + |∇yf |2 dµ(y)
)2
+
(∫
X
|∇x1,...,xnf | dµ(y)
)2
dµn.
Recall Minkowski's inequality :
∀u, v : X → [0, 1]
√(∫
X
u dµ
)2
+
(∫
X
v dµ
)2
≤
∫
X
√
u2 + v2 dµ,
and apply it, (x1, ..., xn) being ﬁxed, for u : y 7→
√
K (f (x1, ...xn, y))
2 + |∇yf |2 (x1, ...xn, y) and
v : y 7→ |∇x1,...,xnf |2 (x1, ...xn, y) to obtain
≤
∫
Xn
√(∫
X
√
K(f)2 + |∇yf |2 dµ(y)
)2
+
(∫
X
|∇x1,...,xnf | dµ(y)
)2
dµn
≤
∫
Xn+1
√
K(f)2 + |∇yf |2 + |∇x1,...xnf |2 dµn+1 =
∫
Xn+1
√
K(f)2 + |∇f |2 dµn+1.
Let now K and H be two non-negative concave functions deﬁned on [0, 1], we ask ourselves
the following question : if inequality (5.6) with function K, does it still hold if K is replaced by
H (e.g. if H is a small perturbation of K) ? The next proposition follows from an argument of
S. Bobkov and F. Götze in [26].
Proposition 5.2.2. Let K and H be two non-negative concave functions deﬁned on [0, 1] which
are twice diﬀerentiable, symmetric with respect to 12 and vanish at zero. Assume that H
′′ ≥ cK ′′
and that K satisﬁes (5.6) in a metric space (X, d) equipped with a Borel probability measure µ,
then Hc also satisﬁes (5.6) in the same space.
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The next lemma states that the second order assumption of Proposition 5.2.2 (H ′′ ≥ cK ′′)
transfers to the functions K and H.
Lemma 5.2.3. Let K and H be two non-negative concave functions deﬁned on [0, 1] which are
twice diﬀerentiable in (0, 1), symmetric with respect to 12 and vanish at zero. Then, with c > 0,(
H ′′ ≥ cK ′′)⇒ (H ≤ cK) .
Proof. The proof of this fact is quite basic. The traps, though, lay in the diﬀerent signs.
Let us assume that K and H are two non-negative concave functions deﬁned on [0, 1] which
are twice diﬀerentiable, symmetric with respect to 12 and vanish at zero, and that c > 0 is such
thatH ′′ ≥ cK ′′. Let q ∈ (0, 1), sinceK andH are symmetric about 12 , thenH ′
(
1
2
)
= K ′
(
1
2
)
= 0.
Assume ﬁrst that q ≤ 12 , then
H ′(q) =
∫ q
1
2
H ′′(t) dt ≤ c
∫ q
1
2
K ′′(t) dt = cK ′(q).
This is of course valid for every t ∈ (0, q]. Thus,
H(q) =
∫ q
0
H ′(t) dt ≤ c
∫ q
0
K ′(t) dt = cK(q).
Since K and H are symmetric with respect to 12 , the inequality H ≤ cK also holds in
[
1
2 , 1
]
.
Proof of Proposition 5.2.2. Let K and H be two non-negative functions deﬁned on [0, 1] which
are twice diﬀerentiable in (0, 1), symmetric with respect to 12 and vanish at zero, and assume
that |H ′′| ≤ c |K ′′|, with c > 0 and that K satisﬁes (5.6) in a metric space (X, d) equipped with
a Borel probability measure µ. Let f ∈ Liploc (X, [0, 1]), we denote q =
∫
X f dµ. Then, for every
x ∈ X, by Taylor's formula,
H(q)−H(f(x)) = (q − f(x))H ′(q)−
∫ f(x)
q
H ′′(t)(f(x)− t) dt.
Hence, integrating with respect to µ,
H
(∫
X
f dµ
)
−
∫
X
H(f) dµ =
∫
X
(H(q)−H(f)) dµ
=
∫
X
∫ f(x)
q
(f(x)− t) ∣∣H ′′(t)∣∣ dtdµ(x)
≤ c
∫
X
∫ f(x)
q
(f(x)− t) ∣∣K ′′(t)∣∣ dtdµ(x)
= c
(
K
(∫
X
f dµ
)
−
∫
X
K(f) dµ
)
.
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Using the facts that K satisﬁes (5.6), and that, for v ∈ R+ ﬁxed, the map u 7→
√
u2 + v2 − u is
non-increasing on R+, and Lemma 5.2.3,
c
(
K
(∫
X
f dµ
)
−
∫
X
K(f) dµ
)
≤ c
∫
X
(√
K(f)2 + |∇f |2 −K(f)
)
dµ
=
∫
X
(√
c2K(f)2 + c2 |∇f |2 − cK(f)
)
dµ
≤
∫
X
(√
H(f)2 + c2 |∇f |2 −H(f)
)
dµ.
The resulting inequality is equivalent to
H
c
(∫
X
f dµ
)
≤
∫
X
√(
H(f)
c
)2
+ |∇f |2 dµ.
Remark 5.2.4. Proposition 5.2.2 implies in particular that, even for two concave functions K and
H that are equivalent on [0, 1], one of them can satisfy (5.6) while the other not. Consequently,
and especially if their second derivatives are not equivalent, the fact that one of them satisﬁes
(5.6) has not the same meaning as if the other one satisﬁes it.
A notable consequence of (5.6) is that it gives information on the spectral gap. Let us remind
that the spectral gap λµ, also called Poincaré constant, is the largest constant λ such that, for
every f : X → R,
λVarµ(f) ≤
∫
X
|∇f |2 .
This constant, as shown independently by Maz'ja ([92]) and Cheeger ([40]) is linked to the
isoperimetric constant in the following way :
λµ ≥
h2µ
4
,
where the isoperimetric constant hµ is the smallest constant h such that, for every Borel subset
A of X,
µ+(A) ≥ hmin (µ(A), 1− µ(A)) ,
see Section 5.4 for further details.
Let us add that, under certain assumptions on the underlying space, a reverse inequality of the
form λµ ≤ c
(
κhµ + h
2
µ
)
holds. This has been shown by Buser ([37]) and extended by Ledoux
([82], see also [84] and [94]).
The next proposition gives the link between the spectral gap and the isoperimetric functional
inequality we are interested in :
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Proposition 5.2.5. Let (X, d, µ) be a metric probability space and K : [0, 1] 7→ R+ such that
(5.6) holds, then, for every q ∈ (0, 1) such that K(q) > 0 and on a neighbourhood of which K is
locally C2,
−K(q)K ′′(q) ≤ λµ. (5.7)
Proof. Let (X, d, µ) be a metric probability space and K : [0, 1] 7→ R+ such that (5.6) holds and
let q ∈ (0, 1) and r > 0 be such that K(q) > 0 and K is C2 on (q − r, q + r). Let g be a locally
Lipschitz function on X with values in (−r, r) such that ∫X g dµ = 0, then, denoting, for every
ε ∈ (0, 1), fε = q + εg,
K
(∫
X
fε dµ
)
= K(q),
while
K (fε)
2 =
ε→0
K(q)2 + 2K(q)K ′(q)εg +
(
K(q)K ′′(q) +K ′(q)2
)
ε2g2 + o
(
ε2
)
|∇f|2 = ε2 |∇g|2 .
Therefore,
√
K (fε)
2 + |∇f|2 =
ε→0
K(q)
√
1 + 2
K ′(q)
K(q)
gε+
(
K ′′(q)
K(q)
+
K ′(q)2
K(q)2
)
g2ε2 +
|∇g|2
K(q)2
ε2 + o (ε2)
=
ε→0
K(q) +K ′(q)gε+
(
K ′′(q) +
K ′(q)2
K(q)
)
g2
ε2
2
+
|∇g|2
K(q)
ε2
2
− K
′(q)2
K(q)
g2
ε2
2
+ o
(
ε2
)
.
Consequently, the Taylor expansion of the right-hand term of (5.6) is∫
X
√
K (fε)
2 + |∇f|2 dµ =
ε→0
K(q) +
(
K ′′(q)
∫
X
g2 dµ+
∫
X |∇g|2 dµ
K(q)
)
ε2
2
+ o
(
ε2
)
.
Hence, (5.6) implies, as K(q) > 0,
−K(q)K ′′(q)
∫
X
g2 dµ ≤
∫
X
|∇g|2 dµ.
This implies (5.7).
5.3 Isoperimetric meaning
In this section, we assume that the function K : [0, 1]→ R+ is the isoperimetric proﬁle associated
to (R, |.| , ν) and that X is an open subset of Rn, the aim is to give a meaning of (5.6) in
isoperimetric terms. This is summarized in the following proposition
Proposition 5.3.1. Let X ⊆ Rn be open and equipped with a probability measure µ and a norm
N , and ν be an absolutely continuous probability measure on the line concentrated on an interval
I, having density ϕν , which is bounded on R, and positive and continuous on the interior of
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I. Assume moreover that half-lines starting at −∞ are solution of the isoperimetric problem
associated to (R, |.| , ν). Then the following inequality
∀f ∈ Liploc (X, [0, 1]) Iν
(∫
X
f dµ
)
≤
∫
X
√
Iν(f)2 +N (∇f)2 dµ (5.8)
holds if and only if half-spaces of the type X × (−∞, t) are solution of the isoperimetric problem
associated to (X × R, N ⊕2 |.| , µ⊗ ν).
Before giving the proof of this proposition, we reproduce a lemma from our symmetrization
chapter :
Lemma 5.3.2. Let (X,N, µ) and (R, |.| , ν) be as in Proposition 5.3.1. We denote by Φν the
distribution function of ν. For f : X → [0, 1], let Eν(f) be the subgraph of Φ−1ν ◦ f in X × R :
Eν(f) =
{
(x, t) ∈ X × R ; t < Φ−1ν (f(x))
}
.
Assume that f is locally Lipschitz. Then the (µ⊗ ν)-perimeter of Eν(f) with respect to is the
following :
P
N⊕2|.|
µ⊗ν (Eν(f)) =
∫
X
√
Iν(f)2 +N (∇f)2 dµ.
Proof. This has already been proved in Chapter 2 (see Lemma 2.5.3 and Remark 2.5.3).
Proof of Proposition 5.3.1. Let us introduce a symmetrization that maps measurable subsets of
X × R to subgraphs, for every measurable subset A of X × R, A∗ is deﬁned as follows :
A∗ =
{
(x, t) ; t < Φ−1ν (ν (A
x))
}
.
Let A be a measurable subset of X × R, its symmetral A∗ is the subgraph of the function
fA : x→ ν (Ax) .
Notice that the family ((−∞, t)) is an exact model family in (R, |.| , ν) whose elements are solution
of the corresponding isoperimetric problem. Therefore, by Proposition 2.7.13 (Chapter 2),
P
N⊕2|.|
µ⊗ν (A
∗) ≤ PN⊕2|.|µ⊗ν (A).
Let q = (µ⊗ ν) (A), notice that
q = (µ⊗ ν) (A∗) =
∫
X×R
1Eν(fA)(x, t) dν(t)dµ(x)
=
∫
X
∫ Φ−1ν (fA(x))
−∞
dν(t)dµ(x)
=
∫
X
fA(x) dµ(x).
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Let B = X × (−∞,Φ−1ν (q)), then (µ⊗ ν) (B) = q and PN⊕2|.|µ⊗ν (B) = Iν(q).
If fA is locally Lipschitz, then (5.8) says that
P
N⊕2|.|
µ⊗ν (B) ≤ PN⊕2|.|µ⊗ν (A∗) ≤ PN⊕2|.|µ⊗ν (A).
If it is not the case, take a sequence (fk)k∈N of locally Lipschitz sequences such that, for every
k ∈ N, ∫X fk dµ = q and PN⊕2|.|µ⊗ν (Eν (fk)) −→k→+∞ PN⊕2|.|µ⊗ν (A∗). Therefore, (5.8) implies that
half-spaces are solution of the isoperimetric problem.
Let us focus on the reverse direction and assume that half-spaces are solution of the isoperi-
metric problem. In particular, for every f : X → [0, 1], the boundary measure of the subgraph
of Φ−1ν ◦ f is larger than the one of the half-space X ×
(−∞,Φ−1ν (∫X f dµ)), since they have
same measure. By Lemma 5.3.2, (5.8) follows.
We focus now on X = R and µ = ν an absolutely continuous probability measure such that
Supp(µ) is an interval I and ϕ = ϕµ is bounded, and is continuous and positive on the interior
of I. We assume that half-lines (of the type (−∞, t)) are solution of the isoperimetric problem
associated to (R, |.| , µ). We also equip R2 with the classical Euclidean distance (|.|2 = |.| ⊕2 |.|)
and the product measure µ2. The corresponding version of our functional inequality is written
as follows :
∀f ∈ Liploc (X, [0, 1]) Iµ
(∫
X
f dµ
)
≤
∫ √
Iµ(f)2 + |f ′|2 dµ.
Proposition 5.3.1 tells us that it is equivalent to the extremality of coordinate half-spaces in the
isoperimetric problem associated to
(
R2, |.|2 , µ2
)
. It is already known for a lot of measures that
this is not the case. Hence, arises the question of ﬁnding a constant α > 0 such that the modiﬁed
inequality expressed below holds :
∀f ∈ Liploc (X, [0, 1]) Iµ
(∫
X
f dµ
)
≤
∫ √
Iµ(f)2 + α2 |f ′|2 dµ. (5.9)
Take α ∈ R∗+ and consider the measure µ(α) = ϕ(α).L1, where
ϕ(α) : t 7→
ϕ
(
t
α
)
α
.
The measure µ(α), which we call the α-dilatation of µ, is still a probability measure, its density
fulﬁls the same assumptions of boundedness, continuity and positivity, its distribution function
can be written as follows :
Φ(α) : x 7→ Φ
(x
α
)
and its isoperimetric function
Iµ,α : q 7→ ϕ(α)
(
Φ−1(α)(q)
)
=
Iµ(q)
α
.
Thus, (5.9), is equivalent to
∀f ∈ Liploc (X, [0, 1]) Iµ,α
(∫
X
f dµ
)
≤
∫ √
Iµ,α(f)2 + |f ′|2 dµ,
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which, by Proposition 5.3.1, is equivalent to say that coordinate half-spaces of the type R ×
(−∞, t) are solution of the isoperimetric problem associated to (R2, |.|2 , µ⊗ µ(α)).
5.4 The case of measures having positive isoperimetric constant
In this section, we present an alternative proof of an inequality of the type (5.6), established by
Bobkov in [25]. But prior to this, let us give some background and state the result of Bobkov.
The isoperimetric constant, introduced by V. Maz'ya in [91] (see also [93], and the work of
J. Cheeger : [40]), is the optimal constant h such that, for every Borel subset A of X,
µ+(A) ≥ hmin (µ(A), 1− µ(A)) . (5.10)
Denoting this constant by h(X,d,µ), or hµ when there is no possible ambiguity, this amounts to
hµ = inf
p∈(0,1)
Iµ(p)
min(p, 1− p) .
As this is proved in [40], (5.10) admits an equivalent functional form that can be expressed as
follows : for every smooth function f : X → R having median m with respect to µ,
hµ
∫
X
|f −m| dµ ≤
∫
X
|∇f | dµ, (5.11)
where |∇f | is deﬁned, for every x ∈ X, as
|∇f | (x) = lim sup
y 6=x
|f(y)− f(x)|
d(x, y)
.
Here is the statement :
Theorem 5.4.1 ([25],[28]). Let (X, d, µ) be a separable metric space equipped with a Borel prob-
ability measure such that hµ > 0. Let I : p 7→ 4p(1 − p) be deﬁned on [0, 1]. For any locally
Lipschitz function Xn → [0, 1], the following inequality holds
I
(∫
Xn
f dµn
)
≤
∫
Xn
√
I(f)2 + C2 |∇f |2 dµn, (5.12)
with C = 4
√
6
hµ
.
Let us brieﬂy describe the diﬀerent steps of the proof of Bobkov in [25]. First, as proved at
Proposition 5.2.1, (5.12) tensorizes. Hence, it suﬃces to prove it in X.
Notice then that, for every f : X → [0, 1]
I
(∫
X
f dµ
)
−
∫
X
I(f) dµ = 4Varµf.
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The function I takes its values in [0, 1] and, for every v ∈ R, the function u 7→ √u2 + v2 − u is
non-increasing on R+, hence it is suﬃcient to prove that, for every f : X → [0, 1],
4Varµf ≤
∫
X
(√
1 + C2 |∇f |2 − 1
)
dµ. (5.13)
The fourth and the ﬁfth steps are devoted to the proof of (5.13). Observe in a ﬁrst time that, for
every t ∈ [−1, 1], 4t2 ≤ √1 + 24t2 − 1, inequality for which 24 is the best possible constant, as,
for every κ ∈ (0, 24), √1 + κ < 5. Applying this pointwise inequality to t = f −medµ(f) yields
4Varµf ≤
∫
X
4 (f −medµ(f))2 dµ ≤
∫
X
(√
1 + 24 (f −medµ(f))2 − 1
)
dµ.
Eventually, the last step relies on the following lemma, taken from the work of Bobkov with
Houdré (Theorem 3.1 in [28]) :
Lemma 5.4.2 ([28]). Let Ψ be a Young function, i.e. an even convex function such that Ψ(0) = 0
and Ψ(t) > 0 for every t > 0. If hµ > 0, then, for every locally Lipschitz function f on X∫
X
Ψ (f −medµ(f)) dµ ≤
∫
X
Ψ
(
cΨ
hµ
|∇f |
)
dµ,
where cΨ = sup
t>0
tΨ′(t)
Ψ(t) .
Apply this lemma with Ψ : t 7→ √1 + t2− 1, for which cΨ = 2, and inequality (5.4.1) follows.
We give now an alternative proof of Theorem 5.4.1, relying on the observation that the
functions x 7→ min (x, x2) and x 7→ √1 + x2 − 1 are equivalent on R+ (i.e. their ratio is
bounded above and below by positive constants). The idea is to bound the variance by a
multiple of the integral
∫
X min
(
|f ′| , (f ′)2
)
dµ, which by means of the latter remark, behaves
like
∫
X
(√
1 + (f ′)2 − 1
)
dµ.
Let us pass to the detail. We ﬁrst state two technical lemmas, designed to ﬁnd the best
possible constant in the inequality cmin
(
x, x2
) ≤ √1 + κ2x2 − 1 :
Lemma 5.4.3. Let C > 0, there exists a constant κ > 0 such that, for every x ∈ [C,+∞),
8x ≤
√
1 + κ2x2 − 1. (5.14)
Moreover, denoting by κ+(C) the smallest constant κ for which (5.14) occurs, we have
κ+(C) = 4
√
4 +
1
C
.
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Proof. We have to ﬁnd κ such that, for every x ∈ [C,+∞), 8x+1 ≤ √1 + κ2x2. Taking squares,
this amounts to
(
κ2 − 64) ≥ 16x . The right-hand term attains its maximum at x = C, therefore
(5.14) is satisﬁed for every x ∈ [C,+∞) if and only if
κ ≥ 4
√
4 +
1
C
.
Lemma 5.4.4. Let C > 0, there exists a constant κ > 0 such that, for every x ∈ [0, C],
32x2 ≤
√
1 + κ2x2 − 1. (5.15)
Moreover, denoting by κ−(C) the smallest constant κ for which (5.15) occurs, we have
κ−(C) = 8
√
16C2 + 1.
Proof. We have to ﬁnd κ such that, for every x ∈ [0, C], 32x2 + 1 ≤ √1 + κ2x2. Taking squares,
this amounts to, for every x ∈ [0, C], κ2 − 64 ≥ 1024x2. Taking x = C, we get that (5.15) is
satisﬁed for every x ∈ [0, C] if and only if
κ ≥ 8
√
16C2 + 1.
The idea of our proof is to cut in two parts the fuctional I
(∫
f dµ
)−∫ I(f) dµ, according to
the value of |f ′|. The following lemma shall indicate us where to cut it, the aim being to obtain
the best possible constant (with this method).
Lemma 5.4.5. Let κ = max (κ−, κ+). The function κ attains its minimum at C = 14 , and
min
C>0
κ(C) = 8
√
2.
Proof. Recall that, for, every C > 0, κ−(C) = 8
√
16C2 + 1 and κ+(C) = 4
√
4 + 1C . The
functions κ− and κ+ are continuous and respectively increasing and decreasing on R∗+. Moreover,
κ−(0) = 8, lim
C→+∞
κ−(C) = +∞, lim
C→0
κ+(C) = +∞ and lim
C→+∞
κ+(C) = 8. Therefore, κ attains
its minimum value on R∗+ at the point C0 such that κ− (C0) = κ+ (C0). Let us ﬁnd the value of
C0 :
κ−(C) = κ+(C)⇔ 4
(
16C2 + 1
)
= 4 +
1
C
⇔ 64C2 = 1
C
⇔ C = 1
4
.
Therefore, min
C>0
κ(C) = κ−
(
1
4
)
= 8
√
2.
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The two terms appearing after the cut of the integral require a diﬀerent treatment, in order
to make appear a multiple of
∫
X min
(
|f ′| , (f ′)2
)
dµ. We therefore need a L1-type and a L2-type
inequality. Next proposition states these inequalities, observe that this is where the assumption
hµ > 0 is used.
Proposition 5.4.6 ([25]). Let (X, d, µ) be a metric measured space satisfying hµ > 0, then, for
every locally Lipschitz function f : X → [0, 1],
Varµf ≤ 1
hµ
∫
X
|∇f | dµ and Varµf ≤ 4
h2µ
∫
X
|∇f |2 dµ. (5.16)
Proof. The second inequality is Poincaré's inequality, actually holds even if f takes values outside
of [0, 1]. Recall that the largest constant λ such that, for every f : X → R,
λVarµf ≤
∫
X
|∇f |2 dµ,
the so-called spectral gap, satisﬁes λµ ≥ h
2
µ
4 .
As for the ﬁrst inequality, it can be written
I
(∫
X
f dµ
)
−
∫
X
I(f) dµ ≤ 1
hµ
∫
X
|∇f | dµ.
We prove it by using the so-called Cheeger's functional inequality ([40]), actually established by
V. Maz'y in [91] (see also the textbook [93]) : for every locally Lipschitz function, with median
m with respect to µ,
hµ
∫
X
|f −m| dµ ≤
∫
X
|∇f | dµ.
We use the fact that f taking values in [0, 1], 0 ≤ |f −m| ≤ 1 :
Varµf =
∫
X
(
f −
∫
X
f dµ
)2
dµ ≤
∫
X
(f −m)2 dµ ≤
∫
X
|f −m| dµ ≤ 1
hµ
∫
X
|∇f | dµ.
Alternative proof of Theorem 5.4.1. We shall prove that, for every locally Lipschitz function f :
X → [0, 1],
4Varµ(f) = I
(∫
X
f dµ
)
−
∫
X
I(f) dµ ≤
∫
X
(√
1 +
128
h2µ
(f ′)2 − 1
)
dµ. (5.17)
The family of half-lines ((−∞, t)) is a model family in (R, |.| , µ1) which contains isoperimetric
sets, where µ1 is the two-sided exponential measure. Therefore, denoting by f∗ the rearrangement
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of a function f → [0, 1], Varµ(f) = Varµ (f∗) (see Proposition 2.4.5 at Chapter 2, Section 4).
Moreover, by deﬁnition of the isoperimetric constant,
Iµ ≥ hµIµ1 .
Therefore, by Proposition 2.5.5 (see Chapter 2, Section 5),∫
R
√
1 + (f∗)′2 dµ1 − 1 ≤
∫
X
√
1 +
1
h2µ
|∇f |2 dµ− 1.
Therefore, it is suﬃcient to establish (5.17) for non-increasing functions f : R → [0, 1] with
respect to µ1.
Let C > 0, then we deﬁne
A−C =
{
x ∈ R ; ∣∣f ′(x)∣∣ < C} and A+C = {x ∈ R ; ∣∣f ′(x)∣∣ ≥ C} .
We want to ﬁnd two functions f−C and f
+
C such that
- f = f−C + f
+
C ,
-
(
f−C
)′
= f ′1A−C ,
-
(
f+C
)′
= f ′1A+C .
We ﬁrst assume that inf
x∈R
f(x) = 0. Then, lim
x→+∞ f(x) = 0 and, for every x ∈ R,
f(x) =
∫ x
+∞
f ′(x) dx,
and we choose, for every x ∈ R,
- f−C (x) =
∫ x
+∞ f
′(t)1A−C (t) dt,
- f+C (x) =
∫ x
+∞ f
′(t)1A+C (t) dt.
If now inf
x∈R
f(x) = L > 0, then, for every r, s ∈ [0, 1] such that r + s = L, we can take, for every
x ∈ R,
- f−C (x) = r +
∫ x
+∞ f
′(t)1A−C (t) dt,
- f+C (x) = s+
∫ x
+∞ f
′(t)1A+C (t) dt.
Then, using the fact that, for every u, v ∈ R, (u+ v)2 ≤ 2 (u2 + v2), and (5.16),
4Varµf ≤ 8
(
Varµf
−
C + Varµf
+
C
) ≤ 32
h2µ
∫
X
((
f−C
)′)2
dµ+
8
hµ
∫
X
∣∣∣(f+C )′∣∣∣ dµ.
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According to Lemma 5.4.3,
8
∫
X
∣∣∣∣∣
(
f+C
)′
hµ
∣∣∣∣∣ dµ ≤
∫
X
(√
1 +
κ+(C)2
h2µ
((
f+C
)′)2 − 1) dµ
=
∫
A+C
(√
1 +
κ+(C)2
h2µ
(f ′)2 − 1
)
dµ.
And, thanks to Lemma 5.4.4,
32
∫
X
((
f−C
)′
hµ
)2
dµ ≤
∫
X
(√
1 +
κ−(C)2
h2µ
((
f−C
)′)2 − 1) dµ
=
∫
A−C
(√
1 +
κ−(C)2
h2µ
(f ′)2 − 1
)
dµ.
Eventually, taking C = 14 , using Lemma 5.4.5 and the fact that
(
A−C , A
+
C
)
is a partition of R,
4Varµf ≤
∫
X
(√
1 +
128
h2µ
(f ′)2 − 1
)
dµ.
Remark 5.4.7. While in [25], Bobkov obtained the constant 4
√
6, the one we obtain here is equal
to 8
√
2, which is worse : 8
√
2
4
√
6
= 23
√
3 > 1.
This theorem can be applied to the exponential measure on R, µ1 = ϕ1.L1, where ϕ1 : x 7→
e−|x|
2 . Indeed, being log-concave and symmetric, its isoperimetric proﬁle is
I1 : q 7→ ϕ1
(
Φ−11 (q)
)
= min (q, 1− q) .
Hence, hµ1 = 1 and therefore, for every n ∈ N∗, and every locally Lipschitz function f : Rn →
[0, 1], still denoting I : p 7→ 4p(1− p),
I
(∫
R
f dµ1
)
≤
∫
R
√
I(f)2 + 96 (f ′)2 dµ1. (5.18)
Another notable consequence can be drawn out of Theorem 5.4.1 under the light of Proposi-
tion 5.3.1 : the function I from Theorem 5.4.1 appears to be a well-known isoperimetric proﬁle.
More precisely I4 is the isoperimetric proﬁle associated to (R, |.| , l), where l is the standard lo-
gistic measure having density ϕl : x 7→ e−x(1+e−x)2 . Let us recall that, for α > 0, the α-dilatation
ν(α) of an absolutely continuous measure ν on the real line has density
ϕν,(α) : x 7→
ϕν
(
x
α
)
α
.
We refer the reader to Section 3 for further details.
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Corollary 5.4.8. Let X ⊆ Rk be an open set (k ∈ N∗) equipped with the classical Euclidean
distance and a Borel probability measure µ such that hµ > 0. Let l be the standard logistic
measure on R, l
(
√
6
hµ
)
is its
√
6
hµ
-dilatation. Then, for every n ∈ N∗, the half-spaces of the type
Rkn×(−∞, t) are solution to the isoperimetric problem associated to
(
Rkn × R, |.|2 , µn ⊗ l(√6
hµ
)
)
.
Proof. Let us ﬁx n ∈ N∗. The measure l
(
√
6
hµ
)
is an absolutely continuous measure on the real
line, having positive continuous bounded density, the reason being that l is such a measure.
Moreover, like l, l
(
√
6
hµ
)
is log-concave, hence the half-lines of the type (−∞, t) are solution to the
isoperimetric problem associated to
(
R, |.| , l
(
√
6
hµ
)
)
.
Moreover, Theorem 5.4.1 states that, for every locally Lipschitz f : Rkn → [0, 1],
Il
(
√
6
hµ
)
(∫
Rkn
f dµn
)
≤
∫
Rkn
√
Il
(
√
6
hµ
)
(f)2 + |∇f |2 dµn.
By Proposition 5.3.1, this implies the statement.
5.5 The measures µp, p ∈ (1, 2)
In this section, we focus on a class of measures between exponential and Gaussian : take p ∈ [1, 2),
and consider µp = ϕp.L1, where
ϕp : x 7→ e
−|x|p
Zp
and Zp = 2Γ
(
1 +
1
p
)
.
The measure µp is log-concave, hence its isoperimetric proﬁle Ip is ϕp ◦ Φ−1p and is concave on
[0, 1]. This yields that −IpI ′′p is non-negative. By a standard computation that we detail below,
it is possible to see that −IpI ′′p is not bounded on (0, 1), which implies that (5.9) can never hold.
Proposition 5.5.1. Let p ∈ [1, 2), there exists no α ∈ R∗+ such that (5.9) holds :
∀α ∈ R∗+∃f ∈ Liploc (X, [0, 1]) Ip
(∫
X
f dµp
)
>
∫ √
Ip(f)2 + α2 |f ′|2 dµp.
In order to prove this statement, we compute the derivatives of Ip :
Lemma 5.5.2. Let p ∈ [1, 2), then Ip ∈ C2
(
(0, 1) \ {12}) and, for every q ∈ (0, 1) \ {12},
I ′p(q) = −pΦ−1p (q)
∣∣Φ−1p (q)∣∣p−2
I ′′p (q) = −p(p(p− 1)p− 1)
∣∣Φ−1p (q)∣∣p−2
Ip(q)
.
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Proof. Let us compute the derivatives of Ip, let q ∈ (0, 1), then Ip(q) = ϕp
(
Φ−1p (q)
)
= e
−|Φ−1p (q)|p
Zp
.
Hence, due to the lack of regularity of x 7→ |x|p at zero, it is clear that Ip can not be C2 in the
neighbourhood of 12 . Let q ∈ (0, 1) \
{
1
2
}
, then the computation is quite straightforward :
I ′p(q) = −psgn
(
Φ−1p (q)
) ∣∣Φ−1p (q)∣∣p−1 e−|Φ−1p (q)|p
Zpϕp
(
Φ−1p (q)
) = −pΦ−1p (q) ∣∣Φ−1p (q)∣∣p−2 .
Therefore
I ′′p (q) = −p(p− 1)
∣∣Φ−1p (q)∣∣p−2
Ip(q)
,
and, since p < 2,
−Ip(q)I ′′p (q) =
∣∣Φ−1p (q)∣∣p−2 −→
q→ 1
2
+∞.
Therefore, Proposition 5.3.1 implies that (5.9) can not hold.
Remark 5.5.3. We proved the following
∀α ∈ R∗+∃f ∈ Liploc (X, [0, 1]) Iµ
(∫
X
f dµ
)
>
∫ √
Iµ(f)2 + α2 |f ′|2 dµ.
The reason for this, as we can see in the proof, is that −IpI ′′p is not bounded on (0, 1). However,
the function −IpI ′′p appears to be bounded on every compact of (0, 1) \
{
1
2
}
, even of [0, 1] \ {12}.
Thus, it could be possible that a reduced version of (5.9) holds, that we could express as follows
: for every compact subset K of [0, 1] \ {12}, there exists a constant αp(K) > 0 such that
∀f ∈ Liploc (X,K) Ip
(∫
X
f dµ
)
≤
∫ √
Ip(f)2 + αp(K)2 |f ′|2 dµ.
Next corollary describes the consequences of Proposition 5.5.1 in isoperimetric terms.
Corollary 5.5.4. Let p ∈ [1, 2), for α ∈ R∗+, we denote µp,α the α-dilatation of µp. Then for
every n ∈ N∗ and α ∈ R∗+, the half-spaces Rn × (−∞, 0) are never solution of the isoperimetric
problem associated to
(
Rn+1, |.|2 , µnp ⊗ µp,α
)
(for sets of measure 12).
Remark 5.5.5. Actually, the only probability measure µ on R which is symmetric with respect
to some point and admits a ﬁnite second moment and such that the half-spaces are solution to
the isoperimetric problem associated to
(
R2, |.|2 , µ2
)
is the Gaussian measure. This has been
demonstrated by Bobkov and Houdré in [27].
Although we know that Ip does not satisfy (5.6), we would like to know if there exists a
function Kp ≡ Ip for which (5.6) holds :
∀f ∈ Liploc (X, [0, 1]) Kp
(∫
X
f dµ
)
≤
∫ √
Kp(f)2 + |∇f |2 dµ. (5.19)
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Following Proposition 5.2.2 and Remark 5.2.4, this inequality is not equivalent to have Ip satisfy-
ing Bobkov's inequality. In what follows, we suggest a function Kp and draw a possible strategy
to prove (5.19).
The next proposition, taken from [13] (Proposition 3 and Lemma 7, see also Chapter 4),
allows us to ﬁnd a function equivalent to Ip on [0, 1], but which is easier to handle. We ﬁrst need
to deﬁne the notions of essential monotony (see chapter 2) :
Given two non-negative functions f, g deﬁned on a set S ⊂ R and D ≥ 1, we write f ≈D g
and say that f and g are equivalent up to a factor D if there exists a > 0 such that for all x ∈ S,
a g(x) ≤ f(x) ≤ Dag(x). We write f ≈ g when there exists D such that f ≈D g.
We say that a non-negative function f deﬁned on a set S ⊂ R is essentially non-decreasing (with
constant D ≥ 1) when there exists a non-decreasing function g on S such that f ≈D g. In the
same way, we may deﬁne the notion of essentially non-increasing functions.
Proposition 5.5.6. Let J : (0, 1)→ R+ such that, for every t, J(t) = J(1− t). Assume that, on(
0, 12
)
, the function t 7→ J(t)t is essentially non-increasing with constant D0 and that the function
t 7→ J(t)
t log 1
t
is essentially non-decreasing with constant D1. Then, for every t ∈ (0, 1),
sup
b∈(0,1]
c(b)t
(
1− tb
)
≤ J(t) ≤ 2D0 max (D0, D1) sup
b∈(0,1]
c(b)t
(
1− tb
)
,
where c : b 7→ J(e
−1/b)
max(D0,D1)e−1/b
.
Corollary 5.5.7. Let p ∈ [1, 2), then there exists a constant D ≥ 1 such that the function Kp
deﬁned as follows :
Kp : q 7→ 1
D
sup
b∈(0,1]
cp(b) max
(
t
(
1− tb
)
, (1− t)
(
1− (1− t)b
))
,
with cp(b) =
Ip(e−1/b)
e−1/b , satisﬁes that, for every q ∈ (0, 1),
Kp(q) ≤ Ip(q) ≤ 2DKp(q).
Moreover,
cp(b) ∼
b→0
pb
1
p
−1
.
In particular, there exists dp, Dp > 0 such that, for every b ∈ (0, 1], cp(b) ≤ dpb
1
p
−1.
This corollary needs a computational lemma, in order to ﬁnd the equivalent of cp near zero :
Lemma 5.5.8 ([12]). Let p ∈ [1, 2), then
Ip(q) ∼
q→0
pq log
1− 1
p
(
1
q
)
.
194 CHAPTER 5. BOBKOV'S FUNCTIONAL ISOPERIMETRIC INEQUALITIES
Proof. We ﬁrst ﬁnd an equivalent of Φp at −∞. Let x < 0, then, noticing that Φp(x) =
1−Φp(−x), we look for an asymptotic development of
∫ +∞
y e
−tp dt for y big. Doing the change
of variables s = tp and integrating by parts twice,∫ +∞
y
e−t
p
dt
=
∫ +∞
yp
s
1
p
−1
e−s ds
=
1
p
y1−pe−y
p
+
1
p
(
1
p
− 1
)
y1−2pe−y
p
+
1
p
(
1
p
− 1
)(
1
p
− 2
)
y1−3pe−y
p
+
1
p
(
1
p
− 1
)(
1
p
− 2
)∫ +∞
yp
s
1
p
−4
e−s ds.
Using the fact that ∫ +∞
yp
s
1
p
−4
e−s ds 
y→+∞
y1−3p,
the asymptotic expansion of Φp at −∞ is
Φp(x) =
x→−∞
1
pZp
e−|x|
p
(
|x|1−p +
(
1
p
− 1
)
|x|1−2p +
(
1
p
− 1
)(
1
p
− 2
)
|x|1−3p
)
+o
(
e−|x|
p |x|1−3p
)
.
Hence, for |x| big enough,
1
pZp
e−|x|
p
(
|x|1−p +
(
1
p
− 1
)
|x|1−2p
)
≤ Φp(x) ≤ 1
pZp
e−|x|
p |x|1−p .
Therefore, denoting q = Φp(x),
− ∣∣Φ−1p (q)∣∣p + (1− p) log ∣∣Φ−1p (q)∣∣+ log(1 + (1p − 1
) ∣∣Φ−1p (q)∣∣−p)
≤ log q + log (pZp)
≤ − ∣∣Φ−1p (q)∣∣p + (1− p) log ∣∣Φ−1p (q)∣∣ ,
which implies in particular that ∣∣Φ−1p (q)∣∣ ∼
q→0
log
1
p
−1 1
q
.
Moreover,
pq
∣∣Φ−1p (q)∣∣1−p ≤ Ip(q) = e−|Φ−1p (q)|pZp ≤ pq ∣∣Φ−1p (q)∣∣1−p
(
1 +
(
1
p
− 1
) ∣∣Φ−1p (q)∣∣−p) .
Therefore,
Ip(q) ∼
q→0
pq log
1− 1
p
(
1
q
)
.
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Proof of Corollary 5.5.7. . Let p ∈ [1, 2), then, since Ip is concave on [0, 1], the function t 7→ Ip(t)t
being the slope function at zero, is non-increasing. Moreover, since
Ip(q) ∼
q→0
pq log
1
p
−1
(
1
q
)
,
and since t 7→ t log
1− 1p
(
1
p
)
t log( 1t )
= log
− 1
p
(
1
t
)
is non-decreasing on
(
0, 12
)
, the map t 7→ Ip(t)
t log( 1t )
is
essentially non-decreasing on
(
0, 12
)
, with constant that we denote D. It only suﬃces then to
apply Proposition 5.5.6 in order to check that
Kp ≤ Ip ≤ 2DKp.
Moreover, the equivalent of cp(b) as b goes to zero is a direct consequence of Lemma 5.5.8.
As mentioned in Section 4, the maps x 7→ √1 + x2− 1 and x 7→ min (x, x2) behave similarly
over R+. Hence, for f ∈ Liploc (R, [0, 1]), it is possible to ﬁnd a constant κ > 0 such that∫
min
(
|f ′|
Kp(f)
,
(f ′)2
Kp(f)2
)
Kp(f) dµp ≤
∫ √1 + (f ′)2
Kp(f)2
− 1
Kp(f) dµp
=
∫ √
Kp(f)2 + (f ′)2 dµp −
∫
Kp(f) dµp.
The main diﬃculty remains to split the functional
Kp
(∫
f dµp
)
−
∫
Kp(f) dµp,
and it remains unreachable for us, even though we think it might be possible. For b ∈ (0, 1], we
introduce the function Kp,b : q 7→ cp(b)D t
(
1− tb), deﬁned on [0, 1], so that, for every q ∈ [0, 1],
Kp(b) = sup
b∈(0,1]
max (Kp,b(q),Kp,b(1− q)) .
Let us present the L1-type and the L2-type Poincaré inequalities that play an analogue role
as the ones from Proposition 5.4.6.
Proposition 5.5.9. Let p ∈ [1, 2), then, for every f ∈ Liploc (R, [0, 1]),
Kp
(∫
f dµp
)
−
∫
Kp(f) dµp ≤ 2D
∫ ∣∣f ′∣∣ dµp. (5.20)
This proposition relies on another lemma from [13], which we present below
Lemma 5.5.10. Let a ∈ (0, 1] and (X, d, µ) be a metric probability space. Let c > 0, then the
following assertions are equivalent :
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(i) For all p ∈ [0, 1], cIµ(p) ≥ p− p 1a ,
(ii) For every locally Lipschitz function f : X → [0, 1], c ∫ |∇f |1 dµ ≥ ∫ f dµ− (∫ fa dµ) 1a .
Proof of Proposition 5.5.9. Let b ∈ (0, 1] and f ∈ Liploc (R, [0, 1]). Notice ﬁrst, according to
Proposition 5.5.6, that, for every q ∈ [0, 1], Ip(q) ≥ Kp(q) ≥ Kp,b(q), which is
D
cp(b)
Ip(q) ≥ q − qb+1.
Let g = f b+1, then g′ = (b + 1)f bf ′, hence g is also locally Lipschitz. Thus, by Lemma 5.5.10
(with b+ 1 = 1a), ∫
g dµp −
(
g
1
b+1 dµp
)b+1 ≤ D
cp(b)
∫ ∣∣g′∣∣ dµp. (5.21)
Observe now that
Kp,b
(∫
f dµp
)
−
∫
Kp,b(f) dµp =
cp(b)
D
(∫
f b+1 dµp −
(∫
f dµp
)b+1)
.
Hence, (5.21) is rewritten in terms of f as follows (f b takes values in [0, 1]),
Kp,b
(∫
f dµp
)
−
∫
Kp,b(f) dµp ≤ 2D
∫ ∣∣f ′∣∣ dµp.
Passing the term
∫
Kp,b(f) dµp, bounding it above by
∫
Kp(f) dµp and taking the supremum on
b for the remaining left-hand term brings (5.20) :
Kp
(∫
f dµp
)
≤
∫
Kp(f) dµp + 2D
∫ ∣∣f ′∣∣ dµp.
We now present the L2-type inequality. It is actually a direct application of a result by Lataªa
and Oleszkiewicz ([79]). Let us mention that the rate of decay of the constant is sharp.
Proposition 5.5.11 ([79]). Let p ∈ [1, 2), we denote a(p) = 2 − 2p . There exists a constant
C > 0 such that, for every r ∈ [1, 2), for every n ∈ N∗ and every f ∈ Liploc (R, [0, 1]),∫
Rn
f2 dµnp −
(∫
Rn
f r dµnp
) 2
r
≤ C (2− r)a(p)
∫
Rn
|∇f |2 dµnp . (5.22)
The inequality we want writes as follows :
Corollary 5.5.12. Let p ∈ [1, 2), there exists a constant C2,p > 0 such that, for every b ∈ (0, 1]
and every f ∈ Liploc (R, [0, 1]),
Kp,b
(∫
f dµp
)
−
∫
Kp,b(f) dµp ≤ C2,p
∫
(f ′)2
Kp,b(f)
dµp. (5.23)
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Proof. Let us take p ∈ [1, 2), b ∈ (0, 1] and f ∈ Liploc (R, [0, 1]). We shall apply (5.22) to the
function g = f
b+1
2 . Notice ﬁrst that, as g′ = b+12 f
b−1
2 f ′. Hence, in order for g to be locally
Lipschitz, we assume ﬁrst that there exists  > 0 such that f ≥ , so that g is locally Lipschitz.
Therefore, we can apply Lataªa-Oleszkiewicz's inequality to this function. To make it clear, let
us translate the diﬀerent terms involved in terms of f :
- g2 = f b+1,
- we take gr = f , so that r = 2b+1 and
2
r = b+ 1,
- 2− r = 2bb+1 .
This yields,
Kp,b
(∫
f dµp
)
−
∫
Kp,b(f) dµp =
cp(b)
D
(∫
f b+1 dµp −
(∫
f dµp
)b+1)
=
cp(b)
D
(∫
g2 dµp −
(∫
gr dµp
) 2
r
)
≤ C cp(b)
D
(
2b
b+ 1
)
2− 2
p
∫ (
b+ 1
2
)2
f b−1
(
f ′
)2
≤ Cdp(b+ 1)
2
p
2
2
pD
∫
(f ′)2
b
1
p
−1
f
f b dµp
≤ Cdp(b+ 1)
2
p
2
2
pD
∫
dp
D
(f ′)2
Kp,b(f)
dµp =
Cd2p(b+ 1)
2
p
2
2
pD2
∫
(f ′)2
Kp,b(f)
dµp,
where we used at the last line that f b ≤ 1 and f ≥ f (1− f b). This is (5.23) with C2,p =
Cd2p(b+1)
2
p
2
2
pD2
. If now f is such that inf f = 0, then, for  > 0, consider the function f = max(f, ),
it satisﬁes (5.23) for every  > 0. The result follows as → 0.
Once these two inequalities are established, we would like to proceed similarly as in Section
4 : for f ∈ Liploc (R, [0, 1]),
- cut the functional in two, according to the values of the derivatives of f ,
- apply separately the L1 and the L2-type Poincaré inequalities to each of the two resulting
functionals,
- use the bound C min
(
x, x2
) ≤ √1 + κ2x2 − 1.
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In the third step, what we can use is actually, for p ∈ [1, 2) and b ∈ (0, 1],
C
∫
min
(
|f ′|
Kp,b(f)
,
(f ′)2
Kp,b(f)2
)
Kp,b(f) dµp
≤
∫ √1 + (f ′)2
Kp,b(f)2
− 1
Kp,b(f) dµp
=
∫ √
Kp,b(f)2 + (f ′)2 dµp −
∫
Kp,b(f) dµp.
Therefore, the right way to cut f would be the following, for C > 0, we deﬁne the sets
A−C =
{
x ∈ R ; ∣∣f ′(x)∣∣ < CKp,b(f(x))} and A+C = {x ∈ R ; ∣∣f ′(x)∣∣ ≥ CKp,b(f(x))} ,
and the functions f−C and f
+
C as follows
f−C : x 7→ r +
∫ x
a
f ′(t)1A−C (t) dt and f
+
C : x 7→ r +
∫ x
a
f ′(t)1A+C (t) dt,
where a = inf
{
α ∈ R ∪ {−∞,+∞} ; lim
t→αf(t) = 0
}
, and r, s ∈ [0, 1] are such that r + s =
inf
x∈R
f(x).
The following lemma, taken from [79], asserts that the functional f 7→ ∫ f b+1 dµp−(∫ f dµp)b+1
is convex. Indeed the map ub : t 7→ tb+1 is convex and
1
u′′b
: t 7→ t
1−b
b(b+ 1)
is concave since b ∈ [0, 1].
Lemma 5.5.13. Let (Ω1, µ1) and (Ω2, µ2) be probability spaces and let (Ω, µ) = (Ω1 × Ω2, µ1 ⊗ µ2)
be their product probability space. For any non-negative random variable Z deﬁned on (Ω, µ) and
having ﬁnite ﬁrst moment and for any strictly convex function φ on [0,+∞) such that 1φ′′ is a
concave function, the following inequality holds true :
Eµφ(Z)− φ (EµZ) ≤ Eµ
([
Eµ1φ(Z)− φ (Eµ1Z)
]
+
[
Eµ2φ(Z)− φ (Eµ2Z)
])
.
Hence, according to this lemma,
Kp,b
(∫
f dµp
)
−
∫
Kp,b(f) dµp
= Kp,b
(∫
2f−C + 2f
+
C
2
dµp
)
−
∫
Kp,b(
2f−C + 2f
+
C
2
) dµp
≤ 1
2
(
Kp,b
(∫
2f−C dµp
)
−
∫
Kp,b(2f
−
C ) dµp +Kp,b
(∫
2f+C dµp
)
−
∫
Kp,b(2f
+
C ) dµp
)
= 2b
(
Kp,b
(∫
f−C dµp
)
−
∫
Kp,b(f
−
C ) dµp +Kp,b
(∫
f+C dµp
)
−
∫
Kp,b(f
+
C ) dµp
)
.
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The diﬃculty arises after the application of the functional inequalities, we want to apply
(5.20) to f+C and (5.23) to f
−
C . Nevertheless, this last inequality brings
Kp,b
(∫
f−C dµp
)
−
∫
Kp,b
(
f−C
)
dµp ≤ C2,p
∫
A−C
(f ′)2
Kp,b
(
f−C
) dµp.
This seems to be an impasse, as there is no obvious way to compare f−C and f (we would like
to have an inequality of the form Kp,b
(
f−C
) ≥ AKp,b(f)).
Notice however that we can choose f−C so that f
−
C ≥ infR f (choose r maximal in the deﬁnition).
Thus, if there exists ρ > 1 such that, inf
R
f ≤ f ≤ ρ inf
R
f , then the following holds, as f ≥ f−C and
Kp,b is concave :
Kp,b
(
f−C
) ≥ f−C
f
Kp,b(f) ≥ 1
ρ
Kp,b(f).
We would like indeed to be able to decompose the functional Kp,b
(∫
f dµp
) − ∫ Kp,b (f) dµp
geometrically according to the values of f , in the spirit of the technique used by Barthe, Cattiaux
and Roberto at Sections 5.2 and 5.4 of [12].
Let us write the decomposition we would like to obtain. Let ρ > 1, and s ∈ [1, 2] and a ∈ R.
For k ∈ Z and u : R→ R, then we deﬁne
T ka,ρu = min
(
max
(
u, aρk−1
)
, aρk
)
.
Notice that aρk−1 ≤ T ka,ρu ≤ aρk, and that, for almost every x ∈ R, if u′(x) 6= 0 there is a unique
k such that
(
T ka,ρu
)′
(x) 6= 0, moreover, for this particular k,(
T ka,ρu
)′
(x) = u′(x).
We would like to prove that, for every ρ > 1, a ∈ R and every s ∈ [1, 2] there exists a constant
Aρ,s > 0 such that, for every continuous f : R→ R,∫
f s dµp −
(∫
f dµp
)s
≤ Aρ,s
∑
k∈Z
(∫ (
T ka,ρf
)s
dµp −
(∫
T ka,ρf dµp
)s)
, (5.24)
with Aρ,s staying bounded as s→ 1.
We did not succeed in proving (5.24), however we still think it might be true (even if instead,
we proved a similar decomposition in the reverse direction, see Appendix 2).
If (5.24) holds, then taking a = 1 and ρ > 1, and denoting fk = T k1,ρf and
Ωk =
{
x ∈ R ; ρk−1 < f(x) ≤ ρk}, observe that, for every C > 0,(
(fk)
−
C
)′
= f ′1Ωk∩A−C and
(
(fk)
+
C
)′
= f ′1Ωk∩A+C .
Let us denote f−k,C = (fk)
−
C and f
+
k,C = (fk)
+
C
200 CHAPTER 5. BOBKOV'S FUNCTIONAL ISOPERIMETRIC INEQUALITIES
Thus, we would have
Kp,b
(∫
f dµp
)
−
∫
Kp,b(f) dµp
≤ Aρ,s
∑
k∈Z
(
Kp,b
(∫
fk dµp
)
−
∫
Kp,b (fk) dµp
)
≤ Aρ,s2b
∑
k∈Z
(
Kp,b
(∫
f−k,C dµp
)
−
∫
Kp,b
(
f−k,C
)
dµp +Kp,b
(∫
f+k,C dµp
)
−
∫
Kp,b
(
f+k,C
)
dµp
)
≤ 2Aρ,s
∑
k∈Z
C2,p ∫
A−C∩Ωk
(
f−k,C
)′2
Kp,b
(
f−k,C
) dµp + C1,p ∫
A+C∩Ωk
∣∣∣∣(f+k,C)′∣∣∣∣ dµp

≤ 2Aρ,sCp
∑
k∈Z
∫
Ωk
min
( ∣∣(fk)′∣∣
Kp,b(f)
,
(f ′k)
2
Kp,b(f)2
)
Kp,b(f) dµp
≤ 2Aρ,sCp
∑
k∈Z
(∫
Ωk
√
Kp,b(f)2 + (f ′)2 dµp −
∫
Ωk
Kp,b(f) dµp
)
= 2Aρ,sCp
(∫
R
√
Kp,b(f)2 + (f ′)2 dµp −
∫
R
Kp,b(f) dµp
)
.
Therefore, by a simple computation,
Kp
(∫
f dµp
)
≤
∫ √
Kp(f)2 + κp (f ′)2 dµp,
where κp, determined thanks to Lemmas 5.4.3, 5.4.4 and 5.4.5, depends only on p.
Appendix A
Some elements about measure theory
We present in this annex some deﬁnitions and results of measure theory, which we use in this
thesis as a basis. The aim is not to make the manuscript entirely self-contained, but more to
ease the comprehension for the reader. For this reason, we do not go as deeply into the theory
as what can be found in good textbooks. Let us just mention some of them [REF].
A.1 Abstract measure theory
In this section X is a set equipped with a σ-algebra E , a distance d, and a measure µ on (X, E),
which sometimes shall be vector-valued, taking its values in Rm, for m ∈ N∗ ﬁxed. Let us make
precise the notion of vector-valued measure : for every E ∈ E ,
µ(E) = (µ1(E), ..., µm(E)) ,
where each coordinate map µi (for i ∈ {1, ...,m}) is a real measure on E .
Deﬁnition A.1.1. Let X be a locally compact separable metric space equipped with its Borel
σ-algebra B(X).
- A positive measure on (X,B(X)) is called a Borel measure. If a Borel measure is also ﬁnite
on the compact sets, it is called a positive Radon measure.
- A set function (possibly vector-valued) deﬁned on the relatively compact Borel subsets of X
that is a measure on (K,B(K)) for every compact set K ⊆ X is called a Radon measure
on X. If it is a ﬁnite measure on (X,B(X)), then we say that it is a ﬁnite Radon measure.
Remark A.1.1. For the sake of simplicity, in all that follows, a measure on X shall be understood
as a measure on (X,B(X)).
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Deﬁnition A.1.2. Let µ be a Rm-valued Radon measure on X and let (µk)k∈N be a sequence
of Rm-valued Radon measures on X. We say that (µk)k∈N locally weakly
∗ converges to µ if, for
every u ∈ Cc(X),
lim
k→+∞
∫
X
u dµk =
∫
X
u dµ.
If µ and µk are ﬁnite for every k ∈ N, we say that (µk)k∈N weakly∗ converges to µ if, for every
u ∈ C0(X),
lim
k→+∞
∫
X
u dµk =
∫
X
u dµ.
The total variation of a (vector-valued) measure is often deﬁned with respect to the Euclidean
norm. It is of course possible to extend this deﬁnition to other norms, the resulting total variation
shares roughly the same properties.
Deﬁnition A.1.3. Let N be a norm on Rm, the N -total variation of the measure µ on E ∈ E
is deﬁned as follows :
|µ|N (E) = sup
{∑
k∈N
N (µ (Ek)) ; (Ek)k∈N ⊆ (E)N is a pairwise disjoint family such that E =
⋃
k∈N
Ek
}
.
(A.1)
Remark A.1.2. Locally, |µ|N behaves like N ◦µ. However, these two maps are not the same. For
example, let us take X = [0, 1], E = B ([0, 1]) the σ-algebra of Borel subsets of [0, 1], m = 2, N
to be the Euclidean norm on R2 and µ =
(
L1, δ 1
2
)
, then |µ ([0, 1])| = √2 and it can be shown
that |µ| ([0, 1]) = 2.
Proposition A.1.3. The map
|µ|N :
{ E → [0,+∞]
E 7→ |µ|N (E)
is a positive measure on E
Remark A.1.4. Let X be locally compact and separable and let µ be a Rm-valued measure on
X, then the choice of the norm does not change the support :
Supp |µ| = Supp |µ|N .
The reason for this equality is the equivalence of the norms in Rm.
Remark A.1.5. The set of ﬁnite Radon measures equipped with |.|N appears to be a normed
vector space which is locally weakly∗-compact.
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Theorem A.1.6. Let X be locally compact and separable. If (µk)k∈N is a sequence of ﬁnite
Radon measures on X with
sup
k∈N
|µ|N (X) < +∞,
then it has a weakly∗ converging subsequence. Moreover, the map µ 7→ |µ|N (X) is lower semi-
continuous with respect to the weak∗ convergence.
Corollary A.1.7. Let X be locally compact and separable. If (µk)k∈N is a sequence of Radon
measures on X such that, for every compact subset K of X,
sup
k∈N
|µ|N (K) < +∞,
then it has a locally weakly∗ converging subsequence. Moreover, for every open subset Ω of X the
map µ 7→ |µ|N (Ω) is lower semicontinuous with respect to the local weak∗ convergence.
As we can see it below, the total variation of an absolutely continuous measure with respect
to a positive measure remains absolutely continuous with respect to this measure, and its density
is nothing else than the norm of the ﬁrst-named density.
Proposition A.1.8. Let µ be a positive measure on (X, E) and let f ∈ (L1µ(X))m. We deﬁne
the vector-valued measure f.µ as follows :
∀E ∈ E f.µ(E) =
∫
E
f dµ.
Then
∀E ∈ E |f.µ|N (E) =
∫
E
N(f) dµ.
Proof. Let E ∈ E and let (Ek)k∈N be a partition of E consisting of elements of E . Then,∑
k∈N
N (f.µ (Ek)) =
∑
k∈N
N
(∫
Ek
f dµ
)
≤
∑
k∈N
∫
Ek
N(f) dµ =
∫
E
N(f) dµ.
Let us denote Sm−1N∗ the unit sphere in R
m for the norm N∗, we ﬁx a countable dense set (zk)k∈N
in Sm−1N∗ . Let E ∈ E ,  > 0 to be taken arbitrarily, for any x ∈ X, we deﬁne
σ(x) = min {k ∈ N ; 〈f(x), zk〉 ≥ (1− )N(f(x))} ,
and let, for every k ∈ N, Bk = σ−1 ({k}) ∩ B ∈ E . The family (Bk)k∈N is a partition of B.
Hence,
(1− )
∫
B
N(f) dµ =
∑
k∈N
(1− )
∫
Bk
N(f) dµ
≤
∑
k∈N
∫
Bk
〈f(x), zk〉 dµ
=
∑
k∈N
〈f.µ (Bk) , zk〉 ≤
∑
k∈N
N (f.µ (Bk)) ≤ |f.µ|N (B).
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Corollary A.1.9. Let µ be a Rm-valued measure on (X, E), let Sm−1N stand for the unit sphere
for the norm N in Rm. There exists a unique Sm−1N -valued function f ∈
(
L1µ(X)
)m such that
µ = f. |µ|N .
Proof. It is straightforward that µ |µ|N , hence there exists f : X → Rm such that µ = f. |µ|N .
Taking the N -total variation of µ, by Proposition A.1.8,
|µ|N = N(f). |µ|N .
Hence, for µ-almost every x ∈ X, f(x) ∈ Sm−1N . Thus, possibly changing the values of f on a
µ-negligible subset of X, f is Sm−1N -valued.
Next proposition gives an alternative deﬁnition for the N -total variation. This deﬁnition
reveals easier to manipulate since it allows to work with a class of regular test functions.
Proposition A.1.10. Let X be locally compact and separable, and let µ be a ﬁnite Rm-valued
Radon measure on X. Then, for every open set Ω ⊆ X, the following equality holds :
|µ|N (Ω) = sup
{
m∑
i=1
∫
X
ui dµi ; u ∈ (Cc(A))m and N∗(u) ≤ 1
}
. (A.2)
Proof. Let f : X → Sm−1N be given by Corollary A.1.9, and ﬁx Ω ⊆ X open. On the ﬁrst hand,
for every u ∈ (Cc(A))m,
m∑
i=1
∫
Ω
ui dµi =
m∑
i=1
∫
Ω
〈u, f〉 d |µ|N ≤ N∗(u) |µ|N (Ω),
proves the inequality ≥ in (A.2).
Let us focus on the revers inequality. Since all norms are equivalent on Rm, the unit sphere
SmN∗ for N
∗ is a compact set. Hence, for every z ∈ Rm, as
N(z) = sup
y∈Sm
N∗\{0}
〈z, y〉
N∗(y)
,
there exists z∗ ∈ SmN∗ such that N(z) = 〈z, z∗〉. Let us deﬁne g : X → SmN∗ such that, for every
x ∈ X, g(x) = f(x)∗ (with the above notation). The function g belongs to L1|µ|N (Ω). Indeed,
observe that there exists c such that |.|2 ≤ N∗ on Rm, therefore∫
Ω
|g(x)|2 d |µ|N (x) ≤ c |µ|N (Ω) < +∞,
where |µ|N (Ω) < +∞ because µ is a ﬁnite Radon measure on X.
The function space (Cc(Ω))m being dense in L1|µ|N (Ω), there exists a sequence (uk)k∈N of
(Cc(Ω))m converging to g in L1|µ|N (Ω). Moreover, by a truncation argument, and as N
∗(g) = 1,
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we can assume that N∗ (uk) ≤ 1 for every k ∈ N. Since (uk)k∈N converges to g1Ω in L1|µ|N (X),
using the dominated convergence theorem,
lim
k→+∞
m∑
i=1
∫
X
uk, i dµi = lim
k→+∞
∫
X
〈uk, f〉 d |µ|N = |µ|N (Ω).
This proves the reverse inequality.
As in the Euclidean case, there is a duality between C0(X) and the set of ﬁnite Radon
measures equipped with |.|N :
Theorem A.1.11. (Riesz's theorem) Let X be locally compact and separable, and let L :
(C0(X))m → R be additive and bounded and such that
‖L‖ = sup {L(u) ; u ∈ (C0(X))m and N∗(u) ≤ 1} < +∞.
Then, there is a unique Rm-valued Radon measure µ on X such that
∀u ∈ (C0(X))m L(u) =
m∑
k=1
∫
X
uk dµk.
Moreover,
‖L‖ = |µ|N (X).
Next proposition is a very useful tool, and can be seen as an alternative way to integrate
functions.
Proposition A.1.12 (Layer-cake decomposition). Let (X, E) be a measure space, µ a positive
measure on it and u : X → [0,+∞] a µ-measurable function. Then∫
X
u dµ =
∫ +∞
0
µ ({x ∈ X ; u(x) > t}) dt.
Proof. If u−1
(
R∗+
)
is not σ-ﬁnite with respect to µ then both sides are iniﬁte. Otherwise,
possibly replacing µ by µ
∣∣u−1 (R∗+) , we can assume that µ is a σ-ﬁnite measure. We apply
Fubini's theorem in X × R∗+ with µ1 = µ and µ2 = L1, the Lebesgue's measure on the real line.
Let, for every t ∈ R+,
Et = {x ∈ X ; u(x) > t} .
We have ∫
X
u dµ =
∫
X
(∫ +∞
0
1Et(x) dt
)
dµ(x)
=
∫ +∞
0
(∫
X
1Et(x) dµ(x)
)
dt =
∫ +∞
0
µ (Et) dt.
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Proposition A.1.13. Let (µk)k∈N be a sequence of positive Radon measures on X, and assume
the existence of a positive, ﬁnite Radon measure µ in X such that
lim
k→+∞
µk(X) = µ(X) and lim inf
k→+∞
µk(A) ≥ µ(A)
for every A ⊆ X open. Then
lim
k→+∞
∫
X
u dµk =
∫
X
u dµ
for any bounded continuous function u : X → R. In particular, (µk)k∈N weakly∗ converges to µ
in X.
Proof. Let u : X → R be continuous and bounded. Possibly replacing u by cu + λ for suitable
c, λ, we can assume without loss of generality that 0 ≤ u ≤ 1. We ﬁrst show that
lim inf
k→+∞
∫
X
v dµk ≥
∫
X
v dµ (A.3)
for any continuous function v : X → [0,+∞]. Indeed, by Porposition A.1.12 and Fatou's lemma,
we infer
lim inf
k→+∞
∫
X
v dµk = lim inf
k→+∞
∫ +∞
0
µk
(
v−1 (t,+∞)) dt
≥
∫ +∞
0
lim inf
k→+∞
µk
(
v−1 (t,+∞)) dt
≥
∫ +∞
0
µ
(
v−1 (t,+∞)) dt = ∫
X
v dµ.
Now we use the following fact, whose proof is elementary : if (ak)k∈N and (bk)k∈N are sequences
such that, for some a, b ∈ R
lim inf
k→+∞
ak ≥ a, lim inf
k→+∞
bk ≥ b, lim sup
k→+∞
(ak + bk) ≤ a+ b,
then (ak)k∈N converges to a and (bk)k∈N converges to b. Setting, for every k ∈ N,
ak =
∫
X
u dµk, a =
∫
X
u dµ, bk =
∫
X
(1− u) dµk, b =
∫
X
(1− u) dµ,
the assumption µk(X) −→
k→+∞
µ(X) and (A.3) yield the result.
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A.2 Basic geometric measure theory
In this section d is a positive integer.
Convolution is usually deﬁned as a particular product of two functions. This deﬁnition can be
extended to a product involving a function and a measure :
Deﬁnition A.2.1. Let µ be a Rm-valued Radon measure in an open set Ω ⊆ Rd, if f is a
continuous function, we call the function
µ ? f(x) =
∫
Ω
f(x− y) dµ(y),
the convolution between f and µ whenever it makes sense.
Convolution can be used as a tool to regularize functions. In the case of a convolution between
a function and a measure, the resulting object is a function, which can be seen as a density.
Theorem A.2.1. Let Ω ⊆ Rd be an open set, µ = (µ1, ..., µm) be a Radon measure on Ω and let
(ρ)>0 be a family of molliﬁers. Then
- the measures µ = µ ? ρLd locally weakly∗ converge in Ω to µ as  goes to zero and the
estimate ∫
E
N (µ ? ρ) (x) dx ≤ |µ|N (E)
holds whenever E ⊆ Ω is a Borel set.
- The measures |µ|N locall weakly∗ converge in Ω to |µ|N as  goes to zero.
Proof. For every v ∈ L1µ(Ω), by Fubini's theorem and the symmetry of each molliﬁer ρ, we have,
for every  > 0,∫
Ω
(µ ? ρ) v dx =
∫
Ω
(∫
Ω
ρ(x− y) dµ(y)
)
v(x) dx
=
∫
Ω
(∫
Ω
ρ(y − x)v(x) dx
)
dµ(y) =
∫
Ω
ρ ? v dµ.
Therefore (µ)>0 locall weakly
∗ converges to µ. Let E be a Borel set such that E ⊆ Ω, by
Fubini's theorem,∫
E
N (µ ? ρ(x)) dx =
∫
E
N
(∫
Ω
ρ(x− y) dµ(y)
)
dx
≤
∫
E
∫
Ω
ρ(x− y) d |µ|N (y)
=
∫
Ω
∫
E
ρ(x− y) dxd |µ|N (y)
=
∫
E
∫
E
ρ(x− y) dxd |µ|N (y) ≤ |µ|N (E) .
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Let us turn on the second part of the theorem. Let E be an open subset of Ω, there exists
a sequence (Ek)k∈N of relatively compact open sets such that, for every k ∈ N, Ek ⊆ Ω and
|µ|N (∂Ek) = 0, i.e. Ek ⊆⊆ Ω. As a consequence of the ﬁrst part of the theorem, for every
k ∈ N,
lim sup
→0
|µ|N (Ek) ≤ lim sup
→0
|µ|N ((Ak)) = |µ|N (Ak) .
On the other hand, by Corollary A.1.7,
lim inf
→0
|µ|N (A) ≥ |µ|N (A),
for every open set A ⊆⊆ Ω. This implies, with the help of Proposition A.1.13, that (|µ|N )>0
weakly∗ converges to |µ|N in each of the Ek, and then in Ω.
We now brieﬂy present the deﬁnition of Sobolev spaces, these spaces appear to be subsets of
the class of functions of bounded (weighted) variation.
Deﬁnition A.2.2. Let Ω ⊆ Rd be an open set, i ∈ {1, ..., d} and u ∈ L1loc(Ω), if there exists
g ∈ L1loc(Ω) such that, for every Φ ∈ C∞c (Ω),∫
Ω
u
∂Φ
∂xi
dx = −
∫
Ω
Φg dx,
then we say that u has weak i-th derivative given by g. The i-th weak derivative, if it exists, is
unique and denoted by ∇iu or ∂∂xi .
Deﬁnition A.2.3. Let Ω ⊆ Rd be an open set and p ∈ [1,+∞]. We say that a function u belongs
to W 1,p(Ω) if u ∈ Lp(Ω) and has weak derivatives in Lp(Ω) for every i ∈ {1, ..., d}. For any
u ∈W 1,p(Ω), we set
∇u = (∇1u, ...,∇du) .
Proposition A.2.2. Let Ω ⊆ Rd be open and let (uk)k∈N be a sequence of W 1,p(Ω) converging
in Lp(Ω) to some function u, then the following statements hold :
- if p ∈ [1,+∞], and for every i ∈ {1, ..., d}, there is gi ∈ Lp(Ω) such that ∇iuk −→
k→+∞
gi in
Lp(Ω), then u ∈W 1,p(Ω) and gi = ∇iu,
- if p ∈ (1,+∞] and the sequences (∇iuk)k∈N are bounded for any i ∈ {1, ..., d}, then u ∈
W 1,p(Ω) and ∇iuk −→
k→+∞
∇iu weakly (weakly∗ if p = +∞), for any i ∈ {1, ..., d}.
Next deﬁnition, and the following derivation theorems, admit generalizations in the setting
of functions of bounded (weighted) variation, in particular with the notions of approximate
continuity and approximate diﬀerentiability.
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Deﬁnition A.2.4. Let µ be a positive Radon measure in an open set Ω ⊆ Rd, let f ∈ L1µ(Ω) and
let x ∈ Ω. We say that x is a Lebesgue point of f if
lim
ρ→0
1
µ (B(x, ρ))
∫
B(x,ρ)
|f(x)− f(y)| dy = 0.
Lemma A.2.3. Let Ω ⊆ Rd be a bounded, convex, open set and u : Ω→ R. Then u ∈W 1,∞(Ω)
if and only if Lip(u) < +∞. In this case, ‖∇u‖L∞(Ω) = Lip(u).
Proof. The statement is obvious if u ∈ C1(Ω), because, for every x ∈ Ω and h ∈ Rd such that
x+ h ∈ Ω,
|u(x+ h)− u(x)| =
∣∣∣∣∫ 1
0
〈∇u(x+ th), h〉 dt
∣∣∣∣ ≤ ‖∇u‖L∞(Ω) |h| .
for general v ∈ W 1,∞(Ω), consider, for  > 0 and (ρ)>0 a family of molliﬁers, u = v ? ρ and
apply the preceding estimate to u to get that Lip (u,Ω) ≤ ‖∇v‖L∞(Ω).
Theorem A.2.4 (Rademacher's theorem). Let Ω ⊆ Rd be an open set. Any function f ∈
W 1,∞(Ω) is diﬀerentiable Ld-almost everywhere in Ω and the diﬀerential coincides Ld-almost
everywhere with the weak derivative ∇f .
Proof. We prove that f is diﬀerentiable at every Lebesgue point x of f in Ω, with gradient equal
to ∇f(x). To this aim, setting R = d(x, ∂Ω), we introduce, for any ρ ∈ (0, R), the rescaled maps
fρ deﬁned on B(0, 1) as follows
fρ : y 7→ f(x+ ρy)− f(x)
ρ
.
Notice that the diﬀerentiability of f at x is equivalent to the uniform convergence of the sequence
(fρ)0<ρ<R, as ρ goes to zero, to the function f0, deﬁned on B(0, 1) as follows :
f0 : y 7→ 〈∇f(x), y〉 .
The function f , being Lipschitz on B(x,R) (see Lemma A.2.3), it follows that the family
(fρ)0<ρ<R is equibounded and equicontinuous on B(0, 1). By Ascoli's compactness theorem,
we need only to show that any uniformly converging subsequence of this family converges to f0.
For any y ∈ B(0, 1) and any ρ ∈ (0, R), ∇fρ(y) = ∇f(x + ρy), hence, considering a uniformly
converging subsequence (fρk)k∈N having limit g,
lim
k→+∞
∫
B(0,1)
|∇fρk(y)−∇f(x)| dy = lim
k→+∞
∫
B(0,1)
|∇f(x+ ρky)−∇f(x)| dy
= lim
k→+∞
1
ρdk
∫
B(x,ρk)
|∇f(z)−∇f(x)| dz = 0,
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where the last equality holds because x is a Lebesgue point of f . Since, by Proposition A.2.2,
fρk −→
k→+∞
g weakly∗ in W 1,∞(Ω) as well, we obtain ∇g = ∇f(x), so that, for any y ∈ B(0, 1),
g(y) = 〈∇f(x), y〉+ c is an aﬃne function. Since g(0) = 0, it follows that c = g(0) = 0, therefore
g = f0.
Theorem A.2.5 (Besicovitch's derivation theorem). Let µ be a positive Radon measure on an
open set Ω ⊆ Rd, and ν a Rm-valued Radon measure. Then, for µ-almost every x ∈ Suppµ, the
limit
f(x) = lim
ρ→0
ν (B(x, ρ))
µ (B(x, ρ))
exists in Rm. Moreover, the Radon-Nikodým decomposition of ν is given by ν = fµ+ νs, where
νs = ν |E , E being the µ-negligible set
E = (Ω \ Suppµ) ∪
{
x ∈ Suppµ ; lim
ρ→0
|ν| (B(x, ρ))
µ (B(x, ρ))
= +∞
}
.
Corollary A.2.6 (Lebesgue's diﬀerentiation theorem). Let µ be a positive Radon measure on
an open set Ω ⊆ Rd and let f ∈ L1µ(Ω). Then µ-almost every x ∈ Ω is a Lebesgue point of f .
The next series of deﬁnitions and properties is devoted to the classical versions of area and
coarea formulas.
Deﬁnition A.2.5. Let k ∈ R+ and E ⊆ Rd. The k-dimensional Hausdorﬀ measure of E is given
by
Hk(E) = lim
δ→0
Hkδ (E)
where, for δ ∈ R∗+ ∪ {+∞},
Hkδ (E) =
ωk
2k
∫ {∑
i∈I
diam (Ei)
k ; diam (Ei) < δ,E ⊆
⋃
i∈I
Ei
}
for ﬁnite or countable covers (Ei)i∈I , with the convention that diam(∅) = 0.
Proposition A.2.7. Let k ∈ R+, then
- the map Hk is an outer measure on Rd, which is σ-additive on B (Rd).
- If f : Rd → Rm is a Lipschitz function, then, for every subset E of Rd,
Hk(f(E)) ≤ Lip(f)kHk(E).
- For any Borel set B ⊆ Rd, and any δ ∈ R∗+ ∪ {+∞},
Ld(B) = Hdδ(B) = Hd(B).
A.2. BASIC GEOMETRIC MEASURE THEORY 211
Deﬁnition A.2.6. Let E ⊆ Rd be an Hk-measurable set. We say that E is countably k-rectiﬁable
if there exists countably many Lipschitz functions fi : Rk → Rd such that
E ⊆
+∞⋃
i=0
fi
(
Rk
)
.
We say that E is countably Hk-rectiﬁable if there exists countably many Lipschitz functions
fi : Rk → Rd such that
Hk
(
E \
+∞⋃
i=0
fi
(
Rk
))
= 0.
Eventually, we say that E is Hk-rectiﬁable if it is countably Hk-rectiﬁable and such that Hk(E) <
+∞.
Deﬁnition A.2.7. Let V,W be Hilbert spaces with dimV = k ≤ d = dimW and let L : V →W
be a linear map. the k-dimensional Jacobian is deﬁned by
JkL =
√
det (L∗ ◦ L)
where L∗ : W ∗ → V ∗ is the transpose of L.
Theorem A.2.8 (Area formula). Let f : Rk → Rd be a Lipschitz function with d ≥ k. Then,
for any Lk-measurable set E ⊆ Rk, the multiplicity function y 7→ H0 (E ∩ f−1 ({y})) is Hk-
measurable in Rd and ∫
Rd
H0 (E ∩ f−1 ({y})) dHk(y) = ∫
E
Jkdfx dx.
Moreover, for any Borel function g : E → R+ ∪ {+∞},∫
Rd
∫
E∩f−1({y})
g(x) dH0(y)dHk(y) =
∫
E
g(x)Jkdfx dx.
Theorem A.2.9 (Generalized area formula). Let n, d ≥ k ≥ 1 be integers, f : Rn → Rd be
a Lipschitz function and E ⊆ Rn a countably Hk-rectiﬁable set. Then the multiplicity function
y 7→ H0 (E ∩ f−1 ({y})) is Hk-measurable in Rd and∫
Rd
H0 (E ∩ f−1 ({y})) dHk(y) = ∫
E
Jkdfx dx.
Deﬁnition A.2.8. Let V,W be Hilbert spaces with dimV = n ≥ k = dimW and let L : V →W
be alinear map. The k-dimensional coarea factor CkL is given by
CkL =
√
det (L ◦ L∗)
where L∗ : W ∗ → V ∗ is the transpose of L.
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Remark A.2.10. Recalling Deﬁnition A.2.7, CkL corresponds to JkL∗.
Theorem A.2.11 (Coarea formula). Let n, k, d be integers such that k ≥ n and d ≥ 1, let
f : Rd → Rn be a Lipschitz function and let E be a countable Hk-rectiﬁable subset of Rd. Then
the function z 7→ Hkn (E ∩ f−1 ({z})) is Ln-measurble on Rn, E ∩ f−1 ({z}) is countably Hkn-
rectiﬁable for Ln-almost every z ∈ Rn and∫
E
Ckd
Efx dHk(x) =
∫
Rn
Hkn (E ∩ f−1 ({z})) dz.
Moreover, for every Borel function g : Rd → R+ ∪ {+∞},∫
E
g(x)Ckd
Efx dHk(x) =
∫
Rn
(∫
E∩f−1({z})
g(y) dHk−n(y)
)
dz.
Appendix B
Geometric decomposition of the
s-variance
In what follows, X stands for a non-negative random variable deﬁned on a probability space
(Ω,P). Let ρ > 1, a > 0 and k ∈ Z, let us introduce the operator T ka,ρ acting on non-negative
random variables as follows :
T ka,ρX = min
(
max
(
X, aρk−1
)
, aρk
)
. (B.1)
We say that T ka,ρX is the (a, k)-truncation of X. We also introduce the events Ak(X) ={
X ≥ aρk} and Uk(X) = Ak(X) \Ak+1(X). In other terms,
T ka,ρX = aρ
k1(Ak(X))c +X1Uk(X) + aρ
k+11Ak+1(X).
Observe that the family (Uk(X))k∈Z is a partition of Ω. Let s ∈ R, we deﬁne the s-variance Es
on the class of non-negative random variables :
Es(X) = E (Xs)− (E(X))s .
The aim of these lines is to provide a comparison between the s-variance of a non-negative
random variable X with the sum of the s-variances of its (a, k)-truncations.
Theorem B.0.12. Let X be a non-negative random variable and ρ > 1,
- for every s ∈ [2,+∞), there exists a constant Kρ,s such that, for every a ∈ R∗+,
Es(X) ≤ Kρ,s
∑
k∈Z
Es
(
T ka,ρX
)
, (B.2)
- for every s ∈ [1, 2], there exists a constant Kρ,s such that, for every a ∈ R∗+,
Es(X) ≥ Kρ,s
∑
k∈Z
Es
(
T ka,ρX
)
, (B.3)
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The proof of this theorem is split into two cases : s ≥ 2 and s ∈ [1, 2], however, in both cases,
it follows exactly the same lines. Before presenting them, let us deﬁne an additional quantity :
for n ∈ N∗, α ∈ [0, 1]n such that
n∑
i=1
αi = 1, (we shall say that α ∈ Sn−11,+ ), and x1, ..., xn ∈ R+,
F (s)α1,...,αn (x1, ..., xn) :=
∑
1≤i≤n
αix
s
i −
 ∑
1≤i≤n
αixi
s .
If n = 2, we shall write F (s)α for F
(s)
α,1−α. Moreover, if among the coeﬃncients αi, one equals zero,
say αm, then we write
F (s)α1,...,αn (x1, ..., xn) = F
(s)
α1,...,α̂m,...,αn
(x1, ..., x̂m, ..., xn) ,
where the vector (y1, ..., ŷm, ..., yn) the orthogonal projection of (y1, ..., yn) onto Rm−1 × {0} ×
Rn−m. We eventually introduce the set
G(ρ, n) =
{
x ∈ Rn ; ∀k ∈ {1, ..., n} ρk−1 ≤ xk ≤ ρk
}
.
Here are the diﬀerent steps of the proof of Theorem B.0.12 :
- discretization of the inequality via an approximation argument : it is suﬃcient to show,
for s ≥ 2,
∀α ∈ Sn−11,+ ∀x ∈ G(ρ, n) F (s)α1,...,αn (x1, ..., xn) ≤ Kρ,s
∑
1≤k≤n
Fβk−1,αk,1−βk
(
ρk−1, xk, ρk
)
,
(B.4)
and, for s ∈ [1, 2],
∀α ∈ Sn−11,+ ∀x ∈ G(ρ, n) F (s)α1,...,αn (x1, ..., xn) ≥ Kρ,s
∑
1≤k≤n
Fβk−1,αk,1−βk
(
ρk−1, xk, ρk
)
,
(B.5)
where βk =
k∑
i=1
αk,
- proof of the discretized inequality (B.4) (resp. (B.5)) for n = 2, by showing the concavity
(resp. the convexity) of some function,
- proof of (B.4) (resp. (B.5)) for n ≥ 3, by showing the concavity of an analogue function.
Let us present ﬁrst the approximation argument :
Lemma B.0.13. Let ρ > 1 and s ≥ 2 (resp. s ∈ [1, 2]), assume that there exists a constant
Kρ,s ∈ R∗+ such that for every n ∈ N \ {0, 1}, (B.4) holds with Kρ,s ≥ 1 (resp. (B.5) holds with
Kρ,s ≤ 1), then for every non-negative random variable, (B.2) (resp. (B.3)) holds with the same
constant Kρ,s.
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Next we present a lemma which is something of the initialization of the induction.
Lemma B.0.14. Let ρ > 1 and s ≥ 2. For every α ∈ [0, 1] and every u, v ∈ R+ such that
1 ≤ u ≤ ρ ≤ v ≤ ρ2,
F (s)α (u, v) ≤ 2ρs−2
(
F (s)α (u, ρ) + F
(s)
α (ρ, v)
)
.
Lemma B.0.15. Let ρ > 1, s ≥ 2 and n ∈ N \ {0, 1, 2}, let
H = H(ρ, s, n) =
ρs − 1
ρs(ρ− 1)2
(ρn − 1)2 ρn(s−2)
ρ(n−2)s − 1 .
Then, for every α2, ..., αn−1 ∈ [0, 1] such that
n−1∑
k=2
αk ≤ 1 and every x ∈ G(ρ, n), the map
Gρ,s,H : α 7→ H
n∑
k=1
F
(s)
α+γk−1,αk,1−γk−α
(
ρk−1, xk, ρk
)
− F (s)α,α2,...,αn−1,1−γn−1−α (x1, ..., xn) ,
where γk =
k∑
i=2
αi, is concave on [0, 1− γn−1].
Lemma B.0.16. Let ρ > 1 and s ≥ 2, then
sup
n≥3
H(ρ, s, n) = lim
n→+∞H(ρ, s, n) =
ρs (ρs − 1)
(ρ− 1)2 .
We present now the lemmas used to prove the case s ∈ [1, 2] of Theorem B.0.12. The ﬁrst
one tackles the case when n = 2, the second one is about n > 2, and the last one deals with the
constant.
Lemma B.0.17. Let ρ > 1 and s ∈ [1, 2]. For every α ∈ [0, 1] and every u, v ∈ R+ such that
1 ≤ u ≤ ρ ≤ v ≤ ρ2,
F (s)α (u, v) ≥ ρs−2
(
F (s)α (u, ρ) + F
(s)
α (ρ, v)
)
.
Lemma B.0.18. Let ρ > 1, s ∈ [1, 2] and n ∈ N \ {0, 1, 2}, let
H = H(ρ, s, n) =
(ρs − 1) ρ2
(ρ− 1)2
(
ρn−2 − 1)2 ρn(s−2)
ρns − 1 .
Then, for every α2, ..., αn−1 ∈ [0, 1] such that
n−1∑
k=2
αk ≤ 1 and every x ∈ G(ρ, n), the map
Gρ,s,H : α 7→ H
n∑
k=1
F
(s)
α+γk−1,αk,1−γk−α
(
ρk−1, xk, ρk
)
− F (s)α,α2,...,αn−1,1−γn−1−α (x1, ..., xn) ,
where γk =
k∑
i=2
αk, is convex on [0, 1− β].
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Lemma B.0.19. Let ρ > 1 and s ∈ [1, 2], then
inf
n≥3
H(ρ, s, n) = H(ρ, s, 3) =
(ρs − 1) ρ3s−4
ρ3s− 1 .
Before giving the proofs of these lemmas, we present the proof of Theorem B.0.12.
Proof of Theorem B.0.12. Let ρ > 1, we ﬁrst focus on the case when s ≥ 2. By Lemma B.0.13,
showing (B.4) for every n ≥ 2 is suﬃcient. Let us recall it :
∀α ∈ Sn−11,+ ∀x ∈ G(ρ, n) F (s)α1,...,αn (x1, ..., xn) ≤ Kρ,s
∑
1≤k≤n
Fβk−1,αk,1−βk
(
ρk−1, xk, ρk
)
,
Let Kρ,s = max
(
2ρs−2, ρ
s(ρs−1)
(ρ−1)2
)
, we prove (B.4) by induction.
For n = 2, since Kρ,s ≥ 2ρs−2, Lemma B.0.14 asserts that the desired inequality holds. Let now
n ≥ 3 for which the desired inequality holds. Let us take α2, ..., αn ∈ [0, 1] such that
n∑
k=2
αk ≤ 1
and x ∈ G(ρ, n+ 1). We denote, as in Lemma B.0.15, γk =
k∑
i=2
αi for k ∈ {2, ..., n}, and consider
the function
Gρ,s : α 7→ Kρ,s
n+1∑
k=1
F
(s)
α+γk−1,αk,1−γk−α
(
ρk−1, xk, ρk
)
− F (s)α,α2,...,αn,1−γn−α (x1, ..., xn, xn+1) ,
By Lemma B.0.16, Kρ,s ≥ H(ρ, s, n), hence, by Lemma B.0.15, Gρ,s is concave on [0, 1− γn].
Therefore, for every α ∈ [0, 1− γn],
Gρ,s(α) ≥ min (Gρ,s(0), Gρ,s (1− γn)) ≥ 0,
where the last inequality holds since (B.4) is valid for n.
We do not give the detail of the proof of the second part of the theorem, as it is very similar.
Let us just precise that (B.5) holds for every n ≥ 2, with the constant
Kρ,s = min
(
ρs−2,
(ρs − 1) ρ3s−4
ρ3s− 1
)
.
We now give the proofs of Lemma B.0.13 to B.0.19.
Proof of Lemma B.0.13. Assume ﬁrst that (B.4) holds for every n ∈ N \ {0, 1}. Let X be a
non-negative random variable, it is suﬃcient to prove (B.2) for a = 1, as the inequality is
homogeneous. For every k ∈ Z, we denote Xk = T k1,ρX, let DX = {k ∈ Z ; Xk is not constant }.
Observe that, if k /∈ DX , then either P
(
Xk ≥ ρk
)
= 1 or P
(
Xk ≤ ρk−1
)
= 1 and hence,
Es (Xk) = 0. Therefore, ∑
k∈Z
Es (Xk) =
∑
k∈DX
Es (Xk) .
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Let k ∈ DX , let us recall that Ak(X) =
{
X ≥ ρk} and Uk(X) = Ak(X) \ Ak+1(X) ={
ρk ≤ X < ρk+1}. Let us introduce the following :
- yk =
(
E(Xs1Uk(X))
P(Uk(X))
)1/s
,
- xk =
E(X1Uk(X))
P(Uk(X))
,
- αk = P (Uk(X)), notice that
∑
k∈DX
αk = 1,
- βk = P (Ak+1(X)c) =
∑
j≤k
αj .
Notice then that
Es (Xk) = E (Xsk)− (EXk)s
= βk−1ρs(k−1) + αkysk + (1− βk) ρsk −
(
βk−1ρk−1 + αkxk + (1− βk) ρk
)s
and
Es(X) = E (Xs)− (EX)s =
∑
k∈DX
αky
s
k −
 ∑
k∈DX
αkxk
s .
Let us assume ﬁrst that DX is ﬁnite, it means that X is almost surely positive and that there
exists u, v > 0 such that, almost surely u ≤ X ≤ v. Assume without loss of generality that
minDX = 0. By Jensen's inequality, for every k ∈ DX , yk ≥ xk. Hence, since (B.4) holds and
Kρ,s ≥ 1,
Kρ,s
n∑
k=1
(
βk−1ρs(k−1) + αkysk + (1− βk) ρsk −
(
βk−1ρk−1 + αkxk + (1− βk) ρk
)s)
−
n∑
k=1
αky
s
k +
(
n∑
k=1
αkxk
)s
= Kρ,s
n∑
k=1
(
βk−1ρs(k−1) + αkxsk + (1− βk) ρsk −
(
βk−1ρk−1 + αkxk + (1− βk) ρk
)s)
−
n∑
k=1
αkx
s
k +
(
n∑
k=1
αkxk
)s
+ (Kρ,s − 1)
n∑
k=1
αk (y
s
k − xsk)
≥ Kρ,s
n∑
k=1
Fβk−1,αk,1−xk
(
ρk−1, xk, ρk
)
− Fα1,...,αn (x1, ..., xn) ≥ 0.
Let us underline the fact that the last expression in the latter chain of inequalities corresponds
to
Kρ,s
∑
k∈Z
Es (Xk)− Es(X)
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where X is a discrete random variable taking the value xk with probability αk.
Let now X be general, for n ∈ N∗, let X(n) = min (max (X, 1n) , n) be a truncation of X.
The sequence
(
X(n)
)
n∈N∗ converges almost surely to X and, for every k ∈ Z, the sequence(
T k1,ρ
(
X(n)
))
n∈N∗ converges almost surely to Xk. The set DX(n) is ﬁnite for every n, moreover,
Es
(
X(n)
)
−→
n→+∞ Es(X),
and ∑
k∈Z
Es
(
T k1,ρ
(
X(n)
))
−→
n→+∞
∑
k∈Z
Es (Xk) .
The case s ∈ [1, 2], is very similar. The truncation argument works exactly the same, the
expected inequality is opposite to the ﬁrst case, but this is saved by the fact that Kρ,s ≤ 1. If
(B.5) holds, then, if X is a positive random variable such that DX is ﬁnite, then, with the same
notation :
Kρ,s
n∑
k=1
(
βk−1ρs(k−1) + αkysk + (1− βk) ρsk −
(
βk−1ρk−1 + αkxk + (1− βk) ρk
)s)
−
n∑
k=1
αky
s
k +
(
n∑
k=1
αkxk
)s
= Kρ,s
n∑
k=1
(
βk−1ρs(k−1) + αkxsk + (1− βk) ρsk −
(
βk−1ρk−1 + αkxk + (1− βk) ρk
)s)
−
n∑
k=1
αkx
s
k +
(
n∑
k=1
αkxk
)s
+ (Kρ,s − 1)
n∑
k=1
αk (y
s
k − xsk)
≤ Kρ,s
n∑
k=1
Fβk−1,αk,1−xk
(
ρk−1, xk, ρk
)
− Fα1,...,αn (x1, ..., xn) ≤ 0.
Proof of Lemma B.0.14. Let us ﬁx (u, v) ∈ G(ρ, 2), we shall prove that the map
G : α 7→ 2ρs−2
(
F (s)α (u, ρ) + F
(s)
α (ρ, v)
)
− F (s)α (u, v)
is concave on [0, 1]. For every α ∈ [0, 1] and every x, y ∈ R+,
d2
dα2
F (s)α (x, y) = −s(s− 1)(y − x)2 (αx+ (1− α)y)s−2 .
Thus,
d2G
dα2
(α) = s(s− 1)
(
(v − u)2 (αu+ (1− α)v)s−2
− (ρ− u)2 (αu+ (1− α)ρ)s−2 − (v − ρ)2 (αρ+ (1− α)v)s−2
)
.
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Using the fact that s− 2 ≥ 0,
(v − u)2 (αu+ (1− α)v)s−2 ≤ 2 ((v − ρ)2 + (ρ− u)2)2 (αu+ (1− α)v)s−2
≤ 2(v − ρ)2 (αρ+ (1− α)v)s−2 + 2(ρ− u)2 (αu+ (1− α)ρ2)s−2
≤ 2ρs−2
(
(ρ− u)2 (αu+ (1− α)ρ)s−2 + (v − ρ)2 (αρ+ (1− α)v)s−2
)
.
Hence,
G(α) ≥ inf G = min(G(0), G(1)) = 0.
Proof of Lemma B.0.15. Let α2, ..., αn−1 ∈ [0, 1] such that
n−1∑
k=2
αk ≤ 1 and x ∈ G(ρ, n), for every
α ∈ [0, 1− β],
d2
dα2
(
F
(s)
α,α2,...,αn−1,1−γn−1−α (x1, ..., xn)
)
= −s(s− 1) (xn − x1)2
(
n∑
k=1
αkxk
)s−2
,
and, for every k ∈ {2, ..., n− 1},
d2
dα2
(
F
(s)
α+γk−1,αk,1−γk−α
(
ρk−1, xk, ρk
))
= −s(s− 1)
(
ρk − ρk−1
)2 (
(α+ γk−1) ρk−1 + αkxk + (1− γk − α) ρk
)s−2
.
Hence, denoting
- z1(α) = αx1 + (1− α)ρ,
- zk(α) = (α+ γk−1) ρk−1 + αkxk + (1− γk − α) ρk, for k ∈ {2, ...n− 1},
- zn(α) = (α+ γn−1) ρn−1 + (1− γn−1 − α)xn, and
- Z(α) =
n∑
k=1
αkxk,
we compute and ﬁnd
d2Gρ,s,H
dα2
(α)
= s(s− 1)
[
−H
(
(ρ− x1)2 z1(α)s−2 +
n−1∑
k=2
(
ρk − ρk−1
)2
zk(α)
s−2 +
(
xn − ρn−1
)2
zn(α)
s−2
)
+ (xn − x1)2 Z(α)s−2
]
.
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Using the fact that s− 2 ≥ 0,
(xn − x1)2 Z(α)s−2 ≤ (ρn − 1)2 ρn(s−2).
On the other hand,
(ρ− x1)2 z1(α)s−2 +
n−1∑
k=2
(
ρk − ρk−1
)2
zk(α)
s−2 +
(
xn − ρn−1
)2
zn(α)
s−2 ≥ (ρ− 1)2
n−1∑
k=2
ρ(k−1)s
= (ρ− 1)2 ρs ρ
(n−2)s − 1
ρs − 1 .
Putting the two expressions together leads to the conclusion.
Proof of Lemma B.0.16. In order to prove the lemma, we study the function
U : x 7→ (ρ
x − 1)2 ρx(s−2)
ρ(x−2)s − 1
and show that it is non-decreasing on [4,+∞), and that U(3) ≤ lim
x→+∞U(x). For every x ≥ 4,
U ′(x) =
1(
ρ(x−2)s − 1)2
[
2 (ρx − 1) ρx log ρρx(s−2)
(
ρ(x−2)s − 1
)
+(s− 2) (ρx − 1)2 ρx(s−2) log ρ
(
ρ(x−2)s − 1
)
− sρ(x−2)s log ρ (ρx − 1)2 ρx(s−2)
]
=
(ρx − 1) ρx(s−2) log ρ(
ρ(x−2)s − 1)2
[
2ρx
(
ρ(x−2)s − 1
)
+ (s− 2) (ρx − 1)
(
ρ(x−2)s − 1
)
− s (ρx − 1) ρ(x−2)s
]
=
(ρx − 1) ρx(s−2) log ρ(
ρ(x−2)s − 1)2
[
2ρ(x−2)s − sρx + s− 2
]
.
Let V : r 7→ 2r(x−2)s − srx + s− 2 be deﬁned on [1,+∞). For every r ≥ 1, as x ≥ 4,
V ′(r) = 2s(x− 2)r(x−2)s−1 − sxrx−1 ≥ 0.
Hence V (ρ) ≥ V (1) = 0 and U is non-decreasing on [4,+∞) and, for every x ≥ 4,
U(x) ≤ lim
x→+∞U(x) = ρ
2s.
Moreover, U(3) =
(
ρ3 − 1)2 ρ2s−6 ≤ ρ2s.
221
Proof of Lemma B.0.17. Let us ﬁx (u, v) ∈ G(ρ, 2), we shall prove that the map
G : α 7→ ρs−2
(
F (s)α (u, ρ) + F
(s)
α (ρ, v)
)
− F (s)α (u, v)
is convex on [0, 1]. For every α ∈ [0, 1] and every x, y ∈ R+,
d2G
dα2
(α) = s(s− 1)
(
(v − u)2 (αu+ (1− α)v)s−2
− (ρ− u)2 (αu+ (1− α)ρ)s−2 − (v − ρ)2 (αρ+ (1− α)v)s−2
)
.
Using the fact that s− 2 ≤ 0,
(v − u)2 (αu+ (1− α)v)s−2 ≥ ((ρ− u)2 + (v − ρ)2) (αu+ (1− α)v)s−2
≥ (ρ− u)2 (αu+ (1− α)ρ2)s−2 + (v − ρ)2 (αρ+ (1− α)v)s−2
≥ ρs−2
(
(ρ− u)2 (αu+ (1− α)ρ)s−2 + (v − ρ)2 (αρ+ (1− α)v)s−2
)
.
Hence, G is convex and
G(α) ≤ inf G = max(G(0), G(1)) = 0.
Proof of Lemma B.0.18. Let α2, ..., αn−1 ∈ [0, 1] such that
n−1∑
k=2
αk ≤ 1 and x ∈ G(ρ, n), let us
recall that, for every α ∈ [0, 1− β], using the notation of the proof of Lemma B.0.15
d2Gρ,s,H
dα2
(α)
= s(s− 1)
[
−H
(
(ρ− x1)2 z1(α)s−2 +
n−1∑
k=2
(
ρk − ρk−1
)2
zk(α)
s−2 +
(
xn − ρn−1
)2
zn(α)
s−2
)
+ (xn − x1)2 Z(α)s−2
]
.
Using the fact that s− 2 ≤ 0,
(xn − x1)2 Z(α)s−2 ≥
(
ρn−1 − ρ)2 ρn(s−2) = ρ2 (ρn−2 − 1)2 ρn(s−2).
On the other hand,
(ρ− x1)2 z1(α)s−2 +
n−1∑
k=2
(
ρk − ρk−1
)2
zk(α)
s−2 +
(
xn − ρn−1
)2
zn(α)
s−2 ≤ (ρ− 1)2
n∑
k=1
ρ(k−1)s
= (ρ− 1)2 ρ
ns − 1
ρs − 1 .
This yields the conclusion of the proof by combining the two latter inequalities.
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Proof of Lemma B.0.19. In order to prove the lemma, we study the function
U : x 7→
(
ρx−2 − 1)2 ρx(s−2)
ρxs − 1
and show that it is non-decreasing on [3,+∞). For every x ≥ 3,
U ′(x) =
log ρ
(
ρx−2 − 1) ρx(s−2)
(ρxs − 1)2
[
2ρx−2 (ρxs − 1) + (s− 2) (ρx−2 − 1) (ρxs − 1)− sρxs (ρx−2 − 1)]
=
log ρ
(
ρx−2 − 1) ρx(s−2)
(ρxs − 1)2
[
2ρxs − sρx−2 + s− 2] .
Let V : r 7→ 2rxs − srx−2 + s− 2 be deﬁned on [1,+∞). Then, for r ≥ 1,
V ′(r) = 2xsρxs−1 − (x− 2)sρx−3 ≥ (x+ 2)sρx−3 ≥ 0.
Hence, V (ρ) ≥ V (1) = 0, and U is non-decreasing. Eventually,
inf
n≥3
H(ρ, s, n) = H(ρ, s, 3) =
(ρs − 1) ρ3s−4
ρ3s− 1 .
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