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Abstract 
Human-computer interaction is an important research content of intelligent manufacturing human factor 
engineering. Natural human-computer interaction conforms to the cognition of users' habits and can efficiently 
process inaccurate information interaction, thus improving user experience and reducing cognitive load. 
Through the analysis of the information interaction process, user interaction experience cognition and human-
computer interaction principles in the human-computer interaction system, a cognitive-driven human-computer 
interaction information transmission model is established. Investigate the main interaction modes in the current 
human-computer interaction system, and discuss its application status, technical requirements and problems. 
This paper discusses the analysis and evaluation methods of interaction modes in human-computer system from 
three levels of subjective evaluation, physiological measurement and mathematical method evaluation, so as to 
promote the understanding of inaccurate information to achieve the effect of interaction self-adaptation and 
guide the design and optimization of human-computer interaction system. According to the development status 
of human-computer interaction in intelligent environment, the research hotspots, problems and development 
trends of human-computer interaction are put forward. 
Keywords: Human-computer interaction mode; user experience; design cognition; analysis and evaluation; 
information interaction Introduction. 
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1. Introduction 
Human-Computer Interaction (HCI) is a technical discipline that studies the interaction between users and 
equipment and machines in the working environment. Its goal is to enable machines to help users complete tasks 
and requirements with comfort, high efficiency and security [1,2,3]. Facing the demand for natural human-
computer interaction in the fields of intelligent manufacturing, medical rehabilitation, national protection and 
safety, The study of interactive mode is interdisciplinary, The aim is to make research progress in cognitive-
operational coupling design, multi-modal environment perception and human-computer interaction adaptive 
cooperation, swarm intelligence and distributed human-computer operating system [4,5], The object of human-
computer interaction has also changed from emphasizing three-dimensional sensory modeling design to 
emphasizing immaterial emotional design of human-computer interaction and user experience, which in turn has 
changed the diversity of human-computer interaction media and interaction modes. In recent years, with the in-
depth research of facial recognition, speech recognition, gesture motion recognition, posture recognition and 
other technologies in the field of artificial intelligence [6,7], Traditional human-computer interaction can no 
longer adapt to the efficient transmission of information between human and computer in multi-modal 
intelligent environment, so scholars begin to seek new interaction methods to adapt to the development of new 
technologies in unstructured environment. The current background and development trend show the importance 
of man-machine interaction, There is a lack of research on the form of human-computer interaction in the 
system. Based on the analysis of the research results and development status of human-computer interaction at 
home and abroad, This paper discusses the related concepts of man-machine interaction mode, Based on the 
analysis of the cognitive behavior of users in the process of human-computer interaction, Establishing the 
human-computer interaction information processing model, understanding the function of each interaction form 
in the human-computer interaction system, summarizing the user's experience and cognition in the interaction 
process and analyzing the interaction principles in the application of human-computer interaction mode through 
the analysis of cognitive load and cognitive emotion-driven interaction. This paper expounds different types of 
human-computer interaction modes, and analyzes their application conditions and technologies. From the two 
levels of subjective evaluation and psychological measurement, the analysis and evaluation methods of 
interaction mode in man-machine system are analyzed to guide the design and optimization of man-machine 
interaction system. Finally, the problems, research hotspots and development trends of human-computer 
interaction are put forward. 
2. Information Transmission of Human-Computer Interaction Driven by Cognition 
2.1. Human-computer interaction information transmission process 
The process of human-computer interaction information transmission can be summarized into three stages: 
input, processing and output. In the three stages, what users need to actively participate in is the information 
input stage. Whether the human-computer interaction mode of information input is easy to learn and use, and 
whether it conforms to people's cognitive mode, thus determining the naturalness of user interaction experience 
and ensuring that users have lower cognitive load in the interaction process.  
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People's perception system can be divided into vision, touch, hearing, smell and taste. Through input equipment, 
information input channels can be divided into categories of information input equipment [8], and their 
corresponding relationships are such as vision-camera, touch-pressure sensor, hearing-microphone, smell-smell 
sensor, taste-taste sensor, etc. The response of the machine system to the user's input is the information output, 
and the user can judge whether the interaction is effective, accurate and natural according to the system output. 
The modes of interactive system output information include visual output (such as display screen), auditory 
output (such as sound) and CPU direct response (such as turning on the light). In the study of interactive system 
media, Scholars regard the degree of information feedback as a classification dimension, That is, according to 
the "degree of closeness between input points and output points", Four interactive feedback states are 
summarized: a, complete feedback: the input device is the output device: b, nearby feedback, the output device 
is near the input device: c, environmental feedback, the output can change the environment around the user: d, 
remote feedback, the output is in other positions, such as using remote controller to turn on TV, air conditioner, 
etc. The human-computer interaction information transmission process model is shown in Figure 1 below. 
 
Figure 1: Human-computer interaction information transmission process model 
2.2. Information Transfer User Experience  
(1) Cognitive load 
Cognitive load theory holds that the capacity of human cognitive resources is limited [9]. The main purpose of 
studying cognitive load is to control the capacity of cognitive load that affects work performance to the greatest 
extent in cognitive tasks, so as to optimize users' cognitive state and work conditions, enable users to properly 
and accurately use cognitive resources, and improve job performance and security of interactive systems. As for 
the design research of human-computer interaction cognitive load, scholars at home and abroad have considered 
cognitive mechanism, task environment, information coding and design evaluation. Scholar Cheng Shiwei [10] 
and others proposed a resource model based on distributed cognition to complete the explicit and 
characterization of user cognition and reduce the cognitive overload of users in interactive operation scenarios. 
Lu Lu [11] and other scholars proposed a multi-channel information cognitive processing model integrating 
touch, hearing and vision based on the multi-channel interaction research related to touch. In NASA-TLX 
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situational cognition method, its task load index is a popular technology used to measure subjective 
psychological load [12]. 
(2) Cognitive-emotional drive 
In the process of human-computer interaction, users not only emphasize the final function and ease of use of the 
machine, but also involve more profound connotations such as emotion and culture. Among them, the 
interactive form acts on the user's perception and cognitive level of multiple levels of information analysis. 
These levels will be influenced by many contents such as visual analysis habits, values, psychological cues, etc. 
when controlling users' decisions [13]. At the macro level, users' needs are analyzed according to Masno's needs 
level. At the micro level, human behavior is affected by emotional factors. Scholars divide the responses to 
products derived from emotional factors into the following levels; Instinctive level reaction, behavioral level 
reaction C, reflective level reaction [14]. At the 2019 China Digital Expo, Google's Shadow Art will bring 
gesture interaction to the level of reflection on users' emotional factors, combine technology with traditional 
Chinese culture, and correspond to the shadow play image responded in the gesture library through gesture 
movements. Then the image will enter the digital screen and begin to perform. 
 
Figure 2: Google Shadow Art Gesture Interaction Process 
(3) Task Scenario Drive 
Task context drive is an important impression factor in human-computer interaction information transmission. 
Good and continuous situational awareness drive helps users to make rapid and accurate situational assessment, 
thus enabling efficient decision-making. There are three levels of situational awareness drive: perception, 
comprehension and prediction. Situational perception is directly related to working memory, and people are 
more sensitive to emotional changes. 
2.3. User-centered Human-Computer Interaction Principle  
At the level of human-computer interaction principles, the following four interaction principles are summarized 
in combination with scholars' research [15-21]. 
(1) Principle of capability level  
The general principle of taking the user's background as the design basis conforms to the user's ability level. 
That is, the perception ability, understanding ability, operation ability and working environment of the user 
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group in the process of man-machine operation; Task Requirements, etc. 
(2) Feedback principle  
This principle is manifested in the effectiveness of feedback information, so that users know the results of their 
operations and the current state of the system. That is, the user can know the current operation position and have 
instant feedback, so that the user can know whether the current indication is effective and save the waiting time 
of the user. 
(3) The principle of user control interaction process  
This principle is manifested in the user's physiology and psychology, which meets the user's experience needs. 
Provide users with sufficient freedom of operation so that they can control according to their own wishes; 
Provide user permission to modify; It provides a multi-channel interactive communication layer and provides a 
variety of choices for users at different levels. 
(4) Principles of effectiveness and safety.  
This principle is embodied in helpful design, error-proof design and privacy protection design. Reduce users' 
cognitive resources, provide help prompt information, instruction guidance, difficult help information, etc. The 
human-computer interaction process should include appropriate confirmation prompt information, status prompt 
before return and cancellation, etc. The privacy of user information is considered in many aspects, and effective 
protection mechanisms are provided, such as digital password, fingerprint identification password mode, etc. 
2.4. User-centered Human-Computer Interaction Principle  
The key problem of natural human-computer interaction is the understanding and modeling of human-machine-
environment interaction [6]. The human-computer interaction information processing model is based on the 
human-computer-environment interaction, with the interaction design principle as the limiting factor, and 
integrates the human-computer interaction process, user experience and cognition to guide. The user information 
processing model is expressed as the user processes information and makes feedback actions through the 
information perception system, the user cognition system and the user response system after receiving 
information stimulation. As shown in the figure, in the human-computer interaction information processing 
model, the information perception system is to store the stimulation signal by short-term memory and make 
preliminary judgment after the output information is perceived by the human body through perception channels 
such as vision and hearing. User cognitive system provides design criteria for human-computer interaction 
system design. For example, the information conveyed should be classified and organized according to relevant 
relationships. The user response system requires that the design should minimize the cognitive load caused by 
the conveyed information on people, such as reducing the excessive switching frequency of keyboard and 
mouse keys and reducing useless visual movement of users. 
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Figure 3: User cognitive information process 
3. Types of Human-Computer Interaction Modes and Their Applications 
The interaction modes in natural human-computer interaction can be divided into the following categories: voice 
interaction, gesture interaction, somatosensory interaction, multimodal interaction, line-of-sight tracking 
interaction, brain-computer interaction. 
 
Figure 4: Proportion of Research Categories on Human-Computer Interaction at Home and Abroad in Recent 
Ten Years 
In order to make human-computer interaction closer to human-to-human interaction, human-to-object 
interaction, voice recognition, touch interface, posture interaction, line-of-sight tracking and other interaction 
technologies in the real world, users can obtain more natural and smooth interaction experience and higher work 
efficiency. The above four interactive feedback states are analyzed to classify the outputs of various interactions. 
Table 1 summarizes some representative interactions. 
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Table 1: Representative interaction mode 
Name Input Output Function Settings 
iOS Siri Speech Synthetic Speech 
Screen Text 
Through the microphone voice input, 
through the processor analysis, the real 
user's original sentence or answer on the 
screen, sends out the synthetic voice and 
executes the instruction 
Z-Gloves Hand posture Tactile vibration 
synthetic music  
Screen display 
Operating gloves are equipped with sensors 
to sense changes in posture and tactile 
feedback vibrators, which can be used to 
evaluate hand function. 
Kinect Whole body 
posture 
Screen display Through wide-angle camera, infrared 
architecture optical system to capture the 
user's whole body movement 
Macbook 
Touchpad 
Touch Screen display The tactile sensor can sense the number of 
contacts and touch actions. 
Infrared eye 
movement 
instrument 
Line of sight Screen display Hawking's glasses contain tactile sensors at 
the top right, which can detect the 
movement of their eyeballs. 
BCI Brain wave Action or Screen 
Text 
The user manipulates an entity through 
visual stimuli or ideas 
3.1. Voice Interaction  
Speech interaction depends on speech recognition technology. Speech recognition applications include call 
routing, speech to text, machine manipulation, etc. Guzman and his colleagues [22] believed in 2018 that the 
introduction of voice assistants on mobile devices provides individuals with the first usable and meaningful 
form of artificial intelligence interaction. At present, voice interaction is mainly applied to voice listening level 
and voice control system level.  The application fields at the phonetic dictation level include medical records, 
legal and commercial records, and general word processing. Voice interactive input can help some people with 
physiological defects to better input words or other operations.  The voice control system level can be used in 
industrial manufacturing control, smart home, voice dialing, voice control equipment and many other aspects. 
Graeme [23] and his colleagues 2019 propose that home voice assistants can obtain social benefits from user 
interaction, helping users complete tasks, find information, seek help and process orders. Mccallum M C and 
his colleagues [24] proposed through the "Wizard of Oz" vehicle-mounted interface experiment in 2004 that 
voice interaction can focus the driver's attention and reduce the cognitive load of interaction compared with 
manual operation interface. 
3.2. Body posture interaction  
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Body posture is regarded as a common way of communication. The goals of gesture interaction can be divided 
into two categories: improving user autonomy and initiative; Provide intelligent service of the system. Previous 
studies have taken posture as one of the means of human-computer interaction. From the perspective of human-
computer interaction, posture classification is shown in Table 2. 
Table 2: Human-Computer Interaction Posture Semantics 
Posture Behavior Description Cases 
Indication Pointing action used to identify objects 
or determine spatial orientation. 
Put "that" in "where" 
Control Motion closely associated with the 
object being manipulated 
The traffic police directed the road 
conditions. 
Signal Signal language system using flags, 
lights or arms 
The traffic police motioned pedestrians to 
pass through. 
Sign Language A gesture system based on natural 
language with specific vocabulary and 
grammar. 
The Chinese "Fuel Ceremony" shows 
respect. Nice to meet you 
Gesture Gesture movement used to assist oral 
expression. 
In the study hall, the teacher put his index 
finger in front of his mouth to express his 
silence. 
Carrier technologies used in posture interaction are divided into two categories: wearable/mobile sensing 
technology and computer vision technology. Wearable/mobile sensing technology is better applied in 
controllable environment because its data acquisition is more direct and easier to process. Its carrier equipment 
is such as sensing tie, pendant, bracelet, glove, Google Glass, etc. The sensing glove is shown in Fig. 5. In its 
posture interaction, three types of information need to be sensed: shape change, translation and rotation motion, 
azimuth and distance. Computer vision technology is that the system perceives body movements through 
electromagnetic waves. The key step is motion capture, and the principles used can be divided into three 
categories: acoustics, electromagnetism and optics. The cost of the acoustic system is relatively low, the 
electromagnetic motion capture technology is relatively mature, and it can capture six dimensions and all-round 
motion information. The optical system can capture three free dimensions of motion information, while the 
rotation and orientation of shoulders, elbows, knees and other joints need to be calculated from the position data 
of multiple labels. Rafik Gouiaa and his colleagues [25] proposed a shadow-based multi-view system for human 
posture recognition in 2016, using cameras and infrared light sources to recognize human posture. Boulay B and 
other scholars [26] proposed to use three-dimensional human body model to recognize the user's posture and 
extract feedback information. 
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Figure 5: Sensing Gloves and Computer Motion Capture Recognition 
3.3. Gesture interaction  
Gesture recognition system can convert user behavior actions into information instructions. Gesture recognition 
technology has changed the form of human-computer interaction in terms of physical and mechanical properties, 
so that there is no need for transmission media in the process of human-computer interaction, and it has the 
operational characteristics of 3D, liberalization, visualization, etc. [27]. Kim H and his colleagues [28] 
mentioned in a 2005 study that the interface of human-computer interaction gestures is more intuitive than that 
of mouse operation, and allows inexperienced users to operate directly without too much training. Rahman A 
and his colleagues [29] believe that interaction with the comfort function of the car can be realized without 
moving the line of sight away from the road. Barros and his colleagues [30] believe that gestures can be used to 
help elderly people interact with electronic devices more easily.  There are two types of work classifications in 
gesture interactive multi-touch: one is to obtain multi-touch signal at the same time; The other is to judge the 
conveying meaning of each point signal. Through the action combination of multiple fingers on the touch screen, 
interactive operation that makes it quick and conforms to the user's habit tendency can be realized, as shown in 
FIG. 6. 
 
Figure 6: Finger movement combination 
The development trend of gesture recognition technology has the following two points: more miniature and 
convenient motion capture equipment; More accurate motion information can be effectively sensed and 
recognized. The development of Kinect and LEAP sensors [31,32] has realized a simpler implementation. 
Details such as learners' finger motion tracks will be accurately sensed and effectively recognized. Scholar 
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Bruce Lee used Kinect equipment to realize gesture recognition and Unity 3D software to complete 3D 
modeling, and developed a teaching system of virtual human anatomy [33]. 
3.4. Tactile perception interaction  
The principle of tactile perception interaction is to make interaction more natural and tend to the best experience 
cognition of users by simulating human body mechanism, force response information and confrontation force 
with entity interaction. Skinput, developed by Carnegie Mellon University and Microsoft, uses a wearable 
projection device for human arms to project an operation keyboard or screen image onto the arms, uses a tactile 
sensing system to sense vibrations of different frequency levels, and converts the vibration frequencies into 
operation information [34]. Carnegie Mellon University and Disney developed TeslaTouch system, which 
brings users the cognitive experience of touching real objects based on the principle of electrical vibration. 
When users manipulate objects through different behaviors and actions on the touch screen, the system 
generates tactile effects such as convex, concave and texture imitating the solid surface [35]. When applied to 
barrier-free design, tactile interaction can bring convenience to users with mobility disorders. Professor Lu 
Xiaobo of Tsinghua Academy of Fine Arts, starting from the blind's demand for electronic tactile images, 
summarized and put forward the design criteria for tactile images for the blind [36]. The practicality of tactile 
cane is its widely practical mobile device [37]. In the field of safety prevention, Rosario HD and his colleagues 
[38] applied tactile pedal design to the driving simulation cabin in 2010, with warning of vibration and tactile 
frontal collision. After tests, it is found that tactile stimulation is more effective than visual signals and can be 
used to develop effective and safe warning systems in vehicles. 
3.5. Line of sight tracking and input 
The interaction between line of sight tracking and input is also called eye-machine interaction. This technology 
is a man-machine interaction mode based on bioelectric signals. The technical theory is based on visual buffer 
processing theory and eye movement theoretical model. The three basic modes of eye movement are gaze, 
saccade and follow [39]. Eye posture recognition technology is an important link in eye-machine interaction 
technology. The basic eye movement modes of users are eye movement modes (up, down, left, right), blinking 
mode, staring mode and scanning mode. Technologies used to detect eye movements include search coils, 
infrared eye vision, video-based eye movement tracking and electroophthalmography (EOG), among which 
EOG system is non-invasive, easier to operate, and more accurate and reliable in collecting signals [40].  Eye 
movement recognition technology is used in the notebook computer configuration system jointly developed by 
Tobii and Lenovo. The system combines infrared light and camera to capture the reflected light of user's vision, 
calculates the region of interest being watched through software, and uses the feedback information to input 
instructions for control. At the barrier-free design level, Julius Sweetland has developed computer software 
controlled by eye movements, which enables users with physical disabilities or language disorders to control 
computers and input characters. Soltani S and his colleagues [56] developed an EOG-based wearable system in 
2016, which enables people with dyskinesia to operate computers and type through eye movements, and 
developed a typing system with an interface as shown in Figure 7 [41]. 
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Figure 7: Eye Movement Typing System Interface 
3.6. Brain-computer interaction 
BCI in brain-computer interaction can accept the user's cranial nerve signals and use algorithm programs to 
convert the feedback signals into actions, that is, cognition controls the user's behavior. The flow of BCI 
interactive information transmission is: acceptance, decoding, coding and feedback. The specific operation is to 
convert the information into machine actions by receiving signals from functional corresponding neurons and 
using computer chips and programs.  At present, the non-invasive BCI model changes the traditional BCI model 
of the mechanical device implanted in the brain and controls the device as the natural part of its body 
representation. The non-invasive BCI mode maps the EEG signal of the user at the visual stimulation or motion 
imagination level stage into the control information of the external device. The University of Minnesota 
research team uses non-invasive BCI to enable users to control entities through cognition, such as manipulating 
robotic arms to grab and place entities [42]. Scholars Fu Yunfa and his colleagues [43] BCI based on SSVEP 
or mixed with motion imagination is applied to fine control of robot direction, and lays a certain foundation for 
direct BCI control of robot technology to be put into practical application. Scholars Zhang Yi and his 
colleagues [44] extracted the user's control intention through EEG signals in barrier-free design, and proposed 
an intelligent wheelchair human-computer interaction method based on EEG/wave. EEG signals are used to 
operate the wheelchair to move forward, and EEG signals control the intelligent wheelchair to turn left and 
right, thus realizing the control of the wheelchair's movement direction due to dyskinesia. 
 3.7. Multimodal interaction 
Multimodal interaction is also called multi-channel interaction. The multi-channel perceptual coupling 
mechanism follows the natural interaction principle of "user-centered". As the information input of a single 
channel will lead to the problems of fuzzy information received by sensors and inaccurate identification, multi-
channel fusion will increase the accuracy of information conveyed by users [45]. When performing multi-mode 
interaction, users can use two or more coordinated combined input modes for input, such as hearing + vision 
[46,47], vision + touch [48,49], vision + smell [50], etc.  Yongda D and his colleagues [51] conducted a multi-
modal human-computer interaction research based on voice and gesture in 2018, and designed a robot control 
command system in the interface, which can convert the user's voice and gesture into commands that the robot 
can execute. Marcos S and his colleagues [52] proposed an interactive virtual head for human-computer 
interaction and social robots in 2010. It adopts multi-modal interaction method, integrates speech synthesis and 
face visual recognition and tracking functions, and is used in the electromechanical head of social robots. The 
application fields of multi-mode system are very wide, including environmental space, mobile computing, virtual 
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environment, art, applications for the disabled and applications in public/private space [53]. Lamia Gaouar 
and his colleagues [64] developed a three-dimensional interactive virtual reality environment with natural 
interactive interface in 2018, and moved the 3D Graph Explorer plug-in to realize multi-modal interactive 
scenes. Fernandez Montenegro J M and his colleagues [55] improved the cognitive ability of patients with 
Alzheimer's disease and effectively delayed Alzheimer's disease by studying multi-modal human-computer 
interactive puzzle games of vision, hearing and touch. Wang Yanxin and others designed a human-robot 
interaction system based on mixed line of sight-brain-computer interface and shared control in 2018, So that 
users can continuously control the motion of the robot end in two-dimensional space through visual stimulation 
and motion imagination, and obtain the assistance of machine intelligence in avoiding obstacles and completing 
the target with high precision. 
4. Methods of analysis and evaluation 
Effectiveness evaluation of human-computer interaction mode can be studied from user cognition and work 
efficiency evaluation. A large number of researches have been done at home and abroad. Human-computer 
interaction usability evaluation methods can be divided into subjective evaluation method, physiological 
measurement method and mathematical evaluation method. 
4.1. Subjective evaluation method 
Subjective evaluation indicators include user comprehensibility, learnability, user satisfaction, etc. Mathematical 
methods and models are supplemented in the process of determining the weight of evaluation indexes, such as 
grey theory analysis, cluster analysis, fuzzy mathematics and analytic hierarchy process. In the subjective 
evaluation method, scholar Tao Nin [56] designed and evaluated the interface graphic menu of interactive 
gestures. Scholars Hayrettin and others evaluated the interactive experience and methods of users in the game. 
Scholars Yan Shengyuan and others [57] optimized the usability of human-computer interaction interface and 
proposed a subjective evaluation method based on grey system theory. 
4.2. Physiological measurement method 
At present, there are two physiological evaluation methods for the usability evaluation of human-computer 
interaction mode: eye movement tracking and EEG. These two technologies have become the focus and hotspot 
of research at home and abroad. The usage scenario of the equipment is shown in Figure 9, with EEG 
experiment on the left and eye movement experiment on the right.  In eye movement technology, the evaluation 
of human-computer interaction interface needs to go through the following four steps: interactive task 
information extraction, eye movement signal information collection, processing detection data, and usability 
feature analysis. Scholars Christer Ahlstrom and others used eye movement technology to test drivers' 
drowsiness while driving, thus improving the alarm.  In EEG detection technology, New Delhi IT Institute has 
proposed a method to measure users' cognitive load by using EEG signal power spectrum. Its purpose is to 
coordinate feedback information in human-computer interaction with barrier-free operation of demand and 
matching resources, and to comprehensively analyze the internal and external representations of cognitive 
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process. Scholar Shen Qingyang [59] established a human-computer interaction design method based on ERP 
threshold by using EEG scientific research, which provides scientific and reliable theoretical support for design 
researchers to carry out interface design. 
 
Figure 8: EEG equipment and eye movement equipment 
4.3. Mathematical evaluation method 
In the mathematical evaluation method of human-computer interaction mode, scholars at home and abroad have 
carried out a large number of scientific researches and made theoretical support. Common mathematical 
evaluation methods include: artificial neural network method, Delphi method, fuzzy theory method, analytic 
hierarchy process, grey correlation analysis method, grey system theory, principal component analysis method 
and cluster analysis method. Scholar Su Weihua [60] made a comprehensive analysis and summary of these 
mathematical evaluation methods. Scholars Negri P and his colleagues [61] used genetic algorithm to design 
bare hand posture recognition algorithm in VR human-computer interaction system. Scholar Yan Shengyuan [57] 
used particle swarm optimization algorithm to optimize the layout of man-machine interface in the actual 
evaluation of interface and products by mathematical methods. Due to the different research contents of 
different methods, the qualitative and quantitative methods should be adopted to evaluate the practical effect of 
human-computer interaction mode, so as to reduce the low accuracy of subjective evaluation and ensure high 
reliability and validity in the selection of human-computer interaction mode. 
5. Recommendations 
According to previous studies, suggestions are made to conduct in-depth discussions on the following issues 
 (1) User Behavior Level  
People's actions are more casual and have vague meanings, so the recognition of actions and inaccurate 
information by computer vision are not accurate enough, and the workload of correcting, processing and 
restoring massive data in the later period is also large.  
(2) Interactive technology  
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At present, the natural interaction mode is highly dependent on the performance of each sensor. The accuracy 
rate of information fusion of sensors is low. The tracking error and interaction delay of information greatly 
affect the interaction performance. The interaction technology needs to be further improved to solve the 
efficiency of information recognition processing. In the user experience, wearable devices will make the virtual 
tactile perception have a certain gap from the real tactile perception.  
(3) Security issues  
The output of human behavior information needs to be further guaranteed at the security level. For example, in 
speech recognition, personal privacy issues need to be screened for security processing. 
6. Conclusion 
The development trend of human-computer interaction is gradually moving towards the level of human-
computer integration. First of all, machines and equipment can naturally interact with the environment and users 
and independently adapt to complex dynamic working environment and cooperate with each other. Secondly, 
the demand for human-computer natural interaction is gradually increasing in the fields of intelligent 
manufacturing, medical rehabilitation and national defense security. Therefore, it is necessary to carry out 
research on human-computer interaction theory and design methods that integrate human-computer-
environment. Finally, human-computer interaction needs to make innovative information research progress in 
multi-modal environment perception, human-computer mutual adaptation and cooperation, swarm intelligent 
interaction operating system, etc. through multi-disciplinary cross-integration. At the theoretical level, 
researchers need to invest more efforts in the thinking factors, design principles and usability under the multi-
modal perception and situational understanding, and the behavioral intention and human-computer natural 
interaction based on biological signals. At the technical level, aiming at the demand of large and complex 
component manufacturing in key industries for production mode and equipment innovation, the information 
drive of human-computer interaction design perception and multi-sensory channel is studied. It is convenient for 
the design of human-computer integrated robots, solves the natural interaction problems of living body drive, 
perception, natural human-computer interaction optimization, neural perception and control, and innovates the 
application of polymorphic distributed human-computer interaction operating systems.  Human-computer 
interaction research has been exploring more natural and efficient interaction methods. After years of research, 
remarkable progress has been made and shows a vigorous development trend. We believe that the development 
of new human-computer interaction will bring more new ideas and appear in front of people in a brand-new, 
more natural and efficient way. 
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