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Abstract: We introduce a Gray map from F2m + uF2m to F
2m
2 and study (1 + u)-constacyclic codes over F2m +
uF2m ,where u
2 = 0. It is proved that the image of a (1+u)-constacyclic code length n overF2m+uF2m under the
Gray map is a distance-invariant quasi-cyclic code of indexm and length 2mn over F2.We also prove that every
code of length 2mnwhich is the Gray image of cyclic codes overF2m+uF2m of lengthn is permutation equivalent
to a binary quasi-cyclic code of indexm. Furthermore, a family of quantum error-correcting codes obtained from
the Calderbank-Shor-Steane (CSS) construction applied to (1 + u)-constacyclic codes over F2m + uF2m .
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1 Introduction
Codes over finite rings have been paid much attention from the 1990s since the landmark paper [1] showed
that certain nonlinear binary codes are images of linear codes over Z4 under the Gray map. Constacyclic codes
play a significant role in the theory of error-correcting codes, which can be efficiently encoded using shift regis-
ters. Constacyclic codes, such as cyclic and negacyclic codes, over various types of finite rings have been studied.
Constacyclic codes over finite commutative rings were first introduced by Wolfmann in [2], where it was proved
that the binary image of a linear negacyclic code over Z4 is a binary cyclic code (not necessarily linear). Later,
Ling and Blackford [3] extended some results in [2] to the ring Zpk+1 . Dinh and Permouth [4] gave structure
theorems for cyclic and negacyclic codes over finite chain rings.
In recent years, many papers have been published dealing with codes over polynomial residue rings. Codes
over polynomial residue rings were first introduced by Bachoc in [5]. They are shown to be connected to lattices
and have generated interest among coding theorists since then. Cyclic codes and self-dual codes over F2 + uF2
were given by Bonnecaze and Udaya [6]. Some results about cyclic codes over F2 + vF2 were given by Zhu et
al. [7]. Type II codes over F2 + uF2 were given by Dougherty et al.[8], then type II codes over F2m + uF2m
were studied by Betsumiya et al. [9]. Constacyclic codes over polynomial residue rings have been received much
attention. Qian et al. [10] generalized the main results of [2] to the ring F2+uF2. Amarra and Nemenzo [11] gen-
eralized the results of [10] to the setting of (1− u)-cyclic codes over Fpk + uFpk . Abualrub and Siap [12] studied
(1 − u)-constacyclic codes of arbitrary length over F2 + uF2. Dinh [13] gave the structure of constacyclic codes
of length 2s over Galois extension rings of F2 + uF2. Karadenniz and Yildiz [14] studied (1 + v)−constacyclic
codes over F2+uF2+vF2+uvF2.Kai et al.[15] studied (1+u)− constacyclic codes over F2+uF2+vF2+uvF2.
In this paper, we focus on codes over the ring F2m +uF2m , where u
2 = 0. As we know, Amarra and Nemenzo
[11] have already studied (1 − u)-cyclic codes over Fpk + uFpk . The ring F2m + uF2m is just a special ring of
Fpk + uFpk . However, in the paper of Amarra and Nemenzo, the authors discussed (1 − u)-cyclic codes by the
homogeneous weight over Fpk +uFpk . In this paper, we investigate (1+u)-constacyclic codes over F2m +uF2m
by the Lee weight. Therefore, the Gray map in this paper is different from theirs, so our results obtained in this
paper is also not a special case of theirs. We define a Gray map from F2m + uF2m to F
2m
2 and prove that the
image of a (1+u)-constacyclic code of odd length n over F2m +uF2m under the Gray map is a distance-invariant
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Project of Anhui Province (No. KJ2018A0497), National Natural Science Foundation of China (Nos. 61772168 and 61572168).
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quasicyclic code of index m and length 2mn over F2. We also prove that every code of length 2mn which is
the Gray image of cyclic codes over F2m + uF2m of length n is permutation equivalent to a binary quasi-cyclic
code of index m. Furthermore, we construct a family of quantum error-correcting codes by taking advantage of
(1 + u)-constacyclic codes of odd length over F2m + uF2m .
2 Preliminaries
Let F2m be the finite field with 2
m elements. Let R be the commutative ring F2m + uF2m = {a+ ub | a, b ∈
F2m} with u
2 = 0. Then R is a local ring with a maximal ideal given by {0, u}; the set of inversible elements is
{a+ ub | a 6= 0}; the residue field is F2m . Addition in R is given by (a+ bu) + (c+ du) = (a+ c) + (b + d)u
and multiplication is given by (a + bu)(c + du) = ac + (ad + bc)u where a, b, c, d ∈ F2m . A code of length
n over R is a nonempty subset of Rn, and a code is linear over R if it is an R-submodule of Rn. Given n-
tuple x = (x1, x2, · · · , xn), y = (y1, y2, · · · , yn) ∈ R
n, the dual of the code C, denoted by C⊥, is defined by
C⊥ = {y ∈ Rn |
∑
xiyi = 0 for all x ∈ C}. A code C of length n overR is called dual-containing if C
⊥ ⊆ C,
and it is called self-dual if C = C⊥. Two codes are permutation equivalent if one can be obtained from the other
by permuting the coordinates. Any code over R is permutation equivalent to a code C with generator matrix of
the form:
G =
(
Ik1 A B
0 uIk2 uD
)
,
where B is a matrix over R and A, D are F2m matrices. Then C is an abelian group of type (4
m)k1(2m)k2 , C
contains 22mk1+mk2 codewords, and C is a free R-module if and only if k2 = 0.
Let C be a code of length n over R and P (C) be its polynomial representation, i.e.,
P (C) =
{
n−1∑
i=0
cix
i | (c0, c1, . . . , cn−1) ∈ C
}
.
Let σ and ν be maps from Rn to Rn given by
σ(c0, c1, . . . , cn−1) = (cn−1, c0, . . . , cn−2),
and
ν(c0, c1, . . . , cn−1) = ((1 + u)cn−1, c0, . . . , cn−2),
respectively. Then C is said to be cyclic if σ(C) = C and (1 + u)-constacyclic if ν(C) = C. A code C of
length n over R is cyclic if and only if P (C) is an ideal of R[x]/〈xn − 1〉 and a code C of length n over R is
(1 + u)-constacyclic if and only if P (C) is an ideal of R[x]/〈xn − (1 + u)〉. Throughout this paper, we assume
that the length n of (1 + u)-constacyclic codes is odd.
3 Lee weights of linear codes and Gray map over F2m + uF2m
Linear codes over the ringR were studied [9, 16]. In that work, the authors used the notion of a trace orthogo-
nal basis to define the Lee weight over this ring. Now, we first give the definition of Trace Orthogonal Basis, then
we give the definition of the Lee weight for the elements of R.
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Definition 3.1[9,16]. Let B = {α1, α2, · · · , αm} be a basis for F2m over F2. We call that B is a trace orthogonal
basis (TOB), if we have
Tr(αi · αj) =
{
0, if αi 6= αj ,
1, if αi = αj ,
where Tr is the usual Trace function from F2m to F2.
Definition 3.2[9,16]. Let B = {α1, α2, · · · , αm} be a TOB of F2m over F2. Then for x = x1α1 + x2α2 + · · · +
xmαm ∈ F2m , the Lee weight of x with respect to the basis B, denoted by wL(x), is defined to be the number of
x,is that are non-zero. The Lee weight wL of a + ub ∈ R is defined to be the sum of the Lee weight of b and that
of a+ b, i.e., wL(a+ ub) = wL(b, a+ b).
Define the Lee weight of a codeword c = (c0, c1, . . . , cn−1) ∈ R
n to be the rational sum of the Lee
weights of its components, i.e., wL(c) =
∑n−1
i=0 wL(ci). For any c1, c2 ∈ R
n, the Lee distance dL is given
by dL(c1, c2) = wL(c1 − c2). The minimum Lee distance of C is the smallest nonzero Lee distance between all
pairs of distinct codewords of C. The minimum Lee weight of C is the smallest nonzero Lee weight among all
codewords ofC. IfC is linear, then the minimumLee distance is the same as the minimum Lee weight. The Ham-
ming weight w(c) of a codeword c is the number of nonzero components in c. The Hamming distance d(c1, c2)
between two codewords c1 and c2 is the Hamming weight of the codeword c1 − c2. The minimum Hamming
distance d of C is defined asmin{d(c1, c2)|c1, c2 ∈ C, c1 6= c2}.
Now we give the definition of the Gray map on Rn. Observe that any element c ∈ R can be expressed as
c = r + uq, where r = r0α1 + r1α2 + · · · + rm−1αm, q = q0α1 + q1α2 + · · · + qm−1αm ∈ F2m . The Gray
map Φ : R → F2m2 is given by Φ(c) = (q0, q1, . . . , qm−1, r0 + q0, r1 + q1, . . . , rm−1 + qm−1). This map can be
extended to Rn in a natural way:
Φ : Rn → F2mn2
(c0, c1, . . . , cn−1) 7→ (q0,1, . . . , q0,m, . . . , qn−1,1, . . . , qn−1,m,
r0,1 + q0,1, . . . , r0,m + q0,m, . . . , rn−1,1 + qn−1,1, . . . , rn−1,m + qn−1,m)
where ci = ri+uqi with ri = ri,1α1+ri,2α2+· · ·+ri,mαm, qi = qi,1α1+qi,2α2+· · ·+qi,mαm for 0 ≤ i ≤ n−1.
It is clear that Φ preserves linearity of codes. The following property of the Gray map is obvious from the
definitions.
Proposition 3.3. The Gray map Φ is a distance-preserving map from (Rn, Lee distance) to (F2mn2 , Hamming
distance) and it is also F2-linear.
4 Gray images of (1 + u)-constacyclic codes over F2m + uF2m
Let σm be the map from F2mn2 to F
2mn
2 given by
σm(a) = (a(2n−1)|a(0)| · · · |a(2n−2)),
where a(i) ∈ (F2)
m, for all i = 0, 1, . . . , 2n− 1, and | denotes the usual vector concatenation. Let C be a code of
length 2mn over F2, if σ
m(C) = C, then the code C is said to be a quasi-cyclic code of indexm.
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Proposition 4.1. Let ν denote the (1 + u)-constacyclic shift of Rn and σ the cyclic shift of F2mn2 . Let Φ be the
Gray map of Rn into F2mn2 . Then Φν = σ
mΦ.
Proof. Let c = (c0, c1, . . . , cn−1) ∈ R
n, where ci = ri + uqi with ri = ri,1α1 + ri,2α2 + · · · + ri,mαm,
qi = qi,1α1 + qi,2α2 + · · ·+ qi,mαm for 0 ≤ i ≤ n− 1. From the definition of the Gray map, we obtain
Φ(c) = (q0,1, . . . , q0,m, . . . , qn−1,1, . . . , qn−1,m, r0,1 + q0,1, . . . ,
r0,m + q0,m, . . . , rn−1,1 + qn−1,1, . . . , rn−1,m + qn−1,m).
Hence
σm(Φ(c)) = (rn−1,1 + qn−1,1, . . . , rn−1,m + qn−1,m, q0,1, . . . , q0,m, . . . , qn−1,1, . . . ,
qn−1,m, r0,1 + q0,1, . . . , r0,m + q0,m, . . . , rn−2,1 + qn−2,1, . . . , rn−2,m + qn−2,m).
On the other hand
ν(c) = ((1 + u)cn−1, c0, . . . , cn−2)
= (rn−1 + u(rn−1 + qn−1), r0 + uq0, . . . , rn−2 + uqn−2).
We can deduce that
Φ(ν(c)) = (rn−1,1 + qn−1,1, . . . , rn−1,m + qn−1,m, q0,1, . . . , q0,m, . . . , qn−1,1, . . . ,
qn−1,m, r0,1 + q0,1, . . . , r0,m + q0,m, . . . , rn−2,1 + qn−2,1, . . . , rn−2,m + qn−2,m).
Therefore
Φν = σmΦ.
Theorem 4.2. A linear code C of length n over R is a (1 + u)-constacyclic code if and only if Φ(C) is a quasi-
cyclic code of indexm and length 2mn over F2.
Proof It is an immediate consequence of Proposition 4.1.
Consequently, we can obtain the following corollary.
Corollary 4.3. The Gray image of a (1 + u)-constacyclic code of length n over R under the Gray map Φ is a
distance-invariant a linear quasi-cyclic code of indexm and length 2mn over F2.
Proof Suppose that C is a (1 + u)-constacyclic code. Then, by Proposition 4.1, we get
σmΦ(C) = Φν(C) = Φ(C).
Hence, Φ(C) is a quasi-cyclic code of indexm.
Conversely, if Φ(C) is a quasi-cyclic code of indexm, then, by Proposition 4.1, we obtain
Φν(C) = σmΦ(C) = Φ(C).
It follows that ν(C) = C. ✷
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5 Gray images of cyclic codes over F2m + uF2m of odd length
Note that (1 + u)n = 1 + u if n is odd and (1 + u)n = 1 if n is even. We will study the properties of
(1 + u)-constacyclic codes of odd length in this section. First, we give some definitions.
Define the map µ as
µ : R[x]/(xn − 1) → R[x]/(xn − (1 + u)),
c(x) 7→ c((1 + u)x).
We know that if n is odd, then µ is a ring isomorphism. Hence I is an ideal of R[x]/(xn − 1) if and only if µ(I)
is an ideal of R[x]/(xn − (1 + u)).
Consequently, µ¯ is the map
µ¯ : Rn → Rn,
(c0, c1, . . . , cn−1) 7→ (c0, (1 + u)c1, . . . , (1 + u)
n−1cn−1).
Hence, we get the following theorem.
Theorem 5.1. The set C ⊆ Rn is a cyclic code if and only if µ¯(C) is a (1 + u)-constacyclic code.
Let c = (c0, c1, . . . , cn−1) ∈ R
n, where ci = ri + uqi with ri = ri,1α1 + ri,2α2 + · · · + ri,mαm, qi =
qi,1α1 + qi,2α2 + · · ·+ qi,mαm for 0 ≤ i ≤ n− 1, and
Φ(c) = (q0,1, . . . , q0,m, . . . , qn−1,1, . . . , qn−1,m, r0,1 + q0,1,
r0,m + q0,m, . . . , rn−1,1 + qn−1,1, . . . , rn−1,m + qn−1,m).
In the following, we simply denote
Φ(c) = (c〈0〉, c〈1〉, . . . , c〈n−1〉, c〈n〉, c〈n+1〉, . . . , c〈2n−1〉),
where c〈i〉 = (qi,1, qi,2, . . . , qi,m); c〈n+i〉 = (qi,1 + ri,1, qi,2 + ri,2, . . . , qi,m + ri,m), for 0 ≤ i ≤ n− 1.
Definition 5.2. Let τ be the following permutation of {〈0〉, 〈1〉, . . . , 〈2n− 1〉} with n odd:
τ = (〈1〉, 〈n+ 1〉)(〈3〉, 〈n+ 3〉) · · · (〈2i+ 1〉, 〈n+ 2i+ 1〉) · · · (〈n− 2〉, 〈2n− 2〉).
The Nechaev permutation is the permutation pi of F2mn2 defined as
pi⊗m(c) = (cτ(〈0〉), cτ(〈1〉), . . . , cτ(〈2n−1〉)).
Theorem 5.3. Φµ¯ = pi⊗mΦ.
Proof Let c = (c0, c1, . . . , cn−1) ∈ R
n, where ci = ri + uqi with ri = ri,1α1 + ri,2α2 + · · · + ri,mαm,
qi = qi,1α1 + qi,2α2 + · · ·+ qi,mαm for 0 ≤ i ≤ n− 1. Then
Φ(c) = (c〈0〉, c〈1〉, . . . , c〈n−1〉, c〈n〉, c〈n+1〉, . . . , c〈2n−1〉).
On the other hand
µ¯(c) = (c0, (1 + u)c1, . . . , (1 + u)
n−1cn−1),
Φ(µ¯(c)) = (s〈0〉, s〈1〉, . . . , s〈n−1〉, s〈n〉, s〈n+1〉, . . . , s〈2n−1〉),
then for 0 ≤ j ≤ n− 1
if j is even, then s〈j〉 = (qj,1, qj,2, . . . , qj,m), s〈n+j〉 = (qj,1 + rj,1, qj,2 + rj,2, . . . , qj,m + rj,m);
if j is odd, then s〈j〉 = (qj,1 + rj,1, qj,2 + rj,2, . . . , qj,m + rj,m), s〈n+j〉 = (qj,1, qj,2, . . . , qj,m). Therefore
pi⊗mΦ(c) = Φµ¯(c). ✷
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From Theorem 5.3, the following corollary can be obtained.
Corollary 5.4. Let C˜ is the Gray image of cyclic codes of length n overR. Then C˜ is equivalent to a quasi-cyclic
code of indexm and length 2mn over F2.
Proof From Theorem 5.1, a codeC is a cyclic code overR if and only if µ¯(C) is a (1+u)-constacyclic codes.
From Theorem 4.2, the code is cyclic if and only if its Gray image is a quasi-cyclic code of indexm over F2, that
is, pi⊗mΦ(C) is a quasi-cyclic code of indexm over F2. ✷
Now, we give an example to illustrate the above results as follows. Comparing with the known binary linear
code in Ref. 17, our obtained binary linear codes are optimal.
Example 5.5. Let F4 = {0, 1, ω, ω
2 = 1 + ω}. Consider (1 + u)-constacyclic codes over F4 + uF4 of length
n = 3. Note
x3 − 1 = (x+ 1)(x+ ω)(x+ ω2).
Applying the map µ : x 7→ (1 + u)x, we obtain
x3 − (1 + u) = (x+ 1 + u)(x+ ω(1 + u))(x+ ω2(1 + u)) = f(x)g(x)h(x).
Let C1 be the (1 + u)-constacyclic codes over F4 + uF4 of length 3 with generator polynomial
C1 = 〈uf(x)g(x)〉.
The Gray image Φ(C1) is a [12, 2, 8]- binary linear codes, which is an optimal code.
Let C2 be the (1 + u)-constacyclic codes over F4 + uF4 of length 3 with generator polynomial
C2 = 〈f(x)g(x), uf(x)h(x)〉.
The Gray image Φ(C2) is a [12, 6, 4]-binary linear code, which is an optimal code.
Now, we consider (1 + u)-constacyclic codes over F4 + uF4 of length n = 5. Note
x5 − 1 = (x+ 1)(x2 + ωx+ 1)(x2 + ω2x+ 1).
Applying the map µ : x 7→ (1 + u)x, we obtain
x5 − (1 + u) = (x+ 1 + u)((1 + u)x2 + ωx+ 1 + u)((1 + u)x2 + ω2x+ 1 + u) = f(x)g(x)h(x).
Let C be the (1 + u)-constacyclic codes over F4 + uF4 of length 5 with generator polynomial
C = 〈f(x)g(x), uf(x)h(x)〉.
The Gray image Φ(C) is a [20, 12, 4]-binary linear code, which is an optimal code.
6 An Application to (1 + u)-constacyclic codes over the ring R
Quantum error-correcting codes play an important role not only in quantum communication but also quantum
computation[18]. Many good quantum error-correcting codes have been constructed by using codes over finite
rings([19-24]). As an application of the previous results, we will construct a family of quantum error-correcting
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codes by taking advantage of the Calderbank-Shor-Steane (CSS) construction applied to (1 + u)-constacyclic
codes of odd length n over R = F2m + uF2m .We first give the following definitions and notations.
Let f(x) = akx
k + ak−1x
k−1 + · · · + a0 be a polynomial in R[x], where a0 is an invertible element in R.
Define the reciprocal polynomial of f(x) as f∗(x) = a−10 x
kf(x−1), i.e., f∗(x) = xk + b1x
k−1 + · · · + bk,
where bi = a
−1
0 ai, for all i = 1, 2, . . . , k. Obviously, (f
∗(x))∗ = f(x) and (f(x)g(x))∗ = f∗(x)g∗(x). Let
C be a cyclic code of length n over R. Then, there are unique monic polynomials f(x), g(x) and h(x) such that
C = 〈f(x)h(x), uf(x)g(x)〉, where f(x)g(x)h(x) = xn − 1 and |C| = 2m(2deg(g(x))+deg(h(x))). Moreover,
C⊥ = 〈g∗(x)h∗(x), ug∗(x)f∗(x)〉 and |C⊥| = 2m(2deg(f(x))+deg(h(x))) [4]. It is known that the map µ is a ring
isomorphism in Section 5. Therefore, every (1 + u)-constacyclic code C has similar results as in the Ref. [4].
Theorem 6.1. Let C be a (1 + u)-constacyclic code over R of length n. Then there exists a unique family of
monic pairwise coprime polynomials f(x), g(x), h(x) in R[x] such that f(x)g(x)h(x) = xn − (1 + u) and
C = 〈f(x)h(x), uf(x)g(x)〉
with |C| = 2m(2deg(g(x))+deg(h(x))). Moreover,
C⊥ = 〈g∗(x)h∗(x), ug∗(x)f∗(x)〉
with |C⊥| = 2m(2deg(f(x))+deg(h(x))).
Now we obtain a sufficient and necessary condition for the existence of dual-containing cyclic codes over R
by using generator polynomials of (1 + u)-constacyclic codes over R. The following Theorem is improved the
main result (Theorem 4.2) in Ref.23.
Theorem 6.2. Let C be a (1 + u)-constacyclic code over R of length n. Then there exists a unique family of
monic pairwise coprime polynomials f(x), g(x), h(x) in R[x] such that f(x)g(x)h(x) = xn − (1 + u) and
C = 〈f(x)h(x), uf(x)g(x)〉 .
Then C⊥ ⊆ C if and only if f(x) divides g∗(x).
Proof. By Theorem 6.1, we have
C⊥ = 〈g∗(x)h∗(x), ug∗(x)f∗(x)〉 .
If C⊥ ⊆ C, then there exists a(x) ∈ F2m [x] such that g
∗(x)h∗(x) = f(x)h(x)a(x). Then g∗(x)h∗(x)g(x)
= f(x)g(x)h(x)a(x) = −f∗(x)g∗(x)h∗(x)a(x), Therefore f∗(x) divides g(x); that is, f(x) divides g∗(x).
To prove the necessity, we suppose that r(x) is the product of non-self-reciprocal irreducible polynomi-
als in h(x) which do not occur in pairs. Then, h(x) can be expressed in the form h(x) = b(x)r(x), where
b(x) = b∗(x). Since f(x) divides g∗(x), then there exists l(x) ∈ F2m [x] such that g
∗(x) = f(x)l(x). Obviously,
r(x)|f∗(x)g∗(x)h∗(x). Suppose that gcd(f∗(x), r(x)) = m(x). Then m(x) divides f∗(x), which means m(x)
divides g(x). On the other hand, m(x) divides r(x), so m(x) divides h(x). Since g(x) and h(x) are relatively
coprime, it follows thatm(x) = 1. This shows that r(x) and f∗(x) are relatively prime. Also, r(x) and h∗(x) are
relatively prime. It follows that r(x) divides g∗(x). Hence, f(x)r(x) divides g∗(x). Let g∗(x) = f(x)r(x)k(x),
for some k(x) ∈ F2m [x]. Since g(x) and h(x) are relatively coprime, then there exist s(x) and t(x) in F2m [x]
such that g(x)s(x) + h(x)t(x) = 1. Therefore
uf∗(x)g∗(x) = uf∗(x)g∗(x)(g(x)s(x) + h(x)t(x))
= uf∗(x)f(x)r(x)k(x)g(x)s(x) + uf∗(x)f(x)r(x)k(x)h(x)t(x) ∈ C.
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Furthermore
g∗(x)h∗(x) = f(x)r(x)m(x)b∗(x)r∗(x)
= f(x)h(x)k(x)r∗(x) ∈ C.
Hence C⊥ ⊆ C, which completes the proof.
Remark. Theorem 6.2 can be generalized directly to cyclic codes over finite chain rings.
A fundamental link between linear codes and quantum codes is given by the Calderbank-Shor-Steane(CSS)
construction.
Theorem 6.3[18]. (CSS Construction) Let C and C′ be two binary codes with parameters [n, k1, d1] and
[n, k2, d2], respectively. If C
⊥ ⊆ C′, then an [[n, k1 + k2 − n,min{d1, d2}]]2 quantum code can be constructed.
Especially, if C⊥ ⊆ C, then there exists an [[n, 2k1 − n, d1]]2 quantum code.
Now, based on dual-containing (1+u)-constacyclic codes overR,we construct a class of binary quantum code
by using the Calderbank-Shor-Steane(CSS) construction. We must need the following theorems for analyzing
construction a new family binary quantum codes from dual-containing (1 + u)-constacyclic codes over R.
Theorem 6.4. Let C be a dual-containing (1 + u)-constacyclic code of length n over R. Then Φ(C) is a dual-
containing linear quasi-cyclic code of length 2mn over F2.
Proof Suppose that any c1 = r1 + uq1 ∈ C
⊥, c2 = r2 + uq2 ∈ C with ri = ri,1α1 + ri,2α2 + · · · + ri,mαm,
qi = qi,1α1+qi,2α2+· · ·+qi,mαm, for 1 ≤ i ≤ 2. SinceC contains its dual, then c1 ·c2 = 0; that is, r1r2 = 0 and
r1q1 + r2q2 = 0. Hence, r1r2 =
∑
i,j(r1,ir2,j)αiαj = 0 and r1q1 + r2q2 =
∑
i,j(r1,iq1,j + r2,iq2,j)αiαj = 0.
Taking the trace over F2, we get∑
i,j
(r1,ir2,j)Tr(αiαj) = 0,
∑
i,j
(r1,iq1,j + r2,iq2,j)Tr(αiαj) = 0.
Since B = {α1, α2, · · · , αm} is a trace orthogonal basis, then Tr(α
2
i ) = 1, for i = j; Tr(αiαj) = 0, for i 6= j.
Therefore,
∑
i=j(r1,ir2,j) = 0,
∑
i=j(r1,iq1,j + r2,iq2,j) = 0.
On the other hand,
Φ(c1) · Φ(c2) = (q1,1, . . . , q1,m, r1,1 + q1,1, . . . , r1,m + q1,m)(q2,1, . . . , q2,m, r2,1 + q2,1, . . . , r2,m + q2,m)
= 0.
This implies that Φ(C⊥) ⊆ Φ(C)⊥. Now it is enough to show that the two sets have the same cardinality. Let
C be a (1 + u)-constacyclic code with the parameters [n, 4mk12mk2 ] over R. Then C⊥ is a (1 + u)-constacyclic
code with the parameters [n, 4m(n−k1−k2)2mk2 ] overR. By Corollary 4.3, Φ(C) is a binary [2mn, 2mk1 +mk2]
linear quasi-cyclic code and Φ(C⊥) is a binary [2mn, 2mn− 2mk1 −mk2] linear quasi-cyclic code. Therefore,
|Φ(C)⊥| = 22mn−2mk1−mk2 = |Φ(C⊥)|. ✷
Now, based on dual-containing cyclic codes over R, the Gray map, and the CSS construction, we construct a
new family of binary quantum codes. From Theorems 6.2 and 6.4, we directly get the following results.
Theorem 6.5. LetC = 〈f(x)h(x), uf(x)g(x)〉 be a (1+u)-constacyclic code with the parameters [n, 4mk12mk2 , dL]
over R, where f(x)g(x)h(x) = xn − (1 + u). If f(x) divides g∗(x), then, C⊥ ⊆ C, and there exists a binary
quantum error-correcting code with parameters [[2mn, 4mk1 + 2mk2 − 2mn, dL]]2.
Next, let us use an example to illustrate our construction method. We are with the help of the computer algebra
system MAGMA to find good and new quantum codes.
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Example 6.6. Construction two quantum error-correcting codes from (1 + u)-constacyclic codes over F4 + uF4
of length 85 and 93, respectively. First,
x85 − 1 = (x + 1)(x2 + ωx+ 1)(x2 + ω2x+ 1)(x4 + x2 + ωx+ 1)(x4 + ω2x3 + x2 + ω2x+ 1)
(x4 + ωx2 + ω2x+ 1)(x4 + ω2x2 + ωx+ 1)(x4 + x3 + ωx+ 1)(x4 + x3 + ω2x+ 1)
(x4 + x3 + ωx2 + x+ 1)(x4 + x3 + ω2x2 + x+ 1)(x4 + ωx3 + ω2x2 + ω2x+ 1)
(x4 + ωx3 + ω2x2 + 1)(x4 + ω2x3 + ω2x2 + ωx+ 1)(x4 + ω2x3 + x+ 1)
(x4 + ωx3 + x+ 1)(x4 + ω2x3 + x2 + 1)(x4 + ωx3 + ωx2 + ω2x+ 1)
(x4 + ωx3 + x2 + 1)(x4 + ωx3 + x2 + ωx+ 1)(x4 + x2 + ω2x+ 1)
(x4 + ω2x3 + ωx2 + 1)(x4 + ω2x3 + ωx2 + ωx+ 1).
Applying the map µ : x 7→ (1 + u)x, we have
x85 − (1 + u) = (x + 1 + u)((1 + u)x2 + ωx+ 1+ u)((1 + u)x4 + (1 + u)x2 + ωx+ 1 + u)
((1 + u)x4 + ωx3 + (1 + u)ω2x2 + ω2x+ 1 + u)((1 + u)x4 + ωx3 + (1 + u)ω2x2 + 1)
((1 + u)x4 + ω2x3 + (1 + u)ωx2 + 1 + u)((1 + u)x4 + ω2x3 + ω(1 + u)x2 + ωx+ 1 + u)
((1 + u)x4 + ωx3 + ω(1 + u)x2 + ω2x+ 1 + u)((1 + u)x4 + ωx3 + (1 + u)x2 + 1 + u)
((1 + u)x4 + ωx3 + (1 + u)x2 + ωx+ 1 + u)((1 + u)x4 + (1 + u)x2 + ω2x+ 1 + u)
((1 + u)x4 + ω2x3 + (1 + u)ω2x2 + ωx+ 1 + u)((1 + u)x4 + ω2x3 + x+ 1 + u)
((1 + u)x4 + (1 + u)ωx2 + ω2x+ 1 + u)((1 + u)x4 + ω2(1 + u)x2 + ωx+ 1 + u)
((1 + u)x4 + x3 + (1 + u)ωx2 + x+ 1 + u)((1 + u)x4 + x3 + ω2x+ 1 + u)
((1 + u)x4 + x3 + ωx+ 1 + u)((1 + u)x4 + x3 + (1 + u)ω2x2 + x+ 1 + u)
((1 + u)x2 + ω2x+ 1 + u)((1 + u)x4 + ω2x3 + (1 + u)x2 + ω2x+ 1 + u)
((1 + u)x4 + ωx3 + x+ 1 + u)((1 + u)x4 + ω2x3 + (1 + u)x2 + 1 + u).
Let f(x) = ((1+u)x4+ωx3+ω(1+u)x2+ω2x+1+u)((1+u)x4+ωx3+ω2(1+u)x2+ω2x+1+u), h(x) =
1, g(x) = x85 − (1 + u)/f(x)h(x), and
C = 〈f(x)h(x), uf(x)g(x)〉 .
Then,C is a (1+u)-constacyclic code over F4+uF4, with the parameters [85, 4
154, 5]. SinceC⊥ ⊆ C, we have a
Q = [[340, 276, 5]]2 quantum code from Theorem 6.5. Comparing with the known quantum code [[340, 276, 5]]2
given in Refs. 19 and 25, our obtained quantum code is with the same parameters.
Second, taking n = 93, we have
x93 − 1 = (x+ 1)(x+ ω)(x+ ω2)(x5 + x2 + 1)(x5 + x2 + ω)(x5 + x3 + 1)(x5 + ωx3 + ω)
((x5 + ω2x3 + ω2)(x5 + ω2x4 + ωx3 + ω2x+ ω)(x5 + ω2x4 + x2 + ω2x+ ω)
(x5 + x4 + x3 + x+ 1)(x5 + x4 + x3 + x2 + 1)(x5 + ωx3 + x2 + ω2x+ ω)
(x5 + x4 + x2 + x+ 1)(x5 + x3 + x2 + x+ 1)(x5 + ω2x4 + ωx3 + x2 + ω)
(x5 + ωx4 + x2 + ωx+ ω2)(x5 + ωx4 + ω2x3 + x2 + ω2)(x5 + x2 + ω2)
(x5 + ω2x3 + x2 + ωx+ w2)(x5 + ωx4 + ω2x3 + ωx+ ω2).
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Applying the map µ : x 7→ (1 + u)x, we obtain
x93 − (1 + u) = (x+ 1 + u)(x+ ω(1 + u))(x+ ω2(1 + u))(x5 + (1 + u)x2 + 1 + u)
(x5 + (1 + u)x2 + ω(1 + u))(x5 + (1 + u)x2 + ω2(1 + u))(x5 + ω2x3 + ω2(1 + u))
(x5 + (1 + u)x4 + x3 + (1 + u)x2 + 1 + u)(x5 + x3 + 1 + u)(x5 + ω2x3 + (1 + u)x2
+ωx+ ω2(1 + u))(x5 + ωx3 + ω(1 + u))(x5 + (1 + u)x4 + (1 + u)x2 + x+ 1 + u)
(x5 + x3 + (1 + u)x2 + x+ 1 + u)(x5 + (1 + u)x4 + x3 + x+ 1 + u)(x5 + ωx3
+(1 + u)x2 + ω2x+ ω(1 + u))(x5 + ω(1 + u)x4 + (1 + u)x2 + ωx+ ω2(1 + u))
(x5 + ω(1 + u)x4 + ω2x3 + ωx+ ω2(1 + u))(x5 + ω(1 + u)x4 + ω2x3 + (1 + u)x2
+ω2(1 + u))(x5 + ω2(1 + u)x4 + (1 + u)x2 + ω2x+ ω(1 + u))(x5 + ω2(1 + u)x4
+ωx3 + ω2x+ ω(1 + u))(x5 + ω2(1 + u)x4 + ωx3 + (1 + u)x2 + ω(1 + u)).
Let f(x) = (x5 + ω2(1 + u)x4 + ωx3 + ω2x+ ω(1 + u))(x+ ω(1 + u)), h(x) = x5 + (1 + u)x4 + x3 + (1 +
u)x2 + 1 + u, g(x) = x93 − (1 + u)/f(x)h(x), and
C = 〈f(x)h(x), uf(x)g(x)〉 .
Then, C is a (1 + u)-constacyclic code over F4 + uF4, with the parameters [93, 4
164210, 5]. Since C⊥ ⊆ C,
we have a Q′ = [[372, 304, 5]]2 quantum code from Theorem 6.5. Comparing with the known quantum code
[[372, 297, 5]]2 given in Ref. 25, our obtained quantum code is optimal and new.
7 Conclusion
In this paper, we introduce (1 + u)-constacyclic codes of odd length over F2m + uF2m and study their Gray
images. We find that some optimal binary linear codes can be derived from such codes. Furthermore, (1 + u)-
constacyclic codes of odd length over F2m + uF2m are applied to construct binary quantum codes. We also find
that some optimal and new binary quantum codes can be obtained from such codes. It would be very interesting
to find more good linear codes and quantum codes from other classes of constacyclic codes over finite rings.
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