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We prove several theorems in the intersection of harmonic analysis,
combinatorics, probability and number theory. In the second section we use
combinatorial methods to construct various sets with pathological combina-
torial properties. In particular, we answer a question of P. Erdös and V. Sós
regarding unions of Sidon sets. In the third section we use incidence bounds
and bilinear methods to prove several new endpoint restriction estimates for
the Paraboloid over finite fields. In the fourth and fifth sections we study a
variational maximal operators associated to orthonormal systems. Here we use
probabilistic techniques to construct well-behaved rearrangements and base
changes. In the sixth section we apply our variational estimates to a prob-
lem in sieve theory. In the seventh section, motivated by applications to sieve
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In this dissertation we will discuss a number of problems in the inter-
section of harmonic analysis, combinatorics, number theory and probability.
Each of the problems discussed will demonstrate interplay between at least
two of these areas. One unifying feature of the problems considered is that
they each reduce to understanding, detecting or estimating cancelation in os-
cillatory quantities.
In the second chapter we investigate the structure of finite sets A ⊆ Z
where |A+A| is large. We present a combinatorial construction that serves as
a counterexample to natural conjectures in the pursuit of an “anti-Freiman”
theory in additive combinatorics. In particular, we answer a question along
these lines posed by O’Bryant. We are also able to construct a B◦2 [2] set which
is not a finite union of B2[g] sets, answering a question of Erdős and Sös.
Finally, our methods also enable us to construct a Λ(4) set which does not
contain large B2[g] or B
◦
2 [g] sets.
In the third chapter we prove certain endpoint restriction estimates
for the paraboloid over finite fields. In particular, we slightly improve the
range of known exponents for the ‘finite field restriction conjecture’ in 3 and
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higher dimensions. This improves on prior work of Mockenhaupt and Tao,
and Iosevich and Koh. A key ingredient here is a bilinear variant of the
combinatorial incidence methods used in the earlier work on the problem. As
of this writing, these results are the best known towards the conjecture.
In the fourth chapter we investigate the square variation operator V 2
(which majorizes the partial sum maximal operator) on general orthonormal
systems (ONS) of size N . In complete generality, we obtain a sharp estimate
that refines the classical Rademacher-Menshov theorem. We also obtain a
stronger estimate in the case of the trigonometric system, which is also shown
to be sharp. We show that for any choice of coefficients, this truncation of the
trigonometric system can be rearranged so that the L2 norm of the associated
V 2 operator significantly improves over the standard ordering. We also show
that for p > 2, a bounded ONS of size N can be rearranged so that the L2
norm of the V p operator is very small, uniformly for all choices of coefficients.
This refines Bourgain’s work on Garsia’s conjecture, which is equivalent to the
V ∞ case. The V 2 case of this problem is left open (but a variant is considered
in the fifth chapter). These later proofs rely on the theory of random selector
processes. Our work in this area has already found diverse applications in
our work on sieve theory [38] (joint with A. Lewko), Yang and Lyons’ work
geometric rough processes [69], and Yen, Oberlin, and Eyvindur’s work on the
bilinear Hilbert transform [70].
In the fifth chapter we revisit the problem raised in the fourth chapter
which asks if certain well behaved rearrangements of the trigonometric system
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exist. We do not settle that problem, however we do obtain optimal bounds on
the analogous problem where one seeks a well-behaved ‘base change’ instead
of a rearrangement. A key ingredient in this work are strong distributional
estimates for functions with small Fourier support with respect to a random
base change. These estimates are very general and likely will find further
applications. The methods are based on theory of Gaussian processes which are
better understood than the selector processes that arise in the rearrangement
problems (as discussed in chapter four).
In the sixth chapter we prove a variational form of the Barban-Davenport-
Halberstam Theorem related to the distribution of prime numbers. A key
ingredient in this work is the variational Rademacher-Menshov theorem from
chapter four. We use these results to prove a weakened, averaged variant of a
conjecture of Erdős regarding the sum of the squares of prime differences.
In the seventh chapter we show that the natural analog of the Carleson-
Hunt inequality fails in the multiplicative groups Z∗n. This problem is moti-
vated by the applications to sieve theory discussed in chapter six. This chap-
ter also discusses the more delicate problem of obtaining optimal quantitative
bounds on the multiplicative maximal functions considered.
Many of these results were obtained and appear in joint work with
Allison Lewko. See: [36], [37], [38], [39], [40] and [41].
3
Chapter 2
On the Structure of Sets of Large Doubling
2.1 Introduction
Freiman’s theorem [20] states that if a finite setA ⊆ Z satisfies |A+A| ≤
δ|A| for some constant δ, then A is contained in a generalized arithmetic
progression of dimension d and size c|A|, where c and d depend only on δ and
not on |A|. One might then ask about the opposite extreme: if |A+A| ≥ δ|A|2,
what can one say about the structure of A as a function only of δ? The natural
candidate for the building blocks of such a theory are B2[g] sets (a set S ⊆ Z
is a B2[g] set if any integer can be expressed in at most g ways as a sum of
two elements in S). It is clear that finite B2[g] sets are sets of large doubling,
but to what extent can we describe all sets of large doubling in terms of B2[g]
sets?
A first attempt at an anti-Freiman theory might be to guess that if
|A+A| ≥ δ|A|2 for some positive constant δ, then A can be decomposed into
a union of k B2[g] sets where k and g depend only on δ. This is easily shown
to be false. For example, one can start with a B2[1] set of n elements, and take
its union with an arithmetic progression with n elements. One then obtains an
A such that |A+A| ≥ δ|A|2 for some δ (independent of n), but the arithmetic
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progression contained in A will not be decomposable into a union of k B2[g]
sets with k and g depending only on δ as n tends infinity.
There are two ways we might try to fix this problem: first, we might
ask only that A contains a B2[g] set of size δ
′|A|, where δ′ and g depend
only on δ (this question was posed by O’Bryant in [53]). Second, we might
ask that |A′ + A′| ≥ δ|A′|2 hold for all subsets A′ ⊆ A for the same value
of δ. Either of these changes would rule out the trivial counterexample given
above. However, even applying both of these modifications simultaneously
is not enough to make the statement true. We provide a sequence of sets
Wn,k ⊆ Z where |W ′ + W ′| ≥ δ|W ′|2 holds for all of their subsets W ′ for the
same value of δ, but if we try to express each Wn,k as a union of B2[g] sets
for a fixed g, we are forced to let the union size tend to infinity as k tends
to infinity. Our sequence of sets also fails to contain large B2[g] sets. (The
parameter n will be chosen sufficiently large with respect to k and g for each
k. We include n here for consistency with our later notation.)
Our initial sets Wn,k are B
◦
2 [2] sets (a set S ⊆ Z is a B◦2 [g] set if any
nonzero integer can be expressed in at most g ways as a difference of two
elements in S). This may lead one to make the following weaker anti-Freiman
conjecture:
Conjecture 1. (Weak Anti-Freiman) Suppose that A ⊆ Z is a finite set that
satisfies |A′ +A′| ≥ δ|A′|2 and |A′ −A′| ≥ δ|A′|2 for all subsets A′ ⊆ A. Then
A contains either a B2[g] set or a B
◦
2 [g] set of size ≥ δ′|A|, where g and δ′
depend only on δ.
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We show that even this very weak conjecture is false.
Our approach to obtaining a counterexample starts with constructing
a union of k B2[g] sets that cannot be decomposed as a union of k − 1 B2[g′]
sets for any g′. This is related to a problem previously studied, with the roles
of k and g reversed: Erdős and Newman [14] independently conjectured that
for every g ≥ 2, there exists a B2[g] set that is not a finite union of B2[g − 1]
sets. Erdős [14] established the conjecture for certain values of g using Ramsey
theory, and Nešetril and Rödl [51] proved the conjecture for all values of g using
arguments based on Ramsey graphs. Instead of considering B2[g] sets that are
not finite unions of B2[g − 1] sets, we fix g = 1 and for each k, we construct a
union of k B2[1] sets that is not a union of k − 1 B2[g′] sets for any g′. The
key feature of our construction is that we can precisely control the form of
the repeated sums (elements a, b, c, d in our set such that a + b = c + d) and
repeated differences (a− b = c− d), which allows us to keep the sumsets large
as we let the union size k tend to infinity.
Our construction is an explicit combinatorial object with many interest-
ing properties, answering several questions about the nature of finite unions
of B2[g] and B
◦
2 [g] sets. In particular, for each positive integer k ≥ 5, we
construct:
1. aB◦2 [2] set in Z which is a union of k B2[1] sets and cannot be decomposed
as a union of k − 1 B2[g] sets for any g
2. aB2[2] set in Z which is a union of k B◦2 [1] sets and cannot be decomposed
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as a union of k − 1 B◦2 [g] sets for any g
3. a set in Z2 which is a direct product of a B2[2] set in Z and a B◦2 [2] set
in Z and which cannot be expressed as a mixed union of k
3
− 1 B◦2 [g] and
B2[g] sets in Z2
(we say mixed union to simply mean that the union can include both B2[g]
and B◦2 [g] sets).
In [15], Erdős and Sós asked if there is a B◦2 [g] set which is not a finite
union of B2[1] sets. By a standard argument, our finite B
◦
2 [2] sets for each k
can be combined to yield an infinite B◦2 [2] set which is not a finite union of
B2[g] sets for any g, which provides an answer to this question. In contrast,
note that any B◦2 [1] set is also a B2[1] set.
2.1.1 Connection to Λ(4) sets
There is a connection between sets of large doubling and Λ(4) sets, as
illustrated in Lemma 20. If S is a Λ(4) set, then |A + A| ≥ δ|A| holds for
all finite subsets A of S where δ depends only on S, and not on the choice of
A. In his 1960 paper [61], Rudin asked if every Λ(2h) set is a finite union of
Bh[g] sets (for definitions of Λ(2h) sets and Bh[g] sets, see subsection 2.1.3).
Rudin’s question is natural because any finite union of Bh[g] sets is a Λ(2h)
set, and most known examples of Λ(2h) sets are constructed as finite unions
of Bh[g] sets.
Meyer [43] demonstrated a negative answer to Rudin’s question by con-
7
structing a set E ⊆ Z which is a Λ(p) set for all p > 2 and is not a finite union
of B2[g] sets. He let t0, t1, t2, . . . denote a sequence such that tn+1 ≥ 3tn for all
n and let E := {tn − tm|0 ≤ m < n}. To see this is not a finite union of B2[g]
sets for any g, Meyer considers sums of the form:
(ti − tj) + (tj − t`) = ti − t`,
where ` < j < i. Meyer’s argument proceeds via a recurrence argument. Al-
ternatively, one can use Ramsey’s theorem. We suppose that E is the union
of B2[g] sets G1, . . . , Gk for some finite values g, k, and we derive a contradic-
tion. We color the pairs of natural numbers with k colors by giving (i, j) the
color c when ti − tj ∈ Gc (for i > j). A general version of Ramsey’s Theorem
(which can be found in [11], for example) says that there must be an infinite
monochromatic set M ⊆ N (meaning that all pairs (i, j) for i, j ∈M have the
same color). If we take `, i ∈M such that there are more than g values j such
that ` < j < i and j ∈ M , then we have more than g ways of representing
ti− t` as sum of two elements from the set Gc, where c is the color of M . This
contradicts that Gc is a B2[g] set.
Meyer’s set E is not a finite union of B2[g] sets for any g, yet for some
fixed δ, |A+A| ≥ δ|A|2 for all finite A ⊂ E. However, this does not contradict
our weak anti-Freiman conjecture, since finite subsets A ⊆ E may still contain
large B2[g] sets. More concretely, if we take tn = 5
n for all n, and A is any
finite subset of E = {tn − tm|0 ≤ m < n}, then A must contain a B2[2] set of
size at least 1
4
|A|. To see this, we partition the values {ti} into two disjoint
8
sets: U and L. We consider the subset A′ of A consisting of values ti − tj
where ti ∈ U and tj ∈ L. A sum of any two such values, e.g. ti − tj + ti′ − tj′
for ti, t
′
i ∈ U , tj, t′j ∈ L, will involve no cancelation because {i, i′}∩{j, j′} = ∅.
Since base 5 expansions of integers with coefficients in {−2,−1, 0, 1, 2} are
unique, we will be able to determine the sets {i, i′} and {j, j′} from the value
of the sum. This leaves only two possible ways of expressing the value as a
sum of two elements in A′: (ti − tj) + (ti′ − tj′) or (ti − tj′) + (ti′ − tj). Now,
if we independently place each ti in either U or L randomly (probability 1/2
for each), each element ti − tj of A will have probability 14 of ending up in A
′.
By linearity of expectation, this means the expected size of A′ is 1
4
|A|. Hence,
there must be a choice of U and L for which |A′| ≥ 1
4
|A|.
In [1], Alon and Erdős asked if there exists a set E such that for some
fixed δ > 0, every finite subset A ⊂ E contains a B2[1] set of size at least δ|A|,
but E is not a finite union of B2[1] sets. In [16], Erdős, Nešetril, and Rödl
constructed such a set using sophisticated techniques. Meyer’s set is a simpler
construction which has a similar property: we have shown that its subsets
contain large B2[2] sets instead of B2[1] sets.
Our techniques also give a Λ(4) set which is not a finite union of B2[g]
sets, and in fact we obtain a stronger negative result for Λ(4) sets. We note
that it is natural to consider not only B2[g] sets, but also B
◦
2 [g] sets, since
these are Λ(4) sets as well. In light of Meyer’s result, one may ask the weaker
question: Does a Λ(4) set at least contain a large B2[g] or B
◦
2 [g] set? A precise
version of this question is stated below (see Theorem 3). This statement is
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suggested by the following connection with Sidon sets.
Notice that there is no interesting notion of a Λ(∞) set, since a subset
of Z will be a Λ(∞) set (with the obvious extension of our definition below) if
and only if it is finite. However, an often useful substitute for Λ(∞) sets are
Sidon sets (Sidon sets are a name also attached to B2[1] sets, but we do not












where K∞(S) is a constant depending on the set S.
Clarifying our assertion that Sidon sets play the role of Λ(∞) sets, Pisier




This can be used to show that finite unions of Sidon sets are Sidon sets. We
call a set S independent if, for any distinct set of elements, say {s1, s2, . . . , sh},
there is no choice of +’s and −’s for each si such that
±s1 ± s2 ± . . .± sh = 0.
One can show that an independent set is a Sidon set, and hence finite
unions of independent sets are Sidon sets. One will notice that the definition of
independent is somewhat like a limiting case of the condition that the number
of representations of an integer as a sum of h elements of the set (and certain
generalizations of this) be bounded as h tends to infinity. In the Sidon setting,
an obvious analog of Rudin’s question is: Is every Sidon set a finite union
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of independent sets? This question is open (although some progress has been
made in other groups), however Pisier has shown that a Sidon set must contain
a large independent set in the following sense:
Theorem 2. If S ⊂ Z is a Sidon set, then there exists a constant δ > 0 so that
for every finite subset A ⊂ S, there is an independent set I ⊆ A satisfying
|I| ≥ δ|A|.
In light of Pisier’s theorem, one might ask if it is the case that a Λ(4)
set must contain a large B2[g] or B
◦
2 [g] set. We show that the analog of Pisier’s
theorem fails in the Λ(4) setting:
Theorem 3. There exists a Λ(4) set S ⊂ Z such that for any fixed choice of
δ > 0 and g, there exists a finite subset A of S such that no subset A′ of A
satisfying |A′| ≥ δ|A| is a B2[g] or B◦2 [g] set.
We note that this result cannot be obtained from Meyer’s set E, since
any finite subset of E contains a large B2[2] set, as discussed above.
2.1.2 Related Work
We are aware of two other constructions of Λ(4) sets which are not
known to be finite unions of B2[g] sets. In [3], Bourgain probabilistically
proved the existence of a Λ(4) set S such that |[0, n] ∩ S|  n1/2 for every
n ∈ N. A theorem of Erdős (see [23], Theorem 8 on page 89) states that if A
is a B2[1] set, then
11




for infinitely many n. It follows from this that Bourgain’s set is not the
finite union of B2[1] sets. This observation essentially appears in [5]. If one
could show (for infinitely many n) that
|A ∩ [0, n]| = o(n1/2)
whenever A is a B2[g] set, it would follow that Bourgain’s set is not a finite
union of B2[g] sets. Such strong estimates are not currently known.
In [34], Klemes constructed an example of a Λ(4) set using an intricate
selection algorithm based on a tree structure. While he was able to establish
that his set was a Λ(4) set without deciding if his set was a finite union of
B2[g] sets, he conjectured that the set could in fact be decomposed in this way.
2.1.3 Preliminaries
We now give formal definitions of Bh[g] sets, B
◦
2 [g], and Λ(p) sets. We
define these for all 2 < p < ∞ and all positive integer values of h, although
here we will only be concerned with h = 2 and p = 4. Below, d denotes a
positive integer, and Zd denotes the additive group of tuples of d integers.
Bh[g] sets A set S ⊆ Zd is called a Bh[g] set if the number of representations
of every ξ ∈ Zd as a sum ξ = ν1 + . . .+νh for ν1, . . . , νh ∈ S is at most h!g. The
h! is a matter of notational convenience (essentially, we do not wish to count
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reorderings of summands separately). In particular, a B2[g] set in Z is a set
such that any integer can be expressed as a sum of two elements in the set in
at most g ways (where exchanging the order of the summands does not count
as a new representation). We note that for a B2[1] set, all sums are unique.
B◦2[g] sets A set S ⊆ Zd is called a B◦2 [g] set if every nonzero element of Zd
can be expressed as a difference of two elements of S in at most g ways. (We
note that there are always many representations of 0 as a − a, b − b, and so
on.)
Λ(p) sets Let Td denote the d-dimensional torus. For a measurable complex-






We denote the space of all measurable complex-valued functions on Td with
finite Lp norm as Lp(Td). Defining e(x) := e2πix, we have that a function





To avoid issues regarding the convergence of the sum defining the series,
one could always take f such that f̂(ξ) has finite support (i.e. trigonometric
polynomials) in what follows. This restriction suffices since we are interested
in establishing Lp inequalities, and functions with finitely supported Fourier
expansions form a dense subspace of Lp(Td). In [61], Rudin defined a subset
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of S ⊆ Zd to be a Λ(p) set, for p > 2, if there exists a constant Kp(S) such
that
||f ||Lp ≤ Kp(S)||f ||L2 (2.2)
whenever supp(f̂) ⊆ S. When we wish to emphasize the dimension d of the
set S, we will write Kdp (S).
When p is an even integer, say p = 2h, one can expand the left-hand


































Rh(ξ, S) ||f ||hL2 , (2.3)
where Rh(ξ, S) denotes the number of representations of ξ ∈ Zd as a sum
ξ = ν1 + . . . + νh for ν1, . . . , νh ∈ S. Thus any set S with the property that
Rh(ξ, S) ≤ h!g <∞ is a Λ(2h) set. In particular, every finite set is a Λ(p) set
for every p > 2.
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We have now shown that every Bh[g] set is a Λ(2h) set. One might ask
if every Λ(2h) set is a Bh[g] set. This is easily seen to be false. Notice that
the union of two Λ(p) sets, say S = S1 ∪S2, is also a Λ(p) set. Letting Kp(S1)
and Kp(S2) denote the Λ(p) constants of the sets S1 and S2 respectively, for






























≤ (Kp(S1) +Kp(S2)) ||f ||L2 . (2.4)
Now we note that S1 = {2i : i ∈ N} and S2 = {−2j : j ∈ N} are each
B2[1] sets but S1∪S2 is not a B2[g] for any finite g. The next natural question is
Rudin’s question: is every Λ(2h) set a finite union of Bh[g] sets? (Rudin asked
this only for dimension d = 1, but it follows from the methods described below
and a standard compactness argument that a counterexample in any dimension
can be transformed into a counterexample in every other dimension.) Meyer’s
counterexample [43] shows that the answer to this question is no for all h ≥ 2.
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2.2 A First Attempt at a Combinatorial Construction
In [14], Erdős constructed a B2[3] set that is not a finite union of B2[g]
sets for g < 3, which he proved by applying Ramsey theory. He conjectured
that for any g, there exists a B2[g] set A that is not a finite union of B2[g− 1]
sets. This was later proven for all g by Nešetril and Rödl [51]. Informally, this
result means that one cannot always tradeoff a larger union size to obtain a
lower value of g when representing a set as a finite union of B2[g] sets.
Our approach to the anti-Freiman problem is to begin by solving a
variant of Erdős’ problem where the roles of g and the union size are switched.
Informally put, we seek to prove that one cannot always tradeoff a higher value
of g to obtain a smaller union size when representing a set as a finite union of
B2[g] sets.
As a first attempt, we consider a Ramsey-theoretic approach, much like
Erdős and somewhat reminiscent of Meyer’s set E. For each positive integer k,
we will construct an infinite S ⊆ Z such that S is a union of 2k B2[2k−1] sets,
but not a union of 2k−1 B2[g′] sets for any constant g′. The undesirable feature
of this construction is that the value of g is a function of k. This dependence
of g on k is removed from our main construction in the next section, where we
are able to fix g = 1, but it is instructive to consider this simpler construction
first.
Proposition 4. For every positive integer k, there exists a set S ⊆ Z such that
S is a union of 2k B2[2
k−1] sets, and S cannot be decomposed as a union of
2k − 1 B2[g′] sets for any finite g′.
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Proof. We first define k disjoint sequences of positive integers, X1 = {x1i }∞i=1,
X2 = {x2i }∞i=1, . . ., Xk = {xki }∞i=1, where each consists of powers of 5. For
concreteness, we can take Xj to be the sequence {5ik+j}∞i=1 for each j. We
note that base 5 expansions of integers with coefficients in {−2,−1, 0, 1, 2} are
unique.
We let v1, . . . , v2k ∈ {1,−1}k denote all of the distinct vectors of length
k with entries in {1,−1}. For j from 1 to k, we define the set
Sj := {(x1, x2, . . . , xk) · vj
∣∣ x1 ∈ X1, . . . , xk ∈ Xk}.
We set S :=
⋃k
j=1 Sj. We note that each element of S has a unique represen-
tation as (x1, . . . , xk) · vj for x1 ∈ X1, . . . , xk ∈ Xk and 1 ≤ j ≤ 2k.
We claim that each Sj is a B2[g] set, for g = 2
k−1. To see why, we
consider adding two elements of Sj:
(x1, x2, . . . , xk) · vj + (y1, y2, . . . , yk) · vj = (x1 + y1, x2 + y2, . . . , xk + yk) · vj.
Here, x1, y1 ∈ X1, x2, y2 ∈ X2, . . . , xk, yk ∈ Xk. Recalling that the sequences
X1, . . . , Xk are disjoint sequences of powers of 5, we see that this is a base
5 expansion of an integer with coefficients in [−2, 2] (coefficients of 2 or −2
will appear only where xi = yi). Since these expansions are unique, this sum
uniquely determines the values of x1, y1, x2, y2, . . . , xk, yk, up to exchanges of
xi and yi. In other words, it determines the unordered sets {xi, yi} for i from
1 to k. There are 2k ways to choose two elements of Sj which match these
sets: for each set {xi, yi}, we must decide whether xi will be included in the
first or second element. Thus, each Sj is a B2[2
k−1] set.
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Now we prove that S cannot be decomposed into 2k − 1 B2[g′] sets
for any g′. We suppose that S can be decomposed into 2k − 1 B2[g′] sets,
A1, . . . , A2k−1, and proceed to derive a contradiction. We will use this decom-





-coloring of all k-element subsets of N.
To color the set (i1, . . . , ik) for i1 < i2 < . . . < ik, we consider the









, . . . , xkik) · v2k ∈ S2k .
Since we have decomposed S into 2k−1 sets, some pair of these elements must
belong in the same An. We color (i1, . . . , ik) according to which pair this is (if
several pairs are in the same An, we choose one arbitrarily). For example, if
the element of S1 and the element of S2 are placed in the same An, we may
assign the color corresponding to the pair (1,2).
Since we are coloring k-element subsets of N with finitely many colors,
a general version of Ramsey’s Theorem (again, this can be found in e.g. [11])
tells us that there exists an infinite monochromatic set M ⊆ N. This means
that for any two k-element subsets of M , the color assigned to them is the
same. We call this single color c(M).
Now, c(M) corresponds to a pair (i, j) of indices between 1 and 2k.
We note that the corresponding vectors vi and vj differ in some coordinate `
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(i.e. vi + vj = 0 in the `
th coordinate). We consider k-element subsets of M :
(m1 < m2 < . . . < mk).
We consider fixing elements of M in the indices 6= ` and letting the
element m` vary over M (while satisfying the ordering condition). For each
value of m`, we get two corresponding elements of some An whose sum is equal
to
(x1m1 , . . . , x
k
mk
) · (vi + vj),
which does not depend on m`. Since M is infinite, the number of values of m`
satisfying the ordering relation m1 < . . . < mk can be made arbitrarily large.
This means that one of A1, . . . , A2k−1 must contain arbitrarily many pairs of
elements with the same sum, which contradicts that it is a B2[g
′] set for some
fixed g′.
2.3 Our Main Construction
We now give our main construction, which improves upon our initial
construction as described in the last section. Our previous construction had
the undesirable feature that our value of g grew as function of our union size.
This was due to the fact that a sum of two elements both from the same Sj
uniquely determined the pairs of values from each of the sequences X1, . . . , Xk
going into it, but these could be recombined arbitrarily to get another occur-
rence of the same sum. We will overcome this problem by introducing an error
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correcting code, which will enforce that the occurrence of the sum is unique.
We do not need to adapt our Ramsey theory argument to this more complex
situation, since an alternative counting argument replaces it.
We construct, for each positive integer k, a union of k B2[1] sets which
is not a union of k − 1 B2[g] sets for any finite g. This resolves the variant
of Erdős’ problem mentioned above, showing that one cannot always reduce
the union size of a finite union of B2[1] sets, even if one is willing to use B2[g]
sets for an arbitrarily high g. Extending this result to Bh[g] sets for values of
h > 2 is an interesting problem which we do not address.
We begin by defining k vectors v1, . . . , vk ∈ {+1,−1}d with two key
properties. First, we require that for each i 6= j, vi + vj has > d2 coordinates
equal to 0 (in other words, these vectors form an error correcting code with
relative distance strictly greater than 1
2
). Second, we require the values vi + vj
to be distinct (i.e. vi+vj = vh+v` holds if and only if the sets {i, j} and {h, `}
are equal). Such vectors can be easily constructed from Hadamard matrices
when d = 2j − 1 for some j such that 2j ≥ k.
Lemma 5. For any fixed positive integer k and for d = 2j−1 such that 2j ≥ k,
there exist vectors v1, . . . , vk ∈ {1,−1}d such that the pairwise vector sums
vi + vj are distinct, and have >
d
2
0’s when i 6= j.
Proof. We let H be a 2j × 2j Hadamard matrix with all 1’s in its first column
(these can be recursively constructed, and are also known as Walsh matrices).
This matrix has entries in {1,−1}, and any two distinct rows are orthogonal.
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We take v1, . . . , vk to be the first k rows of H, where we omit from each the
first column’s entry, which is always equal to 1. These are distinct vectors of
length d = 2j − 1, and we claim that each vi + vj for i 6= j has > d2 0’s. To
see why, we note that vi · vj = −1 (because the rows of H are orthogonal and
we have omitted the initial 1’s), and each coordinate of vi, vj contributes 1
to vi · vj if vi and vj are equal in this coordinate, and contributes -1 if they
are unequal. Hence, vi and vj must be unequal in strictly more than half the




We now suppose that vi + vj = vh + v` and that i /∈ {h, `}. Then we
have:
vi · (vh + v`) = vi · vh + vi · v` = −1− 1 = −2.
However,
vi · (vi + vj) = vi · vi + vi · vj = d− 1 > −2,
so we have a contradiction. Thus, i ∈ {h, `}. It follows that {i, j} = {h, `}.
We now define d disjoint sequences of positive integers, X1 = {x1i }∞i=1,
X2 = {x2i }∞i=1, . . ., Xd = {xdi }∞i=1, where each consists of powers of 5. For con-
creteness, we take Xj to be the sequence {5id+j}∞i=1 for each j. We additionally
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We note that any dd
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dermonde matrix. We also note that invertibility remains even if we reduce
the entries modulo any prime which is > d (because 1, . . . , d will have distinct
modular reductions). By Bertrand’s Postulate, we know such a prime exists
which is ≤ 2d. Hence, we obtain a reduced matrix M with positive entries
< 2d such that any dd
2
e rows form an invertible matrix (invertible over R).
We now define S as:
S :=
{
M · (i′1, . . . , i′d d
2
e)



















denotes a column vector whose first entry is i′1, etc.) The key property of S
that we will use is that if we are given at least half of the coordinates of some
tuple (i1, . . . , id) ∈ S, we can uniquely solve for the remaining coordinates (by
solving a linear system of dd
2
e linearly independent equations in dd
2
e unknowns).
In other words, S is an error-correcting code. (More precisely, a Vandermonde
matrix modulo a prime p is the generating matrix for a Reed-Solomon code
over Fp.)
For each j from 1 to k, we define Wj ⊂ Z as:
Wj := {(x1i1 , . . . , x
d
id
) · vj : (i1, . . . , id) ∈ S}.
In other words, an element of Wj is formed by taking a d-tuple in S, using the
coordinates as indices into the d disjoint sequences X1, . . . , Xd, and taking the
linear combination of the corresponding values with coefficients equal to the
coordinates of vj.
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We will prove that each Wj is a B2[1] set, and that W := W1 ∪W2 ∪
. . . ∪Wk is a union of k B2[1] sets that cannot be decomposed as a union of
k − 1 B2[g] sets for any finite value of g. (We note that W and S are defined
with respect to a fixed k, and we leave this dependence implicit. In other
words, W and S actually represent a family of constructions, parameterized
by k.) We start by proving some useful lemmas.
Lemma 6. Each element of W has a unique expression as (x1i1 , . . . , x
d
id
) · vj for
(i1, . . . , id) ∈ S and 1 ≤ j ≤ k. In particular, the sets Wj are disjoint.
Proof. This simply follows from the fact that base 5 expansions of integers with




vj has a base 5 expansion with coefficients in {−1, 0, 1}. From this expansion,
we can uniquely determine the values of x1i1 , . . . , x
d
id
and the coordinates of
vj.
Next, we will obtain a precise characterization of the repeated sums
and differences in W . We start with the following lemma:
Lemma 7. The sets Wi + Wj (1 ≤ i, j ≤ k) are disjoint. In other words,
Wi +Wj intersects Wh +W` if and only if {i, j} and {h, `} are equal.
Proof. Again, this follows from the fact that base 5 expansions of integers
with coefficients in {−2,−1, 0, 1, 2} are unique. We suppose that {i, j} 6=
{h, `}, so (from Lemma 5) we have that vi + vj 6= vh + v`. Without loss of
generality, we suppose that vi + vj and vh + v` differ in the first coordinate.
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We suppose that Wi + Wj intersects Wh + W`. This means that there exist
tuples (i1, . . . , id), (j1, . . . , jd), (h1, . . . , hd), (`1, . . . , `d) ∈ S such that:
(x1i1 , . . . , x
d
id
) · vi + (x1j1 , . . . , x
d
jd
) · vj = (x1h1 , . . . , x
d
hd




Since base 5 expansions with coefficients in [−2, 2] are unique, we must
have the same contribution of terms from sequence X1 on both sides. This
can only occur when the set of the first coordinates of vi, vj and the set of
the first coordinates of vh, v` contain the same number of +1’s and -1’s, i.e.
when vi + vj and vh + v` agree in the first coordinate. This contradicts our
assumption that vi + vj and vh + v` differ in the first coordinate, so we have
shown that Wi+Wj and Wh+W` are disjoint when vi+vj 6= vh+v`, i.e. when
{i, j} 6= {h, `}.
We now prove a very helpful general lemma. We let φ : S → Zd denote
the map which takes a d-tuple (i1, . . . , id) in S to the vector (x
1
i1
, . . . , xdid) ∈ Z
d.
We note that each element of our set W can be expressed as φ(M · y) · vi for
some i and some vector y ∈ Zd d2 e, where M is the matrix described above.
Lemma 8. We let v′i and v
′
j denote any two vectors in {+1,−1}d. We suppose
that y, z, y′, z′ ∈ Zd d2 e satisfy:
φ(M · y) · v′i + φ(M · z) · v′j = φ(M · y′) · v′i + φ(M · z′) · v′j.
If v′i + v
′
j is equal to 0 in ≥ d2 coordinates, then either y = y
′ and z = z′ or
y = z and y′ = z′. If v′i + v
′
j is non-zero in ≥ d2 coordinates, then either y = y
′
and z = z′ or y = z′ and z = y′.
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Proof. We let C denote the value φ(M · y) · v′i + φ(M · z) · v′j, which is equal
to φ(M · y′) · v′i + φ(M · z′) · v′j. We consider the base 5 expansion of C with
coefficients in [−2, 2]. We let n ∈ [d] denote a coordinate where v′i+v′j is equal
to 0. If the base 5 expansion of C includes no terms from the sequence Xn,
we may conclude that the nth coordinate of M · y and the nth coordinate of
M ·z are equal. In other words, if we let Mn denote the nth row of M , we have
that y − z is orthogonal to Mn, as is y′ − z′. We let EQUAL denote the set
of coordinates n where v′i + v
′
j is equal to 0 and no terms from Xn appear in
our base 5 expansion of C. We let Null(EQUAL) denote the space in Rd d2 e of
vectors orthogonal to all the rows Mn of M for n ∈ EQUAL. Then we have
shown so far that y − z and y′ − z′ are in Null(EQUAL).
We now consider a coordinate n ∈ [d] where v′i + v′j = 0 but we see
two terms (of opposite sign) from the sequence Xn in the base 5 expansion
of C. Since these terms have different signs, we can tell which came from
dotting with v′i and which came from dotting with v
′
j. Thus, we must have
that the nth coordinate of M ·y and the nth coordinate of M ·y′ are equal, and
similarly, the nth coordinates of M · z and M · z′ must be equal. Thus, y − y′
and z − z′ are both orthogonal to Mn. We define the set SAME to include
all such coordinates n, and we let Null(SAME) denote the space in Rd d2 e of
vectors orthogonal to all the rows Mn of M for n ∈ SAME. We have shown
that y − y′, z − z′ ∈ Null(SAME).
Next, we consider a coordinate n ∈ [d] where v′i + v′j 6= 0. In such
coordinates, we see two terms of the same sign from the sequence Xn in the
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base 5 expansion of C. There are then two possibilities: either y−y′ and z−z′
are both orthogonal to Mn, or y − z′ and z − y′ are both orthogonal to Mn.
If y − y′ and z − z′ are both orthogonal to Mn, we add n to the set SAME.
If this does not hold, then we must have y − z′ and z − y′ both orthogonal
to Mn, and we define a new set DIFF to include such coordinates n. We let
Null(DIFF ) denote the space in Rd d2 e of vectors orthogonal to all the rows
Mn of M for n ∈ DIFF . Then we have that y − z′, z − y′ ∈ Null(DIFF ).
We note that we have defined the sets EQUAL, SAME, and DIFF so that
they are disjoint, and their union is [d] (all of the d coordinates).
We now examine 4 possible cases:
1. |EQUAL| ≥ d
2
2. |SAME| ≥ d
2
3. |DIFF | ≥ d
2
4. |EQUAL|, |SAME|, |DIFF | ≤ d
2
.
In case 1., y − z and y′ − z′ are each orthogonal to at least d
2
rows of
M , so we must have y = z and y′ = z′. In case 2., y − y′ and z − z′ are each
orthogonal to at least d
2
rows of M , so we must have y = y′ and z = z′. In
case 3., y − z′ and z − y′ are each orthogonal to at least d
2
rows of M , so we
must have y = z′ and z = y′.
In case 4., we note that y− y′+ z− z′ ∈ Null(SAME)∪Null(DIFF ),
y − z + y′ − z′ ∈ Null(EQUAL) ∪ Null(DIFF ), and y − y′ − z + z′ ∈
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Null(SAME) ∪Null(EQUAL). Since |EQUAL|, |SAME|, |DIFF | ≤ d
2
, we
have that |SAME ∪DIFF |, |EQUAL ∪DIFF |, |SAME ∪ EQUAL| are all
≥ d
2
. Hence, we have that: y−y′+z−z′ = 0 = y−z+y′−z′ = y−y′−z+z′,
which implies that y = y′ = z = z′.
Now, if v′i + v
′
j is equal to 0 in ≥ d2 coordinates, then being exclusively
in case 3. is impossible. Thus, we may conclude that either y = y′ and z = z′
or y = z and y′ = z′. If v′i+v
′
j is nonzero in ≥ d2 of the coordinates, then being
exclusively in case 1. is impossible, so either y = y′ and z = z′ or y = z′ and
z = y′.
This lemma has a few useful corollaries:
Corollary 9. Each Wi is a B2[1]-set.
Proof. We apply Lemma 8 with v′i = vi and v
′
j = vi. Since 2vi is nonzero in
all d coordinates, we can conclude that either y = y′ and z = z′ or y = z′ and
z = y′. This means that if a+ b is a sum of two elements of Wi, the only other
way to express it as a sum of two elements of Wi is as b + a. Hence Wi is a
B2[1] set.
Corollary 10. W is a B◦2 [2]-set.
Proof. We suppose that we have y, z, y′, z′ such that
φ(M · y) · vi − φ(M · z) · vj = φ(M · y′) · vh − φ(M · z′) · v`.
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By the same argument employed in the proof of Lemma 7, this can only occur
when vi − vj = vh − v`, i.e. when vi + v` = vh + vj. Since the sums of these
vectors are unique, we must have either:
1. vi = vh and vj = v` (and i 6= j) or
2. vj = vi and vh = v`.
In case 1., we have: φ(M · y) · vi− φ(M · z) · vj = φ(M · y′) · vi− φ(M · z′) · vj.
We then apply Lemma 8 with v′i = vi and v
′
j = −vj. Then v′i+v′j is nonzero in
more than half of the coordinates (since i 6= j), so either y = y′ and z = z′ or
y = z′ and z = y′. This gives us at most two ways of representing this value
as a difference of two elements of W .
In case 2., we have: φ(M ·y)·vi−φ(M ·z)·vi = φ(M ·y′)·vh−φ(M ·z′)·vh.
We can rearrange this to be:
φ(M · y) · vi + φ(M · z′) · vh = φ(M · z) · vi + φ(M · y′) · vh.
We then apply Lemma 8 with v′i = vi, and v
′
j = vh and the roles of y, z, y
′, z′
appropriately exchanged. If i = h, then vi + vh is nonzero in all of the coordi-
nates. In this case, we conclude that either y = z and y′ = z′ (in which case,
the difference φ(M · y) · vi − φ(M · z) · vi is 0), or y = y′ and z = z′ (in which
case, we are looking at the very same representation of the difference). Neither
of these cases results in an alternate way of expressing a nonzero element as a
difference of elements in W .
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If i 6= h, then vi + vh is 0 in more than half of the coordinates. We
conclude that either y = z and y′ = z′ (again, the difference being represented
is then equal to 0), or y = z′ and z = y′. In this case, we see that we may have
two ways of representing a nonzero value as a difference of two elements of
W . We then ask, could we have more? In other words, could we have distinct
representations
φ(M ·y)·vi−φ(M ·z)·vi = φ(M ·z)·vh−φ(M ·y)·vh = φ(M ·u)·v`−φ(M ·w)·vm
for some u,w, v`, vm where y 6= z? We first note that vm = v` must then hold,
again by the agrument employed in Lemma 7.
This gives us:
φ(M ·y)·vi−φ(M ·z)·vi = φ(M ·z)·vh−φ(M ·y)·vh = φ(M ·u)·v`−φ(M ·w)·v`.
Applying the argument above with vi and v` instead of vh, we conclude that
if y 6= z, we must have u = z and w = y. However, if we apply the above
argument to vh and v` instead, we conclude that u = y and w = z. Since
these must simultaneously hold, we get that y = z, which is a contradiction.
Putting it all together, we have now proven that only 0 can be represented as
a difference of two elements of W in more than 2 ways, so W is a B◦2 [2] set.
We now have a rather complete understanding of the sums and differ-
ences of W . We have shown that W is a B◦2 [2] set and is a union of k B2[1]
sets. We also know that W is not a B2[g] set for any g, since Lemma 8 does
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reveal some repeated sums in W . For each i 6= j, we can get many representa-
tions of a single integer as a sum of an element in Wi and an element of Wj by
examining sums of the form φ(M · y) · vi + φ(M · y) · vj. The value of this sum
will only depend on the coordinates of M · y for which vi + vj is nonzero, and
this is less than half of the coordinates. This means that the sum does not
fully determine y: in fact, there are infinitely many values y′ such that M · y′
will agree with M · y in these coordinates where vi + vj 6= 0. This shows that
for i 6= j, Wi∪Wj is not a B2[g] set for any g. Lemma 8 also tells us that these
repeated sums of the form φ(M ·y)·vi+φ(M ·y)·vj = φ(M ·y′)·vi+φ(M ·y′)·vj
are the only repeated sums in W + W . Essentially, this means that W ′ + W ′
will still be large for any subset W ′ of W , even though W is not a B2[g] set
for any g. In fact, W is not a union of k − 1 B2[g] sets for any g, which we
prove next:
Lemma 11. W := W1 ∪W2 ∪ . . . ∪Wk is not a union of k − 1 B2[g] sets, for
any finite g.
Proof. We suppose that this is not true, i.e. there exist sets A1, . . . , Ak−1 such
that W = A1∪A2∪. . .∪Ak−1, where each Ai is a B2[g] set for some fixed g. We
consider each d-tuple (i1, . . . , id) in S. This corresponds to k elements of W ,
namely (x1i1 , . . . , x
d
id
) · v1, . . . , (x1i1 , . . . , x
d
id
) · vk. By the pigeonhole principle,
some pair of these must belong to the same set A`. This means we have a
distinct way of achieving a sum of the form (x1i1 , . . . , x
d
id




in A` +A` (this is a distinct way of achieving this sum because elements of W
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have unique representations as (x1i1 , . . . , x
d
id
) · vi by Lemma 6). We note that:
(x1i1 , . . . , x
d
id
) · vi + (x1i1 , . . . , x
d
id
) · vj = (x1i1 , . . . , x
d
id
) · (vi + vj),




We consider tuples (i1, . . . , id) ∈ S such that all of i1, . . . , id are ≤ n, for
some fixed positive integer n. We first count how many of these tuples there
are. We note that (i1, . . . , id) = M · (i′1, . . . , i′d d
2
e) for some (i
′








Thus, each of i1, . . . , id is a linear combination of the values i
′





positive coefficients all ≤ 2d. Thus, if we choose any i′1, . . . , i′d d
2
e values such
that each is ≤ n
2dd d
2










tuples (i1, . . . , id) ∈ S such that all of i1, . . . , id are ≤ n.
As discussed above, each of these d-tuples in S contributes a unique
way of forming a sum (x1i1 , . . . , x
d
id
) · (vi + vj) in A` +A` for some A`. When all








e−1 possibilities for the value of
(x1i1 , . . . , x
d
id






for vi + vj, and each of them only has at most dd2e − 1 non-zero coordinates.
In each such coordinate, we know our index value is at most n.



















and there are only k possibilities for A`, we must have that for any fixed g,
there is some A` such that some element of A` + A` can be expressed in > g
ways as a sum of two elements of A`. This contradicts that A` is a B2[g] set.
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Hence we have proven that W is not a union of k − 1 B2[g] sets for any finite
g.
We have now shown:
Theorem 12. W ⊆ Z is a union of k B2[1] sets that cannot be decomposed as
a union of k − 1 B2[g] sets for any g. W is also a B◦2 [2] set.
By employing the same counting argument as above for a fixed n (suffi-
ciently large with respect to k and g), we can restate our result in the context
of finite sets. We let Wn,k denote the finite subset of W formed by restricting to
tuples (i1, . . . , id) ∈ S such that i1, . . . , id ≤ n. (Here we make the dependence
on k explicit.)
Theorem 13. For any positive integers g and k, we can choose n sufficiently
large so that the finite set Wn,k ⊆ Z is a B◦2 [2] set that is a union of k B2[1]
sets, but cannot be decomposed as a union of k − 1 B2[g] sets.
2.4 Adapting Our Construction for Mixed Unions
In the previous section, we constructed a set W ⊂ Z for each k such
that W could not be decomposed as a union of k − 1 B2[g] sets for any g.
However, our W is a B◦2 [2] set, and we would like to arrive at a set in Z which
cannot be decomposed as a mixed union of k B2[g] and B
◦
2 [g] sets for each
k. Constructing such a set will put us well on our way toward obtaining an
explicit counterexample to the weak anti-Freiman conjecture. To accomplish
this, we will first adjust our techniques to obtain a B2[2] set W
◦ ⊆ Z for each
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k that cannot be decomposed as a union of k − 1 B◦2 [g] sets for any g. We
will then consider W ◦ ×W in Z2 for each k, and show that this cannot be
decomposed as a mixed union of k
3
− 1 B2[g] and B◦2 [g] sets for any g.
For each positive integer k, we set d = k and we let vj be the vector in
{1,−1}d with a −1 in the jth coordinate and 1’s in all other coordinates. We
note that for k ≥ 5, vj and vh will agree in > d2 coordinates for all 1 ≤ j, h ≤ k.
We define the sequences X1, . . . , Xd and the set S ⊂ Zd as in the previous
section. For each i from 1 to k, we define:
W ◦j := {(x1i1 , . . . , x
d
id
) · vj : (i1, . . . , id) ∈ S}.
We define W ◦ := W ◦1 ∪W ◦2 . . .∪W ◦k . We now prove the relevant properties of
W ◦. The dependence of W ◦ on k is implicit.




for (i1, . . . , id) ∈ S and 1 ≤ j ≤ k. In particular, the sets W ◦j are disjoint.
Proof. This is the same as the proof of Lemma 6.
Lemma 15. For each j, W ◦j is a B
◦
2 [1] set.
Proof. We can represent any element of W ◦j as φ(M · y) · vj for some vector
y ∈ Zd d2 e. We suppose that there are vectors y, z, y′, z′ such that:
φ(M · y) · vj − φ(M · z) · vj = φ(M · y′) · vj − φ(M · z′) · vj.
We now apply Lemma 8 with v′i = vj and v
′
j = −vj. Since vj − vj is 0 in all
of the coordinates, we conclude that either y = y′ and z = z′ (so we do not
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get a new way of representing the value as a difference) or y = z and y′ = z′
(in which case, we are representing 0). Therefore, every nonzero value can be
represented in at most one way as a difference of two elements of W ◦j .
Lemma 16. For k ≥ 5, W ◦ is a B2[2] set.
Proof. We note that the sums vi + vj are distinct (e.g. i and j can be deter-
mined from the sum as the two coordinates where the sum is 0 for i 6= j). As
shown in Lemma 7, this implies that the sets W ◦i +W
◦
j are disjoint. Therefore,
it suffices to consider vectors y, z, y′, z′ ∈ Zd d2 e such that:
φ(M · y) · vi + φ(M · z) · vj = φ(M · y′) · vi + φ(M · z′) · vj.
Now we can apply Lemma 8 with v′i = vi and v
′
j = vj. Since k ≥ 5, vi + vj will
be nonzero in more than half the coordinates, so either y = y′ and z = z′ or
y = z′ and z = y′. This gives us at most 2 ways of representing any value as
a sum of two elements of W ◦, so W ◦ is a B2[2] set.
Lemma 17. For k ≥ 5, W ◦ cannot be decomposed as a union of k − 1 B◦2 [g]
sets for any g.
Proof. We suppose that this is not true, i.e. there exist sets A◦1, . . . , A
◦
k−1 such
that W ◦ = A◦1 ∪A◦2 ∪ . . .∪A◦k−1, where each A◦i is a B◦2 [g] set for some fixed g.
We consider each d-tuple (i1, . . . , id) in S. This corresponds to k elements of
W ◦, namely (x1i1 , . . . , x
d
id
)·v1, . . . , (x1i1 , . . . , x
d
id
)·vk. By the pigeonhole principle,
some pair of these must belong to the same set A◦` . This means we have a
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distinct way of achieving a difference of the form (x1i1 , . . . , x
d
id






`−A◦` (this is a distinct way of achieving this difference because elements
of W ◦ have unique representations as (x1i1 , . . . , x
d
id
) ·vi by Lemma 14). We note
that:
(x1i1 , . . . , x
d
id
) · vi − (x1i1 , . . . , x
d
id
) · vj = (x1i1 , . . . , x
d
id
) · (vi − vj),
and that vi − vj is 0 in all but 2 of the coordinates.
We consider tuples (i1, . . . , id) ∈ S such that each of i1, . . . , id ≤ n, for











As discussed above, each of these d-tuples in S contributes a unique
way of forming a difference (x1i1 , . . . , x
d
id
) · (vi − vj) in A◦` − A◦` for some A◦` .





n2 possibilities for the
value of (x1i1 , . . . , x
d
id





possibilities for vi − vj, and each of them only has 2 nonzero coordinates. In
each such coordinate, we know our index value is at most n.
















there are only k possibilities for A◦` , we must have that for any fixed g, there




` can be expressed in > g ways
as a difference of two elements of A◦` . This contradicts that A
◦
` is a B
◦
2 [g] set.
Hence we have proven that W ◦ is not a union of k− 1 B◦2 [g] sets for any finite
g.
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By employing the same counting argument as above with a fixed n
(sufficiently large with respect to k and g), we can state our result in the
context of finite sets:
Theorem 18. For any positive integers g and k ≥ 5, there exists a finite B2[2]
set W ◦n,k ⊆ Z such that W ◦n,k is a union of k B◦2 [1] sets but cannot be decom-
posed as a union of k − 1 B◦2 [g] sets.
Here, W ◦n,k is the finite subset of W
◦ formed by restricting to tuples
(i1, . . . , id) ∈ S such that i1, . . . , id ≤ n.
We now fix k and g and consider the set W ◦n,k ×Wn,k ⊆ Z2, where n is
chosen to be sufficiently large with respect to k and g, and Wn,k is defined as
in Theorem 13.
Theorem 19. For each fixed g and k ≥ 5, there exists a sufficiently large n




Proof. We let k′ := k
3
− 1. We suppose that










where each Ai is a B2[g] set and each A
◦
i is a B
◦
2 [g] set. We note that at least
half of the elements of W ◦n,k×Wn,k must be contained in either the union of the
Ai’s or the union of the A
◦
i ’s. We suppose that ≥ 12 the elements are contained
in the Ai’s. This implies that there must exist some a ∈ W ◦n,k such that at
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least half of the elements a× b for b ∈ Wn,k are contained in the union of the
Ai’s.
We let Sn denote the set of d-tuples (i1, . . . , id) ∈ S such that i1, . . . , id ≤
n. We define N := |Sn|, and we number these tuples from 1 to N . For each j
from 1 to N , we let Ij denote the set of k elements of Wn,k corresponding to
the tuple j. We suppose that for (1− α)N of these sets Ij, we have less than
k
3





















⇔ α ≥ 1
4
.
This means that for at least 1
4
N values of j, we have at least k
3
elements
of a × Ij in the union of the Ai’s. Now, there are at most k′ < k3 of the Ai’s,
so for these tuples j, we must have that two distinct elements of a× Ij will be









e−1 possible sum values in Z2 (note that all of these will be equal













times, and there are only k′ Ai’s, we can choose n large enough to contradict
that each Ai is a B2[g] set (note that k, d, g are all fixed).
Similarly, if at least half of the elements of W ◦n,k ×Wn,k are contained
in the union of the A◦i ’s, then there must be some fixed b ∈ Wn,k such that at
least half of the elements of W ◦n,k × b are contained in the A◦i ’s. Then for at
least 1
4






n2 values as a difference of two elements of some A◦i . We can then choose
n large enough to contradict that each A◦i is a B
◦
2 [g] set.
2.5 A Counterexample to the Weak Anti-Freiman Con-
jecture
We now use our sets W ◦n,k ×Wn,k to disprove the weak anti-Freiman
conjecture (Conjecture 1). We first prove a lemma about Λ(4) sets. This is
essentially Lemma 4.30 from [66].
Lemma 20. Let S ⊂ Zd such that K4(S) < ∞. (Recall the definition of
K4(S) from equation (2.2) in subsection 2.1.3.) Furthermore if (h1, h2) ∈
{(2, 0), (1, 1)}, then for any finite S ′ ⊆ S,












≤ (K4(S))4 |S ′|2. (2.5)























R2,0(ν) = | ((ξ1, ξ2) ∈ S ′ × S ′) : ξ1 + ξ2 = ν) |
and we also let
R1,1(ν) = | ((ξ1, ξ2) ∈ S ′ × S ′) : ξ1 − ξ2 = ν) |.
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We also note that: ∑
ν∈Zd
Rh1,h2(ν) = |S ′|2. (2.6)
Finally, by Cauchy-Schwarz, (2.5), and the fact that Rh1,h2(ν) is sup-
ported on the set h1S
′ − h2S ′, we have∑
ν∈Zd
1{h1S′−h2S′}(ν)Rh1,h2(ν) ≤ ||1{h1S′−h2S′}||L2(Zd) ||Rh1,h2||L2(Zd)
≤ |h1S ′ − h2S ′|1/2 (K4(S))2 |S ′|. (2.7)
From (2.6) and (2.7), we have that
|S ′|2 ≤ |h1S ′ − h2S ′|1/2 (K4(S))2 |S ′|,
which completes the proof.
Lemma 21. There is a universal constant δ > 0 such that for any k ≥ 5, for
any finite subset W ′ of W ◦ ×W (recall that W ◦ ×W is defined with respect
to k), |W ′ +W ′| ≥ δ|W ′|2 and |W ′ −W ′| ≥ δ|W ′|2.
Proof. We fix a value of k ≥ 5. We note that W ◦ is a B2[2] set, and hence it is
a Λ(4) set, with its Λ(4) constant bounded independently of k. Similarly, W is
B◦2 [2], so it is also a Λ(4) set, with its Λ(4) constant bounded independently of
k. Thus, by Lemma 25, we conclude that W ◦ ×W is also a Λ(4) set, with its
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Λ(4) constant bounded independently of k. By the lemma above, there exists
δ > 0 independent of k such that |W ′+W ′| ≥ δ|W ′|2 and |W ′−W ′| ≥ δ|W ′|2
for any finite subset W ′ of W ◦×W . (We note that this can be proved directly
from the combinatorial properties of our construction, but we prefer this proof
because it highlights the connection between the anti-Freiman problem and
Λ(4) sets.)
Theorem 22. We let δ be as above, so for every n and k ≥ 5, we have that
|W ′ + W ′| ≥ δ|W ′|2 and |W ′ − W ′| ≥ δ|W ′|2 for all finite subsets W ′ of
W ◦n,k ×Wn,k. For every g and δ′, there exist k and n sufficiently large such
that W ◦n,k × Wn,k does not contain either a B2[g] set or a B◦2 [g] set of size
≥ δ′|W ◦n,k ×Wn,k|.
Proof. We again let N denote the size of Sn, so |Wn,k| = |W ◦n,k| = kN . We
suppose we have A ⊆ W ◦n,k ×Wn,k such that |A| ≥ δ′|W ◦n,k ×Wn,k| = δ′k2N2.
We again number the tuples of Sn as 1 to N . We let Ij denote the set of
k elements of Wn,k corresponding to tuple j and we let I
◦
j denote the set of
k elements of W ◦n,k corresponding to tuple j. We note that for some fixed
a ∈ W ◦n,k, A must contain at least δ′kN elements of a×Wn,k. We consider the
sets a× Ij. We suppose that 1− γ of them have < δ
′
2
















, and we have that at least a γ-fraction of the
Ij’s have at least
δ′
2




≥ 2, these will lead to repeated sums in A. More precisely, each pair of



















e−1, we can choose n sufficiently large to contradict that A is a B2[g] set.
Similarly, there is some fixed b ∈ Wn,k such that at least δ′kN elements
of W ◦n,k × b are contained in A. We then have that at least a γ-fraction of
the sets I◦j × b have at least δ
′
2
k elements in A. This will lead to repeated
differences in A: each pair of distinct elements in I◦j × b will have a difference











γN such pairs in A.
Since N is a faster growing function of n than n2, we can choose n sufficiently




and n sufficiently large with respect to k, g, d, δ′, we have that A cannot be a
B2[g] set or a B
◦
2 [g] set.
This is a counterexample to Conjecture 1 in Z2. To obtain a coun-
terexample in Z, we can use F2-isomorphisms, which are discussed in the next
section. We note that each W ◦n,k × Wn,k is a finite set, and thus there is a
F2-isomorphic copy of this set inside Z by Lemma 27 (which we prove in the
next section). If this image in Z contained a large B2[g] or B◦2 [g] set, then this
would correspond to a B2[g] or B
◦
2 [g] set in W
◦
n,k ×Wn,k, which we know does
not exist. (If two finite sets are F2-isomorphic, then one is a B2[g] or B
◦
2 [g] set




We provide an alternate counterexample to Rudin’s question for Λ(4)
sets: we give an explicit set in Z that is a Λ(4) set, but cannot be expressed as
finite union of B2[g] sets for any g. However, one might also ask about B
◦
2 [g]
sets, since all B◦2 [g] sets are Λ(4) sets as well:
Lemma 23. Let S ⊂ Zd be a B◦2 [g] set. Then for any function f ∈ L2(Td) such















































































This shows that every B◦2 [g] set is also a Λ(4) set, so any finite union
of B2[g] sets and B
◦
2 [g] sets is also a Λ(4) set. This raises a variant of Rudin’s
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question: is every Λ(4) set a finite union of B2[g] and B
◦
2 [g] sets? The answer
to this question is also no, and we give a Λ(4) set in Z which cannot be
decomposed as a finite mixed union of B2[g] and B
◦
2 [g] sets. In this section,
we describe how to obtain this from our combinatorial construction above and
we prove the following stronger result:
Theorem 3. There exists a Λ(4) set S such that for any fixed choice of δ > 0
and g, there exists a finite subset A of S such that no subset A′ of A satisfying
|A′| ≥ δ|A| is a B2[g] or B◦2 [g] set.
We will need the following integral form of Minkowski’s inequality (see
[24], Theorem 202).
Lemma 24. Let f(x, y) ∈ Lp(Td1 × Td2) be a complex-valued function. For












Lemma 25. Let S1 and S2 be Λ(p) sets in Zd1 and Zd2 respectively (p > 2).
The direct product S = S1 × S2 ⊆ Zd1+d2 is a Λ(p) subset of Zd1+d2 with Λ(p)





Proof. We let f(x, y) ∈ L2(Td1+d2), with f̂ supported on S1 × S2 ⊆ Zd1+d2 .
First we notice that if we fix x0 ∈ Td1 , then the Fourier transform of the
function f(x0, y) is supported on S2. Similarly, if we fix y0 ∈ Td2 , then f(x, y0)







































This establishes thatKd1+d2p (S) ≤ Kd1p (S1)Kd2p (S2). To see thatKd1+d2p (S)
≥ Kd1p (S1)Kd2p (S2), we can consider a sequence of functions {gn} with Fourier
coefficients supported on S1 with
||gn||Lp
||gn||L2
approaching Kd1p (S1) and a sequence
of functions {hn} with Fourier coefficients supported on S2 with ||hn||Lp||hn||L2 ap-
proaching Kd2p (S2). If we then consider the functions fn(x, y) := gn(x)hn(y),
we see that Kd1+d2p (S) ≥ Kd1p (S1)Kd2p (S2).
Let G1 and G2 be abelian groups, and S a finite subset of G1. We say
a map τ : S → G2 is a F2-isomorphism if τ is injective and
τ(a) + τ(b) = τ(c) + τ(d)⇔ a+ b = c+ d
τ(a)− τ(b) = τ(c)− τ(d)⇔ a− b = c− d
for a, b, c, d ∈ S. We say that S and τ(S) are F2-isomorphic. We note that
τ−1 is a F2-isomorphism from τ(S) to S. However, τ is not an isomorphism in
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the full sense of group theory, since S and τ(S) may not be groups. We will
need the following lemmas concerning F2-isomorphisms.
Lemma 26. If S is a finite subset of Zd, then translation of S by α ∈ Zd is a
F2-isomorphism.
Proof. We define τ(a) := a + α for all a ∈ S. Then, for any a, b, c, d ∈ S, we
have:
τ(a) + τ(b) = τ(c) + τ(d)⇔ a+ b+ 2α = c+ d+ 2α⇔ a+ b = c+ d,
τ(a)− τ(b) = τ(c)− τ(d)⇔ a− b+ α− α = c− d+ α− α⇔ a− b = c− d.
Hence, translation by a constant α is a F2-isomorphism.
Lemma 27. Let S ⊂ Zd be a finite set. Then there exists a F2-isomorphism of
S into Z.
Proof. We let


































Now, the range of possible values taken by ~si + ~ti falls within
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), so base M expansions of integers with coefficients in this
range are unique.




















if and only if ~u− ~v = ~s− ~t.
Lemma 28. If U ⊂ Zd1 and V ⊂ Zd2 are F2-isomorphic, then Kd14 (U) =
Kd24 (V ).
Proof. We consider f ∈ L2(Td1) such that f̂ is supported on U . As in equation














We define g ∈ L2(Td2), a function such that ĝ is supported on V , by ĝ(ξ) =
f̂(τ(ξ)), where τ is an F2-isomorphism from V to U (we let ĝ(ξ) be 0 for



























We can let ν1 denote τ(µ1) and ν2 denote τ(µ2), and since τ is a bijection











= ||f ||2L4 .
Conversely, we could start with a function f such that f̂ is supported
on V and obtain g with ĝ supported on U via ĝ(ξ) = f̂(τ−1(ξ)). We would
again obtain ||g||2L4 = ||f ||2L4 . This shows that K
d1
4 (U) = K
d2
4 (V ).
Lemma 29. Let U ⊂ Zd1 and V ⊂ Zd2 be F2-isomorphic (U and V are finite
sets). For any fixed positive integer g, the following two statements are equiv-
alent (a) k is the smallest integer such that U is the union of k B2[g] sets,
and (b) k is the smallest integer such that V is the union of k B2[g] sets. The
analogous statement holds for B◦2 [g] sets.
Proof. We suppose that τ : U → V is a F2-isomorphism. We suppose that
U can be expressed as the union of k B2[g] sets, say A1, . . . , Ak. We consider
each τ(Ai) as a set in V . If this is not a B2[g] set, then we must have distinct
pairs {a1, b1}, . . . , {ag+1, bg+1} in τ(Ai) such that:
a1 + b1 = a2 + b2 = . . . = ag+1 + bg+1.
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By the properties of τ , we then have that
τ−1(a1) + τ
−1(b1) = . . . = τ
−1(ag+1) + τ
−1(bg+1)
holds in Ai, and the pairs {τ−1(a1), τ−1(b1)}, . . . , {τ−1(ag+1), τ−1(bg+1)} are
distinct in Ai, since τ is a bijection. This contradicts that Ai is a B2[g] set.
Hence, τ(Ai) must be a B2[g] set for each i, and V is the union of the these
sets. Thus, V can also be expressed as the union of k B2[g] sets. By reversing
the roles of U and V and considering τ−1 in place of τ , we also see that if V
is a union of k B2[g] sets, then so is U . This proves the equivalence of the
statements in the lemma. The same statement for unions of B◦2 [g] holds by
noting that τ also preserves difference relations.
We will use the following inequality of Littlewood and Paley (see [64],
for example):
Lemma 30. (Littlewood-Paley)Let f ∈ Lp(T) such that f(x) =
∑
ξ∈N f̂(ξ)e(ξx).
Define Sn := [2
n, 2n+1) for n ∈ N. There exists, for 1 < p < ∞, a positive







































From Theorem 19 above, we obtain finite sets W ◦n,k ×Wn,k in Z2 for
each k ≥ 5 which cannot be decomposed as a mixed union of k
3
− 1 B2[k] and
B◦2 [k] sets in Z2, where each W ◦n,k is a B2[2] set in Z and each Wn,k is a B◦2 [2]
set in Z. We drop the parameter n from our notation in the lemma statement
below, since n is a function of k, i.e. any n sufficiently large with respect to k
will do.
Lemma 31. There exists a Λ(4) subset of Z that cannot be decomposed as a
finite (mixed) union of B2[g] and B
◦
2 [g] sets.
Proof. Let us write C ′k := W
◦
k ×Wk ⊂ Z2. Now W ◦k is a B2[2] set and Wk is
a B◦2 [2] set. Thus, W
◦
k and Wk are Λ(4) sets with Λ(4) constant bounded by
some universal constant D, independent of k. It then follows from Lemma 25
that C ′k ⊂ Z2 is a Λ(4) set with Λ(4) constant at most D2.
By Lemma 27, we can find a finite subset of Z satisfying the same
properties and having a Λ(4) constant at most D2. Let us denote this set as Ck.
Since the translation of Ck by α ∈ Z is a F2-isomorphism, we may translate Ck
without affecting its Λ(4) constant and without destroying the combinatorial
properties established above. We may thus assume that Ck ⊂ [2ψ(k), 2ψ(k)+1)
where ψ(k) : N→ N is injective and Ck has Λ(4) constant at most D2.
We now appeal to the Littlewood-Paley inequality to show that C =
∪∞k=5Ck is a Λ(4) set. Let f(x) =
∑
ξ∈C f̂(ξ)e(ξx) such that ||f ||L2(T) < ∞.
Then
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21/2 ≤ c4D2||f ||L2(T).
Lastly, we note that C is not a finite union of B2[g] and B
◦
2 [g] sets. To
see this, notice that a partition of C as a union of j B2[j] sets and j B
◦
2 [j]
sets would imply a partition of Ck as a union of j B2[j] sets and j B
◦
2 [j] sets,
which, by construction is impossible for large enough k.
Theorem 3 easily follows. The fact that for every δ > 0 and g there
exists a finite subset A of our Λ(4) set such that any subset A′ ⊆ A satisfying
|A′| ≥ δ|A| is not a B2[g] or B◦2 [g] set follows from the fact that this holds (by
Theorem 22 above) for the sets C ′k := W
◦
k ×Wk ⊂ Z2 when k is sufficiently
large, and that C contains a F2-isomorphic copy of these sets.
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Chapter 3
Endpoint Restriction Estimates for the
Paraboloid over Finite Fields
3.1 Introduction
Let S denote a hypersurface in Rn with measure dσ. The restriction
problem for S is to determine for which pairs of (p, q) does there exist an
inequality of the form
||f̂ ||Lp′ (S,dσ) ≤ C||f ||Lq′ (Rn). (3.1)
We note that the left-hand side is not necessarily well-defined since we have
restricted the function f̂ to the hypersurface S, a set of measure zero in Rn.
However, if we can establish this inequality for all Schwartz functions f , then
the operator that restricts f̂ to S can be defined whenever f ∈ Lq. In the Eu-
clidean setting, the restriction problem has been extensively studied for many
surfaces. In particular, it has been observed that restriction estimates are in-
timately connected to questions about certain partial differential equations as
well as problems in geometric measure theory such as the Kakeya conjecture.
The restriction conjecture states sufficient conditions on (p, q) for the above
inequality to hold. In the case of the sphere and paraboloid, the question is
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open in dimensions three and higher. For a survey of restriction results in the
Euclidean setting, see [65].
In [44], Mockenhaupt and Tao initiated the study of the restriction
phenomena in the finite field setting. This is motivated by both the similari-
ties and the differences between the Euclidean and finite field settings, which
suggest that studying restriction phenomena in finite fields may yield insights
which are portable to the Euclidean setting, but also that the problems in the
finite field setting present unique and independently interesting challenges. In
addition, these problems in the finite field setting are closely related to other
areas of mathematics, and particularly seem amenable to the use of combina-
torial techniques.
We now introduce some notation to formally define the problem. We
let F denote a finite field of characteristic p > 2. We let S1 denote the unit
circle in C and define e : F → S1 to be a non-principal character of F . For
example, when F = Z/pZ, we can set e(x) := e2πix/p. We will be considering
the vector space F n and its dual space F n∗ . Following the conventions of [44],
we think of F n as endowed with the counting measure dx which assigns mass
1 to each point and F n∗ as endowed with the normalized counting measure dξ
which assigns mass |F |−n to each point (where |F | denotes the size of F , so
the total mass is equal to 1 here). To be clear in our calculations, we will
always include the appropriate powers of |F | explicitly.
For a complex-valued function f on F n, we define its Fourier transform
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For a complex-valued function g on F n∗ , we define its inverse Fourier transform







It is easy to verify that (f̂)∨ = f and (̂g∨) = g.
We define the paraboloid P ⊂ F n∗ as: P := {(γ, γ · γ) : γ ∈ F n−1∗ }. This
is endowed with the normalized “surface measure” dσ which assigns mass |P|−1
to each point in P. We note that |P| = |F |n−1. For a function f : P→ C, we












q . For a complex-valued function f on P, we








. (These are the standard
definitions of the Lq norms, and hence they satisfy the usual properties of
norms.)
Now we define a restriction inequality to be an inequality of the form
||f̂ ||Lp′ (S,dσ) ≤ R(p→ q)||f ||Lq′ (Fn), (3.2)
where R(p → q) denotes the best constant such that the above inequality






= 1). By duality, this is equivalent to the following extension
estimate:
||(fdσ)∨||Lq(Fn,dx) ≤ R(p→ q)||f ||Lp(S,dσ). (3.3)
We will only be considering the case of S = P. We will use the notation
X  Y to denote that quantity X is at most a constant times quantity Y ,
where this constant may depend on the dimension n but not on the field size,
|F |. For a finite field F , the constant R(p → q) will always be finite. The
restriction problem in this setting is to determine for which (p, q) can we upper
bound R(p→ q) independently of |F | (i.e. for which (p, q) does R(p→ q) 1
hold).
Mockenhaupt and Tao [44] solved this problem for the paraboloid in two
dimensions. In three dimensions, we require −1 not be a square in F . For such
F , they showed that R(8/5+ε→ 4) 1 and R(2→ 18
5
+ε) 1 for every ε > 0.
When ε = 0, their bounds were polylogarithmic in |F |. Mockenhaupt and
Tao’s argument for the R(8/5 → 4) estimate proceeded by first establishing
the estimate for characteristic functions. Here one can expand the L4 norm
and reduce the problem to combinatorial estimates. A well-known dyadic
pigeonhole argument then allows one to pass back to general functions at the
expense of a logarithmic power of |F |. The work of Iosevich and Koh in [30],
[31], and [29] follows the same approach: first proving restriction estimates for
characteristic functions in the finite field setting, and then incurring an extra
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logarithmic power of |F | in the general estimates obtained through the dyadic
pigeonhole argument.
We introduce a method for obtaining general estimates which avoids the
polylogarithmic cost of the dyadic pigeonhole technique. Our argument begins
by rewriting the L4 norm as ||(fdσ)∨||L4 = ||(fdσ)∨(fdσ)∨||1/2L2 . We then adapt
the arguments of [44] and [30] to the bilinear variant ||(fdσ)∨(gdσ)∨||1/2L2 in the
case that f and g are characteristic functions. The key point is that we allow f
and g to be different characteristic functions - this is what makes our method
more powerful than the standard dyadic pigeonhole technique.
To obtain estimates for arbitrary functions f , we can assume that f is
non-negative real-valued and decompose f as a linear combination of charac-
teristic functions, where the coefficients are negative powers of two (we can do
this without loss of generality by adjusting only the constant of our bound).
We can then employ the triangle inequality to upper bound ||(fdσ)∨||L4 by
a double sum of terms like ||(χjdσ)∨(χkdσ)∨||1/2L2 , where χj and χk are char-
acteristic functions, weighted by negative powers of two. We then apply our
bilinear estimate for characteristic functions to these inner terms and use stan-
dard bounds on sums to obtain the final estimates.
Our method yields the following theorems:
Theorem 32. For the paraboloid in 3 dimensions with −1 not a square, we
have R(8/5→ 4) 1 and R(2→ 18
5
) 1.
This improves upon Proposition 5.2 in [44] by removing the logarithmic
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power of |F |. While our argument is elementary and does not use multilinear
interpolation, the proof is certainly in the spirit of real interpolation. The
second estimate, R(2→ 18
5
) 1, follows from the first using the machinery of
[44] without modification. After discovering our proof, we learned that in un-
published work Bennett, Carbery, Garrigos, and Wright [6] have independently
obtained the end-point results in the 3-dimensional case. Their argument pro-
ceeds rather differently than ours and it is unclear if their argument can be
extended to the higher dimensional settings. In higher dimensions, we prove:
Theorem 33. For the paraboloid in n dimensions when n ≥ 4 is even or when n
is odd and |F | = qm for a prime q congruent to 3 modulo 4 such that m(n−1)
is not a multiple of 4, we have R( 4n
3n−2 → 4) 1 and R(2→
2n2
n2−2n+2) 1.
This improves upon Theorems 1, 2, and 3 of [?] by removing the
logarithmic power of |F |. We will only prove R( 4n
3n−2 → 4)  1 here. The
estimate R(2 → 2n2
n2−2n+2)  1 follows from the previous estimate from the
arguments of [30].
We have restricted our attention to the case of the parabaloid, however
our methods are more generic and likely can be combined with the arguments
of [31] and [29] for the cases of spheres and more general quadratic surfaces,
respectively.
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3.2 A Restriction Theorem for the Paraboloid in F 3∗
We first prove Theorem 32 for the paraboloid in F 3∗ , restated below in
an equivalent formulation:
Theorem 32. For every function f : P→ C, we have that:
||(fdσ)∨||L4(F 3,dx) ≤ C||f ||L8/5(P,dσ)
for some constant C.









We start by following the strategy of [44], generalizing to the bilinear
setting. We employ the following two lemmas. The first one is standard.
Lemma 34. Let P be a collection of points in F 2, and let L be a collection of
lines in F 2. Then:
|{(p, `) ∈ P × L : p ∈ `}| ≤ min
(
|P |1/2|L|+ |P |, |P ||L|1/2 + |L|
)
.
Lemma 35. We let A,B ⊆ P be arbitrary subsets of P. We define χA, χB to
be the corresponding characteristic functions from P to {0, 1}. Then:





|A|1/2|B|2 + |A||B|, |A||B|3/2 + |B|2
)
.






Using the definitions of (χAdσ)
∨ and (χBdσ)















We can rewrite this as: 1|P|4
∑
x∈F 3
∣∣∣∑ξ1∈P χA(ξ1)e(x · ξ1) ·∑ξ2∈P χB(ξ2)e(x · ξ2)∣∣∣2 .
For any complex number z, we note that |z|2 = zz, where z denotes








χA(a)χB(b)χA(c)χB(d)e(x · a)e(x · b)e(−x · c)e(−x · d).
Here, we have used that χA = χA, χB = χB, and e(x · ξ) = e(−x · ξ).









e(x · (a+ b− c− d)).
This inner sum will be equal to zero except when a + b = c + d. When this


















































We now consider the quantity inside the maximum for an arbitrary,
fixed b ∈ P. To bound this, we will use the Galilean transformation gδ : P→ P,
which is defined for each δ ∈ F 2∗ by:
gδ(γ, τ) := (γ + δ, τ + 2γ · δ + δ · δ),
where (γ, τ) ∈ F 2∗ ×F∗ = F 3∗ . We note that for each δ ∈ F 2∗ , this is a bijective
map from P to itself.
Claim 36. We write b ∈ P as b = (ν, ν · ν), for ν ∈ F 2∗ . We also define
A′ := g−ν(A) and B























We will show that for a ∈ A, d ∈ B, a−d+b ∈ P if and only if g−ν(a)−g−ν(d) ∈
P.
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We can write a as (α, α ·α) for some α ∈ F 2∗ , and d as (η, η ·η) for some
η ∈ F 2∗ . We can then compute g−ν(a)− g−ν(d) as:
g−ν(a)− g−ν(d) = (α− η, α · α− η · η − 2(α− η) · ν).
This will be an element of P if and only if:
(α− η) · (α− η) = α · α− η · η − 2(α− η) · ν,
which is equivalent to:
η · η − α · η + (α− η) · ν = 0.
Now, a− d+ b ∈ P holds if and only if:
(α− η + ν) · (α− η + ν) = α · α− η · η + ν · ν,
which is also equivalent to:
η · η − α · η + α · ν − η · ν = 0.












since g−ν is a bijection from P to P.






We note that the contribution to this sum from terms where d = 0 is at most
|A′| = |A|. We note there can be no contribution from terms where a = 0 and











We now define the sets XA′ := {γ ∈ F 2∗ : (γ, γ · γ) ∈ A′ − {0}},
XB′ := {γ ∈ F 2∗ : (γ, γ ·γ) ∈ B′−{0}}. Letting a′ = (x, x ·x) and d′ = (y, y ·y),
we note that a′ − d′ ∈ P is equivalent to x · y = y · y.
For each y ∈ F 2∗ , we can define a line in F 2∗ by `(y) := {x ∈ F 2∗ :
y · x = y · y}. We now prove that these lines are distinct, i.e. y and `(y) are
in bijective correspondence. We suppose that `(y) = `(y′) for y, y′ ∈ F 2∗ . We
note that y ∈ `(y) and y′ ∈ `(y′). Since these lines are the same, we must
also have y ∈ `(y′) and y′ ∈ `(y). By definition of `(y), `(y′), this implies that
y · y = y′ · y = y′ · y′. Hence, (y − y′) · (y − y′) = y · y − 2y′ · y + y′ · y′ = 0.
However, since −1 is not a square in F , this implies that y − y′ must be the
zero vector in F 2∗ . Thus, y = y
′.
We define LB′ to be the collection of lines LB′ := {`(y) : y ∈ XB′}.
Since these lines are distinct and a′ − d′ ∈ P if and only if the corresponding





1 = |{(`(y), x) ∈ LB′ ×XA′ : x ∈ `(y)}| .
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|XA′ |1/2|LB′ |+ |XA′|, |XA′ ||LB′ |1/2 + |LB′|
)
.


















|A|1/2|B|+ |A|, |A||B|1/2 + |B|
))
.
Since |B||A| ≤ min
(







1 ≤ 2 min
(



















|A|1/2|B|2 + |A||B|, |A||B|3/2 + |B|2
)
.
This concludes the proof of the lemma.
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Proof of Theorem. Our task reduces to proving:










8 = C||f ||L8/5(P,dσ). (3.4)
We note that if we replace f by the non-negative, real-valued func-




f(a)f(b)f(c)f(d) cannot decrease (by
the triangle inequality), and ||f ||L8/5(P,dσ) remains the same. Therefore, we
can assume without loss of generality that f is a non-negative, real-valued
function. Moreover, if we replace |f(ξ)| by the smallest power of 2 larger than
|f(ξ)|, so that f is a dyadic step-function, the left-hand side will not decrease,
while the right-hand side will increase by at most a factor of 2. Thus if we
can establish inequality (3.4) for dyadic step functions for C ′, the same in-
equality will hold for all complex-valued functions with C = 2C ′). By the














−j·8/5|Ej| = 1 and |Ej| ≤ 2j·8/5 for all j. It therefore suffices to
show that:



























From Lemma 35, we have:
||(χEjdσ)∨(χEkdσ)∨||L2(F 3,dx) ≤ 21/2|F |−5/2(|Ej|1/2|Ek|2 + |Ej||Ek|)1/2.
Using the fact that (|Ej|1/2|Ek|2 + |Ej||Ek|)1/2
≤ (2 max(|Ej|1/2|Ek|2, |Ej||Ek|))1/2 ≤ 21/2(|Ej|1/4|Ek| + |Ej|1/2|Ek|1/2),
we obtain:




































































(1− 2−1/5) (1− 2−2/5)
.












Therefore, for arbitrary complex-valued functions f , we have ||(fdσ)∨||L4(F 3,dx) ≤








. This concludes the proof of the theorem.
3.3 Restriction Theorem for the Paraboloid in Higher
Dimensions
We now consider the paraboloid P in F n for values of n > 3. We begin
by presenting a combinatorial lemma.
3.3.1 A Combinatorial Lemma
Lemma 37. For any sets A,B ⊆ P ⊆ F n where n ≥ 4 is even or n is odd
and |F | = qm for some prime q congruent to 3 modulo 4 with m(n− 1) not a
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 |F |(n−2)/8|A|1/2|B|3/4+|F |(n−2)/4|A|1/2|B|1/2+|F |−1/2|A|1/2|B|.
Proof. We follow the strategy used to prove Lemmas 7 and 8 in [30], general-
izing it appropriately to allow arbitrary A and B (in the [30] lemmas, A = B).
















We can express a point a ∈ A as a = (a, a · a), for some a ∈ F n−1∗ . Then,
a + b − d ∈ P if and only if a · b − a · d − b · d + d · d = 0. We let δ denote









δ(a · b− a · d− b · d+ d · d).












e(s(a · b− a · d− b · d+ d · d)).
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e(s(a · b− a · d− b · d+ d · d))







e(s(a · b− a · d− b · d+ d · d)).




































































































In [30], they prove for even n ≥ 4 that1
M(a) |F |
n+2
2 |B|2 + |F |n|B|









2 |B|2 + |F |n|B|
)
.
1Actually, they state this for a such that a ∈ B (since A = B in their case), but their
proof never uses that a ∈ B, so it extends without modification to all a’s.
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 |F |−1|A||B|2 + |F |−1|F |
n+2
4 |A||B|3/2 + |F |−1|F |
n
2 |A||B|
= |F |−1|A||B|2 + F
n−2
4 |A||B|3/2 + |F |
n−2
2 |A||B|.
For odd n when |F | = qm for some prime q congruent to 3 modulo 4
with m(n− 1) not a multiple of 4, they prove in [30] that 2
M(a) |F |n|B|+ |F |
n+1
2 |B|2
















1 |F |−1|A||B|2 + |F |−1|A||B|1/2
(






 |F |−1|A||B|2 + |F |
n−2
2 |A||B|+ |F |
n−3
4 |A||B|3/2.
We note that this is actually a somewhat better estimate than the lemma
requires, since |F |n−34 < |F |n−24 .
2Again, they state this for a such that a ∈ B (since A = B in their case), but their proof
never uses that a ∈ B, so it extends without modification to all a’s.
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3.3.2 Proof of the theorem
We recall that p := 4n
3n−2 . We now prove Theorem 2, restated below in
an equivalent formulation:
Theorem 33. When n ≥ 4 is even or when n is odd and |F | = qm for a prime
q congruent to 3 modulo 4 such that m(n− 1) is not a multiple of 4, for every
function f : P→ C we have that:
||(fdσ)∨||L4(Fn,dx)  ||f ||Lp(P,dσ).
Proof. Expanding the L4 norm, we see that our task reduces to proving:






































As before, we may assume that f =
∑∞
j=0 2
−jχEj is a dyadic step
function. Moreover, we will normalize f to have Lp norm 1 in the counting
measure. In other words,
∑∞
j=0 2























1)1/2  |F |1/2−1/n.










1)1/2  |F |1/2−1/n.






but we can also obtain the simpler upper bound of |Ej||Ek|1/2 by noting that
for fixed values of a, c ∈ Ej, b ∈ Ek, there is at most one value of d ∈ Ek which
satisfies a+ b = c+ d.
We will split this sum into three pieces according to the following cases:
1. |Ej| ≤ |F |
n−2
2 , 2. |Ek| ≤ |F |
n−2
2 , and 3. |F |n−22 ≤ |Ej|, |Ek| ≤ |F |n−1.
We note that the union of these three cases covers all possibilities for
subsets Ej, Ek ⊆ P. We first consider case 1. We let J denote the subset of j’s
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satisfying |Ej| ≤ |F |
n−2







We note that when j ≤ U , the bound |Ej| ≤ 2pj is better than the bound
|Ej| ≤ |F |
n−2

















Here, we have used the simple upper bound of |Ej||Ek|1/2 noted above. We













Since we have assumed that
∑∞
j=0 2
−pj|Ej| = 1, we always have that












Since p/2 < 1, the geometric sum over the k values is convergent, and the
value of the sum is bounded by a constant (depending on n) times its first




2j(3/2p−2). The exponent (3/2p−2)
here is equal to 4
3n−2 > 0, so this geometric sum is bounded by a constant
(depending on n) times its largest term, which is:
 2U(3/2p−2) = |F |
(n−2)(3n−2)(3/2p−2)
8n = |F |1/2−1/n.
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Noting that |Ej| ≤ |F |
n−2















2j(p/2−2). The exponent p/2 − 2 is negative, so this
geometric series in j converges, and we have:
 |F |
n−2





8n = |F |1/2−1/n.
This concludes our proof for values of j ∈ J .
We note cases 1 and 2 are symmetric, and we are left with considering
case 3, where j, k /∈ J . In this case, we apply the bound provided by Lemma




































|F |(n−2)/4|Ek|1/2|Ej|1/2 ≤ |F |(n−2)/8|Ek|1/2|Ej|3/4
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as long as |F |(n−2)/2 ≤ |Ej|, i.e. whenever j /∈ J . Thus, it suffices to bound
the first and third sums. We consider the first sum with the change of variable

















1 implies that the sum
∑∞
k=0 ck converges (in particular, it is equal to 1). We














For k /∈ J , we have that |F |n−22 ≤ |Ek| ≤ 2pk, so 2k ≥ |F |
n−2
2p . We note
that 5/4p− 2 = 4−n
3n−2 ≤ 0, so
2k(5/4p−2) ≤ |F |
(n−2)(5/4p−2)






































= 1/2− 1/n. For each fixed `, we apply

















Since 0 ≤ ck ≤ 1, we have that c3/2k−` ≤ ck−` for all k, `, so
∑∞






Now, 1 − 3/4p = −2
3n−2 < 0, so this geometric sum over ` converges, and we
obtain  |F |1/2−1/n, as desired.











. We note that when
j ≤ U , the bound |Ej| ≤ 2pj is better than the bound |Ej| ≤ |F |n−1, and when
j > U , the latter bound is better.




























j(3/2p−2). Now, 3/2p− 2 = 4
3n−2 > 0, so this is:
 |F |−1/22U(3/2p−2) = |F |−1/2|F |
(n−1)(3/2p−2)
p = |F |1/2−1/n.
To bound the sum for values of j > U , we use that |Ej| ≤ |F |n−1 = |P|

















The geometric sum over j is now also convergent, so we have:
 |F |−1/2+n−1|F |
(n−1)(p/2−2)
p = |F |1/2−1/n.
This concludes the proof of the theorem.
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Chapter 4
Estimates for the Square Variation of Partial
Sums of Fourier Series and their
Rearrangements
4.1 Introduction
Let T := [0, 1] denote the unit interval with Lebesgue measure dx and
let Φ := {φn}n∈N denote an orthonormal system (ONS) of real or complex
valued functions on T. By an ONS, we will always mean the set of orthonormal
functions {φn}n∈N and the ordering inherited from the index set N. For f ∈ L2,
we let an = 〈f, φn〉 denote the Fourier coefficients of f with respect to the








It is well known that the L2 boundedness of the operator M implies the
almost everywhere convergence of the partial sums of the expansion of f ∈ L2
in terms of the ONS Φ. Almost everywhere convergence is known to fail for
some ONS, hence the maximal function M is known to be an unbounded
operator on L2 for some ONS. There is an optimal estimate known for general
ONS.
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where the implied constant is absolute. Moreover, the function ln2(n+
1) cannot be replaced with any function that is o(ln2(n+ 1)).
This last claim is quite deep and is due solely to Menshov.
While this estimate is optimal in general, it can be improved for many
specific systems. For instance, the inequality ||Mf ||L2  ||f ||L2 is known to
hold when Φ is taken to be the trigonometric, Rademacher, or Haar systems.
We recall the definitions of these systems in the next section.
Recently, variational norm refinements of the maximal function results
stated above have been investigated. To state these results, we first need to
introduce some notation. Let a = {an}∞n=1 be a sequence of complex numbers.
Then we define the r-variation as:












where the supremum is taken over all partitions PK of [K] (i.e. all ways of
dividing [K] into disjoint subintervals). When a is a finite sequence of length
K, the quantity is defined by dropping the limK→∞.
One can easily verify that this is a norm and is nondecreasing as r
decreases. Now we will denote the sequence {anφn(x)}∞n=1 by S[f ](x). (Note
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that this is slightly different than the notation used in [52].) When we write
||S[f ]||V r(x), we mean the function on T whose value at x ∈ T is obtained by
assigning the r-th variation of the sequence S[f ](x). Furthermore, ||S[f ]||Lp(V r)
is the Lp norm of this function. Alternately, we have







|Snl [f ](x)− Snl−1 [f ](x)|2
)1/2
,
where Snl [f ](x) =
∑nl
n=1 anφn(x) is the nl-th partial sum.
We note that the function ||S[f ]||V∞(x) is essentially the maximal func-
tion. More precisely, Mf(x)  ||S[f ]||V∞(x)  Mf(x). Since the quantity
||a||V r is nondecreasing as r decreases, we see that ||S[f ]||V r(x) majorizes the
maximal function whenever r < ∞. In [52], the following is proved for the
trigonometric system {e2πinx}∞n=1:





||S[f ]||Lp(V r) ≤ Cp,r||f ||Lp ,
where Cp,r is a constant depending only on p and r.
This result is rather deep, being a strengthened version of the cele-
brated work of Carleson and Hunt on the almost everywhere convergence of
Fourier series. The analogous inequalities were previously obtained in [32]
in the simpler situation of Cesàro partial sums of the trigonometric system.
Moreover, the above inequality is known to hold for the Haar system and more
generally for martingale differences by Lepingles inequality, a variational vari-
ant of Doob’s maximal inequality. In [52], it is shown that the condition r > 2
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is necessary in case of the trigonometric system. Our focus here will be to
study the case p = r = 2 for general ONS. In this direction, we prove (closely
following the classical proof):
Theorem 40. Let Φ be an ONS. Then







If ||Mf ||L2  ∆(N)||f ||L2 for all f =
∑N
n=1 anφn for some real valued function
∆(N), then







Interestingly, the first inequality strengthens the Rademacher-Menshov
theorem stated above, since the right sides are the same (up to implicit con-
stants), yet we have replaced the maximal function with the square variation
operator V 2 on the left side. Since the V 2 operator dominates the maximal
operator, this implies the Rademacher-Menshov theorem and the claim that
this result is sharp follows from the sharpness of Rademacher-Menshov. This
might lead one to think that the two operators behave similarly, however we
will see that the V 2 operator is much larger than the maximal operator for
the classical systems. Theorem 40 can be refined further for certain classes of
ONS, see Section 4.7 for discussion of this.
We can apply (4.2) to the trigonometric system with ∆(N) = O(1),
the Carleson-Hunt inequality, and obtain the following corollary:
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Corollary 41. Let {e2πinx}∞n=1 be the trigonometric system. We then have







Moreover, the function ln(n + 1) cannot be replaced by a function that is
o(ln(n+ 1)).




2πinx. A proof of this is contained in Section 2 of [52]. Strictly
speaking, they work with the de la Vallee-Poussin kernel there, but the same
proof works for the Dirichlet kernel.
As we will see below, it is easy to construct an infinite ONS such that
||S[f ]||L2(V 2)  ||f ||L2 holds, by choosing the basis functions φn(x) to have
disjoint supports. However, this is a very contrived ONS, and it is then natural
to ask if there exists a complete ONS such that ||S[f ]||L2(V 2)  ||f ||L2 . This
is not possible. In fact, we show slightly more:
Theorem 42. Let {φn} be a complete orthogonal system. There exists a L∞
function such that ||S[f ]||V 2(x) =∞ for almost every x.
In general, this divergence cannot be made quantitative. We show
that for any function w(n) → ∞, there exists a complete ONS such that
||S[f ]||L2(V 2)  w(N)||f ||L2 whenever f(x) =
∑N
n=1 anφn(x). However, a
quantitative refinement is possible if we restrict our attention to uniformly
bounded ONS:
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Theorem 43. In the case of a uniformly bounded ONS, it is not possible for
w(N) = o(
√
ln ln(N)). However, there do exist uniformly bounded ONS such
that w(N) = O(
√
ln ln(N)).
The Rademacher system provides an example of the second claim. See
Theorem 46 below.
Recall that we defined an ONS to be a sequence of orthonormal func-
tions with a specified ordering. This is essential since the behavior of the max-
imal and variational operators depend heavily on the ordering. For instance,
the Carleson-Hunt bound on the maximal function for the trigonometric sys-
tem makes essential use of the ordering of the system, and the result is known
to fail for other orderings. It is thus natural to ask what one can say about
the V 2 operator for reorderings of the trigonometric system. Surprisingly, it
turns out that the O(
√
ln(N)) bound can be improved to O(
√
ln ln(N)) for
any choice of coefficients by reordering the system. More generally:
Theorem 44. Let {φn}Nn=1 be an ONS such that |φn(x)| = 1 for all x and n,
and let f(x) =
∑N
n=1 anφn(x). Then there exists a permutation π : [N ]→ [N ]
such that
||f ||L2(V 2) 
√
ln ln(N)||f ||L2
holds (for sufficiently large N) with respect to the rearranged ONS {ψn}Nn=1,
where ψn(x) := φπ(n)(x).
This is perhaps the most technically interesting part of the paper. This
result should be compared to Garsia’s theorem [21], which states that the
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Fourier series of an arbitrary function with respect to an arbitrary ONS can
be rearranged so that the maximal function is bounded on L2. Garsia’s proof
proceeds by selecting a uniformly random permutation, and arguing that it will
satisfy the claim with positive probability. In our case, however, we randomize
over a subset of all permutations. This subset is chosen based on structural
information about the Fourier coefficients of the function. It is unclear if
this restriction is necessary or an artifact of our proof techniques. It would
be interesting to extend this result to more general ONS. We note that it
can be seen from the work of Qian [58] (see also our refinement [36]) that
||
∑N
n=1 rn||L2(V 2) 
√




n=1 rn||L2 , regardless of
the ordering of the Rademacher functions rn, hence the
√
ln ln(N) term in the
statement of the theorem is sharp. A similar result can be obtained for general
ONS when the coefficients are multiplied by random signs:
Theorem 45. Let {φn}Nn=1 be an ONS and f(x) =
∑N
n=1 anφn(x). Then there




holds, where g(x) =
∑N
n=1 εnanφn(x).
This easily follows from the following inequality:



















In particular, combining this with Theorem 43, we see that the L2 norm of
the V 2 operator for the Rademacher system grows like
√
ln ln(N).
Finally, we prove that the V p norm of some systems can be improved
uniformly for all choices of coefficients by a rearrangement, for p > 2.
Theorem 47. Let {φn}Nn=1 be an ONS such that ||φn||L∞ ≤M for each n, and
let p > 2. There exists a permutation π : [N ]→ [N ] such that the orthonormal
system {φπ(n)}Nn=1 satisfies
||S[f ]||L2(V p) M,p ln ln(N)||f ||L2 (4.4)
for all f =
∑N
n=1 anφn.
The maximal V ∞ version of this result is due to Bourgain [4] and rep-
resents the best progress known towards Garsia and Kolmogorov’s rearrange-
ment conjectures. Our methods rely heavily on those developed in that paper.
This also leads us to perhaps the most interesting open problem relating to
V 2 operators:
Question 48. Does there exist a permutation π : [N ] → [N ] such that the L2




Our Theorems 44 and 47 may be viewed as evidence that this may in
fact be possible. It is consistent with our knowledge that one could get growth
as slow as
√
ln ln(N). It is known that purely probabilistic techniques in the
maximal (V ∞) case can only go as far as Bourgain’s bound of ln ln(N) (see
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Remark 2 of [4]). Thus, finding a permutation that reduces the growth further
(Garsia’s conjecture is the assertion that there exists a rearrangement that gets
to O(1)) would require fundamentally new ideas. However, it is consistent with
our current knowledge that the purely probabilistic techniques could get one
down to ln ln(N) in the V 2 case. If true, this will certainly require a much more
delicate analysis than the methods used here. Theorem 40 combined with the
V ∞ case of the previous theorem does give a bound of
√
ln(N) ln ln(N) for
general bounded ONS for the V 2 operator. This is a nontrivial improvement
for some systems, but not the most interesting classical systems.
4.2 Notation and General Remarks
We will work with ONS defined on the unit interval T. The underlying
space T plays almost no role in our proofs (the role is similar to that of a
probability space in probability theory), and one could replace it with an
abstract probability space.
We assume that the ONS is real valued in most of our results. In these
cases, one can obtain the same results for complex valued ONS by splitting into
real and imaginary parts and applying the arguments to each. The details are
routine so we omit them. The proof of Theorem 44 is the one place where this
requires some care, and thus we work with complex valued functions directly
there.
We define the trigonometric system to be the system of complex ex-
ponentials {e2πinx}∞n=1. Typically the trigonometric system is defined to be
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the doubly infinite system {e2πinx}∞n=−∞ and the maximal and variational op-
erators are defined with respect to the symmetric partial sums. However,
we find it more convenient to define the trigonometric system this way and
avoid having to state all of the following results for both singly and doubly
infinite systems. All of our results can easily be transferred to the doubly infi-
nite setting (using symmetric partial sums) by splitting the Fourier series of a
function f ∈ L2(T) with respect to a doubly infinite system into two functions



















Thus it follows that the L2 boundedness of the maximal operator asso-
ciated to the system {e2πinx}∞n=1 implies the L2 boudedness of the symmetric
maximal operator associated to {e2πinx}∞n=−∞, and similarly for the V p oper-
ators.
The Haar system, which we denote by {Hn}∞n=0, is a complete ONS
























We form the system Hn by ordering the basis functions {Hk,j} first by the
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parameter k and then by the parameter j, or Hn = Hj,k for n = 2
k + j.
Lastly, we set H0 = 1.
The Rademacher system, denoted {rn(x)}∞n=1, is defined by
rn(x) = sign sin (2
nπx) .
The Rademacher system can also be thought of as independent random vari-
ables which take each of the values {−1, 1} with probability 1/2.
4.3 Variational Rademacher-Menshov-Type Results
We start by giving a proof of Theorem 40.
It suffices to assume that N is a power of 2, say N = 2`. For all i, k
such that 0 ≤ i ≤ ` and 0 ≤ k ≤ 2`−i−1, we consider the collection of intervals
Ik,i := (k2
i, (k + 1)2i].
Lemma 49. Any subinterval of S ⊂ [0, 2`] can be expressed as the disjoint





where at most two of the intervals Ikm,im in the union are of each size, and
where the union consists of at most 2` intervals.
Proof. Let S = [a, b] and set i′ := maxIk,i⊆S i. It follows that there are at
most two intervals of the form Ik,i′ contained in S (otherwise S would contain
an interval of the form Ik,i′+1). Let r denote the right-most element of the
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interval with the largest k value satisfying Ik,i′ ⊆ S. Now b − r has a unique
binary expansion. It easily follows from this that (r, b] can be written as
[r, b] =
⋃
m Ikm,im where the union contains only one interval of the form Ikm,im
of any particular size, and these intervals are disjoint. An analogous argument
allows us to obtain a decomposition of this form also for [a, r′], where r′ is the
left-most element of an interval with the smallest k value satisfying Ik,i′ ⊆ S.
The lemma follows by taking the union of these two decompositions.
We now prove
Lemma 50. In the notation above, we have that







Proof. By rounding up to the nearest power of two, we can assume without
loss of generality that N = 2` for some positive integer ` (this change will only
affect the constants absorbed by the  notation). Now, for each x, we have
some disjoint intervals J1, . . . , Jb ⊆ [N ] such that:







It is important to note that these intervals depend on x.
By Lemma 49, each Jj can be decomposed as a disjoint union of the
form (4.5). In this disjoint union of intervals Ikm,im , each value of im appears
at most twice. For each j and i, we let Iji denote the union of the (at most
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two) intervals in the decomposition of Jj which are of length 2
i. We then have:





























Notice that we are now summing over all intervals Ik,i for each i, regardless of
the value of x.
We take the L2 norm of both sides of (4.7), and apply the triangle
inequality to obtain:







































for each i. Combining this with (4.8) and noting that there are lnN values
of i, we have:







We now define a variant of the function ||S[f ]||V 2(x) which we will de-
note by ||SL[f ]||V 2(x). For each x, we define SL[f ](x) to be the sequence of dif-
ferences of lacunary partial sums of f at x, i.e. SL[f ](x) := {S20 [f ](x), S21 [f ](x)−
S20 [f ](x), S22 [f ](x)−S21 [f ](x), . . .}. As usual, we let ||SL[f ]||V 2(x) denote the
2-variation of this function.
Lemma 51. In the notation above we have that







Proof. We will need the inequality |a|2 ≤ 2|a− b|2 + 2|b|2 for any real numbers
a, b. For each x, there exists some sequence m0(x),m1(x),m2(x), . . . such that:




∣∣S2mi(x) [f ](x)− S2mi−1(x) [f ](x)∣∣2 . (4.9)
Setting a := S2mi(x) [f ](x)−S2mi−1(x) [f ](x) and b := f(x)−S2mi−1(x) [f ](x),
we can apply the inequality above to obtain:
∣∣S2mi(x) [f ](x)− S2mi−1(x) [f ](x)∣∣2
≤ 2 |S2mi(x) [f ](x)− f(x)|
2 + 2
∣∣S2mi−1(x) [f ](x)− f(x)∣∣2
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for each i ≥ 1. Combining this with (4.9), we have:





|S2mi(x) [f ](x)− f(x)|
2 +
∣∣S2mi−1(x) [f ](x)− f(x)∣∣2




|S2mi(x) [f ](x)− f(x)|
2




|S2m [f ](x)− f(x)|2 .
Note that in this last quantity, we are always summing over all values of m,












Now we take the L2 norm of both sides of this inequality to obtain:








To see this, note that |S2m [f ](x)− f(x)| =
∣∣∑∞
n=2m+1 anφn(x)
∣∣ and each n
is greater than 2m for  ln(n) values of m. The result then follows from
Parseval’s identity.
We now combine these two results to prove the following theorem.
Theorem 52. For an arbitrary ONS, in the notation above, we have









Proof. We write Uk(x) :=
∑2k
n=2k−1+1 anφn(x) (when k = 0, U0(x) := a1φ1(x).).
We claim that










To see this, note that any interval [a, b] can be decomposed as the




Il ⊆ (2k−1, 2k] and Ir ⊆ (2k
′
, 2k
′+1) (here, 2k can be set as the smallest integral
power of 2 contained in [a, b], and 2k
′
can be set as the largest integral power of






n=1 ln(n+1)|an|2 from the
previous lemma, which is clearly bounded by
∑∞
n=1 ln











Combining these estimates completes the proof.
Next we show that these estimates can be improved if one has additional
information regarding the ONS. In particular, if the partial sum maximal
operator M associated to the system is bounded then one can replace the
ln2(n) above with an ln(n).
Theorem 53. Let f(x) =
∑N
n=1 anφn(x) and assume that






for any choice of f . Then

















In particular, if the quantity on the right is finite, then the variational operator
applied to f must be finite almost everywhere.
Proof. As before, without loss of generality, we may assume that N = 2` for
some positive integer `. And we consider the collection of dyadic subintervals
of [1, N ] of the form Ik,i = (k2
i, (k+ 1)2i] for each 0 ≤ i ≤ `, 0 ≤ k ≤ 2`−i− 1.
We will refer to intervals of this form as admissible intervals.
Now we note that an arbitrary interval J = [a, b] ⊆ [N ] can be written
as a disjoint union J = Jl∪Jr, where Jr ⊆ Ikr,ir and Jl ⊆ Ikl,il and |Jl| ≥ 12 |Ikl,il |
and |Jr| ≥ 12 |Ikr,ir |. We allow one of the intervals to be empty if needed,
although in the following we will always assume that the intervals are not
empty, since estimating the contribution from an empty interval is trivial.
That is, we can write an arbitrary interval J as the union of two intervals
which are contained within admissible intervals and the intersection with the
admissible intervals is a constant fraction of the the admissible interval.
For J ⊆ [N ], let SJ :=
∑








Note that the sum on the right is only over all admissible intervals. To
see that this inequality holds, let {Ji}mi=1 be a partition of [N ] that maximizes
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the square variation (at x). From the discussion above, we can associate
disjoint J li and J
r
i to Ji such that Ji ⊂ J li ∪ Jri . Moreover, we can find disjoint
admissible intervals I li and I
r
i such that J
s
i ⊆ Isi and |Jsi | ≥ 12 |I
s
i | (s ∈ {r, l}).
We observe that |SJi(x)|2  |MSIli(x)|
2 + |MSIri (x)|
2. Moreover, any
particular admissible interval I will be associated to at most two intervals in
the partition {Ji} since the intervals in the partition are disjoint and have
at least half the length of the associated admissible interval. The pointwise
inequality above now follows. Now integrating each side, applying the hypoth-




n, and noting that every point in














Taking the square root of each side completes the the proof of the first
inequality in the theorem statement. The second statement follows from the
first via the argument used to prove Theorem 52. Note that we obtained a
bound on the lacunary partial sums in Lemma 51 of the order
√
ln(n). This
estimate was better than we needed for the proof of Theorem 52, however is
exactly the order we need here.
This completes the proof of Theorem 40 and Corollary 41 follows.
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4.4 Lower bounds
In this section, we prove:
Theorem 42. Let {φn(x)} be a complete ONS. Then there exists a function
f ∈ L∞(T) such that for almost every x ∈ T
||f ||V 2(x) =∞. (4.10)
Here, as before,
||f ||V 2(x) = supK supn0<...<nK
(∑K
l=1 |Snl [f ](x)− Snl−1 [f ](x)|2
)1/2
where
Snl [f ](x) =
∑nl
n=1 anφn(x) is the nl-th partial sum.
Using Lemma 54 below and properties of the Dirichlet kernel, Jones and
Wang showed (4.10) for the trigonometric system. In the case of general or-
thonormal systems, we do not have analytic information regarding the partial
summation operator and need to proceed differently. We start by establishing
the result for the Haar system.
We let Ek : L
1 → L1 denote the conditional expectation operator





Using a probabilistic result of Qian [58], Jones and Wang [32] showed
that:













If we let Sn[f ] denote the partial summation operator with respect to
the Haar system, then it easily follows that Ekf(x) = Snk+1 [f ](x)− Snk [f ](x)
for some sequence {nk}. Therefore, there exists f ∈ L∞(T) such that ||f ||V 2(x) =
∞ for almost every x ∈ T, where the operator V 2 is associated to the Haar
system. For future use, let us define {bn} to be the Haar coefficients of the
function f , that is
bn = 〈f(x),Hn(x)〉 . (4.11)
We will also need a theorem of Olevskii (see [54] Chapter 3), which
requires that we introduce some additional notation. Let {gn} and {fn} be
two sequences of real-valued measurable functions on T. We say that they
are weakly isomorphic if for each n ∈ N there exists an invertible measure-
preserving mapping Tn : T→ T that is one-to-one on a set of full measure and
satisfies
fk(Tnx) = gk(x)
for all 1 ≤ k ≤ n.
Theorem 55. (Olevskii) Let {φn}∞n=1 be a complete real-valued orthonormal
system. There exists an orthonormal system {Hk}∞k=1 that is weakly isomor-










whenever j 6= k.
We now set f̃(x) :=
∑∞
n=1 bnHn(x), for bn defined in (4.11). Using
the fact that the (finite) partial sums of the series defining f̃(x) are weakly
isomorphic to the partial sums of the Haar expansion of f , it follows that the
partial sums of the function f̃ are uniformly bounded, hence f̃ ∈ L∞(T).




. It follows that
nk+1∑
n=nk+1
cnφn(x) = bkHk(x) + ek(x),
where
∑
k |ek(x)| <∞ for almost every x.
Proof. Since f̃(x) =
∑∞







































































 2−k||f̃ ||L2 .
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 ||f̃ ||L2 and hence
∑∞
k=1 |ek(x)| is finite for almost
every x ∈ T.
We now prove Theorem 42. We let Vφ and VH denote the variation
operators associated to the systems {φn} and {Hn} respectively. Moreover,
we let V 2 be the variation operator associated to the partial sums of the
absolutely convergent function E(x) =
∑∞
















≤ ||f̃ ||L2(V 2φ ) − ||E||L2(V 2).
Since the first quantity in this expression is infinite almost everywhere, and
the third quantity is finite almost everywhere, it must hold that ||f̃ ||L2(V 2φ ) is
infinite almost everywhere. This completes the proof of the theorem.
Our proof of Theorem 42 was purely qualitative, a feature we inherit
from Theorem 55, which relies on the Riemann-Lebesgue lemma. Next we
show that it is impossible to obtain a quantitative lower bound on the growth
of the variation in Theorem 42.
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Remark 57. One could obtain the conclusion of Theorem 42 for functions in
more restrictive classes. Combining the above argument with known perturba-
tion techniques, one can show that the f in the statement of the theorem can
be taken to be continuous. The proof of this relies on the fact that one already
has an example in L∞ (an example in L2 is not sufficient). See [54] p.67 and
the associated references for details. Additionally, one can show that for any
nonconstant function f , there exists an invertible measure preserving trans-
formation of T : T → T such that the conclusion holds for g(x) = f(T (x)).
See [54] p.69 and the related references for details. From this, we see that one
cannot hope to prove that V 2 is bounded on L2 even in “restricted weak type”
form, at least not for complete systems. Since the details of these arguments
are not essential to our current investigation, and are essentially a combination
of the above argument and the ideas of the cited papers, we omit them.
Theorem 58. Let w(·) denote a positive real-valued function monotonically in-
creasing to infinity. Then there exists a complete orthonormal system {φn}∞n=1
such that for all sufficiently large N ∈ N,








for all f of the form f(x) =
∑N
n=1 anφn(x).
Proof. Our example will be a rearrangement of the Haar system. We let
Ψ = {ψn(x)}∞n=1 be a subsequence of the Haar system with disjoint supports.
We let {ρn(x)}∞n=1 denote the subsequence of the Haar system consisting of
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all the elements of the Haar system that are not included in Ψ. We now form
a complete orthonormal system {φn} by sparsely inserting elements of the
sequence {ρn(x)}∞n=1 into the sequence {ψn(x)}∞n=1, maintaining the relative
ordering of each sequence. Clearly we may do this so that the first N elements
of the system {φn} have at most w(n) elements from the ρ’s. We thus may
partition the indices [N ] of the system {φn}Nn=1 into two classes. We let S be
the subset of indices n for which φn = ρm for some m and S
c := [N ] \ S. We




























 ln(w(n))||f ||L2 + ||f ||L2  ln(w(n))||f ||L2  w(n)||f ||L2 .
Here, we have employed the triangle inequality, Lemma 50, and the fact that
{φn}n∈Sc have disjoint supports.
Lastly, we show that if a system is uniformly bounded, then an quanti-
tative lower bound on the growth of the V 2 operator is available, even without
assuming completeness.
Theorem 43. Let {φn}Nn=1 be an ONS uniformly bounded by M . Then there
exists a function of the form f =
∑N
n=1 anφn(x) such that




In light of Theorem 46, this is best possible.
To prove this, we will rely on the following lemma:
Lemma 59. We let c1, . . . , cN denote real numbers, all ≥ δ for some constant
δ > 0. We let X1, . . . , XN denote independent Gaussian random variables,














Proof. We essentially follow the proof of Theorem 2.1 in [58] (pp. 1373-1375),
with minor modifications. We let Φ(x) denote the standard normal distribu-
tion function. By Lemma 2.1 of [58] (p. 1373), we have that
1− Φ(x) ≥ (1/12)exp(−3x2/4) for x ≥ 1. (4.12)
We define Sk =
∑k
n=1 cnXn and we set K := 25. We also set











We let Lx := max{1, lnx}.
For each ω ∈ Ω (where Ω denotes the probability space), we define
EN(ω) to be the subset of values t ∈ {1, 2, . . . , N −
√
N} such that, for some
` ≤ j ≤ m, |St+Kj(ω)− St(ω)| ≥ δ
√
KjLL(N)/2. Additionally, for each fixed
t and j, we define the event
EjN(t) :=
{






Now, St+Kj −St+Kj−1 is distributed as a Gaussian random variable with mean
0 and variance equal to




For any λ ∈ R,






We apply this with λ := δ
√








Therefore, using (4.12), we obtain:
































We observe that if |St+Kj(ω) − St+Kj−1(ω)| ≥ δ
√
KjLL(N) for some
` < j ≤ m, then either |St+Kj(ω)−St(ω)| ≥ δ
√









EjN(t)⇒ t ∈ EN(ω).
Therefore, for any t ∈ {1, 2, . . . , N − b
√
Nc}, we have:








We note that for j′ 6= j, EjN(t) and E
j′
N(t) depend on disjoint sets of the
random variables Xi, and so are independent events. Therefore, letting E
j
N(t)






























:= 1− pN .
This shows that for each t, P [ω : t ∈ EN(ω)] > 1 − pN . We can alter-
nately express this as: ∫
Ω
1EN (t)dP > 1− pN ,
where 1EN (t) denotes the function that is equal to 1 when t ∈ EN(ω) and
equal to 0 otherwise. We define the subset S ⊆ Ω to be the set of ω ∈ Ω such





P[S] > 1−√pN . (4.13)


















Now, if P[S] ≤ 1 − √pN held, this would imply that the integral on the left






















which is a contradiction.
We next use the following Vitali covering lemma:
Lemma 60. ([18], Lemma 3.15) Let µ(A) denote the Lebesgue measure of
a set A ⊆ R. Let U be a collection of open intervals in R with bounded
union W . Then for any λ < µ(W ), there is a finite, disjoint subcollection
{V1, V2, . . . , Vq} ⊆ U such that
∑q
i=1 µ(Vi) ≥ λ/3.
For sufficiently large N , (4.13) implies that with probability > 1−√pN ,
for ≥ N ′ := b(1 −√pN)(N −
√
N − 1)c integers t ∈ {1, 2, . . . , N −
√
N} (we
will call them t1, t2, . . . , tN ′), we have corresponding values j1, . . . , jN ′ (all≤ m)
such that |Sti+Kji−Sti | ≥ δ
√
KjiLL(N)/2 for each i from 1 to N ′. We consider
the collection U of the open intervals (ti, ti +K
ji) for i from 1 to N ′. We note
that each Kji > 1. We fix some positive constant α < 1. For N sufficiently
large, we have N ′ > αN . (Note that pN approaches 0 as N goes to infinity).
Therefore, the union of the intervals in U is a subset of (0, N ] with Lebesgue
measure ≥ N ′ > αN .
Applying Lemma 60, we conclude that there is disjoint subcollection of




The closures of the intervals in Q are non-overlapping except for possibly at
their endpoints. Relabeling the ti’s for i ∈ Q as t1, . . . , tq (where q = |Q|), we
have t1 < t1 +K




































(α/12)N ln lnN(1−√pN) δ
√
N ln lnN.
We now prove Theorem 43. We begin by noting that for each n,∫
T φ
2
n(x)dx = 1 and |φn(x)| ≤ M ∀x implies that there are positive constants
ε, δ > 0 (depending on M) such that for some sets Un ⊆ T each of measure
≥ ε, |φn(x)| ≥ δ for all x ∈ Un. For each n, we let χn denote the characteristic









χn(x)dx ≥ Nε. (4.14)
We define ε′ := ε
2
. Then the function
∑N
n=1 χn(x) must be ≥ ε′N on a set of
measure ≥ ε′. To see this, note that 0 ≤
∑N
n=1 χn(x) ≤ N for all N . If this





′N(1− ε′) + ε′N = (1− ε/4)Nε,
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contradicting (4.14). Thus, there is some set U of measure ≥ ε′ such that for
every x ∈ U , |φn(x)| ≥ δ for at least ε′N values of n.
We let X1, . . . , XN denote independent Gaussian random variables with
mean 0 and variance 1. We consider the quantity
E
[∣∣∣∣{Xnφn(x)}Nn=1∣∣∣∣2L2(V 2)] .






















We consider a fixed x ∈ U . By definition of U , we have |φn(x)| ≥ δ for
at least ε′N values of n. We now define new independent Gaussian random
variables Y1, . . . , YÑ for Ñ ≥ ε′N as follows. We start from n = 1, and we
define Y1 to be the first partial sum
∑n1
n=1 φn(x)Xn such that
∑n1
n=1 |φn(x)| ≥ δ.
We then similarly define Y2 to be
∑n2
n=n1+1




|φn(x)| ≥ δ. We continue this process, defining the Yi’s to
be disjoint sums of the φn(x)Xn’s. Since x ∈ U , we will have Y1, . . . , YÑ for
Ñ ≥ ε′N . Since the sum of independent Gaussians is distributed as a Gaussian
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(with variance equal to the sum of the variances), each Yi is distributed as an
independent, mean zero Gaussian with variance ≥ δ2. Thus, applying Lemma
59, we have for each x ∈ U :
E
[∣∣∣∣{Xnφn(x)}Nn=1∣∣∣∣2V 2] ≥ E [∣∣∣∣∣∣{Yi}Ñi=1∣∣∣∣∣∣2V 2
]





δ2N ln ln(N)dx N ln lnN. (4.15)
We note that the constants being subsumed by the  notation above depend
on M .
Now, we consider the contribution to this expectation from points ω in
the probability space Ω such that
∑N
n=1Xn(ω)
2 is much larger than N . We will







for each positive integer k ≥ 2. We rely on the following
version of the Berry-Esseen theorem.
Lemma 61. ([55], p. 132) Let Z1, . . . , ZN be independent, mean zero random




















where A is a constant and Φ(x) denotes the standard normal distribution
function.
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Now, letting X1, . . . , XN denote the independent, mean zero, variance
one Gaussians as above, we define Z1, . . . , ZN by Zn := X
2
n − 1. Then the
Zn’s are independent, mean zero random variables. We note that E[Z2n] =
E[X4n]− 1 = 2 for each n. Also,
E[|Zn|3] = E[|X6n − 3X4n + 3X2n − 1|] ≤ E[X6n] + 3E[X4n] + 3E[X2n] + 1 = 28.
We will apply Lemma 61 for Z1, . . . , ZN , with γ := 1 and BN = 2N (since





































≤ 1− Φ(x) + A
B
3/2








where x := 2−1/2(k − 1)N1/2.













































for each positive integer k ≥ 2.





(k + 1)N , we have that the quantity
∣∣∣∣{Xnφn(x)}Nn=1∣∣∣∣2L2(V 2) evaluated at ω
is  (k + 1) ln2(N)N . Thus, the contribution to the expectation bounded in


































Both of these sums are convergent, and it is easy to see that this quantity is
o(N ln lnN).
Therefore, by (4.15) and the above bounds, we have proven that there
exists some point ω ∈ Ω such that when we define an := Xn(ω) and define
f(x) =
∑N
n=1 anφn(x), we have
||S[f ]||L2(V 2) M
√
ln ln(N)||f ||L2 .
Here, we have used that we can choose ω so that ||S[f ]||2L2(V 2) M N ln ln(N)




n ≤ 2N simultaneously.
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4.5 Systems of Bounded Independent Random Vari-
ables
In this section, we prove the following theorem:
Theorem 46. Let {Xi}Ni=1 be a sequence of mean zero independent random
variables such that |Xi| ≤ C and E [|Xi|2] = 1 for all i ∈ [N ]. Then
E







We will require the following lemmas. The first is a form of Hoeffding’s
inequality [26].
Lemma 62. Let {Xi} be independent random variables such that P[Xi ∈
[ai, bi]] = 1. Then









Lemma 63. (Etemadi’s Inequality). (See Theorem 1 in [17].) LetX1, X2, . . . , Xn
denote independent random variables and let a > 0. Let S` := X1 + · · · + X`
denote the partial sum. Then
P[ max
1≤`≤n
|S`| ≥ 3a] ≤ 3 max
1≤`≤n
P[|S`| ≥ a].
Lemma 64. (Rosenthal’s Inequality). (See Theorem 3 in [61].) Let 2 < p <∞.
Then there exists a constant Kp depending only on p, so that if X1, . . . , Xn
are independent random variables with E[Xi] = 0 for all i and E[|Xi|p] < ∞
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for all i, then:













We also use the following consequence of Doob’s inequality. For an
interval I ⊆ [n], we define SI :=
∑





Lemma 65. For p > 1 and independent random variables X1, . . . , Xn with




















Proof. The first inequality is a consequence of the following observation. For a
subinterval I ⊆ [n], we let I0 be the subinterval that starts at 1 and ends just
before I, and we let I1 be the interval I0∪ I. Then I0 and I1 are both intervals
starting at 1, and SI0 + SI = SI1 . Therefore, max{|SI0|, |SI1|} ≥ 12 |SI |. The
second inequality follows from Theorem 3.4 on p. 317 in [12].
We begin by decomposing [N ] into a family of subintervals according
to a concept of mass defined with respect to the ai values. We define the mass




n. By normalization, we may
assume that M([N ]) = 1. We define I0,1 := [N ] and we iteratively define Ik,s,
for 1 ≤ s ≤ 2k, as follows. Assuming we have already defined Ik−1,s for all
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1 ≤ s ≤ 2k−1, we will define Ik,2s−1 and Ik,2s, which are subintervals of Ik−1,s.
Ik,2s−1 begins at the left endpoint of Ik−1,s and extends to the right as far as
possible while covering strictly less than half the mass of Ik−1,s, while Ik,2s
ends at the right endpoint of Ik−1,s and extends to the left as far as possible
while covering at most half the mass of Ik−1,s. More formally, we define Ik,2s−1
as the maximal subinterval of Ik−1,s which contains the left endpoint of Ik−1,s
and satisfies M(Ik,2s−1) <
1
2
M(Ik,s). We also define Ik,2s as the maximal
subinterval of Ik−1,s which contains the right endpoint of Ik−1,s and satisfies
M(Ik,2s) ≤ 12M(Ik,s). We note that these subintervals are disjoint. We may




ik,s, where ik,s ∈ Ik−1,s. In other words, ik,s
denotes the single element which lies between Ik,2s−1 and Ik,2s (note that such
a point always exists because we have required that Ik,2s−1 contains strictly
less than half of the mass of the interval). Here it is acceptable, and in many
instances necessary, for some choices of the intervals in this decomposition to
be empty. By construction we have that
M(Ik,s) ≤ 2−k. (4.18)
We call an interval J ⊆ [N ] admissible if it is an element of the decom-
position given above. We denote the collection of admissible intervals by A.
We additionally refer to the subset {Ik,s|1 ≤ s ≤ 2k} of A as the admissible
intervals on level k and the subset {ik,s|1 ≤ s ≤ 2k} as the admissible points on
level k. We note that every point in [N ] is an admissible point on some level.
(Eventually, we have subdivided all intervals down to being single elements.)
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We consider an arbitrary interval J ⊆ [N ]. We would like to approx-
imate J by an admissible interval J̃ such that J ⊆ J̃ and M(J̃) ≤ cM(J),
for some constant c. This may be impossible, however, since J could span the
boundary between adjacent admissible intervals for all comparable masses. To
address this, we will instead approximate J by the union of two admissible
intervals and one point.
Lemma 66. For every J ⊆ [N ], (J 6= ∅) there exist J̃`, J̃r ∈ A and iJ ∈ [N ]
such that J̃ := J̃` ∪ iJ ∪ J̃r is an interval (i.e. J`, iJ , J` are adjacent), J ⊆ J̃ ,
and M(J̃) ≤ 2M(J).
Proof. We consider the minimal value k such that J contains an admissible
point on level k. We note that this point is unique, and we define iJ to be
equal to it. To see why a unique such point exists, first note that if J con-
tained at least two admissible points on level k, then it would also contain an
admissible point between them on level k−1. Now we consider the subinterval
J` consisting of elements of J that lie to the left of ij. Since the rightmost
endpoint of this subinterval is at rightmost endpoint of an admissible interval
on level k, it is also a rightmost endpoint of some admissible interval on every
level > k. We define J̃` to be the admissible interval with this right endpoint
on the highest level k` such that J` ⊆ J̃`. We note that the admissible interval
with this right endpoint on level k contains J , so such an interval J̃` must
exist, and k` ≥ k.
We claim that M(J̃`) ≤ 2M(J`). To prove this, we consider the admis-
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sible interval J̃ ′ on level k` + 1 with this same right endpoint. By maximality
of k`, we must have that J isn’t contained in J̃
′. This implies that J must
contain the admissible point on level k`+1 that occurs when J̃` is decomposed.
Therefore, M(J`) ≥ 12M(J̃`).
We define the subinterval Jr consisting of elements of J that lie to the
right of ij, and we can similarly find an admissible J̃r such that Jr ⊆ J̃r and
M(J̃r) ≤ 2M(Jr). We then have J ⊆ J̃ := J̃` ∪ iJ ∪ J̃r and M(J̃) ≤ 2M(J)
follows from:
M(J̃) = M(J̃`) +M(iJ) +M(J̃r) ≤ 2(M(J`) +M(iJ) +M(Jr)) = 2M(J).
Defining J̃`, J̃r, and iJ with respect to J as in the lemma, we observe
that:
|SJ |2  |S̃J̃` |
2 + |S̃J̃r |
2 + |SiJ |2. (4.19)
Here, |S̃J̃ | is the maximal partial sum over all subintervals contained in J̃ . Also,
if P is a partition of [N ], then the admissible intervals and points (J̃`, J̃r, and
iJ) associated to an element J of the partition will only reoccur for a bounded
number of elements of the partition (i.e. a particular admissible interval/point
will only appear among J̃`, J̃r, iJ for a constant number of J ∈ P). This
is because the J ’s in P are disjoint, so iJ ∈ J for only one J ∈ P, and
M(J ∩ J̃`) ≥ 12 J̃` implies J̃` can appear for at most two J ’s in P.
Now we will prove Theorem 46. We let Ω denote the probability space
for X1, . . . , XN (each ω in Ω is associated to a sequence of N real numbers).
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For each ω ∈ Ω, we let Pω denote a maximizing partition. We define Pω,`
(resp. Pω,r) to be the set of J̃` (resp. J̃r) associated to J ∈ Pω. We note that
the same interval could appear as J̃` or J̃r for up to two different J ’s in Pω.
We fix a large constant B which will be specified later. Now we split
each set Pω,side (here side ∈ {`, r}) into two disjoint subsets Pgoodω,side and Pbadω,side.
We define Pgoodω,side to be the set of J̃ ∈ Pω,side such that∣∣∣S̃J̃ ∣∣∣2 ≤ BM(J̃) ln ln(N). (4.20)
We then define Pbadω,side to be the complement of P
good
ω,side inside Pω,side.














































ln ln(N) ln ln(N).
This holds because
∑
J∈PM(J) = 1, and the total mass of the intervals
J̃`, J̃r, iJ used to cover each J is at most 2M(J), thus
∑
J̃∈Pω,side M(J̃) ≤ 2.
This shows that the terms involving the good admissible intervals are easily
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It remains to control the terms involving the bad admissible intervals.
The argument is essentially the same for both the sums over Pbadω,l and P
bad
ω,r ,











set Pbad,1ω,side consists of intervals Ik,s ∈ Pbadω,side such that |Ik,s| ≤ 2−k/2N and P
bad,2
ω,side
contains the complement set. For each k, we define Tk ⊆ {Ik,s : 1 ≤ s ≤ 2k} as
the collection of all intervals Ik,s satisfying |Ik,s| ≥ 2−k/2N . Clearly, |Tk| ≤ 2k/2


























































Now |Ik,s| ≤ 2−k/2N if Ik,s ∈ Pbad,1ω,side. For a fixed interval J , we let
B(J) ⊆ Ω denote the event that the |S̃J(ω)|2 is bad. In other words, ω ∈ B(J)
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Here we have restricted the the summation of k to the range 1 ≤ k ≤ 2 ln(N)
using the fact that 1 ≤ |Ik,s| ≤ 2−k/2N implies k ≤ 2 ln(N).
We let γ > 0 denote a positive value to be specified later. Letting



































The last inequality follows from the fact that the `2 norm is greater
than the `2+γ norm and E [|Xi|2+γ] ≤ C2+γ.
We let s := |J̃ |, and we let SJ̃ ,` denote the sum of aiXi for the first `






[∣∣∣S̃J̃ ∣∣∣2 ≥ BM(J̃) ln ln(N)] ≤ P [max
1≤`≤s
∣∣SJ̃ ,`∣∣2 ≥ B2 M(J̃) ln ln(N)
]
.




















By setting the value of B to be sufficiently large with respect to the constant










= 1, i.e. q = p
p−1 . We






for all J̃ . (Recall that p := 2+γ
2
.) We now apply Hölder’s inequality with p












[∣∣∣1B(J̃)∣∣∣q]) 1q (E [∣∣∣S̃J̃ ∣∣∣2p]) 1p .












This completes the proof.
4.6 Random Permutations
In this section, we will use probabilistic techniques to prove the follow-
ing theorem:
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Theorem 44. Let {φn}Nn=1 be an orthonormal system such that |φn(x)| = 1 for
all n and all x ∈ T, and {an}Nn=1 a choice of (complex) coefficients. Then there
exists a permutation π : [N ]→ [N ] such that






Proof. We assume without loss of generality that
∑N
n=1 |an|2 = 1. Then, for
each an, there exists some non-negative integer j such that 2
−j−1 < |an|2 ≤ 2−j.
For each fixed j, we let Aj denote the set of n ∈ [N ] such that 2−j−1 < |an|2 ≤
2−j. We define A∗ ⊆ [N ] as A∗ :=
⋃∞
j=d2 lnNeAj. We also define
bn =
{
an, n ∈ A∗
0, n /∈ A∗.
We then observe, for any permutation π : [N ]→ [N ] and any x ∈ T,






Applying the triangle inequality for the || · ||V 2 norm, this allows us to ignore
the contribution of all terms an where n ∈ A∗.
We consider the class of permutations π : [N ]→ [N ] such that π−1(Aj)
is an interval for each j. In other words, these are permutations which group
the elements of each Aj together. We allow arbitrary orderings within each
group and an arbitrary ordering of the groups. For a fixed permutation π, we
let Bj denote the preimage of Aj under π (so Bj is an interval). We will refer
to the intervals Bj as “blocks”. From this point onward, we will only consider
permutations belonging to this class, and we will only consider the contribution
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of terms for A1 up to Ab2 ln(N)c. We let N
′ := |A1| + · · · + |Ab2 ln(N)c|. For
notational convenience, we assume that π maps [N ′] bijectively to
⋃b2 ln(N)c
i=1 Aj.
(This is without loss of generality, since we have seen that we can treat the
set A∗ separately.)
For each fixed permutation π : [N ] → [N ] in this class and each fixed












where P denotes the maximizing partition of [N ′].
We now define two additional operators, V 2L and V
2











where PL is the maximizing partition among the subset of partitions of [N
′]
that use only intervals which are unions of the Bj’s.
The value of











where PS is the maximizing partition among the subset of partitions of [N
′]
that use only intervals I that are contained in some Bj. This can be alter-
natively described as taking that maximizing partition of each Bj and then
taking a union of these to form PS.
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To see this, consider the maximizing partition P in (4.24). Each I ∈ P
can be expressed as the union of three disjoint intervals, IS` , IL, and ISr , where
IS` and ISr are each contained in some Bi, and IL is a union of Bi’s. More
precisely, IL is the union of all the intervals Bj that are contained in I, IS`
goes from the left endpoint of I until the left endpoint of IL, and ISr goes from
the right endpoint of IL until the right endpoint of I. By construction, each



























Now, if we consider the set of intervals IL corresponding to I ∈ P, we get
a disjoint set of intervals that can occur as part of a partition considered by the
operator V 2L . Similarly, if we consider the set of intervals IS` , ISr corresponding
to I ∈ P, we get a disjoint set of intervals that can occur as part of a partition


























The inequality (4.25) then follows.
We first bound the contribution of the V 2L operator. For each Bj, we





Since the sets Bj are disjoint, we note that the functions fj are orthogonal to
each other, but they may not be uniformly bounded. We need to show that













This would imply that there is some ordering of the blocks for which the
contribution of the V 2L operator is suitably bounded.
To show (4.27), we will use the following inequality of Garsia for real
numbers:
Lemma 67. (See Theorem 3.6.15 in [22].) Let x1, . . . , xM ∈ R. We consider















We derive the following corollary:
Corollary 68. Let x1, . . . , xM ∈ R. Let L be a positive integer, 1 ≤ L ≤ M .
Let P denote the partition of [M ] into intervals of size L (starting with [L]),
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except that the last interval may be of smaller size (when L does not divide
























We note here that S ranges over all subsets of [M ] of size L.




























where I is any fixed interval of size L (without loss of generality, we may take
I to be [L]).






. Conditioned on this event, the action of ψ on I acts as random
permutation of the values xj for j ∈ S. Applying Lemma 67, we then have







j . (Note that the maximum over all subintervals I
′ of I is bounded by
a constant times the maximum over subintervals starting at the left endpoint
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, the corollary follows.
We now decompose [b2 ln(N)c] into a family of dyadic intervals. More
precisely, we consider all dyadic intervals of the form
((c− 1)2`, c2`], ` ∈ {0, 1, . . . , dln(2 lnN)e}, c ∈
{
1, . . . , 2dln ln(N)+ln 2e−`
}
(Some of these intervals may go beyondM := b2 ln(N)c. For these, we consider
their intersection with [M ].) The exponent ` of an interval here defines its
“level”. In other words, we say an interval ((c− 1)2`, c2`] is on level `. We let
F denote the set of all intervals of this form.
We then have that for any interval I ′ ⊆ [M ], there are (at most) two
adjacent intervals Il, Ir ∈ F such that I ′ ⊆ Il ∪ Ir, and |Il ∪ Ir| ≤ 4|I ′| (when
only one interval is needed, one of Il, Ir can be substituted by ∅). To see this,
consider the smallest positive integer k such that |I ′| < 2k. Then either I ′ is
contained in some dyadic interval of length 2k, or it contains exactly one right
endpoint of such an interval. We then take Il to the be interval on level k with
this right endpoint, and take Ir to be the next interval (with this as its open
left endpoint).
This implies the following upper bound for each permutation σ and
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This holds because for each interval J in the maximizing partition, J ⊆ Il ∪ Ir
for some Ir, Il ∈ F with |I| < 4|Il ∪ Ir|. Each I ∈ F will correspond to at most
a constant number of J ’s (it can only be Il for one J when Ir is non-empty,
Ir for one J when Il is non-empty, and it can contain at most 3 corresponding
J ′s), and this constant factor is absorbed by the  notation.

















Using the triangle inequality for the ||·||V 2 norm and linearity of expectation,
we can split each fj(x) into real and imaginary parts, fj(x) = f
r
j (x) + if
i
j(x),
where f rj and f
i
















For each ` from 0 to dln(2 lnN)e, we let F` denote the intervals in F
on level `. On each level, these intervals are disjoint. Applying (4.28) to the









































Now, for each `, we apply Corollary 68 to the dyadic intervals on level





































































































































































Taking a square root of both sides of this establishes (4.27), as desired. This
concludes our analysis of the V 2L operator.
We now bound the contribution of the V 2S operator.









Proof. We first observe that it suffices to prove the following inequality for
each Aj. We let Πj denote the set of permutations of Aj, i.e. each πj ∈ Πj is
a bijective map from [|Aj|] → Aj. We consider choosing such a permutation





















and these permutations can be put together to form a permutation π as re-
quired for Lemma 69. We note that it does not matter how we concatenate
the πj’s: by definition of the V
2
S operator, it only matters how each Aj is
permutated, not the order the Aj’s are placed in.
We now fix a j and we will prove (4.31). By Fubini’s theorem, we can
interchange the order of the integral and the expectation and instead work








For each fixed x, we define the set of complex numbers C to be the set
of values anφn(x) for n ∈ Aj. Then, these complex numbers c ∈ C all satisfy
2−j−1 < |c|2 ≤ 2−j (recall that |φn(x)| = 1). We let Nj := |Aj|, and we let
random variables Z1, . . . , ZNj denote random samples from C taken without
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To show this, we will need the following lemma:
Lemma 70. Let X1, . . . , XNj denote uniformly random samples from C with
replacement. For each k from 1 to Nj, we let Sk :=
∑k
i=1Xi. For a subinterval
I ⊆ [Nj], we let SI :=
∑












where C is a positive constant.













for some positive constant c, where Re[SI ] denotes the real part of SI . (More
precisely, Hoeffding’s inequality is applied with the maximum over Sm for
1 ≤ m ≤ k. However, moving to a maximum over arbitrary subintervals only
results in a change of the constant c.) The same holds analogously for the






























We now perform the change of variable t = λ
1















We recall that Γ(z) :=
∫∞
0
tz−1e−tdt. Performing the change of variable
t = s
2




















































































































where C is a positive constant.
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let N ′j = 2
m be the smallest power of 2 which is ≥ Nj. We then decompose
[N ′j] into a family of dyadic intervals. More precisely, we define F to be the
family of intervals of the form
((d− 1)2`, d2`], ` ∈ {0, 1, . . . ,m}, d ∈ {1, . . . , 2m−`}.
Now, for any interval I ′, there are (at most) two intervals Il, Ir ∈ F such that
I ′ ⊆ Il ∪ Ir and |Il ∪ Ir| < 4|I ′|. Moreover, for any partition P of [Nj], the
number of times an I ∈ F is associated to an I ′ ∈ P is upper bounded by a
constant. (This is as we have argued previously.)
We let Ω denote our probability space (ω ∈ Ω corresponds to a specified




|SI′ − E[SI′ ]|2 ≤ D2−j|I| ln ln(N),
where D is a positive constant whose value we will specify later. Otherwise,
we say I is bad. We let P denote the maximal partition (which depends on ω).
For each interval I ′ ∈ P, we have (at most two) covering intervals Ir, Il ∈ F.
We let FP denote the set of intervals in F which correspond to intervals in P















































since each |c|2 is between 2−j−1 and 2−j, and |C| = Nj. To see this, note that
for each I ′, |SI′|2  |SI′ − E[SI′ ]|2 + |E[SI′ ]|2, and |E[SI′ ]|2 =
∣∣∣ |I′|Nj ∑c∈C c∣∣∣2.
It only remains to bound the contribution of the intervals that are not
good. For this, we first prove the following lemma. For each interval I ∈ F,
we let B(I) denote the event that I is bad (i.e. not good), and we let 1B(I)
denote its indicator function.








when D is chosen to be a sufficiently large constant.










|SI′ − E[SI′ ]|2 > D2−j|I| ln ln(N)
]
 E [maxI




We now rely on the following result of Rosén [59].
Lemma 72. (Theorem 4 in [59]) Let X1, . . . , Xk be samples drawn from a
finite set of real numbers with replacement, and let Z1, . . . , Zk be samples
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drawn without replacement. Let 1 ≤ n1 < n2 < · · · < nm. For every convex,


































We want to apply this lemma to the function f(x) := |x|p, but this is
not monotone. Instead we define monotone, convex functions f1, f2 such that
|x|p = f1(x) + f2(x), namely setting f1(x) = (−x)p for x < 0 and equal to 0
otherwise, and f2(x) = x
p for x > 0 and equal to 0 otherwise. We note that
|x|p ≥ f1(x), f2(x) always holds.
Without loss of generality, we consider I equal to the interval of length











f1 (Re (Sn − E[Sn]))
]
+




f2 (Im (Sn − E[Sn]))
]
.
Here, Sn denotes the partial sum of Z1 + Z2 + · · · + Zn, Re denotes the real
part, Im denotes the imaginary part, and there are four terms in this sum:
one for each combination of f1, f2 and real and imaginary parts.
We can apply Lemma 72 to each of these four terms to replace the sam-
ples Z1, . . . , Z|I| taken without replacement with samples X1, . . . , X|I| taken























for some constant H̃.










We can then set D large enough so that H̃√
D
< e−4e, and the lemma follows.

















= 1 and 4
q























































Similarly to our above arguments, we define convex, monotone func-
tions f1, f2 : R → R such that f1(x) + f2(x) = |x|2r. More precisely, we set
f1(x) = (−x)2r when x < 0 and equal to 0 otherwise, while we set f2(x) = x2r
when x > 0 and equal to 0 otherwise. Now, again applying Lemma 72, it












where Sn is now the partial sum X1 + · · · + Xn, where each Xk is a sample
from C taken with replacement. (We must also bound the analogous quantities
for other combinations of f1, f2 and Re, Im, but these will follow via the same
argument.)
















E[|Re(SI − E[SI ])|2r]
) 1
r .













where X̃n is defined to be an (independent, uniform) sample from C with
replacement, recentered to be mean zero. In other words, X̃n = Xn − EXn.










Multiplying this by our bound (ln(N))−2 for the probability of each I being




. This completes the proof of Lemma 69.
Combining Lemma 69 with (4.27), we obtain Theorem 44.
4.7 Refinements of Theorem 40 for Certain Structured
ONS
In this section, we briefly outline how Theorem 40 can be improved
for more restrictive classes of ONS, using the methods employed in proving
Theorem 46. We consider an ONS such that for f in the span of the system,
we have ||f ||Lp ≤ Cp||f ||L2 for p > 2, where Cp is a constant depending only
on p. Such systems arise naturally, for example, as the restriction of the
trigonometric system to certain arithmetic subsets (Λ(p) sets). We will use
the fact that a maximal form of this hypothesis can be obtained from a very
general theorem of Christ and Kiselev [9].
Theorem 73. Let {φn}∞n=1 be an ONS such that for f in the span of the system,
we have ||f ||Lp ≤ Cp||f ||L2 for some p > 2. Then
||Mf ||Lp δ Cp||f ||L2 (4.37)
as long as p > δ > 2.
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This last condition implies that the implicit constant is uniform for
large p. Using this and the arguments in the proof of Theorem 46, one can
obtain the following:
Theorem 74. Let {φn}∞n=1 be a ONS such that if f is in the span of the system,
then ||f ||Lp  Cp||f ||L2 for some p > 2. We then have that
||f ||L2(V 2) p ln1/p(|A|)||f ||L2 .
where the coefficients of f are supported a finite index set A.
We briefly sketch the proof. We note that if ||Mf ||L2  ||f ||L2 holds,
then this theorem follows for p = 2. However, this is in general not true and
by the sharpness of Theorem 40, the best one can hope for in the general case
is a factor of ln(|A|) in place of ln1/2(|A|). The proof follows the same setup as
the proof of Theorem 46. We define a bad event for some interval J to be the
event that |S̃J |  ln1/p(|A|)(M(J))1/2 (here M(J) is defined to be the sum
of a2n over n ∈ J , where the an’s are the coefficients of φn in the expansion
of f). It is easy to see that the contribution from the good events are of an
acceptable order and it suffices to bound the bad events. The argument is
essentially the same as the proof of Theorem 46, with the exception that we






























































Now we sum this quantity over ln(|A|) levels, each with the sum of
M(J̃) summing to 1. Hence the contribution from the bad events to the
quantity we wish to estimate is O(ln2/p(|A|)). This is exactly the order we
wish to show.
Finally, we observe that:
Theorem 75. Let {φn}∞n=1 be an ONS such that if f is in the span of the
system, then ||f ||Lp 
√
p||f ||L2 (for all p > 2). Then
||f ||L2(V 2) 
√
ln ln(|A|)||f ||L2 ,
where the coefficients of f are supported on the index set A.
This is proved using the same arguments sketched for the previous
theorem, however now we have freedom to optimize over the choice of p we
use. The optimum occurs with a choice of p about ce−1 ln ln(N). Essentially
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the same argument is given in detail in the proof of Theorem 44 for random
permutations (see the proof of Lemma 71). Here it is important that the
constants in the Christ-Kiselev theorem are uniformly bounded for large p.
The above theorem can be applied to systems formed by Sidon subsets
of the trigonometric system, since the hypothesis of this theorem characterizes
Sidon sets (when applied to subsets of the trigonometric system) by a theorem
of Pisier [56] (see also [61]).
4.8 Variational Estimates for the V p Operator
4.8.1 Notation
Let Γ : R→ R+ be a convex symmetric function, increasing on R+ and
tending to infinity at infinity such that Γ(0) = 0. Then the Orlicz space norm
associated to Γ is defined as













The fact that this norm satisfies the triangle inequality is an easy ex-
ercise using Jensen’s inequality. We refer the reader to [35] for the general









K5/2, |t| ≥ K .
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Later we will also use
γK(t) :=
{
|t|1/2, |t| ≤ K
K1/2, |t| ≥ K .
We note that t2γK(t) ≤ ΓK(t) for all t. We state some other basic
properties that we will need.
Lemma 76. Let 2 = p. Then || · ||ΓK is p-convex. That is, for any functions
















Proof. Let ΓK,1/p(t) := ΓK(t
1/p), which we observe is still convex (we have
used that p = 2 here). Since ΓK,1/p(t) is convex, we can use it to form an
























































The inequality here follows from the triangle inequality for || · ||ΓK,1/p .
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4.8.2 Proof of Theorem 47
We now prove:
Theorem 47. Let p > 2 and {φn}Nn=1 be an orthonormal system such that
||φn||L∞ ≤ C for all n. There exists a permutation π : [N ] → [N ] such that
the orthonormal system {ψn := φπ(n)}Nn=1 satisfies
||f ||L2(V p) C,p ln ln(N)||f ||L2 (4.38)
for all f =
∑N
n=1 anψn(x).
Our starting point is the inequality (3.21) of [4]:
Theorem 77. Let {φn}Nn=1 be an orthonormal system with ||φn||L∞ ≤ C for
all n. Then there exists a permutation π : [N ] → [N ] such that for all
subintervals I of [N ] and all real values a1, . . . , aN , the orthonormal system













We will need a variational form of this inequality. This is easily achieved
using a Rademacher-Menshov argument.








for all I ⊆ [N ] and all real sequences a1, . . . , aN .
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Proof. As in section 4.3, we assume (without loss of generality) that I = [2`]
for some ` and we define the intervals Ik,i := (k2
i, (k + 1)2i] for 0 ≤ i ≤ ` and
0 ≤ k ≤ 2`−i − 1. For each J ⊆ I, we can express J as a disjoint union of
intervals Ik,i, where the union contains at most two intervals of each size. As































































We now prove Theorem 47. We assume (without loss of generality) that∑N
n=1 a
2
n = 1. As in Section 4.5, we consider decomposing [N ] into a family
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of subintervals according to mass, defined with respect to the an’s. We recall





We define the intervals Ik,s for 1 ≤ s ≤ 2k and points ik,s as in Section 4.5.
We refer to the intervals Ik,s for 1 ≤ s ≤ 2k as the admissible intervals on
level k, and the points ik,s (as s ranges) as the admissible points on level k.
We note that any interval I ⊆ [N ] can be expressed as a union of intervals of
the form Ik,s and points ik,s, where there are at most two intervals and two
points for each value of k (this follows analogously to the proof of Lemma 49).
This decomposition is obtained by first taking the intervals Ik,s and points
ik,s contained in I with the smallest value of k. (There are at most 2 of each,
otherwise I would contain an admissible interval or point for a smaller k value.)
These “components” of I on level k form an interval, and when we remove this
from I, we are left with a left part and a right part. Each part can then be
decomposed as union of intervals Ik,s and points ik,s for higher values of k, and
each of the two unions contains at most one interval and one point on each
level.
We let π : [N ] → [N ] be the permutation as in Lemma 78, and ψn :=
φπ(n). We fix an x ∈ T. The value of
∣∣∣∣{anψn(x)}Nn=1∣∣∣∣V p
is achieved by some partition P of [N ]. Each I ∈ P can be expressed as a
union of intervals of the form Ik,s and points ik,s, and we denote the set of
these intervals and points by TI and tI respectively. We recall that each of TI
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and tI will have at most two intervals or points (respectively) on each level.
We also note that each admissible interval will appear in this union for at most
one I ∈ P.









, 9} (this is possible because p > 2). We de-
fine k∗ := c ln ln(N) (more precisely, k∗ is the nearest integer greater than
c ln ln(N)). Now, for each I ∈ P, all of the intervals in TI and points in tI
on levels greater than k∗ are contained in the two intervals Ik∗,s` and Ik∗,sr on
level k∗, where s` is one less than the s value for the leftmost interval Ik∗,s in
TI , and sr is one more than the s value for the rightmost interval Ik∗,s in TI .
We will use k∗ as a cutoff threshold: we handle the intervals and points at
levels ≤ k∗ directly and handle the intervals and points at levels > k∗ using
the fact that they are contained in Ik∗,s` , Ik∗,sr . We define T
′
I to be the subset
of intervals in TI on levels ≤ k∗ and t′I to be the subset of points in tI on levels
≤ k∗.
Now,



































































For each k ≤ k∗, we let `k denote the set of admissible points on level k.









































n ≤ 1 for each k, and k∗ p
ln ln(N).
It remains to bound the first and third terms in (4.41). We consider
the first term. For each k, we let Lk denote the set of admissible intervals Ik,s
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as s ranges from 1 to 2k (i.e. the admissible intervals on level k). Then, by






















































































J∈LkM(J) = 1 for each k, and k
∗ p ln ln(N).
We are thus left with the third term of (4.41). For each I ∈ P, we
consider the union of the intervals and points in TI\T ′I and tI\t′I . This can
alternatively be described as a union of at most two intervals J` and Jr, where
each of J`, Jr is a subinterval of Ik∗,s for some s. To see this, recall that I
is decomposed into a union of admissible intervals and points by taking the
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admissible intervals and points contained in I for the earliest level where this
set is non-empty. The remaining left and right parts of I are then decomposed
separately. If the minimal k is ≤ k∗, then J` is the union of the intervals/points
in the decomposition of the left part that fall beyond level k∗, and Jr is the
same for the right part. If the minimal k is > k∗, then in fact all of I is
contained in some admissible interval on level k∗, and we can take J` to be











Applying the simple fact that (a + b)p ≤ 2p(ap + bp) for all non-negative real














Now we observe that we are summing the values anψn(x) over disjoint


















For each s from 1 to 2k
∗
, we define disjoint sets Gs, Bs such that
Gs ∪ Bs = T. We define Gs to be x ∈ T such that ||{anψn(x)}n∈Ik∗,s||V p ≤
2−c ln ln(N)/p and Bs to be the complement. By two applications of the triangle






































V p  2−c ln ln(N) for x ∈ Gs, we have that
the first term is O(1) (from the fact that there are at most 2c ln ln(N) terms in































where B̃s is the set of x ∈ T such that ||{anψn(x)}n∈Ik∗,s ||V 2 ≥ 2−c ln ln(N)/p,
and we have used the fact that Bs ⊆ B̃s.
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We now consider two cases. First, we consider the set Sbig of s values
where |Ik∗,s| ≥ N2−7 ln ln(N). Clearly, there can be at most 27 ln ln(N) such inter-














Recalling that ||{anψn(x)}n∈Ik∗,s ||2L2(V 2)  ln
2(N)2−c ln ln(N) (from Lemma 50,
since M(Ik∗,s) ≤ 2−k
∗
for all s) and that there are at most 27 ln ln(N) values of
s ∈ Sbig, we have that the above is

(
27 ln ln(N) ln2(N)2−c ln ln(N)
)1/2  1.
Here we have used that 9 ≤ c. It now suffices to consider the values of s such
that |Ik∗,s| ≤ N2−7 ln ln(N).




≥ 1. We set ε := 2−c ln ln(N)/p. Now, for all x ∈ B̃s, we have:
∣∣∣∣{anψn(x)}n∈Ik∗,s∣∣∣∣2V 2 ≤ ∣∣∣∣{anψn(x)}n∈Ik∗,s∣∣∣∣2V 2 γ∗(λ−1||{anψn(x)}n∈Ik∗,s ||V 2)γ∗(λ−1ε) .
(4.43)
We recall that M(Ik∗,s) ≤ 2−c ln ln(N) for each s. Analogously to γ∗, we
define Γ∗ := Γ27 ln ln(N) . Now, for any λ > 1:∫
B̃s









This follows from (4.43) and the definitions of γ∗ and Γ∗ (recall also that
t2γ∗(t) ≤ Γ∗(t) for all t).
Since N|Ik∗,s| ≥ 2
7 ln ln(N) and the value of || · ||ΓK increases as K increases,
we can apply Lemma 78 to obtain





for all s such that |Ik∗,s| ≤ N2−
7
2
ln ln(N), where D is some fixed constant (de-
pending on C).
We see that for λ := D ln7/4(N)2−
c ln ln(N)
2 , we have∫
T Γ∗(λ
−1||{anψn(x)}n∈Ik∗,s||V 2)dx 1. Therefore:∫
B̃s
∣∣∣∣{anψn(x)}n∈Ik∗,s∣∣∣∣2V p dx ln7/2(N)2−c ln ln(N)γ∗ ( ελ)−1 . (4.44)








= (D−1)2ln ln(N)(−c/p+c/2−7/4). (4.45)





= 2−7/2 ln ln(N).




























C 2−7/2 ln ln(N).
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Inserting this into (4.44), we find that∫
B̃s
∣∣∣∣{anψn(x)}n∈Ik∗,s∣∣∣∣2V p dxC ln7/2(N)2−c ln ln(N)2−7/2 ln ln(N) C 2−c ln ln(N).
Now to bound (4.42), we apply this to each of the ≤ 2c ln ln(N) terms, yielding
O(1), completing the proof.
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Chapter 5
Orthonormal Systems in Linear Spans
5.1 Introduction
Let T denote a probability space and Φ := {φn(x)}Nn=1 an orthonormal
system (ONS) of functions from T to C. One is often interested, usually moti-
vated by questions regarding almost everywhere convergence, in the behavior







For an arbitrary ONS the Radamacher-Menchov theorem states that
||Mf ||L2  log(N)||f ||L2 , where the log(N) factor is known to be sharp. One
however can do much better for many classical systems, for instance one can
replace log(N) with an absolute constant in the case of the trigonometric
system (the Carleson-Hunt inequality). More recently, there has been interest














where PN denotes the set of partitions of [N ] into subintervals. Clearly,
|Mf | ≤ |Vrf | for all r < ∞. In the case of trigonometric system it has been
shown that ||Vrf ||2  ||f ||2 for r > 2 [52], and ||V2f ||2 
√
log(N)||f ||2
[41], where the factor of
√
log(N) is optimal. This later inequality has some
applications to sieve theory [38]. The factor of
√
log(n) is rather unfortunate,
leading to inefficiencies in these applications. It is likely that this can be
improved in cases where the Fourier support of f has arithmetic structure.
This is a potential route towards for improving the estimates in [38]. Some
results in this direction can be found in section 7 of [41].
In a different direction, it seems that the
√
log(n) might also be an
eccentricity of the standard ordering of the trigonometric system. In [41] (see
Chapter 3) we posed the problem:
Problem 79. Is there a permutation σ : [N ]→ [N ] such that the reordering of
the trigonometric system Φ := {φn = e(σ(n)x)} (where e(x) := e2πix) satisfies
||V2f ||2  o(
√
log(N))||f ||2?
In support of an an affirmative answer we proved that given a func-
tion f =
∑N
n=1 ane(nx), there exists a permutation σ : [N ] → [N ] such that
reordered trigonometric system satisfies ||V2f ||2 
√
log log(N)||f ||2. There,
we have allowed the permutation to depend on the function, while in the above
problem we seek a permutation that works for all functions simultaneously.
In this paper we will consider a relaxation of this problem. For an ONS
Φ := {φn(x)}Nn=1 and N ×N orthogonal matrix O = {oi,n}1≤i,n≤N we define a
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This new system will span the same space as the original system (and
every such system can be obtained in this manner). Let us write Φ(O) := Ψ.
Theorem 80. Given an ONS Φ := {φn(x)}Nn=1 from T to R there exists an
alternate ONS Φ(O) that spans the same space, and satisfies
||V2f ||2 
√
log log(N)||f ||2. (5.1)
Indeed the conclusion holds for a generic O ∈ O(N) with large proba-
bility. If we take Φ := {e(nx)}Nn=1 then this produces an ONS of trigonometric
polynomials (spanning the same space as the trigonometric system) with much
smaller square variation than the trigonometric system. Strictly speaking,
Theorem 80 is stated for real valued ONS, but the result for the trigonometric
system can be obtained by splitting into real and imaginary parts. We note
that Problem 79 asks for a similar conclusion where O is restricted to be a
permutation matrix instead of just an orthogonal matrix.
Theorem 80 is sharp. Consider an ONS of independent, mean zero,
variance 1 Gaussians, gi. Notice that applying an orthogonal transform to






∣∣2 ∼ 2N log log(N) (almost surely) from the varia-
tional law of the iterated logarithm [36].
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Let us briefly outline the key idea in the proof of Theorem 80. In [41]
we proved an estimate of the form (5.1) for system of bounded independent
random variables (see Theorem 9). The key observation in that case is that
for every f in the span of the system we have the sub-gaussian tail estimate
||f ||G ≤ ||f ||2 (where || · ||G is the Orlicz space associated to ex
2 − 1). This
clearly can’t hold in the setting of theorem 80, since any L2 function can be
in the span of the system. However, we will show that for a generic O the
system will satisfy ||f ||G ≤ ||f ||2 (with a controllable error) once the support
of Fourier coefficients of f is small. More precisely we prove:
Proposition 81. For N fixed, let Φ = {φn(x)}Nn=1 be an ONS. There exists an
orthogonal matrix O such that the associated system Φ(O) = {ψn}Nn=1 satisfies
the following property. For any f =
∑
anψn, letting m denote support({an}),




can be decomposed as f := G + E where ||G||G(c)  ||f ||2 for some universal





for some universal constant c′ > 0.
See Proposition 92 below, which gives a stronger maximal form of this
statement. It seems likely that this decomposition may have other applica-
tions, and perhaps may have greater appeal than the main result itself. The
techniques used here are based in part on those of [4] and [41].
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5.2 Preliminaries
We need to define several different norms on the space of functions from
T to C. First, for a positive constant c let || · ||G(c) denote the Orlicz spaces
associated to the convex function ecx
2 − 1. That is




2 − 1 ≤ 1
}
.
When we write || · ||G with the specification of c omitted, we mean c = 1.









(1−K2)− 1, |t| ≥ K
and denote the associated Orlitz norm || · ||ΓK . We then have






It follows that for f : T→ R we have ||f ||ΓK ≤ ||f ||G and ||f ||ΓK ≤ eK
2/2||f ||L2 .
Proof. We first prove ΓK(t) ≤ et
2 − 1 for all t. For t such that |t| ≤ K,
this is clear since ΓK(t) = e




(1−K2)−1, so we must show that eK2t2+eK2(1−K2) ≤ et2 .
We note that for all real x ≥ 0, 1 + x ≤ ex. Applying this to the quantity





(1−K2) = eK2(t2 −K2 + 1) ≤ eK2et2−K2 = et2 ,
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as required.








2 − 1 ≤ 1,
since ΓK(t) ≤ et
2 − 1 for all t. This shows that λ ≥ ||f ||ΓK , hence ||f ||ΓK ≤
||f ||G.
We next prove ΓK(t) ≤ eK
2
t2. We first consider t such that |t| ≥ K.
In this case, ΓK(t) = e
K2t2 + eK
2
(1 − K2) − 1. Since K ≥ 1, we see that
eK
2
(1 −K2) < 0, so ΓK(t) ≤ eK
2
t2 follows. For t such that |t| ≤ K, we have
ΓK(t) = e








2 − t−3et2 + t−3
)
.
We observe that this is always non-negative. To see this, consider multiplying
the quantity by t3 to obtain 2(t2et
2−et2 +1). Non-negativity then follows from
the inequality 1 + xex ≥ ex for all real x ≥ 0. (This inequality can be proved






is a non-decreasing function of t
in the range 0 ≤ t ≤ K, so it suffices to consider the value at t = K, which is
K−2(eK
2 − 1). Since K ≥ 1, this is < eK2 , as required.










||f ||2L2 = 1,
since ΓK(t) ≤ eK
2
t2. Thus, ||f ||ΓK ≤ eK
2/2||f ||L2 .
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Lemma 83. For any (measurable) f : T → R, we can decompose f = f1 + f2
such that
||f1||G  ||f ||ΓK and
||f2||L2  e−cK
2||f ||ΓK ,
for some universal constant c > 0.
Proof. Given f , we define γ := 2||f ||ΓK to simplify our notation. We then set:
f1 := f · I| f
γ
|≤K and f2 := f · I| f
γ
|≥K ,
where IS for a set S ⊂ T denotes the indicator function for that set. By

















|≥K ≤ 1. (5.2)







This is equivalent to: ∫
e|f1/γ|
2 − 1 ≤ 1,
and so ||f1||G ≤ γ  ||f ||ΓK .
Again considering (5.2), we also have∫ (
eK
2









(∣∣∣fγ ∣∣∣ ≥ K) denote the measure of the set in T on which |fγ | ≥ K. We
can then rewrite the above as:
µ
(∣∣∣∣fγ
∣∣∣∣ ≥ K) (eK2(1−K2)− 1) + ∫ eK2f 22 /γ2 ≤ 1. (5.3)
Now, since
∫
ΓK(f/γ) ≤ 1 and ΓK(f/γ) ≥ eK




∣∣∣∣ ≥ K) (eK2 − 1) ≤ 1.
Thus, µ




2 ≤ 1 + µ
(∣∣∣∣fγ





implying that ||f2||L2  e−cK
2||f ||ΓK for some universal constant c > 0.
5.3 Probabilistic Methods
In this section we establish the following result.
Proposition 84. For N fixed, let {φn(x)}Nn=1 be an ONS. Define for each 1 ≤






(the dependence on m is implicit
in this notation). There exists an orthogonal transformation O = {oi,n}1≤i,n≤N




















for all vectors a ∈ RN such that support(a) ≤ m. (We use support(a) to
denote the number of nonzero coordinates of a.)
We start by establishing a weaker result. For a fixed m in the range
1 ≤ m ≤ N , we let Sm ⊂ RN denote the subset of vectors b such that ||b||2 ≤ 1














m. Our first step will be to establish the following:
Proposition 85. For any 1 ≤ m ≤ N we have that
EO(N)B(O) 1.
This does not quite give Proposition 84, since there it is claimed that
there exists an O ∈ O(N) that satisfies the conclusion above for all m simul-
taneously. This stronger claim, however, will be deduced later from the above
statement using the concentration of measure phenomenon on the Orthogonal
group.
We will need the following result. This is Lemma 5.5 from [4]. There it
is attributed to [2]. The result is a concatenation of Lemma 1.10 and 1.12 in [2].
These were both previously known, and are due to [8] and [42], respectively.
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for O := (oij)1≤i,j≤N ∈ O(N), and where {x∗i }Ni=1 (respectively {yi}Nj=1) are






















α({x∗i }) := sup{(
∑
| 〈x∗i , x〉 |2)1/2 : x ∈ X, ||x|| ≤ 1}
α({yj}) := sup{(
∑
| 〈yi, y∗〉 |2)1/2 : y∗ ∈ Y ∗, ||y∗|| ≤ 1}
and {gi}Ni=1 is a system of independent Gaussians with mean zero and variance
one. Note that the norms in (5.4) refer respectively to the Banach spaces
B(X, Y ), Y , and X∗.
Let `2[N ] denote the set of real sequences a := {an}Nn=1. We will denote
by X the Banach space obtained by considering this set with the norm || · ||[m]
defined as follows. For a vector a, we define ||a||[m] to be the infimum of
positive c ∈ R such that scaling the convex hull of Sm by c results in a set
containing a. We take Y to be the space of real-valued functions on T equipped
with the Orlicz norm associated to Γ∗.
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Let x∗i (1 ≤ i ≤ N) denote the canonical unit vectors in RN (which is















In order to establish Proposition 85, we need to show the above is 1.

































The first estimate above follows from the observation that the convex hull of
Sm is contained in the `2 unit ball in RN . We will prove the others in the
following lemmas.



















φ2i (x)  N1/2. Since ef
2/λ ≤ 1 + ef
2
λ
for λ ≥ 1,















































































Here we have used that the each element of the dual space Γ∗∗ can be rep-
resented as by integration against a measurable function. This follows from
standard properties of Orlicz spaces. In particular, see Theorem 14.2 of [35]
since the modulus Γ∗ satisfies the ∆2 condition.











by Bessel’s inequality we have
α({φj}) := sup{(
∑










which completes the proof.





















(Note that taking the supremum over the convex hull of Sm would yield the
same result.)
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The latter quantity is well studied in the theory of Gaussian processes.






where N(Sm, ε) denotes the number of `2 balls of radius ε needed to cover Sm.
Now clearly Sm is a subset of the n-dimensional `2 unit ball, thus log (N(Sm, ε)) =




Lemma 89 now follows from the following:




























, where N′(K, εK) denotes the number of translates of εK
needed to cover K.
Fix m coordinates and consider the m-dimensional `2 ball. We can thus







This completes the proof of Lemma 89 and hence the proof of Propo-
sition 85.
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5.3.1 Concentration of Measure on O(n)
In the prior section, we proved that for any 1 ≤ m ≤ N we have
EO(N)B(O)  1. It follows from Markov’s inequality that for some large
universal C, we have µ(A(m)) ≥ 1
2
, where
A(m) := {O ∈ O(N) : B(O) ≤ C}
and µ(A(m)) denotes the measure of the set A(m) in O(N).





. We note (see [4] Lemma 5.11):
Lemma 91. Let µ denote the Haar measure on the orthogonal group O(N)










for some absolute positive constant c.






























||M ||HS||a||`2 . (5.5)
for all a ∈ RN . The final inequality follows from Cauchy-Schwartz.
Now consider A(m, ε) ⊂ O(N), defined to be the set of all orthogonal
matrices that differ from an element of A(m) by a matrix with Hilbert-Schmidt
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have B(O) ≤ C ′, where C ′ is a new absolute constant. On the other hand,



























for some positive constant c.
Now to conclude the proof of Proposition 84, it suffices to find a O ∈























≤ Ne−cN2/5 ≤ 1. This completes
the proof of Proposition 84.
5.4 Maximal function decomposition
Proposition 92. For N fixed, let {φn(x)}Nn=1 be an ONS. There exists an or-
thogonal matrix O such that the associated system Ψ(O) = {ψn}Nn=1 satisfies
the following property. For any f =
∑
anψn, letting m denote support({an}),







can be decomposed as Mf := G̃+ Ẽ where ||G̃||G(c)  ||f ||2 for some universal




)c′ ||f ||2 for some universal constant c′ > 0.
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To prove this, we fix O as in Proposition 84. We now decompose [N ]
into a family of subintervals according to a concept of mass defined with respect
to the ai values. We define the mass of a subinterval I ⊆ [N ] as M(I) :=∑
n∈I |an|2. By normalization, we may assume that M([N ]) = 1. We define
I0,1 := [N ] and we iteratively define Ik,s, for 1 ≤ s ≤ 2k, as follows. Assuming
we have already defined Ik−1,s for all 1 ≤ s ≤ 2k−1, we will define Ik,2s−1 and
Ik,2s, which are subintervals of Ik−1,s. Ik,2s−1 begins at the left endpoint of
Ik−1,s and extends to the right as far as possible while covering strictly less
than half the mass of Ik−1,s, while Ik,2s ends at the right endpoint of Ik−1,s
and extends to the left as far as possible while covering at most half the mass
of Ik−1,s. More formally, we define Ik,2s−1 as the maximal subinterval of Ik−1,s




We also define Ik,2s as the maximal subinterval of Ik−1,s which contains the
right endpoint of Ik−1,s and satisfies M(Ik,2s) ≤ 12M(Ik−1,s). We note that





where ik,s ∈ Ik−1,s. In other words, ik,s denotes the single element which lies
between Ik,2s−1 and Ik,2s (note that such a point always exists because we have
required that Ik,2s−1 contains strictly less than half of the mass of the interval).
Here it is acceptable, and in many instances necessary, for some choices of the
intervals in this decomposition to be empty. By construction we have that
M(Ik,s) ≤ 2−k. (5.6)
We call an interval J ⊆ [N ] admissible if it is an element of the decom-
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position given above. We denote the collection of admissible intervals by A.
We additionally refer to the subset {Ik,s|1 ≤ s ≤ 2k} of A as the admissible
intervals on level k and the subset {ik,s|1 ≤ s ≤ 2k} as the admissible points on
level k. We note that every point in [N ] is an admissible point on some level.
(Eventually, we have subdivided all intervals down to being single elements.)
Now we write Ik := {Ik,s : 1 ≤ s ≤ 2k}. We decompose this as Iak :=
{I ∈ Ik : |I| ≤ 2−k/2N} and its complement, Ibk := {I ∈ Ik : |I| > 2−k/2N}.
Here, |I| denotes the number of nonzero ai values contained in an interval I.












From Lemma 83 and Proposition 84, we deduce that SJ = GJ + EJ





||SJ ||2 for some positive constant
c′. Our purpose now is to show a similar decomposition for S̃J(x). Clearly,
it suffices to show such a decomposition for a pointwise majorant. Denote
the decomposition of SIk,s by SIk,s := Gk,s + Ek,s, and the decomposition of
Sik,s by Sik,s := Gik,s + Eik,s . Setting r = 3, for an interval J we have the
following bound, where the sums below are restricted to values of k, s such











































)1/r =: G̃J + ẼJ . (5.7)
This follows from the observation that for each point x, the maximizing subin-
terval I ⊆ J can be decomposed as a union of admissible intervals and points
with at most two intervals and points on each level. The contribution on
each level can then be bounded by a constant times the contribution from the
“worst” interval/point, which is in turn bounded by the quantity inside the
sum over k above for each level k.
For an admissible interval J , we let k∗ denote the level of J . We note
that the sums over k in (5.7) range only over k ≥ k∗ (and the sums over s are
also appropriately restricted). Next we show that ||G̃J ||G(c)  ||SJ ||2 for some






Now let us estimate ||ẼJ ||2. We first estimate the contribution from















































where the latter inequality follows from the definition of Eik,s .
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Now since these sums only range over values of k, s such that ik,s ∈ J ,

























To bound the first quantity in (5.8), it suffices to observe that the inner quan-
tity for each k is at most 1, and hence its contribution is  log(N)  N−ε,
for a constant ε < c′. (Thus we will adjust the value of c′ for our final estimate
by subtracting ε.)
To bound the second quantity in (5.8), we note that for any ik,s ∈ J
with k > k∗ + 10 log(N), we have ||Sik,s||22 ≤ N−10||SJ ||22. There are at most









To estimate the contribution from the admissible intervals, we proceed
as follows. For each k ≥ k∗, we define Iak (J) to be the set of admissible
intervals I on level k contained in J such that |I| < 2−(k−k∗)/2|J | and we let
Ibk(J) denote the set of remaining admissible intervals on level k contained in
J . Note that Iak (J) and I
b
k(J) are disjoint, and their union is the set of all
















Now |Ibk(J)| ≤ 2(k−k













































Next, we recall that I ∈ Iak (J) implies |I|  2−(k−k
∗)/2|J |. We have
||SIk,s||2  2−(k−k















































Here we have used the fact that there are at most 2k−k
∗
values of s such that
Ik,s ⊆ J for each k ≥ k∗. (one also needs to deal with the individual points,
but this is easy). We can apply this for J = [N ] in particular, recalling that
|J | denotes the number of nonzero ai values contained in J , which in this case




)c′ ||f ||2 for some positive
constant c′.
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To show that ||G̃||G(c)  ||f ||2 for some universal constant c > 0, we will
use the following lemma. These implications and arguments are well-known,
however we include a proof for completeness.
Lemma 93. Let A denote a fixed, positive constant. For positive constants
c, C, we define the following sets of measurable functions:
S1(c) := {f : T→ C s.t. ||f ||p ≤ c
√
pA ∀p ≥ 2},
S2(c, C) := {f : T→ C s.t. µ(|f | ≥ λ) ≤ Ce−c
λ2
A2 ∀λ ≥ 0},
S3(c) := {f : T→ C s.t. ||f ||G(c) ≤ A},
where µ(|f | ≥ λ) denotes the Lebesgue measure of the subset of x ∈ T such
that |f(x)| ≥ λ. Then for any c > 0, there exist positive constants c′, C ′, c′′
(depending only on c) such that S1(c) ⊆ S2(c′, C ′) and S1(c) ⊆ S3(c′′). Sim-
ilarly, for any c, C > 0, there exist positive constants c′, c′′ (depending only
on c, C) such that S2(c, C) ⊆ S1(c′) and S2(c, C) ⊆ S3(c). Finally, for any
c < 0, there exist positive constants c′, C ′, c′′ (depending only on c) such that
S3(c) ⊆ S2(c′, C ′) and S3(c) ⊆ S1(c′′).
Proof. Fixing c, C, we will determine c′ such that S2(c, C) ⊆ S3(c′) (for every
A). We consider an f ∈ S2(c, C). We consider c′ := d1d2 as a product of two












using the inequality ex/a ≤ 1
a
ex + 1 for all a ≥ 1 and non-negative x (this can
be seen by considering the Taylor expansion of ex).
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2/A2 · 1A2k≤|f |2<A2(k+1) ≤
∑
k≥0
µ(|f |2 ≥ A2k)ed2(k+1),
where 1A2k≤|f |2<A2(k+1) denotes the characteristic function of the set on which
|f |2 takes values between A2k and A2(k + 1). Since f ∈ S2(c, C), we have





























c′|f |2/A2 − 1 ≤ 1 for c′ = d1d2, showing that f ∈ S3(c′). Note
that c′ = d1d2 depends only on c and C.
Conversely, we observe that for every c > 0, S3(c) ⊆ S2(c, 2). To see
this, consider f ∈ S3(c). Then we have∫
T
ec|f |





Thus for any λ > 0,





It follows that f ∈ S2(c, 2).
For any c > 0, we will now show there exist c′, C such that S1(c) ⊆
S2(c




2Ap for all p ≥ 2. Thus, for every λ > 0, µ(|f | ≥ λ)λp ≤ (cA)pp p2 , which
implies






For a fixed λ, we may minimize this quantity over the choices of p ≥ 2. In
the case that λ
2
ec2A2















Hence by setting c′ = 1
2ec2




< 2, we note that e−c
′λ2/A2 ≥ e−c′(2ec2) = e−1. Thus,
setting C = e, we have µ(|f | ≥ λ) ≤ 1 ≤ Ce−c′λ2/A2 in these cases. Hence, in
all cases we have that
µ(|f | ≥ λ) ≤ Ce−c′λ2/A2 ,
so f ∈ S2(c′, C).
Conversely, for any c, C > 0, we will show there exists c′ such that
S2(c, C) ⊆ S1(c′) for every A. We consider an f ∈ S2(c, C). Then for every
λ ≥ 0, we have µ(|f | ≥ λ) ≤ Ce−c
λ2
A2 . We fix p ≥ 2. We observe:
||f ||pp = p
∫ ∞
0





Substituting λ = t
1






































































Appealing to Lemma 93, we see that we may bound the quantity
















where the sums are restricted to values of k, s such that Ik,s, ik,s ⊆ J . We let






































































































by another application of the triangle inequality.
Now, using that ||Gk,s||p 
√
p||SIk,s||2 and ||Gik,s||p 
√
p||Sik,s||2 by
Lemma 93 and ||SIk,s||2  ||SJ ||22−(k−k



























Since the sum of s ranges over at most 2k−k
∗
values (recall we only include





∗)(r−1−2−1)  √p||SJ ||2.
It thus follows from Lemma 93 that
||G̃J ||G(c)  ||SJ ||2
for some positive constant c.
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5.5 Proof of the Main result
We are now ready to prove:
Theorem 94. Let PN be the set of all partitions of [N ] into subintervals. Now


















Here we use the mass decomposition (into dyadic subintervals Ik,s)
stated previously. We use the following easily verified fact (see [41], Lemma
29):
Lemma 95. For every J ⊆ [N ], (J 6= ∅) there exist J̃`, J̃r ∈ A and iJ ∈ [N ]
such that J̃ := J̃` ∪ iJ ∪ J̃r is an interval (i.e. J`, iJ , J` are adjacent), J ⊆ J̃ ,
and M(J̃) ≤ 2M(J).









|Sik,s|2 + log log(N),
where B(Ik,s) ⊆ T is the set such that |S̃Ik,s(x)|2 ≥ C log log(N)M(Ik,s), for a
fixed constant C whose value will be chosen to be sufficiently large. Appealing
to Proposition 92, for each Ik,s we can decompose S̃Ik,s = G̃Ik,s+ẼIk,s . We then
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define BG(Ik,s) ⊆ T by |G̃Ik,s(x)|2 ≥ C10 log log(N)M(Ik,s) and BE(Ik,s) ⊆ T by
|ẼIk,s(x)|2 ≥ C10 log log(N)M(Ik,s).
Clearly
∫ ∑























Employing notation previously used above, we let Iak := {Ik,s s.t. |Ik,s| ≤
2−k/2N} and Ibk := {Ik,s s.t. |Ik,s| > 2−k/2N}. Thus I ∈ Iak implies |I| ≤



















Next, using that |Ibk| ≤ 2k/2 and
∫











We can choose C sufficiently large so that |BG(Ik,s)|  1log10(N) for all k, s. To
see this, recall that ||G̃Ik,s||G(c) 
√
M(Ik,s). By Lemma 93, there exists a






for all λ ≥ 0. Setting λ2 = C
10
log log(N)M(Ik,s), we obtain
|BG(Ik,s)|  log(N)−c
′C/10.






























Now, by Lemma 93, we have ||G̃Ik,s||24  ||SIk,s||22  2−k and, by the previous











Lastly, let T ⊂ [N ] denote the set of indices appearing in some Ik,s for
k ≥ 100 log(N). Note that any index will appear in at most N such intervals,
and that M(Ik,s) ≤ N−100 if k ≥ 100 log(N). Thus |an|  N−50 for n ∈ T .

















The prime number theorem implies the asymptotic ψ(x) ∼ x, while
the Riemann hypothesis predicts a bound of |ψ(x)− x| ε x
1
2
+ε on the error
term. This extends naturally to arithmetic progressions, where the asymptotic
ψ(x; q, a) ∼ x
φ(q)
holds for all coprime a and q. We recall that





Under the Generalized Riemann hypothesis, one obtains the error bound∣∣∣ψ(x; q, a)− xφ(q) ∣∣∣ε x 12+ε. The stronger bound of ε x 12+εφ(q)− 12 is also con-
jectured. (For further definitions, see Section 6.2. For background material,
see [10].)
An unconditional bound on the averaged error term for this is provided
by the Barban-Davenport-Halberstam Theorem [10], which states:
Theorem 96. (Barban-Davenport-Halberstam) Let A > 0. For all positive real
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We note that this holds also for the quantity θ(x; q, a), since the differ-
ences between ψ(x; q, a) and θ(x; q, a) are of lower order.
An even stronger bound is due to Montgomery [45], refining work of
Uchiyama [67], (see also the refinement of Hooley [27]):
Theorem 97. Let A > 0. For all positive real numbers x and Q satisfying













We note that the quantity on the left has potentially increased com-
pared to the quantity in Theorem 96, while the bound on the right is the same,
up to the implicit constant.
Another variant of Theorem 96 is due to Uchiyama [67]:
Theorem 98. Let A > 0. For all positive real numbers x and Q satisfying













This is incomparable to Theorems 96 and 97, since the quantity being
bounded is larger and the bound obtained is worse. Hooley, in [28], has an-
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nounced a refinement to the log3(N) for certain values of Q. This seems to
have not yet appeared, however.
We work with the function θ instead of ψ because it is more convenient
for our purposes, though this is a minor difference. To further refine our
understanding of the deviation of θ(x; q, a) from its average value of x
φ(q)
, we
introduce a variational operator in place of the maximal one in Theorem 98.
Letting {cn}Nn=1 be a finite sequence of complex numbers and letting PN denote
the set of partitions of [N ] := {1, 2, . . . , N} into disjoint intervals, we define
the r-variation of the sequence to be:









We can think of θ(x; q, a) as a sum over a sequence {bn}Nn=1, where





For an interval I, we define










θ(I; q, a)− |I|
φ(q)
)2
is the square of the 2-variation of the sequence {bn − 1/φ(q)}Nn=1.
Our main result is an upper bound on this quantity, summing over
q ≤ Q and a coprime to q as in the above theorems. This is a strengthening
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of Theorem 98, since we obtain the same bound (up to the implied constant)
on a larger quantity. To simplify our notation, we let Px denote the set of
partitions of {1, . . . , bxc} into disjoint intervals. We prove:
Theorem 99. Let A > 0. For all positive real numbers x and Q satisfying














We also establish a variant of this, obtaining a better bound by allowing
the partition to depend only on q and not on a:
Theorem 100. Let A > 0. For all positive real numbers x and Q satisfying














In comparison to Theorem 97, this maximizes over partitions instead of
restricting to partial sums, but the bound obtained is worse by a multiplicative
log(x) factor.
The introduction of this maximum over partitions allows us to apply
our theorem to prove a weakened, averaged version of a conjecture made by
Erdős. We let pi denote the i
th prime. Erdős made the following conjecture:
Conjecture 101. (Erdős, [13])∑
pi+1≤x
(pi+1 − pi)2  x log(x).
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This asymptotic is heuristically suggested by the prime number theo-
rem, which implies the reverse inequality. Assuming the Riemann Hypothesis,
Selberg [63] obtained the bound
∑
pi+1≤x
(pi+1 − pi)2  x log3(x).
It is natural to extend the conjecture to arithmetic progressions. Fixing
a, q such that (a, q) = 1, we let pa,qi denote the i
th prime congruent to a modulo
q. One then formulates the conjecture as:












If we then sum over all q ≤ Q and all a coprime to q, we would expect
to get  Qx log(x). We derive the following weaker bound:
Corollary 103. Let A > 0. For all positive real numbers x and Q satisfying















This can be viewed as an averaged, unconditional version of Selberg’s
bound, and is easily obtained from Theorem 99.
More generally, the study of variational quantities introduces new and












The prime number theorem gives an (asymptotic) lower bound of x log(x)
on this quantity. We note, however, that one cannot hope to have f(x) =
x log(x). This follows from the work of Cheer and Goldston [7], who proved
Theorem 104. For any ε > 0, there exists an X0 such that for all x > X0,∑
pi+1≤x
|pi+1 − pi|2 ≥ (193/192− ε)x log x.
(Note, as seen from Lemma 105 below, the contribution to (6.1) from
prime powers is of lower order.) This does not rule out the possibility of
f(x) = Cx log(x) for some larger C, for example.
6.2 Preliminaries
We first recall some standard definitions. When q is a positive integer,
φ(q) denotes the Euler totient function. For positive integers a and q, (a, q)
denotes the g.c.d. of a and q.












Here, log denotes the natural logarithm. The latter sum for ψ is over prime
powers pα, while the sum for θ is over primes p. Λ(n) denotes the von Mangoldt
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function, which is equal to log(p) whenever n is a power of a prime p and equal
to 0 otherwise.
Letting a and q be positive integers, we similarly define









Letting I be an interval, we also define









The size of an interval I is defined to be the number of integers it contains,
and is denoted by |I|. For a fixed positive real number x, we let Px denote
the set of all partitions of [1, bxc] into intervals. Thus an element π ∈ Px is a
collection of disjoint intervals whose union is the interval from 1 to bxc.
We recall the prime number theorem, which states that ψ(x) ∼ x. We
will later also use the following standard fact (we include the short proof here
for completeness):
Lemma 105. For x ≥ 2, θ(x) = ψ(x) +O(x 12 ).






















α ≥ 2 only for α = O(log x) and θ(x 1α ) ≤ ψ(x 1α )  x 1α , we see
this is  x 12 + x 13 log x x 12 .
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6.3 A Variational Form of the Barban-Davenport-Halberstam
Theorem
We now prove:
Theorem 99. Let A > 0. For all positive real numbers x and Q satisfying














We will deduce this by combining the proof of the standard Barban-
Davenport-Halberstam theorem with some combinatorial arguments and a
variational form of the Siegel-Walfisz Theorem that is developed in the fol-
lowing subsection.
For a fixed positive integer q, we consider Dirichlet characters modulo
q. A function χ : Z∗q → C is called a Dirichlet character modulo q if it is a
group homomorphism. We can extend such a χ to be a function from Z to C
by defining χ(n) to be equal to the value of the character on the residue class
of n modulo q when n is coprime to q and 0 otherwise. From now on, we will
consider Dirichlet characters to be functions on Z. A character χ mod q is
said to be primitive if its period as a function on Z is precisely q (conversely
it is non-primitive if it has a smaller period dividing q).
We fix positive integers M and N . Given a Dirchlet character χ mod






More generally, for any interval I ⊆ [M + 1,M +N ], we define




The large sieve inequality [10] states:
Theorem 106. (The Large Sieve Inequality) For any positive integers Q,M,N











Here, the the inner sum
∑∗
χ is over the primitive characters modulo q (this
is what the ∗ superscript signifies).
In our proof of Theorem 99, we will use the large sieve inequality di-
rectly as it is stated above. However, we will later establish variational versions
of this in Sections 6.4 and 6.5.
6.3.1 A Variational Form of the Siegel-Walfisz Theorem















We refer to the unique χmod q that takes the value 1 on all integers coprime to
q as the principal character modulo q, and all other characters as non-principal.
The Siegel-Walfisz Theorem [10] states:
Theorem 107. (Siegel-Walfisz Theorem) Let A be a positive real number. Then
there exists some positive constant cA depending only on A such that
|ψ(x, χ)| A xe−cA log
1
2 (x)
for all non-principal characters χmod q for all moduli q ≤ logA(x).
We will find it more convenient to work with the following corollary:
Corollary 108. Let A be a positive real number. Then there exists some
positive constant cA depending only on A such that
|θ(x, χ)| A xe−cA log
1
2 (x)
for all non-principal characters χmod q for all moduli q ≤ logA(x).
Proof. By the triangle inequality, |θ(x, χ)| ≤ |ψ(x, χ)| + |ψ(x, χ) − θ(x, χ)|.
The first quantity is bounded by Theorem 107. To bound the second quantity,
we observe










log(p) = ψ(x)− θ(x),
by the triangle inequality and the fact that |χ(pα)| is always either 0 or 1.
Applying Lemma 105, we see that |ψ(x, χ)−θ(x, χ)|  x 12 , where the implicit
constant is independent of q and χ.
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We now prove a variational form of this:
Lemma 109. Let A be a positive real number. Then there exists some positive










for all non-principal characters χmod q for all moduli q ≤ logA(x).







|θ(I, χ)| · max
J⊆[1,x]
|θ(J, χ)|. (6.3)
We consider the inner quantity
∑





















Here, we have used the fact that |χ(p)| is always either 1 or 0.













We consider the quantity maxJ⊆[1,x] |θ(J, χ)|. We observe that this is
 maxy≤x |θ(y, χ)|. We will upper bound this quantity for each y separately.
For larger y values, we will employ Corollary 108 for the value 2A (using 2A
instead of A will allow us to apply the corollary to a larger range of y values).
We let c2A denote the constant for 2A in the exponent. More precisely, for y
such that q ≤ log2A(y), we have |θ(y, χ)| A ye−c2A log
1
2 (y) by Corollary 108.
Since y ≤ x, this is A xe−c2A log
1
2 (x).
We now consider y such that log2A(y) ≤ q. This is equivalent to the
condition y ≤ eq
1
2A . For these small y values, we will use the basic estimate
|θ(y, χ)|  θ(y)  y. Since logA(x) ≥ q holds by assumption, we have
log(x) ≥ q 1A ≥ log2(y). We then have y ≤ elog
1





|θ(y, χ)| A xe−c2A log
1
2 (x).















We note that, conditional on the generalized Riemann hypothesis, for
a nonprincipal Dirichlet of modulus q one has the bound
|ψ(x, χ)|  x1/2 log(x) log(qx)
where the implied constant is absolute (see Theorem 13.7 in [47]). This can
be used as in the argument above to obtain:
192
Lemma 110. Let χ be a nonprincipal character mod q. Assuming the gener-





|θ(I, χ)|2  x3/2 log(x) log(qx). (6.5)
This could be used in place of Lemma 109 in the following arguments
to conditionally extend the range of Q in the statements of Theorems 99 and
100. This is quite routine, and we omit the details. It may be possible to
further improve (conditionally) the exponent of the x3/2 term. We leave this
as an interesting open problem.
6.3.2 Proof of Theorem 99














The structure of our proof will resemble the proof of the non-variational version
of the theorem in [10].
We let 2k denote the smallest power of two that is ≥ x. We can then
decompose [1, 2k] into dyadic intervals Ic,` = ((c − 1)2`, c2`], where ` ranges
from 0 to 2k and c ranges from 1 to 2k−`. We note the following lemma [41]
or Chapter 4:
Lemma 111. Any subinterval of S ⊂ [1, 2k] can be expressed as the disjoint






where at most two of the intervals Icm,`m in the union are of each size, and
where the union consists of at most 2k intervals.
In other words, each I ⊆ [x] can be decomposed as a disjoint union of
these dyadic intervals using at most two intervals on each level `. We let D(I)
denote the set of dyadic intervals in the decomposition of I. We observe






θ(J ; q, a)− |J |
φ(q)
)
for any I, since
∑
J∈D(I) |J | = |I|. For each `, we let D`(I) denote the intervals














θ(J ; q, a)− |J |
φ(q)
2 .


































Since |D`(I)| ≤ 2 for all `, I and each dyadic interval can appear in D(I) for


















































We will bound this quantity using the large sieve inequality and the Siegel-
Walfisz Theorem, so we need to first express it in terms of characters χ modulo
q. For this, we will introduce some convenient notation. Fixing q, we let χ0




θ(I, χ), χ 6= χ0;
θ(I, χ0)− |I|, χ = χ0.
We will employ the following lemma:
Lemma 112. For any interval I and any coprime positive integers q, a,








where χ denotes the character obtained from χ by complex conjugation.





φ(q), n ≡ 1 mod q;
0, otherwise.
195
For any integer a coprime to q, we let a denote an integer such that aa ≡
1 mod q. Then, for any χmod q, χ(a)χ(n) = χ(a)χ(n) = χ(an). Since an ≡







1, n ≡ amod q;
0, otherwise.
We then observe




















By definition of θ′(I, χ), it then follows that













































The innermost sum is now the inner product of the characters χ1, χ2. Since
the distinct characters modulo q are orthogonal under this inner product, this









|θ′(Ic,`, χ)|2 . (6.11)
In order to use the large sieve inequality as stated in Theorem 106, we
need to adjust our character sum to be over the primitive characters modulo q
instead of all characters modulo q. For this, we first note that every character
χ modulo q is induced by some primitive character χ1 modulo q1 where q1 ≤ q.
We then have:
Lemma 113. For any I and any character χ modulo q induced by χ1 modulo
q1,
|θ′(I, χ1)− θ′(I, χ)| ≤ log(q).
Proof. For all integers n coprime to q, χ(n) = χ1(n). In fact,












To see the final inequality, consider the prime factorization of q = pα11 · · · pαrr .
Then log(q) = α1 log(p1) + · · ·+ αr log(pr).
As a consequence of Lemma 113, we have |θ′(Ic,`, χ)|2  |θ′(Ic,`, χ1)|2 +
log2 q for all dyadic intervals Ic,` and all non-primitive characters χ. Thus, the
































As above, χ1 here denotes the primitive character that induces χ.
We bound the contribution of this first sum to the quantity in (6.8)


















Since (6.8) is an upper bound on the square root of (6.6), the contribution to
(6.6) is therefore  2kQ log2(Q) xQ log2(x), which is acceptable.










for each fixed `. Each primitive character χ1 modulo q1 induces characters χ
modulo q for every q that is a multiple of q1. We can use this to rewrite the
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We will split this sum over q ≤ Q into ranges and bound each piece














Note that we have switched notation from θ′ to θ here without changing the
quantity, since θ′ and θ only differ on the trivial character, and this is only
included in the primitive characters modulo q when q = 1. Since U ≥ 1 and
our sum here is over q > U , θ and θ′ behave identically here.












Letting ap := log(p) for primes p and an := 0 for all non-primes n, we apply











We define Q1 := log
A+1(x). We consider the values U = Q2−j as j
ranges from 0 to J := dlog( Q
Q1
























































































since the union of the intervals Ic,` as c ranges from 1 to 2
k−` is equal to the
interval [2k]. We then have that
∑
p≤2k log
2(p) k2k. We also note that
J∑
j=0
(j + 1)2j = J2J+1 + 1 J2J and
J∑
j=0
(j + 1)2−j  1.













|θ(Ic,`, χ)|2  Q−1(2`)(J2J)(k2k) +Q(k2k).
(6.16)
Recalling that 2k  x, k  log(x), J = dlog( Q
Q1
)e, and Q ≤ x, we see that
the contribution to (6.14) from q’s between Q1 and Q is
 Q−11 (2`)(x log2(x)) +Q(x log(x)).
We now consider values of q ≤ Q1. For every primitive character χ
modulo q where q > 1, χ is non-principal. Note that for the principal character
χ0 modulo 1, θ
′(Ic,`, χ0) = θ(Ic,`, χ0) − |Ic,`| = 0. Thus, the contribution to














This innermost sum over c is a sum over a partition of [2k], so we can apply
Lemma 109 (with A+ 1 as the constant) to conclude that
2k−`∑
c=1




for some positive constant c̃A depending only on A. The quantity in (6.17) is
then
A Q1 log(Q) · x2e−c̃A log
1
2 (x).
Putting this all together, we have that the quantity in (6.14) is:
A Q1 log(Q) · x2e−c̃A log
1
2 (x) +Q−11 (2
`)(x log2(x)) +Q(x log(x)).





Q1 log(Q) · x2e−c̃A log
1
2 (x) +Q−11 (2
`)(x log2(x)) +Q(x log(x))
A log(x)
√








Hence the contribution to (6.6) is bounded by the square of this:
A Q1 log(Q) log2(x)x2e−c̃A log
1
2 (x) +Q−11 x
2 log2(x) +Qx log3(x).
Recalling that Q1 = log




2 (x) +Qx log(x) +Qx log3(x).
Since e−c̃A log
1
2 (x) A log−2A−1(x), this first term isA Qx log3(x), as required.
This completes the proof of Theorem 99.
6.3.3 An Averaged Variant of Erdős’ Conjecture
We now apply our variational form of the Barban-Davenport-Halberstam
Theorem to prove Corollary 103.
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Corollary 8. Let A > 0. For all positive real numbers x and Q satisfying















Proof. For each fixed a, q, we consider a partition in Px containing all the





















We note that (pa,qi+1 − p
a,q





2 (except for the case where
pa,qi+1 = 3 and p
a,q
i = 2, but this only occurs for q = 1 and so can be ignored).















6.4 Another Variational Form of the Barban-Davenport-
Halberstam Theorem
We now prove:
Theorem 100. Let A > 0. For all positive real numbers x and Q satisfying
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We will need some additional notation. We let e(x) := e2πix. For any





For δ > 0, we say that points α1, . . . , αR ∈ T are δ-separated if ||αi − αj|| ≥ δ
for all i 6= j, where the || · || denotes the norm modulo 1.
We let PN denote the set of all partitions of [N ] into a union of disjoint
intervals. We then define










We note the variational Carleson Theorem [52]:






The case of r = 2 is addressed in the following theorem, which follows
immediately from Corollary 4 in [41]:







We note that the log(N) factor is known to be sharp. We will first prove the
following lemma, which is a variational version of the analytic large sieve
inequality.








for any r > 2. Also,
R∑
i=1




Proof. This proof will be a variational adaptation of the proof of Theorem 5
in [46]. By a theorem of Selberg [68], there exists an entire function K(z) such
that K is real-valued on R, K(x) ≥ 0 for all real x, and K(x) ≥ 1 for all
1 ≤ x ≤ N . Moreover, K(x) is integrable, and K̂(0) = N − 1 + δ−1. By a
theorem of Fejér, there is another entire function k(z) such that K(x) = |k(x)|2


































For any α and any r ≥ 2, we have









































By Minkowski’s integral inequality (see [24], Theorem 201 for example),































































































Therefore, we have shown that
R∑
i=1







||T (ξ + αi)||2V rdξ.
Since the αi’s are δ-separated, the ranges (− δ2 + αi,
δ
2




||S(αi)||2V r ≤ (N − 1 + δ−1)
∫
T
||T (ξ)||2V rdξ. (6.18)
For r > 2, we may apply Theorem 114 for the real numbers {ank(n)−1}Nn=1
to conclude that the righthand side of (6.18) is




Recalling that 1|k(n)|2 =
1
K(n)
and K(n) ≥ 1 for all n from 1 to N , we obtain
R∑
i=1




for all r > 2, as required.
For r = 2, we may apply Theorem 115 for the real numbers {ank(n)−1}Nn=1
to conclude that the righthand side of (6.18) is
 (N − 1 + δ−1) log(N)
N∑
n=1




We next prove the following lemma:















Proof. This proof is adapted from the proof of Theorem 4 in [10]. For a





















for all n for all primitive χ (see [10], chapter 9). Therefore, for any interval I
and any primitive χ modulo q,

















We then note that when χ is primitive, |τ(χ)| = q 12 (see [10], p. 66).
This yields (for any partition π):
∑
I∈π

































































Here, e denotes conjugation. We note that this innermost sum over characters
is equal to 0 unless a = b and a is coprime to q. In this case, it is equal to
































































||S (a/q) ||2V 2 .
Here we have used the fact that moving the maximum inside the sum over a’s
coprime to q can only make the quantity larger. The points a
q
as q ranges from
1 to Q and a ranges over values coprime to q are 1
Q2
-separated as points in T.
Thus, applying Lemma 116, this is  (N +Q2) log(N)
∑N
n=1 |an|2.
We are now equipped to prove Theorem 100. We recall Lemma 112,
which states that




























































This innermost sum over a’s coprime to q is equal to φ(q) whenever χ1 = χ2,













Each character χmod q is induced by some primitive character χ1 mod q1,









































Recalling the definitions of θ′(I, χ) and θ′(I, χ1), we note that








































φ(q) log2(q) Q2 log2(Q) ≤ xQ log2(x),
for Q ≤ x.
It now suffices to bound the first quantity in (6.21). Every primitive
character χ1 mod q1 induces characters modulo q for every q that is a multiple
of q1. Also, the set of primitive characters χ1 inducing characters modulo q
can be divided into primitive characters modulo each divisor of q. By applying
the triangle inequality and maximizing separately for each divisor of q, we see




























































As in the proof of Theorem 99, we break this sum over q into smaller























(note that the change of notation from θ′ to θ does not change any values).
We may now apply Lemma 117 with ap = log(p) for all primes p and an = 0
otherwise. We conclude that the righthand side of (6.22) is





 U−1 log(2Q/U)(x+ U2)x log2(x).
We define Q1 = log
A+1(x). Setting U = Q2−j and summing over j




















j  J2J , this quantity is
 Q−11 x2 log2(x) log(Q) + xQ log2(x). Recalling that Q1 = logA+1(x) and
x log−A(x) ≤ Q ≤ x, we see this is  xQ log2(x) as required.
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It only remains to bound the contribution from the values of q ≤ Q1.























Now, every primitive character modulo q for q > 1 is non-principal. For the
principal character χ0 modulo 1, the value of θ
′(I, χ0) is 0 for any I, so we
























for some positive constant c̃A depending only on A. Since there are φ(q)




2 (x). Recalling that Q ≤ x and Q1 = logA+1(x) and noting
that e−c̃A log
1
2 (x) A log−2A(x), we see this A xQ log2(x). This completes the
proof of Theorem 100.
6.5 A Variational Form of the Large Sieve Inequality
We now prove another variational form of Theorem 106. This will refine
an estimate of Uchiyama stated below. The techniques are similar to those
used above. We let PM,N denote the set of partitions of [M + 1,M +N ].
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Proof. Without loss of generality, we assume that N = 2k for some k (rounding
N up to the nearest power of 2 can be absorbed by the implicit constant). The
interval from M + 1 to M +N can then be decomposed into dyadic intervals
of the form Ic,` := (M + (c − 1)2`,M + c2`] for each ` from 0 to k, where c
ranges from 1 to 2k−`. If we fix ` and let c vary, we refer to the resulting set
of intervals as the dyadic intervals on level `.
For a fixed q and primitive character χ mod q, we consider a maximizing
partition π∗ in PM,N . By Lemma 111, every interval I ∈ π∗ can be decomposed
as a union of O(logN) dyadic intervals of the form Ic,` for varying c and `
values, such that there are at most 2 intervals included on each level. We let
D(I) denote the set of dyadic intervals in the decomposition of I. For each `,
D`(I) denotes the subset of intervals in D(I) on level `.




































































We note that the innermost sum contains at most two intervals J , since the
dyadic decomposition of each I contains at most two intervals on level `.
Noting that |a + b|2  |a|2 + |b|2 holds for all complex numbers a and b and
that each dyadic interval on level ` can occur in the decomposition of at most










|T (χ, Ic,`)|2 .
Now the innermost sum is simply over the set of dyadic intervals on level `.










|T (χ, Ic,`)|2 .















Substituting this back into (6.24), we see that the square root of the

















Recalling that 2k = N and loosely bounding 2` + Q2 ≤ 2k + Q2 for all
















We note that this refines Uchiyama’s Maximal large sieve inequality
[67], which states:















Montgomery [45] has asked if the log2(N) can be removed. We do
not have an answer to this question (though we obtain a lower bound on a
216
related quantity in [37] and Chapter 7). We note that the log2(N) cannot be
completely removed in our variational refinement.
To see this, we use the lemma below, which follows easily from Lemma
22 in [41] (Lemma 59 in Chapter 4) and the Cauchy-Schwarz inequality:
Lemma 120. Let c1, . . . , cN denote complex numbers |ci| ≥ δ, for some δ >
0. Let X1, . . . , XN denote independent Gaussian random variables each with











 δ2N log log(N)
Strictly speaking, the lemma in [41] is stated for real c1, . . . , cN , but it
can easily be deduced for complex numbers by splitting into real and imaginary
parts. Now we consider (118) with interval [N ] and an = Xn for each n ∈ [N ].
To apply Lemma 120 for each q and each character modulo q, we consider only
the indices n such that n is coprime to q. On these values, the character will
be nonzero. We let C(q) denote the number of these indices for each q. Then,




q · C(q) · log log(C(q)). (6.27)
Now, we note that
∑
q≤QC(q) is equal to the number of pairs (n, q)



















q≤QC(q)  QN . It follows that there exist positive constants ε, δ
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such that C(q) ≥ εN for at least δQ values of q. Hence, the quantity in
(6.27) is  Q2N log log(N), while the expectation of the sum of squares of
the an = Xn will be  N . Thus, at least when N  Q2, one needs at least a




Maximal Operators Associated to
Multiplicative Characters
7.1 Introduction

















for any sequence of complex numbers {an}∞n=1 (denoting e(x) := e2πix). It is

















holds with a universal constant C, independent of N . This can be viewed
as a natural analog of the Carleson-Hunt inequality in the family of additive
groups, ZN . The fact that this inequality implies (7.1) follows from an easy ap-
proximation argument. The reverse implication is slightly more subtle but can
be obtained, for instance, from Montgomery’s maximal large sieve inequality
[45] (Theorem 2).
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In light of (7.2), it is natural to consider the analogous maximal op-


























χmodN is over all Dirichlet characters modulo N , φ(N) is the
Euler totient function, and ∆(N) is the smallest value such that the inequality
holds. We are interested in the growth of the function ∆(N). It is easy to see
that ∆(N)  log(N) by the Rademacher-Menshov theorem. By comparison
to (7.2), one might hope that ∆(N) 1. In fact, we show in Section 2 that if
one could take ∆(N) = O(1) in (7.3), then the Carleson-Hunt inequality for
the trigonometric system would be an easy corollary. We note that in the case
that an = 1 for all n it follows from work of Montgomery and Vaughan [48]
that (7.3) holds with a universal constant independent of N .
Unfortunately, it turns out that ∆(N) 6= O(1). We prove:
Theorem 121. There exists a subset S of primes of positive relative density
such that for every p ∈ S,
(log log(p))1/4  ∆(p). (7.4)
Thus (log log(N))1/4  ∆(N) holds infinitely often. It remains an
interesting problem to establish sharp bounds on the growth of ∆(N). In
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particular, any refinement of the upper bound ∆(N)  log(N) (from the
Rademacher-Menshov theorem) would be extremely interesting.
7.2 Connection with the Carleson-Hunt inequality
In this section we prove that if (7.3) with ∆(N) = O(1) did hold then
the classical Carleson-Hunt inequality (7.1) would easily follow. By a standard
density argument, it suffices to prove (7.1) for finite sequences {an}kn=1 as long


















holds for an infinite increasing sequence of integral M ’s and a constant C
independent of k. Clearly, this is sufficient as the sum on the left will converge
to the Riemann integral over the unit interval. Consider a large prime 2k < p.



















We let α be a generator of Z∗p. For g ∈ Z∗p, we define ν(g) to be the
element of [p−1] such that αν(g) = g. We may express χ(g) = e(aν(g)/(p−1))
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(for some 0 ≤ a < p − 1). Thus ν(g) can be thought of as a permutation of
[p− 1]. In addition, it follows from this definition that ν(2i) = iν(2). We thus
























. We observe that M >
log2(p). To see this, consider that Mν(2) = L(p−1) implies 2M = αL(p−1) ≡ 1.
























has period M as a function of x, this can






































for some M  log(p). This completes the proof.
Remark 122. One could also deduce the Carleson-Hunt inequality for Walsh
series from the claim that ∆(N) = O(1). We briefly sketch the argument.
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Choose N to be the product of d distinct odd primes. Then Z∗N will con-
tain an isomorphic copy of the group Zd2 . The characters of this group are
distributionally equivalent with the first 2d Walsh functions. The maximal
operator on Z∗N will induce some ordering on these functions other than the
standard ordering. It follows, however, from a combinatorial lemma of Bour-
gain [4] (Lemma 2.3) that there is a function B(d) (tending to infinity) such
that any ordering of the first 2d Walsh functions must contain a subsequence
of length B(d) distributionally equivalent to the first B(d) Walsh functions in
the standard ordering.
7.3 Auxiliary Results
In this section we collect some auxiliary results that will be needed in
the proof of Theorem 121. We first note the following result from [19]:
Proposition 123. (Fouvry) Let P(N) denote the largest prime divisor of N .
Then for a positive proportion of the primes p, we have P(p− 1) ≥ Bp.6687 for
some positive constant B.
For our purposes, P(p − 1)  p 12+ε for any fixed ε > 0 would suffice.
We will need a quantitative multi-dimensional form of Weyl’s criterion which
can be found in Chapter 2 of [33]:
Proposition 124. (Erdös-Turan-Koksma) Let P denote a sequence of N points,
x1, x2, . . . , xN ∈ [0, 1]s. Define the discrepancy of this sequence as
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DN(x1, x2, . . . , xN) := sup
I∈B
∣∣∣∣ |I ∩ P |N − |I|
∣∣∣∣
where B denotes the set of all s-dimensional boxes, and |I| denotes the measure





Then, for all m ∈ N, we have that
DN(x1, x2, . . . , xN) ≤ 2s23s+1












We will also need the following version of Weil’s character sum estimate.
This can be found, for instance, on page 45 of [62].
Proposition 125. (Weil) Let p be a prime and g(x) = gnx
n + . . .+ g0 a degree






∣∣∣∣∣ ≤ (n− 1)p1/2. (7.12)
We will also use the following quantitative form of Kolmogorov’s rear-
rangement theorem due to Nakata [49] (Lemma 4).
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Proposition 126. (Nakata) There exist universal real constants c1, c2 > 0 with
the following property. For any N ∈ N, there exists a permutation σ : [N ]→
[N ] and complex numbers {an}Nn=1 satisfying
∑N
n=1 |an|2 = 1 such that








We remark that Nakata has a slightly stronger refinement of Kol-
mogorv’s rearrangement theorem [50] where there are some additional iterated
logarithmic factors. However, the result there is formulated in a slightly dif-
ferent way and it would require some additional work to derive a statement
sufficient for our purposes from it. For the sake of simplicity, we will not pur-
sue this modification here. A simple averaging argument gives the following
discrete version of Proposition 126.
Corollary 127. There exists universal real constants c1, c2 > 0 with the follow-
ing property. For any N ∈ N, there exists a permutation σ : [N ] → [N ] and
complex numbers {bn}Nn=1 satisfying
∑N
n=1 |bn|2 = 1 such that
∣∣∣{a ∈ [M ] : M(a) > c1 log1/4(N)}∣∣∣ ≥ c2M








From these results, we obtain
Proposition 128. We will denote the fractional part of a ∈ R by {a}. We let p, q
denote primes such that q|p−1 and q ≥ Bp.6687. We let A denote the subgroup




q : g ∈ Z∗p
}
). There exists a universal constant
δ > 0 such that for any s < δ log1/2(p), and any permutation σ : [s] → [s],















Proof. We let g1, . . . , gq denote the elements of A inside Z∗p in the order induced
by Z∗p. For each i from 1 to q, we define















. We then divide [0, 1]s
into (3s)s boxes of equal measure by dividing each coordinate into 3s equal
intervals in the obvious way. The conclusion will now follow if we show that
there exists a point yi in each of the (3s)
s boxes. To see this, consider the 3s
intervals in each coordinate as being s groups of 3 intervals each, and let Ikj
denote the “middle” interval of the jth group in the kth coordinate. Note that
Ikj and I
k
j′ for j 6= j′ do not intersect. Given a permutation σ, it suffices to
obtain a point in the box whose kth side is equal to Ikσ(k).
To establish the existence of a point yi in every box, it suffices to show
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D(y1, y2, . . . , yq) < (3s)
−s. Invoking Proposition 124, we have that

















































for some constant C. Whenever some hi is not divisible by p, we may apply
Proposition 125 to bound the quantity
∣∣∑p−1
x=0 e(fh(x)/p)
∣∣. We will choose
m < p so that all h’s will have this property. We may thus bound the right








when m < p (for some new value of C). Here, we have applied Proposition






For any constant δ2 > 0, we can set m = s
δ1s for some constant δ1
sufficiently large so that (7.14) is
≤ s−δ2s + p−.1687sCs(δ1s log(s))s. (7.15)
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Fixing δ2 such that s
−δ2s ≤ 1
2
(3s)−s for all s > 1 say (note that the Proposition
is trivial for s = 1), we may then require that s satisfy p ≥ sδ3s for δ3 sufficiently
large so that δ3 > δ1 and the quantity in (7.15) is < (3s)
−s. We observe that
sδ3s ≤ p is equivalent to δ3s log(s) ≤ log(p), which can be guaranteed by
s ≤ δ log1/2(p) for a suitable choice of δ.
7.4 Proof of the Main Theorem
We define S to be the set of primes p such that there exists a prime q
dividing p − 1 with q ≥ Bp.6687. By Proposition 123, this is an infinite set of
positive relative density in the primes. For each p ∈ S, we let A denote the
subgroup of order q in Z∗p. Our goal is to define suitable coefficients supported
on A to show that ∆(p) is  (log log(p)) 14 .
We enumerate the elements of A in the natural way (that is so their
smallest representatives in Z+ are ordered in increasing order), say {gn}qn=1.
Next, we let α be a generator of A. We define ν(gn) to be the element of [q]
such that αν(gn) = gn. By restricting the coefficients in (7.3) to A, we see that

























This follows because restricting χmod p to A yields a character on A.
Let s = bδ log1/2(p)c and σ : [s]→ [s] be the permutation in Corollary
127, along with coefficients b1, . . . , bs such that
∑s
m=1 |bm|2 = 1. By Proposi-
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Of course gσ(1), gσ(2), . . . , gσ(s) ∈ A.
By restricting the support of our coefficients to these terms in (7.16)



























where we have exploited the fact that ν(gi) = iν(g). Finally, by the change of
variables xν(g)→ y, we have













Applying Corollary 127 with M = q, we see that this quantity is 
(log(s))1/4  (log(log(p)))1/4. This completes the proof.
7.5 Concluding Remarks
There is some flexibility in the techniques applied in the proof of The-
orem 121, and variants of these arguments should give lower bounds on ∆(N)
for some more general N . However, a more delicate analysis will be needed to
obtain a uniform lower bound in N .
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It is consistent with our knowledge that one might be able to replace
the log1/4(N) in Proposition 126 with a log(N). This would allow one to
strengthen the conclusion of Theorem 121 to log log(p)  ∆(N). However,
the Rademacher-Menshov theorem prevents the conclusion of Proposition 126
from holding with any function growing faster than log(N). Thus a lower
bound of log log(N) would be the limitation of the approach developed here.
One can interpret the proof of Theorem 121 as showing that the per-
mutation of [q] defined by ν(·) is sufficiently pseudorandom that it contains
the same increasing subsequences that could be found in a random permuta-
tion (with large probability). In connection with this interpretation, we note
that Bourgain [4] has shown that the L2 norm of the maximal function of a
randomly ordered bounded orthonormal system is at most log log(N) (with
large probability). Perhaps this is some indication that the correct bound on
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[47] H. Montgomery and R. Vaughan. Multiplicative number theory. I. Clas-
sical theory, volume 97 of Cambridge Studies in Advanced Mathematics.
Cambridge University Press, Cambridge, 2007.
236
[48] H. L. Montgomery and R. C. Vaughan. Mean values of character sums.
Canad. J. Math., 31(3):476–487, 1979.
[49] S. Nakata. On the divergence of rearranged Fourier series of square
integrable functions. Acta Sci. Math. (Szeged), 32:59–70, 1971.
[50] S. Nakata. On the divergence of rearranged trigonometric series. Tôhoku
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