Abstract. In this tutorial, we detailed simple controllers for autonomous parking and path following for self-driving cars and provided practical methods for curvature computation.
Introduction
The global players in automotive industry have been trying to launch fully autonomous vehicles into the mass market in immediate future. In this chapter, we present the basic information required to design motion controllers for autonomous vehicles with simplified details.
Vehicle Models
The main components of the road vehicle are the tires that provide guidance and force generation on roads. As such, they define the motion characteristics of the road vehicles. Due to the elastic structure, the tire internal characteristics are complex. The velocity vector of the tires at the tire-road contact patch center shows different direction than the tire heading direction at high vehicle speeds. The deviation of the velocity vector direction from the tire vertical plane is called tire side-slip angle ( Figure 1 ).
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Fig. 1: Kinematic Vehicle Model
The tire side-slip angle is negligible at the low speeds and the motion of the vehicle can be well-approximated by kinematic equations. The kinematic models are used to design controllers for low speed maneuvers such as tight parking and in some cases for motion planning. Dynamical vehicle models are necessary for high speeds vehicle motion as required in urban and highway driving. In this chapter, we will derive vehicle controllers by using both modeling approaches. The kinematic and dynamic controllers will be presented from practical implementation perspective within decent but simplified theoretical framework.
Kinematic Models
The systems, having less number of actuation direction than the available motion coordinates in configuration space are called non-holonomic (non-integrable) systems. On the vehicle motion plane in the global coordinate system, the velocity of the front and rear axle centers are constrained and they are not independent each other.
Two points on the rear and front axles of the vehicle are shown in ( Figure  2 ). These two points are rigidly connected to each other by the vehicle body frames. Depending on which among two to follow the given reference path, kinematic models are derived with respect to the chosen point. In parking maneuvers, the rear axle center is required to track the reference path.
Fig. 2: Kinematic Vehicle Model
The velocities of the rear and front axle centers are constrained by the following forms [11] ; tan(ψ) =Ẏ X =⇒Ẋsin(ψ) −Ẏcos(ψ) = 0 (1)
In this work, we take the rear axle center as the reference tracking point. We construct the kinematic model with respect to this reference point. The front axle center velocity can be described by the rear axle center velocity yielding the following constraint relationship. These velocity constraint equations are commonly called as the Pfaffian constraint equations [11, 14] .
Using the angle-sum identities in trigonometry in Equation 2 and the substituting the Equations (3) and (4), we arrive the Pfaffian constraint matrix and the kinematic equations of the motion [11] .
Using the angle-sum identities in Equation (5), the rate of heading angle is obtained. Therefore, the kinematic differential equations for the configuration space {X, Y, ψ} ∈ S that describe the motion in the global coordinate system becomes;
The longitudinal and lateral motions of the vehicle are determined by the control variables; velocity V and the steering angle δ at the tires. Given the control inputs (V, δ), the motion trajectories of the vehicle can be simulated.
In the controller design, a feedback control law for lateral and longitudinal motions can be developed separately, however since the kinematic equations are non-holonomic, a smooth feedback cannot be determined for the point-topoint control applications in which two point boundary conditions are to be satisfied for all of the coordinates in the configuration space. We detail the controller design in the proceeding sections.
Dynamic Models
We briefly introduced the tire side-slip angle that generate lateral and longitudinal tire forces at the beginning. Tire slip-angle cannot be neglected after some point, thereby appears in the motion equations. The tire forces are expressed as a function of the tire deflection. At these conditions, the kinematic relations are no longer valid for Ackermann steering geometry (left figure in 3). In Fig. (3) , the Ackerman steering geometry is depicted on the right. The steering angle agrees with the curvature equation in which the tangent of the steering angle is equal to the ratio of the length of the vehicle and the radius of curvature.
In derivation of the lateral vehicle dynamics equations, the common approach is to use single track model (Figure 4 ). In this approach, the four wheel model is lumped into the two wheel single track structure [15] . -side-slip angles are small for linearization -tires operate at the linear region in which the slope of tire slip-angle and lateral force curve is constant -the road surface and tire friction coefficient µ is constant (we omit friction coefficient by taking µ = 1) -the vehicle travels at a constant longitudinal speed.
The net lateral force acting at the center of gravity of the vehicle in the body coordinate system is written for the Newton's second law of motion as;
where C α f , C α f are the cornering stiffness of the front and rear tires for per angle deviation in radian and β is the side slip angle of the vehicle at the Center of Gravity (CoG). The side slip angle of the vehicle at the front and rear axle centers (β f , β r ) are computed from the kinematic velocity relationships and given as;
Substituting these identities in the lateral force balance equation (8) yields the lateral motion differential equation;
Similarly, we write the net moment balance equation (15) and derive the yaw rate update equation (16) . These differential equations are used to obtain the update equations for lateral displacement and the heading angle by integrating the rates and can be put in matrix form for state space representation.
The state space representation of the lateral dynamics can be written for the vehicle states {y,ẏ, ψ,ψ};
The appropriate units are accordingly in the equations.
Controller Design
In an control application, the main objective is to find a control input sequence that bring the system output as much as closer to the pre-defined reference trajectories. If the output of the system is required to be zero all the time, the problem is called as regulation problem where the reference is zero. We presented the kinematic and dynamic motion equations in the previous sections for the specific configuration spaces. In order to design controllers, the motion equations can be re-defined in the error space to transform the control design into the regulation problem to bring the non-zero system outputs and their derivatives to zero. Once the error equations are derived we can design feedback controllers that take the error states as input and give required amount of the control input magnitude. It is paramount to note a distinction in the control objective here. The control objectives differ in the number of regulated output vs the number of controlled input variables that might incur difficulties in finding a smooth feedback law. Three types of control objectives are defined in [11] . These are;
-Point-to-Point control; Given an initial state configuration, the vehicle is desired to reach a goal configuration in which all the position requirement are satisfied. As an example parking control can be classified under this control task. The objective is to find controller inputs (two inputs for vehicle; speed and steering) to satisfy the end-point position described by {x, y, ψ}.
If the vehicle speed is taken as constant, the parking control becomes one input three output control problem for which there is no smooth feedback solution.
-Path following;
The vehicle is desired to follow a geometric path from a given an initial position. If the vehicle speed is taken as constant, the path following becomes one input, one output control problem for which various controller can be developed for smooth feedback. In this case, the deviation of the vehicle position from the defined path is regulated. -Trajectory following; The vehicle is desired to follow a trajectory which is a function of time. The optimal trajectory is generated by the open loop optimization methods and feedback laws are designed to keep the vehicle on the trajectory.
Optimization Based Kinematic Control
We derive a steering control law for kinematic model assuming that the vehicle speed is not a control variable. Only free variable for control is the steering input to the system. Recall that the kinematic equations are given for the two axle vehicle system are given as;
If we were to design a feedback controller, the control design task would fall under the trajectory following problem. However, in this paper, we will use the x(t) position as the index value that gives us the other configuration space variables y(t) and ψ(t) at any time. Other assumptions are that, the trajectory is generated by a trajectory generator or a feasible trajectory is available and the vehicle travels at a constant speed. With these assumptions, we can reduce the trajectory tracking problem into the path following regulation for the lateral distance and heading deviations. We start with linearizion of the kinematic equations around a fixed point (s * , u * ) = {x * , y * , ψ * , δ * } to obtain the linearized model by the first order Taylor expansion [13] .
By subtractingṡ * = f (s * , u * ) from Equation (20), we arrive the linearized equations in relative coordinates;
where s e is the states in relative coordinate system and u is the control variable. Before deriving the Jacobian matrices, we re-write the kinematic model equations for the desired trajectory in the vehicle body coordinate system. The kinematic model for the desired trajectory in the global coordinate system is;
The same identities in the local coordinate system can be written as by incorporation rotation matrix into the equation and re-arranged by the trigonometric identities. Therefore, desired path equations in the local coordinate system become;
As seen in Equation (23), the coordinate transformation yields the kinematic error model in the local coordinate frame. The rate of heading angle deviation can also be defined by using the relative coordinates as follows;
Combining Equations (23) and (24) in the matrix form results in the final kinematic error model.
if the kinematic model is linearized around the vicinity of a desired trajectory for which
we obtain the linearized error equations in the local coordinate frame.
where the Jacobians are;
and
The linear model for a constant vehicle speed (V) is expressed as;
Since in this paper, the local longitudinal displacement is not controlled, we can remove the longitudinal equation from the model and proceed with the design using Linear Quadratic Regulator (LQR) methods for constant and time varying vehicle speeds. The latter one is implemented by using a simple gain scheduling method at the grid of the operating points.
In the case of constant vehicle speed, we can write the lateral model as;
Choosing the control with state feedback coefficients (k 1 , k 2 ) as
gives us a combined state feedback; δ f b = k 1 y e + k 2 ψ e and feed-forward; δ f f = δ d controllers. The controlled system thus becomes;
The overall controller block diagram is shown in the figure (5). It is trivial to design stabilizing LQR state space control coefficients (k 1 , k 2 ) for the given linear system and obtain time varying controllers for different vehicle speed as (k 1 (V(t)), k 2 (V(t))) in Matlab. In the following figure ( Figure  6 ), we show the state feedback coefficients as the function of the vehicle speed ranging in V(t) = [1, 15] m/s. The coefficients are obtained by giving equal weights to the states in the Q and control effort R matrices of the LQR controller. We discuss how to define the weights in Q and R matrices in the following sections. We assumed that the feed-forward part of the steering control is provided by a trajectory generator. It can also be computed from the Ackerman geometry ( Figure (3) and Equation (33)) if the path curvature ( Equation (34)) is available. The Ackerman steering angle at tires is defined geometrically by the following equations;
The path curvature (κ) path can be computed in various ways. The first method is to drive the car along a desired trajectory at low speeds and compute the curvature using the equation (34 and 35). These equations are only valid if the side-slip angle of the tires low. The second method to compute the road curvature from the measurements is to make use of the curvature differential equation [8] given as;
where
dX 2 in the global coordinate system. The computation of the first and second derivatives numerically is always troublesome if there is no analytical and C 2 continuous function in the form of Y = f (X). Alternatively the equation can be converted to a function of measurable variables. The first derivative of the coordinate (Y in north direction) with respect to X is related to the heading angle in the global coordinate system.
We can obtain Y by differentiating the equation (37) with respect to X and using the chain rule, we arrive another equation of measurable variables.
In Equation (40), dX dt is the vehicle speed on the X east direction in the global coordinate system and it is equivalent to Vcos(ψ) and the derivative of tan(ψ) is written asṗ si cos(ψ) 2 .
We derived the curvature function which depends on the measurable quantities; heading angle, yaw rate and the vehicle velocity {ψ,ψ and V}. Using these quantities. We present the figure of a smooth curvature which are obtained by these methods in (Figure 7) . A closer look around zero line is given in Figure ( As seen on the figures, both of the method give almost identical results. The curvature computed using the Ackerman geometry and steering measurement has low resolution. The steering wheel angle is a low resolution measurement obtained from the CAN bus. On the other hand, the curvature computed by the differential equations is noisy around the zero line due to the low vehicle speeds and high frequency measurement (200 Hz) of the yaw rate. Furthermore, since the steering is the input and the vehicle response variables are the output, time delay is observed between input and output variables. This delay is a mechanical delay in the vehicle system and cannot be avoided. As we have two curvature measurements, we can also use a Kalman filter to obtain filtered curvature values.
Simulations and Experimental Results for Precise Parking :
We simulated the controlled system to asses path following error under the given formulations for rear and front axle equations. Figure (9) shows the simulated path and the path followed by the controlled vehicle with a constant speed of 10 [m/s]. The kinematic model with the controller can also be used to smooth the path obtained by the GPS measurements on the previously driven path. In the following section, we explain essential ingredients of the classical and modern control in an intuitive manner briefly before delving into the controller design for the dynamical vehicle models.
Objectives and Methods in Control Theory
The system to be controlled is nothing but a mathematical object that takes the input signal and spits out response signal which we try to bring to the desired levels in the control theory. The input signal is amplified or attenuated with some phase difference between their corresponding input and output values. We show this system behavior in Figure (12) . The system in the figure takes a sinusoidal input with a magnitude value A, transforms it to another sinusoidal signal with a magnitude B with a phase difference.
Fig. 12: Frequency Response
In classical control, the time domain differential equations are converted to the frequency domain equations by the Laplace transformation to obtain a transfer function representation of the system. Exciting the systems with inputs at different frequencies, the ratio of the input-output amplitudes as well as the corresponding phase angles are generated in the form of Bode plots.
The Bode plots are used to visualize the ratio of input-output magnitudes as well as the phase difference between them in logarithmic scale. The unit of the magnitude ratio is decibel (dB). A typical Bode plot diagram for magnitudes and the phase given in Figure ( One of the pairs that is used for feedback stability assessment is gain and phase margins (also shown in Figure 13 ). The term margin is used to indicate the allowable amount in changing some magnitude to the defined boundaries. The controllers change the system's phase and amplitude ratio. We need to define allowable magnitudes for multiplication and addition relative to the stability boundaries of the transfer function. The stability of a transfer function in Laplace domain can be described by the Nyquist stability criterion. In simple terms, we can define stable system among all other stability definition, as the system which produces Bounded Output for the Bounded Inputs (BIBO stability). There are other stability definitions, however, BIBO stability is sufficient to create some sense of stability notion as an introduction. The transfer function of a feedback control system given in Figure (14) is written as;
The characteristic function of the transfer function T(s) is the denominator term in Equation ( 
The loop transfer function is a complex number generator. The magnitude and phase angle of | − 1 + j * 0| are |1| and 180 0 In the classical control theory, the roots of the characteristic equation of the transfer function define the system's stability behavior. In the stable case, the roots of the characteristic function 1 + L(s) must lie in the left half of the complex plane and the magnitude of the loop transfer function must be less than one for all the possible frequencies. If the magnitute of the loop transfer function is less than one (|L(s)| < 1), the input signal is not amplified through the loop.
The Gain Margin (GM) is defined at these conditions as the inverse of the gain that brings the amplitude of the system gain to one when the phase is 180 0 .
The Phase Margin (PM) is conversely the amount of the phase angle required to bring the phase of the system's phase to 180 0 when the magnitude of the system gain is equal to one.
The gain margin tells the designer, how much gain increase allowable until the instability boundaries. There are uncertainties in physical models therefore we assume there might be unaccounted steady state multiplication factors. The gain margin allows us to leave enough room for the unaccounted hidden gains in the control process. Generally it is required to have GM > 2 ≈ 6 dB and PM > 30 0 or more [16] . Although it is sole indicator for robustness against the time delay, phase margin is used to provides room for time delays in the system.
In advanced control applications, robustness of the systems to the uncertainties are considered as the design choice and desired system response Bode magnitude plots are used to constraint the shape of the resulting system response magnitudes. The desired Bode magnitude shapes are formulated as a weighting function for all the frequencies and the control problem is formulated as an optimization problem. We will give an introduction to robust control design for vehicle path tracking applications.
Optimal Linear Quadratic Regulator (LQR) with Vehicle Dynamical Model for Path Tracking
Optimal LQR State Feedback Controller :
We assume the reader is familiar with LQR control and will not elaborate the derivation of the control structure using Algebraic Riccati and discrete counterpart for finite and infinite time cost functions. We refer the reader for complete treatment of the optimal control and specifically LQR methods to the wellknown reference books [7, 1, 4, 9] .
The LQR methods are versatile in the control applications from robotics to the flight control due to the simplicity in implementation. We will design LQR state feedback controllers for lateral vehicle dynamics starting with redefining the vehicle dynamical models into error coordinates as given in [15] .
The controllers are designed either for continuous or discrete system models. The physical systems have continuous response, however the controllers work in digital environment. Therefore, any controllers designed using continuous system equations must be discretized according to the control frequency to be used. Other approach is to directly design and use discrete controllers. From rest of the paper, we will work on discrete systems.
The discrete time LQR state space control coefficients are derived using the Discrete Algebraic Riccati Equations. Assume that we have following state space equations in discrete time.
In Equation (45), [x(k), u(k)] are the state and the control variables, y(k) is the controlled outputs, [A, , B, and C] are the state transition, control and measurements matrices respectively. We are after finding a state feedback control law of the form of u(k) = Kx(k) with the state feedback coefficients K. The controller coefficients are derived from the solution of an optimal control problem to minimize the cost objective function J LQR . For this purpose, in LQR optimal control framework, a quadratic cost is written including weights for the controlled outputs and the control. Assuming that there is no constraint on states at the final time and the controller is to be derived for infinite time case for steady state solution. In this case a quadratic cost function can be written as;
By substituting y(k) = Cx(k) in the cost functional, we arrive at the cost function of the states;
where Q = Q = C TQ C 0 is the positive semidefinite and R 0 is the positive definite matrices. For the control law of the form u(k) = Kx(k), the state feedback control coefficients can be solved from the Discrete Algebraic Riccati matrix equation [5, 10] ;
where X is the unique positive semidefinite steady state solution to DARE (Equation 48). Then, the state feedback coefficients are expressed as K = (R + B T XB) −1 A. By substituting u(k) = −Kx(k), we obtain the closed form controlled state space equation as x(k + 1) = (A − BK)x(k) where the closed loop state transition matrix is asymptotically stable and Hurwitz (all the eigenvalues has negative real parts).
Vehicle Lateral Dynamics in Error Coordinates
The LQR controller can be designed for in any coordinate system, however, for path tracking applications it is more convenient to use relative coordinate system [15] . The vehicle dynamics model in the vehicle body coordinate system is given in matrix Equations (17). We define the desired lateral response by defining the desired magnitudes when vehicle is in steady state motion conditions. The desired yaw rate and the acceleration in the steady state turning are expressed as;
where R is the radius of the curvature. The error in the lateral acceleration becomes; 
Based on the state update equation 51 and measurement matrix, we can design LQR controllers both for continuous and discrete cases. Usually, path deviation, lateral velocity, heading angle and rate can be measured or derived in the control applications.
Path Generation
The reference path must be available real-time to the lateral motion controllers. It can be computed real-time by using numerical optimal control and trajectory optimization methods or prepared in advance if there is no need to change the path during the motion. For parking applications, if the path is to be prepared off-line, the curvature of the path is necessary for feed-forward part of the kinematic controller presented in this study. We provided different curvature computations in the previous sections.
Conclusion
In this tutorial, we briefly introduced practical control methods for autonomous vehicle steering applications. The kinematic and dynamic controller are described with experimental results. In reality, the control requirements are more tighter than presented in this introduction tutorial. In order to meet control demands for the autonomous driving, various modules for controllers must be implemented with robust control theory. We proposed self-scheduling preview robust controllers for autonomous driving in [3] . In addition to the robust controllers, robust observers and predictors must be used for sensor measurements. In the autonomous vehicle control applications, the path generation and planning are implemented separately and the generated paths are served to the controllers.
