Abstract-Due to explosion in the number of autonomous data sources, there is an emergent need for effective approaches to distributed clustering. Intuitionistic Fuzzy Set is a suitable tool to cope with imperfectly defined facts and data, as well as with imprecise knowledge. This paper introduces a novel intuitionistic fuzzy based distributed clustering algorithm, to cluster distributed datasets, without necessarily downloading all the data into a single site. The process is carried out in two different levels: local level and global level. In local level, numerical datasets are converted into intuitionistic fuzzy data and they are clustered independently from each other using modified fuzzy C-Means algorithm. In global level, global centroid is computed by clustering all local cluster centroids. The global centroid is again transmitted to local sites to update the local cluster model. The new algorithm is compared against two existing ensemble based distributed clustering algorithms and centralized clustering where all the data are merged into a single data source and clustered. The simulated experiments described in this paper confirm good performance of the proposed algorithm.
I. INTRODUCTION
Clustering is a process of grouping data objects into disjoint clusters so that the data in each cluster are similar, yet different to the others. Clustering techniques are applied in many application areas such as data analysis, pattern recognition, image processing, and information retrieval [1] . Today's large-scale datasets are usually logically and physically distributed, requiring a distributed approach to clustering. Huge amounts of data are stored in autonomous, geographically distributed sources over networks with limited bandwidth and large number of computational resources [2] .
Traditional Centralized Clustering (CC) methods require all data to be located at the place, where they are analyzed and cannot be applied in the case of multiple distributed datasets, unless all data are transferred to a single location and clustered. Due to technical, economical or security Manuscript received October 9, 2009 reasons, it is not always possible to transmit all data from different local sites to single location and then perform global clustering. It is obvious that alternate distributed clustering algorithms [3] , [4] reduce the communication overhead, central storage requirements and computation times by exchanging few data and avoiding synchronization as much as possible.
Most of the existing distributed clustering algorithms available in the literature [3] - [11] aim to provide hard clusters [12] using K-Means algorithm or density based algorithm. Conventional hard clustering methods restrict each object of the dataset to exactly one cluster. Fuzzy clustering generates a fuzzy partition based on the idea of partial membership expressed by the degree of membership of each object in a given cluster and Fuzzy C-Means (FCM) [12] is one of the most common fuzzy clustering techniques. However, there are very few distributed fuzzy clustering algorithms [13] - [16] which incorporate FCM, to generate distributed fuzzy clusters.
In the real world, distributed clustering applications frequently involve disparate datasets that also consist of inconsistencies or outliers, where it is difficult to obtain homogeneous and meaningful global clusters. Intuitionistic Fuzzy Sets (IFS) [17] are generalized fuzzy sets that are useful in coping with the hesitancy originating from imperfect and imprecise information. Recently, limited attention has been paid in proposing intuitionistic fuzzy based clustering for centralized environment [18] - [21] . But, it is proved that intuitionistic fuzzy based FCM clustering can be more efficient and more effective than the well established FCM algorithm. Hence, it is required to incorporate intuitionistic fuzzy approach with distributed fuzzy clustering to deal with uncertainty among the dispersed data objects and obtain effective and efficient fuzzy clusters in distributed environment. This paper proposes a novel Intuitionistic Fuzzy based Distributed Fuzzy Clustering (IFDFC) algorithm and confirms its superior performance by comparing with two recent distributed clustering algorithms, Distributed K-Means (DKM) and Improved Distributed Combining (IDC) as well as equal performance with CC.
The rest of this paper is organized as follows: Section 2 discusses the related works. Section 3 presents fuzzy clustering of IF data. Section 4 describes distributed fuzzy clustering of IF data. Section 5 summarizes the experimental analysis performed with benchmark datasets. Finally, Section 6 concludes the paper.
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II. RELATED WORKS
There are various distributed clustering solutions proposed in the literature and their comprehensive survey can be obtained from [3] , [5] . This section reviews the recent research works on distributed clustering and intuitionistic fuzzy based centralized clustering.
The P2P K-Means algorithm is proposed in [3] for distributed clustering of data streams in a peer-to-peer sensor network environment. Jin R. et al. [6] presented distributed version of Fast and Exact K-Means (FEKM) algorithm, which collected sample data from each data source, and communicated it to the central node. The main data structure of FEKM, the cluster abstract table is computed and sent to all data sources to get global clusters.
Jongil Jeong et al. [5] proposed a distributed clustering scenario and modified K-Means algorithm for clustering huge quantities of biological data. By this algorithm, after clustering local datasets using K-Means, local centroids are transferred to central site and average centroid is calculated. Then local datasets are again clustered using averaged centroid as initial central set in K-Means algorithm.
Lamine M. Aouad et al. [7] proposed a lightweight distributed clustering technique based on a merging of independent local sub clusters according to an increasing variance constraint. The key idea of this algorithm is to choose a relatively high number of clusters locally, or an optimal local number using an approximation technique, and to merge them at the global level according to an increasing variance criterion which requires a very limited communication overhead.
Cormode G. et al. [8] have introduced the problem of continuous, distributed clustering, and given a selection of algorithms, based on the paradigms of local vs. global computations, and furthest point or parallel guessing clustering. In their experimental evaluation, the combination of local and parallel guessing addressed the least communication cost.
In [9] , Zhou A. et al. proposed an Expectation Maximization based framework to effectively cluster the distributed data streams. In the presence of noisy or incomplete data records, their algorithms learn the distribution of underlying data streams by maximizing the likelihood of the data clusters.
Le-Khac N. et al. [10] presented an approach for distributed density-based clustering. The local models are created by DBSCAN at each node of the system and these local models are aggregated by using tree based topologies to construct global models. In [2] , P-SPARROW algorithm is proposed for distributed clustering of data in peer-to-peer environments. The algorithm combined a smart exploratory strategy based on a flock of birds with a density-based strategy to discover clusters of arbitrary shape and size in spatial data.
G. Ji and X. Ling [11] derived the distributed clustering model through ensemble learning and proposed Distributed K-Means Means (DKM). This algorithm first performs local clustering using K-Means, and then sends all mean values to central site; finally global mean values of underlying global clustering are obtained by using K-Means again. None of the techniques discussed above were developed to fuzzy membership cluster results in distributed environment. There are very few distributed clustering algorithms that incorporate fuzzy C-Means technique in the literature [13] - [16] In [13] Prodip Hore and L. Hall proposed Distributed Combining Algorithm (DCA) to cluster large scale datasets without clustering all the data at a time. Data is randomly divided into almost equal size disjoint subsets. Each subset is clustered using the hard K-Means or fuzzy C-Means algorithm. The centroids of subsets form an ensemble. A centroid correspondence algorithm transitively solves the correspondence problem among the ensemble of centroids. When the number of clusters in each subset is large, the complexity increases in centroid mapping due to collision. Moreover, when the number of clusters in each dataset is different, this type of centroid mapping is found not suitable.
Though fuzzy C-Means is used for local clustering process, the global clustering process produces only hard clusters by comparing the Euclidean distance between the object and global centroid. P. Hore extended this algorithm in [14] , [15] , to avoid collision and filter bad centroids, but limited to same number of clusters in each data source. This algorithm is also restricted to hard clusters.
The Improved Distributed Combining Algorithm (IDCA) [22] is a refined version of Distributed Combining Algorithm [13] , designed for distributed hard clustering. The process of centroid mapping is performed effectively, with the support of Hungarian method of unbalanced assignment problem, when each dataset produces different number of clusters.
R. Kashef and M. S. Kamel [16] proposed a Distributed Cooperative Hard-Fuzzy Clustering (DCHFC) model for document clustering. This model is based on the intermediate cooperation between the hard distributed K-Means and fuzzy distributed C-Means to enhance the performance of the K-Means reduce the computational time taken by the fuzzy algorithm and produce a better global solution.
In [18] , Vicenc Torra et al. introduced a method to define intuitionistic fuzzy partitions from the result of different fuzzy clustering algorithms such as FCM, entropy based FCM and FCM with tolerance. In this approach, the intuitionistic fuzzy partition permits to cope with the uncertainty present in the execution of different fuzzy clustering algorithms with the same data and with the same parameterization.
In [19] , Z. Xu. et al. have developed a straightforward and practical algorithm for clustering IFS, which consists of the following two steps: Firstly, it employs the derived association coefficients of IFS to construct an association matrix, and utilizes a procedure to transform it into an equivalent association matrix. Secondly, it constructs the α -cutting matrix of the equivalent association matrix, and then classifies the IFS under the given confidence levels.
In [20] , [21] , N. Pelekis et al. investigated the issue of clustering intuitionistic fuzzy representation of images. For this, they proposed a clustering approach based on the FCM algorithm utilizing a novel similarity metric defined over IFS. The performance of the modified FCM algorithm is evaluated for object clustering in the presence of noise and image segmentation. It is proved that clustering intuitionistic fuzzy image representations is more effective, noise tolerant and efficient as compared with the conventional FCM clustering of both crisp and fuzzy image representations.
III. FUZZY CLUSTERING OF INTUITIONISTIC FUZZY DATA OBJECTS

A. Intuitionistic Fuzzy Sets
Fuzzy sets [23] are many-valued logic which determines only the degree of membership. But, Krassimir T. Atanassov [16] introduced a new component which also determines the degree of non-membership in defining intuitionistic fuzzy set theory. An intuitionistic fuzzy set is defined as a generalization of a fuzzy set.
Definition 3.1. Let a set E be fixed. A fuzzy set on E is an object A of the form 
define the degree of membership and non-membership, respectively, of the element
represents the degree of hesitancy of the element E x ∈ to the set E A ⊂ .
B. Modified Fuzzy C-Means Clustering
In [20] , Pelekis proposed a new variant of FCM clustering algorithm that copes with uncertainty and a similarity measure between intuitionistic fuzzy sets, based on the membership and non membership values of their elements. The procedure used in modified FCM is same as conventional FCM, except in similarity measure used to compute the membership degree of the object to cluster. Instead of Euclidean distance in conventional FCM, the modified FCM applies IF similarity measure for any two elements namely A and B as follows:
where
The modified FCM algorithm is described in Fig. 1 . Initially, C numbers of centroids are randomly selected from the intuitionistic fuzzy objects, which contain both membership and non-membership values. Next, the membership degree of each object to each cluster ij U is computed using IF similarity measure as in equation (6) . The centroids are then updated using Cluster Membership Matrix (CMM) ij U and corresponding membership and non-membership degrees of centroids i V are also computed.
The above two steps are repeated, until it reaches convergence.
Algorithm. Modified FCM
Input : Dataset of n objects with d features, value of C and fuzzification value m > 1 Output: Cluster Membership Matrix ij U for n objects and C clusters
Procedure:
Step 1: Determine initial centroids by selecting c random intuitionistic fuzzy objects. Step 4: Compute membership and non-membership degrees of i
V
Step 5: Repeat step 2 to step 4 until converges. 
C. Intuitionistic Fuzzy Representation of Numerical Data Objects
The proposed IFDFC algorithm requires that each element is to be converted into a pair of membership and non membership values. A new procedure for intuitionistic fuzzy representation of numeric data is derived, by modifying the definition for intuitionistic fuzzy representation of digital image [24] . In this process, the crisp dataset is first transferred to fuzzy domain and sequentially into the intuitionistic fuzzy domain, where the clustering is performed.
Let X be the dataset of n objects and each object contains d features. 
IV. DISTRIBUTED CLUSTERING OF INTUITIONISTIC FUZZY DATA OBJECTS
A. Distributed Clustering
The main objective of distributed clustering algorithms is to cluster the distributed datasets without necessarily downloading all the data to the single site. It assumes that the objects to be clustered reside on different sites. This process is carried out in two different levels: local level and global level. In local level, all sites carry out clustering process independently from each other. After having completed the clustering, a local model such as cluster centroids is determined, which should reflect an optimum trade-off between complexity and accuracy. Next, the local model is transferred to a central site, where the local models are merged in order to form a global model. The resultant global model is again transmitted to local sites to update the local models [25] .
The key idea of distributed clustering is to achieve a global clustering that is as good as the best centralized clustering algorithm with limited communication required to collect the local models or local representatives into a single location, regardless of the crucial choice of any clustering technique in local site. Distributed clustering algorithms [3] can be classified along two independent dimensions such as classification based on data distribution and data communication.
A common classification based on data distribution in the literature [3] , [4] is those, which apply to homogeneously distributed or heterogeneously distributed data. Homogeneous datasets contain the same set of attributes across distributed data sites. Examples include local weather databases at different geographical locations and market-basket data collected at different locations of a grocery chain. Heterogeneous data model supports different data sites with different schemata. For example, a disease emergence detection problem may require collective information from a disease database, a demographic database and biological surveillance databases.
According to the type of data communication, distributed clustering algorithms are classified into two categories: multiple communications round algorithms and centralized ensemble-based algorithms. The first group consists of methods requiring multiple rounds of message passing. These methods require a significant amount of synchronization, whereas the second group works in an asynchronous manner, first generating the local clusters and then combining those at the central site [26] .
B. Proposed Algorithm
The step by step procedure of proposed Intuitionistic Fuzzy based Distributed Fuzzy Clustering algorithm for homogeneously distributed datasets is described in Fig. 2 . First, minimum and maximum values of each feature vectors are extracted from all local datasets and transmitted to central place, where global minimum and maximum values are identified. These two values are used to convert real scalar values of local datasets into pair of global IF data objects using the equations (9) and (10) . Next, the IF objects of local datasets are clustered using modified FCM to obtain CMM and local centroids in terms of membership and non membership. All local centroids are merged into a pair of centroids datasets and clustered using the same modified FCM algorithm at central place, to group similar centroids and obtain global centroids. The CMM of local datasets are then updated using global centroids to obtain global fuzzy clusters of distributed datasets. Step 6: Cluster centroids datasets using modified FCM to obtain global centroids Step 7: Update CMM using global centroid to obtain global fuzzy clusters 
Algorithm. IFDFC
V. EXPERIMENTAL ANALYSIS
In this section, empirical evidence is provided for distributed fuzzy clustering, that the high quality global cluster models is obtained with limited communication overhead and high level of privacy. The efficiency of IFDFC is compared against two recent distributed clustering algorithms, DKM and IDC along with CC, where all local datasets are merged, converted into IF data and clustered using modified FCM. All experiments are conducted with the assumption of having non-overlapping objects with same set of features in distributed datasets, for both uniform and non-uniform type of data distribution.
A. Experimental Setup
The algorithms have been implemented and tested with six bench mark numeric datasets available in the UCI machine learning data repository [27] . The information about the datasets is shown in Table I . For the purpose of experimental setup, the dataset is divided into different disjoint subsets and each subset is considered as distributed data source. The experiment on each dataset runs 25 times and the average results are considered for analysis. The value of λ is set as 0.95, for the computation of membership and non-membership values, irrespective of the characteristics of the datasets.
B. Evaluation Methodology
The performance of the proposed algorithm is measured in terms of three external validity measures [28] , [29] namely Rand index, F-Measure and Entropy. The external validity measures test the quality of clusters by comparing the results of clustering with the 'ground truth' (true class labels). The Rand index measures the agreement between true class labels and cluster results. The F-Measure measures the extent to which a cluster contains only objects of a particular class and all objects of the class. The Entropy is used to measure the degree to which each cluster consists of objects of a single class. In case of Rand index and F-Measure, the value 1 indicates that the data clusters are exactly same and so the increase in the values of these measures proves the better performance. But, the value 0 signifies that the data clusters are perfect for Entropy measure and so the value of this measure is to be decreased to reach better quality clusters.
C. Uniform Type of Data Distribution
In uniform type of data distribution, the cardinality of each subset has been kept as almost equal and number of clusters produced by each subset has also been kept as equal. In first experiment, all datasets are divided into three subsets, under uniform type of data distribution and the algorithms are evaluated. The results of IFDFC, in comparison with the results of DKM, IDC and CC, in terms of Rand index, F-Measure and Entropy are shown in Table II, Table III and  Table IV respectively. From the Tables, it is observed that IFDFC algorithm yields better results than DKM and IDC algorithms for all datasets, in terms of Rand index and Entropy. According to F-Measure, the performance of IFDFC algorithm dominates the performance of DKM and IDC algorithms except for Australian dataset. The values of both F-Measure and Entropy are highly appreciable for dermatology dataset with IFDFC algorithm. It is noted that the quality of clusters produced by IFDFC is as good as CC roughly for all datasets. The average performance of these three algorithms in terms of Rand Index, F-Measure and Entropy are depicted in Fig. 3, Fig. 4 and Fig. 5 respectively.
In next experiment, the segmentation dataset is divided into different number of subsets, in order to evaluate the scalability of the proposed distributed clustering algorithm. Table V shows the performance of IFDFC on segmentation dataset, for different number of subsets. First row of the table (Segment -1S) depicts the results of Rand index, F-Measure and Entropy, when all objects are kept in a single place, second row (Segment -3S) shows the same type of results, when the objects are divided into 3 subsets, and so on. Here, it is proved that the proposed algorithm is consistent, independent of the number of subsets. It is also noted that the value of entropy decreases, when the number of subsets are increased. 
D. Non-Uniform Type of Data Distribution
In non-uniform type of data distribution, it is assumed that individual data sources are having varying numbers of clusters and varying types of clusters. In some applications, one or more classes may be missing in some data sources and some times data sources may have entirely different types of clusters. For example, data marts of individual stores of a retail company may deal with different types of customers or products, according to the demands in that place. The similar situation is also efficiently handled in the proposed algorithm, by simply providing required number of global clusters, independent of the number of local clusters.
The results of Segmentation dataset in terms of Rand Index, F-Measure and Entropy obtained for this assumption is represented in Table VI , along with the number of objects in three data sources namely S1, S2 and S3. The numbers provided in braces indicate the cluster labels in corresponding data sources.
Though IFDFC provides equal performance as CC, in terms of Rand index, F-Measure and Entropy, it outperforms CC in terms of communication overhead, space complexity and privacy maintenance. In CC, all objects are to be transferred to central place and fuzzy clustering algorithm is to be executed to find global membership value. In real application scenario, it needs huge communication cost, since many data sources may contain large number of high dimensional data objects. In distributed approach, only centroids of local clusters and global centroid is to be transmitted between data sources. The centroids are insensitive to a number of objects in each data source and the size of cluster centroid is definitely much less than the size of data objects or even the size of label vector. Moreover, centralized clustering needs much memory space at one place, according to the size of objects accumulated for clustering. It remains important to preserve privacy on individual objects for most of the distributed nature of application scenario like financial, banking and medical applications. Since centroids of clusters represent only prototype, the proposed method of distributed clustering enables privacy preserving data mining framework. 
VI. CONCLUSION
A novel method of distributed fuzzy clustering using intuitionistic fuzzy set theory is proposed to produce fuzzy clusters in distributed environment. Comprehensive experiments on six benchmark numerical datasets have been conducted to study the impact of using intuitionistic fuzzy approach in distributed fuzzy clustering. It can be concluded that the proposed algorithm leads to obtain better quality clusters than the two existing distributed clustering algorithms. At the same time, it is also proved that the performance of the proposed algorithm is almost same as the performance of centralized clustering. In future, optimization algorithm will be applied for tuning of parameter λ to produce superior quality clusters. The on going research also focuses, in particular, on enhancing proposed clustering algorithm to produce intuitionistic fuzzy partitions, in centralized as well as distributed environment.
