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Abstract 
Hyperspectral images contain mixed pixels due to low spatial resolution of hyperspectral sensors. Mixed pixels are 
pixels containing more than one distinct material called endmembers. The presence percentages of endmembers in 
mixed pixels are called abundance fractions. Spectral unmixing problem refers to decomposing these pixels into a 
set of endmembers and abundance fractions. Due to nonnegativity constraint on abundance fractions, nonnegative 
matrix factorization methods (NMF) have been widely used for solving spectral unmixing problem. In this paper we 
have used graph regularized NMF (GNMF) method combined with sparseness constraint to decompose mixed pixels 
in hyperspectral imagery.  This method preserves the geometrical structure of data while representing it in low 
dimensional space. Adaptive regularization parameter based on temperature schedule in simulated annealing method 
also has been used in this paper for the sparseness term. Proposed algorithm is applied on synthetic and real datasets. 
Synthetic data is generated based on endmembers from USGS spectral library. AVIRIS Cuprite dataset is used as 
real dataset for evaluation of proposed method. Results are quantified based on spectral angle distance (SAD) and 
abundance angle distance (AAD) measures. Results in comparison with other methods show that the proposed 
method can unmix data more effectively. Specifically for the Cuprite dataset, performance of the proposed method 
is approximately 10% better than the VCA and Sparse NMF in terms of root mean square of SAD. 
Keywords 
Hyperspectral imaging, Spectral unmixing, Nonnegative matrix factorization (NMF), Graph regularization, 
Sparseness constraint 
1. Introduction 
Mixed pixels appear in hyperspectral images due to low spatial resolution of hyperspectral sensors (Keshava 2003). 
Fig. 1 illustrates the basic concept of mixed pixels in hyperspectral images (Rajabi and Ghassemian 2011). Pure 
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pixel refers to a pixel that is composed of only one distinct material and mixed pixel refers to a pixel containing 
more than one distinct material. Spectral unmixing problem has many applications in hyperspectral data analysis, for 
example it can be used to classify the hyperspectral data at a finer spatial resolution (Villa et al. 2011), hyperspectral 
and multispectral image fusion (Bendoumi and Mingyi 2013).  
 
Fig. 1. Pure and mixed pixels concept in hyperspectral imagery 
Spectral unmixing algorithms decompose a mixed pixel into a set of endmembers and abundance fraction maps 
(Sanjeevi and Barnsley 2000). Fig. 2 shows a toy example that demonstrates spectral unmixing process. 
Endmembers are the spectral signatures that are present in the scene and abundance fractions are the percentage of 
the endmembers in each mixed pixel. Spectral unmixing problem is subject to two constraints on abundance 
fractions. Firstly, abundance fraction values for each endmember should be nonnegative. Secondly, endmembers 
within each mixed pixel should cover the pixel completely i.e. sum of abundance fraction values for each pixel 
should be equal to one.  
To mathematically model the spectral unmixing problem, linear or nonlinear models can be considered. In linear 
mixing model, spectral signature of each pixel is models using a linear combination of true signatures that are 
present in the scene (Remon et al. 2013). On the other hand, nonlinear models assume nonlinear interactions 
between different materials in the pixel (Chen et al. 2013). Although nonlinear models are more precise than linear 
model, but in practice linear model is easy to implement and is accurate for many scenarios. In this paper we used 
linear mixing model (LMM) to solve spectral unmixing problem. 
There are many methods presented in the literature for spectral unmixing (Ma et al. 2014). These methods can be 
categorized into two main categories. Methods that assume there are pure pixels for each endmember in the scene 
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and methods that works on highly mixed data i.e. all the pixels in the scene are mixed. Vertex component analysis 
(VCA) (Nascimento and Dias 2005) is one of the well-established methods in the first category. This method also 
can be categorized as a geometrical method. Blind source separation methods like ICA are also applied to the 
spectral unmixing problem but as these algorithms need independence assumption they have to be modified to give 
promising results (Li and Yin 2013). 
Nonnegative matrix factorization (NMF) methods have attracted much attention due to nonnegativity constraint on 
abundance fractions in spectral unmixing problem (Pauca et al. 2006). Several algorithms proposed in the literature 
based on NMF (Miao and Qi 2007; Yang et al. 2011; Alizadeh and Ghassemian 2012). In (Cai et al. 2011), the 
authors proposed using graph regularization term for data representation. Based on this idea, we proposed using 
graph regularized NMF (GNMF) method for hyperspectral unmixing in (Rajabi and Ghassemian 2011). To improve 
the results of the algorithm we have also added sparseness constraint to GNMF method in (Rajabi and Ghassemian 
2013). In the current study, the idea of using adaptive regularization parameter for sparseness constraint is used and 
examined for hyperspectral unmixing and more experiments have been done to evaluate the proposed method. To 
quantify the results, root mean square of spectral angle distance (SAD) and abundance angle distance (AAD) are 
used. 
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Fig. 2. Toy example explaining spectral unmixing concept 
The rest of the paper has been organized as follows. In section II, methodology of the algorithm has been described. 
In section III, the proposed algorithm has been applied on synthetic and real data and results are presented and 
compared using quantitative measures. Section IV concludes the paper. 
2. Methodology 
In this section, firstly mathematical representation of linear mixing model has been described. Then NMF, sparse 
NMF, GNMF and sparse GNMF are described respectively. 
2.1. Linear mixture model (LMM) 
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There are two models of spectral mixture that can be used for hyperspectral imagery: linear and nonlinear models. In 
this paper linear mixing model has been used. The mathematical representation of this model is given in the 
following equation. Table 1 summarizes the variables in the linear mixing model. 
X=AS+E  (1) 
Table 1. Variables in linear mixture model 
Variable Description Dimension 
X Observed data L by N 
A Endmember spectral signatures L by P 
S Abundance fractions P by N 
E Measurement and sensor noise L by N 
N Total number of pixels - 
L Number of spectral bands - 
P Number of endmembers - 
 
LMM is subject to the following constraints that are already discussed in the introduction section: Abundance 
nonnegativity constraint (ANC) and Abundance sum to one constraint (ASC). These constraints are mathematically 
expressed for each pixel in the following equations: 
for 1 to ;  0pp P a   (2) 
1
1
P
p
p
a

  (3) 
2.2. Nonnegative matrix factorization (NMF) 
Nonnegative matrix factorization (NMF) method is an efficient method for decomposing multivariate data. The 
mathematical representation of NMF problem is stated in Eq. (4). 
X AS  (4) 
To solve the NMF problem, two different cost functions based on Euclidean and Kullback-Liebler distance can be 
considered. In this paper the Euclidean distance is used as defined in Eq. (5). 
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2
NMF
F
O  X AS  (5) 
Multiplicative update rules can be used to optimize the cost function and obtain A and S  matrices (Pauca et al. 
2006). 
2.3. Sparse NMF 
Since NMF method does not lead to a unique answer, it usually should be utilized with other constraints. One of the 
most common constraints that can be used for spectral unmixing is sparseness constraint. The cost function of this 
method is given in Eq. (6) (Qian et al. 2011). 
2
1
2
SparseNMF
F
O   X AS S  (6) 
where   is the regularization parameter and determine the impact of the sparseness constraint in the solution.  
2.4. Graph regularized NMF (GNMF) 
Graph regularized (GNMF) was originally proposed as a feature extraction and dimension reduction technique in 
(Cai et al. 2011). GNMF preserves the graph structure in the process of decomposition. To model the geometrical 
structure of the data, an affinity graph is used and new regularization term based on the weight matrix ( W ) of this 
graph is added to the cost function as given in Eq. (7). 
 2 TrSparse GNMF
F
O    TX AS SLS  (7) 
where  Tr .  denotes the trace of the matrix and  L D W , jj jl
l
D W . In this cost function   is the 
parameter that controls the impact of graph regularization. 
To generate the weight matrix, KNN neighborhood system is used and the weight of edges on the graph is defined 
using heat kernel function in Eq. (8). 
2
j l
jl e 



x x
W  
(8) 
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where jx  and lx  are neighbors and   is the parameter that controls the similarity measure between two points. 
2.5. Sparse GNMF 
In this paper we proposed using sparsity constrained GNMF for the purpose of spectral unmixing. In this method the 
cost function given in Eq. (9) is used to solve the NMF problem. 
 2 G 1
2
TrSparse NMF
F
O      TX AS S SLS  (9) 
We used the following equation to update the regularization parameter in each iteration of optimization process.  
0
t
e  

  (10) 
where t  is the iteration number, 0  and   are the parameters that controls the impact of sparsity constraint. This 
equation is motivated by temperature function in the simulated annealing (SA) and successfully applied to blind 
source separation problems (A Cichocki and Zdunek 2006). As expressed in (A. Cichocki et al. 2006) 0  and   
should be selected so that   to be in the range of 0.01~0.5. The exact values of these parameters are given in 
section 3 of the paper. 
The cost function of the proposed method is not convex in both A  and S  together, but iterative multiplicative rules 
can be calculated to minimize the cost function by differentiating it with respect to A  and S  separately.  The 
multiplicative update rules for A  and S  are given in Eq. (11) and (12) respectively. 
.*
T
T

XS
A A
ASS
 (11) 
1
2
.*
T
T

 



 
A X SW
S S
A XS S SW
 (12) 
To take care of ASC constraint on abundance fractions matrix that is given in Eq. (3), FCLS method proposed in 
(Heinz and Chang 2001) has been used in this paper. In FCLS method, new observation and signature matrices 
should be defined using the following equations. 
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,
 
   
    
   
X A
X A
1 1
 (13) 
where   controls the impact of ASC constraint and 1  is the all one vector.  
The initial values of A  and S  can be obtained using random initialization or VCA algorithm. Algorithm 1 
summarizes the proposed algorithm. In this algorithm, Th  denotes the threshold of error between the original and 
reconstructed matrices and maxT  is the maximum number of iterations. 
Algorithm 1. Sparse GNMF Algorithm 
Initialize A  and S  using VCA algorithm and FCLS method 
1t   
Do  
1t t   
Update A  using Eq. (11) 
Augment A and S using Eq. (13) 
Update S  using Eq. (12) 
Until Th X AS  or maxt T  
 
Some of the parameters in the proposed algorithm are selected based on previously published papers and some of 
them are selected using trial and error method. However one can optimize the algorithm to find the best possible 
values of the parameters. 
3. Evaluation Results 
3.1. Performance Metrics 
To evaluate the proposed algorithm, synthetic and real datasets have been used in this paper. Two quantitative 
measures are used to quantify the results and compare the performance of the proposed method with two other well 
established methods. Spectral angle distance (SAD) and abundance angle distance (AAD) are the measures to 
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compute the difference between estimated spectral signatures ( mˆ p ) and abundance fractions ( aˆ i ) with the original 
ones ( m p  and a i ) respectively. These measures are given in the following equations: 
1
m
ˆm m
SAD cos
ˆm mp
T
p p
p p

 
 
 
 
 (14) 
1
a
ˆa a
AAD cos
ˆa a
i
T
i i
i i

 
   
   
(15) 
These measures are defined for each endmember and each abundance fractions vector. To have an overall measure 
for all endmembers and abundance fractions, RMS values of them can be calculated using the following equations: 
 
1
2
2
SAD m
1
1
rms SAD p
P
pP 
 
  
 
  (16) 
 
1
2
2
AAD a
1
1
rms AAD i
N
iN 
 
  
 

 
(17) 
3.2. Synthetic dataset #1 using USGS spectral library 
Usually, two kinds of datasets can be used to evaluate unmixing algorithms: synthetic and real datasets. Synthetic 
data has the advantage of having known set of endmember and abundance fractions. In this paper, the procedure 
described in (Miao and Qi 2007) is used. Synthetic image of size 64 by 64 has been generated without any pure 
pixels. To do so, first this image has been divided into 8 by 8 blocks. Then each block has been filled using six 
different materials that are selected from USGS spectral library version 06 (Clark et al. 2007) as illustrated in Fig. 3. 
Spatial low pass filter (LPF) is applied on the image to create linear mixture of the materials in pixels. The size of 
spatial LPF is 9 by 9 in this paper. At the end, zero mean Gaussian noise should be added to data to resemble 
measurement and sensor noise. 
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Fig. 3. Selected materials from USGS library to generate synthetic data 
The proposed algorithm (sparse GNMF) has been applied to generated synthetic data with different levels of SNR 
ranging from 15 to 40dB. For this experiment the parameters are set as follows: 0 0.05  , 25  , 0.1  , 
15  , 30.5 10Th   , max 3000T  . The results in comparison with VCA (Nascimento and Dias 2005) and 
sparse NMF (Qian et al. 2011) methods are shown in Fig. 4 and Fig. 5 in terms of rmsSAD and rmsAAD 
respectively. Results show that the proposed method can give better results in terms of both evaluation metrics. Note 
that initialization of the algorithm by VCA does not yield deterministic results in each run, so we used monte carlo 
simulation to evaluate the algorithms and the presented plots are the mean value of the results for total number of 
runs. 
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Fig. 4. Comparison of methods in terms of rmsSAD in radian vs. SNR 
 
Fig. 5. Comparison of methods in terms of rmsAAD in radian vs. SNR 
To show the convergence of the proposed algorithm, norm of error between original observation matrix and 
reconstructed one has been plotted against number of iterations in Fig. 6 for SNR=25dB. The maximum number of 
iterations in this plot is for the case of reaching stopping criteria as defined in Algorithm 1. 
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Fig. 6. ||X-AS|| vs. number of iterations in sparse GNMF method for SNR=25 dB in experiment I 
3.3. Synthetic dataset #2 using USGS spectral library 
In this experiment another synthetic dataset using different materials from USGS spectral library has been used to 
evaluate the proposed method. The purpose of this experiment is evaluating the performance of the proposed 
algorithm for spectral signatures that are more similar together. Selected materials for this test case are: Kaolinite, 
Gibbsite, Lepidolite, Montmorriolinte, Muscovite, Goethite, Hematite, and Limonite as shown in Fig. 7.  
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Fig. 7. Selected materials from USGS library to generate synthetic data for experiment II 
In this experiment additive white Gaussian noise with SNR=25dB has been added to the synthetic data. Other 
parameters are set like the previous experiment in section 3.2. Fig. 8 demonstrated the estimated spectral signatures 
using the proposed method. As it can be seen from this figure estimated endmembers can follow the original ones 
efficiently. Also Fig. 9 shows the convergence of the proposed algorithm in this experiment. 
 
Fig. 8. Extracted spectral signatures using sparse GNMF (red dotted lines) in comparison with original ones (blue lines) for 
experiment II 
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Fig. 9. ||X-AS|| vs. number of iterations in sparse GNMF method for SNR=25 dB in experiment II 
 
3.4. Real dataset (Cuprite Nevada) 
Another experiment has been done on real dataset. The Cuprite Nevada dataset collected by AVIRIS sensor is the 
most common public dataset1 for the evaluation of hyperspectral unmixing algorithms that is also used in this paper. 
Band 30 of this dataset is illustrated in Fig. 10. The region is covered by mineral materials and data contains 250 by 
191 pixels and 224 bands of spectral data. After removing low SNR and water absorption bands, 188 bands are 
remained and used in the experiment.  
 
Fig. 10. Band 30 of the Cuprite Nevada dataset  
                                                          
1 http://aviris.jpl.nasa.gov/data/free_data.html 
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The proposed algorithm is applied on this dataset. The estimated signatures are compared with reference spectral 
signatures from USGS AVIRIS convolved spectral library in terms of SAD. Table 2 summarizes the results in 
comparison with VCA and sparse NMF methods. In this table, the best results for each material and rmsSAD are 
emphasized in bold face font. As results show, the proposed algorithm can unmix the data more effectively in 
comparison with other methods. The outputs of the proposed method i.e. estimated spectral signatures and 
abundance maps are illustrated in Fig. 11 and Fig. 12 respectively. Note that due to observation noise in the process 
of hyperspectral data acquisition, the resulted spectra using spectral unmixing algorithms have some artifacts in 
comparison with USGS spectra that are measured in the laboratory. This is the reason behind the differences 
between some of estimated spectral signatures and original ones. 
Table 2. Comparison results of Cuprite dataset in terms of SAD 
Material Name VCA Sparse NMF Sparse GNMF 
Alunite GDS82 Na82 0.1129 0.1814 0.1050 
Andradite WS487 Garnet 0.0721 0.0716 0.0660 
Buddingtonite GDS85 D-206 0.1143 0.0773 0.1171 
Chalcedony CU91-6A 0.1168 0.1344 0.1268 
Kaolin_Smect H89-FR-5 .3Kaol 0.0699 0.0761 0.0600 
Kaolin_Smect KLF508 .85Kaol 0.0856 0.0851 0.0652 
Dumortierite HS190.3B 0.1529 0.0804 0.1021 
Montmorillonite+Illite CM37 0.0495 0.0585 0.0500 
Muscovite IL107 0.1176 0.1800 0.2113 
Nontronite NG-1.a 0.0847 0.1243 0.0780 
Andradite WS474 0.0466 0.0691 0.1027 
Sphene HS189.3B 0.2375 0.1379 0.0637 
rmsSAD 0.1163 0.1143 0.1046 
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Fig. 11. Extracted spectral signatures (red dotted lines) in comparison with USGS library signatures (blue lines) of Cuprite 
dataset using sparse GNMF 
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Fig. 12. Abundance fraction maps of Cuprite dataset using sparse GNMF 
4. Conclusion 
Mixed pixels processing is an active research area in hyperspectral remote sensing field. In this paper linear mixing 
model has been used to solve the spectral unmixing problem. This paper focuses on the category of nonnegative 
matrix factorization methods. NMF method does not have a unique solution, so it should be used in conjunction with 
other constraints to give promising results. In this paper two regularization terms have been added as constraints to 
the NMF problem. First constraint is sparseness constraint on abundance fractions. In this paper, the effect of this 
term is controlled using adaptive regularization parameter. The second constraint is graph regularization term. Graph 
regularized NMF will preserve the geometrical structure of data by defining a neighborhood graph on the 
observation data. KNN is used in this study to generate the neighborhood graph. To solve the optimization problem 
of the proposed sparse GNMF method, multiplicative update rules have been used. Performance evaluation of the 
proposed method has been done using SAD and AAD measures for spectral signatures and abundance fractions 
respectively. Synthetic and real datasets have been utilized to evaluate the proposed method. Results show that 
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sparse GNMF can perform better in comparison with other well established methods. Specifically in AVIRIS 
Cuprite experiment, the results using the proposed method is about 10% improved in terms of rmsSAD. 
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