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REPEATED FILTERING IN CONSECUTIVE FRACTIONAL
FOURIER DOMAINS
M. Fatih Erden
Ph. D. in Electrical and Electronics Engineering
Supervisor:
Assoc. Prof. Haldun M. 0zakta§
August 18, 1997
In the first part of this thesis, relationships between the fractional Fourier 
transformation and Fourier optical systems are ana^zed to further elucidate 
the importance of this transformation in optics. Then in the second part, the 
concept of repeated filtering is considered. In this part, the repeated filtering 
method is interpreted in two different ways. In the first interpretation the 
linear transformation between input and output is constrained to be of the 
form of repeated filtering in consecutive domains. The applications of this 
constrained linear transformation to signal synthesis (beam shaping) and signal 
restoration are discussed. In the second interpretation, general linear systems are 
synthesized with repeated filtering in consecutive domains, and the synthesis of 
some important linear systems in signal processing and the .synthesis of optical 
interconnection architectures are considered for illustrative purposes. In all of the 
examples, when our repeated filtering method is compared with single domain 
filtering methods, significant improvements in performance are obtained with 
only modest increases in optical or digital implementation costs. Similarly, when 
the proposed method is compared with general linear systems, it is seen that 
acceptable performance may be possible with significant computational savings 
in implementation costs.
K eyw ords: Fourier optics, optical information processing, fractional Fourier 
transformation, time-variant filtering
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ARDIŞIK OLARAK DİZİLMİŞ KESİRLİ FOURIER  
BÖLGECİKLERİNDE TEKRARLANAN FİLTRELEM E
İŞLEMİ
M. Fatih Erden
Elektrik ve Elektronik Mühendisliği Doktora 
Tez Yöneticisi:
Doçent Doktor Haldun M. Ozaktaş 
18 Ağustos 1997
Bu tezin ilk bölümünde, kesirli Fourier dönüşümü ile Fourier optik sistemleri 
arasında bulunan ilişkiler, adı geçen dönüşümün optikteki önemini daha iyi 
ortaya koymak için araştırılmıştır, ikinci bölümde ise ardışık olarak dizilmiş 
kesirli Fourier bölgeciklerinde tekrarlanan filtreleme konusu ele alınmıştır. Bu 
bölümde, tekrarlanan filtreleme yöntemi iki şekilde yorumlanmıştır. Birinci 
yorumda, giriş ve çıkış sinyalleri arasındaki doğrusal dönüşüm tekrarlanan 
filtreleme işlemileri şeklinde kısıtlanmıştır. Bu şekilde kısıtlanmış doğrusal 
dönüşüm modeli, sinyal sentezlenmesi ve sinyal onarımı uygulamaları üzerinde 
denenmiştir. ikinci yorumda ise. genel doğrusal sistemlerin tekrarlanan 
filtreleme işlemleri ile sentezlenmesi araştırılmış, ve sinyal işlemedeki bazı önemli 
doğrusal sistemler ile optik sinyallerin birbirlerine bağlanma yapıları örnek olarak 
sentezlenmiştir. Bütün bu örneklerde, tekrarlanan filtreleme metodumuz tek 
bir bolgecikte uygulanan filtreleme metodları ile karşılaştırıldığında, optik veya 
nümerik uygulama konusundaki masrafları fazla artırmadan bizim metodumuzla 
sistem performansının çok daha fazla geliştirileceği ortaya çıkmıştır. Benzer 
olarak, önerdiğimiz met od genel doğrusal sistemler ile karşılaştırıldığında, yeterli 
olal)ilecek sistem performanslarının çok daha düşük masraf karşılığı bizim 
metodunıuzla elde edilebileceği anlaşılmıştır.
Anahtar Fourier optik sistemleri, optiksel bilgi işleme, kesirli Fourier 
Sözcükler: dönüşümü, zaman-değişimli filtreleme
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We characterize linear systems through their associated transformation kernels
as
fout{u) = J H{u,ii')fin{u')dti, (1.1)
where H{u,u') is the kernel of the linear system. In some applications, such as 
image enhancement, we may want to implement a desired linear system in order 
to observe a certain effect on the input. In others, such as signal (or image) 
restoration or reconstruction, we may try to obtain a suitable estimate of the 
desiro'd signal using whatever data or measurements are алаіІаЪІе. Let us assume 
that the maximum value for the time(or space)-bandwidtb products of signals is 
N. Then the discrete form of the linear transformation becomes
ifou,)k = J2^^-nif>n)r, A : - 1, 2, . . . ,  A’. ( 1.2 )
which is simply a matrix-vector multiplication of the form ./,>„, -- ///,„. In 
addition to the discrete approximation of its linear transformation, this ecpiation 
may also be considered simply as an a priori discrete matrix algebra operation 
we wish to implement.
.'\ny linear system can be implemented optically with conventional approaches 
such as vector-matrix multiplier architectures [34] or multifacet architectures [18], 
but these are not space-bandwidth efficient [67]. In other words, in order to
Chapter 1. Introduction
implement a given general linear transformation represented bj' an x TV matrix, 
it is necessary to emplo}· an optical system whose space-bandwidth product is N' .^ 
We can also implement all linear systems digitally, but in general we need 0{N^)  
computation time.
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Figure 1.1: Configurations which correspond to: (a ) filtering in time (space) 
domain, (b ) filtering in frequency domain, (c ) filtering in a single fractional 
Fourier domain, (d ) repeated filtering in consecutive fractional Fourier domains. 
(.After [30])
In a variety of applications (such as image enhancement, signal restoration, 
feiiture extraction, etc.) instead of implementing the associated optimum linear
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transformation, the concept of multiplicative filtering in a single domain has 
been applied. Figure 1.1.a shows multiplication of an input signal fin{u) 
with a multiplicative filter h{u) to obtain the output signal fout(u). VVe call 
this operation multiplicative filtering in the time (space) domain. Similarly, 
figure 1.1.b shows multiplication of the Fourier domain representation of the 
input signal Fi„{u) with a multiplicative filter h{u) to obtain the Fourier domain 
representation of the output signal Fou<(u), and we refer to this operation 
as multiplicative filtering in the frequency domain (note that we are using 
the same dummy variable u in both the time and frequency domains). In 
figure 1.1.b, the resulting profile Fout{u) is inverse Fourier transformed to obtain 
the representation of the output signal in the time domain. In figure 1.1.c, 
w'e show multiplicative filtering in the ath order fractional Fourier transform 
domain. In this configuration, first the ath fractional Fourier transform of 
the input is obtained, then a filter h{ti) is applied in this domain, and lastly 
the resulting waveform is transformed with order —a in order to obtain the 
output profile in the time domain (the —ath transform is the inverse of the 
+ath transform). The ath order fractional Fourier transformation reduces to 
the identity operation for a =  0, so that figure 1.1.c reduces to figure 1.1.a for 
a =  0. Likewise, the ath order fractional Fourier transformation reduces to the 
conventional Fourier transformation for a =  1, so that in this case figure 1.1.c 
reduces to figure 1.1.b. In [27, 40. 42, 71] it is shown that the added degree of 
freedom afforded by the order parameter a allows improved performance (e.g. 
smaller mean-square error) in a variety of circumstances including restoration of 
time-varying signals degraded by non-stationary noise. Furthermore, since both 
the digital [74] and optical [13, 46, 68, 73, 80] implementations of the fractional 
Imurier transformation don't imply e.xtra work compared to the conventional 
Fourier transformation, these improvements are comparable in cost. Two 
important applications of filtering in fractional Fourier domains are discussed 
in [27, 42]. In [42] optimal Wiener filtering has been generalized to fractional 
Fourier domains, and in [27] we have synthesized signals with desired auto­
correlation functions by filtering in fractional Fourier domains.
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Due to the intrinsic nature of some problems, filtering in a single domain may 
be sufficient. Thus, in those cases we can obtain satisfactory performance figures 
digitally in O (A 'logA ’ ) time, or with optical elements whose time-bandwidth 
products are at most N. However, in most of the cases, filtering in a single 
domain is either totally inappropriate or at best a rough appro.ximation. In 
those cases, we generalize the concept of single fractional Fourier domain filtering 
(figure 1.1.c) to repeated filtering in consecutive fractional Fourier domains 
(figure 1.1.d). Here, we apply the first filter in the 0th fractional domain (the 
time or space domain), the second filter in the aist fractional domain, the 
third filter in the (oi +  a2)nd fractional domain, and so on. For the smallest 
number of stage M  values the repeated filtering configuration essent ially reduces 
to single domain filtering. As M  approaches A , the number of degrees of 
freedom of the repeated filtering configuration approaches that of a general linear 
system. Thus, our repeated filtering configuration interpolates between single 
domain filtering and general linear systems in terms of number of degrees of 
freedom. The digital implementation of the repeated filtering configuration takes 
0 ( M l o g  N )  time since the fractional Fourier transform can be implemented in 
O(AnogA^) time [74]. Optical implementation will require an M-stuge optical 
system, each with space-bandwidth product A'. Thus, both the optical and digital 
implementation costs of the repeated filtering method depends on the number of 
stages used in the configuration.
The proposed repeated filtering method can be applied to many different 
applications where one seeks to efficiently realize a linear system or a matri.x- 
vector product. If the matrix or tensor at hand has a some kind of intrinsic 
structure, we may obtain better approximations with smaller number of filters. 
In such cases, computing the matrix-vector product digitally in O(N^)  time, 
or realizing it with a conventional matrix-vector product architecture requiring 
space-bandwidth product A'^ is clearly inefficient. This is one case where the 
proposed repeated filtering method would be useful, allowing one to exploit tlie 
intrinsic structure as much as possible in a systematic manner.
A distinct circumstance in which the method may be beneficial, even when
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such an intrinsic structure does not exist, is when we wish to compute the matrix- 
vector product or realize the linear system with limited accuracy. This may be 
the case when some other component or stage of the overall system limits the 
accuracy to a lower value anyway, or when we are transmitting digital signals, or 
simply when the application demands limited accuracy.
If the approximation obtained with a given number of filters is not sufficient, 
we must increase the number of filters to obtain a better approximation. Thus, 
the proposed method allows us to trade off between cost and accuracy.
Before progressing on the problem of repeated filtering in consecutive 
fractional Fourier domains, we first define the fractional Fourier transformation 
mathematically, present its relationship with the Wigner distribution, and 
generalize its definition to two-dimensions in chapter 2. Then in chapter 3, 
we deal with the importance of fractional Fourier transformation in optics, and 
clear out some important gaps in the relationship between the fractional Fourier 
transformation and the Fourier optical s}-stems. The contributions we made to 
further elucidate the relationships between the fractional Fourier transformation 
and Fourier optical systems are summarized in chapter 3. and can be found 
in [25. 26. 27, 28, 29. 77] with details.
We then consider the concept of repeated filtering. The repeated filtering 
method has been first mentioned in [69, 71]. However, the problem of finding the 
filter profiles for a specific application has not been addressed in t hose references. 
In chapter 4, we present the generalized repeated filtering problem (repeated 
filtering in consecutive fractional Fourier domains), and introduce two different 
interpretations of it. Then in chapter 5 we focus on the first interpretation. More 
specifically, we restrict the linear transformation between input and output signals 
to be of the form of repeated filtering in consecutive domains, and consider the 
applications of this constrained linear transformation to signal synthesis (beam 
shaping) and signal restoration. In the same chapter, we present se\ eral examples 
for the application of the repeated filtering method to signal restoration. In all 
of these examples, we see that when our repeated filtering method is compared 
with single domain filtering methods, significant improvements in ])erformance
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are obtained with only modest increases in processing time. VVe also compare our 
method with the optimum general linear estimation method in signal restoration, 
and see that use of our method may result in significant computational savings 
while still yielding acceptable performance. Finally in chapter 6, we synthesize 
general linear systems with repeated filtering in consecutive domains, and 
show through several examples that, either exact representations or excellent 
approximations of general linear systems can be realized as repeated filtering 
operations in consecutive fractional Fourier domains. The repeated filtering 





Most of the operators, originally defined for integer orders, may be generalized 
to fractional or complex orders, and they are useful and have meaning. A basic 
example is the power operator /*„(·) with order a. When we appl\· this operator 
to a variable .r, we obtain the ath power of it (i.e., A(-'i’ ) =  When a is an 
integer we interpret Pa{-v) as multiplying .r itself a times with unity. Howe\er, 
the operator Pa{·) is successfully generalized to fractional and complex orders, 
and has useful interpretations.
.As Fourier transformation is an important operator in the analysis of linear 
systems, mathematicians asked if the definition of Fourier transformation can 
also be extended to fractional orders, and in 1937 Condon introduced the concept 
of fractional Fourier transformation [19]. Later in 1961, Bargmann defined the 
fractional Fourier transformation in two ways, one based on Ilermite polynomials 
and the other one as the integral transformation [8]. Then in 1980. Namias 
introduced the fractional Fourier transformation as a method of solving the 
Sclirodinger equation under various conditions. [6-1] and in 1987. McBride and 
Kerr extended the work of Namias [53].
Chapter 2. Fractional Fourier transformation
Up until 1993 the fractional Fourier transformation was essentially considered 
as a pure mathematical transform. However, in 1993. Ozaktas and Mendlovic 
introduced the concept of fractional Fourier transformation in optics [.55, 68, 69]. 
Knowing that a graded-index (G RIN ) medium of a specific length Lq acts 
as a Fourier transformer (i.e., we observe the Fourier transform of the input 
waveform at the end of GRIN medium of length Lq), they wondered the output 
waveform when Lq is replaced with aLo (where a is a fractional number). Starting 
from this point, they defined the ath order fractional Fourier transform as the 
transformation of the input waveform after passing through a GRIN medium of 
length aLo- They later .saw the mathematical definition of the fractional Fourier 
transformation in literature, and realized that their definition was identical with 
it [55, 68, 69]. Later, Lohmann redefined fractional Fourier transformation 
through its effect on Wigner distribution function, and unlike Ozaktas and 
Mendlovic, he suggested bulk optical systems (thin lenses and sections of 
free space) to implement fractional Fourier transformation opticallj' [46]. The 
equivalence of these two definitions is later shown in [56].
After establishing a useful optical interpretation, fractional Fourier trans­
formation is widely used in optics. In [73], it is shown that the amplitude 
distributions of light on two spherical surfaces of gi\en radii and separation are 
related through fractional Fourier transformation. The process of propagation 
of light can be viewed as a continuous fractional Fourier transformation of 
increasing order. The common Fourier transformation and imaging are special 
cases that occur when a - 1 and a -- 2, respectively. In [73] fractional Fourier 
transformation is also illustrated as a tool for analyzing optical systems composed 
of thin lenses and free space sections. In [79, 80] a relationship similar to that 
between Fraunhofer diffraction and common Fourier transformation is established 
between Fresnel diffraction and fractional Fourier transformation. It is shown 
in [12. 13. 58] that imaging systems and correlators can be easily implemented 
by fractional Fourier transformation. Fractional Fourier transformation is also 
used to study the propagation in GRIN media, Gaussian beam propagation and 
spherical mirror resonators [3. 55, 68. 69. 70]. In [26]. the results of [73] are
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extended to the case in which the partial coherence of light must be taken into 
account. We later established the relationship between the ray optical parameters 
and the fractional Fourier transformation parameters in [77]. This established 
relationship provides a better understanding of the concept of fractional Fourier 
transformation. The differential equations governing the propagation of the 
parameters of the fractional Fourier transformation, and how these parameters 
are related to the parameters of a Gaussian beam are also determined in [77]. 
In order to establish a meaningful relationship between the parameters of the 
fractional Fourier transformation with that of a Gaussian beam, we introduced 
the term accumulated Gouy phase shift in [29]. The fractional Fourier transform 
has also applications in quantum optics [7, 81. 86, 92]. In addition to all 
these, we have also generalized the fractional Fourier transformation definition 
to two dimensional systems, and introduced the design of dynamically adjustable 
anamorphic fractional Fourier transformer in [28].
Fractional Fourier transformation can easily be realized optically in the same 
manner as the ordinary Fourier transformation [28. 46. 57, 68. 73, 80. 82]. which 
leads to many applications in optical signal processing [2. 3, 4, 12, 13, 14. 
15, 21. 22, 23, 24, 35, 39. 43, 44, 45. 46, 47, 49. 50. 55. 57. 60, 68, 69. 73. 
79, 80, 82, 85]. The digital implementation of this transformation also e.xists. 
In [74]. a fast algorithm that calculates the fractional Fourier transformation 
in 0 {N  log N )  computation time is also presented. Thus, both the digital 
and optical implementations of the fractional Fourier transformation do not 
imply extra work compared to the conventional Fourier transformation. As 
this transformation is a generalization of the common Fourier transformation, 
it becomes a. natural candidate for improving the results in applications in 
which F'ourier transformation is widely used. Some of these applications are 
space-variant filtering and signal detection [32, 10. 42. 61. 71. 72]. time-variant 
or space-variant multiplexing and data compression [71]. correlation, matched 
filtering, and pattern recognition [51. 58, 59]. signal synthesis [90]. radar [42]. 
generalization of Wiener filtering to fractional Fourier domains [10. 12. 93]. and 
phase retrieval [52].
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2.2 M athem atical definition
The ath order fractional Fourier transform Pa(ti) of the function p(ti) is defined 
for 0 < |a| < 2 as
Pa(u) =  (J’“[p(u)]) (u) = J  B„{u,u')p{u')dxi\
Ba{u, u') =  A<p exp j'K{u^ cot <p — 2uu' esc <p +  u'  ^cot
where
= e x p [- ; (7Tsgn((^)/4 -  (^/2)] ax ^ = T -
(2.1)
(2 .2 )
jsini i^p/  ^ ’
The kernel is defined separately for a =  0 and a =  ±2 as Bq[ u u^ ') =  — u')
and B±2{u,u') =  ¿(a +  u') respectively [53]. The definition is easily extended 
outside the interval [—2. 2] by noting that for any integer i. Both
n and u' are interpreted as dimensionless variables.
Some essential properties of the fractional Fourier transformation are: i) It 
is linear, ii) The first order transformation (a =  1) corresponds to the common 
Fourier transformation, iii) It is additive in index, Other
properties may be found in [5, 46, 48, 53, 55. 68, 69. 71].
2.3 Relation to the W igner distribution
Time(space)-frequency representation of a one-dimensional signal maps the 
function into a two-dimensional function of time(space) and frequency. 'I'lius, 
it combines the time(space)-domain and frequency-domain analyses, giving rise 
to many useful signal processing applications [36]. An important tiine(space)- 
frequency representation of a function is its VVigner distribution. Fhe Wigner 
distribution of a function p{u) is defined as [10, 36. 63, 71];
H p(i/.;/) == J p{u + u'/2 )p 'Ci -  u'/2 ) e x p ( - j 2Trxi'i/)dii'.
There is a close relationship between the fractional Fourier transformation 
and the Wigner distribution of a function. Let p„(·) be the ath order Iractional
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Fourier transform of p{·). Then, we have
fVp„(u,;/) = Wp{u cos(p — V s\n(f),u cos <p + u sin ). (2.4)
where H’p^(·,·) and M'^p(·,·) are the Wigner distributions of Pa{·) and p(·), 
respectively. Thus, performing the ath order fractional Fourier transform 
corresponds to rotating the Wigner distribution by an angle d> =  o( 7t/2) in the 
clockwise direction [5, 46, 56, 71] (or rotating the coordinate system by an angle 
4> =  a (7r/2) in the counterclockwise direction). In [46] this relationship has been 
proposed as the definition of fractional Fourier transformation. Later in [56] it 
has been shown to be equivalent with the one stated in [55. 68, 69]. Equation 2.4 
relates H p (·,·) with W p„(·,·)· However, we can also relate H p (·,·) directly with
V
Figure 2 .1: The relationship between the Wigner distribution, and the fractional 
Fourier t ransformation of a signal
p„(·) as [48, 71].
|;).(t/)|·^ =  7?.4H/p(a,//)]. (2.5)
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where 4> = air 12. and 7?.^ [·] is the Radon transform evaluated at angle <f). Radon 
transform is defined in terms of the rotation operator 7? [^·] as
(2.6 )
which means that the Radon transform of a two-dimensional function corresponds 
to its integral projection on an axis making an angle p with u-axis. Thus from 
equation 2.5 we see that the projection of the Wigner distribution of p[·) on an 
axis making an angle <f> — aiz/2  with u-axis corresponds to the magnitude square 
of the ath order fractional Fourier transformation of p{·). We know that when we 
project the Wigner distribution of p(·) on ti-axis {<f> =  0) we obtain the magnitude 
square of p(·), and similarly when we project it to //-axis (© =  n/2 ) we obtain 
the magnitude square of the Fourier transform of p{·). Then, we conclude that 
equation 2.5 represents a more general version of these properties, and is shown 
schematically in figure 2.1.
2.4 Generalization to two-dimensional 
system s
Up to here, we considered only the one-dimensional definition of the fractional 
Fourier transformation. Here, we will generalize the definition of the fract ional 
Fourier transform to two-dimensions. The following subsections explain two ways 
of generalizing the definition to two-dimensional systems.
2.4.1 Separable definition
We can generalize the fractional Fourier transformation definition to separable 
two-dimensional transformation by extending the kernel in ecpiation 2.1 to two- 
dimensional systems, as [28].
F a ^ , a y ( < ‘ - V , u ’ . v )  =  B „ ^ ( U . X l ' ) B a y { r , v ' ) (2.7)
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As we see from this expression, the kernel of the separable two-dimensional 
fractional Fourier transformation corresponds to the multiplication of two one­
dimensional fractional Fourier transform kernels defined for each orthogonal 
dimension. Thus, we observe the c^th fractional Fourier transformation in the x 
direction, and the a^th fractional Fourier transformation in the y direction.
2.4.2 Nonseparable definition
When the definition of the conventional Fourier transformation is generalized to 
two-dimensional systems, new properties like affine property also starts to be 
observed. The affine property is stated in [17] as a theorem which says that: If 
/ (.r.y ) has two-dimensional Fourier transform F{x,y),  then f (ax  -f by^cx -f dy) 
has two-dimensional Fourier transform
' dx — cy —bx +  ay\
G{x.y) =  ^ F
A
(2 .8 )
where A = ad — be. We may also look for a similar property for the two- 
dimensional fractional Fourier transformation. The separable fractional Fourier 
transformation in equation 2.7 does not have such a property. Starting with 
this motivation, in [S3] a new two-dimensional fractional Fourier transformation
F igure 2.2: Nonseparable fractional Fourier transformai ion parameters. (.After
Sahin [83])
definition which satisfies the affine property is introduced. 'I'liis nonseparable
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definition corresponds to fractional Fourier transformation along arbitrary x' and 
y' directions with fractional orders and Oyi (see figure 2.2). It is equivalent to 
rotation of X and y axes followed by the separable definition. Unlike the separable 
definition which has two parameters and Oy, the nonseparable definition has 
four parameters Uxi, cty», and 62· As seen from figure 2.2, the parameter 61 is 
the angle between the standard axis x and x\ O2 is the angle between the standard 
axis y and y', and Oj,/ and Oy/ are the fractions of the transformations associated 
with the rotated axes x' and y' respectively. In [83] a thorough anal}'^sis of optical 
realization of both separable and nonseparable two-dimensional fractional Fourier 




In the previous chapter, we have considered the fractional Fourier transformation 
as a mathematical tool. In this chapter we will discuss some basic interpretations 
of this transformation in optics. We will first analyze propagation of light in 
terms of the fractional Fourier transformation. In this analysis we will show 
that propagation through any quadratic-phase optical system can always be 
e.xpressed in terms of the fractional Fourier transformation associated with a 
residual quadratic-phase factor and a scale factor. I Ikui we will establish 
the relationship among ray optical, Gaussian beam, and fractional Fourier 
descriptions of first-order optical systems. This established relationship provides 
a better understanding for the concept of fractional Fourier transformation. We 
will later present the design of dynamically adjustable anamorphic fractional 
Fourier transformer. Finally, at the end of this chapter we will consider t he case 
when the light is partially coherent, and will show that propagation of mutual 
intensities corresponding to partially coherent lights can be e.xpressed in terms of 
the fractional Fourier transform. Thus, we will conclude that fractional Fourier 
transformation may also be applied to more general cases in which the partial 
coherence of light must be taken into account.
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3.1 Propagation of light in term s of fractional 
Fourier transformation
Light propagates through a linear medium according to the equation (for 
simplicity, we restrict our attention to one-dimensional systems)
/ OO
h {x , x ' ) lU x ' ) d x '
-oc-
(3.1)
where Uin{x') and Uouti^) are the input and output complex amplitude 
distributions of the optical waves respectively, and h{x^x') is the kernel 
characterizing the medium. In this section we will consider sections of free-space, 
quadratic graded-index (GRIN ) media, or any combinations of these with lenses, 
and will show that we can express the transformation kernels of these optical 
systems in terms of the fractional Fourier transformation. Thus, we will conclude 
that we can express the concept of propagation of light in terms of the fractional 
Fourier transformation.
3.1.1 Free-space propagation
Let's refer to figure 3.1. The complex amplitude distributions with respect to the 
first and second spherical reference surfaces are denoted by i^,„(r') and ivu/(·*') 
respectively. R\ and R2 are defined as the radii of the spherical surfaces, and d 
is the distance between the planar surfaces. It is shown in [73] that, the kernel 
describing the free-space propagation between the two curved suriaces in figure 3.1 
can be expressed as
J 27rd/ \  ^ J ( 7r ^ / 4-(f)/2)
h(x.x') =




S\ — {\d)^{g\l()2 — (J\)
-'*2 = -  </2) “ '^'




where cf) =  aTr/2, g\ =  1+dfRi.  g2 =  1 — and A is the wavelength. In eq-3.5. 
±  is determined according to the common sign of g^  and g2, and <f) is assumed to 
lie in the interval [0, tt]. All the equations from equation 3.2 to equation 3.5 are 
valid only if 0 <  gig2 <  1. Otherwise the kernel describing propagation between 
the two spherical surfaces cannot be expressed in terms of the fractional Fourier 
transform kernel with a real fractional order parameter a. However, for fixed R\ 
and d we can always find an R 2 which satisfies the above condition for a real 
fraction a.
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Figure 3.1: The figure has been drawn such that R\ 
distance d is always taken to be positive. (After [26])
0 and R 2 > 0. The
As a result, we see from equation 3.2 that there exists a fractional Fourier 
transform relation between the amplitude distributions of light on two spherical 
surfaces of given radii and separation (figure 3.1). Thus, we can express the 
free-space propagation in terms of the fractional k^ourier transformation.
3.1.2 Propagation through GRIN media
Let us now look at the propagation of light through a quadratic graded-index 
(CRl.N) medium. The refractive index distribution of quadratic CRIN media is 
given by [73]
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where no >  0 and  ^ >  0 are the medium parameters. In this eciuation, ?7o is 
the refractive index along the optical axis, and  ^ has dimensions of length. It 
is shown in [71, 7-3] that a piece of quadratic GRIN medium of length o^7t/2 
acts as an ath order fractional Fourier transformer. More precisely, the kernel 
characterizing the quadratic GRIN medium h(x,x' )  is related to the fractional 
Fourier transform kernel Ba(x,x') through the relation
h(x.x ' )  =  (3.7)
where k =  27t/A, L is the length of the medium, and s =  ]/M/ ( A  is the 
wavelength), s has the units of length.
Similar to previous subsection, in equation 3.7 we were able to express the 
propagation kernel of GRIN medium again in terms of the fractional Fourier 
transformation kernel. Thus, we can model the propagation in GRIN medium 
again through fractional Fourier transformation.
3.1.3 Propagation through quadratic-phase system s
We will now generalize the results of the previous two subsections to any 
quadratic-phase media. Thin lenses, arbitrary sections of free space (under 
the Fresnel approximation), quadratic GRIN media and any combinations of 
these belong to this class. We characterize the members of axially symmetric 
quadratic-phase systems under the standard approximations of Fourier optics 
through [1, 11. 65. 73, S9]
Pout i-r) =  <?(.?', dx'.
Q{x, x') =  Kq exp ( qx  ^— 2/3xx' +  7.1·'^) .
where A , is a complex constant, and a, .3, and y are real constants. Thus, 
apart from the constant factor Kg which has no effect on the resulting spatial 
distribution, a member of the class of quadratic-phase systems is completely 
specified by the three parameters a, 3. and 7 .
In order to form the relationship between the fractional Fourier translormation 
and the quadratic-phase systems we will e.xtend the definition ol th(' fractional
(3.8)
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Fourier transformation. Fractional Fourier transformation kernel in equation 2.1 
has only a single free parameter, its fraction. By allowing for the possibility of a 
residual quadratic-phase factor and a scale factor, this kernel can be generalized 
as [73, 77]
h{x,x') = o2
xx  ^ '
cot <p — 2-—  CSC 0 -f x'  ^ cot 6 
M  i
(3.9)
(0 =  an/2). This kernel maps a function p{x/s) into K'exp(jnx'^/XR)paix/sM), 
where Pa{·) is the oth order fractional Fourier transform of p (·), and K '  is a new 
constant. In equation 3.9, s is the unit in which x and x' are measured, M  >  0 
is referred to as the scale factor associated with the transformation and R is the 
radius of the spherical surface on which the scaled fractional Fourier transform 
is observed. We see from equation 3.9 that, the pure mathematical form of the 
fractional Fourier transformation in equation 2.1 is obtained when s =  1, M  =  1 
and R — 00.
We deduce the close relationship between the quadratic-phase systems and 
fractional Fourier transformation by comparing the kernels in equations 3.9 
and 3.8. By setting q =  cot (p/s'^AP +  l fXR,  /3 =  esc and ') =  cot we
see that these two kernels are equivalent. Thus, we conclude that, any quadratic- 
phase system can be interpreted as a fractional Fourier transformer. In other 
words, when the light propagates through a quadratic-phase system, we observe 
the scaled fractional Fourier transform of it on a spherical surface.
N u m e r ic a l  e x a m p l e
In order to help the reader to visualize the concept more clearly, we illustrate 
a concrete e.xample in figure 3.2. In part (a) of this figure, we show an optical 
system consisting of several lenses, whose focal lengths have been indicated in 
meters. The input plane is taken as .: =  0, and the output plane is variable, 
ranging from c =  0 to c =  2m. Two rays have been drawn through the system. 
One of them is parallel to the optic a.xis, and the other one passes through the 
origin at the input plane. The parameters of the fract ional Fourier transformation
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Figu re 3.2: a. Two rays traced through example multiple lens system. Lenses 
are denoted by vertical dash-dot lines, with their focal lengths indicated directly 
above them. All distances are in meters except the vertical axis which is in 
arbitrary units, b. Order a; c. scale M:  d. inverse radius i/R: as functions of 
r. (A =  0.5//m and s =  0.3mm.) (After [77])
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(c.)
z(m)
Figure 3.3: a. Two rays traced through example graded-index medium with 
refractive index distribution given by equation 3.6. All distances are in meters 
except the vertical axis which is in arbitrary units, b. Order a: c. scale M\ d. 
inverse radius 1//?: as functions of (A =  0.5//m and s· =  0.3mm.) (After [77])
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(i.e., the fractional transform order a, the scale parameter A/, and the radius R 
of the spherical surface on which the perfect transform is observed) are plotted 
as functions of  ^ in figure 3.2. In this figure, when a =  4k we observe an erect 
image (k denoting an arbitrary integer), when a = 4k -f 2 we observe an inverted 
image, when a =  4A-+1 we observe the common Fourier transformation, and when 
a =  4k — 1 we observe an inverted Fourier transformation (which is the same as 
an inverse Fourier transformation). The reader should study the behavior of the 
two rays in conjunction with the graphs in figure 3.2. Further comments on this 
specific optical system can be found in [77].
It will also be interesting to compare the behavior of rays in figure 3.2 
with their behavior in quadratic graded-index (GRIN ) media, which w’as studied 
before [55, 68, 69, 71]. Such a medium exhibits a parabolic refractive index profile 
n{x)  about the optical axis given in equation 3.6. For our numerical example we 
assume in [77] that  ^ =  0.25rn and no =  1.4 in equation 3.6. The kernel /?(.t ,.7;') 
associated with propagation over a section of length x: is given by equation 3.7. In 
part (a) of figure 3.3a we show the trajectory of two rays through such a medium 
and in the other parts of figure 3.3 we show how a, A7, and R vary as functions of 
-. We see that the order a increases linearly, the scale parameter AJ is constant, 
and 1/R =  0. The rays follow perfect sinusoidal trajectories. This specific GRIN 
medium together with further comments on it can also be found in [77].
3.2 Differential equations relating the 
fractional Fourier transformation  
parameters a, M  and R
In examining figure 3.2, the reader might ha\’e noticed that there seems to be 
certain relationships between the functions — tto{z )I'1. A/(r). and R[z). We 
have derived these relationships in [77]. and here we will summarize them.
In [77], we have used the ray matrix notation employed in the ray optical 
analx sis. Let .tq and Oq denote the intercept and slope ol a ray at c — 0. The
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intercept and slope of this ray at an arbitrary value of c is given by
x{z) ■ >4(c) B{z)  ■ Xo
0(z)/X _ . C (c) D{z) _ 0o/X _
(3.10)
where A(z). B{z), C(z) .  and D[z)  are the matrix coefficients for the system lying 
between 0 and These coefficients are related to the parameters of the fractional 
Fourier transformation through [77]
1 B{z)
ian<!){z) =  2 A( 
____________Ajz)
M(z )  = y jA^z ) -KB{z )/s^ f .






\R(z)  s^A^{z) +  {B{z)/s^Y ' A{zY
To make further progress, we examined the free-space propagation and lenses 
separately in [77].
Free-space propagation  Let us assume that there is a quadratic-phase optical 
system starting from .s =  0 to 2 =  i/, and let .4/, i?/, C/, and Di denote the matrix 
coefficients of that optical system. Let us further assume that we have a section of 
free-space starting from zi < z. Then the ray matrix of the system lying between 
0 and r becomes
.4(c) B(z)  
C{z) D{z)
1 { z - z , ) X  
0 1
' -4, B, ■
. 0
(3.14)
VVe can obtain from this expression that dA{z)ldz =  XCi. dB{z)/dz = XDi. and 
C (c ) =  Cl and D{z)  =  Di- Using these, it is possible to derive the following from 
equations 3.11. 3.12. and 3.13:
d 1
d= I/?(c).
d<t){z) _  X 1
13 15)





X'^  1 1
(3.17)
s‘‘ M ‘ (- )  BH=) '
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from which one can further derive several additional results: 
cFo(z) A 1 -2  2 d<i>i~)
dz2 -  52 R{z )
dHli.z) M{z)  dR{z) 
dz  ^ ~  R^{z)
1 -




From equations 3.15. 3.16. and 3.17, we note the following [77]:(i) A, C, D 
are always finite for finite c. (We assume that there is no lens with a focal length 
of zero.) (ii) We never have M  — 0, since this would require A and B  to be zero 
at the same time, which is not possible since we always have AD  — BC  =  1. (iii) 
M  is always finite since .4 and B  are also finite, (iv) Similarly, we never have 
/? =  0. In [77], we provide further comments on equations 3.15, 3.16, and 3.17 
for free-space regions in conjunction with figure 3.2.




















R ( z ) )  dz \R{z)
with o'{z) =  do{z)jdz. These may be interpreted as nonlinear wave equations 
for the parameters o' (z). AI{z)^ and \/R{z) for propagation in free space. 
The solutions of these equations are given by equations 3.11, 3.12, and 3.13, 
respectively, with A ir ), B{z). C{z)  being given by equation 3.11 [77]. The 
appearance of o'{z) rather than ç{z) in the above second order differential 
equation is due to the fact that 0{z) can be redefined freely by an additive 
constant.
Lenses This time, let us now assume that zt denotes the position of a |)arlicular 
lens in a quadratic-phase c>ptical system, and assume that .4;_, ¿?/_. t ’/-· <^ »<1 A -  
denote the matrix coefficients of the system just up to the lens at c/. riien. the
Chapter 3. Fractional Fourier transformation in optics 25
matrix coefficients just after the lens are obtained as
Ai+ Bi+ 1 0 ' ■ A ,- B i- ■
. C,+ Di+ _ -1//A 1_ C l- Di-
(3.23)
from which we can show that Ci+ — Ci- =  —A\-l/A. — Di-  =  and
=  Ai-  and =  Bi-. We saw that in the case of propagation through free 
space, A{z), B{z) ,  C{z), and D{z)  were continuous functions so that (f>{z), M{z) ,  
and R{z)  were also continuous functions. However, in passing through a lens, we 
observe discontinuities in C{z)  and D{z). When we look at equations 3.11, 3.12, 
and 3.13, we see that <f>{z) and M{z)  will still be continuous, but l//?(^) will 
make a discontinuous jump by the amount (C;+ — C/_)/y4/_ =  —1//A. Thus, we 
have
<t>i^  =  4>i-^
Mi^ =  Ml - ,  






Equation 3.16 implies that the drop in l lR{z )  at positive lenses will be matched 
by a discontinuous drop in dM{z)/dz. and we observe this in figure 3.2. Since 
4>'{z) DC M~^{z). we can also add to the above equations
(3.27)
Moreover, we can also show that the derivatives just before and just after the 




















. . , (3-30)
/ \Ri- " '
Idiese boundary conditions, and the nonlinear wave equations given above, 
completely determine the behavior of <j>'{z), M{z) ,  and \/R{z) lor all values 
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Graded-index m edia For completeness, we show that equations 3.1o and 3.16 
are also valid for quadratic graded-index media [77]. With similar conventions as 
in the free-space case,
B(z)  
C(z)  D(z)
cos[(z -  zi)/ ]^ a sin[(r -  r,)/,f] 




(q =  ^Xlno) from which we can derive equations 3.15 and 3.16, provided that we 
replace X X/uq in these equations.
3.3 Optical rays and the fractional Fourier 
transform ation
In [77], we show that the fractional Fourier transformation parameters can be 
determined with the help of two optical rays. In figure 3.4 we repeat the 
corresponding figure in [77]. We first consider an optical ray parallel to the 
optical axis at the input plane ( ¡^n =  0) shown in figure 3.4.b, and get two 
measurements. The first measurement p stands for the ratio of the distance of the 
output ray to the optical axis, to the distance of the input ray to the optical axis 
(// =  .T„„(/ri„). and the second measurement stands for the radius of cur\iiture p 
defined by the output iviy {p - Xom/^out)· then consider the second optical ray 
which passes from the origin at the input plane (.ri„ =  0). shown in figure 3.4.a 
and we get two more measurements. .4s the third measurement, we take the 
radius of curvature p defined by the angle it makes at the output plane, and 
the fourth measurement defined by cr - .Tout^ /s^ i^n, while redundant, simplifies 
calculations. (By employing the unit determinant condition AD — BC  =  1, <7 
can be shown to be related to the other measurements //. /). g by the equation 
s^ap{g~  ^— p~^) =  A.) Now. we can relate these four parameters to the fractional 
Fourier transformation parameters as [77]
M  cos 0 = p, 
M  sin (? =  (7.
(3.32)
(3.33)
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— tan <f> 1
s^A'P XR
_1_ 
A p ’ 
1cot (f> 1
s^A'P J r  ^  Yq '
(3.34)
(3..3.5)
Any one of these equations can be derived from the other three using the unit 
determinant condition, thus one of these four equations is redundant. By using 






1 A cr/p 
R +  (7^
1
+  - .
(3.37)
(3.38)
The quadrant of (j) is determined uniquely by the signs of p and a. The 




Figure 3.4: Propagation of the ray whose (a) .Tin =  0· (b) i^n — 0. (Alter [77])
As a result, we can conclude that the transform order, scale factor, and 
radius of the quadratic phase term can be determined by using eciuations 3.36 
through 3.38, based on three measurements obtained by sketching only two rays. 
Further comments on this concept can be found in [77].
Chapter 3. Fractional Fourier transformation in optics 28
3.4 Gaussian beams and the fractional 
Fourier transformation
The relationship between the ray optical parameters and the fractional Fourier 
transformation parameters has been established in the previous section and 
in [77]. The differential equations governing the propagation of the parameters 
of the fractional Fourier transformation have also been determined in [77] and 
in section 3.2. There is also a close similarity between the fractional Fourier 
transformation parameters and the common parameters of the Gaussian beam.
A paraxial wave [84] is a plane wave exp{ikz) modulated b}' a complex 
envelope A(x.,y,z) which is assumed to be a slowly varying function of position. 
In paraxial waves, in order for the complex amplitude U{x,y,z) ,  expressed as
U{x.y,z)  =  A{x,y,z)exp{rkz). (3.39)
to satisfy Helmholtz equation, A{x,y,z)  must satisfy the paraxial Helmholtz 
equation. One of the solutions of the paraxial Helmholtz equation is a Gaussian 
beam, for which we can express the complex envelope A{x.y.z)  as
Ai
A{x,y.z)  =  —— expjk{x^ + i/)/2q{z)], q{: )  = =
(]{ = )
(3.40)
where .ro is known as the Rayleigh range and Ai is an arbitrary complex constant. 
We can also express ^(c) through
1 1 A
+ ?:--------  (3.41)
q{z) r{z) mv^iz)
where ir(z) and r(;:) are the beam width and wavefront radius of curvature 
of Gaussian beams, respectively. With these newly defined parameters, the 
expression in equation 3.40 becomes 
u'o
A{x.y.z)  =  Ao— -T exp 
in(c)
where Ao -  —Aifizo is another complex constant, and





' {- )  — u’o\/l + ^(~) — ~(I + ~o/~ )'
( ( c )  =  tan“ ’ z/zo, u'o =  \A^oA · (3.43)
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In these equations, wq and ( ( z )  are defined as the beam waist diameter and the 
Gouy phase shift, respectively. These expressions assume that the beam waist is 
located at 2 =  0, but they can be generalized to any waist location at 2 =  2,„ by 
simply replacing 2 by 2 — 2u,.
Here, we consider Gaussian beams passing through quadratic-phase optical 
s}'stems characterized bj' equation 3.8. For two-dimensional, centered, and axially 
symmetric systems this transformation becomes
/
0 0  TOO
/ Q(x,x' )Q(p,p' )pin(x' , j/}dx' (h/. (3.44)
- CO  J  — 00
The Gouy phase shift defined in equation 3.43 is the on-axis phase of a 
Gaussian beam with respect to the beam waist in excess of the phase of a plane 
wave exp(iA:2). It is not independent from beam diameter w and the wavefront 
radius of curvature r. Of greater interest would be the phase shift accumulated 
by the beam as it passes through several lenses and sections of free space, with 
respect to a single reference point in the system. Thus, we define the accumulated 
Gouy phase shift  ^of a Gaussian beam passing through an optical system as the 
on-axis phase accumulated by the beam in excess of the factor the on-axis phase 
that would be accumulated by a plane wave. Mathematically [29],
-  C =  a.rg{p„„,(0,0)} -  arg{p,„(0,0)} -  ULq, (3.45)
where pin{x-,y) and Pout{x,y) denote the input and output Gaussian beams. Lq 
corresponds to the optical path length, and a rg {·} denotes the argument (phase). 
This newly introduced accumulated Gouy phase shift term is independent from 
beam diameter w and the wax’efront radius of curvature r. More comments on  ^
can be found in [29].
The readers well familiar with the propagation of Gaussian beams will have 
no difficulty interpreting the evolution of R{z) and M{z)  in figure 3.2 as the 
wavefront radius of curvature r{z) and the beam diameter w{z) of a Gaussian 
beam. The relationship between fractional Fourier transforms and Gaussian beam 
propagation was first discussed in [70]. In [77] we explicitly show how 0 ( 2). 
4/(2). and R{z)  are related to the parameters of a Gaussian beam propagating
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through the system. In fact, we conclude in [77] that, for a Gaussian beam whose 
waist is located at s =  0 with waist diameter tvo, if the unit 6 appearing in 
equation 3.9 is related to Wq as s = -^wo·. then (¡){z) =  C(~), 3/(~) = tv(z)/iuo, 
and B.{z) =  r{z). The details of the relationship between fractional Fourier 
transforms and Gaussian beam propagation can be found in [77].
3.5 D esign of dynamically adjustable
anamorphic fractional Fourier transformer
We have analyzed the dynamically adjustable anamorphic fractional Fourier 
transformer design in [28]. The notion of introducing another degree of freedom 
to fractional Fourier transformation by use of anamorphic optics has been first 
presented in [57]. However in [28], we have proposed centered optical systems 
composed of portions of free space with cylindrical lenses in between, under the 
standard approximations of Fourier optics [84], and considered these systems as 
anamorphic fractional Fourier transformers.
Up to the time of [28], in a given setup wiiich has been proposed a.s a fractional 
Fourier transformer, the desired fraction was obtained by playing not only with 
the focal lengths of lenses but also with the distances of free space i>ortions. 
However, in [28]. we assumed that onh’ the focal lengths of cylindrical lenses were 
subject to change. Thus, we were able to adjust the parameters of anamorphic 
fractional Fourier transformation in real time without changing the opt ical setup 
configuration. In [28]. we also proposed two approaches for dynamically adjusting 
the focal lengths.
3.5.1 Anamorphic fractional Fourier transformation
In section 2.4 we ha\e generalized the definition of fractional Fourier transfor­
mation to two-dimensional systems in two ways, one of which is the se]>arable 
definition. However, we can further generalize the separable definition by 
allowing for the possibility of residual quadratic-phase terms and scale factors
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at each orthogonal dimension. (We call this as the anamorphic fractional Fourier 
transformation because we can optically implement such a transformation by 
using anamorphic optical elements in the configuration.) More specifically, the 
kernel of the anamorphic fractional Fourier transformation can be expressed as
exp
ITT
y^ +  y'  ^ y^ )(3-46)




with 4>x =  axir/'l and 6y =  OyTr/2. As we see from this expression, and
Rx are the parameters of anamorphic fractional Fourier transformation along 
one orthogonal dimension (namely x), and <j)y, A'ly and Ry are the ones along 
the other dimension (namely y). So, as a total anamorphic fractional Fourier 
transformation consists of 6 parameters.
An alternative way of completely specifying the anamorphic fractional Fourier 
transformation is through its transformation matrix [1, 11, 65, 73, 89]. Its 
transformation matrix can be found as
T  =





Afx cos (j)x 0
0 A iy  c o s p y , (3.48)
B =
slA'lx sin (}>i
0 s'^My sin py
(3.49)
C =
sin OxfslMx +  Mx cos px/Rx 0
0 — sin d y / n ^ M y  + M y  cos <AylRy
(3.50)
D  =
cos Px/Mx +  n^ A^fs sin <j)xl\Rx 0
0 cos (bylAiy +  s'lAiy sin (f)ylA Ry
.(3.51)
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There are some reasons of specifying the systems with their transformation 
matrices. If sev'eral systems each characterized by their transformation matrices 
are cascaded, the transformation matrix of the overall system can be found 
by multiplying the matrices of the cascaded systems [11, 65. 89]. Then, 
determination of the complete specification of the overall sj'stem boils down into 
elementary matrix multiplication. We can then uniquely determine the kernel 
of the linear transformation in equation .3.46 whenever we are interested in the 
transformation of wave fields. The transformation matrix can also be viewed as 
the ray matrix employed in ray optical analysis [73, 84].
3.5.2 The proposed optical setups
The proposed setups are composed of sections of free space with cylindrical 
lenses in between. In the analysis of optical setups, we obtain the overall 
transformation matrix representation of the setup. After comparing it with the 
matrix in equation 3.47, we find the parameters of the anamorphic fractional 
Fourier transformation in terms of the optical setup parameters. We are able to 
obtain anamorphic fractional Fourier transformation by just inserting cylindrical 
lenses in optical setups. We assume that only the focal lengths of cylindrical 
lenses are subject to change, so that we analyze the functional dependence of the 
parameters of anamorphic fractional Fourier transformation on the focal lengths 
of cylindrical lenses.
In these proposed optical setups, our primary objective is to change both Oj. 
and fly from -2 to 2. In other words, we want to have any transform order we desire 
along each orthogonal dimensions of the anamorphic fractional Fourier t ransform. 
To achieve this, we propose the first optical setup which is the simplest one we 
can think of (figure 3.5). In this setup we don’t ha\e any control on scale fact.ors 
and field curvatures (i.e.. Mj., 3/y. /?j- and /?y). However, at each orthogonal 
dimension we may want to scale the fractional Fourier transform as we desire, 
and/or want to observe the fractional transform on a predefined cur\ed surface. 
For this reason, we propose the second setup shown in figure 3.6 (which lias some
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control on Mx, My, Rx and Ry) and the third setup in figure 3.7 (which has all 
the desired control on A/j-. Aiy. Rx and Ry) with the cost of increased complexity. 
This subsection is done in collaboration with A. Sahin. A closer look at these 
optical setups is illustrated in [28].
input plane output plane
Figure 3.5: The first proposed optical setup. (After [28])
input plane output plane
Figure 3.6: The second proposed optical setup. (After [l
input plane output plane
Figure 3.7: The third proposed optical setup. (Alter [28
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3.5.3 Im plem entations of a cylindrical lens with  
dynam ically adjustable focal length
In [28], the implementation aspects of the proposed system have also been 
discussed. The problematic device that determines the performance of the system 
is the dynamically adjustable focal length cylindrical lens, and in that paper we 
have proposed two methods for implementing such lenses. We also review those 
methods here once more.
In [28], we first suggest to use a liquid crystal active lens for implementing 
the dynamically adjustable focal length lens. In this lens, a phase modulator is 
attached on one side of a conventional lens [87]. The phase modulator should be 
a transmission type liquid crystal panel having a phase modulation capability of 
27t rad. The addressing of the panel is done electronically based on an electrode 
matrix. The number of electrodes in each direction is represented by N. When 
the phase modulator acts as a lens with a focal length /. it should imitate a phase 
distribution:




when .r, is the lateral location of pi.xel i in the panel and A is the wavelength of 
the light. The phase difference of adjacent pixels is thus [87]:
(3.53)
where a is the pitch of the panel.
.'\ major problem of these panels is the reconfigurable rate that commonly is 
around the TV' rate (50Hz). In some cases, a. much faster solution is needed. For 
those cases we look at an alternative solution that is faster but works in pulses. 
Here, we considered a method of simulating cylindrical lenses with dynamically 
adjustable focal lengths using the interaction of acoustic and optical waves within 
a medium. A clo.ser look at acoustooptics shows that as far as the acoustic wave 
is concerned, the diffraction angle of the optical wave is only a function of the 
IVeciuency of the acoustic wave when we fix acoustic wave amplitudes [16, 20, 88, 
91]. Then, at an instant of time, we can adjust the frequency distribution of the
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acoustic wave so that we can obtain the diffraction angle of the optical wave to 
be changing linearly with location in the optical aperture, which is equivalent to 
a cylindrical lens at that instant. In order to face with the index profile which 
simulates a cylindrical lens, we are forced to use pulse light. Here, we assume 
that the light wave with a small enough pulse width is much more faster than 
the acoustic wave so that the acoustic wave, hence the refractive index profile, is 
assumed to be frozen during the pulse.
With this motivation in mind, our primary objective was to obtain a lens with 
a minimum achievable focal length so that we intend to have diffraction angles 
for the optical wave as large as possible. This necessitates the use of acoustic 
signals having larger bandwidths. This fact implies the use of biréfringent devices 
because it is stated in [16, 20, 88, 91] that one can obtain larger bandwidths by 
biréfringent Bragg diffraction (when incident optical wave refractive index n, is 
different from diffracted optical wave refractive index 7ij) compared to isotropic 
Bragg diffraction (when incident optical wave refractive index ??., is identical 
to diffracted optical wave refractive index nj). The complete explanation of 
biréfringent Bragg diffraction requires consideration of the parametric interaction 
process [91].
3.6 Generalization to partially coherent light
Up to here the statistical properties of light are ignored, and full coherence is 
assumed. In some cases, however, this assumption cannot be justified so that the 
wave functions must be considered as random processes. One of the important 
quantities used to describe the statistical properties of light is its mutual intensity. 
.Assuming quasi-monochromatic light, the mutual intensity can be expressed as
[33, 8.1];
y ( r , , r , ) =  £ '(C (r,)i/-(r,)| (3.5-1)
where i?]·] is the expected value operator, and i ' ( r )  is the complex amplitude 
distribution of the optical wave.
In [26] we expressed the propagation of mutual intensity in terms of the
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fractional Fourier transform. This is not the only application of fractional Fourier 
transforms to optical systems with partially coherent light. In [25] the output 
intensity of such systems is related to the fractional Fourier transform of the 
input, where the order a is related to the degree of partial coherence.
3.6.1 Propagation of mutual intensity
We have shown the propagation of light through a linear medium in equation 3.1. 
, Using the definition of mutual intensity given in equation 3.54, the output mutual 
intensity be related to the input mutual intensity as;
/ oc- roo
/ h{xi,x[)h*{x2,X2)J,n{-r'i,X2)dx[dx'^ (3.55)
-OO J — OO
In this equation .Tj, X2 etc. have dimensions of length.
We know that, quadratic-phase systems can be analyzed using fractional 
Fourier transformation. More concretely, the kernel h{x,x' ) characterizing these 
systems can also be written in terms of the fractional Fourier transform kernel. 
Thus, using equation 3.55, the mutual intensitj' between two planes can be easily 
expressed in terms of the fractional Fourier transform [26]. To be more specific, 
for GRIN media, the output mutual intensity defined on a planar surface is related 
to the input mutual intensit}’ defined on another planar surface by [26]
dout{x 1..r2) =  /_" / 3 ^ “ (t ·^)
(3.56)
and for portions of free space the output mutual intensity defined on a cur\ed 
surface is related to the input mutual intensity defined on another curved surface 
(see figure 3.1) by [26]
Isin(o)]dout (*^  11 2 2) \d r  r  B, J,n{x\.X2)dx\dx'2.\S2 J \S2 -‘^ 1/
(3.57)
In these equations s. S] and S2 are the scale parameters. Wlien we look at 
equation 3.56 and equation 3.57, we see that the output mutual intensity is 
es.sentiall3· the two-dimensional fractional Fourier transform of the input mutual
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fractional Fourier transform. This is not the only application of fractional Fourier 
transforms to optical systems with partially coherent light. In [2.5] the output 
intensity of such systems is related to the fractional Fourier transform of the 
input, where the order a is related to the degree of partial coherence.
3.6.1 Propagation of mutual intensity
We have shown the propagation of light through a linear medium in equation 3.1. 
, Using the definition of mutual intensity given in equation 3.-54, the output mutual 
intensity Jout{^i,^2) can be related to the input mutual intensity J,„(.Tj,;r2) as;
/ oo ro
/ h{xux[)h*{x2,X2)Jin{^'i,X2)dx[dx2 (3.55)
-OO  J  — OO
In this equation .Ti , X2 etc. have dimensions of length.
We know that, quadratic-phase systems can be analyzed using fractional 
Fourier transformation. More concretely, the kernel /?(.r,.r') characterizing these 
si’stems can also be written in terms of the fractional Fourier transform kernel. 
Thus, using equation 3.55, the mutual intensity between two planes can be easily 
expressed in terms of the fractional Fourier transform [26]. To be more specific, 
for GRIN media, the output mutual intensity defined on a planar surface is related 
to the input mutual intensity defined on another planar surface by [26]
J o . t i x u X 2 ) =  r  r  \ b A - A ]  J „,{ x\ ,x '2 )d x\dx ' , .
(3..56)
and for portions of free space the output mutual intensity defined on a curved 
surface is related to the input mutual intensity defined on anot her curved surface 
(see figure 3.1) by [26]
(3..37)
111 these equations s. Si and S2 are the scale parameters. When we look at 
e(|uation 3.56 and equation 3.57, we see that the output mutual intensity is 
essentially the two-dimensional fractional Fourier transform of the input mutual
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intensity, apart from the sign reversal of the order along one of the dimensions [26]. 
This is in general true for all quadratic-phase systems pro\'ided that the mutual 
intensities are defined on appropriate curved surfaces.
The extension of these results to two-dimensional systems becomes straight­
forward, when separable multi-dimensional fractional Fourier transform kernels 
are used (.55, 69]. Thus, the relation between the mutual intensities becomes a 
four-dimensional fractional Fourier transformation [2C
3.6.2 Rotation of the W igner distribution
In [26] we have also discussed how the Wigner distribution associated with a 
partially coherent light distribution was transformed upon passage through an 
optical system. We will now briefly summarize this property here.
In section 2.3 we have defined the Wigner distribution of a deterministic 
function p{u). We may extend this definition for partially coherent light as
;/) =  J E[p{xi +  u'/2) p'{u - it'/2)] exp{-j2TTu'v) du', 
which, using the definition of mutual intensity, becomes
lFp('i/, I/) =  J J{u +  u ¡2 , u — u ¡2) e\p[-i2iTu u) du .
(3.58)
(3.59)
In the previous subsection, we saw that with appropriate choice of input and 
output reference surfaces. J,nii('i'ii-*'2) can be related to ./ni(-*'i·•<’2) f
dimensional fractional Fourier transform. Now, using this property togetlier with 
ecpiation 3.59, we find (after some lengthy yet straight iorward algebra) that the 
relationship between the Wigner distributions corresponding to input and output 
light is perfectly analogous to equation 2.4. In other words, perlorming the 
nth order fractional Fourier transform again corresponds to rotating the Wigiier 




In chapters 2 and 3 we have defined the fractional Fourier transformation 
mathematically, and saw that this transformation can be used to explain a 
number of concepts in optics. In this chapter we will discuss the problem of 
filtering in fractional Fourier domains.
Regarding the previous chapters, we can say that the space and spatial 
frequency domains are the special cases of fractional Fourier domains. They 
correspond to the 0th and 1st fractional Fourier domains, respective!}'. Thus, 
filtering in space domain is equivalent to filtering in the 0th fractional domain. 
Likewise, filtering in spatial frequency domain is equivalent to filtering in the 1st 
fractional domain. In [27, 40. 42, 71] it is shown that the added degree of freedom 
afforded by the order parameter a allows improved performance in a variety 
of signal processing applications. Furthermore, since both the digital [74] and 
optical [46, 68. 73, 80] implementations of the fractional Fourier transformation 
do not imply extra work compared to the conventional Fourier transformation, 
these improvements come at no cost. Two important applications of filtering in a 
single fractional Fourier domain are discussed in [27, 42]. In [42] optimal Wiener 
filtering has been generalized to fractional Fourier domains, and in [27] we have 
synthesized desired mutual intensity functions for a given input mutual intensity 
by filtering in fractional Fourier domains. In this chapter we will generalize single 
fractional Fourier domain filtering to repeated filtering in consecutive fractional
38
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Fourier domains. We will first provide some elementary motivation for repeated 
filtering in consecutive fractional Fourier domains. We will then define our 
repeated filtering problem, and show that it can be reduced to a simpler form. 
We will also introduce the discrete version of this simpler form. Finally, at the 
end of this chapter we will distinguish between the two distinct interpretations 
that the proposed repeated filtering method can be used in a given application.
4.1 M otivation
We will begin with two elementary examples. In the first one, let us consider a 
signal with an additive distortion such that their conventional Fourier transforms 
do not overlap. Such a distortion is easily eliminated in the frequency (a =  1st) 
domain by using a multiplicative filter with a value of unity throughout the extent 
of the signal, and a value of zero elsewhere. For the second elementary example, 
consider a signal and an additive distortion which do not overlap in the time 
(o =  0th) domain. In this case we can eliminate the distortion by using a similar 
binary filter in the a =  0th domain.
Let us now consider the case illustrated in figure 4.La. where the Wigner 
distributions of a desired signal, and undesired noise term is shown. We see from 
this figure that, the projections of these Wigner distributions on both the n-axis 
and /./-axis overlap, which means that we cannot totally eliminate the effect of 
the noi.se term by just filtering in the o =  0th and o =  1st domains. However, we 
observe for this specific case that, we can totally eliminate the noise term from 
the desired signal by filtering in a rotated coordinate system. This operation 
corresponds to filtering in a fractional Fourier domain. Thus, we see that we 
may improve the performance by filtering in a fractional domain, compared to 
filtering in time or frequency domains.
We will lastly consider the case in figure l.l.b. where we again showed the 
Wigner distributions of a desired signal, and undesired noise term. From this 
figure, we see that this time the Wigner distributions of the noise term and the 
desired signal are in such shapes that we cannot find a single rotated coordinate
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(a)
NOISE
Figure 4.1: Noise separation (a ) in a single fractional Fourier domain, (after 
Kutay et. al. [42]) (b ) in consecutive fractional Fourier domains (after Ozaktas 
et. al. [71], and [30])
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system where we can completely eliminate the noise term from the signal. This 
means that, we cannot eliminate the effect of the noise comp^letely by filtering in 
a single fractional domain. However, we observe from this same figure that, if we 
consecutively rotate the coordinate system by angles c>i. o>2 and (p^ , and apply 
suitable multiplicative filters in these coordinate systems, we can completely get 
rid of the noise term. Thus, we conclude that for this specific e.xample we 
can completely eliminate the noise term from the desired signal by repeated 
filtering in consecutive fractional Fourier domains. Single domain fractional 
Fourier filtering is not sufficient for this case. The motivations for the repeated 
filtering configuration may also be found in [30, 69, 71].
In figure 4.1.b we considered the case where the Wigner distributions of the 
noise and the signal do not overlap in the time-frequency plane. However, the 
concept of repeated filtering can be applied for any case. In cases where the 
Wigner distributions of the noise and the signal overlap, the filters may be chosen 
in order to minimize the mean-square error.
4.2 Problem  definition
We will first restrict ourselves to one-dimensional systems. The basic filtering 
configuration has already been depicted in figure 1.1. As the transformation 
stages in this figure, we will consider the more general three parameter definition 
given in equation 3.9. or equivalently, the quadratic-phase system defined in 
equation 3.8. Filtering in a single quadratic-phase system domain was discussed 
in [9].
Let there be M  consecutive quadratic-phase systems. We place M  +  1 filters 
such that each quadratic-phase system becomes sandwiched between two filters. 
The configuration is shown in figure 4.2.a. In this figure /?i(u). Il·2{u)  ^ .... 
are the filter functions, and Qi{u, ?//) / =  1, . . . ,  T/ are the quadratic-pluise system 
kernels defined in equation 3.8. (Here, we scale the variables of all Q/(.r,.r)
/ == 1___with .s. That is, we replace .r/.s with u and with u'. iNow, u
and i// are dimensionless variables.) In such a configuration font{u) is rcdated to
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firt{u') through a linear transformation as
foutiu) =  / / ■ ■ ■ /  duo du\ ... duM-\ h}{uo) /?2(w i) . . .  /)yiy+i (?/)
Qm {u.Um _ i ) ■ . .Q2{U2,Ui ) Q i [Ux,Uo). (4.1)
We want to choose the filters Ai(u), /¿2(0 ) .......Aa/+i ( » ) ,  and the quadratic-phase
system parameters Oi. I3\, 71, . . oa/. 1m in order to realize a desired
input-output relationship as closely as possible.
h j(u ’) h2(ui)
fin (u ’ ) ^OUt
hj(u’,v’) h2(u.
fin (u ’ ,v ’ )
(a)
V ) hM +i(u .v)
fout («.'')
(b)
Figure 4.2: Repeated filtering in consecutive a) one-dimensional quadratic-phase 
systems, b) two-dimensional quadratic-phase systems. (After [31])
Let us now define our repeated filtering problem in two-dimensions. The 
fractional Fourier transformation can be generalized to two-dimensions in two 
ways (see section 2.4). One of them is the separable two-dimensional fractional 
Fourier transformation, and its kernel can easily be formed as the multiplication of 
two one-dimensional fractional Fourier transform kernels. The other definition of
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the two-dimensional fractional Fourier transformation has a non-separable form 
which has been defined in [S3]. However, the form of the most general two- 
dimensional quadratic-phase system includes both cases. Thus, we will consider 
such general quadratic-phase systems whose kernel is given by
Qk{x,y,x' ,y' )  =  Kkexp '-{ükx'  ^+  hky'^  +  Ckx''^  -I- dk]p 2ekxy)
exp HLLs 2 {2fkxx' +  2gkxy' +  2hkyx' -b 2mkyy' +  2nkx'y) (4.2)
where Kk is complex, and all the remaining parameters (i.e., ajt, bk·, ..., rik) are 
real. The two-dimensional version of the configuration is shown in figure 4.2.b. 
This time fouti^.v) is related to / ,·„(«',u') through a linear transformation as
fout{u,v) = J J - J  duodvQ.. .duM-\dv\j-i finiuQ.va)
hx{uQ,Vo)h2{UuVi) . . . /iA/+i(i/, {))
. . . Q i {u i , vx, uq, vq). (4.3)
(Like in one-dimensional case, we also scale the variables of all Qi(x,y,x\y' )  
I =  with s. and obtain the dimensionless variables «, n, n/ and r'.)
.Again our purpose is to choose the filters and the parameters of the two- 
dimensional quadratic-phase system kernels in order to realize a desired input- 
output relationship as closely as possible.
4.3 R eduction of the problem to its canonical 
form
Let’s first consider the one-dimensional problem. Starting with equation 4.1, after 
somewhat lengthy but straightforward algebra, this integral can be converted into
font =  f  J - J finU'o) bi{ Uo) / i2 (» i  ) · · · / iM + 1 ( » )
exp{-j277mı\,_■^).. .exp{-j2^nı\u'^ )^. (4.4)
where
hi [u)  =  A'i/ii(n)exp(jiVoi"^)i (L5)
Chapter 4. Repeated filtering problem U
i / \ k  ^ ^hi{u) - -----hi u











In these equations K\ represents the complex constant before the exponential term 
in the kernel associated with the /th quadratic-phase system (see equation 3.8), 
and ki is given as
‘  ^ if/odd
(4.9)
Figure 4.3.a is the block diagram corresponding to equation 4.4. We see that by





Figure 4.3: a) One-dirnensional canonical form, b) two-dimensional canonical 
form. ( A fter [31 i )
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absorbing quadratic exponential terms in the filter functions, it is possible to cast 
the quadratic-phase system based repeated filtering problems into an equivalent 
but simpler form involving only ordinary Fourier transforms. A weaker form of 
this result was previously stated in [75, 76].
Let’s now look at the two-dimensional version of the problem. This time it is 
possible to show that the configuration of figure 4.2.b can be converted to that in 
figure 4.3.b by appropriately choosing the hatted filter functions hi{u. v), %2{u, u),
..., Am + i (u, i>) and the real constants p, r, t. Thus again the quadratic- 
phase system based repeated filtering problem is reduced to repeated filtering in 
consecutive ordinary Fourier stages.
The demonstration of these results are straightforward, but involves an 
amount of algebra. Starting with the associated kernel expressions in
equations 4.1 and 4.3, we see that, by changing the integration variables properly 
and absorbing the quadratic exponential terms in the filter functions, these kernel 
expressions can be converted into the ones whose block diagrams are shown in 
figure 4.3.
Since the fractional Fourier transformation is a special case of quadratic-phase 
systems, repeated filtering in consecutive fractional Fourier domains can also be 
reduced to repeated filtering in consecutive conventional Fourier domains (both in 
one-dimensional and two-dimensional systems). This, however, does not reduce 
the conceptual and practical importance of the fractional Fourier transformation 
(or of quadratic-phase systems). First of all, optical and digital implementations 
of the fractional Fourier transformation (or quadratic-phase systems) are not 
more difficult than those of the ordinary Fourier transformation. Thus, filtering 
in different domains does not imply extra work. Second, the implementation of 
necessary filters may be easier at a specific domain than the other domains. For 
example, in chirp elimination [71] the filters necessary in fractional domains are 
simply the mask filters. However, in space and spatial frequency domains the 
filters would have to be complex functions. Furthermore the accuracy needed 
to implement a filter in one domain may be less than the ones in others. Thus, 
repeated filtering in consecutive fractional Fourier domains may offer better noise
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redundancy and may be more robust. In conclusion, the equivalence of repeated 
filtering in any consecutive quadratic-phase system domains should be used to 
increase the number of possible candidates for a specific physical realization. 
From now on we will concentrate on the configurations of figure 4..3, and also 
ignore the scale factor c at the output of figure 4.3.a, or the parameters p, r, 
.s, t at the output of figure 4.3.b, since these can be easily handled. The filter 
profiles in figures 4.2.a and 4.2.b can be easily recovered in terms of the ones in 
figures 4.3.a and 4.3.b.
4.4 Discretization of the problem
Let’s first look at the one-dimensional repeated filtering configuration in 
figure 4.3.a. We assume that the maximum value for the space-bandwidth 
products of the signals is N.  Then we sample ,/tn(^)i h'2(u)j · · ·■>
/?M+i(4i) in order to obtain the vectors /■„, fout, ^2, · · ·, h-M+i each of which 
has N  elements. We can now relate font to /,·„ through
.font — T fin
t  =  Am +i F A a/F’ . . . F A 2 F A i , (4.10)
where A^ - is an N  x N  diagonal matrix with its diagonal elements equal to the 
components of hk. and F  is N  x N  discrete Fourier transform matrix. Thus, for 
one-dimensional systems we can state our repeated filtering problem as to choose 
the vectors ^i, h.2, ..., ^a/+i in order to realize a desired discrete input-output 
relationship as closely as possible.
Let’s now consider the two-dimensional case in figure 4.3.b. Here, we again 
assume that the maximum value for the space-bandwidth products of the signals 
is N.  Then we sample / ,„ (» ,1/). /oi,i(n,r/'), /?.](?/.,?/), 112( 11, it'). ..., /?A/+i(n. i//) 
in order to obtain the corresponding N  x N  square matrices ,fini .fout^  h\' h'2, ..., 
 ^Ai+1· Similarly, we now relate /,„/ to fin through
.L t  =
T  =  Aa/+i F 2D-Vv .F2X? · · · -F2D A-2 F 2D ^ 1- ( b l l )
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where the four-dimensional tensor f  represents the kernel of the linear 
transformation between the two-dimensional input and output signals, F 2D 
represents the conventional two-dimensional discrete Fourier transformation, and 
Ajt is related to the /;th filter as
{hk)im if  ^=  i  and m =  k
0 otherwise. (4.12)
We define the multiplication of a four-dimensional tensor with a two-dimensional 
matrix in equation 4.11 as
( k f u  =  E E  uvlm fir (4.13)/ m
and multiplication of two four-dimensional tensors as
(A  - E E  A- uvlm ilmjk·
I m
(4.14)
Our problem is once again to choose the matrices /?i, /?2, .... /?.v/+i in order to 
realize a desired two-dimensional discrete input-output relationship as closely as 
possible.
4.5 Different interpretations of repeated  
filtering in consecutive domains
In this chapter, we defined our problem as to choose the filters in the repeated 
filtering configuration in order to realize a desired input-output relationship as 
closely as possible. However, the desired relationship between the input and 
output signals that we are looking for may change from case to case. In some 
repeated filtering applications, such as image enhancement, we may want to 
implement a desired linear system in order to observe a certain effect on the 
input. In others, such as signal (or image) restoration or reconstruction, we may 
this time try to obtain a suitable estimate of the desired signal using whatever
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data or measurements are available. In all of these applications, we classify the 
interpretations of repeated filtering into two basic categories.
(i) The matrix (or tensor) to be employed for a specific application may be 
restricted to the form of f  in equation 4.10 (or to the form of f  in equation 4.11). 
In other words, we assume a linear transformation between input and output 
signals of the form
fout =  [Aa/+i F  Am F  . . . FA - z F  A]]/,„
for one-dimensional systems, and of the form
fout =  [^M+1 F zD F zD ■ ■ ■ F zD F zD
(4.15)
(4.16)
for two-dimensional systems. Then, for a specific optimization criteria, we 
calculate the optimal profiles of the filter functions.
(ii) Alternatively, we may first obtain the optimum linear transformation 
matrix (or tensor) corresponding to a specific application. In other words, we 
find GQpi in fout — Goptfin for one-dimensional systems, oi Gopt m fout — Goptfin 
for two-dimensional systems. Regardless of how and under which assumptions the 
optimum linear transformation matrix (or tensor) to be implemented is obtained, 
we then s}mthesize this matrix with the repeated filtering configuration.
The two approaches will not in general yield identical results. In the second 
approach, determination of the optimum linear transformation kernel is decoupled 
from determination of the filters, whereas these are tiglitl}' coupled in the first 
approach. The first approach is considered in chapter 5, and the second one is 
analyzed in chapter 6.
Chapter 5
Constrained optimum linear 
transformation
In the previous chapter we introduced the problem of repeated filtering 
in consecutive domains, and showed the equivalence of repeated filtering 
in consecutive quadratic-phase systems in figure 4.2 with the corresponding 
canonical form in figure 4.3. This canonical form corresponds to repeated filtering 
in consecutive conventional Fourier domains. In this chapter we will concentrate 
on the configurations of figure 4.3, and also ignore the scale factor c at the output 
of figure 4.3.a, or the parameters p, r, s, t at the output of figure 4.3.b, since 
these can be easily handled. The filter profiles in figures 4.2.a and 4.2.b can be 
easily recovered in terms of the ones in figures 4.3.a and 4.3.b.
In this chapter, we restrict the linear transformation between the input and 
output signals to repeated filtering in consecutive domains. That is, we take 
equations 4.15 and 4.16 as constraints on the form of the linear transformat ions 
to be employed in one-dimensional or two-dimensional systems, respectively.
then search for the optimum filter profiles for a given application. In this 
chapter we will discuss the applications of this method to signal synthesis (beam 
shaping) and signal restoration. However, the reader may also find different 
applications where significant improvements in performance is obtained when the 
linear transformation between the input and output signals is formed as repeated
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filtering operations in consecutive fractional Fourier domains.
5.1 Signal synthesis (beam  shaping)
We may want to obtain a specific output font corresponding to a specific input 
fin- This is not an interesting problem if fin has all nonzero entries because 
we may recover font from /,·„ by using only a single filter h. However, in the 
event that some of the entries of /¿„ are zero, the problem is no longer trivial. 
A number of iterative algorithms have been proposed for the single stage version 
of this problem (such as the Gerchberg-Saxton algorithm) with applications to 
optical beam shaping [94].
A more interesting case arises when the input is a random process. For 
this case, we may want to obtain a desired output auto-correlation function 
for a given input auto-correlation function. In [27], we have analyzed this 
problem for a single filter. In that paper, we have obtained the synthesis 
of a desired mutual intensity distribution (which is essentially a spatial auto­
correlation function) by using a single filter sandwiched between two fractional 
Fourier domains. In other words, we considered the single domain filtering 
configuration in figure 1.1.c. However, we can generalize the synthesis of a. desired 
mutual intensity distribution to repeated filtering in consecutive domains. That 
is, we restrict the linear transformation between the input and output planes 
to repeated filtering configuration in figure 1.1.d, then try to find the optimal 
filter functions. However, we see from equation 4.10 that T, which corresponds 
to the transformation kernel of the repeated filtering configuration, depends on 
the filters in a highly nonlinear manner. Thus, we cannot obtain the closed 
forms of the filter functions which minimize the error expression in [27]. For 
this reason, we propose an iterative algorithm. We first initialize all the filters to 
some convenient initial values. Then starting with the first filter, we assume that 
all the filter profiles apart from hk are known, and following similar steps in [27] 
we calculate the optimum value for the kth filter in terms of the remaining filters. 
We then pass on to the {k +  l)st filter. When we reach k =  A/ -f 1 and obtain the
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optimum profile for Aa/+i , we set A; =  1 and start again with the first filter. We 
continue this until the iteration converges. The iterative algorithm we propose 
will yield the filter profiles in the repeated filtering configuration through which 
we may obtain greater improvements in performance compared to single domain 
filtering. This method can also be generalized to two-dimensional systems.
5.2 Signal restoration
In the previous section we discussed the applications of repeated filtering method 
to signal synthesis (beam shaping). Here, we will deal with a more interesting 
problem: signal restoration.
Sometimes, we may want to restore a desired signal which is degraded by a 
known system and/or by a noise term. With this aim in mind, we search for an 
appropriate operator which minimizes the effect of degradation and noise. This 
operator strongly depends on the observation model, the design criteria used, and 
the prior knowledge available about the desired signal and noise. Here, we will 
assume that we only know the correlation functions of the desired signal and the 
noise. We will consider the frequently used mean-square error (MSE) criteria, 
and we will use the observation model expressed as
y — Hx +  n. (5.1)
In this equation y, .-f, h are the column vectors representing the output, input, and 
noise processes respectively, and H  is the matrix characterizing the degradation 
process. After setting the observation model, the design criteria, and the prior 
knowledge available about the signal, we can now state the problem as to find 
the optimum linear estimation operator Gopt defined as
— GoptV (5.2)
such that the estimate of x minimizes the mean-square error (MSE).
For a time-invariant degradation model H  with stationary processes x and 
h. tiic' optimum linear estimation operator corresponds to the classical optimum
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Wiener filter [62] which is an operation of the form depicted in figure 1.1.b. 
However, for an arbitrary degradation model or nonstationary processes, the 
optimum linear estimation operator may not in general correspond to a single 
multiplicative filter in the ordinary Fourier domain. In [42] the optimum Wiener 
filter is generalized to fractional Fourier domains by using the configuration in 
figure 1.1.c. In this section we further generalize by considering repeated filtering 
configurations. We show that satisfactory results can be obtained in a variety of 
applications with a moderate number of filters.
5.2.1 M athematical definition of the problem
As is mentioned above, we will use the signal observation model expressed in 
equation 5.1. In this section, input and output processes, and noise are considered 
as finite-length random processes, and we assume that we know the correlation 
matrices = E[xx^\ and Rnn =  E[hn^] of the desired input signal and 
the noise, respectively. We will further assume that the noise is independent 
of the input .T, and it has zero mean. Under these assumptions, for known 
degradation model, we can also calculate the correlation matrices R^y =  E[.fy^] 
and Ryy =  ¥^ [yy^ \^. The problem is to obtain the best linear prediction .r^  of :r 
which minimizes the mean-square error (MSE) which is defined as
~  -  -Te)] (5.3)
where N  is the size of the input vector x.
In [42] the form of the estimate has been restricted to a single filter sandwiched 
between two fractional Fourier stages. However, here, we generalize its form 
to repeated filtering in consecutive fractional Fourier domains. As we showed 
the equivalence of repeated filtering in consecutive fractional Fourier domains 
(or in quadratic-phase system domains) with repeated filtering in consecutive 
conventional time and frequency domains, an estimate of the form
=  AM + iF...F\,F ...FA ,y (5.4)
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is general enough to consider all repeated filtering cases. Thus, the problem can 
be restated as to obtain the diagonal matrices Am + i , A.i/, · · ·. A2, -\i (or the filters 
/?A/,. . . ,  J12, III) in equation 5.4 in order to minimize the error expression in 
equation 5.3.
The form of equation 5.4 has (M  +  1) x N  degrees of freedom that is less than 
the 7V^  degrees of freedom which the most general linear estimator Gopt appearing 
in equation 5.2 has. (Here we are restricting ourselves to moderate values of M  
M  < N, since these values could be realistically implemented.) The most general 
optimal linear estimator Gopt appearing in equation 5.2 is well-known. However, 
applications of this estimator requires 0{N'^) computation time. In contrast, 
the estimator given in equation 5.4 requires 0 { M N  log N )  time. If we can obtain 
satisfactory estimates using equation 5.4, as we showed to be the case in a variety 
of applications, a considerable savings in time of computation is achieved.
In optical signal processing systems the realization of general linear estimators 
are even more costly and restrictive in comparison to multiplicative filtering and 
fractional Fourier transform type operations. Furthermore, the use of multiple 
stages will usually not increase the time of processing the images, since light 
travels through these stages uninterrupted at the speed of light, and the speed 
of the overall system is a constant determined by the speed of the input and 
output devices. However, in such systems hardware cost will be proportional to 
the number of stages [54].
5.2.2 Solution of the problem
We see from equation 5.4 that the functional dependence of Xf with the filters is 
highly nonlinear. Thus, we cannot obtain the closed forms of the filler functions 
which minimize the error expression in equation 5.3. For this reason, we try to 
obtain the filters by an iterative algorithm. In the iteration we first initialize the 
diagonal matrices to the identity matrix. Then starting with the first filter, we 
assume that all the filter profiles apart from hk are known, and we calculate the 
optimum expression for the kth filter in terms of the remaining filters. We then
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pass on to +  1st filter. When we reach k = M  + I and obtain the optimum 
profile for h.M+\, we set k =  I and start again with the first filter. We continue 
this until the iteration converges.
Let's now calculate the optimum expression for the Â^ th filter in terms of the 
remaining filters. We assume that, apart from A;, for a specific k, we know all 
the diagonal matrices in equation 5.4. This corresponds to knowing all the filter 
profiles except hk. For simplicity, we let
Â — Am +iF  ... FAk+\F, 




¿e =  AAkBy. (5.7)
Our aim is to obtain the optimum filter hk which minimizes the error defined in 
equation 5.3.
We express the ?7ith element of the A^ th filter as
hkm - (5.8)
where is the real part, and h\  ^ is the imaginary part of hkm· We want the 
error design criteria to satisfy
=  0, 777— =  0, rn  =  1 , 2 , . . . ,  W
6hkm
(5.9)
Starting with the definition of cr^  in equation 5.3, we see that these two conditions 
imply
=  0, (5.10)
where e =  Sx^/6hl^ and u =  x — Xf,. With the help of equation 5.7 we obtain v 
as V =  where a,„ is the /??'* column of A and is the row of B.
If we substitute the expressions of u and v back into equation 5.10 we get
 ^mi Fry Rxey)^in ~ 0· (5.11)
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However, we know that
R F[xey^] =  ElAAMByf/^] =  AkuBR■X^y yy (5.12)
As equation 5.11 is valid for all m values, after inserting equation 5.12 into 
equation 5.11, we obtain
Dhk =  c. (5.13)
In this equation
D = {A^A)  0  {BRyyB^f (5.14)
where the operator 0  corresponds to elementwise multiplication of two matrices, 
and
c =  diag{ A^ RxyB^) (5.15)
where diag(-) is the operator which forms a vector from the diagonal elements of 
its input square matrix. Thus as evident from equation 5.13, we have N  linear 
equations corresponding to N  unknowns from which we can find a solution set 
for the filter coefficients. As a result, assuming that all the filter profiles apart 
from hk are known, we obtained how to choose the filter hk-
The iterative algorithm we propose always converges to a minimum point. 
However, because of the nonlinear nature of the problem, the point that the 
iteration converges may not. and in general will not, be the global minimum point 
but rather will be one of the local minima. We ran the algorithm with several 
initial starting points and picked the run resulting in the smallest mean-square 
error. We did not overly concern ourselves with determining the global minimum, 
since the values we obtained already represented satisfactory mean-square errors.
5.2.3 Examples
In this subsection, we will apply repeated filtering method for a number of 
different cases, and for each of these cases we will compare the MSE values of our 
method with that of the optimum filter in the conventional Fourier domain [62]. 
and the optimum filter in the optimum fractional Fourier domain [12]. We will
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also provide the MSE value that results from use of the optimum linear estimator 
operator in equation 5.2 which requires 0{N^) computation time.
In the first example, we will assume that we have unitary system degradation, 
and we don’t have any additive distortion. In the second example, we will this 
time assume that there is no system degradation, and we will analyze the effect 
of additive distortion. Then, in the next example we will consider atmospheric 
turbulence, and in the last example we will analyze non-constant velocity moving 
camera blur as our system degradation models. We will also analyze the 3rd and 
4th examples with additive noise terms. In all of the examples, we will restrict 
ourselves to one-dimensional signals and systems for simplicity in notation and 
interpretation. The results of this section can be generalized to two-dimensions. 
We satisfy ourselves with only one two-dimensional example.
E x a m p l e  1
In the first example, we consider a unitary system degradation which exhibits the 
same form as the estimator we are employing (equation 5.4). Mathematically, 
our degradation model is given by ^  =  A10F A 9Ë ... F A2F A i .  The filters 
have unit magnitudes, and the phase function of each multiplicative filter is 
low-pass filtered white noise. This distortion model may represent the effect 
of multiple random phase plates or surface imperfections in optical systems. 
Here, we assume that there is no additive noise, and the original signal is of 
sinusoidal type (i.e., the desired signal is a sinusoidal whose frequency, phase and 
amplitude are random). The corresponding correlation function for the desired 
signal is calculated by simply averaging over several realizations [78]. A typical 
realization of the original signal and the corresponding distorted signal are shown 
in figure 5.1.a. We then applied the optimum filter in the conventional Fourier 
domain and the optimum filter profile in the optimum fractional Fourier transform 
domain [42], and calculated the MSE values defined in equation 5.3 as 3.18 and 
2.56, respectively. However, the MSE value was reduced to 0.04 when we applied 
our repeated filtering method with three filters. The difference between the MSE 
figures can also be visualized in figure 5.1.b to figure 5.1.d.
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(a)
(c)





F igu re  5.1: [Exam ple 1] (a ) A realization of the input process (dotted), and its 
corresponding degraded output (solid), (b ) Estimate obtained the optimum 
filter in the conventional Fourier domain (solid) corresponding to the realization 
in part (a) (dotted), (c ) Estimate obtained by the optimum filter in the optimum 
fractional Fourier domain (solid), (d ) Estimate obtained by repeated filtering 
in two consecutive domains (solid), (e ) A realization of another input process 
(dotted), and its corresponding degraded output (solid), ( f )  Estimate obtained 
by repeated filtering in two consecutive domains (solid) corresponding to the 
realization in part (e) (dotted). (After [30])
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We also implemented our method with another input process. This time, we 
modulate the previous input process with a Gaussian (see figure 5.1.e). When 
w'e apply our method to this particular case, using only three filters we obtain 
the MSE value to be 4 x 10“ ®. This is also illustrated in figure 5.1.f. For this 
and the previous input processes, we see that the MSE value corresponding to 
the optimum linear operator is equal to zero.
It is important to emphasize that whereas the distortion model consisted of 10 
filters (9 stages), a reasonable estimate could be obtained by using only 3 filters. 
(The error could be reduced to zero by employing 10 filters.)
E x a m p l e  2
In this example, we assume that we have no system degradation, and the additive 
distortion is assumed to be composed of three chirp like waveforms. We first 
consider a sinusoidal type function modulated with a Gaussian function as the 
input process (see figure 5.2.a). The signal to noise ratio (SNR) of the output is 
0.1, which means that the desired signal is corrupted with very strong chirped 
distortion. Similar to the previous example, we again applied the optimum filter 
in the conventional Fourier domain, optimum filter pi'ofile as explained in [42], 
and our repeated filtering method for this case, and calculated the corresponding 
MSE values as 0.16, 0.1, and 3 x 10“ ® respectively. In our repeated filtering 
configuration we used only three filters. As was the case in the first example, we 
were again able to observe a considerable decrease in MSE. This decrease can also 
be visualized in figure 5.2.b to figure 5.2.d. We also applied the optimum linear 
estimation operator and found the corresponding MSE value around 6 x 10“ '*.
In this example, we also tried our method when the original signal represents a 
speech signal. A typical realization of the original signal, and the observed output 
w'aveform corresponding to that realization is shown in figure 5.2.e. The signal to 
noise ratio (SNR) of the output is again 0.1. When w-e apply our repeated filtering 
configuration with five filters, we get MSE to be 0.09. In figure 5.2.f we illustrate 
the est imate of our repeated filtering method together with the typical realization 
tliat we consider. For the case of speech signal, the MSE value corresponding to
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F igure 5.2: [Exam ple 2] (a ) A realization of the input process (dotted), and its 
corresponding degraded output (solid), (b ) Estimate obtained by the optimum 
filter in the conventional Fourier domain (solid) corresponding to the realization 
in part (a) (dotted), (c) Estimate obtained by the optimum filter in the optimum 
fractional Fourier domain (solid), (d ) Estimate obtained by repeated filtering in 
two consecutive domains (solid), (e ) A realization of a speech segment (dash- 
dotted), and its corresponding degraded output (solid), ( f )  Estimate obtained by 
repeated filtering in four consecutive domains (solid) corresponding to the input 
realization in part (e) (dash-dotted). (.After [30])
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Figure 5.3: [Example 2] (a) Wigner distribution of the degraded output in 
figure 5.2(a). (b) Wigner distribution of its corresponding estimate obtained by 
repeated filtering in two consecutive domains. (A fter [30])
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the optimum linear operator is found as 3 x 10“ *°.
We also illustrated the repeated filtering method using space-frequency plots. 
We calculated the Wigner distribution of the degraded waveform corresponding 
to the Gaussian modulated sinusoidal type input realization. For illustrative 
purposes, we suppressed the unwanted interference effects in the Wigner 
distribution of this waveform. We can now distinguish the Wigner distribution 
of the desired waveform from the three chirp like distortion in figure 5.3.a. In 
figure 5.3.b we show the Wigner distribution of the output of our repeated filtering 
method. As we see, with three filters we clear the observed signal from the three 
strong chirp like distortion, and obtain a distribution which is very similar to the 
Wigner distribution of the desired signal.
E x a m p l e  3
We will now consider a system degradation that corresponds to space-varying 
atmospheric turbulence. This degradation is the result of inhomogeneous 
statistical properties of the turbulent media [38]. The kernel of the degradation 
for one-dimensional systems is expressed as
/ï(x; x') — exp[—7TQ'(x) (x — x')/\2l (5.16)
where o:(x) is a function of x characterizing the distribution of physical 
parameters in the atmosphere. We will employ a conventional piecewise-constant 
approximation over seven intervals numbered by k ~  1, 2, . . . .7  such that 
a (x ) =  aQ-\- where ao =  0.1 and "C ao·
In this example, we first try sinusoidal type input process. Let us assume 
that we have no additive noise term (see figure 5.4.a). In order to compare the 
performance of our repeated filtering method, we again calculated the .MSE values 
of the optimum filter in the conventional Fourier domain, optimum filter profile 
as proposed in [42], and our repeated filtering method (where we used only three 
filters). These values were 2.75, 2.61. and 0.09 respectively. We can also visualize 
the decrease in MSE values in figure 5.4.b to figure 5.4.d. When we apply the
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(a) (b)
Figure 5.4: [Exam ple 3] (a ) A realization of the input process (dotted), 
and its corresponding degraded output when there is no additive distortion 
(solid), (b ) Estimate obtained by the optimum filter in the conventional Fourier 
domain (solid) corresponding to the realization in part (a) (dotted), (c ) Estimate 
obt ained by the optimum filter in the optimum fractional Fourier domain (solid), 
(d ) Estimate obtained by repeated filtering in two consecutive domains (solid). 
(After [.30])
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(a) (b)
(c) (d)
F igu re 5.5: [Exam ple 3] (a ) The same input realization in part (a) of figure 5.4 
(dotted), and its corresponding degraded output in the presence of additive 
distortion (solid), (b ) Estimate obtained by repeated filtering in four consecutive 
domains (solid) corresponding to the realization in part (a) (dotted), (c ) A row 
of the image in part (a) of figure 5.8 (dotted), and its corresponding degraded 
output when there is no additive distortion (solid), (d ) Estimate obtained by 
repeated filtering in four consecutive domains (solid) corresponding to the row of 
the image in part (c) (dotted). (After
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optimum linear estimation operator in equation 5.2 to this case we reduce the 
MSE value to 0.02.
We will now consider the degradation system with an additive noise term (see 
figure 5.5.a). The additive noise is assumed to be white Gaussian, with an energy 
which corresponds to SNR=5. For this case the calculated MSE values came out 
to be 2.99 for the optimum filter in the conventional Fourier domain, 2.65 for the 
optimum filter proposed in [42], and 0.1 for our repeated filtering method where 
we used five filters. We illustrate the estimate of our repeated filtering method in 
figure 5.5.b. For this specific case, we find the MSE value which corresponds to 
the optimum linear estimation to be 0.09, which is very close to the MSE value 
corresponding to our repeated filtering configuration (where we used only five 
filters). Thus, when compared with the optimum linear estimation operator, we 
obtain a significant gain in implementation time without any significant loss in 
performance.
We also present results for the input process obtained by isolating one of 
the rows of the image in figure 5.8.a (see figure 5.5.c). We assume that there is 
no additive distortion. We then try our repeated filtering method, and get the 
corresponding MSE value to be 0.05 with five filters. In figure 5.5.d we show 
the reconstructed signal together with the desired signal in figure 5.5.c. For this 
specific input process the MSE value of the optimum linear estimator is around 
0.024 which is comparable with the one corresponding to our method.
E x a m p l e  4
.As the last example, we will consider non-constant velocity motion blur. This 
blur corresponds to a degradation which is the result of accelerated linear 
motion (velocity is increasing linearly) between the object and the camera during 
exposure. Here, we assume that the motion is in x  direction. For this type of 
degradation the kernel is given by
1 / .7- -  .r' 1 \
------rprt. I - - - - - - - - - - - - - - - - - - -  1 ,/i(.T ,.r') =
o x  +  Qo \ O fX  +  CVo 
where q and qq correspond to acceleration and initial velocit.y respectively.
(5.17)
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(a) (b)
(c) (d)
Figure 5.6: [Exam ple 4] (a ) A realization of the input process (dotted), 
and its corresponding degraded output when there is no additive distortion 
(solid), (b ) Estimate obtained b}' the optimum filter in the conventional Fourier 
domain (solid) corresponding to the realization in part (a) (dotted), (c) Estimate 
obtained by the optimum filter in the optimum fractional Fourier domain (solid), 
(d ) Estimate obtained by repeated filtering in two consecutive domains (solid). 
(After [30])
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(a)
(c) (d )
Figu re 5.7: [Exam ple 4] (a ) The same input realization in part (a) of 
figure 5.6 (dotted), and its corresponding degraded output in the presence of 
additive distortion (solid), (b ) Estimate obtained by repeated filtering in four 
consecutive domains (solid) corresponding to the realization in part (a) (dotted), 
(c ) A typical realization of a pulse train composed of 16 pulses (dotted), and 
its corresponding degraded output when there is no additive distortion (solid), 
( l i )  Estimate obtained by repeated filtering in three consecutive domains (solid) 
corresponding to the realization in part (c) (dotted). (After [30])
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We will again try the sinusoidal type input process. First, let us assume that 
we have no additive noise term (see figure 5.6.a). For this case, we calculate the 
MSE values of the optimum filter in the conventional Fourier domain, optimum 
filter profile as proposed in [42], and our repeated filtering method (where we 
used three filters) to be 2.07, 1.80, and 0.12, respectively. As was the case in the 
previous examples, we were again able to observe a considerable decrease in MSE, 
where we can also visualize this in figure 5.6.b to figure 5.6.d. However, for this 
case the MSE value of the optimum linear estimator is around 5 x 10“ ®^, which 
is orders of magnitude smaller than the MSE value corresponding the repeated 
filtering method where we used three filters. Nevertheless, by increasing the 
number of filters we can decrease the MSE if desired. For example we obtain 
MSE around 0.04 when the number of filters is increased to five.
We later considered the degradation system with an additive noise term. The 
additive noise is assumed to be white Gaussian, with an energ}^ which corresponds 
to SNR=5 (see figure 5.7.a). For this case the calculated MSE values came out 
to be 2.68 for the optimum filter in the conventional Fourier domain, 2.17 for the 
optimum filter proposed in [42], and 0.16 for our repeated filtering method where 
we used five filters this time. The estimate of our repeated filtering method is 
illustrated in figure 5.7.b. Moreover, the MSE value we obtain with five filters is 
comparable with the one that belongs to the optimum linear estimator which is 
around 0.13.
Now, let us consider PCM (pulse-code modulation) like signals each of which 
consists of 16 pulses of value either 0 or 1. This can also represent a common bar 
code. Here, we assume that there is no additiv'e distortion (see figure o.7.c). The 
corresponding repeated filtering output for a typical realization of the input is 
illustrated in figure 5.7.d. We obtain this output by using 4 filters, and the MSE 
value for this number of filters comes out to be 0.05. When we calculate the MSE 
value of the optimum linear estimator, we see that it is around 4 x 10“ ” .^ However, 
as we see in figure 5.7.d the binary values of the pulses can be determined with 
the help of a, comparator which compares the values of the actual output with 
0.5. Thus the repeated filtering with four filters together with a comparator ma}·
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(a)
(c) (d )
Figure 5.8: [Exam ple 4] (a ) Original image, (b ) Distorted image obtained 
by degrading each row of the original image by non-constant velocity motion 
blur, (c ) Optimum recovered image obtained by single fractional Fourier domain 
filtering, (d ) Recovered image obtained by repecited filtering in four consecutive 
domains. (After [30])
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be sufficient. If greater accuracy is needed we may increase the number of filters 
to five, in which case the MSE turns out to be 4 x 10“ ®.
Finally, we consider the effect of the non-constant velocity motion blur on 
the whole image in figure 5.8.a. The distorted image is shown in figure 5.8.b. In 
figure 5.8.C we showed the result of the optimal filtering in a single domain. The 
MSE value for this case is 0.10. Finally, the result obtained with five repeated 
filters is shown in figure 5.8.d where the MSE value is 0.03. We can also visualize 
the differences in MSE values by looking at the corresponding images in figure 5.8. 
For this example the MSE value of the optimum linear estimator is 1.2 x 10“ ®.
This subsection is done in collaboration with M. A. Kutay. These results may 
also be found in [30].
5.3 D iscussion
In this chapter, we generalize the concept of single fractional-Fourier-domain 
filtering to repeated filtering in consecutive fractional Fourier domains. This 
generalization was first mentioned in [69, 71], however the problem of finding the 
filter profiles for a specified application has not been addi-essed up to this time. 
Here, we formulate the repeated filtering problem mathematically, and consider 
its applications to signal synthesis (beam shaping) and signal restoration.
For the case of signal synthesis, we essentially focus on partially coherent light, 
and propose an iterative algorithm which yields the filter profiles in the repeated 
filtering configuration through which we may obtain greater improvements in 
the synthesis of a desired mutual intensity function compared to single domain 
filtering in [27]. We then deal with the problem of signal restoration. As 
this problem is more interesting than signal synthesis, this concept is discussed 
through several illustrative examples.
We consider three important degradation models in signal restoration. These 
are the effect of multiple random phase plates (which ma\· model surface 
imperfections in optical systems), atmospheric turbulence, and non-constant 
velocity moving camera blur. We also analyze how our repeated filtering method
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works in the presence of additive noise and distortions. In our examples we tried 
a number of different regularly or irregularly shaped signals.
In all of the considered applications we compare the performance of our 
repeated filtering method with that of single domain filtering methods, and 
observe that we get significantly better performance with our method. Moreover, 
in all our simulations the necessary number of filters for the repeated filtering 
configuration does not exceed five. Thus the improvement in performance comes 
with only a moderate increase in cost.
We also compare our method with the optimum linear estimation method. In 
some cases the MSE obtained with our repeated filtering method is considerably 
larger than that could be obtained with the optimum linear estimator. However, 
if the obtained MSE is sufficient for a given application, use of the proposed 
method results in significant computational savings. Furthermore, in some cases 
the MSE obtained with the proposed method was nearly as good as that which 
could be obtained with the optimum linear estimator. In such cases significant 
reduction in implementation time is obtained with little or no sacrifice in terms 
of MSE.
Although it may not be correct to generalize from a limited number of 
examples, it seems that in cases where the information loss inflicted by the noise 
and distortions is large so that there is a limit to the smallest achievable MSE, 
use of the optimum linear estimator is overkill, and the proposed method may 
yield near optimal results at lower costs. It should also be pointed out that our 
algorithm does not necessarily find out the global minimum so that refinements 
in this area may result in further improvement in performance with the same 
basic method.
In conclusion, the method we proposed offers better performance than single 
domain filtering with little increase in cost, and much lower cost than general 
linear estimation with performance which may either be acceptable in certain 
circumstances or even close to optimal. Thus for signal restoration applications, 
the method lies between single domain filtering methods and the general linear 
est imation method in terms of both cost and performance.
Chapter 6
Synthesis of general linear 
systems
In chapter 4, we generalized single fractional Fourier domain filtering to repeated 
filtering in consecutive fractional Fourier (or quadratic-phase system) domains, 
and in chapter 5 we proposed two areas where we may obtain a considerable 
improvement in performance compared to single domain filtering. These were 
signal synthesis (beam shaping) and signal restoration. Then in signal restoration 
we discussed the applications of repeated filtering method through several 
examples. In all of the examples, we saw that when our repeated filtering method 
was compared with single domain filtering methods, significant improvements in 
performance were obtained with only modest increases in processing time. We 
also compared our method with the optimum general linear estimation method, 
and saw that use of our method might result in significant computational savings 
while still yielding acceptable performance.
In the previous chapter, we have constrained linear transformations between 
the input and output domains to several multiplicative filtering operations in 
consecutive domains. In this chapter, however, w'e will apply the repeated filtering 
configuration (shown in figure 1.1.d) for the synthesis of general linear systems. 
In other words, we will synthesize the linear systems by introducing several 
multiplicative filters at different consecutive fractional Fourier domains.
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In order to implement the repeated filtering configuration both digitally and 
optically, we assume that the input and output signals are represented bv one­
dimensional arrays of size N. These arrays may also represent x y/\ images.
Any linear system can be implemented optically with conventional approaches 
such as vector-matrix multiplier architectures [34] or multifacet architectures [18], 
but these are not space-bandwidth efficient [67]. In other words, in order to 
implement a given general linear transformation represented by an N  x N  matrix, 
it is necessary to employ an optical system whose space-bandwidth product is 
N^. However, the proposed repeated filtering configuration provides a space- 
bandwidth efficient method in the sense that the space-bandwidth product of the 
optical system need only be of the order of A'. Let us illustrate the concept 
of space-bandwidth efficiency with an example. Assume that the maximum 
space-bandwidth product of the optical elements that we are allowed to use is 
10000. With these optical elements when we apply the inefficient conventional 
approaches, we can synthesize only the linear systems between input and output 
arrays of size 100 (or 10 x 10 images). However, again using the same optical 
elements when we apply our repeated filtering method we this time can synthesize 
the linear systems between input and output arrays of size 10000 (or 100 x 100 
images). The optical implementation cost of our space-bandwidth efficient 
repeated filtering configuration highly depends on the number of stages used. 
Here, we desire to reduce the cost by synthesizing linear transformation kernels 
using a moderate number of filters in repeated filtering configuration. As phase- 
only filters are sometimes preferred to those with arbitrary complex amplitudes, 
we also consider the repeated filtering problem under this constraint.
In addition to their optical implementations, digital implementations of 
general linear systems are also costly. In order to implement a general linear 
transformation represented by an N  x A'^  matrix, we need 0 (A '^ ) computation 
time. However, the digital implementation of our repeated filtering configuration 
reciuires O(AfA^logiV) computation time (where M  is the number of stages 
sandwiched between the filters). Thus, our digital implementation cost also 
depends on the number of stages, and we can again reduce the cost if we are able
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to obtain a good approximation of the given linear system by using a moderate 
number of filters.
6.1 M athem atical definition of the problem
VVe characterize one-dimensional linear systems through
fout{u) =  J Td{u, u')f inin' ) dll'. (6.1)
and similarly two-dimensional ones as
fout{u,v) =  j  j  Td{u,iKu',v')f,n{it ' .v' )du'dv' . (6.2)
where Td(u, u') and Td{u, v, u', v') are the kernels of the one-dimensional and two- 
dimensional linear systems, respectively. The discrete versions of these linear 
systems are
lout =  fdfin (6.3)
for one-dimensional systems, and
fout =  fdfi , (6.4)
for two-dimensional systems. We see from these equations that linear systems 
are fully characterized by their associated transformation kernels. Thus, we will 
define our problem of linear system synthesis as the synthesis of their associated 
transformation kernels.
Let’s first look at the one-dimensional cгıse. As we showed the equivalence 
of repeated filtering in consecutive fractional Fourier domains (or in quadratic- 
phase system domains) with repeated filtering in consecutive conventional Fourier 
domains, the relationship between fout and /,„ in equation 4.10 is general enough 
to consider all repeated filtering cases. VVe repeat equation 4.10 here once more, 
that is
fout — T  fin
f  =  Âm -h F A m F’ . . . F Â 2 F Â i . (6.5)
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Thus, for one-dimensional systems we can state our repeated filtering problem as 
to choose the v e^ctors hi, J12, . . h\f+i in order to minimize (he error function
'  =  E  Í ;  \ ( f ih  -  n , i\
k = l l = l
(6.6)
where the matrix fj. is defined in equation 6.3.
Let’s now consider the two-dimensional ca,se. Similar to one-dimensional case, 
this time the relationship between fout and /,„ in equation 4.11 is general enough 
to consider all repeated filtering cases. Similarl}·. we repeat this equation here
once more, i.e..
font — 7 fin
T  =  F 2 D  A a-/ F 2D  ■ · ■ F 2D  A'2 F 2D  A l · (6.7)
Our problem is once again to choose the matrices h\, h.2·, ■.., /iyv/+i in order to 
minimize the error function
N  N  N N  .
 ^ = EEEEI(r.<W ·-W P .
u= l  u=l jf=l k = l
where the four-dimensional tensor T j is defined in equation 6.4.
( 6 .8 )
6.2 Solution o f the problem
Let’s again first consider the one-dimensional case. Similar to the case in 
chapter 5, we see from equation 6.5 that T  depends on the filters in a highly 
nonlinear manner. Thus, we cannot obtain the closed forms of the filter functions 
which minimize the error expression in equation 6.6. For this reason, we obtain 
the filters by an iterative algorithm. We first initialize all the filters to some 
convenient initial values. Then starting with the first filter, we assume that all 
the filter profiles apart from hk are known, and we calculate the optimum value 
for the ¿th filter in terms of the remaining filters. We then pass on to the (L*+ l)st 
filter. When we reach k =  M  +  I and obtain the optimum profile for Jim+i, we
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set A· 1 and start again with the first filter. We continue this until the iteration
•\n important step of the algorithm is to calculate the A’th filter in terms of 
the other filters so as to bring T  as close to T.i as possible. Defining A and B as
.4 =
B = /vW._iF...FA,
we can rewrite T  in equation 6.5 in the form
t  = AA,B.
(6.9)
(6 . 1 0 )
( 6. 11)
We now show how to find the filter hk (whose elements are simply the diagonal 
elements of A^) which minimizes the error e in equation 6.6. We express the mth 
component of the A’th filter in terms of its real and imaginary parts as
hkm — "b j^km- (6.12)
Then, we differentiate the error with respect to the real and imaginary parts of 
these components, and equate the resulting expressions to zero:
Se
Sh
=  0, 6e
km Sh
=  0, m =  1,2____ iV. (6.13)
km
Using the definition of e in equation 6.6, after some algebra, these two conditions 
imply
bhk =  c. (6.14)
In this equation
b  =  i A ^ A ) ® { B B ^ f  (6.15)
where the operator @ corresponds to elementwise multiplication of two matrices, 
and we get the elements of c through
Q =  ( A ^ t B ^ h , (6.16)
(In equations 6.15 and 6.16 A^ and A^ correspond to the Hermitian transpose 
and ordinary transpose of A respectively.) Thus as evident from equation 6.14,
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we have N  linear equations with N  unknowns from which we can solve for the 
filter coefficients. As a result, given all the filter profiles apart from />./,, we know 
how to obtain the filter hk- Once this subroutine is established, the iteration 
proceeds as described in the first paragraph of this subsection.
The corresponding subroutine for the two-dimensional case is established 
similarly. Now we define A and B as
A = Aa/ + i F -2D ■ ■ ■ T’-2D Aa-+i F >D-
B — F 2D ^k-\F2D ■ ■ ■ 
and rewrite T  in equation 4.11 as
T  =  AAkB.
After some algebra, we then obtain
Dhk =  c.
In this equation
h = {A A)(d{hh
and we get the elements of c through








{A is the Hermitian transpose of the four-dimensional tensor A. That is, the 
(u, u, /, m)th element of A is equal to the conjugate of the (/, m, u, v)th element 
of A. Similarly, the (u,u,/, m)th element of A is equal to the (/, in, u, u)th 
element of A.) Thus as evident from equation 6.20, we have linear equations 
with N'  ^ unknowns from which we can solve for the filter coefficients. As a result, 
given all the filter profiles apart from j^t, we know how to obtain the filter hk·, 
and the iteration proceeds as described in the first paragraph of this subsection.
The iterative algorithm we propose always converges to a minimum point. 
However, because of the nonlinear nature of the problem, the algorithm may not.
Chapter 6. Synthesis of general linear systems I i
and in general will not, converge to the global mininuun but rather will converge 
to a local minimum. In practice we ran the algorithm for several different initial 
starting points and chose the run resulting in the smallest mean-square error. We 
did not overly concern ourselves with determining the global minimum, since the 
values we obtained already represented satisfactory performance figures. Thus, 
our results represent achievable, but not necessarily the best possible solutions. 
Better solutions may be obtained by using more sophisticated optimization 
algorithms.
.At this point, we may wonder the minimum number of filters in order to fully 
synthesize any N  x N  desired matri.x: Td or any .V x iX x N  x N  desired tensor 
Td using the repeated filtering configuration. .As the number of coefficients of 
the desired matrix or tensor is exactly equal to the number of coefficients of N  
filters, it seems that N  filters would be sufficient. However, when we consider 
the one-dimensional case for N  = 2, we see that not all 2 x 2  matrices can be 
realized by using only 2 filters. However, if we add one more filter together with 
a Fourier transform stage, it is straightforward to show that we can obtain any 
2 x 2  matrix by using 3 filters. Thus, we conclude that at least -1- 1 filters are 
necessary in the repeated filtering configuration in order to fully synthesize any 
N  X N  desired matrix or any N  x N  x N  x N  desired tensor.
6.3 K ernel synthesis w ith repeated  
phase-only filtering
As phase-only filters are sometimes preferred to those with arbitrary complex 
amplitudes, we will also consider the repeated filtering problem under this 
constraint. More specifically, we will restrict the filters in both figure 4.3.a and 
figure 4.3.b to be phase-only filters.
For the solution of repeated phase-only filtering problem, the discussion of 
the previous section applies identically until equation 6.14. Now, since the filter 
coefficients are restricted to phase-only, D in that equation reduces to the identity
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matrix, so that
i h ) ,  =  (6.23)
Once we obtain Jik in terms of the other filters by using this equation, we then 
force it to be a phase-only filter by dividing each of its element to its magnitude, 
i.e.,
{hk)i
{hk)i l ,m =  1,2........V. (6.24)
The iteration then proceeds as in the first paragraph of subsection 3.4. The filter 
Ilk obtained by this way is the optimum phase-only filter, optimum in the sense 
that Ilk is the only phase-only filter which minimizes e in equation 6.6· Similarly, 
in the two-dimensional case hk is obtained as
{hk)tm =  (^  TdĞ )lmim,




{hk) Im l ,m =  1 ,2 ,..., jV. (6.26)
Note that in the phase-only case there are no equations to be solved, unlike 
the general case where N  equations in N  unknowns were solved for the one­
dimensional case, and N'  ^ equations in N'  ^ unknowns were solved for the two- 
dimensional case. Thus fewer computations are needed in the phase-only case.
The phase-only case is, of course, less flexible than the general case, but may 
nevertheless be found satisfactory in a variety of circumstances.
6.4 Examples
We see from equations 6.1 and 6.2 that linear systems are completely 
characterized by their transformation kernels. The matrix Tj or the four- 
dimensional tensor Td can be considered as the sampled versions of the kernels 
Td(iyii') and Td{u,v,u',v'), so that the products /out =  fd/m or /out =  fdfin 
in equations 6.3 and 6.4 represent discrete approximations of the continuous
linear systems given in equations 6.1 and 6.2. Alternatively, these products may 
represent a priori discrete linear systems or simply matrix-vector or tensor-matrix 
products which we wish to evaluate. Thus, we will discuss the applications of 
our repeated filtering method in two broad perspectives. One of them is about 
the implementations of linear systems, and the other is about matrix algebra 
operations.
6.4.1 Implementations of general linear system s
In some applications, we may want to implement a desired linear system in 
order to observe a certain effect on the input. However, the optical and digital 
implementations of general linear systems are costly. If we can obtain satisfactory 
approximations to a given linear system using a moderate number of filters in our 
repeated filtering configuration, we can considerably reduce the implementation 
costs. We will consider two examples in which this is possible.
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S i g n a l  r e s t o r a t i o n
Sometimes we may want to restore a desired signal which is degraded by a 
known system and/or by a noise term. With this aim in mind, we search for 
an appropriate operator which minimizes the effect of degradation and noise. 
This operator strongly depends on the observation model, the design criteria 
used, and the prior knowledge available about the desired signal and noise. We 
assume a signal observation model of the form
y -- Hx -f n. (6.27)
In this equation y, x, h are the column vectors representing the output, input, and 
noise processes respectively, and H is the matrix characterizing the degradation 
process. We further assume that the correlation matrices of the signal and noise 
are known, and that the noise is independent of the signal x and it has zero mean. 
Our aim is to minimize the mean-square error defined as
-  ¿e)]· (6.28)
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In chapter 5. we have considered this problem. There, we have first restricted 
the estimate to be of the form
... F\2F\i]y, (6.29)
and then solved for the diagonal matrices A \/+i, A.\/,. . . ,  A). .Vi (or the filters 
. . .  ,hi) which minimize the MSE. Alternatively, we can first obtain the 
optimum linear estimation operator which gives the smallest MSE among all 
linear operators:
ie ~  Coptÿ· (6.30)
.As discussed before, direct implementation of this operator is costly. Here, we 
will consider approximating Gopt with our repeated filtering configuration.
To illustrate this concept, we will approximately synthesize the optimum 
linear estimation kernel that corresponds to space-varying atmospheric turbulence 
for purposes of illustration. The system degradation that corresponds to 
space-varying atmospheric turbulence is the result of inhomogeneous statistical 
properties of the turbulent media [38]. The one-dimensional kernel is given by:
h{x·, x') =  exp[—7ra (^a·) (x — x')/\2l (6.31)
where o;(a;) is a function of x characterizing the distribution of the physical 
parameters in the turbulent atmosphere. It is convenient to employ piecewise- 
constant approximation. Here, we consider seven intervals numbered by k =
1,2___ ,7 such that a(x) =  ao +  /Sk where ao =  0.1 and j3k Oo· We obtain
the corresponding optimum linear estimation matrix Gopt, and illustrate the 
performance of our repeated filtering configuration using the normalized error 
e„ defined as
en =  7 7 ^ -  (6.32)
lir.lP
where e is defined in equation 6.6 and Tj =  Gopt· \Mth A' =  128 and initializing 
all the diagonal matrices in equation 6.5 to the identity matrix, we obtain the 
normalized error values through the iterative algorithm proposed in the previous 
section. The e„ values for the sinusoidal type input signal (i.e., the desired signal
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is a sinusoidal whose frequency, phase, and amplitude are random) corrupted 
with no additive noise are plotted in figure 6.1 for different numbers of filters.
It is important to emphasize that the method we propose is very general 
and not dependent on any of the specific assumptions made in this problem. 
Typically, linear restoration, recovery, reconstruction and many other signal and 
image processing problems can be thought to consist of two distinct processes. 
The first of these is to obtain the optimal linear restoration, reconstruction, 
enhancement, etc., operator. The second is to implement this operator. We 
deal with this second part of the problem regardless of how and under which 
assumptions the optimal linear operator to be implemented is obtained. Thus, 
the above example is only one of a very large class of applications that may 
benefit from the method.
F igure 6.1: Normalized error versus number of filters for signal restoration 
example. (After [31])
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M o m e n t  g e n e r a t i o n
This time, we will apply the repeated filtering configuration for generating the 
moments of signals. The moments of a signal are important in several signal 
processing applications such as feature extraction [.'17. .'38].
Let fin{x) >  0 be a real bounded function which is zero outside a finite 
interval. Without loss of generality it is assumed in [38] that /,,t(.r) is nonzero 
only in the interval —1 < a: < 1. Then, the fth order moment of /,„(.r) is defined 
as
Mi =  /„.(.r).r‘ d.r. (6.33)
The discrete form of this equation is
M  =  t j , n , (6.34)
where /,„ is the column vector corresponding to the sampled version of /¿„(.r), 
the ¿th row of the matrix Td corresponds to the sampled version of the function 
and the ¿th element of the vector M  is equal to the {i — l)st moment of 
the input signal, (i.e., the 1st element of M  is equal to the 0th moment, the 2nd 
element of M  is equal to the 1th moment, and so on.)
Thus, all of the moments of can be calculated simultaneously by 
multiplying it with the matrix Tj. We will synthesize this matrix with the 
repeated filtering method. We again show our results in terms of the normalized 
error e„ defined in equation 6.32. With N  =  128 (and starting the iterative 
algorithm proposed in subsection 3.4 with all the diagonal matrices in equation 6.5 
initialized to the identity matrix) we obtain the plot in figure 6.2. In this plot, 
for example with only two filters e„ =  0.737. This value reduces to 0.038 with 
four filters, and it further reduces to 0.009 with five filters.
We can similarly generate the moments of an image. Let /¿„(x, y) >  0 be a real 
bounded function which is zero outside a finite region. We this time assume that 
is nonzero only in the region defined by —1 < x < 1 and — 1 < 2/ <  1. 
Then, the (f,/)th order moment of / ,„(x ,y ) is defined as
U,i =  J ^  J ^  fin{3:,y)x'y‘ dxdy. (6.-35)Mi
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Similar to the one-dimensional case, the discrete form of this equation is
M = hL· (6.36)
where /,„ is the matrix corresponding to the sampled version of /,„(.«·,(/), the 
(/./)th matrix of the four-dimensional tensor T,j corresponds to the sampled 
version of the function and the (¿,/)th element of the vector i\I is equal
to the (i — 1,/ — l)st moment of The desired four-dimensional tensor is 
separable. That is, the elements of T j can be written as the multiplication of the 
elements of two matrices T jj and fdy These matrices are of the same form as 
the matrix appearing in equation 6.34. Thus once the optimal filter profiles are 
obtained for the one-dimensional case, those for the two-dimensional case can be 
immediately synthesized.
Figure 6.2: Normalized error versus number of filters for moment generation 
example. (After [31])
Various optical setups for calculating the moments of an image have been
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suggested. However, these typically calculate only one moment at a time [37]. 
In other words, in order to compute for example 20 moments of an image, each 
time we have to modify the setup (i.e., we have to change the spatial filter in the 
setup accordingly) and repeat the experiment 20 times (or we have to employ 20 
different optical setups operating in parallel, or we have to divide the aperture 
into 20 different channels). However, with our method we can simultaneously 
calculate the 128 x 128 moments without modifying the setup. Thus, the full 
moment space representation of images is obtained at once. The system consists 
of a moderate number of stages and requires an optical space-bandwidth product 
equal to the number of pixels in the image (128 x 128 in the above example). 
This is in contrast to matrix-vector multiplier or multifacet type architectures 
which both require optical space-bandwidth products equal to the square of the 
number of pixels.
6.4.2 Matrix algebra operations
In the previous subsection we assumed that fout = Tdfin or font — Tj/in 
represent the discrete approximations of continuous linear systems. Here, we 
will now interpret these as representing an a priori discrete linear system or 
simply a matrix-vector product we wish to compute. We will again try to obtain 
satisfactory approximations to the desired matrices or tensors using a moderate 
number of filters in our repeated filtering configuration. Thus, we will be able 
to realize these matrix-vector products more efficiently. We will consider two 
examples in which this is possible. Our first example will be the computation of 
the Hadamard transformation, and in our second example we will consider the 
optical interconnection architectures.
S y .n t h e s is  o f  t h e  H a d a m a r d  t r a n s f o r m a t i o n
Hadamard transformation is one of the standard unitary transformations in signal 
processing. Its definition and properties may be found in [38]. Here, we synthesize 
this transformation with our repeated filtering method, and for N =  128 we
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find the normalized error in equation 6.32 to be 0.01 with five filters. (We 
obtain this value through the iterative algorithm when the diagonal matrices in 
equation 6.5 are initialized to the identity matrix.)
When we restrict ourselves to phase-only filters we this time obtain e„ =  0.214 
with seven filters and e„ =  0.028 with eleven filters. We further decrease e„ to 
0.005 with fifteen filters. This shows that if we don't restrict the filter type, the 
same error can be achieved with a smaller number of filters. The cost of the 
repeated filtering configuration depends both on the filter type and the number 
of filters used. Given the relevant cost functions, one can determine whether a 
smaller number of arbitrary filters or a relati\'ely larger number of phase-only 
filters results in overall less cost.
It may have been possible to come up with an optical setup with a 
comparable or even fewer number of stages through ingenuity and invention. 
Our approach, on the other hand, provides a systematic way of obtaining such 
an implementation. This would be of great utility especially in those cases 
where the structure of the transformation matrix is not simple or even when 
we are confronted with a matrix supplied in numerical form for which no easily 
discernible structure is apparent.
S y n t h e s is  o f  o p t ic a l  i n t e r c o n n e c t i o n  a r c h i t e c t u r e s
Here we will consider the problem of realizing one-to-one interconnection patterns 
between N  input and N  output channels [54. 67]. and will try to implement 
these interconnection patterns with repeated phase-only filtering. There are many 
different ways of achieving this aim. Some of these have been compared in [54, 
67], and the conclusion is reached that the multistage architectures based on 
regular patterns such as the perfect shuffle or Banyan are most favorable. The 
repeated filtering based approach that we will discuss is essentially analogous to 
multistage architectures. However, our method not only provides a systematic 
way of designing such systems, but the implementation of such systems may be 
more convenient and/or cheaper since the present approach is based on the use 
of conventional phase-only spatial filters rather than microoptical elements.
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Any one-to-one interconnection architecture between N  input and N  output 
channels is characterized by its associated N  x .V permutation matrix. In such a 
matrix every row and column has only one nonzero element which is equal to one. 
We synthesize the interconnection architectures by synthesizing their associated 
permutation matrices.
First, we consider the reverse perfect shuffle architecture shown in figure 6.3. 
We find that this interconnection pattern can be synthesized exactly (e„ =  0) by 
using 6 phase-only filters in 5 consecutive domains. (The coefficients of the filters 
in equation 6.5 were initialized to exp(j7r/2o).) We have also considered a large 
number of interconnection patterns which do not exhibit any obvious regularity. 
In all cases, these patterns could be realized with a moderate number of filters. 
(We do not explicitly include specific examples of these to avoid taking up space 
by specifying the interconnection pattern.) Conventional multistage permutation 
network architectures can realize arbitrary permutations in O (log.V ) stages. 
Extensive numerical experimentation on many different arbitrary permutation 
matrices indicates that the proposed method is also able to realize these in a 
similar number of stages. Although it is not difficult to achieve T  — Tj, with 
a moderate number of stages, in most cases it is possible to get away with an 
even smaller number of stages, since due to the digital nature of such systems 
a considerable deviation of f  from Tj can be tolerated while still retaining an 
acceptable eye pattern.
Let us also consider the two-dimensional case. In the event that the four­
dimensional tensor mapping the input to the output is separable, the elements 
of Td can be written as the multiplication of the elements of tw-o matrices 
tdj, and fdy (i.e., {fd)nvim =  ifdx)ui{fdy)vm for all In this case the
matrices fdx and Tdy correspond to the N  x N  matrices appearing in the one- 
dimensional case, and the two-dimensional mapping can be realized in a relatively 
straightforward manner. Instead of the separable case, we have considered the 
direct implementation of the more general nonseparable case. For the sake of 
illustration we assume a nonseparable mapping shown in figure 6.4. This time e in 
equation 6.32 corresponds to the one defined in equation 6.8, and Td stands for the
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Figure 6.3: Reverse perfect shuffle interconnection architecture. (After [31])
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Figure 6.4: 64 points are mapped to 64 points. The points lying in the 1st 
quadrant are mapped to the points in the 3rd quadrant which are symmetric 
to them with respect to the origin. The points lying in the 4th quadrant are 
similarly mapped to points in the 2nd quadrant. The points lying in the 2nd 
quadrant, on the other hand, are mapped to points on the 1st quadrant which 
are symmetric to them with respect to the y-axis. The points in the 3rd quadrant 
are likewise mapped to the 4th quadrant. (After [31])
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four-dimensional tensor of the interconnection architecture in figure 6.4. In this 
example seven phase-only filters were sufficient to obtain an exact representation 
{e-n — 0). (The coefficients of the filters in equation 6.7 were initialized to unity.) 
If one is willing to tolerate greater errors, the number of filters needed may be 
reduced.
6.5 D iscussion
In the previous section we interpreted the discrete equations fout =  Tdfin or font =  
Tdfin in two different ways. However, these interpretations are not different 
from each other. Any matrix or tensor in matrix algebra can be considered as 
representing the kernel of a linear system, or any discrete form of the kernel of a 
linear system can be interpreted as a specific matrix or tensor in matrix algebra.
In this chapter what we essentially did is to synthesize a given matrix or a four- 
dimensional tensor with our repeated filtering method. The synthesized matrices 
or tensors may find applications in both linear system implementations or in 
matrix algebra operations. We have tried to obtain satisfactory approximations to 
the desired matrices or tensors using a moderate number of filters in our repeated 
filtering configuration. Thus, we are able to implement either the linear systems 
corresponding to these matrices or tensors, or the matrix-vector multiplications in 
a more efficient way. The examples we presented should be considered merely as 
illustrations; doubtless the method can be applied to a wide range of situations.
The cost of the system, either digital or optical, increases with the number 
of stages. On the other hand, a greater number of filters allows a better 
approximation to the desired linear system or matrix. This is the basic 
performance-cost trade off in repeated filtering. The plots in figures 6.1 and 6.2 
can also be interpreted as typical performance-cost trade off figures. We can 
choose the most attractive performance-cost point on the curve by selecting the 
number of stages appropriately. For instance, the intrinsic accuracy of analog 
optical systems is limited to about a dynamic range of 100 or so. Given this 
accuracy, it is pointless to try to implement the desired linear system using a
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scheme which could in principle accommodate much greater accuracies (such 
as a conventional matrix-vector multiplier architecture). Furthermore, when 
we are implementing digital optical interconnection architectures, even greater 
inaccuracies can be tolerated while still maintaining an acceptable eye pattern. 
Thus the proposed method allows one to reduce the cost of implementing such 
systems.
Naturally, the number of filters required to attain a given accuracy will be 
smaller for matrices or tensors exhibiting greater regularity or more subtle forms 
of intrinsic structure. The regularity or structure inherent in a matrix may be 
exploited on a case by case basis through ingenuity or invention. Most fast 
algorithms are obtained in this manner. In contrast, our method provides a 
systematic way of obtaining an efficient implementation which does not require 
ingenuity on a case by case basis. This approach would be especially useful when 
the regularity or the structure of the matrix is not expressed symbolically or when 
we are presented with a specific matrix in numerical form which does not have 
any evident regularity or structure.
Chapter 7
Conclusion
There are two key phrases in the title of this thesis. One of them is the 
fractional Fourier and the other one is repeated filtering. Before progressing 
on the concept of repeated filtering, we first tried to fill in the gaps and 
elucidate the relationships between the fractional Fourier transformation and 
the Fourier optical systems. In [77] we established the relationship between ray 
optical parameters and fractional Fourier transform parameters. This established 
relationship provides a better understanding of the concept of fractional Fourier 
transformation. The differential equations governing the propagation of the 
parameters of the fractional Fourier transformation and how these parameters 
are related to the parameters of a Gaussian beam are also determined in [77]. 
In order to establish a meaningful relationship between the parameters of the 
fractional Fourier transformation with that of a Gaussian beam, we introduced 
the term accumulated Gouy phase shift in [29]. We also proposed an efficient 
way of implementing fractional Fourier transformations with complex orders 
in [66]. We then generalized the definition of fractional Fourier transformation 
to anamorphic fractional Fourier transformation, and introduced the design of 
dynamically adjustable anamorphic fractional Fourier transformer in [28]. In [73] 
the amplitude distributions of light on two spherical surfaces of given radii 
and separation have been related through the fractional Fourier transformation, 
however there the light has been assumed to be coherent. In [26] we generalized
91
Chapter 7. Conclusion 92
this result to partially coherent lights. In other words, we showed that the 
mutual intensity distributions of light on two spherical surfaces of given radii 
and separation are also related through fractional Fourier transformation. Thus, 
we were able to apply fractional Fourier transformation to the cases in which the 
partial coherence of light must be taken into account. The contributions we made 
to further elucidate the relationship between the fractional Fourier transformation 
and the Fourier optical systems can be found in [25. 26. 28, 29, 77] with details.
We then considered the concept of filtering. We first restricted ourselves to 
filtering in a single fractional Fourier domain, and in [27] we showed that the best 
synthesis of a desired mutual intensity distribution may be obtained by filtering 
in a fractional Fourier domain. Then we generalized single domain filtering to 
repeated filtering in consecutive fractional Fourier domains. The concept of
repeated filtering in consecutive fractional Fourier domains, together with its
different interpretations and interesting examples can also be found in [30, 31].
In the analysis of repeated filtering, in chapter 4 we first show that
repeated filtering in consecutive fractional Fourier domains (or in general in
consecutive quadratic-phase systems) can be reduced to repeated filtering in 
consecutive conventional Fourier domains (both in one-dimensional and two- 
dimensional systems). This, however, does not reduce the conceptual and 
practical importance of the fractional Fourier transformation or quadratic-phase 
systems (see the comments in [30, 31] or in chapter 4 for further details).
We then classify the interpretations of repeated filtering into two categories. 
In the first one, we constrain the linear transformation between the input 
and the output planes to repeated filtering in consecutive domains. We 
propose this constrained linear transformation for generalizing the single domain 
filtering configuration in [27] to repeated filtering configuration. Thus, we may 
obtain better performance results in the synthesis of desired mutual intensity 
distributions when the repeated filtering configuration is applied.
Regarding the first interpretation, in addition to desired mutual intensity 
distributions, we also applied our constrained linear transformation to signal 
restoration. Here, we considered three important degradation models. These
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were the effect of multiple random phase plates (which may model surface 
imperfections in optical systems), atmospheric turbulence, and non-constant 
velocity moving camera blur. We also analyzed how our repeated filtering method 
works in the presence of additive noise and distortions. (In our examples we 
tried a number of different regularly or irregularly shaped signals.) In all of the 
considered applications we compared the performance of our repeated filtering 
method with that of both the single domain filtering methods and the optimum 
linear estimation method in signal restoration, and saw that the method we 
proposed offers better performance than single domain filtering with little increase 
in cost, and much lower cost than general linear estimation with performance 
which may either be acceptable in certain circumstances or even close to optimal. 
Thus, the method lies between single domain filtering methods and the general 
linear estimation method in terms of both cost and performance [30].
In the first interpretation, we have constrained the linear transformation 
between input and output planes. Alternatively, we may first obtain the 
optimum general linear transformation between the input and output for a 
specific application. Then, regardless of how and under which assumptions 
the optimum linear transformation to be implemented is obtained, we may try 
to synthesize this optimum transformation with the repeated filtering method. 
Regarding this second interpretation category, we illustrate several examples. 
In the first example, we restore the signals degraded by space-variant turbulent 
atmosphere by synthesizing the corresponding optimum linear estimator with our 
repeated filtering method. In the second example, we propose an efficient way 
of generating the moments of signals. In the third one, we this time synthesize 
the Hadamard transformation, and lastly in the fourth example we focus on 
interconnection architectures, and obtain the exact representations of all the 
considered architectures using the repeated phase-only filtering configuration. 
In all of the examples, we saw that we can obtain either exact representations or 
excellent approximations of the desired linear transformation with our repeated 
filtering configuration using a moderate number of filters. With a moderate 
number of filters the cost of optical and digital implementations of the repeated
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filtering configuration are much less than that of general linear systems. Thus, 
vve may significantly decrease the implementation costs of general linear systems 
with tittle or no decrease in performance by synthesizing them with the proposed 
repeated filtering method [31]. In order to obtain a further possible reduction in 
the optical implementation cost, in some of the examples we also concentrated 
ourselves to phase-only filters.
Regarding the second interpretation of the repeated filtering method, we 
illustrated a number of examples, however, the proposed repeated filtering 
method can also be applied to many different applications. If the linear system at 
hand has a some kind of intrinsic structure, we may obtain better approximations 
with smaller number of filters. In such cases computing the linear system digitally 
in O(N^) time, or realizing optically with conventional architectures requiring 
space-bandwidth product is clearly inefficient. This is one case where the 
proposed repeated filtering method would be useful, allowing one to exploit the 
intrinsic structure as much as possible in a systematic way.
A distinct circumstance in which the method may be beneficial, even when 
such an intrinsic structure does not exist, is when we wish to implement the 
desired linear system with limited accuracy. This may be the case when some 
other component or stage of the overall system limits the accuracy to a lower 
value anyway, or when we are transmitting digital signals, or simply when the 
application demands limited accuracy.
If the approximation obtained with a given number of filters is not sufficient, 
we must increase the number of filters to obtain a better approximation. Thus, 
the proposed method also allows us to trade off between efficiency and accuracy.
In this work, the iterative algorithms we propose always converge to their 
associated minimum points. However, because of the nonlinear nature of the 
problems, the algorithms may not, and in general will not, converge to the global 
minima but rather will converge to one of the local minima. In practice we ran the 
algorithms for several different initial starting points and chose the runs resulting 
in the smallest mean-square error. We did not overly concern ourselves with 
determining the global minima, since the values we obtained already represented
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satisfactory performance figures. Thus, our results represent achievable, but not 
necessarily the best possible solutions. As a future work, more sophisticated 
optimization algorithms may be looked for to obtain better performance figures.
The practical limitations of the repeated filtering configuration may also 
be worth analyzing in the future. These limitations may be due to unwanted 
diffraction, refraction, absorption, etc., effects of the system, which may 
drastically affect the system performance. Specifically, they may result in a 
limitation on the number of filters we are allowed to use.
As the last item, we propose the analysis of the parallel filtering configura­
tion [6] for future work. Throughout this thesis, the filters applied on different 
fractional Fourier domains have been placed one after another as if they are in 
series. However, we may also think of filters in parallel operating on different 
domains, which we call as parallel filtering configuration [6]. One step further, 
we may also generalize the filtering configurations as any combinations of both 
the repeated filtering and parallel filtering configurations.
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