Classical 3-D refraction traveltime tomography algorithms may suffer from computational limitations due to the large datasets that come from current seismic acquisition surveys. To overcome these issues, we suggest a 3-D refraction tomography algorithm based on adjoint state techniques to derive the gradient of the traveltime misfit function. We use the Eikonal equation for the forward modelling, and iterate with a conjugate gradient method. A 3-D synthetic example with a realistic size acquisition demonstrates the efficiency and the great potential of the adjoint state method for 3-D applications of refraction tomography.
Introduction
The determination of the correct velocity model of the near subsurface is a key step when trying to image deeper structures. Generally, first arrival traveltime tomography based on refraction data or diving waves is used to assess a velocity model of the subsurface that best explains the data. Current seismic acquisition surveys now commonly deploy thousands of sources combined with thousands of receivers leading to millions of acquired traces. The area under investigation could be very large and lead to a velocity model containing millions of parameters whatever the type of parameterization. For 2-D geometries, classical refraction tomography algorithms may not suffer from computational limitations. On the contrary, for 3-D acquisitions, those classical algorithms may face severe restrictions in terms of memory requirement, computation time or implementation. We address these issues with the use of adjoint state techniques to compute the gradient of the traveltime misfit function (Plessix, 2006) . The computational benefits of the adjoint state method, compared to the classical algorithms, are a lower memory requirement, a straightforward and efficient parallelization and an effortless implementation. These properties have already been assessed and validated for 2-D geometries (Taillandier et al., 2007) . We recall in this work the governing equations of the adjoint state method and derive a 3-D parallelized refraction tomography algorithm. First validation tests are carried out on a 3-D synthetic dataset and show the great potential of the method.
The adjoint state method
Refraction traveltime tomography generally consists of the minimization of a least-square misfit function S defined as
where obs T are the observed first arrival traveltimes recorded at the surface and T are the calculated first arrival traveltimes for a given velocity model c . We use the first-order finite difference Eikonal solver of Podvin and Lecomte (1991) to compute the synthetic data. This solver is very fast and supports strong velocity contrasts. 
where λ is the adjoint state variable. This variable is computed for each source position solving the adjoint state partial differential equation. Further detailed mathematical developments can be found in Sei and Symes (1994) and Leung and Qian (2006) . A numerical method to solve this equation is the fast sweeping method (Zhao, 2005) , that has fine stability and convergence properties and is easy to implement.
Practical implementation
The refraction tomography algorithm derived from the adjoint state method mainly relies on the computation of the gradient of the misfit function. Once the gradient is obtained, a local descent optimization technique, such as a conjugate gradient method, is applied to iteratively minimize the misfit function. Two essential properties of the adjoint state method are illustrated in this flowchart. For each shot, the amount of memory required by this algorithm only depends on the size of the discretized velocity model. In other words it is independent of the quantity of input data. Another important outcome is that it is straightforward to parallelize this algorithm and thus significantly reduce the computation time.
3D synthetic example
First validation tests of our new inversion scheme are carried out on a 3-D synthetic velocity model. The input data are generated using the Eikonal solver and simulating a dense acquisition of receivers covering the entire surface. 400 shots equally spaced inline and crossline are generated, each with 250 000 receivers. The total amount of input data consists of 100 millions first arrival traveltimes. The velocity model used for data generation is 10 km long, 2.5 km wide and 1.5 km deep, corresponding respectively to x, y and z dimensions. We choose to describe the velocity model by a grid which is the most well suited parameterization for the Eikonal solver. Grid spacing is 10 m x 10 m x 10 m leading to a 150 x 1000 x 250 node model. The true velocity model we want to invert for is plotted in Figure 2 .a. For this first 3-D experiment, there is no lateral variation in the y direction. Ray paths computed in the true velocity model allow defining an area (in grey colour) where first arrival traveltimes contain no information about the model; consequently we cannot expect to retrieve this part of the model. The initial velocity model for the inversion process is simply a 1-D model ( Figure  2 .b). The algorithm based on the adjoint state method combined with a conjugate gradient optimization technique converges to a final inverted velocity model within a few iterations (Figure 2 .c). In order to validate our tomography result, we derive from the true velocity a smoothed model (Figure 2 .d) whose spectral content is about the same as the one of the inverted model. As we can see from the velocity profiles (Figure 3) , the recovered velocity model fits quite well the true smoothed model in the area where information is available and provided that the ray coverage is sufficient enough. 
Conclusion
The refraction tomography algorithm proposed in this work is promising. It gives very satisfactory results for complex data and a realistic size acquisition. In terms of computational aspects, this new algorithm meets most of our expectancies, in the sense that it can be efficiently parallelized, it can handle a large number of input data and deal with a realistic size velocity model. For instance, for this particular experiment, one iteration of the minimization process takes about 5 minutes using 96 Opteron dual-core 2.2 GHz processors compared to the dozen of hours it would normally take using a single processor. This work confirms the great potential of the adjoint state method for 3-D applications of refraction tomography.
