ARtract-We have presented techniques [ 11 -[ 6 ] based on linear prediction (LP) and singular value decomposition (SVD) for accurate estimation of closely spaced frequencies of sinusoidal signals in noise. In this note we extend these techniques to estimate the parameters of exponentially damped sinusoidal signals in noise. The estimation procedure presented here makes use of "backward prediction" in addition to SVD.
I. INTRODUCTION
E have presented techniques [ 11 - [6] based on linear prediction and singular value decomposition for accurate estimation of closely spaced sinusoidal signals in noise. These techniques improved the least-squares linear prediction methods proposed by Ulrych and Clayton [9] and Nuttall [ 101 which in turn were improvements of Prony's original method [ 111 . We were able to improve the performance of these techniques considerably with two interrelated modifications. First, we applied singular value decomposition (SVD) to the linear prediction equations (2) and (3) and (5)- (7) to alleviate severe ill-conditioning. Second, we used large values of the prediction filter order L (a large fraction of N , the number of data samples). The number of sinusoidal signalsM, whose frequencies are to be estimated was small compared to L . In this paper our purpose is to apply these techniques to estimate the parameters of exponentially damped sinusoidal signals in noise. Henderson's paper [ 121 is related to the work reported here.
In the next section we outline theoretical results which provide a rationale for our method, which includes the use of backward prediction. In Section 111 we compare the results obtained by our method t o traditional methods using noisy exponentially damped sinusoids which represent pitch syn-chronous simulated voiced speech. The sample variance of the parameter estimates are also compared to the Cramer-Rao (CR) bounds for the pole damping factors and the pale frequencies. We also apply our method to the noisy values of the impulse response of a linear system with both poles and zeros. The poles are accurately found by our method and the zeros of the system are then obtained by using Shanks' method [ 131 .
11. MAIN RESULTS Suppose that the N samples of the observed data sequence y(n) consists of samples of M exponentially damped signals in complex valued white Gaussian noise w(n).
(ak is positive) and ak, k = 1, 2, . . , M are the complex amplitudes. @k's are the pole damping factors andfk's are the pole frequencies, We shall set up the following linear prediction equations using complex conjugate data in the backward direction.
where b is the vector of backward prediction coefficients. "*"
denotes complex conjugate. We can write the above equation in augmented form as A'b' = 0 where A' = ( h $4) and b' = (1, br)T. "T" denotes matrix transpose. b' is the vector of prediction error filter coefficients. If the data is noiseless, since b' lies in the null space of A ' , it is easy to show that [ 141 the prediction-error filter polynomial
will have zeros at e-", . This is the primary reason for using the data in the backward direction in (2). The reason for using a polynomial of degree L >M in the first place, is to increase the accuracy of the pole location estimates, i.e., estimates of e'k's, as we shall see in the next section. Although the above results are only true for the ideal situation of noiseless data, as we shall show experimentally, they turn out to be valid for moderately noisy data as well. But the coefficients of B(z) have to be accurately determined using the truncated SVD [ 161 as explained below.
In the presence of noise in the data if we attempt to solve ( 2 ) in the least square sense as is done in covariance method 1151 there are considerable perturbations introduced in the
of A tend to be closely dependent, causing a very unstable least square problem.
See [ 5 ] - [7] for more explanations. But moderately large values of L are essential in improving the accuracy of the pole location estimates as we shall see in the next section. Therefore, to alleviate this ill-conditioning problem we make use of the SVD of A . We compute the SVD of A , but instead of finding the least square solution, we find a truncated SVD solution [I61 by setting the smaller singular values of A to zero. That is we compute b as follows:
where ok, 
EXPERIMENTAL RESULTS
Three simulation experiments are used in this section to point out the superiority of the SVD method described above and the advantage of using backward prediction.
Experim en t 1
The simulated data are given by the formula y ( n ) = a , e s 1 n + a 2 e s 2 n + w ( n ) n = 0 , 1 ; . . , 2 4
(5)
The sequence w ( n ) is white, and complex Gaussian, with variance 202. SNR is 10 log (l/2a2). SNR = 20 dB. Note that this is peak SNR. conditioning in the normal equations shows up as wild fluctuations in the locations of extraneous zeros. Fig. l(d) -(e) show the results obtained by using the autocorrelation method of linear prediction [ 151. This method is computationally simple and all the zeros are guaranteed to be inside the unit circle.
But the accuracy in the pole estimates is very poor primarily due to the large bias. This method will not give correct results even in the absence of noise for short data records. Fig. l(f) shows the results when the backward covariance method is used. That is, ( 2 ) is solved in the least square sense to find the coefficients of B(z). The error minimized is
Clearly, the signal zeros fall close to e-%, k = 1, 2, but extraneous zeros occasionally fall outside the unit circle. 
Experiment 2
In this experiment we compute the estimate>of the pole damping factors (Gk's) and pole frequencies (fk's) for 500 independent trials at different SNR values using N = 25 data samples in each case. Both cases of one ( M = 1) and two (M = 2) exponentially damped signals are used. The SNR is defined the same way as in experiment 1. We emphasize that it is the SNR at the peak value of one signal component. The sample variances of the estimates were calculated and the results are plotted in Fig. 2(a)-(d) . For each trial, the polynomial B(z) was found using the SVD method, (4), and the M zeros outside the unit circle were used to find the estimate of the parameters by reflecting them inside the circle. If more than M zeros occurred outside the circle, which happens usually at low SNR, it generally results in large estimation error, and a threshold is said to occur. Fig. 2(a) -(d) also shows the appropriate CR bounds which are calculated using formulas derived in the Appendix. The sample variance of the estimates in all cases had a broad minimum some where in between L = 10 and 20. The bias in the frequency parameters was always small in comparison to the standard deviation above the threshold SNR. But the bias in the damping factors were significant at low SNR values (<20 dB) especially when the damping factor is large (al = 0.2). A relatively large value of L equal to 18 was chosen to keep this bias small. Fig. 3(a) shows a case where the bias in the damping factor estimates is conspicuous. This type of radial bias is common in LP methods [ 171 and is due to the noise variance contributing significantly to the singular value a, (or the The data (same as in Fig. 1) were generated using the formula y(n) = esIn + earn + w(n), n = 0, 1, . * . , Fig. 3(b) shows the situation when the bias compensation is applied.
In Table I the bias in the estimates of a1 before and after this modification is computed and tabulated for different SNR values. Similar results are true for the two signal case as well. It is seen from Fig. 2(a)-(d) , that the sample variance of the parameter estimates is quite close to the appropriate CR bounds. Interestingly, the larger the damping factor the closer is the sample variance to the CR bound. However, the threshold SNR is larger for the signal with larger damping factor as can be expected. The threshold occurs, generally, at a SNR below which a sudden change in the size of the singular values OM and U M +~ is not obvious. For quantitative interpretation of the results in this experiment, it is important to recall that the SNR is the peak SNR of one of the signal components, and not an average SNR over the data interval.
Experiment 3
In this experiment the noise corrupted samples of an impulse response of a filter having poles and zeros are used as the data. This example is drawn from [ 8 ] .
The pole-zero filter has a transfer function H(z) whose magnitude is shown in Fig. 4 . It is interesting to note that in Fig. 6(b) , the 5th (highest frequency) formant exhibits sharper peaks compared to Fig. 4 . This formant corresponds to the largest pole damping factor. The sharper peaks are caused by the radial bias in the corresponding zeros of B(z) similar to that in Fig. 3(a) . where w(n) is a white Gaussian sequence. Sampling interval is assumed one second. Each real and imaginary part of w(n) has a variance u 2 . Comparing (1) with the above formula, we
For convenience we shall relabel the 4M parameters as follows:
See that a k = C k e i e k and S k = -C l k + j 2 ? T f k , k = l , 2 , * * . , M .
The probability density function for the data vector conditioned on the unknown parameter vector can be written as 
Case l : M = l
Using formula (A7) above we can write down the Fisher matrix for this case as follows: In this case J is an (8 X 8) matrix. We partition J as follows:
where the matrices J l l and J22 are given by (A8) and (A9) with i = 1 and i = 2, respectively. J12 'is a matrix exhibiting the interaction between the parameters of the two signals. The matrix J was inverted using a machine to compute the CR bounds of the parameters fi , fz, el, and ez which are used in Fig. 2(c) and (d) . Interestingly, due to the special structure of JI2, it turns out that the diagonal elements of J -l are independent of O 2 -e l .
