Interaction Information can extend pairwise interactions to triplets. We calculated the interaction information in electricorticography data that have a clinical validation: after resection, no further seizures occurred. Using the presurgery data recorded from the epileptic patient and knowing the resection area, we addressed both the topographic organization and dynamics of redundancy and synergy near the epileptogenic network (the circuit triggering epileptic seizures). Regarding topographic organization, redundancy (corresponding to positive values of interaction information) matched with the resection area, while synergy (negative values) emerged in its surroundings. In relation with dynamics, redundancy had the biggest contribution at higher frequency bands (14-100Hz) whilst synergy was more expressed at very slow frequencies (1-7Hz). Thus, the application of the interaction information to this clinical data unveils new aspects of epileptogenic structure in terms of interaction nature (redundancy vs synergy) and dynamics (fast vs slow rhythms).
Introduction
The use of information theory in neuroscience has become one the methods to evaluate the interaction between groups of correlated variables, revealing their functional role and underlying circuits capable of processing information [1, 2, 3] . In addition to information storage/coding/decoding, information theory can address whether the interactions between the correlated variables are mutually redundant or synergetic [4, 5] . In general, synergy occurs if the knowledge of some variables contributes to predict another variable with more information than the sum of the information provided individually by the variables; redundancy corresponds to situations with the same information being shared by the variables. In particular, the well-known interaction information is applicable to sets of three variables [6] ), and quantifies the amount of either redundant (positive interaction) or synergetic information (negative interaction) contained in the triplet; thus, unlike the mutual information, the interaction information can be either positive or negative. To give an example, whilst common-cause structures lead to positive interaction information, negative interaction information can be produced (for instance) by the combination of one XOR gate with two independent random inputs, positive (negative) interaction information corresponds to redundancy (synergy) in the triplet [7, 8] .
Previous studies made use of the interaction information; the presence of synergetic effects is well-known in sociological and psychological modeling, where the name suppressors were given to those variables increasing the predictive validity of other variables after its inclusion into a linear regression equation [9] . Similarly, the interaction between triplets of variables in gene regulatory networks was approached to study how a gene modulates the interaction between two other genes [10, 11] , but, as far as we know, studies addressing triplet interactions in epilepsy have not been reported so far. Here, we have measured interaction information in triplets from human electricorticography data.
Material & Methods

Human electricorticography data
Data were published before in [12] and re-analyzed here by the novel approach of interaction information. Data were recorded from a drug-resistant patient with temporal lobe epilepsy who underwent surgery at the Epilepsy Unit at La Princesa Hospital. After approval from Ethics Committee at La Princesa Hospital, the patient provided the information consent to be evaluated intraoperatively with a 4 × 5 subdural electrode grid (interelectrode distance, 1 cm) under low doses of sevoflurane (0.5%) and remifentanil (0.1 mg/kg/min). During recordings, the anesthetic level was stabilized at levels of bispectral index in the range of 55-60 [13] . The grid was placed over the lateral temporal cortex, with the border parallel to the sylvian fissure and covering gyri T1-T3. The grid position was recorded with a video camera or photographed. Similar to [14] , the reference electrode was placed on the contralateral ear and in some cases was moved to the nearby scalp in order to verify that no common reference electrode contamination 2 exists. Presurgical evaluation was performed according to the protocol of La Princesa Hospital, as previously reported [15] .
Selection of the resection area was done according with the current practice in epilepsy surgery which consist basically in resecting the cortical area under those electrodes displaying irritative activity, a proxy of the epileptogenic zone [16] .
Clinical validation of the postsurgery outcome
The clinical validation was assesed with the Engel Epilepsy Surgery Outcome Scale [17] , ranging from I (seizures-free after surgery) to IV (no improvement after surgery). The electricorticography data studied here was corresponding to an Engel I (one year after surgery), so the patient had no further seizures after surgery.
Data processing
All of the analyses carried out in this paper were performed retrospectively; thus, tailored lobectomy was not based on the results discussed here. An intraoperative electrocorticography session was recorded for 15-20 min using a 32-channel amplifier (Easy EEG II, Cadwell, USA). Preprocessing data included a filter at (0.5-400) Hz bandwidth with a 50 Hz notch filter and finally downsampling at 200 Hz. Artifact-free epochs of interictal activity lasting up to 5 min were selected by visual inspection. All postprocessing analysis was performed in Matlab (MathWorks Inc., Natick, MA).
Shannon entropy
The Shannon entropy (i.e., the average uncertainty) of a random variable X is defined as
where x represents one state of variable X [18, 19] . The joint entropy is just a generalization to any dimension, ie. in 2D, H(X, Y ) = − x y prob(x, y)log prob(x, y); in 3D, H(X, Y, Z) = − x y z prob(x, y, z)log prob(x, y, z). For base 2 logarithm (as we have done here), the entropy is expressed in bits.
Interaction information
The interaction information is a measured based on the Shannon entropy allowing to analyze interactions between triplets [6] . For any triplet (X, Y, Z), the interaction information (II) is defined as
where I(X, Y ) is the mutual information between X and Y and I(X, Y |Z) is the conditional mutual information between X and Y conditionated to Z (for details see [19] ).
3
The sign of II has an important meaning; when II is positive, then the three variables (X, Y, Z) are said to be redundant. When II is negative, the interaction in (X, Y, Z) is synergetic.
The interaction information satisfies important properties that are particularly relevant for the present work:
• Circulation: the interaction information is invariant to any possible permutation in (X, Y, Z), thus the evaluation of II gives the same result for all the following six
To proof this, rewrite Eq. (2) using the definitions in terms of joint and marginal entropies (see [19] ) of the mutual information
and the conditional mutual information
by definition, the result is straighforward.
• Mutual information limit: in the case of triplets with only 2 distinct variables,
, it is satisfied that II = I(X, Y ), ie., the interaction information is equal to the mutual information between the two disticts variables. The proof is easy, as by the definition of the entropy it is satisfied that
Next, using the definition of the mutual information given in (3), the proof is done.
• Shannon entropy limit: in the case of triplets with three equal variables, it is satisfied that II = H(X), ie., the interaction information is equal to the Shannon entropy of the variable. The proof is easy, similar to the one for the Mutual information limit.
Calculation of the interaction information
For practical applications, a reliable estimate of the interaction information from data should be used. To get an analytical expression, we have estimated the interaction information under the Gaussian approximation for which the Shannon entropy can be analytically solved, ie. the differential entropy for the multivariate Gaussian distribution (details in [19] ). For the calculation of the conditional mutual information, Eq. (5), we make use of [20] ; given X, Y and Z multivariate Gaussian random variables one has
where | · | denotes the determinant, and the partial covariance matrix is defined
in terms of the covariance matrix Σ(X) and the cross covariance matrix Σ(X, Z); the definition of Σ(X|Y ⊕ Z) is analogous, where Y ⊕ Z means appending the two variables.
To calculate the interaction information, Eq. (2), we also need to calculate the mutual information term; this is obtained using the same Eq. (5) but in abscence of Z.
Averaging the interaction information
For each of the 20 grid electrodes, we used 9 different nonoverlapping windows, each with 2000 points (10 seconds at 200 Hz sampling rate). The values of interaction information reported here are corresponding to the average interaction information over the 9 differents windows, which allowed an appropiate sample (cf., figure. S1).
Network analysis
Different network measures were applied using the brain connectivity toolbox [21, 22] . As the interaction information given by Eq. (2) depends on triplets, we have projected the values of interaction information over individual nodes to compute surfaces of interaction information. In particular, the surfaces represented in Fig. 1 were done calculating on the adjancency matrix of pairwise correlations the node with maximum betweeness (betweenness wei.m), degree (strengths und.m) and clustering coefficient (clustering coef wu.m).
Frequency-bands analysis
Electrophysiological signals were filtered with different frequency bands (cf. Fig. 2 ), using the zero-phase digital filtering function filtfilt existing in Matlab (MathWorks Inc., Natick, MA). As standard in brain electrophysiology, we considered the following bands: delta (1-4 Hz), theta (4-7 Hz), alpha (7-14 Hz), beta (14-26 Hz) and gamma (26-100 Hz).
Local interaction information, local redundancy and local synergy
Following previous studies based on local synchronization in electricorticography data [12], we were interested in local indexes. The local interaction information was calculated for a fixed electrodeZ, summing over all values of X and Y , the absolute value of II(X, Y,Z). Analogously, the local redundancy (synergy) was defined as the sum for all X and Y of the positive (negative) values of II(X, Y,Z). For the three measures, local interaction information, local redundancy and local synergy we only summed over triplets such that the three variables were distinct one another.
Results
In figure 1 we are depicting the pattern of the interaction information while one of the three variables was kept fixed. The fixed electrode was chose as, respectively, the one with maximal entropy (coincident with the electrode with the the maximum betweeness in the correlational network), the electrode with maximum degree (coincident with the maximizer of the clustering coefficient) and the electrode number 12, belonging to the epileptogenic network. The interaction information pattern was observed to be spatially modulated as the electrode, over which it was projected, was varied. The triplet of variables showing the highest value of redundancy was {11, 12, 13}, i.e. it is constituted by the putative epileptogenic zone.
In figure 2 the local synergy and local redundancy are plotted for all electrodes, together with the local synchronization and the entropy of electrodes. In grey we also plotted the resection area (for details see methods).
In order to compare the topographic organization of the resection area (grey color in figure 2 ) with the different computed measures, we plotted the six electrodes with max values in each of the plots. We found that redundancy and local synchronization gave a similar grid-topographic map, a compact region centered around the putative epileptogenic network. Synergy organization, instead, was observed to surround the redundant pattern. Shannon entropy gave a more spread pattern.
Similar to figure 1, figure 3 shows the local interaction information over one electrode belonging to the resection area across different frequency bands, showing that the values of interaction information increased for high frequency bands, β and γ. Redundancy was mainly dominant associated to high frequency components. This is even more clear in figure 4 , where the local redundancy and the local synergy are depicted as a function of the electrode and for the frequency bands. Redundancy had a bigger contribution from high-frequency beta and gamma bands (colors orange and brown). Both bands showed a similar grid-topographic distribution, coincident with the resection area and the local synchronization index (cf. figure 2) . Concerning synergy, the low delta and theta made a bigger contribution (dark and light blues). Importantly, the topographic grid-distribution of synergy is quite different from redundancy; whilst redundancy is activated near the resection area and represented in high frequencies, synergy is surrounding the resection area and emerging at low frequency bands.
Discussion
Interaction information is a measure that can address interaction between triplets of variables. Although this method has been applied before to other fields, we are not aware of similar studies in epilepsy. Whilst other studies made use of Granger causality [23] to address synergetic and redundant effects in epileptic data [24, 25] , a striking difference there compared with this work is that we used an electrocorticography data set which is clinically validated; our data belonged to a patient in which the postsurgery outcome was the best possible, and no further seizures were observed. The application of the interaction information to this dataset has allowed to address the patterns of the interaction information nearby the epileptogenic network, the brain circuit triggering epileptic seizures.
From the signal processing point of view, it is important to emphasize the importance of studies based on electrocorticography rather than those ones based on scalp electroencephalography. As it was reported in [26] , the signal quality is much higher in electrocorticography compared to electroencephalography (the signal to noise ratio was about 21 to 115 times bigger), what makes the two modalities far different each another.
Triplet interaction information goes between bivariate and multivariate studies of interacting variables. In similar studies based on Granger causality [27, 28, 29] , it was shown that the pairwise analysis cannot distinguish between direct and indirect interactions among variables. The conditioning approach removes indirect causalities among variables [30] , but in situations where the number of samples is limited and a fully conditioned approach is unfeasible, a partially conditioned approach led to results very close to those obtained with a fully conditioned analysis. Similarly to the partially conditioned approach, we are suggesting here to use the interaction information for quantification of triplets interactions, an approach relying between the bivariate and the fully-multivariate scenario.
We have found that redundancy was matching the epileptogenic network while synergy was distributed in the surrounding. This pattern of redundancy at center and synergy in the surrounding has a topographic analogy to the so-called mexican-hat connectivity widely used for modeling cortical microcircuits [31, 32, 33] , in which excitatory connections (positive links) were dominant between similar neurons, and inhibitory neurons (negative links) occurred between distant neurons. Although we are aware that this connection might seem at this stage certainly some speculative, however, we still think convenient to remark it. In addition to the topographic matching between redundancysynergy (in epilepsy) and excitation-inhibition (in cortical microcircuits), we have found redundancy to be dominating at high frequencies while synergy made it at low frequencies. Similar observations, if excitation is more related to fast oscillations in comparison with inhibition in cortical microcircuits deserve a further consideration.
We have studied interaction information (including synergy and redundancy) applied to interictal activity but further studies might include the application of interaction information to preictal and postictal activity to include how the structure of redundant and synergetic effects changes across the seizure dynamics.
For a first approximation, and to make possible analytical derivations, we have calculated the interaction information under the assumption of the data following a Gaussian distribution (see methods). We performed the non-parametric test of KolmogorovSmirnov and the data in all the electrodes was strongly non-Gaussian (all the pvalues equal to zero). The extension to non-linear estimations of the interaction information to study both redundant and synergetic effects in epilepsy it is a must for future work. 1  2  3  4  5  6  7  8  9  10  11  12  13  14  15  16  17  18  19 depends on triplets. Thus, projections over one electrode correspond to surfaces, the local interaction information (see methods). a: local interaction information over the electrode which maximum entropy which is coincident with the electrode with maximum betweenness. c: local interaction information over the electrode with minimum entropy. e: local interaction information over the electrode with maxium degree (hub) which is coincident with the electrode with maximum clustering coefficient. f: ( * ) different scale, the local interaction information over one electrode belonging to the epileptogenic network. a,c,e,g: red lines correspond with the mutual information between the electrode over which the projection was done and the rest of electrodes in the grid. The filled red circle is the value of the Shannon entropy of the electrode over which the interaction information is projected. b,d,f,h: The mutual information for each of the projections (associatted respectively with panels a,c,e,f). Dashed lines have been introduced by illustration purposes as the value of the Shannon entropy is much bigger than the values of mutual information. Electrocorticography grids are also plotted to show that similar values in the mutual information were clustered with in a geometrical similarity in the grid (in grey we are plotting values of mutual information bigger than 0.3 bits). Notice that, whlist the interaction information can be either positive or negative, the mutual information is strictly positive (when it is zero, it indicates statistical independency). 11 . In green, we are plotting the shannon entropy for each electrode (ie., II(X, X, X)). To have a known reference, in magenta we are plotting the local synchronization index as measured in citepalmigiano2012, summing the absolute value of the correlations between each electrode and its neighbors electrodes in the grid. Notice that for illustration purposes the four measures are in arbitrary scale. In colored circles we have plotted the max values for each measure. b: The six max electrode values for each of the plotted measures in panel a; in addition, we also plotted in grey the resection area, producing a seizuresfree patient after surgery. Redundancy and local synchronization gave a similar gridtopographic map. Synergy organization is surrounding the redundant pattern. Shannon entropy gave a more spread pattern. Figure S1 : Sampling validation of the interaction information. Probability distribution of the coefficient variation (variance divided the mean) over all the interaction information values calculated in time-windows of 2000 points and averaging over 9 different time-windows. One can see how the variance is well-sampled and significantly smaller than the average.
