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Abstract
Both plasticity and genetic differentiation can contribute to phenotypic differences between popu-
lations. Using data on non-fitness traits from reciprocal transplant studies, we show that approxi-
mately 60% of traits exhibit co-gradient variation whereby genetic differences and plasticity-
induced differences between populations are the same sign. In these cases, plasticity is about twice
as important as genetic differentiation in explaining phenotypic divergence. In contrast to fitness
traits, the amount of genotype by environment interaction is small. Of the 40% of traits that exhi-
bit counter-gradient variation the majority seem to be hyperplastic whereby non-native individuals
express phenotypes that exceed those of native individuals. In about 20% of cases plasticity causes
non-native phenotypes to diverge from the native phenotype to a greater extent than if plasticity
was absent, consistent with maladaptive plasticity. The degree to which genetic differentiation ver-
sus plasticity can explain phenotypic divergence varies a lot between species, but our proxies for
motility and migration explain little of this variation.
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INTRODUCTION
When environmental conditions vary in space, individuals of
the same species often differ in phenotype in a way that
increases their fitness in the local environment (Hereford,
2009). These phenotypic differences arise through two differ-
ent mechanisms: phenotypic plasticity, in which phenotypic
expression is a direct response to the environment without
genetic change (Pigliucci 2001), and local adaptation, wherein
phenotypic differences are determined by genetic differences
(Kawecki & Ebert 2004). Although many studies implicitly
assume phenotypic differences between populations are
mainly, if not completely, genetic (Brommer 2011), in reality
the relative importance of these two processes in driving spa-
tial differentiation in phenotype is currently unclear.
Reciprocal transplant studies have been widely used to esti-
mate the contribution of plasticity and genetic differentiation
to spatial phenotypic divergence (Turesson 1922), and to our
knowledge four studies have synthesised their findings. Leimu
& Fischer (2008) and Hereford (2009) both conducted meta-
analyses that focused on traits positively associated with fit-
ness, and found strong evidence for local adaptation. Using
studies on plants, Leimu & Fischer (2008) found that the
average performance of a native population is 0.16 within-
population standard deviations greater than the performance
of a non-native population, and using studies of both plants
and animals, Hereford (2009) found a 45% increase in perfor-
mance of native individuals. Such home versus away compar-
isons, when averaged over all possible reciprocal transplants,
measure the genotype by environment interaction for fitness
(Blanquart et al., 2013). Presumably differences in perfor-
mance also exist because of the main effects of genotype and
environment, but the magnitude of these differences were not
characterised. In the context of fitness this is understandable
as environmental differences in fitness probably reflect
between-site differences in habitat quality rather than an
active plastic response on the part of the organisms (Blan-
quart et al., 2013).
For traits other than fitness, while genotype by environment
interactions may exist, it is also meaningful to consider envi-
ronmentally induced variation in local optima, and therefore
genetic differentiation and phenotypic plasticity in those traits
in response to divergent selection. Palacio-Lopez et al. (2015)
synthesised data from reciprocal transplant studies of non-fit-
ness traits in plants. For those traits they classified as plastic
(the 48% of traits that exhibited a> 53% change in phenotype
when home versus away), 49.4% exhibited ‘perfectly’ adaptive
plasticity, 19.5% ‘partially’ adaptive plasticity and 31% mal-
adaptive plasticity (See Fig. 1). The adaptive plasticity cate-
gories represent situations where plasticity causes trait values
to be closer to their putative optima compared to the situa-
tion where plasticity is absent (Ghalambor et al., 2007). In
contrast, maladaptive plasticity were those traits in which the
plastic response was more than twice the difference in putative
optima (‘too-steep’; 9.8%) or opposite in sign (‘wrong-sign’;
21.2%). While the classification system of Palacio-Lopez et al.
(2015) has merits, it suffers from the implicit assumption that
the observed phenotypic divergence between populations is
equal to the difference in their respective optima. An alterna-
tive but overlapping classification system is to distinguish co-
gradient variation, where plasticity causes differences in trait
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value in the range 0-100% of the phenotypic divergence, from
counter-gradient variation in which the plastic response is
either greater than the phenotypic divergence (hyperplasticity)
or opposite in sign (wrong-sign plasticity) (Levins 1968; Con-
over & Schultz 1995). Surprisingly, an informal review sug-
gests that for traits in which spatial differentiation in
phenotype can be attributed to both genetic and plastic
responses, 84% show counter-gradient variation (Conover
et al., 2009). The related question of whether changes in mean
phenotype within a population over time are due to plasticity
or genetic adaptation was also touched on in Conover et al.
(2009) but several more focussed taxonomic reviews have
appeared subsequently (Gienapp (2008), Boutin & Lane
(2014); Charmantier & Gienapp (2014); Franks et al. (2014);
Stoks et al. (2014); Schilthuizen & Kellermann (2014) sum-
marised in Meril€a & Hendry (2014)). The consensus from
these papers is that the contribution of plasticity outweighs
that of genetic adaptation, although this conclusion is largely
based on a failure to reject the null hypothesis that all pheno-
typic change is due to plasticity.
The conditions under which plasticity or genetic differentia-
tion are favoured has been explored extensively in a theoreti-
cal context. When there is no cost to plasticity and the
environmental cue is perfect, all spatial differentiation is
predicted to arise from a direct plastic response to spatial
variation in the environment (Via & Lande 1985). However,
as the cost of plasticity increases (van Tienderen 1997) or cue
reliability decreases (Gavrilets & Scheiner 1993) the plastic
response is reduced and genetic differences contribute to spa-
tial differentiation (de Jong 1999; Tufto 2000). As the scale of
environmental variation increases relative to the scale of dis-
persal, genetic differences start to play an increasingly domi-
nant role (Hadfield 2016). Although not well developed
theoretically (but see Edelaar et al. 2017), it has also been sug-
gested that species without active motility (such as plants) do
not have the capacity to move to environments in which they
are suited and are therefore exposed to a greater range of
environmental variation which requires a plastic response
(Bradshaw 1972; Huey et al. 2002).
Low gene-flow between environments, either through active
habitat choice or low migration, combined with high costs of
plasticity and low cue reliability are therefore expected to
favour genetic differentiation over plasticity as a cause of spa-
tial differentiation. Given the difficulty of measuring the cost
and accuracy of plasticity, empirical work has mainly concen-
trated on the explanatory power of gene-flow. Meta-analyses
have been used to show that the absolute strength of plasticity
is greater in plants than in animals (Acasuso-Rivero et al.
2019), which while consistent with active habitat choice reduc-
ing the need for plasticity, could also be because the continu-
ally growing modular structure of plants is more
developmentally labile (De Kroon et al. 2005). In contrast,
the absolute magnitude of genetic differentiation does not
appear to increase with increasing geographic distance (Leimu
& Fischer 2008) which is inconsistent with reduced gene-flow
promoting genetic differentiation. Outside of a meta-analytic
approach, Jacob et al. (2017) used an elegant experimental
evolution approach testing the effects of motility and migra-
tion. As predicted, they showed in their ciliate microcosms
that active habitat choice increases the amount of local adap-
tation, but surprisingly, reducing gene-flow by reducing the
rate of random migration had little effect.
While previous syntheses give some insight into the relative
contributions of plasticity and genetic differentiation to phe-
notypic divergence in space (Conover et al. 2009; Palacio-
Lopez et al. 2015) and time (Meril€a & Hendry 2014), they suf-
fer from several limitations. First, the use of informal, extreme
or arbitrary inclusion criteria makes it hard to know whether
their findings are general. Second, the unnecessary (and arbi-
trary, in the case of perfect/partial adaptive plasticity) discreti-
sation of a continuous metric makes it hard to judge in
quantitative terms the relative importance of plasticity versus
genetic differentiation. Third, the reliance on significance test-
ing may mean that observed patterns simply reflect statistical
power rather than biological effect, and finally, without cor-
recting for measurement error the number of studies falling
into rarer classes, such as maladaptive plasticity, are likely to
be inflated. In this paper, we collate data on non-fitness traits
from reciprocal transplant studies and avoid the above issues
using meta-analytic techniques to determine the average rela-
tive strength of genetic differentiation versus plasticity. In
addition, we quantify the degree to which the strength of the

















Figure 1 The classification scheme of Palacio-Lopez et al. (2015) (left) and
a classification scheme based on co/counter gradient variation (right). In
both cases the black dots represent the mean phenotypes of two
populations raised in their home environments such that their difference
is the in situ divergence (PAEA  PBEB, where PiEj refers to the average
phenotype of individuals from population i raised in the environment of
population of j: see Fig. 2). The solid black line represents the scenario
where 100% of the divergence is due to plasticity with no genetic
differentiation, and in this case the difference in mean phenotype between
the same population assessed in the two environments (either
PAEB – PAEA or PBEB  PBEA) would track this line. Coloured regions
denote plasticity induced phenotypes (PAEB – PAEA) that fall into the
different classes, which for perfect adaptive plasticity must lie in the
region 47–153% of the phenotypic divergence, and between 0–47% or
153–200% for partial adaptive plasticity.
© 2020 The Authors. Ecology Letters published by John Wiley & Sons Ltd.
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Data were collected using the search term ‘reciprocal trans-
plant experiment’ on the ISI Web of Science database on the
26th January 2018 and 22nd June 2018. Reciprocal transplant
experiments are those in which two populations are assayed in
their own and each other’s environment (Fig. 2) to test
whether phenotypic differences between populations are due
to genetic differences or a plastic response to environmental
variation. Two reciprocal transplant studies were also col-
lected using the search term ‘common garden experiment’, as
initially common garden studies were being screened as well.
There proved to be a lack of suitable common garden studies,
however, so this type of study was excluded from the analysis.
In total, 682 studies were screened from 1981 to 2018, which
comprises the total number of studies returned by the search.
Studies were chosen for inclusion in the meta-analysis based
on the following criteria: a phenotypic trait measurement for
each of the four treatment groups in the reciprocal transplant
(Fig. 2) was reported; standard errors for these measurements
could be extracted or calculated; distance between the studied
populations could be determined; the populations involved in
the reciprocal transplant were of the same species; and each
phenotypic measurement corresponded to one population.
Studies were excluded if they used lab populations or repli-
cated natural conditions in a laboratory or greenhouse, or if
the reciprocal transplant did not take place at the site where
individuals were collected. For 218 studies it was determined
from the abstract that the inclusion criteria were not met, and
of the remaining 464 studies a full reading was required. For
those studies, 375 did not meet the inclusion criteria (a sum-
mary of the reasons are given in the Supplementary materials
Data S1) and 87 studies were selected for inclusion in this
meta-analysis. Of the 87 species, only three species had been
subject to independent reciprocal transplant experiments.
Phenotypic means and their standard errors were either
extracted from the text or tables, calculated from publicly-
available raw data, or extracted from graphs using Web Plot
Digitizer (Rohatgi 2012). For studies where phenotypes were
measured over multiple time periods, the last time period was
used in each study for consistency, except for cases where no
standard error, or no measurement was reported for one or
more groups at the final time point, in which case the previous
time point was used. In studies that performed reciprocal trans-
plants with more than two populations, only the first two listed
populations were used to avoid issues with non-independence
during analysis. All traits were used unless they were calculated
from the same information (i.e. leaf width and leaf area), in
which case the first listed trait was used. In cases where stan-
dard deviation and sample size were reported, these were used
to calculate the standard error if it was not reported. Fitness
traits – traits that are inextricably tied to fitness (i.e. measures
of survival and/or fecundity) – were excluded. In total 200
traits were included, and there was little evidence of any publi-
cation bias (see Supplementary materials Data S1).
Effect size
The effect size extracted from these studies is the component
of the in situ phenotypic divergence between populations that
can be explained by plasticity, as opposed to genetic differen-
tiation. This is obtained from the four phenotypic measure-
ments collected from each study (Fig. 2), by calculating the
plastic component of the phenotypic difference (DE) and
dividing it by the total in-situ phenotypic divergence
(DH  the difference when in their home environments) to
give the plasticity metric (PL). The plastic component can be
determined as follows. Individuals from Population A in
Environment A (PAEA) and from Population A in Environ-
ment B (PAEB) are from a common genetic background but
experience different environmental conditions, and so the
Figure 2 The different populations involved in a reciprocal transplant experiment and the way in which they can be used to determine the plastic
component of phenotypic differences between populations. The green boxes indicate populations in their home environment, and orange boxes are
populations that have been transplanted. The phenotypic difference observed between the individuals of the same population in different environments is
identified as the difference due to plasticity.
© 2020 The Authors. Ecology Letters published by John Wiley & Sons Ltd.
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difference in phenotype can be ascribed to plasticity
(DEA = PAEAPAEB). Likewise, the difference in phenotype
between individuals from Population B in Environment A
(PBEA) and from Population B in Environment B (PBEB) can
be ascribed to plasticity (DEB). We take the average of these
as the plastic component of the phenotypic difference
(DE = (DEA + DEB)/2). If there is no genotype by environ-
ment interaction, such that the reaction norms of the two
populations only differ in intercept and not slope, we expect
DEA = DEB. The in situ phenotypic divergence (DH) is simply
the difference in phenotype between the two populations in
their home environments; the difference between Population
A in Environment A (PAEA) and Population B in Environ-
ment B (PBEB) (Box 1). The plasticity metric (PL) is then DE/
DH and lies between zero and one if there is co-gradient vari-
ation, but may be negative if there is wrong-sign plasticity, or
greater than one if there is hyperplasticity. It should be noted
that 1PL can be interpreted as the component of the in-situ
phenotypic divergence between populations that can be
explained by gene divergence.
Our PL metric is similar to that used by Palacio-Lopez et al.
(2015) but differs in an important way from absolute measures
of plasticity (Acasuso-Rivero et al. 2019) and genetic differenti-
ation (Leimu & Fischer 2008); absolute measures face the risk
of confounding the capacity to respond to an environmental
difference with the magnitude of the environmental difference
itself. For example, if researchers are better able to identify and
manipulate environmental variables that are important to
plants than they are for animals, then plasticity-induced
changes in phenotype would be larger in plants (Acasuso-Riv-
ero et al. 2019) even if plastic responses are comparable to those
in animals. Using the notation of Chevin et al. (2010) to make
this point clearer; if we assume the reaction norm b and the
environmental sensitivity of selection B are both linear func-
tions of the environment E, it is hard to tell whether the differ-
ences between plants and animals in their plasticity-induced
response to contrasting environments (|b[EAEB]|), is driven by
differences in |b| or |EAEB|. Likewise, if environmental differ-
ences increase with geographic distance it is hard to ascertain
whether greater genetic differentiation between distant sites
(Leimu & Fischer 2008) is due to low-gene flow facilitating a
response to divergent selection or whether the strength of diver-
gent selection on breeding value ((Bb)[EAEB]) is itself
greater. Since our PL metric is a relative measure of plasticity
versus genetic differentiation the magnitude of the underlying
environmental difference (EA  EB) should be largely con-
trolled for when assessing the ability to be plastic.
Moderators
All plants (48 species, 118 traits) were classified as sessile, and
animals (39 species, 82 traits) were classified as sessile (17 spe-
cies) or motile (22 species) depending on whether their adult
forms are anchored to a substrate. As proxies for the amount
of gene flow, the distance between study populations was also
recorded and plants were categorised into whether they were
wind (10), water (15) or animal (23) pollinated. Traits were
also classified as either being morphological (115), physiologi-
cal (34), growth (25), timing (17) or behavioural (6) following
Hansen et al. (2011). Three sex-allocation traits were left
uncategorised. Morphological traits mainly include measures
of organismal size, such as height, biomass and number of
structures such as leaves or branches. Physiological traits refer
to various traits related to metabolism, macromolecule con-
tent, and other biochemical processes. Growth traits refer to
changes in a quantity (usually a morphological trait) over
time. Timing traits (originally classified as life-history traits in
Hansen et al. (2011)) include measures of phenology and the
timing or duration of life-history stages.
Statistical analyses
If the sampling errors around the four assay means are inde-
pendent and normally distributed (as would be predicted from
large-sample theory) then the sampling distribution of the PL
metric can be derived (Marsaglia 1965, 2006). In general the
distribution is heavier-tailed than the normal, can be asym-
metric and bimodal and the median (the mean is undefined)
may not coincide with the true value. We employ three strate-
gies to overcome these issues which are discussed at length in
the Supplementary materials Data S1:
The normal model. If the sampling distribution of dDH does
not have much density close to zero (either because the in situ
phenotypic divergence is large, or because it is precisely mea-
sured) the sampling distribution of cPL can be approximated
by a normal (Marsaglia 2006). We therefore employ meta-
analysis using the delta method to obtain an approximate
standard error for PL given the standard errors of the four
means (using the msm package in R (Jackson 2011). Between-
observation effects not due to measurement error (i.e. ran-
dom-effect meta-analysis) and species effects were fitted as
random. This model was also refitted with log-distance
between populations and trait type as moderators together
with one of plant/animal, mobile/sessile or pollination mode
(plants only). The models were fitted in MCMCglmm (Had-
field 2010) using default (flat) priors.
The normal model failed to capture the leptokurtosis in cPL
so we also conducted a bivariate meta-analysis of dDH anddDA (the estimated difference in the two populations pheno-
types when away in each other’s environment; PBEAPAEB).
From the joint distribution of DH and DA (after accounting
for measurement error) we can obtain the distribution of PL
using results in Marsaglia (2006) since it can be obtained as
(DH + DA)/(2DH). However, even after accounting for varia-
tion in measurement error, the distribution of DH and DA
were far from normal. This is most likely due to different
traits been measured on different scales, and so we adopted
two strategies.
The ratio-t model. First we assumed independent Gaussian
sampling errors around the true values of DH and DA, and
pairs of these true values were assumed to come from a com-
mon (over pairs of values) bivariate normal distribution after
being subject to a rescaling:
D̂ij ¼ lj þ uij
 
si þ eij
where i indexes pairs of values, j indexes DH or DA, l are
fixed intercepts and u and e are observation level random
effects with the variance of e fixed at the statistics’ sampling
© 2020 The Authors. Ecology Letters published by John Wiley & Sons Ltd.
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variance. The squared scales of measurement (s2) were
assumed to come from an inverse gamma distribution with
the scale parameter being equal to the shape parameter. This
forces E[1/s2] to be one (since it is confounded with the vari-
ance of u) but has a free parameter determining the spread of
scales. The resulting compound distribution is a bivariate gen-
eralised t-distribution.
The ratio-sd-scaled model. Second, we standardised DH and
DA by the (weighted) average standard deviation of trait val-
ues (from PAEA and PBEB for DH, and from PAEB and PBEA
for DA) and assumed the sampling errors come from a scaled
non-central t-distribution (Hedges 1981; Camilli et al. 2010).
The true values of DH and DA were then assumed to come
from a common bivariate normal distribution as in the ratio-t
model. For the ratio-sd-scaled model 70 out of 200 observa-
tions had to be discarded because the standard deviations
were not available.
A difficulty with these two joint models of DH and DA is
that the signs of the two variables are arbitrary (depending on
whether population A is compared to B or vice versa) suggest-
ing that a model in which the moderators and species effects
determine their absolute values would make sense. However,
the ratio of their signs is not arbitrary. This precludes taking
absolute values, and in the absence of a solution to this prob-
lem we fitted a model without moderators and species effects.
The ratio-t model was fitted in STAN using diffuse normal
priors on the fixed effects, diffuse half-Cauchy priors on the
standard deviations (Gelman 2006) and inverse-gamma shape
parameter, and an LKJ prior (Lewandowski et al. 2009) with
a shape parameter of one on the correlation matrix. The ra-
tio-sd-scaled was fitted in MCMCglmm with flat priors.
The numerator of the PL metric is the average plastic
response of the two populations (DEA and DEB) and so only
captures the main effects of plasticity and not any GxE inter-
action. While we expect GxE interaction to be a dominant
source of variation for fitness traits (which we exclude) the
contribution of GxE interaction to non-fitness traits is less
clear (see Discussion). In order to test whether the slopes of
the reaction norms differed between populations (i.e. GxE
interaction) we also fitted an identical model to the ratio-sd-
scaled model but for DEA and DEB (rather than DH and DA).
We used the ratio-sd-scaled model rather than the ratio-t
model because differences in scale across traits might cause
DEA and DEB to be strongly correlated, and we felt that the
ratio-sd-scaled model would suffer from this issue less.
RESULTS
Although the quantitative inferences varied over model types,
and all models suffered inadequacies of some form in terms of
model fit, the general conclusions were reasonably consistent.
The posterior means (and 95% credible intervals) for the med-
ian value of PL in the three models were normal) 0.703
[0.623–0.787] (without moderators), ratio-t) 0.750 [0.694–
0.870] and ratio-sd-scaled) 0.677 [0.615–0.752] indicating that
in co-gradient cases plasticity on average explains more than
two-thirds of the between-population divergence. However,
there was substantial variation around this expectation and
the probability of a trait showing hyper-plasticity was normal)
0.159 [0.110–0.275] (without moderators), ratio-t) 0.314
[0.238–0.381] and ratio-sd-scaled) 0.244 [0.199–0.310] or show-
ing wrong-sign plasticity normal) 0.011 [0.002–0.032] ratio-t)
0.117 [0.094–0.152] and ratio-sd-scaled) 0.142 [0.108–0.171].
The probability of a trait showing too-steep maladaptive plas-
ticity (i.e. PL> 2) was essentially zero in the normal model but
0.079 [0.060 - 0.102] and 0.068 [0.057–0.093] for the ratio-t
and ratio-sd-scaled models, respectively. The probabilities of
counter-gradient variation (i.e. either hyper or negative-plas-
ticity) are normal) 0.219 [0.120–0.290] ratio-t) 0.437 [0.346–
0.516] and ratio-sd-scaled) 0.354 [0.310–0.457] and the proba-
bilities of maladaptive plasticity (i.e. either hyper (wrong-sign)
plasticity or too-steep plasticity) are normal) 0.011 [0.001–
0.032] ratio-t) 0.209 [0.156–0.250] and ratio-sd-scaled) 0.215
[0.166–0.261].
Best estimates (using the posterior means of the relevant
parameters) for the distribution of PL are plotted in Fig. 3.
As can be seen, the distributions of PL under the three mod-
els have similar central tendencies, but the normal model dif-
fers substantially from the other models in terms of tail
behaviour, and therefore the probabilities of hyper, negative
or too-steep plasticity reported earlier. We believe the ratio
models provide more robust estimates of these probabilities
given they allow for thick-tailed distributions that are a char-
acteristic of ratio distributions. Fig. 4 plots the joint distribu-
tion of PL and phenotypic divergence for each data point
using either the raw data or the posterior mean estimates
from the ratio-t and ratio-sd-scaled models.
For the normal model with moderator variables fitted, con-
trary to expectation the contribution of plasticity to popula-
tion divergence was estimated to be smaller in plants than
animals by an amount 0.113 [0.300 to 0.051], but this was























Figure 3 Inferred distribution for the ratio of plastic response to in-situ
divergence (PL) using the posterior mode parameter values from the three
models. Note the normal model assumes the distribution of PL is normal,
but the ratio-t and ratio-sd-scaled models assume the component parts of
PL are normal such that the distribution of PL is that given by Marsaglia
(1965).
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far from significant (pMCMC = 0.172). However, lumping
sessile animals with plants and contrasting them with motile
animals (Huey et al. 2002) provided greater support for plas-
ticity being weaker in sessile organisms (0.258 [0.476 to
0.057], pMCMC = 0.020). Using the model in which motile/
sessile was fitted, there was little evidence that different trait
types differed in the degree to which plasticity contributed to
divergence (the P-value from a Wald test using the posterior
means and covariances was 0.356), and the point estimates of
the difference between trait types (with morphology as the ref-
erence level) were small for growth (0.054 [0.237 to
0.116]), physiological (0.097 [0.247 to 0.066]) and timing
(0.029 [0.203 to 0.158]) traits, but larger for behavioural
traits (0.377 [0.772 to 0.023]) for which there was substan-
tial uncertainty. The effect of (log) distance between popula-
tions was small and non-significant (0.016 [0.011 to 0.045])
as were the effects of pollination mode (Wald test, P = 0.200),
with wind and water pollination (compared to animal pollina-
tion) coefficients being 0.107 [0.157 to 0.356] and 0.208
[0.483 to 0.112], respectively. The standard deviation of the
species effects was substantial (0.265 [0.197 to 0.343]) and
more than half the variation in PL (after controlling for the
fixed effects) was explained by species (0.744 [0.539 to 0.900]).
The correlation between DEA and DEB across traits, after
accounting for measurement error, was 0.872 [0.798 to 0.912]
indicating similar reaction norms and therefore weak genotype
by environment interaction.
DISCUSSION
To the best of our knowledge, the relative importance of plas-
ticity versus genetic differentiation at explaining phenotypic
divergence has not previously been assessed in a fully quanti-
tative manner. Our results suggest that there is substantial
between-species and between-trait variation in the degree to
which plasticity causes phenotypic divergence, but on the
whole plasticity is the dominant cause. For traits that exhibit
co-gradient variation, where plasticity-induced differentiation
and genetic differentiation have the same sign (Conover &
Schultz 1995), plasticity is approximately twice as important
as genetic differentiation. Plasticity itself was only weakly
genetically differentiated between populations (i.e little G by
E interaction) but there was strong evidence that counter-gra-
dient variation, where plasticity-induced differentiation and
genetic differentiation have opposing signs (Conover &
Schultz 1995), is moderately common.
In a similar literature-based study of plasticity in plants,
Palacio-Lopez et al. (2015) discretised a related metric to ours
in order to make qualitative assessments. In particular, they
























Too−steep Partial Perfect Wrong−sign
Figure 4 Joint distribution of the ratio of plastic response to in-situ divergence (PL) against the standardised in situ phenotypic divergence
(DH = PAEA  PBEB where PiEj refers to the average phenotype of individuals from population i raised in the environment of population of j) with points
coloured by the classification system of Palacio-Lopez et al. (2015) and the dashed lines separating (from top to bottom) wrong-sign plasticity, co-gradient
variation and hyperplasticity. The top figure represents the raw data (i.e. cPL) and phenotypic divergence is scaled by the average phenotype across the two
environments (PAEA + PBEB)/2. The middle and bottom figures represent an MCMC draw from the meta-analytic estimates of PL and phenotypic
divergence from the ratio-t and ratio-sd-scaled models respectively. In all plots, any points for which PL> 4 are plotted at PL = 4 and any points for which
PL < 4 are plotted at PL = 4. In the three plots 14, 10, and 8 points have been subject to truncation, respectively.
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plasticity (Ghalambor et al. 2007) and found that maladaptive
plasticity existed in a third of cases. Our best estimates of the
prevalence of maladaptive plasticity are considerably lower
than this because we control for the sampling errors that tend
to result in estimates that fall into extreme categories. In addi-
tion, our analyses also suggest that many cases of maladaptive
plasticity are most likely associated with very low phenotypic
divergence such that the absolute strength of maladaptation
may be weak (Fig. 3). In an informal qualitative review of
spatial and temporal differentiation in plants and animals,
Conover et al. (2009) suggested that more than three-quarters
of traits exhibit counter-gradient variation, where plastic and
genetic differentiation between populations differ in sign
(Conover & Schultz 1995). Here we show that spatial counter-
gradient variation is considerably rarer than this and is mainly
caused by hyper-plasticity whereby the plasticity-induced
response is the same sign as phenotypic divergence but greater
in magnitude. Again, our more conservative estimates are
expected since informal literature reviews compound the prob-
lems of ignoring sampling errors with selection bias and the
conflation of effect size with statistical significance (Palmer
2000). The temporal studies included in Conover et al. (2009)
are a case in point; the three studies included in the review
(Merila et al. 2001; Garant et al. 2004; Wilson et al. 2007)
were the only reports of putative temporal counter-gradient
variation among examples dominated by co-gradient varia-
tion, and in all cases the exceptionally small effect sizes were
overlooked in favour of statistical significance (that turned
out to be erroneous, Hadfield et al. 2010).
Although we believe the importance of counter-gradient
variation has been over-stated, we do acknowledge that our
analyses suggest that it should exist with moderate frequency.
This is surprising since co-gradient variation is the expected
outcome from most theoretical models of spatially varying
selection (Gavrilets & Scheiner 1993; de Jong 1999; Tufto
2000). Verbal models of why counter-gradient variation arises
often invoke adaptive evolutionary changes that are required
to counteract sub-optimal plastic responses induced by novel
environments (Conover & Schultz 1995). Confirming this,
counter-gradient variation in gene expression has been shown
to repeatedly evolve when populations are exposed to new
experimental environments (Ghalambor et al. 2015; Huang &
Agrawal 2016). Over longer time-scales however, such sub-op-
timal plastic responses are expected to disappear, and so
under this view the moderate prevalence of counter-gradient
variation that we find suggests that populations are often in
novel environments in which plastic responses have yet to
evolve to their optimal values. Two ideas may be put forward
against this viewpoint. First, counter-gradient patterns can
also arise at equilibrium through adaptive plastic responses
that have evolved to cope with both temporal and spatial
environmental variation (King & Hadfield 2019) and there is
little empirical work to gauge whether this is likely. Second, in
our data, counter-gradient variation, like maladaptive plastic-
ity, is often associated with low phenotypic divergence, and
while low phenotypic divergence could be driven by genetic
and plastic responses that are large in magnitude but opposite
in sign, it seems more likely that low phenotypic divergence is
also associated with low genetic and plastic divergence. As
phenotypic divergence approaches zero, our metric will tend
to extreme values of hyper- or negative-plasticity, even if the
absolute strength of plasticity is weak, and such patterns
might simply be driven by drift as opposed to genetic compen-
sation (Grether 2005) opposing strong maladaptive plasticity.
Our conclusion that plasticity plays a more important role
than genetic differentiation in determining spatial divergence
is in agreement with the qualitative conclusions drawn from
studies that look at phenotypic differentiation in time (Gien-
app et al. 2006; Meril€a & Hendry 2014), but determining
whether they are quantitatively similar will require a formal
meta-analysis of temporal patterns. However, a number of
methodological differences between quantifying spatial and
temporal patterns would need to be considered. First, recipro-
cal transplant studies are a relatively clean way to separate
plasticity from genetic differentiation, whereas the non-experi-
mental model-based approaches for detecting temporal
changes in genetic value can be biased by model assumptions
(Hadfield et al. 2011). In contrast to this, the choice of time
points to sample within a population is often made blindly
with respect to environmental conditions, whereas the choice
of populations is rarely random in reciprocal transplant stud-
ies. In particular, studies which choose to reciprocally trans-
plant at small spatial scales seem to choose populations that
are from contrasting environments (Galloway & Fenster
2000). In these cases plasticity is predicted to play a more
dominant role compared to populations which had been cho-
sen at random with respect to distance and/or environment
(Hadfield 2016). This would inflate our estimates of the
importance of plasticity, but the lack of relationship between
the amount of plasticity and distance between populations
[see below] suggests that the bias may not be large.
Different traits in the same species exhibited similar levels
of plasticity, which at face value suggests there are species-
level characteristics that promote plasticity over genetic differ-
entiation. Our main predictor of whether a species should
exhibit plasticity over genetic differentiation was whether the
species was sessile or motile, with the expectation that sessile
species should be more plastic because they cannot move to
environments in which they are adapted (Bradshaw 1972).
However, we found that if anything phenotypic divergence in
sessile organisms has a reduced contribution from plasticity.
This result is opposite to what we expect and appears to con-
tradict a previous meta-analyses showing that plants have
greater absolute levels of plasticity (Acasuso-Rivero et al.
2019). One explanation for this pattern is that absolute levels
of plasticity are higher in sessile organisms, but the spatial
scale of dispersal may be lower resulting in an even greater
increase in the absolute amount of genetic differentiation
(Slatkin 1978; Hadfield 2016). We tried to test more generally
whether low rates of gene-flow facilitate genetic differentiation
but although the distance between reciprocal transplant popu-
lations was positively related to the amount of phenotypic
divergence explained by genetic differentiation, the relation-
ship was weak and far from significant. This result should be
taken with caution, however, because different species are
likely to have very different dispersal distances and the corre-
lation between distance and gene-flow might be quite weak.
Compounding this problem, if researchers choose populations
© 2020 The Authors. Ecology Letters published by John Wiley & Sons Ltd.
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to reciprocally transplant based on the scale of dispersal for
that species (for example if populations at a distance of 1km
are chosen for a low-dispersal species, but populations at a
distance of 100km are chosen for a high-dispersal species),
our proxy may then only be very weakly correlated with gene-
flow, and at the limit may be uninformative when researchers
can perfectly calibrate the distance between populations with
the scale of dispersal. Within-species studies should suffer
from this issue less, and indeed several such studies have
found evidence of local-adaptation scaling with distance (e.g.
Galloway & Fenster 2000; Joshi et al. 2001) despite a
between-species meta-analysis failing to find such a pattern
(Leimu & Fischer 2008). For plants we used pollination mode
as an additional proxy for gene flow with the expectation that
because wind-pollinated plants have increased gene flow com-
pared to animal-pollinated plants (Hamrick et al. (1979), but
see Friedman & Barrett (2009)) plasticity should play a more
dominant role in any phenotypic divergence. As with distance,
the point estimate was consistent with expectation but far
from significant. Alternative proxies of gene flow using genetic
marker information may prove more suitable (but see Boho-
nak (1999), Whitlock & Mccauley (1999)) but unfortunately
only seven of the studies in our meta-analysis reported Fst val-
ues for their populations.
Although our predictors explained very little of the sub-
stantial between-species variation, it should be borne in mind
that in the vast majority of species measurements of multiple
traits came from a single paper and therefore a single pair of
populations. It is therefore possible that some unknown frac-
tion of the between-species variation in our plasticity metric
is due to the particular pair of populations within each spe-
cies that were transplanted. Moreover papers often focus on
a non-random subset of traits and so it is possible that some
of the observed species variation may also be due to varia-
tion across trait-types in their propensity to be plastic. How-
ever, our broad categorisation of traits into morphological,
behavioural, physiological, growth and timing traits failed to
find substantial differences. Previous meta-analyses and syn-
theses have found life-history traits to have lower heritabili-
ties than other trait types (Postma 2014; Mittell et al. 2015)
or morphological (Mousseau & Roff 1987), and specifically
size traits (Hansen et al. 2011) to have higher heritabilities.
The fact that we do not see these patterns recapitulated at
the between-population level casts doubt on the utility of
substituting phenotypic measures of relative divergence (Pst;
Leinonen et al. (2006)) for genetic measures (Qst; Wright
(1951), Spitze (1993)) since the validity of this substitution
assumes genetic variation has the same proportional contri-
bution to both within and between population variation
(Brommer 2011). However, given there are relatively few
non-morphological traits in our analyses (and life-history
traits were omitted) we urge caution in accepting our null
result without further investigation.
For the non-fitness traits we analysed, we found a strong
correlation between the plastic responses of each paired popu-
lation, and so very little evidence for strong GxE interactions.
This is in direct contrast to meta-analyses of fitness traits that
have found substantial local-adaptation (Hereford 2009) since
metrics of local-adaptation, when averaged over comparisons,
equal the difference in the plastic response of fitness among
populations (i.e. DEADEB) and therefore represent GxE
interaction (Blanquart et al. 2013). This suggests that the
genetic determination of traits may be relatively insensitive to
the environmental context, and that local adaptation is pri-
marily driven by trait-fitness relationships that vary over envi-
ronments. A similar pattern has been found in the sexual
antagonism literature where the cross-sex genetic correlation
is close to one for non-fitness traits, but reduced for fitness
components (Poissant et al. 2010).
In conclusion, we show that plasticity plays a dominant role
in explaining between-population phenotypic divergence, and
that it usually acts in the same direction as genetic differentia-
tion, consistent with it being adaptive. Nevertheless, substan-
tial variation exists, and in a large minority of cases plasticity
can act in opposition to genetic differentiation, and in a small
minority of cases may even be maladaptive.
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