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Analisis WarpPLS memiliki tiga algoritma, yaitu algoritma 
pendugaan parameter outer model, inner model, dan algoritma 
pengujian hipotesis yang terdiri dari beberapa pilihan metode 
resampling yaitu Stable1, Stable2, Stable3, Bootstrap, 
Jackknife, dan Blindfolding. Tujuan penelitian ini yaitu 
menerapkan analisis WarpPLS dengan membandingkan keenam 
metode resampling berdasarkan efisiensi relatif dari pendugaan 
parameter pada keenam metode. Penelitian ini menggunakan 
data sekunder hasil kuesioner dengan 1 variabel bersifat formatif 
dan 2 variabel bersifat reflektif. Data sekunder untuk Indeks 
Kepuasan Layanan Infrastruktur (IKLI) diperoleh dari Laporan 
Studi Perencanaan Pembangunan Daerah Pertumbuhan 
Ekonomi dan Indeks Gini Kota Malang Tahun 2018, sedangkan 
data sekunder untuk Indeks Modal Sosial (IMS) dan Indeks 
Pembangunan Masyarakat (IPMas) diperoleh dari Laporan 
Penelitian Indikator Kinerja Daerah Indeks Pembangunan 
Manusia dan Angka Kemiskinan Kota Malang Tahun 2018. 
Hasil pada penelitian ini menunjukkan bahwa berdasarkan dua 
kriteria yang digunakan yaitu perhitungan efisiensi relatif serta 
measure of fit sebagai kebaikan model yang dihasilkan, dapat 
disimpulkan bahwa metode resampling Jackknife merupakan 
metode yang paling efisien, diikuti dengan metode Stable1, 
Bootstrap, Stable3, Stable2, dan Blindfolding. 
 
Kata kunci: Partial Least Square, Resampling, WarpPLS  
v 
PARAMETERS ESTIMATOR EFFICIENCY OF 




WarpPLS analysis has three algorithms, namely the parameter 
estimation algorithm outer model, inner model, and hypothesis 
testing algorithm that consisting of several choices of 
resampling methods, namely Stable1, Stable2, Stable3, 
Bootstrap, Jackknife, and Blindfolding. The purpose of this 
study is to apply the WarpPLS analysis by comparing the six 
resampling methods based on the relative efficiency of 
parameter estimates on the six methods. This study uses 
secondary data from questionnaires with 1 formative variable 
and 2 reflective variables. Secondary data for the Infrastructure 
Service Satisfaction Index (IKLI) were obtained from the 
Regional Development Planning Study Report on Economic 
Growth and the Gini Index of Malang City in 2018, while 
secondary data for the Social Capital Index (IMS) and 
Community Development Index (IPMas) were obtained from 
Region of Human Development Index and Poverty Rate 
Research Report of Malang City in 2018. The results of this 
study shows that based on the two criteria used, namely 
calculation of relative efficiency and measure of fit as the good 
of the model produce, it can be concluded that Jackknife's 
resampling method is a more efficient method, followed by the 
Stable1, Bootstrap, Stable3, Stable2, and Blindfolding methods. 
 




 Bismillaahirrohmaannirrohim segala puji hanya milik Allah 
SWT, Dzat yang telah melimpahkan berbagai kenikmatan, karunia 
dan pertolongan, khususnya kepada penulis, sehingga penulis dapat 
menyelesaikan skripsi ini. Shalawat dan salam semoga senantiasa 
terlimpahkan pada junjungan kita Nabi Muhammad SAW, juga 
segenap keluarga, sahabat, serta umat beliau hingga akhir zaman nanti. 
Aamiin Ya Robbal Alamin. 
 Penulis menyadari bahwa dalam penyusunan sampai 
penulisan skripsi ini sudah mendapatkan banyak bantuan serta 
dukungan. Oleh sebab itu penulis menyampaikan rasa hormat yang 
setinggi-tingginya dan mengucapkan banyak terima kasih kepada: 
1. Papa Purnomo, Mama Ida Royanik, dan Adik Alvienza Purenda 
Ivarra yang selalu pengertian, memberikan dukungan terbaik 
apapun keadaannya. 
2. Bapak Dr. Ir. Solimun, MS selaku dosen pembimbing yang telah 
meluangkan banyak waktu dan selalu sabar dalam membimbing 
dan memberikan saran pada penulis dalam penyusunan skripsi ini. 
3. Bapak Darmanto, S.Si., M.Si., selaku dosen penguji 1 yang telah 
membimbing dan memberikan banyak saran kepada penulis dalam 
penyusunan skripsi ini. 
4. Ibu Dr. Suci Astutik, S.Si., M.Si., selaku dosen penguji 2 yang 
telah menjadi ibu, membimbing, dan memberikan banyak saran 
kepada penulis dalam penyusunan skripsi ini. 
5. Ibu Rahma Fitriani, S.Si., M.Sc., Ph.D selaku Ketua Jurusan 
Statistika dan Bapak Achmad Efendi, S.Si., M.Sc., Ph.D selaku 
Ketua Program Studi Sarjana Statistika. 
6. Bapak Dr. Adji Achmad Rinaldo F., S.Si., M.Sc., Ibu Luthfatul 
Amaliana, S.Si., M.Si., Ibu Nurjannah., S.Si., M.Phil., Ph.D., Ibu 
Indah Yanti, S.Si., M.Si dan Ibu Riyanti Isaskar yang telah 
membimbing sekaligus menjadi orang tua selama di kampus.. 
7. Seluruh jajaran dosen, staff, dan karyawan Jurusan Statistika 
Universitas Brawijaya yang telah membantu proses penyelesaian 
skripsi. (Pak Ni, Bu Ririn, Mas Mamad, Mas Agung, Mas Owi) 
8. Keluarga besar KKU.PSBM khususnya Batch 4 (Mita, Putri, 
Lyshe, Bella, Trias, Hanny, Isam, Chacha, Puput) yang telah 
memberikan semangat, dukungan, bantuan moral dan finansial 
serta saran-saran dalam penulisan skripsi. 
vii 
9. Teman-teman Statistika 2015 atas kebersamaan, perjuangan, 
bantuan dan dukungan yang selama ini diberikan. 
10. Teman-teman jajaran Direksi dan Badan Operasional Studio 
Statistika khususnya Divisi Marketing dan Subdivisi Media; 
HIMAMASTA khususnya Mekra Secant dan Mekra Star, serta 
IHMSI bidang KOMINFO yang telah memberi banyak ilmu. 
11. Teman-teman kepanitiaan selama kuliah: Maba Present15, 
Pormaba16, MGEN16, MUNAS IHMSI XIII, MDAY16, 
MPCOM16-17, MTQMN XV’17, GBQ V’17, NSC17, FCAMP17, 
ENJ’17, EPM’18 yang telah menjadi tempat berproses. 
12. Pejuang pulau 3T: Nessa Septianingsih, Isnaini Yuliana Wardani, 
Nia Karomatul Aulia, M.Iqbal Najib Fahmi, Fakhrizal Azka 
Ramadhan, Ismi Salamatus Salbiyah dan Danniary Ismail Faroni. 
13. Sasgia Sukmisari, Debby Lolita, Candra Indri Lestari, Durrah Izza 
Zharfani, Rahma Hidayanti, Alfan Alief Sektiananda, Novita Putri 
Kurnia Dewi, Sofi Atin, Nawang Laksa Wiguna, Wahyu 
Romaningsih, Rochmatul Ummah, Shinta Erincia Tobing, Citra 
Regita Permata Adi, Aisyah Aryandani, Fauziah Roshafara, 
Jesvika Sari Melyana Sihombing, Hafizh Iman Naufal, Ranti 
Reflis, Yeni Arisa Cahyanti, Kartika Aninta, dan Dita Wanda 
Dinihari yang telah menjadi pemanis semasa kuliah. 
14. Saudara seperjuangan WarpPLS: Briga Auditya Afdhal, Lyshe 
Martya Herlistriana dan sahabat terbaik saya Armita Dwi Fairuz 
yang telah banyak sekali membantu mencerahkan kegelapan. 
15. Krisna Wahyu Hermawan, Mbak Indana Zulfa, Fahrissa Adya 
Hutami, Mas Ahmad Ibnu Athoillah, Mbak Anggie Ernanda Kholis 
yang selalu sedia 24/7. 
16. Junifsa Afly Prameswari dan Auzano Adli Dzil Ikram yang telah 
menjadi Susi dan Dilan, penyemangat jarak jauh kapanpun butuh. 
17. Seluruh sahabat dan orang yang saya sayangi yang sudah 
memberikan dukungan, semangat, dan motivasi yang tidak bisa 
disebutkan satu-persatu. 
 Penulis menyadari bahwa dalam penyusunan skripsi ini masih 
terdapat banyak kekurangan. Oleh karena itu, diharapkan saran dan 
kritik yang membangun agar penulis dapat menyusun laporan yang 
lebih baik di lain kesempatan. Semoga skripsi ini memberikan manfaat 
bagi semua pihak yang membutuhkan. 
Malang, Juli 2019 




HALAMAN JUDUL .......................................................................... i 
LEMBAR PENGESAHAN .............................................................. ii 
LEMBAR PERNYATAAN ............................................................. iii 
ABSTRAK ......................................................................................... iv 
ABSTRACT ....................................................................................... v 
KATA PENGANTAR ...................................................................... vi 
DAFTAR ISI ................................................................................... viii 
DAFTAR GAMBAR ......................................................................... x 
DAFTAR TABEL ............................................................................. xi 
DAFTAR LAMPIRAN ................................................................... xii 
BAB I PENDAHULUAN .................................................................. 1 
1.1. Latar Belakang ................................................................... 1 
1.2. Rumusan Masalah .............................................................. 2 
1.3. Tujuan Penelitian ............................................................... 3 
1.4. Manfaat Penelitian ............................................................. 3 
1.5. Batasan Masalah ................................................................ 3 
BAB II  TINJAUAN PUSTAKA...................................................... 5 
2.1. Pemodelan Persamaan Struktural (SEM) .......................... 5 
2.2. Pendekatan WarpPLS pada SEM ...................................... 5 
2.3. Metode WarpPLS .............................................................. 6 
     2.3.1. Stable1 ..................................................................... 7  
     2.3.2. Stable2 ..................................................................... 7 
     2.3.3. Stable3 ..................................................................... 7 
     2.3.4. Bootstrap ................................................................. 8 
     2.3.5. Jackknife .................................................................. 8 
     2.3.6. Blindfolding ............................................................. 9 
2.4. Prosedur Analisis WarpPLS ............................................ 10 
2.4.1. Merancang Model Struktural (Inner Model) ........ 10 
2.4.2. Merancang Model Pengukuran (Outer Model) .... 10 
2.4.3. Mengkonstruksi Diagram Jalur............................. 11 
2.4.4. Identifikasi Model ................................................. 12 
2.4.5. Pendugaan/Estimasi Parameter ............................. 13 
2.4.6. Evaluasi Goodness of Fit ...................................... 16 
2.4.7. Pengujian Hipotesis (Resampling) ....................... 18 
2.5. Asumsi pada WarpPLS .................................................... 19 
     2.5.1. Asumsi Linieritas .................................................. 20 
2.6. Besar Sampel pada WarpPLS .......................................... 21 
ix 
2.7. Model Indikator Reflektif ................................................ 21 
2.8. Model Indikator Formatif ................................................ 22 
2.9. Efisiensi Relatif ................................................................ 22 
2.10. Measure of Fit dan Signifikansi pada Beberapa Metode  
         Resampling ..................................................................... 23 
2.11. Variabel Penelitian dan Pengukuran Variabel .............. 24 
2.12. Variabel Penelitian ......................................................... 25 
   2.12.1 Indeks Kepuasan Layanan Infrastruktur (IKLI) . 25 
   2.12.2. Indeks Modal Sosial (IMS) ................................ 25 
   2.12.3. Indeks Pembangunan Masyarakat (IPMas)........ 26 
BAB III METODE PENELITIAN ................................................ 29 
3.1. Data Penelitian ................................................................. 29 
3.2. Langkah-Langkah Penelitian ........................................... 29 
3.3. Variabel Penelitian dan Operasional Penelitian .............. 31 
3.4. Merancang Model Struktural dan Model Pengukuran .... 31 
3.5. Mengkonstruksi Diagram Jalur dan Konversi ke Sistem    
Persamaan........................................................................ 32 
3.6. Pengujian Asumsi ............................................................ 33 
3.7. Evaluasi Model ................................................................ 33 
3.8. Efisiensi pada metode Resampling .................................. 34 
3.9. Measure of Fit dan Signifikansi pada Beberapa Metode 
Resampling ...................................................................... 34 
BAB IV HASIL DAN PEMBAHASAN ........................................ 35 
4.1. Analisis SEM dengan Pendekatan WarpPLS .................. 35 
   4.1.1. Uji Asumsi Linieritas Inner Model ...................... 35 
   4.1.2. Evaluasi Model Struktural (Inner Model) ............ 35 
   4.1.3. Evaluasi Model Pengukuran (Outer Model) ........ 37 
   4.1.4. Pengujian Hipotesis Inner Model dan Outer Model     
             ............................................................................... 39 
   4.1.5. Uji Efisiensi .......................................................... 45 
BAB V PENUTUP ........................................................................... 55 
5.1. Kesimpulan ...................................................................... 55 
5.2. Saran ................................................................................. 55 
DAFTAR PUSTAKA ...................................................................... 57 






                    Hal 
Gambar 2.1 Ilustrasi Resampling Bootstrap ....................................... 8 
Gambar 2.2 Ilustrasi Resampling Jackknife ........................................ 9 
Gambar 2.3 Ilustrasi Resampling Blindfolding ................................... 9 
Gambar 2.4 Diagram Jalur ................................................................ 11 
Gambar 3.1 Diagram Alir Langkah-langkah Penelitian ................... 29 
Gambar 3.2 Diagram Jalur Penelitian ............................................... 32 
Gambar 4.1 Diagram Jalur Hasil Pengujian Hipotesis ..................... 40 
Gambar 4.2 Hasil Perhitungan Outer Model Indeks Kepuasan 
Layanan Infrastruktur ................................................... 42 
Gambar 4.3 Hasil Perhitungan Outer Model Indeks Modal Sosial .. 43 









                                  Hal 
Tabel 2.1 Model Fit and Quaity Indices ........................................... 18 
Tabel 2.2 Efisiensi dari Dua Penduga............ ................................... 23 
Tabel 3.1 Klasifikasi Variabel Penelitian ......................................... 31 
Tabel 3.2 Efisiensi dari Dua Buah Penduga ..................................... 34 
Tabel 4.1 Hasil Uji Linieritas ............................................................ 35 
Tabel 4.2 Model Fit and Quality Indices .......................................... 36 
Tabel 4.3 Nilai Loading Factor ........................................................ 37 
Tabel 4.4 Nilai Indicator Weight ...................................................... 37 
Tabel 4.5 Nilai AVE .......................................................................... 37 
Tabel 4.6 Nilai Composite Reliability ............................................... 38 
Tabel 4.7 p-value Inner Model .......................................................... 39 
Tabel 4.8 p-value Outer Model Variabel IKLI ................................. 41 
Tabel 4.9 p-value Outer Model Variabel IMS .................................. 43 
Tabel 4.10 p-value Outer Model Variabel IPMas ............................ 44 
Tabel 4.11 Standard Error Masing-masing Resampling.................. 45 
Tabel 4.12 Uji Efisiensi antara Stable1 dan Stable2......................... 46 
Tabel 4.13 Uji Efisiensi antara Stable1 dan Stable3......................... 46 
Tabel 4.14 Uji Efisiensi antara Stable1 dan Bootstrap ..................... 47 
Tabel 4.15 Uji Efisiensi antara Stable1 dan Jackknife ..................... 47 
Tabel 4.16 Uji Efisiensi antara Stable1 dan Blindfolding ................ 48 
Tabel 4.17 Uji Efisiensi antara Stable2 dan Stable3......................... 48 
Tabel 4.18 Uji Efisiensi antara Stable2 dan Bootstrap ..................... 49 
Tabel 4.19 Uji Efisiensi antara Stable2 dan Jackknife ..................... 49 
Tabel 4.20 Uji Efisiensi antara Stable2 dan Blindfolding ................ 50 
Tabel 4.21 Uji Efisiensi antara Stable3 dan Bootstrap ..................... 50 
Tabel 4.22 Uji Efisiensi antara Stable3 dan Jackknife ..................... 51 
Tabel 4.23 Uji Efisiensi antara Stable3 dan Blindfolding ................ 51 
Tabel 4.24 Uji Efisiensi antara Bootstrap dan Jackknife.................. 51 
Tabel 4.25 Uji Efisiensi antara Bootstrap dan Blindfolding............. 52 




        Hal 
Lampiran 1. Coding Linieritas dengan RRT .................................... 59 
Lampiran 2. Hasil Uji Linieritas dengan Program R ........................ 61 
Lampiran 3. Hasil Analisis dengan Stable1 ...................................... 62 
Lampiran 4. Hasil Analisis dengan Stable2 ...................................... 65 
Lampiran 5. Hasil Analisis dengan Stable3 ...................................... 68 
Lampiran 6. Hasil Analisis dengan Bootstrap .................................. 71 
Lampiran 7. Hasil Analisis dengan Jackknife ................................... 74 
Lampiran 8. Hasil Analisis dengan Blindfolding .............................. 77 















1.1. Latar Belakang 
Statistika merupakan ilmu pengetahuan yang terus berkembang 
seiring berjalannya waktu. Metode-metode dalam ilmu statistika terus 
mengalami perkembangan, salah satunya adalah Structural 
Equational Modeling (SEM) atau biasa disebut dengan pemodelan 
persamaan struktural. Pemodelan ini merupakan suatu teknik yang 
digunakan untuk mendeskripsikan keterkaitan hubungan linier secara 
simultan antara variabel-variabel pengamatan, yang sekaligus 
melibatkan variabel laten yang tidak dapat diukur secara langsung 
(Solimun, 2002). Analisis SEM pada awalnya menggabungkan antara 
sistem persamaan simultan atau analisis jalur, atau analisis regresi 
dengan analisis faktor. 
Paket program yang sering digunakan di Indonesia untuk 
analisis SEM adalah AMOS, tetapi paket program tersebut hanya 
dapat digunakan pada model indikator reflektif, sedangkan hubungan 
antar variabel laten, dapat berupa rekursif atau tidak rekursif. Jika 
model struktural mengandung variabel laten yang memiliki indikator 
reflektif dan formatif, maka analisis SEM dengan paket program 
AMOS tidak dapat digunakan (Solimun dkk, 2017). 
Partial Least Square (PLS) merupakan suatu model yang 
dikembangkan untuk situasi di mana dasar teori pada perancangan 
model lemah atau belum ditemukan dan atau terdapat indikator yang 
tidak memenuhi model pengukuran reflektif sehingga bersifat 
formatif. PLS mampu menghindari faktor yang tidak dapat ditentukan 
(factor indetermincy), yaitu adanya lebih dari satu faktor yang terdapat 
variabel laten yang merupakan kombinasi linier dari anggotanya. 
Analisis PLS kemudian semakin berkembang, salah satunya dengan 
adanya paket program komputer bernama WarpPLS. Metode 
WarpPLS selain bisa digunakan untuk model tidak rekursif, juga 
dilengkapi dengan model nonlinier (Warp). Analisis WarpPLS 
memiliki tiga algoritma, yaitu algoritma pendugaan parameter outer 
model, inner model, dan algoritma pengujian hipotesis.  
Algoritma pengujian hipotesis pada WarpPLS menggunakan 
algoritma resampling yang terdiri dari berbagai pilihan metode 
resampling yaitu Stable1, Stable2, Stable3, Bootstrap, Jackknife, dan 
Blindfolding. Metode Stable1, Stable2, dan Stable3 merupakan 
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metode resampling terbaru dalam analisis WarpPLS. Metode ini 
menggunakan pendekatan atau metode quasi-parametric yaitu p-
value yang didekati dengan nilai rata-rata. Ketiga metode ini 
cenderung menghasilkan dugaan yang bersifat konsisten.  
Pada metode resampling Bootstrap, resampling dilakukan 
dengan besar sampel tertentu dan diulang sebanyak 100 untuk 
mencapai konvergen. Pada metode Jackknife, resampling dilakukan 
dengan membuang satu baris (satu sampel) dan diulang sampai sampel 
yang terakhir. Sedangkan untuk metode Blindfolding lebih mirip 
dengan metode Jackknife, akan tetapi data baris pertama diganti 
dengan rata-rata setiap kolom (variabel), kemudian dilanjutkan sampai 
baris terakhir. Dari keenam metode resampling tersebut, yang paling 
sering digunakan adalah metode resampling Bootstrap.  
Menurut Himawan (2018), dalam penelitiannya menyebutkan 
bahwa metode resampling Blindfolding lebih efisien dibandingkan 
dengan metode resampling Bootstrap. Kock (2014) menyebutkan 
bahwa metode resampling Stable3 yang menjadi default setting pada 
paket program WarpPLS juga lebih efisien daripada metode 
resampling Bootstrap dan Stable2. Oleh karena itu, pada penelitian ini 
ingin diketahui metode resampling manakah yang paling efisien dari 
keenam metode resampling yang terdapat pada analisis WarpPLS, 
yaitu antara metode Stable1, Stable2, Stable3, Bootstrap, Jackknife, 
dan metode resampling Blindfolding khususnya pada data yang 
digunakan yaitu Indeks Kepuasan Layanan Infrastruktur, Indeks 
Modal Sosial, dan Indeks Pembangunan Masyarakat Kota Malang. 
 
1.2. Rumusan Masalah 
Berdasarkan latar belakang yang sudah dipaparkan, maka 
rumusan masalah dalam penelitian ini adalah : 
1. Bagaimana penerapan metode resampling Stable1, Stable2, 
Stable3, Bootstrap, Jackknife dan metode Blindfolding pada 
pemodelan persamaan struktural dengan pendekatan WarpPLS 
pada data Indeks Kepuasan Layanan Infrastruktur, Indeks 
Modal Sosial, dan Indeks Pembangunan Masyarakat Kota 
Malang? 
2. Metode resampling apakah yang paling efisien dalam 
pemodelan persamaan struktural dengan pendekatan WarpPLS 
antara metode Stable1, Stable2, Stable3, Bootstrap, Jackknife 
dan metode Blindfolding pada data Indeks Kepuasan Layanan 
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Infrastruktur, Indeks Modal Sosial, dan Indeks Pembangunan 
Masyarakat Kota Malang? 
 
1.3. Tujuan Penelitian 
Tujuan yang ingin dicapai dalam penelitian ini yaitu untuk 
mengetahui metode resampling yang lebih efisien dalam pemodelan 
persamaan struktural dengan pendekatan WarpPLS antara metode 
resampling Stable1, Stable2, Stable3, Bootstrap, Jackknife dan 
metode resampling Blindfolding pada data Indeks Kepuasan Layanan 
Infrastruktur, Indeks Modal Sosial, dan Indeks Pembangunan 
Masyarakat Kota Malang. 
 
1.4. Manfaat Penelitian 
Hasil penelitian ini diharapkan dapat memberikan manfaat 
sebagai berikut. 
1. Menambah pengetahuan dalam bidang ilmu statistika mengenai 
resampling Stable1, Stable2, Stable3, Bootstrap, Jackknife, dan 
Blindfolding yang diterapkan pada pemodelan persamaan 
struktural dengan pendekatan WarpPLS pada data Indeks 
Kepuasan Layanan Infrastruktur, Indeks Modal Sosial, dan 
Indeks Pembangunan Masyarakat Kota Malang Tahun 2018. 
2. Mengetahui metode resampling yang paling efisien antara 
Stable1, Stable2, Stable3, Bootstrap, Jackknife dan 
Blindfolding yang diterapkan pada pemodelan persamaan 
struktural dengan pendekatan WarpPLS pada data Indeks 
Kepuasan Layanan Infrastruktur, Indeks Modal Sosial, dan 
Indeks Pembangunan Masyarakat Kota Malang. 
3. Menambahkan kontribusi terbaru terhadap pengembangan 
penelitian di bidang statistika. 
 
1.5. Batasan Masalah 
Batasan masalah yang dibahas dalam penelitian ini adalah:  
1. Data yang digunakan adalah data sekunder berupa data hasil 
kuesioner. 
2. Indikator yang digunakan terdiri dari indikator reflektif dan 
formatif. 






















2.1. Pemodelan Persamaan Struktural (SEM) 
Pemodelan persamaan struktural atau SEM merupakan suatu 
teknik yang digunakan untuk mendeskripsikan keterkaitan hubungan 
linier secara simultan antara variabel-variabel pengamatan, yang 
sekaligus melibatkan variabel laten yang tidak dapat diukur secara 
langsung (Solimun, 2002). Analisis SEM pada awalnya 
menggabungkan antara sistem persamaan simultan, analisis jalur, atau 
analisis regresi dengan analisis faktor. Analisis faktor digunakan 
sebagai metode untuk mendapatkan data variabel laten. Proses 
pendugaan parameter dan pengujian mendasarkan pada konsep 
matriks varian-kovarians, sehingga sering disebut dengan SEM 
berbasis kovarians (Solimun dkk., 2017). 
2.2. Pendekatan WarpPLS (Partial Least Square) pada 
Pemodelan Persamaan Struktural 
Menurut Solimun dkk., (2017), analisis WarpPLS adalah 
pengembangan dari analisis PLS. Model Partial Least Square (PLS) 
dikembangkan sebagai alternatif ketika perancangan model memiliki 
teori yang lemah atau belum ditemukan dan atau terdapat indikator 
yang tidak bisa diukur dengan pengukuran reflektif, sehingga bersifat 
formatif. PLS merupakan metode yang powerful karena tidak 
membutuhkan banyak asumsi, dan ukuran sampel bisa kecil atau 
besar. PLS selain dapat digunakan sebagai konfirmasi teori (uji 
hipotesis) juga dapat digunakan untuk membangun hubungan yang 
belum memiliki landasan teori, atau untuk pengujian proposisi.  
Apabila model struktural yang akan dianalisis bersifat tidak 
rekursif dan variabel laten memiliki indikator yang bersifat formatif, 
reflektif, atau campuran, maka salah satu metode yang tepat 
diterapkan adalah PLS. PLS mampu menghindari faktor yang tidak 
dapat ditentukan (factor indeterminacy), yaitu adanya lebih dari satu 
faktor yang terdapat dalam sekumpulan indikator pada sebuah 
variabel. Khusus indikator yang bersifat formatif tidak memerlukan 
adanya common factor sehingga selalu akan diperoleh variabel laten 
yang bersifat komposit, yang merupakan kombinasi linier dari 




WarpPLS merupakan metode dan software aplikasi paket 
program yang dikembangkan oleh Ned Kock untuk menganalisis 
model SEM yang berbasis varian atau PLS, di mana selain bisa 
digunakan untuk model tidak rekursif, juga dilengkapi dengan analisis 
model tidak linier (Warp2 dan Warp3). 
Menurut Solimun dkk., (2017), model struktural pada WarpPLS 
terdiri dari dua hal, yaitu: 
1) Outer model, yaitu tentang diperolehnya data variabel laten 
yang bersumber dari indikatornya, yang terdiri dari model 
indikator reflektif atau formatif. 
2) Inner model, yaitu model hubungan antar variabel laten, ada 
yang bersifat rekursif, dan tidak rekursif. 
2.3. Metode WarpPLS 
Analisis WarpPLS memiliki tiga algoritma pendugaan 
parameter, yaitu algoritma pendugaan outer model, inner model, dan 
algoritma pengujian hipotesis. Algoritma pendugaan parameter outer 
model adalah proses perhitungan untuk menghasilkan data variabel 
laten yang bersumber dari data butir, indikator atau dimensi. 
Sedangkan algoritma pendugaan inner model adalah metode dan 
proses perhitungan koefisien jalur, yaitu koefisien pengaruh variabel 
penjelas/prediktor terhadap variabel respon/terikat. Pada algoritma 
pengujian hipotesis, analisis WarpPLS menggunakan algoritma 
resampling yang meliputi: 
1) Stable1, merupakan pendekatan atau metode quasi 
parametric, nilai p-value didekati dengan nilai rata-rata. 
2) Stable2 metode ini menghasilkan dugaan yang bersifat 
konsisten, melalui algoritma resampling Bootstrap. 
3) Stable3 metode ini menghasilkan dugaan yang bersifat 
konsisten, melalui algoritma resampling Bootstrap. 
4) Bootstrap, yaitu resampling dengan besar sampel tertentu 
(sama atau lebih kecil dari sampel original) dan diulang 
sebanyak 100 (sampel Bootstrap) untuk mencapai konvergen. 
5) Jackknife, merupakan metode dengan membuang satu baris 
(satu sampel) dan diulang sampai sampel yang terakhir. Pada 
metode ini sampel menjadi berkurang satu. 
6) Blindfolding, mirip dengan Jackknife, akan tetapi data baris 
pertama diganti dengan rata-rata setiap kolom (variabel), 
kemudian dilanjutkan baris kedua, dan sampai baris terakhir. 
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Seperti pada metode Bootstrap, akan konvergen pada 
pengulangan sebanyak 100.  
 
2.3.1.  Stable1 
Menurut Kock (2018), metode Stable sebenarnya tidak benar-
benar menghasilkan resample. Penyebutan metode ini sebagai 
resampling merupakan bentuk kesederhanaan dalam penerapan 
analisis WarpPLS. Metode ini tidak menghasilkan resample, tetapi 
dapat menjadi metode yang sangat berguna dalam analisis yang 
memiliki data set yang besar. 
Pada metode Stable1, p-value dihitung melalui pemasangan 
nonlinier dari standard error ke standard error empiris yang 
dihasilkan dengan metode resampling lain yang tersedia. Dengan kata 
lain, metode Stable1 dapat dilihat sebagai metode quasi-parametric 
yang menghasilkan p-value dari perkiraan nilai p-value rata-rata yang 
dihasilkan oleh metode resampling lain (Kock, 2018). 
2.3.2.  Stable2 
Metode Stable2 merupakan alternatif dari metode Stable1 yang 
bergantung pada penerapan rumus smoothing exponential (Kock, 
2018). Beberapa percobaan Monte Carlo menunjukkan bahwa metode 
Stable2 menghasilkan estimasi Standard Error yang konsisten 







=  (2.1) 
2.3.3.  Stable3 
Metode Stable3 hampir sama dengan metode Stable2 yang 
menggunakan penerapan rumus smoothing exponential. Pada 
beberapa percobaan Monte Carlo oleh Kock (2018) menunjukkan 
bahwa perkiraan standard error aktual yang paling akurat adalah 







=  (2.2) 
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2.3.4.  Bootstrap 
Bootstrap merupakan salah satu resampling yang digunakan 
dalam pendekatan WarpPLS. Bootstrap menggunakan algoritma 
resampling dengan sejumlah contoh/sampel yang dapat dipilih oleh 
pengguna secara acak. Metode ini dikenal dengan “resampling with 
replacement” yang berarti setiap pengambilan sampel dengan metode 
Bootstrap selalu diambil dengan pengembalian sampel pada 
perulangan selanjutnya. Pengambilan sampel dengan metode 
Bootstrap dilakukan dengan mengambil sejumlah sampel tidak lebih 
dari jumlah sampel yang asli. Misalkan jumlah sampel yang asli 
terdapat 108 sampel, maka pada sampel Bootstrap boleh diambil 
maksimal 108 sampel. Pengambilan sampel dengan Bootstrap 
kemudian dilakukan berulang-ulang sampai mendapatkan penduga 
sampel yang konvergen. Pada resampling Bootstrap berdasarkan 
beberapa kajian dan penelitian sudah diperoleh penduga sampel yang 
konvergen pada pengambilan sampel Bootstrap sebanyak 100 
(Solimun dkk.,2017). 
 
Gambar 2.1 Ilustrasi Resampling Bootstrap 
 
2.3.5.  Jackknife 
Menurut Sholihin dan Ratmono (2013), metode Jackknife 
adalah metode yang menciptakan jumlah resample sama dengan 
ukuran sampel asli dan setiap resample mempunyai satu baris yang 
dibuang. Sehingga didapatkan ukuran sampel setiap resample sama 
dengan ukuran sampel awal dikurangi satu. Kock (2013) menyatakan 
bahwa Jackknife cenderung dapat menghasilkan koefisien jalur (path 
coefficient) yang lebih stabil untuk ukuran sampel kecil (kurang dari 
100) dan sampel yang berisi outlier.  Sebagai contoh apabila terdapat 
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Gambar 2.2 Ilustrasi Resampling Jackknife 
 
2.3.6.  Blindfolding 
Metode resampling lainnya yaitu metode Blindfolding. Metode 
ini menggunakan algoritma resampling yang menciptakan sejumlah 
sample dengan metode di mana masing-masing baris diganti dengan 
rata-rata setiap kolom (variabel). Perulangan ini dilakukan pada baris 
pertama, dilanjutkan pada baris kedua sampai dengan baris terakhir. 
Jumlah baris yang dimodifikasi dengan cara ini pada setiap sampel 
sama dengan ukuran sampel dibagi dengan jumlah sampel. Misalnya, 
jika ukuran sampel adalah 108 dan jumlah sampel yang dipilih adalah 
108, maka setiap resample akan memiliki 1 baris yang dimodifikasi. 
Seperti pada metode Bootstrap, metode Blindfolding akan 
mendapatkan penduga sampel yang konvergen pada pengulangan 
sebanyak 100 ulangan (Kock, 2015). 
 
Gambar 2.3 Ilustrasi Resampling Blindfolding 
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2.4. Prosedur Analisis WarpPLS 
Langkah-langkah dalam melakukan analisis pemodelan 
Structural Equation Model (SEM) dengan menggunakan pendekatan 
WarpPLS  adalah sebagai berikut (Solimun dkk., 2017) sebagai 
berikut : 
2.4.1. Merancang Model Struktural (Inner Model) 
Langkah pertama dalam melakukan pemodelan dengan 
WarpPLS adalah merancang model struktural (inner model) yaitu 
membuat hubungan antara variabel laten. Perancangan model yang 
digunakan pada WarpPLS memiliki perbedaan dengan perancangan 
model pada analisis SEM (dengan software AMOS). Perancangan 
model pada WarpPLS berdasarkan beberapa hal, yaitu sebagai 
berikut: 
1) Norma finalitas (kitab suci) 
2) Aksioma 
3) Teorema/teori/dalil 
4) Hasil penelitian empiris 
5) Adopsi teori dan hasil penelitian empiris tentang hubungan 
antar variabel dari bidang ilmu yang lain 
6) Norma tidak final, misal peraturan pemerintah, undang-
undang, SOP, dan lain sebagainya. 
7) Kondisi empiris 
8) Expert judgement 
9) Intuisi/logika 
Untuk mengidentifikasi sifat indikator apakah reflektif atau 
formatif dapat menggunakan perancangan model pengukuran. Hasil 
analisis dengan tingkat kebenaran yang rendah (bias) dapat 
disebabkan oleh kesalahan dalam menentukan model pengukuran. 
Jika teori atau hasil penelitian empiris belum ditemukan maka dapat 
merujuk pada definisi konseptual dan operasional variabel yang 
diharapkan dapat mengidentifikasi sifat indikatornya. 
2.4.2. Merancang Model Pengukuran (Outer Model) 
Pemodelan dengan pendekatan WarpPLS juga memerlukan 
perancangan model pengukuran (outer model).  Outer model adalah 
penentuan suatu variabel memiliki indikator bersifat reflektif atau 
formatif. Pengukuran yang tidak sesuai dalam membangun sebuah 
model hubungan akan memperoleh hasil analisis yang tidak tepat 
(Solimun dkk., 2017). 
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Penentuan suatu variabel memiliki model bersifat reflektif atau 
formatif adalah sama dengan perancangan inner model. Dasar yang 
dapat digunakan meliputi teori, penelitian empiris, intuisi dan rasional 
penelitian (Solimun dkk., 2017). 
2.4.3. Mengkonstruksi Diagram Jalur 
Perancangan inner model dan outer model perlu dinyatakan 
dalam bentuk jalur untuk lebih mudah dipahami. Adapun bentuk jalur 
































Gambar 2.4 Diagram jalur 
Keterangan: 
iX  : variabel laten eksogen ke-i 1i =  
jY   : variabel laten endogen ke-j 1,2j =  
xikλ  : loading faktor variabel eksogen dengan indikator ke-k  
1,2,3,4,5k =  
yjlλ   : loading faktor variabel endogen dengan indikator ke-l 1,2,3l =  
pβ  : koefisien pengaruh variabel laten endogen terhadap variabel 
laten endogen ke-p 1p =  
qγ  : koefisien pengaruh variabel laten eksogen terhadap variabel 
laten endogen ke-q 1,2q =  
  : galat model struktural 
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  : galat pengukuran pada variabel laten eksogen 
  : galat pengukuran pada variabel laten endogen 
 
2.4.4. Identifikasi Model 
a. Inner model 
Inner model adalah spesifikasi hubungan antar variabel laten 
(structural model), inner model bisa disebut juga dengan inner 
relation yang menggambarkan hubungan antar variabel laten 
berdasarkan teori substansif penelitian. Model persamaannya dapat 
ditulis seperti pada persamaan (2.3) : 
*Y = Y β+Xγ +ζ  (2.3) 
Keterangan : 
Y  : vektor variabel laten endogen ( 1)m  
Y *  : matriks variabel laten endogen ( )m m  
β  : vektor koefisien jalur antar variabel laten endogen ( 1)m  
X  : matriks variabel laten eksogen ( )m s  
γ  : vektor koefisien jalur variabel laten eksogen terhadap endogen  
( 1)s  
ζ  : vektor galat inner model ( 1)m  
m  : banyaknya variabel laten endogen 
s  : banyaknya jalur dari variabel laten eksogen terhadap endogen 
 
b. Outer Model 
Outer model adalah spesifikasi hubungan antara variabel laten 
dengan indikatornya, yang mendefinisikan karakteristik variabel laten 
dengan indikatornya. Terdapat dua tipe model yaitu model reflektif 
dan formatif. Penelitian ini menggunakan model reflektif dan formatif. 
Model indikator reflektif dapat ditulis seperti pada persamaan (2.4) : 
+yy = λ Y ε  (2.4) 
Keterangan : 
y  : matriks indikator untuk variabel laten endogen ( 1)p  
yλ  : matriks loading dari variabel laten endogen ( )p m  
Y  : matriks variabel laten endogen ( 1)m  
ε  : vektor galat untuk variabel laten endogen ( 1)p  
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p  : banyaknya indikator variabel laten endogen 
m  : banyaknya variabel endogen 
 
Sedangkan untuk model indikator formatif dapat ditulis seperti 
pada persamaan (2.3): 
xX = λ x +δ  (2.5) 
Keterangan : 
X  : variabel laten eksogen ( 1)q  
xλ  : matriks loading dari variabel laten eksogen (   )q r  
x  : matriks indikator untuk variabel laten eksogen (   1)r   
δ  : vektor galat untuk variabel laten eksogen ( 1)q  
q  : banyaknya variabel laten eksogen 
r  : banyaknya indikator variabel eksogen 
 
2.4.5. Pendugaan/Estimasi Parameter 
Pendugaan parameter dalam WarpPLS sama halnya pada PLS. 
Menurut Solimun (2010), pendugaan parameter di dalam PLS 
meliputi 3 hal yaitu sebagai berikut:  
1. Weight estimate, adalah pendugaan outer weight. Digunakan 
untuk menghitung nilai variabel laten.  
2. Path estimate, adalah pendugaan koefisien yang 
menghubungkan antar variabel laten dan antara variabel laten 
dengan variabel manifesnya (loading).  
3. Means estimate, adalah pendugaan parameter berdasarkan 
resampling. Tujuannya untuk pengujian hipotesis parameter. 
 
Terdapat beberapa penduga parameter outer model dan inner 
model pada pemodelan menggunakan WarpPLS. Algoritma analisis 
outer model pada dasarnya adalah proses perhitungan data variabel 
laten yang bersumber dari data indikator. Terdapat lima algoritma 
outer model pada WarpPLS yaitu sebagai berikut: 
1) PLS Regression, yaitu inner model tidak mempengaruhi outer 
model. 
2) PLS Mode M atau “MIMIC” atau “mixed”, yaitu inner model 
mempengaruhi outer model. 
3) PLS Mode A, untuk model indikator reflektif. 
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4) PLS Mode B, untuk model indikator formaif. 
5) Robust Path Analysis, yaitu data variabel laten berupa rata-
rata skor indikator. 
Algoritma analisis pada inner model adalah metode dan proses 
perhitungan koefisien jalur, atau koefisien pengaruh antara variabel 
laten. Terdapat tiga algoritma inner model pada WarpPLS yaitu : 
1) Linear, model hubungan antar variabel laten memenuhi 
asumsi linier. 
2) Warp2 dan Warp3, hubungan antar variabel laten yang tidak 
memenuhi asumsi linier 
Inti dari algoritma PLS terdapat pada tahap pertama iterasi, 
yaitu berisi langkah iterasi yang akan menghasilkan penduga bobot 
yang stabil. Penduga skor komponen setiap variabel laten diperoleh 
melalui dua cara, yaitu outside approximation dan inside 
approximation. Untuk memperoleh outside approximation weight 
digunakan penduga inner model, sedangkan untuk memperoleh inside 
approximation weight digunakan penduga outer model. Proses iterasi 
akan berhenti ketika tercapai kondisi konvergen yaitu apabila 
persentase perubahan setiap bobot aproksimasi outside relatif terhadap 
proses iterasi sebelumnya kurang dari 0,001 (Solimun, 2010).  
Terdapat 4 langkah dalam pendugaan parameter tahap pertama (Chin, 
2000): 
 
#1: pendugaan nilai variabel laten  
ˆ
j jk jkk
Y w X=         (2.6) 
#2: Outside approximation 
ˆ
j j jk jkk
Y f w X=    





#3: Inside approximation                        
ˆ
j ji ii
Z v Y=  (2.7) 
 
ˆ ˆ ˆ ˆ ( ; ),    berdekatan
 
0,
j i j i
ji







#4 : Memperbarui Outer weight pada model reflektif 
jk jk jx w Z=  (2.8)        
#5 : Memperbarui Outer weight pada model formatif 
j jk jkjk
Z w x=  (2.9) 
Keterangan : 
iY  : variabel laten outside approximation  
jZ  : variabel laten inside approximation  
jkx  : variabel manifes  
v  : inner weight 
w  : koefisien weight 
j     : 1,2,3..., J untuk banyaknya variabel laten 
i       : 1,2,3,...I untuk banyaknya variabel laten tetangga 
jk    : 1,2,3,...K untuk banyaknya hubungan variabel manifes tanpa j 
n      : 1,2,3,...N untuk banyaknya pengamatan 
Pada tahap kedua dilakukan pendugaan untuk koefisien pada 
outer model. Untuk model indikator reflektif dapat dilakukan sebagai 
berikut: 
ˆ
ij jk jx = λ Y  
ˆ ' -1 '
jk j j j jkλ = (Y Y ) Y x  
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Untuk model indikator formatif dapat dilakukan pendugaan 
sebagai berikut: 
ˆj k jk jkY = λ X  
ˆ ' -1 '
jk j j j jπ = (X X ) X Y  
 
Tahap ketiga adalah menghitung loading dan koefisien inner 
model dengan menggunakan metode kuadrat terkecil. Loading 
menunjukkan hubungan antara variabel manifes dengan variabel laten. 
Koefisien inner model diduga menggunakan prosedur analisis jalur 
(Sellin, 2006). 
ˆˆ j i«j ji iY = β Y  (2.10) 
ˆ ' -1 '
ji i i i jβ = (Y Y ) Y Y  (2.11) 
2.4.6. Evaluasi Goodness of Fit 
a. Outer model 
Outer model berkaitan tentang pengujian validitas dan 
reliabilitas instrumen penelitian. Hasil dari validitas konvergen dan 
diskriminan pada indikatornya digunakan untuk mengevaluasi model 
pengukuran indikator reflektif, sedangkan composite reliability untuk 
semua indikator. Substantive content digunakan untuk mengevaluasi 
outer model dengan indikator formatif, yaitu dengan membandingkan 
besarnya relative weight dengan melihat dari ukuran weight tersebut 
(Solimun, 2010). 
1) Validitas Konvergen 
Validitas konvergen dapat dilihat dari koefisien korelasi antara 
skor indikator reflektif dengan skor variabel laten (Solimun dkk., 
2017). Pada variabel laten yang memiliki indikator antara 3 sampai 7, 
kriteria yang sering digunakan pada nilai loading adalah sebesar 0,5 
sampai 0,6 dan nilai tersebut dapat dikatakan valid. 
2) Validitas Diskriminan 
Validitas diskriminan berfungsi untuk mengukur indikator 
reflektif yang didasarkan pada cross loading dengan variabel latennya. 
Dapat dikatakan valid apabila nilai cross loading setiap indikator pada 
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variabel tersebut lebih besar dibandingkan dengan cross loading 
variabel laten lainnya. Terdapat metode lain untuk melihat validitas 
diskriminan, yaitu dengan cara membandingkan nilai square root of 
average variance extracted (AVE) pada setiap variabel laten dengan 
korelasi antar variabel laten lainnya yang ada di dalam model. Apabila 
AVE variabel laten lebih besar dari korelasi dengan seluruh variabel 
laten lainnya maka dikatakan memiliki validitas diskriminan yang 
baik. Berikut adalah perhitungan AVE dengan rumus yang dituliskan 















i  : loading factor 
i  : galat pengukuran pada variabel manifes 
 
3) Composite Reliability 
Composite reliability adalah indeks yang menunjukkan sejauh 
mana suatu alat pengukur dapat dipercaya untuk diandalkan. 
Reliabilitas menunjukkan konsistensi alat pengukur pada gejala yang 
sama. Nilai reliabilitas komposit (ρc) pada peubah laten merupakan 
nilai yang mengukur kestabilan dan kekonsistenan dari pengukuran 
reliabilitas gabungan. Perhitungan reliabilitas komposit dapat 

















i  : loading faktor 
i  : galat pengukuran pada variabel manifes  
Kuesioner dapat dikatakan memiliki reliabilitas komposit yang 
baik apabila nilai reliabilitas ≥ 0,7 meskipun bukan standar yang 





b. Inner model 
Sebelum interpretasi dilakukan terhadap hasil pengujian 
hipotesis, maka model harus memiliki model Goodness of Fit yang 
baik. Goodness of Fit yang dimaksud adalah indeks ukuran kebaikan 
hubungan antar variabel laten (inner model). Goodness of Fit model 
pada pendekatan WarpPLS dapat dilihat pada Tabel 2.1. Kriteria yang 
digunakan adalah bersifat rule of thumb, sehingga selayaknya tidak 
berlaku secara kaku dan mutlak. Apabila terdapat satu atau dua 
indikator Model Fit and Quality Indices yang terpenuhi tentunya 
model masih bisa digunakan.  
 
Tabel 2.1 Model Fit and Quality Indices 
No Model fit and quality indices Kriteria Fit 
1 Average Path coefficient (APC) Diterima jika p < 0,05 
2 Average R-squared (ARS) Diterima jika p < 0,05 
3 Average adjusted R-squared Diterima jika p < 0,05 
4 Average block VIF (AVIF) Diterima jika ≤ 5 
5 Average full collinearity VIF Diterima jika ≤ 5 
6 Tenenhaus GoF (GoF) 
Kecil > 0,1, sedang > 
0,25, besar > 0,36 
7 Symphson’s paradox ratio Diterima jika ≥ 0,7 
8 R squared contribution ratio Diterima jika ≥ 0,9 
9 Statistical suppression ratio Diterima jika ≥ 0,7 
10 
Nonlinier bivariate causality 
direction ratio (NLBCDR) 
Diterima jika ≥ 0,7 
 
2.4.7. Pengujian Hipotesis (Resampling) 
Pengujian hipotesis pada analisis WarpPLS dilakukan dengan 
metode resampling. Metode resampling yang diterapkan 
memungkinkan data terbebas dari asumsi (distribution free), atau 
tidak perlu memenuhi asumsi normal. Penelitian ini menggunakan 
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enam tipe resampling, yaitu resampling Stable1, Stable2, Stable3, 
Bootstrap, Jackknife, dan Blindfolding.  









𝑟=1  (2.14) 
keterangan: 
ˆ
r  : penduga parameter resampling saat 1,2,3,...r =  
ˆ  : rata-rata penduga parameter resampling 
R   : banyaknya penduga resampling 
 
Uji hipotesis dapat dilakukan menggunakan uji t, dengan statistik uji t 





1) Hipotesis statistik untuk outer model: 
𝐻0: 𝜆𝑖 = 0  vs.  𝐻1: 𝜆𝑖 ≠ 0 
2) Hipotesis statistik untuk inner model: 
Pengaruh variabel laten eksogen terhadap endogen 
𝐻0: 𝛾𝑖 = 0  vs.  𝐻1: 𝛾𝑖 ≠ 0 
Pengaruh variabel laten endogen terhadap endogen 
𝐻0: 𝛽𝑖 = 0  vs.  𝐻1: 𝛽𝑖 ≠ 0 
Keterangan: 
  : koefisien jalur pengaruh variabel endogen terhadap variabel  
 endogen 
  : pengaruh variabel eksogen terhadap endogen  
  : muatan faktor atau bobot komponen 
Pengujian dilakukan dengan t-test dengan kriteria jika p-value ≤ 0.1 
(alpha 10%) maka dikatakan significant.  
2.5. Asumsi pada WarpPLS 
Asumsi distribusi data tidak terlalu diperlukan pada analisis 
WarpPLS, yang berarti data tidak perlu memenuhi asumsi normal. Hal 
ini bisa disebabkan karena WarpPLS yang merupakan pengembangan 
dari PLS merupakan metode yang powerful, dan ukuran sampel yang 
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diperlukan bisa besar ataupun kecil. Asumsi data pada WarpPLS 
sudah terpenuhi pada proses pengujian hipotesis yang melibatkan 
pendekatan resampling. Dengan menggunakan sampel resampling 
sebesar minimal 100, maka dalil limit pusat (central limit theory) yang 
menyatakan bahwa jika sebuah populasi mempunyai nilai tengah
dan ragam
2 , maka sebaran dari nilai tengah sampel yang diambil 
dari populasi tersebut akan semakin mendekati sebaran normal dengan 
nilai tengah  dan ragam 2 / n dengan semakin besarnya n  (sebaran 
contoh) sudah terpenuhi (Yitnosumarto, 1990).  
2.5.1.  Asumsi Linieritas 
Asumsi WarpPLS yang penting adalah asumsi linieritas. Inilah 
yang menentukan algoritma yang digunakan dalam pemodelan 
WarpPLS antara algoritma linier dan non linier. WarpPLS dapat 
digunakan ketika asumsi linieritas terpenuhi ataupun tidak. Uji 
linieritas dilakukan dengan menggunakan metode Regression 
Specification Error Test (RESET). Dalam pendekatannya Ramsey 
RESET menggunakan OLS (Ordinary Least Square) untuk 
meminimumkan jumlah dari error yang dikuadratkan dari setiap 
observasi (Gujarati, 2004).  
 
Statistik uji untuk RESET ialah: 
a. Persamaan regresi pertama yaitu: 
𝑌𝑖= 𝛽0+ 𝛽1𝑋1𝑖+ . . . . . + 𝛽𝑝𝑋𝑝𝑖+ 𝜀1 (2.16)          
Pendugaan parameter dengan pendekatan Ordinary Least Square 
(OLS) kemudian diperoleh pendugaan sebagai berikut. 
?̂?𝑖=?̂?0 + ?̂?1𝑋1𝑖+ . . . . +  ?̂?𝑝𝑋𝑝𝑖         (2.17) 
Kemudian melakukan perhitungan 𝑅1
2 yang pertama sebagai 
berikut. 
𝑅1









b. Lalu dilakukan OLS untuk Persamaan regresi kedua yaitu: 
𝑌𝑖= 𝛼0+ 𝛼1𝑋1𝑖+ . .+ 𝛼𝑝𝑋𝑝𝑖+ 𝛼𝑝+1?̂?𝑖
2 + 𝛼𝑝+2?̂?𝑖
3+ 𝜀1 (2.19) 
?̂?𝑖= ?̂?0+ ?̂?1𝑋1𝑖+ . .+ ?̂?𝑝𝑋𝑝𝑖+ ?̂?𝑝+1?̂?𝑖
2 + ?̂?𝑝+2?̂?𝑖
3 (2.20) 
Kemudian melakukan perhitungan 𝑅1





c. Pengujian bentuk hubungan variabel prediktor dan variabel respon 
linier atau nonlinier yaitu: 
a) Hipotesis: 
𝐻0: 𝛼𝑝+1= 𝛼𝑝+2= 0 vs 
𝐻0: minimal ada satu 𝛼𝑗≠ 0,  𝑗 =  𝑝 + 1, 𝑝 + 2 







  (2.21) 
Keputusan untuk menolak H0 jika Statistik Uji F > F(1-α;2;T-(p+2))  
atau p-value < 0,05 yang berarti hubungan antara variabel prediktor 
dan variabel respon adalah nonlinier. 
2.6. Besar Sampel pada WarpPLS 
Besar sampel dalam sebuah penelitian sebaiknya ditentukan 
dengan menggunakan rumus untuk perhitungan besar sampel yang 
digunakan. Rumus tersebut disesuaikan dengan teknik sampling yang 
digunakan dan informasi yang tersedia. Penggunaan rumus yang tepat 
dengan keadaan akan menjamin kesalahan total (gabungan sampling 
error dan nonsampling error) yang tercipta bisa diperkecil. Apabila 
informasi yang diperlukan untuk menentukan ukuran sampel tidak 
tersedia, maka bisa menggunakan tabel atau rule of the thumb 
(Solimun dkk., 2017). Beberapa contoh rule of the thumb adalah: 
1. Sepuluh kali banyaknya variabel (mengingat WarpPLS 
merupakan bagian dari analisis multivariat); 
2. Sepuluh kali banyaknya indikator formatif (mengabaikan 
indikator reflektif); 
3. Sepuluh kali banyaknya jalur struktural (structural paths) pada 
inner model. 
2.7. Model Indikator Reflektif 
Model indikator reflektif dikembangkan dari classical test 
theory. Model reflektif menggunakan asumsi bahwa variasi nilai dari 
variabel laten merupakan fungsi dari true score (indikator) ditambah 
error. Sehingga variabel laten seolah-olah mempengaruhi indikator, 
atau seolah-olah arah kausalitas dari variabel laten ke indikator. Model 
reflektif sering juga disebut confirmatory factor model di mana data 
variabel laten berupa skor faktor, dan diperoleh menggunakan analisis 
faktor konfirmatori sehingga data berbentuk indeks merupakan skor 
faktor (Solimun dkk., 2017). 
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2.8.  Model indikator Formatif 
Penentuan model formatif atau reflektif dapat ditentukan dari 
“operational definition”. Berdasarkan definisi operasional variabel, 
maka dapat ditentukan dengan tepat berupa model formatif atau 
reflektif yang terbentuk. Secara umum ada yang berpandangan bahwa 
variabel laten yang model indikatornya formatif dibentuk dari 
indikator-indikator yang datanya bersifat kuantitas, misal 
kesejahteraan masyarakat dengan indikator pendapatan perkapita, 
lama pendidikan, dan usia harapan hidup, dimana semua indikator 
datanya berupa kuantitas dan bukan persepsi (Solimun, 2010).  
2.9. Efisiensi Relatif 
Dua buah penduga dapat dibandingkan efisiensinya 
menggunakan efisiensi relatif. Efisiensi dari dua buah penduga ?̂?𝑖 
relatif terhadap ?̂?𝑖
















  (2.22) 
Keterangan: 
ˆr : penduga parameter resampling saat 1,2,3,...r =  
ˆ  : rata-rata penduga parameter resampling 















=      (2.23) 
Keterangan : 
*ˆ( )iV   :Varians penduga parameter dengan metode resampling ke-1 








Efisiensi dari dua buah penduga dapat dilihat pada Tabel 2.2. 
 
Tabel 2.2. Efisiensi dari Dua Penduga 
NO Keterangan Hasil 
1 
Hasil perhitungan lebih 
dari 1 





kurang dari 1 
Penduga ?̂?𝑖
∗ lebih baik dari pada 
penduga  ?̂? 
3 
Hasil perhitungan sama 
dengan 1 




2.10. Measure of Fit dan Signifikansi pada Beberapa Metode 
Resampling 
Measure of fit dapat dilakukan pada model pengukuran, model 
struktural, dan model keseluruhan (overall model). Measure of fit pada 
model pengukuran ini ditujukan untuk memeriksa (menguji) apakah 
instrumen penelitian valid dan reliabel dan untuk mengetahui seberapa 
besar informasi yang dapat dijelaskan oleh model struktural atau 
hubungan antar variable laten) dari hasil analisis WarpPLS serta 
ukuran goodness of fit gabungan antara model pengukuran dan model 
struktural. Dalam penelitian ini, indikator bersifat formatif dan 
reflektif.  
Seperti yang telah dijelaskan pada subbab 2.4.6, uji validitas 
dan reliabilitas pada analisis WarpPLS dapat diukur menggunakan 
validitas konvergen, jika nilai loading 0,5 sampai 0,6 maka dapat 
dikatakan valid. Pengukuran validitas dengan validitas diskriminan, 
jika average variance exstracted (AVE) lebih besar dari korelasi 
dengan seluruh variable laten lainnya maka dapat dikatakan valid. 
Instrument penelitian dikatakan reliabel jika nilai reliabilitas komposit 
lebih besar atau sama dengan 0,7. 
Measure of fit pada model struktural dalam analisis WarpPLS 
dapat diukur menggunakan Model Fit and Quality Indices seperti yang 
telah dijelaskan pada Tabel 2.1. Kriteria yang digunakan adalah 
bersifat rule of thumb, sehingga selayaknya tidak berlaku secara kaku 
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dan mutlak. Apabila terdapat satu atau dua indikator model fit and 
Quality Indices yang terpenuhi tentunya model masih bisa digunakan. 
Measure of fit pada model keseluruhan dapat dilihat melalui 
hasil uji hipotesis (persamaan (2.15)) yang menunjukan hasil uji 
signifikansi dari metode resampling yang telah digunakan. 
 
2.11. Variabel Penelitian dan Pengukuran Variabel 
Variabel adalah karakteristik, sifat atau atribut dari suatu obyek 
(subyek) penelitian, yang relevan dengan permasalahan yang akan 
diselidiki, akan dilakukan pengukuran terhadapnya, dan harus 
memliki suatu nilai (value) di mana nilainya bervariasi antar obyek 
yang satu dengan obyek lainnya (Solimun dkk., 2017). Ditinjau 
berdasarkan jenis pengukuran, variabel dibagi menjadi dua (Solimun, 
2010), yaitu variabel manifest (observable) dan variabel laten 
(unobservable). Variabel manifest (observable) merupakan variabel 
yang dapat diukur secara langsung sedangkan variabel laten 
(unobservable) merupakan variabel yang tidak dapat diukur secara 
langsung sehingga harus menggunakan indikator tertentu. Terdapat 5 
metode yang digunakan dalam mendapatkan variabel laten, yaitu : 
1) Metode Total Skor, menjumlahkan skor semua indikator sehingga 
diperoleh data total skor yang merupakan data variabel laten. 
2) Metode Rata-Rata Skor, menggunakan rata-rata skor dari semua 
indikator sehingga diperoleh data rata-rata skor yang merupakan 
variabel laten bersangkutan. 
3) Metode Rescoring, mengubah total skor menjadi skala awal (1 
sampai 5) dan dilakukan perhitungan yang merupakan data 
variabel laten. 
4) Metode Skor Faktor, digunakan ketika bobot masing-masing 
indikator berbeda. Variabel laten dalam analisis faktor merupakan 
refleksi dari sejumlah indikator, sehingga disebut bentuk reflektif. 
5) Metode Skor Komponen Utama, digunakan ketika bobot masing-
masing indikator berbeda. Variabel laten dalam analisis komponen 






2.12. Variabel Penelitian 
2.12.1. Indeks Kepuasan Layanan Infrastruktur (IKLI) 
Indeks Kepuasan Layanan Infrastruktur (IKLI) merupakan, 
ukuran yang digunakan untuk mengetahui tingkat kepuasan 
masyarakat atas pembangunan infrastruktur oleh Pemerintah Pusat 
dan Pemerintah Daerah. IKLI diharapkan menjadi suatu alat yang 
menghasilkan gambaran mengetahui perspektif masyarakat secara 
obyektif, komprehensif dan kredibel, baik dalam aspek pembangunan 
fisik maupun aspek manfaat.  
Berikut ini adalah tujuan yang ingin dicapai dengan adanya 
pengukuran IKLI. 
1) Mengetahui secara obyektif persepsi masyarakat terhadap 
kinerja pembangunan infrastruktur. 
2) Membangun sebuah model indikator pencapaian sasaran 
pembangunan infrastruktur. Hasil pengukuran dan analisisnya 
akan menjadi masukan bagi pemerintah dalam menetapkan 
kebijakan dan menyusun program/kegiatan tahun selanjutnya. 
Layanan sektor infrastruktur dasar di Kota Malang yang akan 
digunakan dalam penelitian ini adalah: 
1) Penyediaan jalan dan jembatan yang berkualitas. 
2) Penyediaan transportasi (darat). 
3) Penyediaan infrastruktur air bersih. 
4) Penyediaan infrastruktur perumahan. 
5) Penyediaan infrastruktur ruang publik. 
 
2.12.2. Indeks Modal Sosial (IMS) 
Teori modal sosial pertama kali diperkenalkan secara sistematis 
oleh Bourdieu pada tahun 1972 dan Coleman pada tahun 1988 
(Hauberer, 2011). Definisi mendasar yang diperkenalkan adalah 
modal sosial merupakan sumber daya yang melekat dalam hubungan 
sosial. Individu yang terlibat dalam hubungan sosial dapat 
memanfaatkan sumber daya tersebut untuk kepentingan pribadi 
maupun kelompok. Hasbullah (2006) merangkum definisi dari 
beberapa tokoh dengan memaparkan bahwa jati diri modal sosial yang 
sebenarnya adalah nilai-nilai dan norma yang dipedomani sebagai 
acuan bersikap, bertindak dan bertingkah laku, serta berhubungan 
dengan pihak lain yang mengikat kepada proses perubahan dan upaya 
masyarakat untuk mencapai suatu tujuan. Nilai dan unsur tersebut 
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terwujud dalam sikap partisipatif, sikap saling memperhatikan, saling 
memberi dan menerima, saling percaya, kemauan masyarakat atau 
kelompok tersebut untuk secara terus menerus proaktif baik dalam 
mempertahankan nilai, membentuk jaringan-jaringan kerja sama 
maupun dengan penciptaan kreasi dan ide-ide baru, yang 
keseluruhannya diperkuat oleh nilai-nilai dan norma yang 
mendukungnya. 
Sebuah struktur sosial dapat dikelompokkan berdasarkan 
karakteristik tertentu, seperti ekonomi, teknologi, budaya dan 
sebagainya. Di dalam struktur tersebut, setiap individu digambarkan 
mempunyai posisi yang berbeda menurut strata sosial, budaya, politik, 
dan ekonomi. Hubungan sosial yang terbentuk didalamnya dapat 
bersifat horizontal, yang menghubungkan individu dari status dan 
kekuasaan yang sama, maupun vertikal, yang menghubungkan 
kekuasaan individu dengan kekuasaan yang berbeda dalam hubungan 
hirarki (Putnam, 1993) 
Selanjutnya, pembentukan modal sosial tergantung pada 
besarnya akses terhadap sumber daya yang ditentukan oleh lokasi 
jejaring dan sumber daya sosial yang dapat dimobilisasi. Dengan 
demikian, semakin baik akses individu terhadap modal sosial, semakin 
banyak sumber daya melekat yang dapat dimanfaatkan. Selain itu, 
pembentukan modal sosial juga membutuhkan investasi yang dapat 
dilakukan dengan menjalin hubungan sosial yang baru dan 
memelihara hubungan sosial yang telah terbentuk. 
Modal sosial pada akhirnya diharapkan dapat meningkatkan 
kesejahteraan manusia. Dampak modal sosial dapat dikelompokkan 
berdasarkan jenis tindakan investasi modal sosial yang dilakukan, 
yaitu dampak instrumental seperti kekayaan, otoritas, reputasi, dan 
dampak ekspresif seperti kesehatan fisik dan mental serta keuasan 
hidup. 
2.12.3. Indeks Pembangunan Masyarakat (IPMas) 
Indeks Pembangunan Masyarakat merupakan indeks komposit 
yang mengukur sifat kegotongroyongan, toleransi, dan rasa aman 
masyarakat. Menurut Katz dalamYuwono (2001), mengatakan bahwa 
pembangunan sebagai perubahan sosial yang besar dari suatu keadaan 
tertentu ke keadaan yang dipandang lebih bernilai. Menurut Effendi 
(2002), pembangunan masyarakat adalah suatu upaya untuk 
meningkatkan segenap sumber daya yang dilakukan secara berencana 
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dan berkelanjutan dengan prinsip daya guna dan hasil guna yang 
merata dan berkeadilan. 
Tujuan pembangunan masyarakat adalah untuk menciptakan 
kondisi-kondisi untuk tumbuhnya suatu masyarakat yang tumbuh dan 
berkembang secara berswadaya dalam hal ini, adalah masyarakat 
miskin sehingga masyarakat mampu menetralisir belenggu-belenggu 
social yang dapat menahan laju perkembangan masyarakat (adapt, 
tradisi, kebiasaan, cara dan sikap hidup yang dapat menjadi hambatan 
pembangunan).  
Pembangunan masyarakat diselenggarakan atas dasar prinsip-
prinsip keterpaduan, keberlanjutan, keserasian, kemampuan sendiri 
kaderisasi. Prinsip keterpaduan mengandung arti bahwa program atau 
kegiatan pembangunan masyarakat disusun oleh, bersama, dalam dan 
untuk masyarakat atas dasar kebutuhan dan berbagai sumber yang 
tersedia untuk memenuhi kepentingan bersama dalam aspek 
kehidupan. 
Menurut Purwoko (dalam Yuwono 2001) mengemukakan 
terdapat tiga pembangunan masyarakat yakni: 
1) Pembangunan masyarakat sebagai pengadaan pelayanan 
masyarakat interpretasi pembangunan masyarakat yang 
demikian merupakan kelengkapan dan strategi kebutuhan 
pokok. Pembangunan dalam hal ini identik dengan peningkatan 
pelayanan sosial dan pemberian fasilitas sosial, seperti 
kesehatan gizi, sanitasi, dan sebaigainya yang keseluruhannya 
meningkatkan kesejahteraan. 
2) Pembangunan masyarakat sebagai upaya terencana untuk 
mencapai tujuan sosial yang kompleks dan bervariasi. Di 
banyak Negara pembangunan masyarakat diartikan sebagai 
upaya untuk mencapai tujuan-tujuan sosial yang lebih sublime 
dan sukar diukur seperti, keadilan, pemerataan, peningkatan 
budaya, kedaimaian pikiran, dan sebagainya. 
3) Pembangunan sosial sebagai upaya terencana untuk 
meningkatkan kemampuan manusia untuk berbuat. Anggapan 
dasar dari interpretasi pembangunan yang demikian adalah 
manusia dan bukan ekonomi dan teknologi yang menjadi fokus 
dan sumber pembangunan yang utama. Kehendak, komitmen 
dan kemampuan manusia sebagai anggota masyarakat 







Indikator dari Indeks Pembangunan Masyarakat adalah sebagai 
berikut (Solihin, 2015) : 
1) Indeks Gotong-royong 
Indeks ini digunakan untuk mengukur modal sosial, yang terdiri 
atas kepercayaan, tolong-menolong, aksi kolektif, dan jejaring 
sosial. 
2) Indeks Toleransi 
Indeks ini digunakan untuk mengukur kohesi sosial, yang terdiri 
dari toleransi antar suku dan toleransi antar agama. 
3) Indeks Rasa Aman 






3.1. Data Penelitian 
Data yang dipergunakan adalah data sekunder untuk semua 
variabel, yaitu Indeks Kepuasan Layanan Infrastruktur ( 1X ), Indeks 
Modal Sosial (IMS) ( 1Y ), Indeks Pembangunan Masyarakat (IPMas) 
( 2Y ). Data sekunder untuk Indeks Kepuasan Layanan Infrastruktur 
(IKLI) diperoleh dari Laporan Studi Perencanaan Pembangunan 
Daerah Pertumbuhan Ekonomi dan Indeks Gini Kota Malang Tahun 
2018, sedangkan data sekunder untuk Indeks Modal Sosial (IMS) dan 
Indeks Pembangunan Masyarakat (IPMas) diperoleh dari Laporan 
Penelitian Indikator Kinerja Daerah Indeks Pembangunan Manusia 
dan Angka Kemiskinan Kota Malang Tahun 2018. 
 
3.2. Langkah-Langkah Penelitian 
Diagram alir langkah-langkah penelitian dan langkah-langkah 
Structural Equation Model (SEM) dengan pendekatan WarpPLS 
terdapat pada Gambar 3.1 berikut: 
  
A











Merancang Model Struktural dan 
Model Pengukuran
Mengkonstruksi Diagram Jalur dan 
Konversi ke Sistem Persamaan
Mengevaluasi Model Pengukuran dan Struktural 
pada Stable1, Stable2, Stable3, Bootstrap, 
Jackknife, dan Blindfolding
Menghitung Efisiensi Penduga Parameter 






parameter inner model 
dengan metode Warp
Melakukan pendugaan parameter 




Gambar 3.1 lanjutan 
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3.3. Variabel Penelitian dan Operasional Penelitian 
Beberapa variabel yang digunakan dalam penelitian ini adalah 
variabel Indeks Kepuasan Layanan Infrastruktur (IKLI), Indeks Modal 
Sosial (IMS), dan Indeks Pembangunan Masyarakat (IPMas). Rincian 
tiga variabel tersebut terdapat pada Tabel 3.1 berikut: 
 
Tabel 3.1 Klasifikasi Variabel Penelitian 
No. 
Variabel Penelitian Indikator 
























Sikap Percaya dan 
Toleransi 1.1
Y  













Indeks Toleransi 2.2Y  
Indeks Rasa Aman 2.3Y  
3.4. Merancang Model Struktural dan Model Pengukuran 
Perancangan inner model adalah merancang hubungan antar 
variabel penelitian. Pada penelitian ini digunakan variabel 
unobservable (variabel laten) berupa variable Indeks Modal Sosial 
(IMS), Indeks Pembangunan Masyarakat (IPMas), dan Indeks 
Kepuasan Layanan Infrastruktur. Sedangkan outer model adalah 
penentuan apakah suatu variabel memiliki indikator bersifat reflektif 
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ataukah formatif. Pada penelitian ini, indikator IKLI bersifat formatif 
sedangkan indikator IMS dan IPMas bersifat reflektif. 
3.5. Mengkonstruksi Diagram Jalur dan Konversi ke Sistem 
Persamaan 
Perancangan inner model dan outer model perlu dinyatakan 
dalam bentuk jalur untuk lebih mudah dipahami. Adapun pada 
penelitian ini bentuk jalur dari inner model dan outer model dijelaskan 
pada Gambar 3.2 sebagai berikut:  





































Gambar 3.2 Diagram Jalur Penelitian 
a. Inner Model 
Penelitian ini menggunakan model struktural (inner model) 
dengan persamaan seperti pada persamaan (3.1) dan (3.2) di bawah 
ini: 
1 1 1Y X = +  (3.1) 
22 1 1
Y Y X   = + +  (3.2) 
 
b. Outer Model 
Penelitian ini menggunakan model pengukuran (outer model) 
berupa model reflektif sebagai berikut:  
1. Variabel laten eksogen 1 bersifat formatif 




2. Variabel laten endogen 1 bersifat reflektif 
11 11 1 1yy Y = +  (3.4) 
12 12 1 12yy Y = +  (3.5) 
13 13 1 13yy Y = +  (3.6) 
3. Variabel laten endogen 2 bersifat reflektif 
21 21 2 21yy Y = +  (3.7) 
22 22 2 22yy Y = +  (3.8) 
23 23 2 23yy Y = +  (3.9) 
 
3.6. Pengujian Asumsi 
Analisis SEM dengan pendekatan WarpPLS dilakukan dengan 
metode resampling. Metode resampling yang diterapkan 
memungkinkan data terbebas dari asumsi (distribution free), atau 
tidak memerlukan syarat data berdistribusi secara normal. Selain itu, 
pada WarpPLS membutuhkan asumsi linieritas untuk menentukan 
algoritma inner model manakah yang digunakan. 
3.7. Evaluasi Model  
Evaluasi model struktural dan model pengukuran pada 
WarpPLS dilakukan dengan metode resampling. Pengujian hipotesis 
dilakukan dengan menggunakan uji t, dengan statistik uji t seperti pada 
persamaan (2.15). WarpPLS menggunakan pengujian hipotesis pada 
inner model dan outer model. 
a. Inner Model 
Indikator dari kebaikan model dapat dilihat dari nilai Goodness 
of Fit. Goodness of Fit yang dimaksud adalah merupakan indeks dan 
ukuran kebaikan hubungan antar variabel laten (inner model) terkait 
juga dengan asumsi-asumsinya. Penelitian ini menggunakan rule of 
thumb, sehingga nilai Goodness of Fit tidak berlaku secara kaku dan 
mutlak. Bilamana terdapat satu atau dua indikator model yang 
memenuhi Fit and Quality Indices maka model bisa digunakan. Tabel 
Fit and Quality Indices dapat dirujuk pada Tabel 2.1. 
b. Outer Model 
Evaluasi outer model untuk model indikator reflektif dilakukan 
dengan melihat nilai loading factor, sedangkan untuk model indikator 
formatif dilakukan dengan melihat nilai weight. 
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3.8. Efisiensi Penduga Parameter pada Beberapa Metode 
Resampling  
Penelitian ini menggunakan perbandingan efisiensi relatif pada 
metode resampling antara resampling Stable1, Stable2, Stable3, 
Bootstrapping, Jackknifing, dan Blindfolding. Merujuk pada 
persamaan (2.22) dan (2.23) maka efisiensi dari dua buah penduga ˆi
relatif terhadap 
*ˆ
i dapat didefinisikan. Efisiensi dari dua buah 
penduga dapat dilihat dari Tabel 3.2.  














Penduga ˆi  lebih baik 











Penduga ˆi lebih baik 
















3.9. Measure of Fit dan Signifikansi pada Beberapa Metode 
Resampling  
Kebaikan penduga parameter yang dihasilkan dari masing-
masing metode resampling selain dilihat dari nilai efisiensinya, juga 
perlu dilihat dari measure of fit serta signifikansi dari keenam metode 
resampling yang digunakan. Measure of fit yang digunakan pada 
penelitian ini yaitu yang dilakukan pada model pengukuran (outer 
model), model struktural (inner model), dan model keseluruhan 
(overall model) yang merupakan hasil uji signifikansi dari metode 




HASIL DAN PEMBAHASAN 
4.1. Analisis SEM dengan Pendekatan WarpPLS 
Penelitian ini menggunakan data sekunder hasil kuesioner. 
Berikut hasil analisis SEM dengan pendekatan WarpPLS : 
4.1.1. Uji Asumsi Linieritas Inner Model 
Analisis SEM dengan pendekatan WarpPLS tidak memiliki 
asumsi yang ketat. Asumsi yang digunakan hanya berkaitan dengan 
inner model, yaitu untuk pemilihan algoritma pada pemodelan inner 
model sehingga diperlukan uji linieritas inner model menggunakan uji 
RRT dengan bantuan software R. Hasil dari pengujian dapat dilihat 
pada Lampiran 3. Secara ringkas dapat ditampilkan pada Tabel 4.1. 
 
Tabel 4.1 Hasil Uji Linieritas 
Variabel p-value Keterangan 
𝑋1terhadap 𝑌1 0,0003436 Non Linier 
𝑋1terhadap 𝑌2 0,0877923 Linier 
𝑌1terhadap 𝑌2 0,0234894 Non Linier 
Keterangan: 
𝑋1 : Variabel Indeks Kepuasan Layanan Infrastruktur (IKLI) 
𝑌1 : Variabel Indeks Modal Sosial (IMS) 
𝑌2 : Variabel Indeks Pembangunan Masyarakat (IPMas) 
Berdasarkan Tabel 4.1 dapat diketahui bahwa hubungan 
𝑋1terhadap 𝑌1 dan 𝑌1terhadap 𝑌2 memiliki p-value < 0,05. Oleh karena 
itu, dapat disimpulkan bahwa hubungan antar variabel tersebut tidak 
memenuhi asumsi linieritas, sehingga pada penelitian ini digunakan 
algoritma warp.  
4.1.2. Evaluasi Model Struktural (Inner Model) 
Inner Model dievaluasi dengan melihat nilai Goodness of Fit 
Model dengan menggunakan kriteria rule of the thumb. Nilai 






Tabel 4.2 Model Fit and Quality Indices  
No. 































Average block VIF 
(AVIF) 
Diterima jika  5 ; 







Diterima jika   5 ; 







Kecil   0,1 ; 
Sedang   0,25 ; 







Diterima jika    0,7 





Diterima jika   0,9 









ratio (NLBCDR)  
Diterima jika   0,7 1 Baik 
  Berdasarkan Tabel 4.2 dapat dilihat bahwa semua nilai 
Goodness of Fit sudah memenuhi kriteria diterima. Sehingga dapat 
dijelaskan bahwa indeks dan ukuran kebaikan hubungan antara 
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variabel laten yang digunakan (inner model) dalam penelitian ini 
sudah dapat diterima. 
4.1.3. Evaluasi Model Pengukuran (Outer Model) 
1) Validitas Konvergen 
Evaluasi model pengukuran dilakukan dengan melihat nilai 
loading factor untuk variabel yang bersifat reflektif dan nilai 
pembobotnya (weight) untuk variabel yang bersifat formatif.  
Berikut didapatkan nilai loading factor untuk evaluasi model 
pengukuran variabel bersifat reflektif. Nilai loading dari indikator 
dalam penelitian pada masing-masing variabel terdapat pada Tabel 
4.3. 
Tabel 4.3 Nilai Loading Factor 
Variabel Indikator Nilai Loading p-value Ket. 
Indeks Modal 
Sosial (𝑌1) 
1.1Y  0,760 <0,001 
Valid 
1.2Y  0,879 <0,001 
Valid 






2.1Y  0,894 <0,001 
Valid 
2.2Y  0,865 <0,001 
Valid 
2.3Y  0,729 <0,001 
Valid 
 Berdasarkan Tabel 4.3 dapat diketahui bahwa semua variabel 
dengan indikator bersifat reflektif diperoleh p-value <0,05 sehingga 
model indikator bersifat reflektif dalam penelitian ini bersifat 
signifikan sebagai pengukur masing-masing variabel. Sedangkan 
untuk nilai pembobot variabel formatif dapat dilihat pada Tabel 4.4. 
 
Tabel 4.4 Nilai Indicator Weight 




1.1X  0,213 <0,001 
1.2X  0,222 <0,001 
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Variabel Indikator Indicator Weight p-value 
1.3X  0,232 <0,001 
1.4X  0,230 <0,001 
1.5X  0,214 <0,001 
 Berdasarkan Tabel 4.4 dapat dilihat bahwa semua indikator 
Indeks Kepuasan Layanan Infrastruktur memiliki p-value <0,001 
yang berarti semua indikator struktur modal bersifat formatif 
signifikan sebagai pengukur variabel Indeks Kepuasan Layanan 
Infrastruktur. 
 
2) Validitas Diskriminan 
Pengujian validitas diskriminan dapat dilihat dari nilai AVE. 
Nilai AVE berdasarkan persamaan (2.12) diperoleh hasil seperti pada 
Tabel 4.5. 
 





Indeks Kepuasan Layanan Infrastruktur (𝑋1) 0,899 Valid 
Indeks Modal Sosial (𝑌1) 0,811 Valid 
Indeks Pembangunan Masyarakat (𝑌2) 0,832 Valid 
Berdasarkan Tabel 4.5 dapat diketahui bahwa nilai AVE ≥ 0,5, 
hal ini menunjukkan bahwa indikator pada seluruh variabel penelitian 
ini valid. 
 
3) Composite Reliability 
Nilai composite reliability untuk variabel-variabel pada 
penelitian ini dapat dihitung berdasarkan persamaan (2.13). Hasil 
perhitungan dapat dilihat pada Tabel 4.6 berikut. 
 
Tabel 4.6 Nilai Composite Reliability 
Variabel Composite Reliability 
Indeks Kepuasan Layanan Infrastruktur (𝑋1) 0,955 
Indeks Modal Sosial (𝑌1) 0,851 
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Variabel Composite Reliability 
Indeks Pembangunan Masyarakat (𝑌2) 0,870 
Berdasarkan Tabel 4.6 dapat diketahui bahwa seluruh variabel 
pada penelitian ini mempunyai nilai composite reliability ≥ 0,7, hal 
ini menunjukkan bahwa semua indikator memiliki reliabilitas yang 
baik terhadap variabel latennya. 
 
4.1.4. Pengujian Hipotesis Inner Model dan Outer Model 
a) Inner Model 
  Pengujian inner model dilakukan dengan menggunakan 
hipotesis seperti pada subbab 2.4.7. 
Hasil pengujian hipotesis pada inner model dapat dilihat pada Tabel 
4.7 berikut : 
 










𝑋1 →𝑌1 0,429 <0,001 - Sig. 
𝑋1→𝑌2 0,147 <0,001 0,292 Sig. 
𝑌1 → 𝑌2 0,680 <0,001 - Sig.  
Keterangan: 
𝑋1 : Variabel Indeks Kepuasan Layanan Infrastruktur (IKLI) 
𝑌1 : Variabel Indeks Modal Sosial (IMS) 
𝑌2 : Variabel Indeks Pembangunan Masyarakat (IPMas) 
 
  Berdasarkan Tabel 4.7 dapat diperoleh hasil pengujian 
hipotesis sebagai berikut : 
1) Pengujian pengaruh langsung antara Indeks Kepuasan Layanan 
Infrastruktur (IKLI) terhadap Indeks Modal Sosial (IMS), 
diperoleh nilai koefisien jalur sebesar 0,429 dengan p-value 
sebesar <0,001. Karena p-value < 0,05, maka terdapat pengaruh 
langsung yang signifikan antara IKLI terhadap IMS. Mengingat 
koefisien jalur bertanda positif, mengindikasikan bahwa 
hubungan keduanya positif. Artinya, semakin tinggi IKLI, akan 
mengakibatkan semakin tinggi pula IMS di Kota Malang. 
2) Pengujian pengaruh langsung antara Indeks Kepuasan Layanan 
Infrastruktur (IKLI) terhadap Indeks Pembangunan Masyarakat 
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(IPMas), diperoleh nilai koefisien jalur sebesar 0,147 dengan p-
value sebesar <0,001. Karena p-value < 0,05, maka terdapat 
pengaruh langsung yang signifikan antara IKLI terhadap 
IPMas. Mengingat koefisien jalur bertanda positif, 
mengindikasikan bahwa hubungan keduanya positif. Artinya, 
semakin tinggi IKLI, akan mengakibatkan semakin tinggi pula 
IPMas di Kota Malang 
3) Pengujian pengaruh langsung antara Indeks Kepuasan Layanan 
Infrastruktur (IKLI) terhadap Indeks Modal Sosial (IMS), 
diperoleh nilai koefisien jalur sebesar 0,680 dengan p-value 
sebesar <0,001. Karena p-value < 0,05, maka terdapat pengaruh 
langsung yang signifikan antara IMS terhadap IPMas. 
Mengingat koefisien jalur bertanda positif, mengindikasikan 
bahwa hubungan keduanya positif. Artinya, semakin tinggi 
IKLI, akan mengakibatkan semakin tinggi pula IPMas di Kota 
Malang. 
4) Pengujian pengaruh tidak langsung antara Indeks Kepuasan 
Layanan Infrastruktur (IKLI) dan Indeks Pembangunan 
Masyarakat (IPMas) melalui Indeks Modal Sosial (IMS), 
diperoleh koefisien pengaruh tidak langsung 0,292. Karena 
pengaruh langsung IKLI ke IMS dan IMS ke IPMas keduanya 
signifikan, maka dapat dikatakan bahwa terdapat pengaruh 
tidak langsung yang signifikan. Semakin tinggi IKLI maka 
akan berdampak pada semakin tinggi nilai IPMas jika IMS juga 
tinggi. 
Hasil Pengujian hipotesis inner model dapat dilihat pada Gambar 4.1: 
 
Gambar 4.1 Diagram Jalur Hasil Pengujian Hipotesis 
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Model yang terbentuk dari hasil perhitungan pada inner model 
adalah sebagai berikut: 
1 10,43Y X=  
2 1 10,68 0,15Y Y X= +  
 
b) Outer Model 
Pengujian outer model dilakukan menggunakan uji t pada 
masing-masing variabel berdasarkan persamaan (2.15) dengan 
hipotesis seperti pada subbab 2.4.7 
Nilai outer loading (untuk indikator reflektif) dan indicator 
weight (untuk indikator formatif) menunjukkan bobot dari setiap 
indikator sebagai pengukur dari masing-masing variabel laten. 
Indikator dengan outer loading dan nilai indicator weight terbesar 
menunjukkan bahwa indikator tersebut sebagai pengukur variabel 
yang terkuat. 
Berikut adalah nilai outer loading dan indicator weight pada 
masing-masing variabel untuk penelitian ini: 
1) Indeks Kepuasan Layanan Infrastruktur (IKLI) 
Variabel Indeks Kepuasan Layanan Infrastruktur diukur oleh 5 
indikator yang bersifat formatif. Hasil indicator weight dari masing-
masing indikator dapat dilihat pada Tabel 4.8. 
  





Ketersediaan fisik (availability) 0,213 <0,001* 
Paling 
lemah 
Kualitas fisik (quality) 0,222 <0,001*  
Kesesuaian (appropriateness) 0,232 <0,001* 
Paling 
kuat 
Pemanfaatan (utility) 0,230 <0,001*  
Kontribusi terhadap 
perekonomian 
0,214 <0,001*  
Keterangan :  
* : Signifikan 
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Berdasarkan Tabel 4.8 dapat dilihat bahwa indikator-indikator 
yang membentuk variabel Indeks Kepuasan Layanan Infrastruktur 
(IKLI)  yaitu indikator ketersediaan fisik, kualitas fisik, kesesuaian, 
pemanfaatan, dan kontribusi terhadap perekonomian signifikan pada 
taraf nyata 5%. Sehingga kelima indikator tersebut signifikan untuk 
mencerminkan Indeks Kepuasan Layanan Infrastruktur (IKLI). 
Dari kelima indikator yang membentuk variabel Indeks 
Kepuasan Layanan Infrastruktur (IKLI), indikator kesesuaian 
merupakan indikator terkuat untuk membentuk IKLI karena mmiliki 
nilai indicator weight yang paling besar. Hasil perhitungan outer 















Gambar 4.2 Hasil Perhitungan Outer Model Indeks Kepuasan 
Layanan Infrastruktur 
 
Berdasarkan Tabel 4.8 dan Gambar 4.2 dapat dibentuk 
persaman untuk outer model dari variabel IKLI seperti pada 
persamaan berikut. 
1 11 12 13 14 15 1
0, 213 0, 222 0, 232 0, 230 0, 214X x x x X x = + + + + +  
 
2) Indeks Modal Sosial (IMS) 
Variabel Indeks Modal Sosial diukur oleh 3 indikator yang 
bersifat reflektif. Hasil outer loading dari masing-masing indikator 






Tabel 4.9 p-value Outer Model Variabel IMS 
Indikator Loadings p-value Ket. 





Aksi bersama 0,879 <0,001* 
Paling 
Kuat 
Kelompok dan jejaring 0,787 <0,001*  
Keterangan :  
* : Signifikan 
 
Berdasarkan Tabel 4.9 dapat dilihat bahwa indikator-indikator 
yang mencerminkan variabel Indeks Modal Sosial (IMS)  yaitu 
indikator sikap percaya dan toleransi, aksi bersama, serta kelompok 
dan jejaring signifikan pada taraf nyata 5%. Sehingga ketiga indikator 
tersebut signifikan untuk mencerminkan Indeks Modal Sosial (IMS). 
Dari kelima indikator yang mencerminkan variabel Indeks 
Modal Sosial (IMS), indikator aksi bersama merupakan indikator 
paling kuat untuk mencerminkan IMS karena memiliki nilai outer 
loadings yang paling besar. Hasil perhitungan outer model dari 
variabel IMS dapat dilihat pada Gambar 4.3 berikut. 
 
Indeks Modal Sosial












Berdasarkan Tabel 4.9 dan Gambar 4.3 dapat dibentuk 
persaman untuk outer model dari variabel IKLI seperti pada 
persamaan berikut 
11 10,760y Y = +  
12 1 20,879y Y = +  
13 1 30,787y Y = +   
 
3) Indeks Pembangunan Masyarakat (IPMas) 
Variabel Indeks Pembangunan Masrayakat diukur oleh 3 
indikator yang bersifat reflektif. Hasil outer loading dari masing-
masing indikator dapat dilihat pada tabel 4.10. 
 
Tabel 4.10 p-value Outer Model Variabel IPMas 












Keterangan :  
* : Signifikan 
 
Berdasarkan Tabel 4.10 dapat dilihat bahwa indikator-indikator 
yang mencerminkan variabel Indeks Pembangunan Masyarakat 
(IPMas)  yaitu indikator Indeks Gotong Royong, Indeks Toleransi, dan 
Indeks Rasa Aman signifikan pada taraf nyata 5%. Sehingga ketiga 
indikator tersebut signifikan untuk mencerminkan Indeks 
Pembangunan Masyarakat (IPMas). 
Dari ketiga indikator yang mencerminkan variabel Indeks 
Pembangunan Masyarakat (IPMas), indikator Indeks Gotong Royong 
merupakan indikator yang lebih kuat untuk mencerminkan IPMas 
karena memiliki nilai outer loadings yang paling besar. Hasil 
perhitungan outer model dari variabel IPMas dapat dilihat pada 














Gambar 4.4 Hasil Perhitungan Outer Model Indeks Pembangunan 
Masyarakat 
 
Berdasarkan Tabel 4.10 dan Gambar 4.4 dapat dibentuk 
persaman untuk outer model dari variabel IPMas seperti pada 
persamaan berikut 
21 2 40,894y Y = +  
22 2 50,865y Y = +  
23 2 60,729y Y = +   
4.1.5. Uji Efisiensi 
Penelitian ini menggunakan perbandingan metode resample 
antara resampling Stable1, Stable2, Stable3, Bootstrap, Jackknife dan 
Blindfolding. Hasil yang digunakan sebagai perbandingan adalah nilai 
standard error dan measure of fit sebagai kriteria kebaikan model 
yang dihasilkan. Adapun hasil standard error untuk masing-masing 
resampling terdapat pada Tabel 4.11 sebagai berikut.  
 
Tabel 4.11 Standard Error Masing-masing Resampling 



















0,036 0,030 0,032 0,090 
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Berdasarkan nilai Standard Error yang terdapat pada Tabel 
4.11., selanjutnya dilakukan uji efisiensi untuk dua buah resampling 
dengan 15 kombinasi perbandingan. 
 
Tabel 4.12 Uji Efisiensi antara Stable1 dan Stable2 
 Standard Error 
ER Keterangan 
 Stable1 Stable2 
𝛾1 0,034 0,036 0,892 Stable1 lebih efisien 
𝛾2 0,034 0,037 0,844 Stable1 lebih efisien 
𝛽1 0,034 0,035 0,944 Stable1 lebih efisien 
Rata-rata 0,034 0,036 0,892 Stable1 lebih efisien 
Berdasarkan Tabel 4.12 dapat dilihat bahwa hasil uji efisiensi 
dari nilai ER ke-1 sampai dengan ke-3 telah konsisten antara kedua 
metode resampling. Sehingga dapat disimpulkan bahwa metode 
resampling Stable1 lebih baik dari pada metode resampling Stable2. 
 
Tabel 4.13 Uji Efisiensi antara Stable1 dan Stable3 
 Standard Error 
ER Keterangan 
 Stable1 Stable3 
𝛾1 0,034 0,036 0,892 Stable1 lebih efisien 
𝛾2 0,034 0,038 0,801 Stable1 lebih efisien 
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𝛽1 0,034 0,036 0,892 Stable1 lebih efisien 
Rata-rata 0,034 0,037 0,844 Stable1 lebih efisien 
Berdasarkan Tabel 4.13 dapat dilihat bahwa hasil uji efisiensi 
dari nilai ER ke-1 sampai dengan ke-3 telah konsisten antara kedua 
metode resampling. Sehingga dapat disimpulkan bahwa resampling 
Stable1 lebih baik dari pada resampling Stable3. 
 
Tabel 4.14 Uji Efisiensi antara Stable1 dan Boostrap 
 Standard Error 
ER Keterangan 
 Stable1 Bootstrap 
𝛾1 0,034 0,030 1,284 
Bootstrap lebih 
efisien 
𝛾2 0,034 0,034 1 
Stable1 sama efisien 
dengan Bootstrap 
𝛽1 0,034 0,038 0,801 Stable1 lebih efisien 
Rata-rata 0,034 0,034 1 
Stable1 sama efisien 
dengan Bootstrap 
Ragam 0 0,000016 0 
Ragam Stable1 lebih 
kecil daripada 
Bootstrap 
Berdasarkan Tabel 4.14 dapat dilihat bahwa hasil uji efisiensi 
dari nilai ER ke-1 sampai dengan ke-3 serta dari rata-ratanya, kedua 
metode resampling bersifat sama-sama efisien. Akan tetapi, apabila 
dilihat berdasarkan nilai ragamnya, metode Stable1 memiliki nilai 
ragam yang lebih kecil dibandingkan dengan nilai ragam metode 
resampling Bootstrap. Oleh karena itu, dapat disimpulkan bahwa 
metode resampling Stable1 lebih efisien daripada metode resampling 
Bootstrap. 
Tabel 4.15 Uji Efisiensi antara Stable1 dan Jackknife 
 Standard Error 
ER Keterangan 
 Stable1 Jackknife 
𝛾1 0,034 0,032 1,129 Jackknife lebih efisien 
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 Standard Error 
ER Keterangan 
 Stable1 Jackknife 
𝛾2 0,034 0,033 1,062 Jackknife lebih efisien 
𝛽1 0,034 0,032 1,129 Jackknife lebih efisien 
Rata-rata 0,034 0,032 1,129 Jackknife lebih efisien 
Berdasarkan Tabel 4.15 dapat dilihat bahwa hasil uji efisiensi 
dari nilai ER ke-1 sampai dengan ke-3 telah cukup konsisten antara 
kedua metode resampling. Sehingga dapat disimpulkan bahwa 
resampling Jackknife lebih baik dari pada resampling Stable1. 
 
Tabel 4.16 Uji Efisiensi antara Stable1 dan Blindfolding 
 Standard Error 
ER Keterangan 
 Stable1 Blindfolding 
𝛾1 0,034 0,090 0,143 Stable1 lebih efisien 
𝛾2 0,034 0,075 0,206 Stable1 lebih efisien 
𝛽1 0,034 0,081 0,176 Stable1 lebih efisien 
Rata
- rata 
0,034 0,082 0,172 Stable1 lebih efisien 
Berdasarkan Tabel 4.16 dapat dilihat bahwa hasil uji efisiensi 
dari nilai ER ke-1 sampai dengan ke-3 telah cukup konsisten antara 
kedua metode resampling. Sehingga dapat disimpulkan bahwa 
resampling Stable1 lebih baik dari pada resampling Blindfolding. 
 





𝛾1 0,036 0,036 1 
Stable2 sama efisien dengan 
Stable3 
𝛾2 0,037 0,038 0,948 Stable2 lebih efisien 









0,036 0,037 0,947 Stable2 lebih efisien 
Berdasarkan Tabel 4.17 dapat dilihat bahwa hasil uji efisiensi 
dari nilai ER ke-1 sampai dengan ke-3 telah cukup konsisten antara 
kedua metode resampling. Sehingga dapat disimpulkan bahwa 
resampling Stable2 lebih baik dari pada resampling Stable3. 
 





𝛾1 0,036 0,030 1,44 Bootstrap lebih efisien 
𝛾2 0,037 0,034 1,184 Bootstrap lebih efisien 
𝛽1 0,035 0,038 0,848 Stable2 lebih efisien 
Rata-rata 0,036 0,034 1,121 Bootstrap lebih efisien 
Berdasarkan Tabel 4.18 dapat dilihat bahwa hasil uji efisiensi 
dari nilai ER ke-1 sampai dengan ke-3 telah cukup konsisten antara 
kedua metode resampling. Sehingga dapat disimpulkan bahwa 
resampling Bootstrap lebih baik dari pada resampling Stable2. 
 





𝛾1 0,036 0,032 1,266 Jackknife lebih efisien 
𝛾2 0,037 0,033 1,257 Jackknife lebih efisien 
𝛽1 0,035 0,032 1,196 Jackknife lebih efisien 
Rata-rata 0,036 0,032 1,266 Jackknife lebih efisien 
Berdasarkan Tabel 4.19 dapat dilihat bahwa hasil uji efisiensi 
dari nilai ER ke-1 sampai dengan ke-3 telah cukup konsisten antara 
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kedua metode resampling. Sehingga dapat disimpulkan bahwa 
resampling Jackknife lebih baik dari pada resampling Stable2. 
 





𝛾1 0,036 0,090 0,16 Stable2 lebih efisien 
𝛾2 0,037 0,075 0,243 Stable2 lebih efisien 
𝛽1 0,035 0,081 0,187 Stable2 lebih efisien 
Rata-
rata 
0,036 0,082 0,193 Stable2 lebih efisien 
Berdasarkan Tabel 4.20 dapat dilihat bahwa hasil uji efisiensi 
dari nilai ER ke-1 sampai dengan ke-3 telah cukup konsisten antara 
kedua metode resampling. Sehingga dapat disimpulkan bahwa 
resampling Stable2 lebih baik dari pada resampling Blindfolding. 
 





𝛾1 0,037 0,030 1,44 Bootstrap lebih efisien 
𝛾2 0,038 0,037 1,249 Bootstrap lebih efisien 
𝛽1 0,036 0,038 0,898 Stable3 lebih efisien 
Rata-rata 0,037 0,035 1,184 Bootstrap lebih efisien 
Berdasarkan Tabel 4.21 dapat dilihat bahwa hasil uji efisiensi 
dari nilai ER ke-1 sampai dengan ke-3 telah cukup konsisten antara 
kedua metode resampling. Sehingga dapat disimpulkan bahwa 













𝛾1 0,037 0,034 1,266 Jackknife lebih efisien 
𝛾2 0,038 0,035 1,326 Jackknife lebih efisien 
𝛽1 0,036 0,032 1,266 Jackknife lebih efisien 
Rata-rata 0,037 0,034 1,337 Jackknife lebih efisien 
Berdasarkan Tabel 4.22 dapat dilihat bahwa hasil uji efisiensi 
dari nilai ER ke-1 sampai dengan ke-3 telah cukup konsisten antara 
kedua metode resampling. Sehingga dapat disimpulkan bahwa 
resampling Jackknife lebih baik dari pada resampling Stable3. 
 





𝛾1 0,037 0,090 0,16 Stable3 lebih efisien 
𝛾2 0,038 0,075 0,257 Stable3 lebih efisien 
𝛽1 0,036 0,081 0,198 Stable3 lebih efisien 
Rata-
rata 
0,037 0,082 0,204 Stable3 lebih efisien 
Berdasarkan Tabel 4.23 dapat dilihat bahwa hasil uji efisiensi 
dari nilai ER ke-1 sampai dengan ke-3 telah cukup konsisten antara 
kedua metode resampling. Sehingga dapat disimpulkan bahwa 
resampling Stable3 lebih baik dari pada resampling Blindfolding. 
 





𝛾1 0,030 0,034 0,879 Bootstrap lebih efisien 







𝛽1 0,038 0,032 1,410 Jackknife lebih efisien 
Rata-
rata 
0,035 0,034 1,129 Jackknife lebih efisien 
Berdasarkan Tabel 4.24 dapat dilihat bahwa hasil uji efisiensi 
dari nilai ER ke-2 dan ke-3 telah cukup konsisten antara kedua metode 
resampling. Sehingga dapat disimpulkan bahwa resampling Jackknife 
lebih baik dari pada resampling Bootstrap. 
 





𝛾1 0,030 0,090 0,111 
Bootstrap lebih 
efisien 
𝛾2 0,037 0,084 0,205 
Bootstrap lebih 
efisien 





0,035 0,082 0,172 
Bootstrap lebih 
efisien 
Berdasarkan Tabel 4.25 dapat dilihat bahwa hasil uji efisiensi 
dari nilai ER ke-2 san ke-3 telah cukup konsisten antara kedua metode 
resampling. Sehingga dapat disimpulkan bahwa resampling Bootstrap 
lebih baik dari pada resampling Blindfolding. 
 





𝛾1 0,034 0,090 0,116 
Bootstrap 
lebih efisien 









𝛽1 0,032 0,081 0,156 
Bootstrap 
lebih efisien 
Rata-rata 0,034 0,082 0,152 
Bootstrap 
lebih efisien 
Berdasarkan Tabel 4.26 dapat dilihat bahwa hasil uji efisiensi 
dari nilai ER ke-2 dan ke-3 telah cukup konsisten antara kedua metode 
resampling. Sehingga dapat disimpulkan bahwa resampling Jackknife 
lebih baik dari pada resampling Blindfolding. 
Hasil uji efisiensi dua buah penduga pada Tabel 4.12 sampai 
dengan Tabel 4.26 diperoleh urutan tingkat efisiensi untuk keenam 
metode resampling. Pada Tabel 4.12 sampai dengan Tabel 4.16 yang 
menggunakan basis Stable1 diperoleh hasil bahwa metode resampling 
Stable1 lebih efisien daripada Stable2, Stable3, Bootstrap, dan 
Blindfolding, sedangkan Jackknife lebih efisien daripada Stable1. 
Pada Tabel 4.17 sampai dengan Tabel 4.20 yang menggunakan 
basis Stable2 diperoleh hasil bahwa metode resampling Stable2 lebih 
efisien daripada Stable3 dan Blindfolding sedangkan metode 
resampling Bootstrap dan Jackknife lebih efisien daripada Stable1. 
Pada Tabel 4.21 sampai dengan Tabel 4.23 disajikan hasil uji efisiensi 
dua resampling dengan basis Stable3. Berdasarkan pada ketiga tabel 
tersebut didapatkan hasil bahwa metode Bootstrap dan Jackknife lebih 
efisien daripada metode Stable3, tetapi metode Stable3 tersebut lebih 
efisien daripada metode Blindfolding. 
 Pada Tabel 4.24 dan Tabel 4.25 diketahui bahwa tingkat 
efisiensi metode resampling Bootstrap berada di antara metode 
Jackknife dan Blindfolding. Pada Tabel 4.26 metode Jackknife 
diketahui lebih efisien daripada metode Blindfolding. Berdasarkan 
seluruh kombinasi perbandingan dua buah metode resampling pada 
Tabel 4.12 hingga Tabel 4.26 diperoleh hasil bahwa metode Jackknife 
adalah metode resampling yang lebih efisien, diikuti oleh metode 












Berdasarkan hasil analisis dalam penelitian ini, dapat disimpulkan 
bahwa hasil pendugaan parameter pada analisis WarpPLS dengan 
menggunakan metode resampling Stable1, Stable2, Stable3, Bootstrap, 
Jackknife, dan Blindfolding menghasilkan nilai efisiensi relatif yang 
berbeda. Metode resampling Jackknife paling efisien digunakan pada data 
dalam penelitian ini, diikuti oleh metode resampling Stable1, Bootstrap, 
Stable3, Stable2 dan Blindfolding. Metode resampling Stable1 bersifat 
sama efisien dengan metode Bootstrap, sehingga digunakan perbandingan 
berdasarkan nilai ragam pada kedua metode tersebut dan diketahui bahwa 
metode resampling Stable1 memiliki ragam yang lebih kecil daripada 
metode Bootstrap.   
Berdasarkan measures of fit yang telah digunakan, didapatkan hasil 
bahwa pada penelitian ini tidak terdapat perbedaan pada evaluasi model 
struktural dan model pengukuran keenam metode resampling yang 
digunakan. Nilai loadings, indicator weight, serta hasil pengujian 
hipotesis pada keenam metode menghasilkan luaran yang sama. Oleh 
karena itu, berdasarkan dua kriteria yang digunakan pada penelitian ini 
yaitu perhitungan efisiensi relatif serta measure of fit sebagai kebaikan 
model yang dihasilkan, dapat disimpulkan bahwa metode resampling 
Jackknife merupakan metode yang paling efisien daripada kelima metode 
lainnya.  
5.2. Saran 
Berdasarkan hasil penelitian yang telah dilakukan, untuk penelitian 
selanjutnya dapat dilakukan kajian lebih lanjut mengenai metode 
Jackknife agar diketahui mengapa metode tersebut lebih efisien dibanding 
dengan kelima metode lain yang terdapat pada analisis WarpPLS. Selain 
itu dapat dilakukan perbandingan penggunaan algoritma yang berbeda 
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##UJI ASUMSI LINIERITAS, VERSI 2## 
RRT=function(X,Y1,pvalue){ 
  n=length(X) 
  library(MASS) 
  X0=rep(1:1,each=n) 
  X01=cbind(X0,X) 
  X01 
  Bols1=ginv(t(X01)%*%X01)%*%(t(X01)%*%Y1) 
  Y1top=X01%*%Bols1 
  Err1=Y1-Y1top 
  R2_old=1-(sum(Err1^2)-686*mean(Err1)^2)/ 
(sum(Y1^2)-686*mean(Y1)^2) 
  Y1top2=Y1top**2 
  X01Y1=cbind(X0,X,Y1top2) 
  
Bols2=ginv(t(X01Y1)%*%X01Y1)%*%(t(X01Y1)%*%Y1) 
  Y1topnew=X01Y1%*%Bols2 





  R2_old 
  R2_new 
  Fhit 
  Pvalue=df(Fhit,2,686-3) 










































Nilai Composite Reliability 
 
 







Lampiran 3. Lanjutan 
 
Nilai Indikator Weight 
 

























Nilai Composite Reliability 
 
 






Lampiran 4. Lanjutan 
 
Nilai Indikator Weight 
 


























Nilai Composite Reliability 
 







Lampiran 5. Lanjutan 
 
Nilai Indikator Weight 
 

























Nilai Composite Reliability 
 
 







Lampiran 6. Lanjutan 
Nilai Indikator Weight 
 
























Nilai Composite Reliability 
 







Lampiran 7. Lanjutan 
Nilai Indikator Weight 
 
























Nilai Composite Reliability 
 







Lampiran 8. Lanjutan 
Nilai Indikator Weight 
 





















Lampiran 9. Lanjutan 
 
 
 
 
 
