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Abstract
The research presented in this thesis was carried out as part of a collaboration be-
tween the groups of Dr Tanja van Mourik at the School of Chemistry, University
of St Andrews and Professor Jonathan Tennyson at the Department of Physics and
Astronomy at University College London.
This thesis presents State-Averaged Complete Active Space Self Consistent Field
(SA-CASSCF) calculations on nucleic acid bases, deoxyribose and phosphoric acid
(H3PO4). In the case of uracil, for comparison, Multireference Configuration In-
teraction calculations were also performed. The SA-CASSCF orbitals were subse-
quently used in R-matrix electron scattering calculations using the close-coupling
model.
Of major importance for obtaining accurate SA-CASSCF results is the choice of the
active space and the number of calculated states. Properties such as the electronic
energy, number of configurations, excitation energy and dipole moment were con-
sidered in the choice of active space.
Electron-collision calculations were performed on two of the most stable isomers of
H3PO4, a weakly dipolar form with all OH groups pointing up and a strongly dipolar
form where one OH group points down. A broad shape resonance at about 7 eV was
found for both isomers. Ten-state close-coupling calculations suggest the presence
of narrow, Feshbach resonances in a similar energy region. Elastic and electronically
inelastic cross sections were calculated for both isomers.
The R-matrix calculations on uracil were done by the group from UCL.
R-matrix calculations are currently being done on guanine. Scattering calculations
on the other DNA bases will be performed in the near future.
Chapter 1
Introduction
In the past few years, a growing literature has emerged concerning the damage to
nucleic acids by low-energy electrons (LEE) with energy between 0 and 20 eV [1–16]
produced by ionising radiation. If the electron energy is lower than the ionisation po-
tential of the molecule, damage can be generated through a negative anion-mediated
mechanism, which starts with the capture of the electron in a molecular resonance,
followed by a transfer of energy and electron density towards a weak bond that sub-
sequently ruptures. There is a wide agreement that the electron capture is mainly
due to the DNA and RNA bases, because these molecules have extended aromatic
systems. The scattering electron can temporarily be captured by an unoccupied pi∗
orbital giving rise to a shape resonance. When scattering is connected with electron
excitation, Feshbach or core-excited resonances can occur.
It also has been suggested that electron attachment to the phosphate group [17]
contributes to DNA strand breaks.
One of the methods used to study low-energy electron-molecule collisions is the R-
matrix method [18], which is built around obtaining accurate wave functions for the
anion-mediated state, obtained by the temporary capture of the scattering electron
by the molecule.
The main aim of the project was to study electron collisions with the DNA and RNA
bases and the phosphate group, here modelled by the phosphoric acid molecule.
Different R-matrix models were used, Static Exchange (SE), Static Exchange plus
Polarisation (SEP) and Close-Coupling (CC) (see chapter 6). The most accurate of
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these, the CC model, requires State-Averaged Complete Active Space Self Consis-
tent Field, SA-CASSCF (shorter CAS) orbitals.
Previously several theoretical calculations on electron collisions with DNA con-
stituents and phosphoric acid were performed [19–23]. Our contribution to these
scattering calculations was obtained Feschbach resonances, while calculations of
Winstead and McKoy [19–21] and Tonzani and Greene [22, 23] result only in shape
resonances (see section 6.3).
Before performing the R-matrix calculations, we first had to: find geometries of
the molecules with coordinates transformed to the centre-of-mass coordinates, find
Modified Virtual Orbitals (MVOs, see appendix A.4) for uracil, as recommended by
Winstead and McKoy [19] and perform the CAS excited state calculations using the
Molpro computational package [24].
To transform the coordinates of the molecule from the standard Gaussian [25] for-
mat to the coordinates of the centre of mass, and to transform the TZV(2d,p) basis
set from GAMESS US [26] to Molpro format [24], scripts were created using the
Python Programming Language. The MVOs were calculated using Dalton [27], and
here also the basis functions had to be transformed from Molden [28] into Molpro
format. For each molecule and basis set programs were written to transform the
molecular orbitals from Molpro into R-matrix order.
When performing the scattering calculations on guanine, which is the largest DNA
base, using the aug-cc-pVDZ and cc-pVTZ basis sets difficulties with diagonalisa-
tion of the Hamiltonian matrix occurred. The polyatomic R-matrix codes have been
developed by a number of people in different institutions (Daresbury Laboratory,
Royal Holloway, UCL, QUB, etc.) based in part on a diatomic code developed at
Daresbury by Cliff Noble and others [29]. All the R-matrix calculations were done
using computers at UCL.
This thesis is divided into two parts, theory and results.
The theory section describes in the evolutionary order the methods Hartree-Fock
(HF), Configuration Interaction (CI), Complete Active Space Self Consistent Field
(CASSCF), and Multireference Configuration Interaction (MRCI). The next chap-
ters discuss the low-energy electron collisions and R-matrix theory. Additional infor-
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mation about electron correlation, basis sets, Molpro orbitals, R-matrix calculations
and L2 configurations is provided in the appendix (see appendix A).
The first molecule considered was uracil, and for this molecule the CAS calculations
are described in more detail, to illustrate how we chose the active space for the subse-
quent scattering calculations. The second molecule for which R-matrix calculations
were performed was phosphoric acid. For cytosine, adenine, guanine, thymine and
2-deoxyribose only CAS calculations are presented, which may be suitable for sub-
sequent close-coupling calculations. The excitation energies and dipole moments for
all molecules were compared with other methods and experimental data. Additional
excited state calculations are included in the appendix.
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Chapter 2
Deoxyribonucleic and Ribonucleic
Acid
Deoxyribonucleic Acid (DNA) is a long polynucleotide polymer of units called nu-
cleotides [17, 30, 31]. It contains the genetic instruction for the development and
functioning of living organisms, and the major function of DNA is to encode the
sequence of amino acid residues in proteins, using the genetic code. In living organ-
isms DNA exists in the shape of a double helix, where the nucleotide repeats contain
both the backbone of the molecule, and a base, which interacts with another base
on the other DNA strand in the helix (see figure 2.1).
The four bases in DNA are adenine and guanine (fused five- and six membered het-
erocyclic compounds called purines) and cytosine and thymine (six membered rings
called pyrimidines). Purines on one strand form hydrogen bonds with a pyrimi-
dine on the other strand forming base pairs with adenine binding only to thymine
and cytosine only to guanine. Nucleosides are glycosylamines made by attaching
a nucleobase to a 2-deoxyribose sugar (for example cytidine, adenosine, guanosine,
thymidine). Nucleosides can be phosphorylated by specific kinases in the cell, pro-
ducing nucleotides, the building blocks of DNA [17]. Each phosphate group is joined
to the 3’ carbon atom of one deoxyribose and to the 5’ carbon atom of another (see
chapter 8.7 and figures 8.11 and 8.12). Thus each strand has a 3’ end and a 5’ end.
The two strands are oriented in opposite directions (see figure 2.1).
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Figure 2.1: Structure of DNA (ChemDraw Ultra 10 [32])
The phosphate linking to the sugar group carries a negative charge because of the
chemical interaction between phosphorus and oxygen. In the cell the phosphate
groups are neutralised by counter ions (for example Na+). DNA exists in several
possible conformations. The most common in nature are A-DNA, B-DNA and Z-
DNA [17]. Ribonucleic Acid (RNA) is also a biologically important molecule that
consists of a long chain of nucleotide units. It is very similar to DNA, but RNA is
usually single-stranded, and instead of thymine and 2-deoxyribose contains uracil
and ribose sugar, respectively. RNA is central to protein synthesis [17].
5
Chapter 3
The Hartree-Fock Method
The Hartree-Fock (HF) method aims to find the optimal wavefunction, ψ, within the
limitation of using a single Slater determinant. Slater determinants are the simplest
antisymmetric n-particle functions, from which all other n-particle functions are
used in constructing an atomic or molecular wavefunction. Each Slater determinant
is normalised in the n-particle space and is constructed from the selection φ(r1),
φ(r2),...φ(rn) of spin orbitals [33]:
ψ(r1, r2, r3, ...rn) =
1√
nelec!
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
φ1(r1) φ2(r1) φ3(r1) . . . φn(r1)
. φ2(r2)
. φ3(r3)
. .
. .
. .
φ1(n) φn(rn)
∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣∣
(3.1)
Including antisymmetry the energy is a sum of one-electron, Coulomb and exchange
terms [34]:
E =
∑
i
ni +
∑
i<j
∫
φ2i (r1)
1
r12
φ2j(r2)dr1dr2−
∑
i<j
∫
φi(r1)φj(r2)
1
r12
φi(r2)φj(r1)dr1dr2
(3.2)
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where φ2(r) is the probability of finding an electron at a given point in space.
The Hartree-Fock equations are:
{
Hn +
∑
j=1
∫
φ2j(r2)
1
r12
dr2
}
φi(r1)−
{
n∑
j=1
∫
φj(r2)φi(r2)
1
r12
dr2
}
φi(r1) = 
SCF
i φi(r1)
(3.3)
in the shorter form:
{
Hn +
∑
j
Jj −
∑
j
Kj
}
φi(r1) = 
SCF
i φi(r1) (3.4)
where the Coulomb and exchange operators are defined as:
Jjφi(r1) =
(∫
φ2j(r2)
1
r12
dr2
)
φi(r1) (3.5)
Kjφi(r1) =
(∫
φj(r2)φi(r2)
1
r12
dr2
)
φj(r1) (3.6)
The Hartree-Fock equations in the Linear Combination of Atomic Orbitals (LCAO)
approximation are called the Roothaan equations:
φi =
n∑
µ=1
cµiχµ (3.7)
where each orbital φi is expressed as a linear combination of atomic orbitals, χµ.
The problem for a given basis set is to find values of the expansion coefficients, cµi,
which minimise the energy E. The Schro¨dinger equation cannot be solved explicitly
for the ground state wavefunction. According to the variational principle the energy
of an approximate wavefunction, ψ is given by [34]:
E =
∫
ψ(r)Hψ(r)dr∫
ψ(r)ψ(r)dr
(3.8)
For any normalised wavefunction ψ, the expectation value of the Hamiltonian for ψ
7
must be greater than or equal to the actual ground state energy:
Eground ≤ 〈ψ|H|ψ〉 (3.9)
This holds for any trial ψ, by definition, the ground state wavefunction has the low-
est energy, and any trial wavefunction will have energy greater than or equal to it.
The Hartree-Fock equations can be solved by an iterative Self Consistent Field
(SCF) method, and there are many techniques for helping the iterative procedure
to converge [35].
In the first cycle of the SCF procedure all the various atomic integrals for a given
basis set and geometry are calculated. Subsequently, a set of expansion coefficients
or trial molecular orbitals are guessed, which with the atomic integrals are used to
construct the Roothaan-Hartree-Fock operator. Solvation of Fock equations gives
another set of ’improved’ expansion coefficients used in the second cycle etc. The
procedure is repeated until the coefficients are identical within the previous set. With
a reasonable set of ’guess’ orbitals, 10-20 cycles are usually enough to converge the
procedure.
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Chapter 4
The Configuration Interaction
Method
Configuration Interaction (CI) is a post Hartree-Fock linear variational method for a
quantum chemical multi-electron system. Configuration simply describes the linear
combination of Slater determinants used for the wavefunction, interaction means
the mixing (interaction) of different electronic configurations.
CI uses a variational wavefunction that is a linear combination of configuration state
functions (CSFs) (symmetry-adapted linear combinations of Slater determinants)
built from spin orbitals. The variationally computed SCF wavefunction and its
orbitals are taken as reference to construct several excited states of the appropriate
symmetry. The linear variational method is used to find the best possible mixing
coefficients Ci [34]:
ΨCI =
∑
i
Ciψi = C0ψSCF +
∑
D
CDψD +
∑
T
CTψT + ... (4.1)
The subscripts S, D, T etc. show determinants which are singly, doubly, triply etc.
excited (one, two or three spin orbitals are swapped with virtual orbitals) relative
to the ground state, HF configuration. This leads to a matrix eigenvalue equation:
HC = ESC (4.2)
where C contains the coefficients, E is energy, H is Hamiltonian matrix with ele-
9
ments:
Hij = 〈ψi|H|ψj〉 (4.3)
and S is an overlap matrix
Sij = 〈ψiψj〉 (4.4)
It is usual to take the ψi, which are called CSFs, to be orthonormal so that S is an
identity or unit matrix which simplifies the above matrix equation.
The processes involved in a SCF-CI calculation:
1. Choose basis set and compute integrals
2. Carry out an SCF procedure and obtain orbitals
3. Transform the integrals over the basis functions to integrals over molecular
orbitals
4. Construct CSFs and compute H (and S)
5. Find eigenvalues (E) and eigenfunctions (C)
A special case of the Configuration Interaction method is Full Configuration Inter-
action (FCI) in which all Slater determinants (CSFs) of the proper symmetry are
included in the variational procedure (all Slater determinants obtained by exciting
all possible electrons to all possible virtual orbitals) [36].
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Chapter 5
Multi-reference Configurational
Methods
5.1 Multi-configurational Self Consistent Field
Multi-configurational Self Consistent Field (MCSCF) is an extension of configura-
tion interaction (CI) and uses a linear combination of CSFs or configuration de-
terminants (not a single reference as CI based on HF orbitals) to approximate the
exact electronic wavefunction of an atom or molecule. In the MCSCF method not
only the coefficients in front of the determinants (see equation 4.1) are optimised by
the variational principle, but also the molecular orbitals used for constructing the
determinants (see equation 3.7) are made optimum. The MCSCF optimisation is
iterative just like the SCF procedure (if the ’multi-configuration’ is only one, it is
simply HF) [37] and has been developed for treating static correlation effects (see
appendix A.2).
When static correlation is weak, Hartree-Fock theory provides a correct description
of the wavefunction, but for most excited states, for molecules that are close to disso-
ciation, and for electronic degeneracy, Hartree-Fock is a poor approximation. Large
static correlation effects often indicate that there is no single Slater determinant
that dominates the wavefunction. A viable way is to include the static correlation
using a CI-expansion that covers all the important effects and subsequently using
this many-determinant reference as a starting point for recovery of the dynamic
11
correlation. Such approaches are multi-reference methods [38].
Several MCSCF methods have been described and historically they are divided into:
Optimised Valence Configurations [39–41], Generalised Brillouin Theorem [42–47],
Second Order Methods [48–59] and First Order Procedure [60,61].
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5.2 Complete Active Space Self Consistent Field
The Complete Active Space Self Consistent Field (CASSCF, shorter CAS) method
[62], also called Full Optimised Reaction Space (FORS), is one of the most popular
approaches of the MCSCF method [37]. CASSCF is full CI in the active space1.
The method is developed also for calculating the ground state.
The selection of configurations is done by partitioning the MOs into an active, closed
and virtual space.
Figure 5.1: An example of an active space as required in CASSCF theory. The
example corresponds to a six-electrons-in-six-orbital selection [63]
The closed orbitals are doubly occupied, while the active orbitals have occupation
numbers varying between 0 and 2. The virtual orbitals are unoccupied.
In the CASSCF method the total electronic wavefunction is formed as a linear
combination of CSFs. The number of configurations is given by the Weyl-Robinson
formula [64,65]:
1In CASSCF type wavefunctions the CI coefficients do not have the same significance as for a
single reference CI based on HF orbitals. In a full CI the orbitals may be rotated among themselves
(which has influence on the magnitude of the coefficients in front of each CSF) without affecting the
total wavefunction. In the single reference CI the CSFs can only be characterised by the number
of spin orbitals that are swapped with virtual orbitals from the HF determinant.
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n(CSF ) =
2S + 1
M + 1
(
M + 1
M − (N/2)− S
)(
M + 1
N/2− S
)
(5.1)
where S is the total spin, N is the total number of active electrons, and M is the
number of active orbitals.
Because CASSCF calculations are dependent on the number of active electrons and
particularly on the number of active orbitals generating many electron configura-
tions, the orbital optimisation is practically independent of the number of closed
orbitals.
Another general problem with CASSCF calculations is the choice of which state for
which the orbitals are to be optimised. This choice has an influence on the relative
energies of the calculated excited states and can change their energetic ordering.
One way to partially avoid this problem is to perform a state-averaged calculation,
in which the orbitals are optimised with respect to the weighted mean of all states
of interest [66, 67]. A state averaged calculation is performed when the same set of
MOs is used for a number of electronic states of the same spin and symmetry. The
CI problem is solved for a number of roots (R) and the orbitals are optimised for
the average energy, Eaver, of the states [68]:
Eaver =
R∑
i=1
ωIEI (5.2)
where ωI are weights which can be chosen.
There is no clear-cut way to choose the active space. Usually, for small molecules,
CASSCF calculations are done with a full valence active space. For conjugated sys-
tems all pi orbitals should be included in the active space [37]. Another way is to
choose a one-to-one active space that has one anti bonding orbital for each bonding
orbital. An unbalanced choice of active orbitals leads to an unbalanced treatment
of the excited states. For example, if the chosen active space consists of only pi
orbitals, the calculated spectrum contains only pi excited states. Other states, for
instance n → pi∗ states are not found, although in general they cannot a priori be
excluded, since they might become important in the course of the studied photo-
initiated process. A too small active space and the concomitant neglect of large
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parts of dynamical electron correlation can be the reason of significant errors and
an unbalanced treatment of different classes of electronic states.
Some convergence problems can occur, if an active orbital has an occupation number
very close to 2 (the energy is dependent upon only weak rotations between this or-
bital and the closed orbitals) or when an orbital has a very small occupation number
(rotations between this orbital and the virtual orbitals become near-redundant). In
this situation the optimisation method by Werner and Knowles [24, 69–71] may be
used, which enables calculations with active orbital occupation numbers as high as
1.995 and as low as 0.001 without convergence problems. This is the method that
is implemented in Molpro [24].
15
5.3 Multireference Configuration Interaction
Multireference Configuration Interaction (MRCI) is one of the methods that can
recover the dynamical correlation (see appendix A.2) energy in multiconfigurational
systems. MRCI is equivalent to the CI method, but taking as starting point an
MCSCF wavefunction and building the different excitations from the different con-
figurations belonging to ΨMCSCF . In MRCI(SD) all single and double excitations
out of all determinants that are included in the MCSCF wavefunction are consid-
ered.
Several MRCI methods have been described for example: by Siegbahn [72, 73]
Buenker and Peyerimhoff [74, 75], Brook and Schaefer [76, 77], Duch and Kar-
wowski [78, 79], Tavan and Schulten [80], Taylor [81], Liu and Yoshimine [82] and
Lischka et al. [83]. The most commonly used MRCI program is probably that of
Werner and Knowles [24, 70, 71, 84], whose determinant-based internally contracted
scheme facilitates extending the correlation treatment to the valence inactive elec-
trons.
In general, an MRCI(SD) wave function can be written [84]:
Ψ =
∑
I
cIΨI +
∑
S
∑
a
cSaΨ
a
S +
∑
D
∑
ab
CDabΨ
ab
D (5.3)
where a,b denote external orbitals (not occupied in the reference configurations), S
and D denote internal N-1 and N-2 electron-hole states. ΨI , Ψ
a
S, Ψ
ab
P are respectively
internal, singly external and doubly external configurations. The reference space is
a subset of the internal configurations ΨI .
Two different contraction schemes which reduce the number of variational parame-
ters are used in MRCI:
• “Externally” contracted CI (of Siegbahn [85,86]).
The singly and doubly external configurations are contracted as:
ΨS =
∑
a
αSaΨ
a
S (5.4)
16
ΨD =
∑
ab
αDabΨ
ab
D (5.5)
The contraction coefficients α are obtained by first order perturbation theory.
• “Internally” contracted CI (first discussed by Mayer [87] and Siegbahn [88]
and implemented by Werner and Reinsch [89]). In this method the configura-
tions are generated by applying pair excitation operators to the reference wave
function as a whole. This generates linear combinations of the configurations
ΨabD with different internal states D.
Three different orbital subspaces are distinguished [84]:
• Core orbitals - doubly occupied in all configurations and not correlated.
• Valence orbitals (i,j,k,l,...) - occupied in the reference configurations and
correlated in the CI wave function.
• External orbitals (a,b,c,d,...) - unoccupied in the reference wave function.
The set of N-2 electron states D is obtained from all possible two-electron annihila-
tion acting on each reference configuration. The N-1 electron states S are generated
from the N-2 electron states D by adding one electron to the valence space, and
the internal configurations are obtained from the N-1 electron states S by adding
another electron. Defining the internally contracted configuration space, it is useful
to employ one-electron creation and annihilation operators, which remove an elec-
tron from i and j orbitals which are occupied in the reference wave function and add
this electron to unoccupied orbitals in the reference wave function, a and b. The
internally contracted doubly external configurations are defined as:
Ψabijp =
1
2
(Êai,bj + pÊbi,aj)Ψ0 (5.6)
where p = 1 for external singlet pairs and p = −1 for triplet pairs. Ψ0 is the reference
wave function, which may be composed of many configurations ΨR:
17
Ψ0 =
∑
R
a(R)ΨR (5.7)
One of the advantages of this scheme is that the number of contracted internal states
is independent on the number of reference configurations. It depends only on the
number of correlated orbitals. For m correlated orbitals can be obtained at most m3
contracted internal N-1 electron states by two annihilation and one creation, and
m2 contracted N-2 electron states by two annihilation.
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Chapter 6
R-matrix
6.1 Low-energy electrons
In the past few years, a growing literature has emerged concerning the damage
to nucleic acids by low-energy electrons (LEE) with energies between 0 and 20
eV [1, 2, 4–16] produced by ionising radiation. The process follows the creation of
thousands of low-energy electrons, stripped off from molecules in the cell either di-
rectly by radiation or else by its first products, highly energetic primary electrons,
that can cause electron-impact ionisation.
The nucleic acid can be ionised and damage produced through the dissociation of the
cation [90] when the electron energy is higher than the ionisation threshold for DNA
(between 7.85 and 9.4 eV, as measured for the DNA bases [91]). If the electron en-
ergy is lower, damage can still be generated, but through a negative anion-mediated
mechanism, which starts with the capture of the electron in a molecular resonance,
followed by the transfer of energy and electron density towards a weak bond that
subsequently ruptures.
There are many controversial issues that concern the location of the initial capture
site [1, 68], the dynamics of the metastable anion generated by electron capture
(called transient molecular anion), and the identification of the final bond that rup-
tures [5, 13–15,92–95].
There is a wide agreement that the electron capture is mainly due to the DNA and
RNA bases, because these molecules have extended aromatic systems. The scatter-
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ing electron can temporarily be captured by an unoccupied pi∗ orbital giving rise to
a shape resonance. When scattering is connected with electron excitation, Feshbach
or core-excited resonances can occur.
The mechanism of DNA-LEE interaction is important because the low-energy sec-
ondary electrons are the most abundant radiolysis species generated upon impact
of high-energy radiation [96] and therefore highly pertinent to issues such as the
development of radiotherapy. Low-energy collisions with molecules can result in a
variety of different processes such as [97]:
• Elastic scatterring:
AB + e− → AB + e− (6.1)
• Electronic excitation:
AB + e− → AB∗ + e− (6.2)
• Vibrational excitation:
AB(v
′′
) + e− → AB(v′) + e− (6.3)
• Rotational excitation:
AB(N
′′
) + e− → AB(N ′) + e− (6.4)
• Dissociative attachment:
AB + e− → A− +B (6.5)
AB + e− → A+B− (6.6)
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• Impact dissociation:
AB + e− → A+B + e− (6.7)
• Impact ionisation:
AB + e− → AB+ + e− + e− (6.8)
Because of loss of symmetry and increase of degrees of freedom, electron-molecule
collisions are significantly more difficult to treat theoretically than electron-atom
collisions. A common feature of all these processes is that they can be considered
to go via an intermediary, AB−. One of the methods used to consider low-energy
electron-molecule collisions is the R-matrix method [18], which is built around ob-
taining accurate wave functions for this intermediary and hence gives a theoretical
framework capable of modelling all the above processes.
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6.2 R-matrix theory
The R-matrix method was introduced into atomic physics by Burke and his asso-
ciates [98–102] in the early 1970’s. Burke and his co-workers applied the R-matrix
method to many problems in the electron scattering and photoionisation of simple
and complex atoms [103]. The method was generalised and applied by Schnei-
der [104, 105], Hay and Schneider [106] and Schneider and Morrison [107] and then
by Burke, Mackey and Shimamura [108], Buckley, Burke and Lan [109] and Noble,
Burke and Salvini [110] to treat electron-molecule collisions.
Besides the R-matrix method, there are two other close-coupling expansion-based
methods which are used for electron-molecule collision studies. These methods are
based on the Kohn variational principle [111] and the Schwinger variational princi-
ple [112–114].
The R-matrix method is based on the splitting of coordinate space into two regions,
an inner and an outer region, separated by a spherical boundary of radius r = a
centred on the centre of mass of the molecule [115, 116]. The inner region contains
all the electronic charge cloud of the target molecule. In the inner and outer regions
the interaction between the electron and the target molecule has different features.
Inside the R-matrix sphere, the scattering electron lies within the molecular-charge
cloud, and exchange interactions and electron-electron correlation must be taken
into consideration. In the outer region, exchange and correlation are negligible and
only long-range multipolar interactions between the scattering electron and the tar-
get are included, which makes it possible to reduce the scattering problem in the
external region to the solution of a set of coupled, ordinary differential equations.
When the system (N-electron molecule plus one scattering electron) has energy E
then it has a wavefunction, ψN+1(E), given by [18]:
(HN+1 − E)ψN+1(E) = 0 (6.9)
where HN+1 is the Hamiltonian of the N-electron molecule plus one scattering elec-
tron.
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Figure 6.1: The R-matrix method divides space into an inner and outer region. The
inner region contains the wave function of the target molecule, AB. In the outer
region only the scattering electron can be presented. The boundary is given by a
sphere of radius a, centred on the target centner of mass [18].
In fixed-nuclei 1 R-matrix theory the wavefunction of the inner region has the form
[117,118]:
ΨN+1(E) =
∑
k
Ak(E)ψ
N+1
k (6.10)
where ψN+1k is an energy-independent solution of the inner region problem and the
Ak(E) are coefficients whose values change as the total energy E is changed. These
ψN+1k need to be constructed only once for all scattering energies and in the inner
region they are expansions over CSFs, which are composed of linear combinations
of Slater determinants (see equation 3.1). These determinants involve spin orbitals,
φi (see equation 3.7), which are combinations of functions centred on the nuclei and
on the centre of gravity of the molecule.
In the inner region the wave function is usually written [29]:
ψN+1k = A
∑
ij
aijkφ
N
i (x1...xN)uij(xN+!) +
∑
i
bikχ
N+1
i (x1...xN+1) (6.11)
where the target contains N electrons and functions are labelled as N or N+1 ac-
cording to whether they refer to the target or the compound scattering system,
respectively. φNi is the wave function of the i
th target state and uij are extra or-
bitals introduced to represent the scattering electron, called continuum orbitals.
1The nuclei are fixed at a particular geometry and then solve for the electronic part of the total
wave function.
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The continuum basis set needs to be centred on the target centre-of-mass. The
polyatomic R-matrix procedure was developed, initially by Nestman et al. [119] and
used Gaussian Type Orbitals (GTOs) [35] to represent both the target and contin-
uum functions in the inner region. An alternative GTO-based procedure was im-
plemented by Morgan [120] and other more specialised, electron-molecule R-matrix
procedures [121–125] have been developed more recently. The choice of the contin-
uum orbitals depends on the particular target state, φNi , since the two must couple
together to give the correct overall spatial and spin symmetry of the total wave
function ψN+1.
The electrons which space-spin coordinates are represented by xi, must obey the
Pauli principle and therefore are anti-symmetrised by the operator A. The second
summation in equation 6.11 involves configuration where all electrons are placed in
the target, referred to as L2 configurations (see appendix A.5.1 and A.5.2). Such
configurations are essential in even the simplest scattering model as they allow for
relaxation of the orthogonalisation between the continuum orbitals and those be-
longing to the target. In more sophisticated models the L2 configurations are also
used to model the effects of target polarisation (see appendix A.5.1).
The radial distance where the energy-independent solutions from the inner region
are used to construct an energy-dependent R-matrix is called the boundary.
In the outer region the wavefunction can be written [29]:
ψN+1(E) =
n∑
i=1
φNi (x1...xN)Fi(rN+1)Yli ,mi (θ, φ)Ξ 1
2
(6.12)
where the sum runs over the n channels of the problem. For molecular problems,
there are usually several channels associated with each target state. Fi corresponds
to the energy-dependent wave function of the projectile in the ith channel, Yli ,mi are
spherical harmonics, where the (li, mi) match with the asymptotic channel associ-
ated with the ith target state and its angular momentum quantum numbers. The
function Ξ 1
2
is a spin one-half electron spin function.
The quality of the scattering calculation is strongly dependent on obtaining a good
representation of the target wavefunctions and the associated target properties. A
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particular problem that faces scattering studies is the need to represent all target
states using a single set of orbitals. The SCF solution to the Hartree-Fock approx-
imation yields orbitals which often give a satisfactory representation of the ground
state but are less appropriate for excited states. The ways of improving the orbital
representation for a multistate problem is employment of the CASSCF orbitals.
The CASSCF method obtains orbitals optimised simultaneously for a number of
electronic states.
The UK polyatomic R-matrix code is built on the Sweden-Molecule quantum chem-
istry package of Almo¨f and Taylor [126, 127] and now is used by a large number of
different groups around the world [128–140]. The program Quantemol-N [141] is
also available to facilitate the use of the polyatomic version of the codes by non-
experts. The general application of the R-matrix method to polyatomic molecules
employing the UK polyatomic R-matrix code has been described in the literature
[18, 116, 142, 143]. There are also many examples [144–151] describing the employ-
ment of the R-matrix method to study electron-collisions with different molecules.
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6.3 Resonances
The temporary trapping of an electron to form a quasibound or short-lived state is
known as a resonance. Resonances are generally characterised by type, configura-
tion, symmetry, position, and width. The formation and behaviour of resonances is
the key to many processes in electron-molecule scattering.
Resonance states are often characterised as:
• Shape resonance, where the scattering electron temporarily occupies a low-
lying unoccupied orbital in the ground state of the target molecule. They
are generally rather short-lived meaning that they appear as broad features
as a function of energy in the scattering observables. They provide the most
common route for dissociative attachment [152]. For example, if the ground
state of an electronic system can be labeled as s2p0 with a doubly occupied
s orbital and with a virtual orbital p (see figures 6.2 and 6.3), and if fE
corresponds to an incident electron of kinetic energy E, then in case of a shape
resonance the p → fE transition is the only one required for the emission of
an electron.
s2p0 + e−(E)→ s2p1 (6.13)
• Feshbach resonance, where the scattering electron temporarily occupies an
unoccupied orbital of an electronically excited state of the target molecule.
They are generally narrower than shape resonances and provide the main
route to dissociative recombination [153]. In case of a Feshbach resonance
both transitions p → fE and p → s are required to emit one electron (see
figure 6.2).
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Figure 6.2: Orbitals in the case of a Feshbach resonance
s2p0 + e−(E)→ s1p2 (6.14)
with not allowed
s1p2 → s1p1 + e−(E ′ > 0) (6.15)
• Core-excited shape resonance. This resonance, like a Feshbach resonance,
is associated with electronic excitation of the target but, like a shape resonance,
the electron is trapped by a barrier in the potential at an energy above that
of the excited state. In case of a core-excited shape resonance one of the
fragments is left in the excited state s1p1 and only the p → fE transition is
required to emit one electron (see figure 6.3).
s2p0 + e−(E)→ s1p2 (6.16)
with allowed
s1p2 → s1p1 + e−(E ′ > 0) (6.17)
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Figure 6.3: Orbitals in the case of a core-excited shape resonance
Resonances can be characterised by position (Eres) and width Γres. One of the R-
matrix programs to obtain the resonances is RESON [154], which reads the file of
energy points and corresponding eigenphases. The eigenphase sum, δ, is obtained
from the sum of the eigenvalues of the K-matrix (this is a symmetric matrix whose
dimension is the number of open channels, see section 8.6.3), KDii , as [29]:
δ(E) =
∑
i
arctan(KDii ) (6.18)
Eigenphase sums provide a very useful diagnostic of scattering calculations.
The standard method for characterising an isolated resonance is to represent the
eigenphase sum in the region of the resonance using the Breit-Wigner form [155]:
δ(E) = δ0(E) +
m∑
i=1
tan−1
Γresi
2(Eresi − E)
(6.19)
where δ0(E) is the background eigenphase. Hazi [156] showed that it is correct to
fit the eigenphase sum, δ, as a function of collision energy, E.
In RESON Tennyson and Noble [154] implemented a recursive procedure for de-
tecting and performing Breit-Wigner fits to resonances. This procedure scans δ(E)
and marks those points where the numerically computed second derivative,
d2E
dδ2
changes signs from positive to negative 2. A finer grid is constructed about each of
2The second derivative of a function f measures the concavity of the graph of f. If the second
derivative of a function changes sign, the graph of the function will switch from concave down to
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these points which is then used as the input to a Breit-Wigner fit. These points are
marked as the location of possible resonances. RESON can handle eigenphase sums
which are smoothed (i.e. increase by pi). Narrow resonances can be missed if the
energy grid is too coarse. In our calculations resonances were obtained using the
program RESON and by analysis of the eigenphase sums and their derivatives.
concave up, or vice versa. A point on a curve at which the second derivative changes sign is called
an inflection point.
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6.4 Scattering models
The basic scattering models are [157]:
• The Static Exchange (SE) model. This is the most basic model, in which
the target wavefunction is represented at the HF level. The SE model cannot
treat many physical processes such as electron impact electronic excitation.
It also cannot model Feshbach resonances since these also involve electronic
excitation of the target. The SE model can only give shape resonances which
are usually significantly too high in energy. Within the SE approximation the
only possible L2 configurations (see appendix A.5.1) are ones in which the
scattering electron occupies otherwise unoccupied, or virtual spin-orbitals of
the target.
• The Static Exchange Plus Polarisation (SEP) model, in which single
excitations out of the target (HF) wavefunction are used to represent target
polarisation effects. Polarisation effects can be included by promoting one
electron from the target into a virtual orbital and also putting the scattering
electron into a virtual orbital giving a two particle-one hole (2p,1h) configura-
tion. The SEP model can give good resonance parameters for shape resonances
and is also capable of representing Feshbach resonances, which arise from two
particle-one hole (2p,1h) L2 configurations (see appendix A.5.1), which corre-
spond to target excitations.
• The Close-Coupling (CC) approximation uses a CAS representation of the
target wavefunction. A CC expansion can give a complete treatment of the
scattering process, and the calculations are particularly good at representing
Feshbach resonances associated with the target excited states (see appendix
A.5.2). The CC model includes several target states, but these can in principle
be represented by any CI model. The simplest L2 configurations (see appendix
A.5.2) for the CAS CC model can be written as [157]:
(core)m(CAS)n
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(core)m(CAS)n−1(virtual)1
where the first set of configurations can represent Feshbach resonances, and
the second shape resonances. It has been common to contract the second set of
CSFs with the target CI wave function [145,158]. In this contracted model the
occupation of each virtual orbital of the appropriate symmetry only contribute
one CSF no matter how large the target CI expansion is. The CC calculations
without this contraction are called uncontracted calculations. In calculations
using the uncontracted model molecular partitioned R-matrix calculations are
used [159] in which less than 10% of the eigenvalues are computed.
.
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Chapter 7
Methodology
The main aim of the project was to generate State-Averaged Complete Active Space
Self Consistent Field, SA-CASSCF (shorter CAS) molecular orbitals and to perform
R-matrix calculations in a collaboration with Prof. Jonathan Tennyson’s group at
UCL [160].
Because the UK R-matrix codes (http://ccpforge.cse.r1.ac.uk/gf/project/ukrmol-
in/) use spherical harmonic functions, all calculations were done with spherical har-
monic basis functions. The R-matrix calculations were performed with the centre
of mass coordinates of the molecule.
The types of electronic orbitals that may be present in organic molecules are σ, pi,
n, pi∗ and σ∗. Photochemists designate electronic excitations by an arrow from the
lower energy orbital to the upper energy state and n → pi∗, pi∗ → pi∗, n → σ∗,
σ → σ∗. n → pi∗ and pi → pi∗ excitations, which are the most characteristic transi-
tions, are normally observed in the near-UV and visible regions [161].
To establish a model methodology to obtain the target orbitals, a series of calcu-
lations was performed with the CAS method with several basis sets and different
active spaces using the MOLPRO 2006.1 computational package [24] on a computer
cluster with 2.4 GHz AMD Opteron processors.
A key problem with CAS calculations is scaling with system size: there is a factorial
dependence on both the number of active electrons and particularly on the number
of active orbitals generating many-electron configurations (full CI within the active
space) [37]. For atomic or conjugated systems the CAS space, typically, includes
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the valence pi-orbitals. In heteroatomic systems one may want to include also the
lone pair orbitals and electrons to allow for n→ pi∗ excitations [63].
Some R-matrix calculations were performed with Modified Virtual Orbitals (MVOs)
[157, 162] (see appendix A.4) obtained from the DALTON 2.0 molecular electronic
structure program [27].
The optimisation of the molecular geometries was performed using the Gaussian03
computational package [25]. The basis sets used in the calculations are 6-31G,
6-31G*, 6-31+G* [163], cc-pVDZ, aug-cc-pVDZ and cc-pVTZ [164, 165] with seg-
mented contraction (see www.bse.pnl.gov/bse/portal). Some calculations were per-
formed with the TZV(2d,p) and 6-311++G** [163] basis sets. The TZV(2d,p) basis
set was converted from GAMESS US [26] to Molpro [24] format.
For scattering calculations, the excitation energies should lie below the ionisation
potential of the molecule and the functions should not be too diffuse (see appendix
A.1).
Scattering calculations were performed using the UK R-matrix codes (see chapter
6). For the SE and SEP calculations, Restricted Hartree-Fock (RHF) wavefunctions
were used. The CC calculations used a CAS model (see chapter 6). In the case
of phosphoric acid, C1 symmetry was used and the active space consisting of 14
electrons distributed over 10 orbitals (see chapter 8.6). In the case of guanine, a
planar, Cs symmetric, molecule was considered employing an active space consisting
of 12 electrons distributed over 9 orbitals (see chapter 8.4). The scattering calcula-
tions with phosphoric acid were performed with an R-matrix radius a = 15a0, the
SE and SEP scattering models employed the 6-31G, cc-pVDZ, aug-cc-pVDZ, and
cc-pVTZ basis sets, and the CC model with the aug-cc-pVDZ and cc-pVTZ basis
sets (see chapter 8.6). The scattering calculations with guanine are currently being
performed using a = 13a0 and the cc-pVDZ basis set. Resonances were obtained
using the program RESON and by analysis of the eigenphase sums and their deriva-
tives.
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Chapter 8
Results and Discussions
8.1 Uracil
Different theoretical [166–173] and experimental [174–180] investigations of uracil
were aimed at obtaining insight into the physical, chemical and biological properties
of the molecule. The most stable uracil tautomer is 2,4-dioxouracil [181–183] (see
figure 8.1).
Figure 8.1: The structure of 2,4-dioxouracil (Gaussview 4.1.2 [25])
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8.1.1 Methodology
The geometry of uracil, optimised with the MP2 method and the 6-31G* basis
set, was taken from Ref. [19]. Uracil in its equilibrium geometry has Cs symme-
try [65,184].
The 58 electrons of uracil occupy 24 σ orbitals of symmetry A’ and 5 pi orbitals of
symmetry A”. The full pi active space of uracil consists of 10 electrons distributed
over 8 active MOs. Including a lone pair MO located on each oxygen yields 14
electrons distributed over 10 MOs in the active space. The biggest active space
consisted of 14 electrons distributed over 16 active MOs.
The next step was performing MRCI calculations (see chapter 5.3), taking as starting
point the CAS wavefunction. MRCI calculations using the MOLPRO 2006.1 com-
putational package [24] are possible with the Pople and Davidson correction [185]
and with two different options. The first one is with closed orbitals, which are dou-
bly occupied in all CSFs and are correlated through single and double excitations,
and the second one is with core orbitals, which are doubly occupied in all configu-
rations and not correlated (see appendix A.3). The Pople and Davidson correction
approximately correct the lack of size-extensively in MRCI. In this thesis we use the
Davidson correction. The Davidson correction estimates the energy of configuration
interaction up to quadruple excitations from the energy of configuration interaction
up to double excitations.
The data about scattering calculations on uracil, performed by Dr Amar Dora are
in appendix F.
8.1.2 CAS calculations
Several different active spaces were tested. The ground state energy, ground state
dipole moment and the vertical excitation energies were taken into consideration.
The choice of the active space, the number of calculated states and the basis sets
have the main influence upon the results. An unbalanced choice of active orbitals
leads to an unbalanced treatment of the excited states. For example, if the cho-
sen active space consists of only pi orbitals, the calculated spectrum contains only
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pi → pi∗ excited states. The addition of σ orbitals to the active space yields also
n → pi∗ or pi → σ∗ excitations. Because the calculations were performed with the
state-averaged CAS, a different choice of calculated states yields different values of
the ground and excited state energies and dipole moments.
According to the Weyl-Robinson formula (see equation 5.1), increasing the number
of active orbitals and electrons gives more configurations (CSFs). The triplet states
have a larger number of configurations than the corresponding singlet states. For
example, looking at table B.7 (see appendix B), for 14 electrons distributed over
10, 14 and 16 active orbitals the number of configurations is 2352, 1378080, and
13899270 for the singlet A’ state, and 3458, 2504645, and 26544650 for the triplet
A’ state, respectively. The largest calculations were performed with five states and
the active space consisting of 14 active electrons distributed over 16 orbitals using
the 6-31G basis set (see appendix B.1, table B.7). These calculations took 40 days
(CPU times 3189955.37 seconds).
The excited state energies
For scattering calculations, the excitation energies should lie below the ionisation
potential of the molecule, which for the case of uracil is 9.3 eV [186–188].
In table 8.1 are compared the results obtained with 16 states and the 6-31G and
cc-pVDZ basis sets. Here (a,b) means: a-number of electrons, b-number of orbitals
in the active space. Columns (12,9) include the data from table B.2 (see appendix
B.1.1), columns (14,10) from table 8.3 and columns (14,11) from table B.6 (see
appendix B.1.3). A comparison of the calculations with the (12,9), (14,10) and
(14,11) active spaces shows that larger active spaces lead to lower values of the
ground state energy, and all 15 excited states calculated with the (14,10) and (14,11)
active spaces have vertical excitation energies below the ionisation potential of uracil,
9.3 eV [187]. Because the results calculated with the (14,10) active space differ only
slightly from the results calculated with the (14,11) active space, the (14,10) active
space was chosen to generate the target orbitals for the scattering calculations.
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Table 8.1: The CAS X1A′ ground state energy (in Hartree) and the vertical exci-
tation energies (in eV) as a function of active space and basis set. The calculations
were performed with 16 states.
(12,9) (14,10) (14,11)
6-31G cc-pVDZ 6-31G cc-pVDZ 6-31G cc-pVDZ
X1A′ -412.34728 -412.55905 -412.350985 -412.563490 -412.361860 -412.574134
21A′ 6.68 6.61 6.61 6.59 6.61 6.55
31A′ 7.05 7.13 6.96 7.00 6.95 6.99
41A′ 8.44 8.56 8.63 8.77 8.62 8.76
11A′′ 4.42 4.59 4.69 4.92 4.69 4.91
21A′′ 7.27 7.34 6.17 6.49 6.18 6.52
31A′′ 9.40 9.61 7.73 7.89 7.73 7.89
41A′′ 10.42 10.98 7.88 7.96 7.89 7.96
13A′ 3.72 3.79 3.79 3.87 3.79 3.86
23A′ 5.26 5.40 5.31 5.49 5.29 5.48
33A′ 6.16 6.53 6.04 6.36 6.05 6.37
43A′ 7.46 7.55 7.58 7.70 7.56 7.67
13A′′ 4.25 4.41 4.52 4.75 4.52 4.74
23A′′ 7.18 7.25 5.97 6.29 5.97 6.32
33A′′ 9.34 9.54 7.62 7.78 7.63 7.78
43A′′ 9.61 9.88 7.86 7.93 7.87 7.93
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To investigate how the results depend on the number of states several comparisons
were performed.
In the CAS calculations the energy average for all states under consideration was
optimised. This yields a single set of compromise orbitals for all states. In table 8.2
are shown the ground state energy and the vertical excitation energies calculated
with 32, 16 and five states, with the 6-31G and cc-pVDZ basis sets and with the
active space consisting of 14 active electrons distributed over 10 orbitals (see also
tables 8.3, B.4, and B.3). Because the excitation energies should lie below the
ionisation energy of the molecule, 16-states calculations appear to be a good choice
to obtain orbital sets for subsequent scattering calculations.
Table 8.2: The X1A′ ground state energy (in Hartree) and the vertical excitation
energies (in eV) obtained with the (14,10) active space for singlet and triplet uracil
depending on the number of calculated states. The orbital space consists of: closed
22,0; occupied 24,8.
6-31G cc-pVDZ
32 states 16 states 5 states 32 states 16 states 5 states
X1A′ -412.34784 -412.35099 -412.35569 -412.56001 -412.56349 -412.56920
21A′ 6.60 6.61 6.56 6.59
31A′ 6.92 6.96 6.96 7.00
41A′ 8.53 8.63 8.66 8.77
51A′ 8.97 9.13
61A′ 9.34 9.43
71A′ 10.08 10.23
81A′ 10.45 10.61
11A′′ 4.61 4.69 4.39 4.84 4.92 4.65
21A′′ 6.03 6.17 6.35 6.49
Continued on Next Page. . .
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Table 8.2 – Continued
6-31G cc-pVDZ
32 states 16 states 5 states 32 states 16 states 5 states
31A′′ 7.62 7.73 7.78 7.89
41A′′ 7.88 7.88 7.93 7.96
51A′′ 9.74 9.99
61A′′ 9.96 10.41
71A′′ 10.38 10.96
81A′′ 11.63 11.98
13A′ 3.75 3.79 3.76 3.82 3.87 3.83
23A′ 5.25 5.31 5.42 5.42 5.49 5.56
33A′ 5.93 6.04 6.24 6.36
43A′ 7.51 7.58 7.61 7.70
53A′ 8.57 8.53
63A′ 8.98 9.18
73A′ 9.15 9.23
83A′ 9.93 10.28
13A′′ 4.44 4.52 4.20 4.67 4.75 4.47
23A′′ 5.84 5.97 6.17 6.29
33A′′ 7.52 7.62 7.68 7.78
43A′′ 7.86 7.86 7.91 7.93
53A′′ 9.63 9.93
63A′′ 9.70 10.01
73A′′ 9.87 10.31
83A′′ 10.01 10.46
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Table 8.3 shows the data obtained from the active space consisting of 14 electrons
distributed over 10 orbitals. Winstead and McKoy [19], in their scattering calcula-
tions on uracil, employed the 6-311++G** and TZV(2d,p) basis sets. Therefore we
also performed some CAS calculations with uracil using the same basis sets. The
TZV(2d,p) basis set was employed in the subsequent R-matrix calculations, but only
with the SE and SEP models [157]. The aug-cc-pVDZ, 6-31++G**, TZV(2d,p), and
cc-pVTZ basis sets were too diffuse for scattering calculations on uracil with the CC
model, therefore in the cc-pVDZ basis set was employed.
Looking at the values of the excitation energies, in the case of planar uracil, no big
differences are observed between the excitation energies calculated using the basis
sets with diffuse functions, and the excitation energies obtained with the 6-31G,
6-31G*, cc-pVDZ, and cc-pVTZ basis sets (see appendix B.1.2, table B.4).
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Table 8.3: The X1A′ ground state energy (in Hartree) and the vertical excitation
energies (in eV) for singlet and triplet uracil calculated with 16 states and the (14,10)
active space. The orbital space consists of: closed 22,0; occupied 24,8.
State 6-31G cc-pVDZ aug-cc-pVDZ 6-31++G** TZV(2d,p)
X1A′ -412.3510 -412.5635 -412.5851 -412.6354 -412.6656
21A′ 6.61 6.59 6.46 6.53 6.50
31A′ 6.96 7.00 6.94 6.96 6.95
41A′ 8.63 8.77 8.62 8.65 8.65
11A′′ 4.69 4.92 4.92 4.89 4.92
21A′′ 6.17 6.49 6.47 6.44 6.48
31A′′ 7.73 7.89 7.87 7.86 7.87
41A′′ 7.88 7.96 7.90 7.93 7.93
13A′ 3.79 3.87 3.84 3.83 3.84
23A′ 5.31 5.49 5.48 5.46 5.48
33A′ 6.04 6.36 6.34 6.31 6.35
43A′ 7.58 7.70 7.62 7.66 7.65
13A′′ 4.52 4.75 4.76 4.73 4.75
23A′′ 5.97 6.29 6.28 6.25 6.29
33A′′ 7.62 7.78 7.76 7.75 7.76
43A′′ 7.86 7.93 7.87 7.90 7.90
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The ground state energies
Inspection of table 8.4, which compares the values of the RHF and CAS ground state
energy, shows that the larger basis sets yield lower ground state energies. Only the
16-states calculation with the active space consisting of 12 electrons distributed over
9 orbitals (see appendix B.1.1, table B.2) using the cc-pVDZ basis set gives a lower
value of the ground state energy than the calculations which the aug-cc-pVDZ basis
set. CAS should give a lower energy than RHF calculations because of the variation
principle, and because RHF is the reference for CAS. Our results agree with this. We
performed state-averaged (CAS) calculations and here also the number of considered
states plays a role. Performing calculations with a smaller number of states yield
a lower value of the ground state energy (see appendix B.1). Considering CAS
calculations with the same number of states, it is observed that an increase of the
active space gives lower values of the ground state energy.
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Table 8.4: Comparison of the RHF, CAS and MRCI ground state energy (in Hartree)
for different basis sets (see appendix B.1).
States 6-31G 6-31G* cc-pVDZ aug-cc-pVDZ cc-pVTZ
ERHF
-412.2777 -412.4625 -412.5024 -412.5279 -412.6159
ECAS
(12,9) 16 -412.3473 -412.5199 -412.5590 -412.5568 -412.6686
(12,9) 5 -412.3553 -412.5293 -412.5686 -412.5910 -412.6797
(14,10) 16 -412.3510 -412.5244 -412.5635 -412.5851 -412.6739
(14,10) 5 -412.3557 -412.5299 -412.5692 -412.5917 -412.6803
(14,11) 16 -412.3619 -412.5351 -412.5741 -412.5881 -412.6850
(14,11) 5 -412.3665 -412.5408 -412.5801 -412.6009 -412.6919
EMRCI
(14,10) 16 -412.4785 -412.7227 -412.7666 -412.8061 -412.9154
(14,10)D1 16 -412.4874 -412.7388 -412.7830 -412.82701 -412.9368
1Calculations with Davidson correction
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The ground state dipole moments
The observed dipole moment for uracil using the microwave spectroscopic method
is 3.87 D [189], while in a dioxane solution it is 4.16 D [179]. Because of the fact
that our calculations were performed for gas phase molecule, 3.87 D is the best
value for use as a reference. In table 8.5 are compared the RHF, CAS and MRCI
ground state dipole moments. Considering the number of states, better results were
obtained with five than with 16 states. The choice of the cc-pVDZ basis set gives the
most accurate values of the ground state dipole moment. The gas-phase ground state
dipole moment calculated with the 5-state calculations using the (12, 9) and (14,11)
active space and the cc-pVDZ basis set (3.95 D) is nearest to the experimental value
(3.87 D).
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Table 8.5: Comparison of the RHF, CAS and MRCI ground state dipole moment,
µ (in D), as a function of the active space (see tables in appendix B.1).
States 6-31G 6-31G* cc-pVDZ aug-cc-pVDZ cc-pVTZ
µRHF
5.35 5.02 4.93 5.09 5.02
µCAS
(12,9) 16 4.19 4.04 3.96 4.45 4.02
(12,9) 5 4.19 4.03 3.95 4.06 4.02
(14,10) 16 4.27 4.14 4.06 4.20 4.15
(14,10) 5 4.19 4.04 3.96 4.07 4.02
(14,11) 16 4.27 4.13 4.07 4.19 4.16
(14,11) 5 4.19 4.03 3.95 4.34 4.05
µMRCI
(14,10) 16 4.39 4.34 4.25 4.47 4.39
(14,10)D2 16 4.43 4.29 4.19 4.37 4.28
µexpt [189]
3.87
2Calculations with Davidson correction
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8.1.3 MRCI calculations
MRCI calculations were performed and were compared with the CAS results. As
the main direction of the project was performing CAS calculations to obtain orbitals
for subsequent scattering calculations, MRCI calculations were performed only for
uracil.
Table 8.6 shows the MRCI and its reference CAS ground state energy, the vertical
excitation energies, the ground state dipole moment and real time of the calculations
with the 6-31G and cc-pVDZ basis sets. Two options were considered, one with
24σ closed orbitals and the second one with 24σ core orbitals (see appendix A.3).
Calculations with closed orbitals, which are more accurate, take longer time and
yield a lower value of the ground state energy. In this case the active space included
only pi orbitals, which is why only pi → pi∗ excitations resulted. As expected MRCI
calculations with closed orbitals give lower singlet excited states than calculations
with the core option, and both are lower in energy than their reference CAS energies.
The first singlet excited state obtained with the 6-31G basis set has a higher energy
(6.51, 6,18, 6.07 eV for CAS, MRCIcore, and MRCIclosed, respectively) than the
state calculated with the cc-pVDZ basis set (6.49, 6,15, 6.07 eV for CAS,MRCIcore,
andMRCIclosed, respectively). The next singlet excited states show lower values for
the 6-31G basis set. However, for the triplet excited states, the lowest energies were
obtained with core orbitals using the 6-31G basis set. The first three triplet excited
energies obtained with the closed option using the 6-31G basis set are noticeably
higher in energy than their reference CAS results.
In this case also, the CAS calculations yield lower values of the ground state dipole
moment than the MRCI calculations.
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Table 8.6: The MRCI X1A′ ground state energy (in Hartree), the vertical excitation
energies (in eV), the ground state dipole moment µ (in D) and time of the calcu-
lations for singlet and triplet uracil. The orbital space consists of closed or core
24,0; occ 24,8.
6-31G cc-pVDZ
CASRef MRCIcore MRCIclosed CASRef MRCIcore MRCIclosed
X1A′ -412.35140 -412.40571 -412.97341 -412.56486 -412.66142 -413.49097
21A′ 6.51 6.18 6.07 6.49 6.15 6.07
31A′ 7.02 6.80 6.85 7.11 6.90 6.87
41A′ 8.37 7.85 7.72 8.50 7.99 7.91
13A′ 3.83 3.80 3.96 3.91 3.91 3.96
23A′ 5.37 5.20 5.45 5.58 5.44 5.57
33A′ 6.14 5.93 6.23 6.49 6.28 6.44
43A′ 7.44 7.01 7.04 7.58 7.14 7.17
µ 4.28 4.39 4.41 4.06 4.22 4.13
time 21 [sec] 18[min] 33[day] 59 [sec] 59[min] 38[day]
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Table 8.7 compares the CAS, MRCI and MRCI calculations with the Davidson cor-
rection using the 6-31G and cc-pVDZ basis sets. The Davidson correction of the
MRCI method yields a noticeably lower value of the ground state energy (see table
8.4) and dipole moment (see table 8.5). The MRCI and CAS excitation energies
calculated with the cc-pVDZ basis set are higher in value than the energies obtained
with the 6-31G basis set. Using both basis sets, the first three singlet pi → pi∗ exci-
tations with the Davidson correction yield the most favourable values in comparison
with experiment (see table 8.8), but they are still too high. Among these three
methods, the CAS calculations yield the lowest and the MRCI calculations with
the Davidson correction the highest value of the first singlet n → pi∗ and the first
triplet pi → pi∗ and n → pi∗ excitations. Comparing the MRCI excitation energies
with other basis sets (see appendix B.2, tables B.8 and B.9), the lowest excitation
energies of the first three singlet pi → pi∗ excitations were obtained with the aug-cc-
pVDZ basis set. For both MRCI and CAS calculations the first singlet excited state
is n→ pi∗, but the second singlet excited state for MRCI is pi → pi∗, and for CAS is
n→ pi∗.
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Table 8.7: Comparison of the ground (in Hartree) and the excitation energies (in
eV) calculated with CAS and MRCI and MRCI with Davidson correction using the
cc-pVDZ and 6-31G basis sets. The MRCI orbital space consists of core 22,0; occ
24,8. (The reference CAS calculations were done with 16 states and the (14,10)
active space, see table B.4).
CAS MRCI MRCID
cc-pVDZ 6-31G cc-pVDZ 6-31G cc-pVDZ 6-31G
X1A′ -412.5635 -412.3510 -412.7666 -412.4785 -412.7830 -412.4874
21A′ 6.59 6.61 6.18 6.17 6.05 6.06
31A′ 7.00 6.96 6.84 6.72 6.75 6.63
41A′ 8.77 8.63 8.01 7.76 7.76 7.52
11A′′ 4.92 4.69 5.24 4.97 5.28 5.01
21A′′ 6.49 6.17 6.76 6.44 6.79 6.48
31A′′ 7.89 7.73 7.92 7.69 7.97 7.66
41A′′ 7.96 7.88 7.83 7.74 7.86 7.70
13A′ 3.87 3.79 3.96 3.86 3.97 3.87
23A′ 5.49 5.31 5.56 5.33 5.55 5.32
33A′ 6.36 6.04 6.44 6.10 6.43 6.09
43A′ 7.70 7.58 7.24 7.06 7.10 6.93
13A′′ 4.75 4.52 5.04 4.77 5.09 4.81
23A′′ 6.29 5.97 6.54 6.21 6.57 6.24
33A′′ 7.78 7.62 7.83 7.62 7.81 7.59
43A′′ 7.93 7.86 7.80 7.72 7.73 7.67
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8.1.4 Comparison with experiment and different calcula-
tions
The excited states of uracil have been studied theoretically previously with ab initio
methods ranging from configuration interaction with single excitation (CIS) [190–
192] to highly correlated Multireference Perturbation (CASPT2) methods [73, 193,
194], MRCI methods and density functional approaches for excited states [195–198].
The first circular dichroism (CD) spectrum was recorded by Miles et al. [199], who
interpreted the first four transitions in uridine and thymidine as pi → pi∗ and related
them to the benzene spectrum. It is generally agreed that the first band corre-
sponds to a pi → pi∗ transition. Most authors agree with Miles et al. that the second
state has the same character. Sprecher and Johnson [200] suggest, however, that
an n→ pi∗ transition might be responsible for this feature in the spectrum. Novros
and Clark [201] observed a small out-of-plane component in the polarised absorp-
tion spectrum of 1-methyl-uracil crystals at 4.7 eV, which might point in the same
direction. Such an assignment would locate the n→ pi∗ transition at ca. 5 eV.
Our CAS calculations showed that the first singlet excitation is n → pi∗, which for
the active space consisting of 14 electrons distributed over 10 orbitals, depending on
the basis set, ranges from 4.69 to 4.93 eV (see tables 8.3 and B.4), which gives quite
good agreement with the values obtained by Novros and Clark. Also gas-phase spec-
tra were reported [202, 203]. Unfortunately, these appear to be broad as well with
an overall shape similar to those in solution, albeit further blue-shifted: the long-
wavelength absorption band is found at 244 nm (ca. 41 000 cm−1 or 5.08 eV) with
a weak shoulder at 205 nm (ca. 48 800 cm−1 or 6.05 eV), and the short-wavelength
band appears at 187 nm (ca. 53 500 cm−1 or 6.63 eV). These values have been
interpreted as vertical pi → pi∗ excitation energies. Our first singlet pi → pi∗ vertical
excitation energy for each of the active spaces and basis sets under consideration lies
above 6 eV (see tables B.2, 8.3, B.4, and B.6), which constitutes a noticeable differ-
ence with experiment. The main aim of our CAS calculations was to use the CAS
orbitals for UK R-matrix calculations. We considered only state-averaged calcula-
tions and selected an active space that gives singlet and triplet n→ pi∗ and pi → pi∗
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excitations below the ionisation energy of uracil. Also because of limitations of the
R-matrix programs we could not use the aug-cc-pVDZ and cc-pVTZ basis sets and
active spaces larger than (14,10). The discrepancies between our results and experi-
ment are probably due to these restrictions. The closest to the experimental ground
state dipole moment was obtained with the cc-pVDZ basis set. The SE and SEP
calculations were performed with several basis sets, while for the more advanced CC
model, the cc-pVDZ basis set with the (14,10) active space was employed [157].
Table 8.8 compares the MRCI and CAS excitation energies of uracil to experimental
data and to the calculations with different methods like CASPT2 and Time Depen-
dent Density Functional Theory (TDDFT) [198].
Noticeable differences between the MRCI and CAS pi → pi∗ excitation energies and
the experimental data are observed. Methods like TDDFT give lower values of the
excitation energy, which are closer to those obtained by experiment.
The CASPT2 and TDDFT calculations show that the first singlet excitation state is
n→ pi∗ and the second pi → pi∗, the first triplet excitation state is pi → pi∗, and the
second n → pi∗, which is in close accordance with the MRCI and CAS calculations
(using the aug-cc-pVDZ basis set, see table 8.3). The results differ depending on
the basis set and the active space.
We could not use basis sets as large as aug-cc-pVDZ or cc-pVTZ, or active spaces
bigger than the (14,10) active space. Thus we selected the (14,10) active space and
the cc-pVDZ basis set for use in the R-matrix calculations. Because we aimed to
obtain only energies below the ionisation potential of the molecule, the 16-states
calculations were chosen.
51
Table 8.8: Comparison of the CAS and MRCI excitation energies (eV) with experi-
mental data and with calculations using the CASPT2 and TDDFT methods.
CAS MRCI CASPT2 TDDFT Expt Range
t. 8.3 t. B.8 [73] [198] [200,202,204–214]
cc-pVDZ cc-pVDZ ANO cc-pVDZ
21A′ 6.59 6.18 5.00 5.27 4.6-5.1
31A′ 7.00 6.84 5.81 5.92 5.8-6.1
41A′ 8.77 8.01 6.46 7.28 6.3-6.6
11A′′ 4.92 5.24 4.54 4.63 at ca. 5
21A′′ 6.49 6.76 6.00 6.60
31A′′ 7.89 7.92 6.37 5.76
41A′′ 7.96 7.83 6.95 6.19
13A′ 3.87 3.96 3.42
23A′ 5.49 5.56 4.71
33A′ 6.36 6.44 5.44
43A′ 7.70 7.24 5.92
13A′′ 4.75 5.04 4.23
23A′′ 6.29 6.54 5.49
33A′′ 7.78 7.83 6.43
43A′′ 7.93 7.80 6.00
52
8.1.5 Conclusions
Considering only n → pi∗ and pi → pi∗ transitions, calculations with three active
spaces were considered, the active space consisting of 12 electrons distributed over 9
orbitals (see appendix B.1.1, table B.2), the active space consisting of 14 electrons
distributed over 10 orbitals (see appendix B.1.2 and table 8.3) and the active space
consisting of 14 electrons distributed over 11 orbitals (see appendix B.1.3, table B.6).
Comparing the calculations with the (12,9), (14,10) and (14,11) active spaces shows
that the larger active space leads to a lower value of the ground state energy, and all
15 excited states calculated with the (14,10) and (14,11) active space have vertical
excitation energies below the ionisation potential of uracil, 9.35 ± 0.01 eV [187].
As the results calculated with the (14,10) active space differ only slightly from the
results calculated with the (14,11) active space, the (14,10) active space was chosen
to generate the target orbitals for the scattering calculations. CAS calculations with
the (12,9) active space using the cc-pVDZ basis set yield a dipole moment that is
closest to the experimental value of 3.87 D [19]. An only slightly higher value of the
ground state dipole moment (4.06 D) was obtained with the (14,10) active space
using the same basis set, therefore the cc-pVDZ basis set was chosen for subsequent
R-matrix calculations. MRCI calculations were also performed. The reference CAS
calculations were done with 16 states and the (14,10) active space (see appendix
B.1.2 and table 8.3). The first three singlet pi → pi∗ excitations obtained with our
MRCI calculations yield more favourable values in comparison with experiment than
the CAS calculations, but they are still too high (see table 8.8).
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8.2 Cytosine
Cytosine and uracil are RNA pyrimidine bases (in DNA thymine replaces uracil, see
chapter 2). The 1H-2-keto 4-amino form of cytosine was considered [215–219].
Tonzani and Greene [23] found three shape resonances for cytosine: a very sharp
one at 1.7 eV (0.5 eV wide), a second one at 4.3 eV (0.7 eV wide), and the third
at 8.1 eV (0.8 eV wide). The electron-molecule collision calculations performed by
Winstead and McKoy [21] for cytosine resulted in resonances at 0.5, 2.4, and 6.3 eV.
Experimental temporary anion states of cytosine obtained by Aflatooni et al. [2] are
at 0.32, 1.53 and 4.50 eV.
Figure 8.2: The structure of 1H-2-keto 4-amino cytosine (Gaussview 4.1.2)
8.2.1 Methodology
The geometry of 1H-2-keto 4-amino cytosine was obtained from optimisation em-
ploying the B3LYP method [220–223] and the 6-31+G* basis set.
Two types of symmetry were considered, planar, Cs and nonplanar, C1 symmetry.
Planar cytosine is a transition state and the optimised nonplanar molecule possesses
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slightly lower energy (-394.949754 Hartree) than its planar counterpart (-394.949726
Hartree).
The 58 electrons of cytosine occupy 24 σ orbitals of symmetry A’ and 5 pi orbitals
of symmetry A”. Like for uracil, the full pi active space of cytosine consists of 10
electrons distributed over 8 active MOs, and we therefore used the same active space
as was used for the scattering calculations on uracil (see section 8.1.1). In the non-
planar molecule 58 electrons occupy 29 orbitals, and the full active space includes
37 orbitals.
The ionisation potential of cytosine is 8.68 eV [187].
8.2.2 CAS calculations
Tables 8.10 and 8.9 compare the CAS ground state energy, the ground state dipole
moment and the vertical excitation energies for planar and nonplanar 1H-2-keto
4-amino cytosine respectively, calculated with 16 states and with the active space
consisting of 14 electrons distributed over 10 orbitals, (14,10). For the nonplanar
molecule the CI calculations with the cc-pVDZ basis set were not converged and
were therefore not included in table 8.9. In table 8.10 are also presented the excita-
tion energies obtained by experiment and from calculations with different methods.
The first singlet excitation has pi → pi∗ character. The exception is the result ob-
tained using the 6-31G basis set, where the first singlet excitation is n → pi∗ (see
table 8.10). These results are different to those of uracil where the first singlet ex-
cited state is n→ pi∗ (see table 8.3). The first two triplet excited states are of type
pi → pi∗. Here also, the character of the excitations is noticeably different from the
case of uracil, where the first triplet excited state is pi → pi∗, but the second triplet
excited state is n→ pi∗ (see table 8.3).
Considering the calculations with the nonplanar molecule (see table 8.9), using the
6-31G basis set the first three singlet excitations are noticeably lower in value than
the excitation energies calculated with the other basis sets. However, considering
higher excited singlet states, the lowest values were obtained using the aug-cc-pVDZ
basis set (see section 8.7). For example the 7th state calculated with the aug-cc-
pVDZ basis set has the value 6.33 eV; using any of the other basis sets the same
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state remains constantly above 7 eV.
The absorption spectra of an aqueous solution of cytosine show broad peaks near
4.66 and 6.29 eV and weak peaks or shoulders near 5.39 and 5.85 eV [224–232]. In
general, the absorption spectrum of cytosine is solvent dependent [224, 227]. Com-
pared to the first absorption peak of cytosine near 4.66 eV, the corresponding peak
of cytidine and 3-methylcytosine is found to be near 4.57 eV and 4.29 eV, respec-
tively, in aqueous solution [226, 230, 231]. However, our CAS calculations showed
that the first excitation has pi → pi∗ character and is higher in value (excluding the
calculations with the 6-31G basis set) which, depending on the basis set, ranges
from 4.97 to 5.05 eV. There is significant experimental and theoretical evidence for
the existence of an n→ pi∗ transition near 5.3 eV in cytosine [233]. Obtained from
our calculations, the first n → pi∗ transition ranges from 4.88 to 5.23 eV. The one
nearest to the experimental value is the n → pi∗ excitation calculated using the
cc-pVDZ basis set (5.23 eV). Zaloudek et al. [229] have suggested the existence of
another n → pi∗ transition near 5.6 eV. Our second n → pi∗ transition ranges from
5.14 to 5.51 eV. Here also the n→ pi∗ excitation calculated using the cc-pVDZ basis
set (5.51 eV) is the nearest to the experimental value.
Recent, high-level CR-EOM-CCSD(T) (Completely Renormalised Equation of Mo-
tion Coupled Cluster method with singles, doubles and noniterative triples [234,235])
calculations predict the pi → pi∗ and n→ pi∗ states to have vertical excitation ener-
gies of 4.76 and 5.24 eV [236] respectively. A hybrid MM approach using ab initio
MRCI with double excitations (MRCI2/MM) calculations give 5.14, 5.29 and 5.93
eV for the pi → pi∗ and two n → pi∗ excitations, respectively [237]. Considering
our calculations, the nearest to the first CR-EOM-CCSD(T) pi → pi∗ excitation was
obtained with the 6-31G basis set, 4.90 eV. The pi → pi∗ MRCI2/MM excitation is
higher in value (5.14 eV) than ours, which ranges from 4.90 to 5.05 eV. The first
n→ pi∗ CR-EOM-CCSD(T) energy (5.24 eV) is in good agreement with our excita-
tion energy calculated using the cc-pVDZ basis set (5.23 eV). MRCI2/MM gives the
nearest to the experimental value (5.3 eV [233]) of the first n→ pi∗ excitation energy,
5.29 eV. The second n→ pi∗ MRCI/MM transition (5.93 eV) is higher in value than
the experimental one (5.6 eV [229]) and our results, which range, depending on the
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basis set, from 5.14 to 5.51 eV (see table 8.10).
Thus the character of the first excitations of cytosine is different than that of uracil,
and our CAS calculations are in quite good agreement with the experimental data.
We compared the results to some of the most recent results obtained with the CR-
EOM-CCSD(T) [236] and MRCI2/MM [237] methods, but the excited states of
cytosine have also been studied theoretically previously with a variety of ab initio
methods [238–249].
As for uracil and the other DNA bases, the excited-state calculations were per-
formed to provide orbitals for subsequent R-matrix calculations. The next section
provides recommendations for the choice of active space and basis set for scattering
calculations on cytosine.
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Table 8.9: The X1A′ ground state energy (in Hartree), the vertical excitation ener-
gies (in eV) and the ground state dipole moment, µ (in D) for nonplanar cytosine
calculated with 16 states and the (14,10) active space.
State 6-31G 6-31G* aug-cc-pVDZ cc-pVTZ
ERHF -392.433675 -392.609032 -392.676288 -392.757498
X1A -392.499958 -392.665608 -392.696576 -392.781885
21A 4.85 5.02 5.01 5.04
31A 4.90 5.22 5.10 5.42
41A 5.12 5.51 5.32 6.04
51A 5.94 6.16 5.81 6.21
61A 6.28 6.39 5.89 6.56
71A 7.59 7.95 6.33 7.15
81A 8.01 8.15 6.83 7.33
13A 3.47 3.63 3.94 3.84
23A 4.60 4.76 4.98 5.36
33A 4.69 5.07 5.24 5.61
43A 4.93 5.31 5.52 5.86
53A 5.33 5.54 5.67 5.87
63A 5.85 6.06 5.78 6.02
73A 6.94 7.06 5.84 6.44
83A 7.59 7.86 6.16 7.14
µRHF 7.89 7.30 7.27 7.21
µCAS 6.54 6.25 6.90 6.97
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Table 8.10: The X1A′ ground state energy (in Hartree), the vertical excitation
energies (in eV) and ground state dipole moment, µ (in D) for planar cytosine
calculated with 16 states and the (14,10) active space. The orbital space consists
of: closed 22,0; occupied 24,8.
State 6-31G 6-31G* cc-pVDZ aug-cc-pVDZ cc-pVTZ
ERHF -392.434955 -392.608958 -392.649332 -392.676271 -392.757484
X1A′ -392.500747 -392.664478 -392.703927 -392.726912 -392.808984
21A′ 4.90 5.05 5.04 4.97 5.02
31A′ 6.27 6.36 6.34 6.26 6.32
41A′ 7.98 8.12 8.15 7.97 8.09
11A′′ 4.88 5.22 5.23 5.18 5.21
21A′′ 5.14 5.49 5.51 5.46 5.49
31A′′ 5.94 6.17 6.13 6.11 6.13
41A′′ 7.59 7.88 7.84 7.75 7.80
13A′ 3.49 3.63 3.63 3.59 3.62
23A′ 4.60 4.74 4.75 4.70 4.74
33A′ 5.33 5.55 5.56 5.53 5.57
43A′ 6.94 7.07 7.06 7.00 7.05
13A′′ 4.72 5.06 5.06 5.02 5.04
23A′′ 4.95 5.30 5.33 5.28 5.32
33A′′ 5.85 6.07 6.02 6.02 6.03
43A′′ 7.60 7.87 7.84 7.74 7.79
µRHF 7.94 7.36 7.17 7.33 7.28
µCAS 6.59 6.34 6.18 6.27 6.26
µexpt 6.02 [250]
Continued on Next Page. . .
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Table 8.10 – Continued
Expt [224–232] Ref. [234,235] Ref. [237]
21A′ 4.66 4.76 5.14
31A′ 6.29
21A′′ 5.39 5.24 5.29
31A′′ 5.85 5.93
8.2.3 Recommendations for R-matrix calculations
Electronically, cytosine is like uracil and the same (14,10) active space is recom-
mended for the subsequent R-matrix calculations with the close-coupling model. At
first the calculations will be performed with planar cytosine, but the symmetry of
the molecule (how nonplanarity influences the results) could also be a point of in-
terest for the scattering calculations.
The lowest ground state dipole moment, which is nearest to the experimental value
(6.02 D) [250], was obtained with the cc-pVDZ basis set, 6.18 D (see table 8.10 and
see table 8.1.2 in chapter 8.1). However, for nonplanar cytosine the ground state
dipole moment is higher in value and, depending on the basis set, ranges from 6.25
to 6.97 D. As for the other DNA bases, the aug-cc-pVDZ and cc-pVTZ basis sets
are too large for calculations with the close-coupling R-matrix model on cytosine
and also here the cc-pVDZ basis is recommended for the scattering calculations.
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8.3 Thymine
Thymine is also known as 5-methyl uracil and is a pyrimidine nucleobase in DNA
[251] (see figure 8.3). In double stranded DNA, thymine pairs with adenine.
The excited states of thymine have been studied theoretically previously with a va-
riety of ab initio methods [68, 73, 191, 196, 252]. For example Lorentzon et al. [73]
computed, using the CASPT2 method, pi → pi∗ transition energies for thymine of
4.9, 5.9, 6.1 and 7.1 (7.0) eV. n → pi∗ energies were calculated to be 4.4, 5.9, 6.1
and 6.7 eV, respectively.
Some shape resonances for thymine were found by Tonzani and Greene [23] and
Winstead and McKoy [21]. Tonzani and Greene [23] found resonances at 2.4 eV
(0.2 eV wide), at 5.5 eV (0.6 eV wide), and at 5.5 eV (1 eV wide). Winstead and
McKoy [21] found the resonances for thymine at 0.3, 1.9, and 5.7 eV. Those are
closer to the experimental resonances obtained by Aflatooni et al. [253] at values
0.29, 1.71 and 4.05 eV. Here also, as in the case of the other DNA bases, further
calculations could be performed to obtain core-excited and Feshbach resonances.
Figure 8.3: The structure of thymine (Gaussview 4.1.2)
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8.3.1 Methodology
The geometry of thymine was obtained from optimisation employing the B3LYP
method and the 6-31+G* basis set.
Because of the presence of the methyl group thymine is a nonplanar, C1 symmetric
molecule. The energy of the optimised structure is -454.158107 Hartree and the
dipole moment is 4.62 D. The 66 electrons of thymine occupy 33 orbitals and the
full valence active space includes 42 orbitals. The CAS calculations were performed
with the active space consisting of 10 electrons distributed over 10 orbitals, (10,10),
and 14 electrons distributed over 10 orbitals, (14,10).
The ionisation potential of thymine is 8.87 eV [187].
8.3.2 CAS calculations
Table 8.11 compares the results obtained with the active space consisting of 10 elec-
trons distributed over 10 orbitals, (10,10), and table 8.12 contains the results from
the calculations with the active space consisting of 14 electrons distributed over 10
orbitals, (14,10). In all calculations seven states, with the excitation energies below
the ionisation energy of thymine, were calculated. In table 8.12 are also presented
experimental excitation energies and results obtained using three different methods
(Coupled Cluster Singles and Doubles (CCSD), CAS, and CASPT2).
Lorentzon et al. [73] mentioned that the excitation energies are similar for uracil and
thymine. Table 8.12 also lists our excitation energies of uracil obtained using the
(14,10) active space and the cc-pVDZ basis set (see table 8.3) and the CAS excita-
tion energies of thymine calculated by Lorentzon et al. [73] with an atomic natural
orbital (ANO) type basis set. Lorentzon et al. [73] performed calculations with 10
pi active electrons and with an increasing number of active pi orbitals, and the four
lowest n→ pi∗ transitions (1A′′) were computed with an active space including eight
pi and two σ orbitals. It is observed that the CAS excitation energies do not differ
too much for both molecules.
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The calculations using the CCSD [252], CAS and CASPT2 [73] methods for uracil
and thymine show that the first singlet excitation is of type n → pi∗, and the next
two excitations obtained with the CAS method have n → pi∗ and pi → pi∗ charac-
ter, respectively. The second and third singlet excitation energy obtained with the
CASPT2 method are of type pi → pi∗. The CCSD method shows the second singlet
excitation of pi → pi∗ and the third of n → pi∗ type. The experimental data give
smaller values and a different character of the singlet excitation energies than the cal-
culations. According to the Circular Dichroism spectra of thymidine [225,254–257],
the first singlet excitation has pi → pi∗ character. Similarly, Polarised Reflection
Spectra of single crystals of thymine show pi → pi∗ excitations at values of 4.5 and
5.8 eV [208,258].
Considering these methods the nearest to the experimental data are the excitation
energies obtained with CASPT2. Multiconfigurational second-order perturbation
approach is one of the most advanced methods using as the starting point a CAS
wavefunction [35].
Differences between the excitation energies calculated with the smaller, (14,10) and
bigger (10,10) active space are observed. Both active spaces give excitation energies
below the ionisation potential of thymine, but the first singlet excitations obtained
with the (14,10) active space are lower in value than those obtained with the (10,10)
active space. An exception are the results calculated using the aug-cc-pVDZ basis
set, where the first singlet excitation energy computed with the (14,10) active space
is higher (5.40 eV) than the energy calculated with the (10,10) active space (5.12
eV). The first singlet excitation energies calculated using the 6-31G* (4.68 eV) and
cc-pVDZ (4.69 eV) basis set and the (14,10) active space are near the first singlet
pi → pi∗ excitations obtained by Circular Dichroism spectroscopy of thymidine (4.5-
4.7 eV) [225,254–257].
Considering the results calculated with the bigger, (10,10), active space, it is ob-
served that the lowest values of the singlet excitation energies were obtained using
the aug-cc-pVDZ basis set (see table 8.11). Here the first excitation energies range
from 5.13-5.50 eV, in good agreement with the n → pi∗ experimental excitation,
4.9-5.2 eV [225,254–257].
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Table 8.11: The X1A′ ground state energy (in Hartree) and the vertical excitation
energies (in eV) and the ground state dipole moment, µ (in D) for singlet and triplet
thymine calculated with seven states and the (10,10) active space.
State 6-31G 6-31G* cc-pVDZ aug-cc-pVDZ cc-pVTZ
ERHF -451.301740 -451.502141 -451.545221 -451.571174 -451.668257
X1A -451.422186 -451.613279 -451.635643 -451.637590 -451.757320
CSFs 19404
21A 5.13 5.36 5.50 5.12 5.50
31A 7.34 7.78 7.01 6.12 6.94
41A 7.76 7.79 7.47 6.92 7.03
CSFs 29700
13A 3.85 3.90 3.88 3.73 3.84
23A 4.90 5.13 5.27 5.06 5.28
33A 5.81 6.03 6.16 6.03 6.18
µRHF 5.19 4.82 4.74 4.91 4.83
µCAS 4.23 4.00 4.08 4.77 4.20
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Table 8.12: The X1A′ ground state energy (in Hartree) and the vertical excitation
energies (in eV) and the ground state dipole moment, µ (in D) for singlet and triplet
thymine calculated with seven states and the (14,10) active space. Data for uracil
obtained using the (14,10) active space and the cc-pVDZ basis set (see table 8.3)
are also included.
State 6-31G 6-31G* cc-pVDZ aug-cc-pVDZ cc-pVTZ
ERHF -451.301740 -451.502141 -451.545221 -451.571174 -451.668257
CSFs 4950
X1A -451.372959 -451.569928 -451.612257 -451.577622 -451.732563
21A 5.02 4.68 4.69 5.40 4.80
31A 6.28 7.23 7.19 6.35 6.90
41A 7.33 7.48 7.45 7.23 7.26
CSFs 6930
13A 4.83 3.76 3.75 3.74 3.81
23A 5.04 4.56 4.56 5.33 4.60
33A 5.99 5.76 5.77 6.24 5.58
µRHF 5.19 4.82 4.74 4.91 4.83
µCAS 3.97 4.33 4.26 4.69 4.08
µexpt 4.51 [250]
CCSD [252] t. B.4 CAS [73] CASPT2 [73] Expt. [225,254–257]
21A′ 5.60 6.59 6.75 4.88 4.5-4.7
31A′ 6.78 7.00 7.15 5.88 5.8-6.0
41A′ 7.05 8.77 8.33 6.10 6-3-6.6
Continued on Next Page. . .
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Table 8.12 – Continued
CCSD [252] t. B.4 CAS [73] CASPT2 [73] Expt. [225,254–257]
11A′′ 5.14 4.92 5.22 4.39 4.9-5.2
21A′′ 6.57 6.49 6.77 5.91
31A′′ 7.67 7.89 8.14 6.15
8.3.3 Recommendations for R-matrix calculations
Calculations with two different active spaces were performed for nonplanar thymine.
The CAS excited state calculations were designed to yield orbitals that can be used
for the R-matrix close-coupling model. This limited the active spaces and basis sets
that can be used. This is also the reason that the results differ somewhat from
the experimental data. Based on previous calculations on phosphoric acid, which
is electronically smaller than thymine (see chapter 8.6), the (10,10) active space is
probably too large for scattering calculations on thymine. Therefore at first the
(14,10) active space is recommended. Excluding the aug-cc-pVDZ and cc-pVTZ
basis sets which are probably too diffuse for R-matrix calculations on thymine, the
nearest to the experimental dipole moment (4.51 D) [250] was obtained with the
(14,10) active space using the 6-31G* basis set. Calculations with the cc-pVDZ
basis set give a slightly smaller value of the ground state dipole moment and very
similar excitation energies to those obtained with the 6-31G* basis set. In the
case of thymine, as for the other DNA and RNA bases, the cc-pVDZ basis set is
recommended as a starting point for scattering calculations.
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8.4 Guanine
Guanine can exist in different tautomeric forms, depending on its environment [68,
259–261, 261–266]. The most stable one is the keto-N7H tautomer [259] (see figure
8.4).
The excited states of guanine have been studied theoretically previously with a
variety of ab initio methods [260,261,266–271,271–276].
Tonzani and Greene [23] performed scattering calculations on keto-N9H guanine and
they found four resonances: at 2.4 eV (0.2 eV wide), at 3.8 eV (0.25 eV wide), a
third at 4.8 eV (0.35 eV wide), one at 8.9 eV (0.6 eV wide), and a broad resonance
around 12 eV. Winstead and McKoy [21,277] found three low-energy resonances for
guanine, associated with temporary trapping of the projectile electron in a vacant
pi∗ molecular orbital, at energies 1.55, 3.8, and 4.8 eV. Aflatooni et al. [2] employed
low-energy electron transmission spectroscopy (EPS) [278] to observe the formation
of temporary pi∗ anion states. They found resonances for guanine (enol tautomer)
at 0.46, 1.37 and 2.36 eV.
Figure 8.4: The structure of keto-N7H guanine (Gaussview 4.1.2)
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8.4.1 Methodology
The geometry of keto-N7H and keto-N9H guanine was obtained from optimisation
employing the B3LYP method and the 6-31+G* basis set.
Two types of symmetry of keto-N7H guanine were considered, planar with Cs and
nonplanar with C1 symmetry. The planar structure is a transition state. The opti-
mised nonplanar molecule possesses a lower energy and dipole moment (-542.577446
Hartree, 1.80 D) than its planar counterpart (-542.576074 Hartree, 2.22 D).
In the planar structure the 78 electrons of guanine occupy 32 σ orbitals of symmetry
A’ and 7 pi orbitals of symmetry A”. The full pi active space of guanine consists of
14 electrons distributed over 11 active MOs. In the nonplanar molecule 78 electrons
occupy 39 orbitals, and the full valence space includes 49 orbitals. The experimental
value of the ionisation potential of guanine is 7.77 eV [279].
R-matrix calculations are currently performed with planar keto-N7H guanine and
the cc-pVDZ basis set, using an R-matrix box of radius a = 13a0 and 15 virtual
orbitals.
8.4.2 CAS calculations
Several active spaces were considered, but guanine is a relatively big molecule (78
electrons), and some difficulties with the R-matrix calculations occurred. In tables
C.1, C.2 (see appendix C) are presented the calculations for planar and nonplanar
guanine using the active space consisting of 16 electrons distributed over 12 orbitals,
(16,12), with 16 states. This active space is too big for the R-matrix calculations,
but includes all pi orbitals. Table C.1 shows calculations performed with 16 states
which result in the first three singlet pi → pi∗ excitations below 7.5 eV, but the third
and fourth singlet n → pi∗ excitations are above 9 eV. An exception is the third
excitation energy obtained using the aug-cc-pVDZ basis set, which is 8.44 eV. The
16-states calculations with the nonplanar molecule (see table C.2) show all seven
singlet states below 8 eV.
Table 8.13 shows the results that are currently being used in scattering calcula-
tions, obtained with the active space consisting of 12 (4σ, 6pi) electrons distributed
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over 9 orbitals, (12,9), and compares them to the experimental data obtained by
Clark in crystalline 9-ethylguanine [280], and to one of the most recent calculations
preformed by Kowalski et al. [275] CR-EOMCCSD(T), in conjunction with the com-
bined quantum mechanical (QM/MM) molecular mechanics approach. In table 8.14
are presented the results calculated with the nonplanar molecule, using the same
active space. All seven excitation energies lie below 7 eV for both planar and non-
planar guanine.
Experimentally the existence of n→ pi∗ transitions near 5.21, 6.32, and 7.08 eV, and
pi → pi∗ transitions near 4.46, 5.08, 6.20 and 6.57 eV in crystalline 9-ethylguanine
has been suggested by Clark [280] (see table 8.13). According to the reassigned
Resonant Two Photon Ionisation (R2PI) spectra [281–283], the first excitation of
the enol-N9H-trans, keto-N7H-imino-cis, keto-N7H-imino, and enol-N7H tautomeric
forms [260] has pi → pi∗ character and its value is at 4.31, 4.20, 4.12, and 4.07 eV,
respectively. It could be suggested that the first pi → pi∗ excitation of keto-N7H
guanine should also lie below 5 eV, but our calculations, both for planar and non-
planar guanine, show the first singlet pi → pi∗ excitations above 5 eV.
The CR-EOM-CCSD(T) calculations of guanine in the DNA environment (12-mer
fragment of B-DNA) [275] show the first pi → pi∗ excitation of guanine at 5.05 eV,
and the first n→ pi∗ excitation at 5.70 eV (see table 8.13).
The first singlet excitation in 9-ethylguanine suggested by Clark [280] and the first
excitations from Kowalski et al. [275] have pi → pi∗ character. Our calculations with
the (16,12) active space agree with this (see table C.1). The calculations with the
(12,9) active space predict the first singlet excitation to be of n → pi∗ character
(see table 8.13). The first n→ pi∗ excitation calculated with the (12,9) active space
and eight states ranges from 4.96 to 5.27 eV. The value calculated with the aug-cc-
pVDZ basis set, 5.23 eV, is nearest to the experimental data, 5.21 eV, obtained by
Clark [280] (see table 8.13). However, the first n→ pi∗ excitation obtained with the
(16,12) active space is higher in energy and ranges from 6.24 to 6.55 eV (see table
C.1).
The experimental ground state dipole moment for keto-N9H guanine is 6.02 D [250].
The dipole moment obtained from our B3LYP/6-31+G* optimisation is 7.10 D for
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planar keto-N9H guanine, and nearer to the experimental value, 6.80 D, for the
nonplanar molecule. Keto-N7H guanine has a lower value of the ground state dipole
moment, and as in the case of keto-N9H guanine, the dipole moment of the optimised
B3LYP/6-31+G* structure is higher for the planar (2.22 D) than for the nonplanar
(1.80 D) molecule. Our value of the ground state dipole moment, calculated with the
planar keto-N7H guanine, ranges from 2.60 to 3.00 D with eight-states calculations
and the (12,9) active space (see table 8.13), and from 1.91 to 2.75 D with 16-states
calculations and the (16,12) active space (see table C.1). CAS calculations also
show that the ground state dipole moment of the nonplanar molecule has a lower
value than that of planar guanine and ranges from 1.32 to 2.46 D with eight-states
calculations and the (12,9) active space (see table 8.14) and from 1.64 to 2.34 with
16-states calculations and the (16,12) active space (see table C.2).
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Table 8.13: The ground X1A′ state total energy (in Hartree), the vertical excitation
energies (in eV) and the ground state dipole moment, µ (in D) for planar keto-N7H
guanine calculated with eight states and the (12,9) active space. The orbital space
consists of: closed 30,3; occupied 32,10.
State 6-31G 6-31G* cc-pVDZ aug-cc-pVDZ cc-pVTZ
ERHF -539.132044 -539.383391 -539.437628 -539.473107 -539.580966
CSFs 1316
X1A′ -539.197916 -539.440893 -539.494558 -539.527593 -539.636097
21A′ 6.09 6.12 6.09 5.97 6.02
31A′ 6.96 6.98 6.99 6.85 6.93
CSFs 1204
11A′′ 4.96 5.25 5.27 5.23 5.27
CSFs 1680
13A′ 3.62 3.68 3.68 3.60 3.63
23A′ 5.41 5.55 5.56 5.51 5.53
33A′ 6.08 6.26 6.29 6.27 6.30
CSFs 1722
13A′′ 4.81 5.09 5.11 5.09 5.12
µRHF 2.14 2.09 2.10 1.95 2.03
µCAS 3.00 2.75 2.74 2.60 2.68
Continued on Next Page. . .
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Table 8.13 – Continued
Expt. [280] Ref. [275]
21A′ 4.46 5.05
31A′ 5.08
41A′ 6.20
11A′′ 5.21 5.70
21A′′ 6.32
31A′′ 7.08
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Table 8.14: The ground X1A state total energy (in Hartree), the vertical excitation
energies (in eV) and the ground state dipole moment, µ (in D) for nonplanar
keto-N7H guanine calculated with eight states and the (12,9) active space.
State 6-31G 6-31G* cc-pVDZ aug-cc-pVDZ cc-pVTZ
ERHF -539.127964 -539.384838 -539.439430 -539.474278 -539.582042
CSFs 2520
X1A -539.190771 -539.440590 -539.494479 -539.511243 -539.644369
21A 5.04 5.35 5.37 5.46 6.08
31A 5.90 5.99 5.99 6.06 6.62
41A 6.63 7.12 7.16 6.95 7.81
CSFs 3402
13A 3.90 3.97 3.99 3.78 3.89
23A 4.83 4.94 4.97 5.40 5.18
33A 4.87 5.18 5.20 5.57 5.71
43A 6.22 6.34 6.36 6.66 7.09
µRHF 1.93 1.74 1.70 1.58 1.62
µCAS 2.46 1.94 1.85 1.78 1.32
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8.4.3 Recommendations for R-matrix calculations
The character of particular excitations obtained with the (16,12) active space agree
with the experimental results, but the excitation energies are noticeably higher (see
table C.1). This active space was too big for R-matrix calculations and a smaller
active space, consisting of 12 electrons distributed over 9 orbitals, was used in the
scattering calculations.
R-matrix calculations are generally performed for molecules with some symmetry,
and problems occurred with nonplanar guanine (which has C1 symmetry). There-
fore we considered only the planar molecule. This is adequate as guanine is planar
in base pairs.
We could not use the aug-cc-pVDZ and cc-pVTZ basis sets in the scattering calcu-
lations on guanine, because in the case of guanine these basis sets are too large.
In the R-matrix calculations with uracil [157], the choice of the virtual orbitals had
noticeable influence upon the results. A larger number of virtual orbitals gave more
favourable results. Therefore our scattering calculations on guanine are being per-
formed with at least 15 virtual orbitals. However, considering our excitation energies
obtained with eight states and the (12,9) active space (see table 8.13), it is observed
that the results calculated using the 6-31G* and cc-pVDZ basis sets only slightly
differ, and they are nearest to the experimental data [280]. As cc-pVDZ basis set
was chosen for the final calculations with uracil [157], therefore we also chose this
basis set for the scattering calculations on guanine.
We are performing R-matrix calculations with only the most stable tautomer of
guanine, but it could be also an interesting point to see how the resonances change
using different isomers and active spaces.
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.8.5 Adenine
N9H-adenine is predicted to be the most stable tautomer [181,218,251,284–286] and
we therefore performed calculations for this tautomer.
The excited states of adenine have been studied theoretically previously with a
variety of ab initio methods [196,252,264,276,287].
The shape pi resonances of adenine were found theoretically by Tonzani and Greene
[23] and Winstead and McKoy [21], and experimentally by Aflatooni et al. [253].
According to Tonzani and Greene [23], the first resonance for adenine occurs at
2.4 eV (0.2 eV wide), the second at 3.2 eV (sharp and 0.2 eV wide), then another
centred at 4.4 eV (0.3 eV wide), while at 9 eV they obtained a broader resonance
at 0.5 eV in width. Winstead and McKoy [21] found the resonances for adenine at
1.1, 1.8 and 4.1 eV, which are closer to the experimental data obtained by Aflatooni
et al. [253] (0.54, 1.36 and 2.17 eV) than the resonances calculated by Tonzani and
Greene [23].
Figure 8.5: The structure of adenine-N9H (Gaussview 4.1.2)
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8.5.1 Methodology
The geometry of adenine-N9H was obtained from optimisation employing the B3LYP
method and the 6-31+G* basis set.
Two types of symmetry were considered, planar, Cs and nonplanar, C1 symmetry.
As in the case of guanine and cytosine, planar adenine is a transition state. The
optimised nonplanar molecule possesses slightly lower energy, but a larger dipole
moment (-467.339875 Hartree, 2.50 D) than its planar counterpart (-467.339857
Hartree, 2.46 D).
The 70 electrons of adenine occupy 29 σ orbitals of symmetry A’ and 6 pi orbitals of
symmetry A”. The full pi active space of adenine consists of 12 electrons distributed
over 10 active MOs (see section 8.1.1). In the nonplanar molecule 70 electrons
occupy 35 orbitals, and the full active space includes 45 orbitals.
The experimental ionisation potential of adenine is 8.55± 0.10 eV [187,288].
8.5.2 CAS calculations
Adenine is a smaller molecule than guanine and contains eight electrons fewer. In
table 8.15 are compared the results for planar adenine obtained with the active space
consisting of 12 electrons distributed over 9 orbitals, (12,9), to the experimental data
and to the values calculated with different methods.
Table 8.16 shows the CAS ground state total energy, the vertical excitation energies
and the ground state dipole moment obtained with eight states for the nonplanar
molecule. However as in the case of the previous DNA bases, the scattering calcu-
lations will first be performed on the planar molecule, which is more adequate to
model adenine in a DNA base pair [31].
In the case of adenine calculations with the bigger (16,12) active space were per-
formed with 16 states. Looking at the tables D.1 and D.2 it is observed that all
calculated 15 excited states lie below the ionisation potential of adenine. Thus, the
CAS calculations that will yield the orbitals for use in R-matrix calculations can
probably include more than eight states.
Recently several high-level spectroscopic investigations were performed to study the
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pi → pi∗ and n → pi∗ transitions of adenine. Based on the Resonance Enhanced
Multiphoton Ionisation (REMPI) and fluorescence spectroscopy investigations of
supersonic jet-cooled adenine, Kim et al. [289] have suggested that the first transi-
tion of adenine has n→ pi∗ and the second has pi → pi∗ character; they are located
at 4.40 eV and 4.48 eV, respectively. However, Luhrs et al. [290] do not support the
assignment of the n→ pi∗ transition suggested by Kim et al. [289], based on a similar
study of adenine and 9-methyladenine (9MA). According to their investigation the
spectral origin of the first pi → pi∗ transition of adenine and 9MA is located at 4.48
eV and these results agree with the observation made by Kim et al. [289]. Nir et
al. [291] have found similar results based on R2PI investigation of laser desorbed
adenine.
However, all our first singlet pi → pi∗ excitations, both for the planar and nonplanar
molecule, lie above 5 eV. Calculations with both active spaces also show the first
singlet excitation of type pi → pi∗ (see tables 8.15 and D.1). An exception are the
calculations with the (12,9) active space using the 6-31G basis set, where the first
excitation is n→ pi∗.
Clark has tentatively assigned the existence of n→ pi∗ transitions near 5.08 and 6.08
eV in the crystal of 2’-deoxyadenosine [292] and the existence of pi → pi∗ transitions
near 4.51, 4.68, and 5.82 eV in crystal 9-methyladenine [293]. The existence of an
n → pi∗ transition near 5.38 eV was also revealed in a stretched polymer film of
9-methyladenine [294].
The first singlet n → pi∗ transition from our calculations lies above 5.5 eV. The
second singlet n → pi∗ transition ranges, depending on the basis set, from 6.09 to
6.40 eV (see table D.1). The second n → pi∗ excitation calculated using the 6-31G
basis set is the nearest to the experimental data obtained by Clark (6.08 eV) [292].
Our pi → pi∗ excitations obtained with the (16,12) and (12,9) active spaces are
higher in value than the excitation energies calculated with TDDFT [196] and
CASPT2 [276] (using ANO-type basis sets, the (10,10) active space for pi → pi∗,
and the (12,11) active space for n→ pi∗ excitations, see table 8.15).
These two methods result in quite similar values of the pi → pi∗ excitation energies,
but still higher than the experimental data [289, 293]. The TDDFT n → pi∗ [196]
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and CASPT2 pi → pi∗ [276] values of the excitation energies are nearest to the ex-
perimental data [292,293].
As in the cytosine chapter: ’The next section’ provides recommendation for R-matrix
calculations on adenine.
Table 8.15: The ground X1A′ state total energy (in Hartree), the vertical exci-
tation energies (in eV) and the ground state dipole moment, µ (in D) for planar
adenine-N9H calculated with eight states and the (12,9) active space. The orbital
space consists of: closed 27,2; occupied 29,9.
State 6-31G 6-31G* cc-pVDZ aug-cc-pVDZ cc-pVTZ
ERHF -464.292106 -464.513393 -464.558845 -464.586147 -464.676974
CSFs 1316
X1A′ -464.359613 -464.575105 -464.619731 -464.645350 -464.736700
21A′ 6.22 6.33 6.31 6.26 6.29
31A′ 7.77 7.14 7.10 6.99 7.03
CSFs 1204
11A′′ 5.79 6.41 6.37 6.36 6.36
CSFs 1680
13A′ 4.20 4.42 4.41 4.34 4.37
23A′ 5.46 5.45 5.45 5.42 5.42
33A′ 6.02 5.81 5.80 5.75 5.78
CSFs 1722
13A′′ 5.56 6.07 6.04 6.03 6.03
Continued on Next Page. . .
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Table 8.15 – Continued
State 6-31G 6-31G* cc-pVDZ aug-cc-pVDZ cc-pVTZ
µRHF 2.62 2.47 2.41 2.46 2.44
µCAS 2.77 2.44 2.40 2.43 2.42
µexpt. 2.27 [250,295]
Expt. [289] Expt. [293] Expt. [292] CASPT2 [276] TDDFT [196]
21A′ 4.48 4.51 5.13 5.27
31A′ 4.68 5.20 5.00
41A′ 5.82 6.24 6.32
11A′′ 5.08 6.15 4.97
21A′′ 6.08 6.86 5.61
31A′′
79
Table 8.16: The ground X1A′ state total energy (in Hartree), the vertical excitation
energies (in eV) and the ground state dipole moment, µ (in D) for nonplanar
adenine-N9H calculated with eight states and the (12,9) active space.
State 6-31G 6-31G* cc-pVDZ aug-cc-pVDZ cc-pVTZ
ERHF -464.291272 -464.513490 -464.559023 -464.586227 -464.677060
CSFs 2520
X1A -464.357089 -464.573759 -464.618761 -464.621287 -464.734502
21A 6.09 6.04 6.11 5.34 5.36
31A 6.35 6.75 6.19 6.47 5.89
41A 6.60 7.15 7.11 7.12 6.34
CSFs 3402
13A 4.17 4.24 4.22 5.10 4.14
23A 5.52 5.62 5.64 5.32 5.26
33A 5.97 5.88 5.90 5.39 5.58
43A 5.98 6.15 6.04 6.41 5.60
µRHF 2.70 2.53 2.46 2.51 2.49
µCAS 2.56 2.45 2.52 2.66 2.75
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8.5.3 Recommendations for R-matrix calculations
As a start point scattering calculations will be performed on planar adenine. The
same (12,9) active space as used for guanine is recommended. Looking at the 16-
states calculations using the (16,12) active space (see table D.1), it is observed that
all calculated states lie below the ionisation energy of the molecule. The calculations
that will yield the orbitals for use in R-matrix calculations can probably include more
than eight states. Here also an interesting point could be the investigation how the
number of calculated states affects the scattering results, a result that was observed
in the case of phosphoric acid (see chapter 8.6).
Based on the previous scattering calculations on the other DNA bases, the (16,12)
active space and basis sets such as aug-cc-pVDZ and cc-pVTZ could be too large
for R-matrix calculations on adenine.
CAS calculations performed on uracil using the cc-pVDZ basis set give a dipole
moment nearest to the experimental value (see chapter 8.1 and table 8.5). Also in
the case of planar adenine the dipole moment that was the closest to the experi-
mental value (2.27 D) was obtained using the (12,9) active space with the cc-pVDZ
basis set (2.40 D). Therefore, for scattering calculations on adenine this basis set is
recommended.
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8.6 Phosphoric Acid
It has been suggested that electron attachment to the phosphate group also con-
tributes to DNA strands breaks.
Simons’ group [13–15] showed that electrons of ca. 1.0 eV can attach to a base
to form a pi∗ anion, which then can break a 3’ or 5’ O-C σ bond connecting the
phosphate to either of two sugar groups. Li et al. [296] performed calculations on a
sugar-phosphate-sugar model system using the Own n-layered integrated MO and
MM method (ONIOM) (using B3LYP/6-31+G* as the high level and Austin Model
1, AM1, as the low level) and found that the activation barrier for bond rupture
of the anion’s phosphate-sugar C-O bond is only 0.5 eV, indicating that very-low-
energy electrons can induce DNA strand breaks. Berdys at al. [14, 15] found that
near 0 eV electrons may not easily attach directly (i. e. vertically) to the phosphate
units, but can produce a metastable P = O pi∗ anion above 2 eV.
Pan et al. [94, 95] in linear and supercoiled DNA observed desorption of H− as the
result of temporary capture of electrons by the bases, with a small contribution from
a core-excited resonance on the sugar group, OH− desorption by the localisation
of electrons on the protonated form of the phosphate group, and production of O−
via the temporary localisation of electrons on the pi∗ double bond of the phosphate
group. Pan and Sanche [93] measured dissociative-electron attachment (DEA) to
the monosodium salt of phosphoric acid, NaH2PO4, in the condensed phase, con-
firming DNA damage can be induced by low-energy electrons. A single broad peak
whose maximum fell at 8.8, 8.0, 7.3 eV, depending on whether the anion detected
was H−, O−, or OH−, was observed. Ko¨nig et al. [297] measured DEA spectra for
the dibuthyl and triethyl phosphate ester, and observed a variety of anionic frag-
ments. Using dibuthyl phosphate [298] they found that the compound undergoes
effective dissociative electron attachment within a low-energy resonant feature at 1
eV and a further resonance peaking at 8 eV. The DEA reactions are associated with
the direct cleavage of the C-O and the P-O bond but also the excision of the PO−,
PO−3 and H2PO
−
3 units. They propose that the most direct mechanism of single
strand breaks occurring in DNA is due to DEA directly to the phosphate group.
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To investigate the role of the phosphate group in breaking of DNA, scattering cal-
culations were performed for phosphoric acid. In the case of phosphoric acid there
are only few experimental and theoretical data to compare with.
Limited experimental information on the resonances in the molecules related to the
phosphate group in DNA are available from dissociative electron-attachment and
electron-transmission measurements. Aflatooni et al. [299], in their DEA study of
trimethyl phosphate (TMP), observed a peak at 7.4 eV which was assigned to a
core-excited resonance. Recent electron-transmission measurements by Burrow et
al. [300] indicated resonances at 2.1 and 4.6 eV in the TMP total scattering cross
section, which were assigned as shape resonances associated with low-lying valence
orbitals. Recently scattering calculations for phosphoric acid were performed by
Tonzani and Greene [22] and Winstead and McKoy [20]. Tonzani and Greene [22]
found two resonances, one at 7.7 eV and the other at 12.5 eV, with respective widths
of 2.0 and 1.5 eV, whereas four resonances at 5.00, 7.00, 8.5, and 10 eV were observed
by Winstead and McKoy.
8.6.1 Methodology
The three hydroxyl groups can be in up or down position with respect to the P=O
group. Starting structures were created by taking into account all possible combi-
nations of the positions of the hydroxyl groups. These were optimised with tight
convergence and the B3LYP method and the 6-31+G* basis set. Three stationary
points were found: the first one with C1 symmetry and two hydrogen up and one
hydrogen down (uud) (see figure 8.6), the second one with C3 symmetry and three
hydrogens up (uuu) (see figure 8.6) and one transition state with one imaginary
frequency and C3v symmetry and three hydrogen down (ddd) (see figure 8.7). Our
structures are similar to those obtained by Yekutiel et al. [301].
R-matrix scattering calculations were performed with the SE, SEP and CC models.
The CC model used CAS orbitals, obtained with an active space consisting of 14
electrons distributed over 10 orbitals. At first calculations with five states were
considered, but better scattering results were obtained using as the input ten-states
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CAS orbitals.
The scattering calculations were performed with a box of radius a=15ao. Calcula-
tions with a=10ao gave unphysical eigenphase sums, while calculations with a=13ao
appeared physically correct but gave resonance structures that disappeared when
a was increased. The R-matrix codes are more familiar with symmetry molecules,
what is the reason that for bigger, but planar molecue as guanine the calculations
with a box of radius a=13ao are enough to give correct results (see section 8.4.1).
At first the SE and SEP models employed the 6-31G, cc-pVDZ and aug-cc-pVDZ
basis sets, whereas the CC calculations used the aug-cc-pVDZ basis set. However,
the aug-cc-pVDZ basis set was fount to be too diffuse for R-matrix calculations and
was replaced with the cc-pVTZ basis set (see tables and figures in appendix E.2).
GTO continuum basis sets were used which followed the prescription of Faure et
al. [302]. Because the representation of low-lying resonances depends on the vir-
tual orbitals [19, 157], to get converged results it was necessary to retain at least
15 virtual orbitals. The cross sections of molecules with large dipole moments be-
come very large at low scattering energies and low scattering angles. These cross
sections are difficult to determine experimentally and require special treatment the-
oretically [303], therefore the Born correction was applied. Those were done by Dr
Amar Dora using the program POLYDCS [205]. The automatic resonance detection
program RESON [304] and visual inspection of the eigenphase sums were used for
identification of any possible resonances.
Because phosphoric acid belongs to the nonabelian symmetry point group C3, the
electronic excited state calculations were carried out using C1 symmetry.
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Figure 8.6: The structure of uud and uuu conformers of phosphoric acid (B3LYP/6-
31+G*, Gaussview 4.1.2)
Figure 8.7: The structure of (ddd) transition state of phosphoric acid (B3LYP/6-
31+G*, Gaussview 4.1.2)
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8.6.2 CAS Calculations
At first the R-matrix calculations with the close-coupling model were performed
with the aug-cc-pVDZ basis set (see appendix E). Tables E.1 and E.2 compare the
ground state energy, the vertical excitation energies, and the ground state dipole
moment of the two conformers of phosphoric acid calculated using the 6-31G, cc-
pVDZ and aug-cc-pVDZ basis sets, and the active space consisting of 14 electrons
distributed over 10 orbitals, (14,10) (see table E.1), and 10 electrons distributed
over 10 orbitals, (10,10) (see table E.2). Looking at the tables it is observed that
excitation energies calculated with the aug-cc-pVDZ basis set are noticeably lower
than those obtained with the other basis sets. The calculations with the bigger
active space (see table E.2) involve a larger number of CSFs and this active space
appeared to be too large for scattering calculations.
As the aug-cc-pVDZ basis set was found to be too diffuse for R-matrix calculations,
it was replaced with the cc-pVTZ basis set. In table 8.17 are presented the CAS
ground state energy, the vertical excitation energies and the ground state dipole mo-
ment of the two conformers of phosphoric acid calculated using the 6-31G, cc-pVDZ
and cc-pVTZ basis sets, and the excitation energies obtained by Yekutiel et al. [301]
using the EOM-CCSD method and the aug-cc-pV(T+d)Z basis set [305] for the C3
symmetric conformer of phosphoric acid.
Several models were tested and it was observed that the number of calculated states
affects the scattering results, and the orbitals obtained from ten-states calculations
with the (14,10) active space and the cc-pVTZ basis set were employed in the close-
coupling model.
The B3LYP/6-31+G* optimised uuu conformer possesses a lower ground state
energy (-644.15495 Hartree) and dipole moment (0.19 D) than uud (-644.15388
Hartree, 3.38 D, respectively). Our five-states CAS calculations with the B3LYP/6-
31+G* optimised structure, the (14,10) active space and the 6-31G and cc-pVDZ
basis sets give the lower value of the ground state energy for uud (see table E.1). The
same calculations with ten states show lower ground state energies for the uud con-
former with all employed basis sets (see table 8.17). However, one-state calculations
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using the cc-pVDZ and cc-pVTZ basis sets yield higher ground state energies for uud
than for uuu. In our state-averaged CAS calculations the orbitals were optimised
for an average of 10 states, and these calculations therefore do not yield accurate
ground state energies. The B3LYP and one-state CAS calculations therefore likely
give the correct energetic preference of the two phosphoric acid conformers. DFT
generally gives lower energies than frozen-core ab initio calculations, because DFT
correlates all electrons.
There are not many experimental or theoretical excitation energies to compare with,
but the calculations with the cc-pVTZ basis set give the lowest excitation energies,
and using this basis set uud has noticeably higher excitation energies than uuu.
There have been limited theoretical and experimental investigations of the electronic
spectroscopy of H3PO4. Vapour-phase electronic absorption spectra of phosphoric
acid were reported by Ali [306] and show a diffuse band at 5.1 eV. In 1965, Hel-
mann and Platzer [307] recorded electronic absorption spectra of aqueous solution
of phosphoric acid and the dominant features in their spectra were attributed to the
dihydrogen phosphate ion H2PO
−
4 , with an absorption around 6.5-6.8 eV. These
absorption bands are significantly lower in energy than our lowest calculated state
using the cc-pVTZ basis set, but closer to the lowest excited state obtained with the
aug-cc-pVDZ basis set (see tables E.1 and E.2). The excitation energies obtained by
Yekutiel et al. [301] with the C3 symmetric conformer are in quite good agreement
with our results for the C3 symmetric conformer using the cc-pVTZ basis set.
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Table 8.17: The X1A′ ground state energy (in Hartree), the vertical excitation ener-
gies (in eV) and the ground state dipole moment (in D) of uuu and uud conformers
of phosphoric acid calculated with ten states and the (14,10) active space.
State uuu uud
6-31G cc-pVDZ cc-pVTZ 6-31G cc-pVDZ cc-pVTZ Ref. [301]
ERHF -641.7064 -642.0409 -642.0869 -641.7045 -642.0424 -642.0887
One state
X1A -641.8113 -642.1473 -642.1945 -641.8134 -642.1460 -642.1930
Ten states
X1A -641.7501 -642.0731 -642.2133 -641.7524 -642.0742 -642.2275
21A 8.75 9.13 7.82 8.63 9.10 8.35 7.78
31A 8.81 9.17 7.87 8.69 9.15 8.42 8.74
41A 10.04 10.31 9.22 9.77 10.19 9.70 8.89
51A 10.24 10.50 9.53 10.29 10.66 10.20 9.04
13A 8.01 8.51 7.46 7.86 8.43 7.84
23A 8.05 8.54 7.51 7.98 8.55 7.96
33A 9.30 9.52 8.76 9.25 9.55 9.17
43A 9.76 10.02 9.05 9.58 9.97 9.50
53A 9.85 10.11 9.63 10.09 10.34 10.01
µRHF 3.83 3.54 3.62 0.72 0.26 0.58
µCAS 1.35 0.39 0.35 3.31 2.96 3.08
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8.6.3 R-matrix Calculations
Resonances
Figure 8.8 presents the eigenphase sums as a function of scattering model for the
target calculation with the cc-pVTZ basis set. Inspection of the plots shows a
resonance in the region above 7 eV. For the uuu conformer the CC calculations
result in Feshbach resonances at 7.21, 7.27, 7.85 and 7.87 eV, and for the uud
conformer at 7.74 and 7.88 eV. In appendix E.2 are shown the plots obtained from
scattering calculations with the aug-cc-pVDZ basis set, but this basis set was found
to be too diffuse for R-matrix calculations (see figures E.1, E.2, E.3, E.4). The SE
and SEP calculations using the 6-31G, cc-pVDZ and cc-pVTZ basis sets, and all
three models with the aug-cc-pVDZ basis set, were performed by Lilianna Bryjko,
only the CC calculation using the cc-pVTZ basis set was done by Dr Amar Dora
(see appendix F).
In table 8.18 are presented the resonances obtained by the SE, SEP, and CC models
using the 6-31G, cc-pVDZ, cc-pVTZ and aug-cc-pVDZ basis sets. Table 8.18 shows
that the predicted position of the resonances varies little between the two conformers.
The position of uuu and uud conformer obtained with the cc-pVDZ and cc-pVTZ
basis set is quite similar, but big differences in the scattering results are observed
with the aug-cc-pVDZ basis set. The shape resonances obtained with the cc-pVTZ
basis set are higher in energy than the resonances calculated with the 6-31G basis
set. Also the appropriate shape resonances of uud are a little higher than those of
conformer uuu.
Some of the SEP calculations show rather narrow, higher-energy resonances, which
were not found in the SE calculations. Such resonances are better characterised
by CC calculations, which in our case were performed with the cc-pVTZ basis set.
Our scattering calculations result in very narrow Feshbach resonances. For the
uuu conformer the lowest-two quasi-degenerate resonances at 7.21 and 7.27 eV are
associated with the two quasi-degenerate triplet excited states at 7.46 an 7.51 eV,
and the next two quasi-degenerate resonances at 7.85 and 7.87 eV are associated
with the two quasi-degenerate singlet excited states at 7.82 and 7.87 eV. The two uud
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Figure 8.8: Eigenphase sums for electron scattering from phosphoric acid: upper
panel uuu conformer, lower panel uud conformer. The SE and SEP calculations
were performed by Lilianna Bryjko, and calculations with the CC model by Dr
Amar Dora.
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resonances at 7.74 an 7.88 eV can be associated with the two lowest triplet states at
7.84 and 7.96 eV. Resonances associated with singlet excited states were not found
for the uud conformer. The reason for this could be that those resonances have
become unbound or RESON did not find them. Previous studies identified broad
resonances, as found for both our conformers, in the 6 to 9 eV region. Tonzani and
Greene [22] found a resonance at 7.70 eV with a width of about 2.0 eV. Winstead
and McKoy [20] identified broad resonances directly from peaks in the integral cross
section and found the resonances at about 8.5 eV for the SE model and at about
7 eV for the SEP model, in good agreement with our results obtained with the
cc-pVDZ and cc-pVTZ basis sets.
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Table 8.18: Positions and widths (eV) of the resonances for phosphoric acid calcu-
lated with the SE and SEP and contracted CC model with the R-matrix box a=15a0
using 15 virtual orbitals.
uuu uud
SE SEP CC SE SEP CC
6-31G
6.90 (1.12) 5.71 (0.81) 7.07 (1.52) 5.75 (1.07)
cc-pVDZ
8.59 (1.63) 7.31 (1.11) 8.71 (1.77) 7.39 (1.26)
cc-pVTZ
8.55 (1.64) 7.54 (1.26) 7.21 (0.021) 8.64 (1.83) 7.51 (1.42) 7.74 (0.019)
7.27 (0.017) 7.88 (0.014)
7.85 (0.040)
7.87 (0.0007)
aug-cc-pVDZ
no no 2.35 (0.0009) no no 3.17 (0.0002)
2.68 (0.0003) 3.75 (0.0013)
6.92 (0.2150) 6.83 (0.0009)
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Cross sections
The scattering matrix, related to the initial and final state of a scattering process
is called S-matrix. The S-matrix for the collision gives the likelihood of each possi-
bility. The scattering observables (such as the scattering cross sections and decay
probabilities) can be extracted from K-matrix, which is related to S-matrix [29]:
S =
(1 + iK)
(1− iK) (8.1)
The T-matrices are used to give a cross section, σ, for going from target state i to
target state i’ [29]:
σ(i→ i′) = pi
k2i
∑
S
(2S + 1)
2(2Si + 1)
∑
Γll′
|T ΓSili′i′|2 (8.2)
where
k2i
2
is energy of scattering electron relative to the initial state which has spin
Si. The first sum runs over the total spin states of the collision system, S, and
the second sum runs over the spatial symmetries, Γ, and the degenerate channels
associated with the initial and final states, denoted l and l’ respectively. K-matrices
are turned into T-matrices using the definition [29]:
T =
2iK
1− iK (8.3)
Figure 8.9 presents elastic cross sections for the two conformers using different mod-
els employing the cc-pVTZ basis set. For both conformers the cross section increases
rapidly at low energy, which is characteristic for electron collisions from targets with
large permanent dipole moments. The Born correction significantly increases the
cross section.
There are no reported measurements of the total elastic cross section for phospho-
ric acid, but our calculations give reasonable agreements with the previous studies
(see also appendix F.1). Comparing our results to the previous calculations, our
cross sections of the uuu conformer are about 10% larger than those of Tonzani and
Greene [22] and show similar structure at lower energies. Below 5 eV, our cross
section for both conformers is significantly larger than the cross sections obtained
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by Winstead and McKoy [20], but it is unclear why their results do not show the
low-energy peak characteristic of polar molecules.
Figure 8.10 shows electron impact electronic excitation cross sections of the two
conformers for excitation to the two lowest singlet and triplet states. For the singlet
states a Born correction computed by Dr Amar Dora has been added to the cross
section based on the calculated transition dipole. The electronic excitation cross
sections are very small in comparison to the elastic cross sections, which was also
found for uracil [157].
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Figure 8.9: Elastic electron impact cross sections for phosphoric acid as a function
of model: upper panel uuu conformer, lower panel uud conformer. The SE and
SEP calculations were performed by Lilianna Bryjko, and calculations with the CC
model by Dr Amar Dora. The Born correction that was added was also computed
by Dr Amar Dora.
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Figure 8.10: Electron impact excitation cross sections for excitation of the lowest two
excited triplet and singlet states of phosphoric acid; calculations were performed by
Dr Amar Dora using the close-coupling (CC) model; the upper curves have a Born
correction calculated also by Dr Amar Dora: upper panel uuu conformer, lower
panel uud conformer.
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8.6.4 Conclusions
Electron collision calculations were performed on the two main conformers of phos-
phoric acid. The SE and SEP models employed the 6-31G, cc-pVDZ and cc-pVTZ
basis sets. The CC calculations were performed at first with the aug-cc-pVDZ basis
set, but this basis set was found to be too diffuse for R-matrix calculations and
was exchanged for the cc-pVTZ basis set. The CC model used the target orbitals
obtained from the ten-states CAS calculations using an active space consisting of 14
electrons distributed over 10 orbitals. The SE and SEP calculations were performed
with HF orbitals. All scattering calculations were done with an R-matrix radius
a=15a0.
Both conformers display a broad feature at about 6-9 eV which may be associated
with a shape resonance. This feature appears to be approximately the same for both
conformers which can be understood from the fact that the two lowest unoccupied
molecular orbitals (LUMOs) in the system are associated with P=O bonds, which
are presumably not very sensitive to the conformerisation. For the uuu conformer
the quasi-degenerate, very narrow Feshbach resonances were found, the first two
at 7.21 and 7.27 eV and another two at 7.85 and 7.87 eV. However, for the uud
conformer two Feshbach resonances at 7.74 an 7.88 eV were found.
A shape resonance had been found in previous SEP studies [20,22], but the Feshbach
resonances obtained here using the close-coupling model have not been identified pre-
viously. Our calculations on the isolated H3PO4 molecule did not find any evidence
for very low resonances or zero-energy states that could be the key to DNA strand
breaks due to collisions with very-low-energy electrons.
Our calculations do not give a definitive, converged value for the resonance posi-
tions. They are very sensitive to the treatment of polarisation in the calculations.
Better procedure for addressing this issue could be molecular R-matrix with pseudo
states [308,309], but it is not applied yet to a molecule as large as phosphoric acid.
The behaviour of the two conformers is notably similar with resonance positions
close to each other and cross sections that match quite closely, which suggests that
calculations on either conformer would be appropriate input for modelling the phos-
phate group in studies of low-energy electron collisions in DNA. The uuu conformer
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is chiral and this could be one area where the electron scattering between the two
conformers may differ. Scattering of spin-polarised electrons from chiral systems can
lead to enantiomer-dependent scattering [310], an effect known as electron circular
dichroism.
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8.7 2-Deoxyribose
Considering the action of deoxyribose, C5H10O4, in DNA strand breaks, Simons’
group [13–15] showed that electrons of ca. 1.0 eV can attach to the base to form a
pi∗ anion, which then can break either a 3’ or 5’ O-C σ bond connecting the phos-
phate to either of the two sugar groups.
There have been few experimental or theoretical studies of low-energy electron scat-
tering by deoxyribose. In order to describe the deoxyribose phosphate backbone in
DNA, different model compounds were considered [22,311–316].
Ptasin´ska et al. [3] have studied dissociative attachment and ionisation of gas-phase
deoxyribose by low-energy electrons using a monochromatic electron bean in com-
bination with a quadrupole mass spectrometer. They determined the ionisation
energy of deoxyribose, C5H10O4, at value 10.51 eV and, besides several peaks at
very low energies, they see a peak in the C5H5O
−
3 fragment-ion spectrum at 6 eV,
as well as a set of three peaks in the O− yield at 7.3, 9.6, and 12.2 eV. Win-
stead and McKoy [317] have applied the Schwinger Multichannel Method (SMC)
to study elastic scattering of low-energy electrons by 2-deoxyribose, 2-deoxyribose
monophosphate and tetrahydrofuran (THF). For 2-deoxyribose and 2-deoxyribose
monophosphate their SE integral cross section (ICS) shows a broad minimum near 6
eV and broad maxima at about 10 and 16 eV. By applying the polarisation shift they
predicted the ICS exhibits broad maxima at about 8 eV and 13 eV for deoxyribose
and a single, broader maximum at about 8 eV for 2-deoxyribose monophosphate.
The five-membered furanose ring is generally nonplanar. When one ring atom is out
of the plane of the other four, the pucker type is envelope (E). More commonly, when
two atoms deviate from the plane of the other three, with these two on either side
of the plane, this is the twist conformation (T). If the major out-of -plane deviation
of the atom in the ring is on the same side as the C4’-C5’ bond it is an endo, if it is
on the opposite side it is an exo conformer (see figures 8.11 and 8.12). In practice
the pure envelope form is rarely observed, because of the differing substituents on
the ring. The most commonly observed puckers in the crystal structures of isolated
nucleosides and nucleotides are close to the C2’-endo or C3’-endo types. Purine
99
nucleosides prefer the C2’-endo pucker conformation type, whereas pyrimidine nu-
cleosides favour C3’-endo. Deoxyribose nucleosides are primarily greater than 60%
in the C2’-endo form [31]. The glycoside bond links a deoxyribose sugar and a base,
being the C1’-N9 bond for purine nucleosides and the C1’-N1 bond for pyrimidine
nucleosides.
In nucleotides, the pseudorotation phase angle P is calculated from the endocyclic
sugar torsion angles according to [31]:
tanP =
(ν4 + ν1)− (ν3 + ν0)
2ν2(sin36◦ + sin72◦)
(8.4)
where the dihedral angles ν0 = C4′O4′C1′C2′ , ν1 = O4′C1′C2′C3′ , ν2 = C1′C2′C3′C4′ ,
ν3 = C2′C3′C4′O4′ , and ν4 = C3′C4′O4′C1′ .
The pseudorotation phase angles are C3’-endo when 0◦ ≤ P ≤ 36◦ and C2’-endo
when 144◦ ≤ P ≤ 190◦.
8.7.1 Methodology
The geometry of the two conformers of 2-deoxyribose was obtained from tight opti-
misation employing the B3LYP method and the 6-31+G* basis set [163] using the
Gaussian03 with two frozen torsion angles, taken from the experimental data [312].
In both conformers, the ν2 (36.9
◦) and ν4 (20.8◦) torsion angles for C3’-endo and
the ν2 (−35.7◦) and ν4 (0.2◦) for C2’-endo were frozen. The C2’-endo conformer
possesses slightly lower energy (-497.43632 Hartree, 1.82 D) than the C3’-endo con-
former (-497.43307 Hartree, 2,69 D).
Seventy-two electrons of the nonplanar molecule occupy 36 orbitals, and the full
active space includes 46 orbitals.
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Figure 8.11: The structure of C3’-endo deoxyribose (Gaussview 4.1.2)
Figure 8.12: The structure of C2’-endo deoxyribose (Gaussview 4.1.2)
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8.7.2 CAS calculations
Different active spaces were considered for the two conformers of deoxyribose. Table
8.19 compares the results obtained with the active space consisting of 10 electrons
distributed over 10 orbitals, (10,10), and table 8.20 the results obtained with the
active space consisting of 14 electrons distributed over 10 orbitals, (14,10), calculated
with one and seven states using the 6-31G, cc-pVDZ and aug-cc-pVDZ basis sets.
All calculations were performed with equal weights.
Looking at table 8.19 it is observed that noticeably the lowest values of the excitation
energies were obtained with the aug-cc-pVDZ (ad) basis set, and C3’-endo possesses
higher excitation energies than the C2’-endo conformer. For the other basis sets the
excitation energies for C2’-endo are higher than for C3’-endo. The RHF and one-
state CAS ground state energies calculated with the B3LYP/6-31+G* optimised
structure are lower for C2’-endo than for C3’-endo deoxyribose. The CAS ground
state energy, obtained with calculations including seven states is lower for the C2’-
endo conformer using the 6-31G basis set. However, considering the calculations
with the other basis sets, C3’-endo possesses a lower CAS ground state energy than
C2’-endo.
The active space consisting of 10 electrons distributed over 10 orbitals was too
big for R-matrix calculations with phosphoric acid, which has a smaller number
of electrons (50) than deoxyribose (72, see chapter 8.6). Therefore another active
space, which generated less configurations was considered, the (14,10) active space
(see table 8.20). Here also it is observed that the calculations using the aug-cc-
pVDZ basis set give, in comparison to the other basis sets, noticeably lower values
of the excitation energy. In this case for the C2’-endo conformer the RHF energy is
lower than the CAS ground state energy calculated with seven states. Calculating
a different number of states, or using different weights for the different states, may
change this. Note that Molpro [24] by default uses equal weights for all states.
The third singlet excitation energy of the C3’-endo conformer, obtained using the
cc-pVDZ basis set, lies above the ionisation energy of deoxyribose, whereas for the
calculations with the (10,10) active space all considered excitations lie below 10 eV.
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Table 8.19: The X1A′ ground state energy (in Hartree), the vertical excitation
energies (in eV) and the ground state dipole moment (in D) of deoxyribose calculated
with one and seven states and the (10,10) active space. ad means the aug-cc-pVDZ
basis set.
State C2’-endo C3’-endo
6-31G cc-pVDZ ad 6-31G cc-pVDZ ad
ERHF -494.36592 -494.62761 -494.67138 -494.36238 -494.62379 -494.66909
One state
X1A -494.49700 -494.75572 -494.78344 -494.46563 -494.73960 -494.76930
Seven states
CSFs 19404
X1A -494.40715 -494.66503 -494.68330 -494.39927 -494.66689 -494.74551
21A 8.90 8.57 5.81 8.74 8.31 6.50
31A 9.36 9.02 6.31 8.80 8.44 7.94
41A 9.65 9.38 6.35 9.58 9.03 8.32
CSFs 29700
13A 8.13 7.91 5.74 7.94 7.75 6.28
23A 8.57 8.34 6.29 8.03 7.77 7.83
33A 8.94 8.70 6.33 8.91 8.32 8.28
µRHF 2.31 1.83 1.83 3.21 2.59 2.54
µCAS 2.38 1.90 2.94 3.70 3.07 2.17
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Table 8.20: The X1A′ ground state energy (in Hartree), the vertical excitation
energies (in eV) and the ground state dipole moment (in D) of deoxyribose calculated
with one and seven states and the (14,10) active space. ad means the aug-cc-pVDZ
basis set.
State C2’-endo C3’-endo
6-31G cc-pVDZ ad 6-31G cc-pVDZ ad
ERHF -494.36592 -494.62761 -494.67138 -494.36238 -494.62379 -494.66909
One state
X1A -494.43480 -494.69312 -494.76722 -494.43050 -494.68915 -494.74094
Seven states
CSFs 4950
X1A -494.38476 -494.63847 -494.58354 -494.38078 -494.63960 -494.67733
21A 8.69 8.41 4.28 8.54 8.26 6.37
31A 9.20 8.89 4.85 8.63 8.33 7.53
41A 9.27 9.04 4.88 9.21 10.78 8.40
CSFs 6930
11A 8.12 7.87 4.22 7.95 7.71 6.11
21A 8.62 8.34 4.84 8.05 7.78 7.14
31A 8.63 8.44 4.86 8.62 10.13 8.05
µRHF 2.31 1.83 1.83 3.21 2.59 2.54
µCAS 2.25 1.77 3.46 3.22 2.28 2.28
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8.7.3 Recommendations for R-matrix calculations
Because of evidence of temporary attachment of electrons to the base pair and the
phosphate group (see section 8.6), we decided to first perform the scattering calcu-
lations with phosphoric acid, uracil and the DNA bases. However, consideration of
electron collisions with deoxyribose could also be an interesting point for subsequent
R-matrix calculations and investigation of DNA strand breaks.
We did not perform scattering calculations on deoxyribose, but also, in this case
some difficulties may occur with the choice of the appropriate active space and basis
set. Because the (10,10) active space was too large for the calculations with the
close-coupling model on phosphoric acid, the smaller, (14,10) active space is rec-
ommended for scattering calculations on deoxyribose. The smallest values of the
excitation energies of the sugar were obtained using the basis set with diffuse func-
tions. However, the aug-cc-pVDZ basis set is too diffuse for scattering calculations
on phosphoric acid. This suggests that scattering calculations on deoxyribose can
not be performed with the aug-cc-pVDZ basis set. The calculations using the 6-31G
and cc-pVDZ basis sets with the (14,10) active space are recommended for both
conformers as starting point for the scattering calculations on deoxyribose.
It could be interesting to perform scattering calculations not only on the different
conformers of deoxyribose with different basis sets and active spaces, but also on
the different model compounds [22, 311–316] describing the deoxyribose phosphate
backbone in DNA (see chapter 2), though complete nucleotides will be too large for
R-matrix calculations.
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Chapter 9
Conclusions and Future Work
CAS calculations were performed for the DNA/RNA bases uracil, cytosine, guanine,
adenine, and thymine and for 2-deoxyribose and phosphoric acid. The main aim of
the calculations was to provide CAS orbitals for use in R-matrix calculations using
the CC model. A key problem with CAS calculations is scaling with system size:
there is a factorial dependence on both the number of active electrons and particu-
larly on the number of active orbitals generating many-electron configurations (full
CI within the active space [37]). There is no clear-cut way to choose the active
space. Usually, for small molecules, CAS calculations are done with a full valence
active space. For conjugated systems all pi orbitals should be included in the active
space, if feasible [37]. Another way is to choose a one-to-one active space that has
one anti bonding orbital for each bonding orbital.
An active space consisting of 14 electrons distributed over 10 MOs was chosen for
uracil. The R-matrix calculations on cytosine will employ a similar active space. In
the case of guanine, which is the largest DNA base, the active space which includes
all pi orbitals was too big for R-matrix calculations, and an active space consist-
ing of 12 (4σ, 6pi) electrons distributed over 9 orbitals was chosen. In the case of
adenine, the same active space as for guanine will be considered, but with more
states, because the ionisation potential of adenine is higher than that of guanine.
For R-matrix calculations, the excitation energies should lie below the ionisation
energy of the molecule. The scattering calculations were done for the planar bases,
but also, for comparison, some CAS calculations for nonplanar molecules were per-
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formed. For phosphoric acid the active space consisting of 14 electrons distributed
over 10 orbitals was employed. A similar or smaller active space will be used for
calculations on thymine and 2-deoxyribose, as the furanose sugar and the nonplanar
base thymine are larger than phosphoric acid.
Most of the excited state calculations were performed with the 6-31G, 6-31G*, cc-
pVDZ, aug-cc-pVDZ, and cc-pVTZ basis sets. Calculations with basis sets contain-
ing diffuse functions result usually in lower values of the excitation energies, which is
noticeably observed in the case of 2-deoxyribose and phosphoric acid. Disagreements
between our calculated excitation energies and the excitation energies obtained by
experiment or other computational methods, could come from the fact that we could
not use very large active spaces in the CAS calculations, as these would be too large
for the R-matrix calculations. It must be noted that the considered molecules are
rather large for scattering calculations.
The scattering calculations on phosphoric acid were done for the two most stable
isomers [318]. With the SE and SEP model the 6-31G, cc-pVDZ, aug-cc-pVDZ and
cc-pVTZ basis sets were employed. At first the CC calculations were performed with
the aug-cc-pVDZ basis set, but this basis set was too diffuse for R-matrix calcula-
tions and was replaced with the cc-pVTZ basis set. All scattering calculations were
done with radius a=15a0. A broad shape resonance at about 7 eV was found for
both isomers. Ten-state close-coupling calculations suggest the presence of narrow,
Feshbach resonances in a very similar energy region. The resonances appear to be
approximately the same for both isomers which can be understood from the fact that
the two lowest unoccupied molecular orbitals (LUMO) in the system are associated
with P=O bonds, which are presumably not very sensitive to the isomerisation.
The electron collision calculations on uracil were performed by the group from
UCL [157] (see appendix F).
R-matrix calculations on cytosine, adenine, guanine and thymine using the CAS
orbitals presented in this thesis will be done in the near future. We are currently
performing the scattering calculations on guanine, but the results are not presented
in this thesis. The calculations are very CPU time and memory demanding. The
uncontracted close-coupling calculations (see section 6.2) on Cs-symmetric uracil
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took more than one month, and the calculations on guanine are predicted to take
a similar period of time. At the end it must be noted that the tables with the ex-
citation energies presented in this thesis summarise the best feasible model for the
R-matrix calculations.
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Chapter 10
Presentations
10.1 Conferences attended
• 30th Royal Society of Chemistry Theoretical Chemistry Group Graduate Stu-
dent meeting, April 2009, Nottingham, UK, PRESENTATION, SA-CASSCF
and low-energy electron collisions with uracil, guanine and phospho-
ric acid
• Conference Collisions with Molecules and Clusters, April 2010, Milton Keynes,
UK, POSTER, SA-CASSCF and R-matrix calculations of low-energy
electron collisions with uracil
• 4th ScotCHEM Computational Chemistry Conference, April 2010, Glasgow,
Scotland, UK, PRESENTATION, SA-CASSCF and low-energy electron
collisions with uracil, guanine and phosphoric acid
• St Andrews Industry Chemistry Forum, September 2009, St Andrews, Scot-
land, UK, POSTER, SA-CASSCF and R-matrix calculations of low-
energy electron collisions with uracil
• 7th Canadian Computational Chemistry Conference, July 2009, Halifax, Nova
Scotia, Canada, POSTER, SA-CASSCF and R-matrix calculations of
low-energy electron collisions with uracil
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• 29th Royal Society of Chemistry Theoretical Chemistry Group Graduate Stu-
dent meeting, April 2009, Cardiff, UK, POSTER, SA-CASSCF and R-
matrix calculations of low-energy electron collisions with uracil
• 28th Royal Society of Chemistry Theoretical Chemistry Group Graduate Stu-
dent meeting, April 2008, Manchester, UK, POSTER, SA-CASSCF and
R-matrix calculations of low-energy electron collisions with uracil
• 3rd ScotCHEM Computational Chemistry Conference, May 2009, Edinburgh,
Scotland, UK, POSTER, SA-CASSCF and R-matrix calculations of
low-energy electron collisions with uracil
• 2nd ScotCHEM Computational Chemistry Conference, April 2008, Glasgow,
Scotland, UK, POSTER,Calculations of the excited states of biomolecules
with CASSCF
• RADAM Conference, June 2007, Dublin, Ireland
• 1st ScotCHEMComputational Chemistry Conference, April 2007, St Andrews,
Scotland, UK
10.2 Publications
• A. Dora; J. Tennyson; L. Bryjko; T. van Mourik, R-matrix calculation of
low-energy electron collisions with uracil, J. Chem. Phys. 130, 164307,
2009
• L. Bryjko, T. van Mourik, A. Dora, J. Tennyson, R-matrix calculations of
low-energy electron collisions with phosphoric acid, J. Phys. B, At.
Mol. Opt. Phys. 43, 235203, 2010
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Appendix A
Theory
A.1 Basis sets for calculations of excited states
Excited-state quantum chemical calculations require the use of large, diffuse, and
flexible basis sets, which are able to describe at the same level valence, diffuse, Ry-
dberg or anionic states.
The best general choice to get all types of excited states are Atomic Natural Or-
bitals (ANO) basis sets [319] supplemented with diffuse functions or augmented
correlation-consistent basis sets (aug-cc-pVXZ, X=D,T,Q...) [320,321].
ANO basis sets have a balanced construction and therefore get better results with a
smaller number of functions than other sets. For a medium-sized molecule, an ANO
contraction of the triple-zeta plus polarisation type has been shown to give accurate
and reliable results for valence states [322]. Specific diffuse functions with small
Gaussian exponents are required to compute Rydberg or anionic excited states.
Basis sets of type 6-31G* [323] are not as accurate but cheaper. They should be
carefully calibrated for the studied problem, for example they may work where the
Rydberg states are not competitive with the valence states in the studied energy
region.
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A.2 Types of correlation
The Electron Correlation Energy is the difference in energy between the HF
and the lowest possible energy in a given basis set.
Two types of electron correlation can be identified [35]:
• Radial Correlation
One electron is close to, and the other far from, the nucleus. To describe this,
the basis set needs functions of the same type, but with different exponents.
• Angular Correlation
Two electrons are on opposite sides of the nucleus. To describe this, the basis
set needs functions with exponents of the same magnitude, but with different
angular momenta.
The opposite-spin correlation is called Coulomb correlation, whereas the same-
spin correlation is called Fermi Correlation. In the immediate vicinity of an
electron the probability of finding another electron is reduced. For electrons of
opposite spins this is called the Coulomb hole, whereas for electrons of the same
spins this is called the Fermi hole.
There are three main ab initio methods for calculating electron correlation [35]:
1. Configuration Interaction (CI)
2. Many Body Perturbation Theory (MBPT)
3. Coupled Cluster (CC)
The correlation energy that arises from the overestimation of short-range electron
repulsions in the Hartree-Fock wavefunction is referred to as dynamical correla-
tion. The dynamical correlation is always reduced when a normal chemical bond
(i.e. doubly occupied orbital) is broken. Where dynamical correlation effects are
important, Hartree-Fock generally overestimates bond lengths and underestimates
binding. An example is the rare-gas dimers, which are unbound at the Hartree-Fock
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level, but in reality are held together by dispersion, which is a manifestation of dy-
namic correlation.
That part of the correlation energy arising from long-range correlation effects (like
observed on molecular dissociation) is referred to as non-dynamical or static
correlation [324–327].
It is difficult to define the division between dynamical and static correlation. For ex-
ample, when thinking about electron correlation in a bond in a molecule, the radial
and angular short-range concepts are blurred with the ideas of long-range dissocia-
tion. One visualisation is that the non-dynamical correlation is recovered with the
minimum CI expansion describing properly all correlation effects. Convergence of
the dynamical correlation energy with increasing size of CI expansion is very slow.
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A.3 Molpro-Specific Orbital Subspace
The Molpro-specific orbital subspaces in accordance with the Molpro Manual [328]
consist of:
• Occupied Orbitals
occ, n1,n2,...,n8;
ni specifies the number of occupied orbitals (including core and closed) in ir-
reducible representation number i.
• Frozen-Core Orbitals
Frozen, n1,n2,...,;
ni specifies the number of frozen-core orbitals in irreducible representation
number i.These orbitals are doubly occupied in all configurations and not op-
timised.
• Closed Orbitals
Closed, n1,n2,...,;
ni specifies the number of closed orbitals in irreducible representation number
i. These orbitals do not form part of the active space, i.e., they are doubly
occupied in all CSFs. In contrast to the frozen orbitals, these orbitals are fully
optimised.
• Frozen Orbitals
freeze, orb.sym;
The specified orbital will not be optimised and will remain identical to the
starting guess. orb.sym should be an active or closed-shell orbital. If orb.sym
is a frozen core orbital, this card has no effect.
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A.4 Modified Virtual Orbitals
The HF virtual orbitals could be too diffuse for the scattering calculations [19]
and another way to receive virtual orbitals is the Modified Virtual Orbitals (MVO)
scheme [162]. After convergence of the all-electron SCF or MCSCF calculation, all
valence electrons are excluded and for the core electrons the Fock operator is con-
structed. This is transformed to a Fock matrix over molecular orbitals using the
converged orbitals from the SCF or MCSCF calculations. The subspace correspond-
ing to the virtual orbitals in the all-electron calculation is diagonalized. These new
virtual orbitals are called Modified Virtual Orbitals (MVOs). This procedure does
not mix occupied and virtual orbitals. Without the valence electrons, the lowest
virtuals are drawn into the valence region and should be suitable for correlating the
valence orbitals.
An alternative technique is to recompute the one-electron integrals with an increased
nuclear charge for all the nuclei. Then an all-electron Fock operator can be con-
structed and the virtual subspace diagonalised. This process should be very similar
to the elimination of valence electrons.
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A.5 R-matrix
A.5.1 Configurations with an SCF target representation (SE
and SEP model)
The R-matrix basis functions, ψN+1k , in terms of orbital configurations are divided
into two parts [18]:
1. The first part of each ψN+1k corresponds to the configurations where one elec-
tron is in a continuum orbital and the rest of the electrons are in the target
state.
2. The second part of each ψN+1k consists of two types of configurations:
• A one-particle term where the scattering electron drops down into the
virtual orbitals.
• A two-particle term in which there is one hole in the target and two
particles in the virtual space.
Both of these types are L2 configurations [29] because all the electrons are in short-
range orbitals. The latter configurations are correlation configurations, sometimes
called (short-range) polarisation configurations, which introduce correlation effects
between target and projectile. A calculation in which the correlation configurations
are omitted are at the static exchange level (SE), while the addition of correlation
configurations is a static exchange plus polarisation approximation (SEP).
A.5.2 Configurations with a CI target representation (CC
model)
In multistate scattering studies it is necessary to use a configuration interaction
representation of the target states (see equation 4.1). The wavefunction is given
by [18]:
φ =
∑
di∆i (A.1)
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where the ∆i are the set of CSFs, the choice of which defines different types of target
state approximation, and the di are coefficients which are obtained by diagonalising
the target state Hamiltonian in the basis ∆i. The ψ
N+1
k can be analysed into parts
as follows:
1. The first part of each R-matrix basis function consists of the ∆i defining the
target space with one electron in the continuum space.
2. The L2 part of each ψN+1k is divided into three parts:
• Orthogonality CSFs, accounting for the fact that the continuum molecu-
lar orbitals are also orthogonal to the unoccupied virtual orbitals.
• Correlation CSFs, where the scattering electron enters the charge cloud
of the target state.
• Two particle-one hole additional correlation CSFs. These CSFs are anal-
ogous to the two particle-one hole terms for the SCF target but are vastly
increased in number with a CI target.
With a CI target it is not possible to describe the role of specific configurations as
clearly as in the case of an SCF target.
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Appendix B
Uracil
B.1 CAS calculations for uracil
B.1.1 The (12,9) active space
Table B.1: The X1A′ ground state energy (in Hartree) and the vertical excitation
energies (in eV) for singlet and triplet uracil calculated with five states and the
(12,9) active space. The orbital space consists of: closed 23,0; occupied 24,8.
State 6-31G 6-31G* cc-pVDZ aug-cc-pVDZ cc-pVTZ
X1A′ -412.355293 -412.529336 -412.568635 -412.591036 -412.679678
11A′′ 4.45 4.65 4.65 4.60 4.62
13A′ 3.75 3.83 3.83 3.80 3.81
23A′ 5.41 5.56 5.56 5.54 5.56
13A′′ 4.27 4.47 4.47 4.43 4.44
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Table B.2: The X1A′ ground state energy (in Hartree) and the vertical excitation
energies (in eV) for singlet and triplet uracil calculated with 16 states and the (12,9)
active space. The orbital space consists of: closed 23,0; occupied 24,8.
State 6-31G 6-31G* cc-pVDZ aug-cc-pVDZ cc-pVTZ
X1A′ -412.347283 -412.519893 -412.559048 -412.556788 -412.668551
21A′ 6.68 6.68 6.61 6.75 6.54
31A′ 7.05 7.19 7.13 7.38 7.14
41A′ 8.44 8.51 8.56 7.62 8.46
11A′′ 4.42 4.59 4.59 4.45 4.54
21A′′ 7.27 7.37 7.34 7.31 7.25
31A′′ 9.40 9.61 9.61 8.03 9.52
41A′′ 10.42 10.98 10.98 10.98 10.97
13A′ 3.72 3.79 3.79 3.70 3.76
23A′ 5.26 5.41 5.40 5.46 5.39
33A′ 6.16 6.52 6.53 7.34 6.57
43A′ 7.46 7.57 7.55 8.33 7.49
13A′′ 4.25 4.42 4.41 4.28 4.37
23A′′ 7.18 7.28 7.25 7.22 7.17
33A′′ 9.34 9.55 9.54 8.02 9.46
43A′′ 9.61 9.88 9.88 9.88 9.81
120
B.1.2 The (14,10) active space
Table B.3: The X1A′ ground state energy (in Hartree) and the vertical excitation
energies (in eV) for singlet and triplet uracil calculated with five states and the
(14,10) active space. The orbital space consists of: closed 22,0; occupied 24,8.
State 6-31G 6-31G* cc-pVDZ aug-cc-pVDZ cc-pVTZ
X1A′ -412.355694 -412.529896 -412.569203 -412.591698 -412.680323
11A′′ 4.39 4.59 4.59 4.55 4.56
13A′′ 3.76 3.84 3.84 3.80 3.82
23A′′ 5.42 5.57 5.58 5.56 5.58
13A′′ 4.20 4.40 4.40 4.36 4.38
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Table B.4: The X1A′ ground state energy (in Hartree) and vertical excitation ener-
gies (in eV) for singlet and triplet uracil calculated with 16 states and the (14,10)
active space. The orbital space consists of: closed 22,0; occupied 24,8.
State 6-31G 6-31G* cc-pVDZ aug-cc-pVDZ cc-pVTZ
X1A′ -412.350985 -412.524426 -412.563490 -412.585088 -412.673907
21A′ 6.61 6.66 6.59 6.46 6.54
31A′ 6.96 7.06 7.00 6.94 6.98
41A′ 8.63 8.74 8.77 8.62 8.72
11A′′ 4.69 4.93 4.92 4.92 4.93
21A′′ 6.17 6.49 6.49 6.47 6.50
31A′′ 7.73 7.92 7.89 7.87 7.89
41A′′ 7.88 8.03 7.96 7.90 7.93
13A′ 3.79 3.87 3.87 3.84 3.85
23A′ 5.31 5.50 5.49 5.48 5.50
33A′ 6.04 6.34 6.36 6.34 6.38
43A′ 7.58 7.73 7.70 7.62 7.69
13A′′ 4.52 4.76 4.75 4.76 4.76
23A′′ 5.97 6.29 6.29 6.28 6.31
33A′′ 7.62 7.82 7.78 7.76 7.78
43A′′ 7.86 8.00 7.93 7.87 7.91
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B.1.3 The (14,11) active space
Table B.5: The X1A′ ground state energy (in Hartree) and the vertical excitation
energies (in eV) for singlet and triplet uracil calculated with five states and the
(14,11) active space. The orbital space consists of: closed 22,0; occupied 24,9.
State 6-31G 6-31G* cc-pVDZ aug-cc-pVDZ cc-pVTZ
X1A′ -412.366466 -412.540814 -412.580116 -412.600904 -412.691920
11A′′ 4.39 4.60 4.59 4.47 4.61
13A′ 3.76 3.84 3.84 3.86 3.80
13A′ 5.40 5.54 5.55 5.61 5.55
13A′′ 4.20 4.40 4.40 4.28 4.44
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Table B.6: The X1A′ ground state energy (in Hartree) and the vertical excitation
energies (in eV) for singlet and triplet uracil calculated with 16 states and the (14,11)
active space. The orbital space consists of: closed 22,0; occupied 24,9.
State 6-31G 6-31G* cc-pVDZ aug-cc-pVDZ cc-pVTZ
X1A′ -412.361860 -412.535080 -412.574134 -412.588112 -412.685028
21A′ 6.61 6.62 6.55 6.65 6.46
31A′ 6.95 7.05 6.99 7.12 6.96
41A′ 8.62 8.73 8.76 7.24 8.70
11A′′ 4.69 4.92 4.91 4.81 4.92
21A′′ 6.18 6.52 6.52 6.71 6.54
31A′′ 7.73 7.93 7.89 7.72 7.89
41A′′ 7.89 8.02 7.96 8.14 7.93
13A′ 3.79 3.86 3.86 3.82 3.84
23A′ 5.29 5.50 5.48 5.53 5.49
33A′ 6.05 6.34 6.37 6.56 6.39
43A′ 7.56 7.70 7.67 7.17 7.64
13A′′ 4.52 4.75 4.74 4.64 4.75
23A′′ 5.97 6.31 6.32 6.52 6.34
33A′′ 7.63 7.82 7.78 7.62 7.78
43A′′ 7.87 7.99 7.93 8.13 7.90
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Table B.7: The X1A′ ground state energy (in Hartree) and the vertical excitation
energies (in eV), the number of configurations, and time of the calculations with
five states for singlet and triplet uracil depending on the number of active orbitals
for 14 electrons in the active space. Here (a,b) means: a-orbitals of first symmetry,
b-orbitals of second symmetry.
6-31G cc-pVDZ
10 (2,8) 14 (4,10) 16 (5,11) 10 (2,8) 14 (4,10)
CSFs 2598 1382535 13911370 2598 1382535
X1A′ -412.35569 -412.44393 -412.45922 -412.56920 -412.65691
CSFs 2352 1378080 13899270 2352 1378080
11A′′ 4.39 5.05 4.91 4.59 5.27
CSFs 3458 2504645 26544650 3458 2504645
13A′ 3.76 3.85 3.87 3.84 3.91
23A′ 5.42 5.61 5.59 5.58 5.79
CSFs 3472 2505360 26548390 3472 2505360
13A′′ 4.20 4.83 4.70 4.40 5.06
time 84[sec] 46[hour] 40[day] 129[sec] 44[hour]
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B.2 MRCI calculations for uracil
Table B.8: The MRCI X1A′ ground state energy (in Hartree) and vertical excitation
energies (in eV) for singlet and triplet uracil. The orbital space consists of core 22,0;
occ 24,8. The reference wavefunction is obtained from CAS calculations with 16
states and the (14,10) active space, see table B.4.
State 6-31G 6-31G* cc-pVDZ aug-cc-pVDZ cc-pVTZ
X1A′ -412.478472 -412.722747 -412.766562 -412.806134 -412.915363
21A′ 6.17 6.26 6.18 5.96 6.09
31A′ 6.72 6.93 6.84 6.72 6.82
41A′ 7.76 7.97 8.01 7.69 7.90
11A′′ 4.97 5.26 5.24 5.25 5.24
21A′′ 6.44 6.79 6.76 6.73 6.75
31A′′ 7.69 7.98 7.92 7.85 7.91
41A′′ 7.74 7.92 7.83 7.72 7.78
13A′ 3.86 3.97 3.96 3.92 3.95
23A′ 5.33 5.60 5.56 5.54 5.59
33A′ 6.10 6.43 6.44 6.38 6.45
43A′ 7.06 7.28 7.24 7.09 7.22
13A′′ 4.77 5.07 5.04 5.07 5.06
23A′′ 6.21 6.57 6.54 6.53 6.56
33A′′ 7.62 7.88 7.83 7.76 7.83
43A′′ 7.72 7.92 7.80 7.69 7.76
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Table B.9: The MRCI with Davidson correction X1A′ ground state energy (in
Hartree) and vertical excitation energies (in eV) for singlet and triplet uracil. The
orbital space consists of core 22,0; occ 24,8. The reference wavefunction is obtained
from CAS calculations with 16 states and the (14,10) active space, see table B.4.
State 6-31G 6-31G* cc-pVDZ aug-cc-pVDZ cc-pVTZ
X1A′ -412.487386 -412.738785 -412.783026 -412.826961 -412.936797
21A′ 6.06 6.14 6.05 5.74 5.92
31A′ 6.63 6.84 6.75 6.56 6.70
41A′ 7.52 7.73 7.76 7.24 7.59
11A′′ 5.01 5.32 5.28 5.29 5.30
21A′′ 6.48 6.83 6.79 6.73 6.78
31A′′ 7.66 7.97 7.89 7.75 7.85
41A′′ 7.70 7.86 7.76 7.59 7.68
13A′ 3.87 3.98 3.97 3.93 3.96
23A′ 5.32 5.60 5.55 5.51 5.57
33A′ 6.09 6.43 6.43 6.33 6.43
43A′ 6.93 7.15 7.10 6.87 7.03
13A′′ 4.81 5.12 5.09 5.11 5.11
23A′′ 6.24 6.61 6.57 6.54 6.58
33A′′ 7.59 7.85 7.81 7.68 7.78
43A′′ 7.67 7.88 7.73 7.56 7.66
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Appendix C
Guanine
Table C.1: The X1A′ ground state total energy (in Hartree), the vertical excitation
energies (in eV) and the ground state dipole moment, µ (in D) for planar keto-N7H
guanine calculated with 16 states and the (16,12) active space. The orbital space
consists of: closed 31,0; occupied 32,11.
State 6-31G 6-31G* cc-pVDZ aug-cc-pVDZ cc-pVTZ
ERHF -539.13204 -539.38339 -539.43763 -539.47311 -539.58097
CSFs 41745
X1A′ -539.22923 -539.46813 -539.52139 -539.52805 -539.66162
21A′ 5.75 5.82 5.80 5.90 5.76
31A′ 6.15 6.18 6.20 6.47 6.15
41A′ 7.39 7.39 7.43 6.61 7.37
CSFs 29040
11A′′ 6.24 6.55 6.52 6.46 6.44
21A′′ 7.44 7.81 7.82 7.76 7.76
31A′′ 9.17 9.48 9.49 8.44 9.43
41A′′ 10.71 11.17 11.18 9.92 11.08
Continued on Next Page. . .
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Table C.1 – Continued
State 6-31G 6-31G* cc-pVDZ aug-cc-pVDZ cc-pVTZ
CSFs 63888
13A′ 3.75 3.81 3.81 3.87 3.77
23A′ 4.76 4.93 4.97 5.13 4.95
33A′ 5.32 5.41 5.41 5.48 5.37
43A′ 6.17 6.38 6.39 6.55 6.41
CSFs 49368
13A′′ 5.89 6.25 6.23 6.22 6.16
23A′′ 6.98 7.34 7.34 7.26 7.28
33A′′ 9.14 9.43 9.45 8.39 9.37
43A′′ 9.87 10.32 10.33 9.82 10.24
µRHF 2.14 2.09 2.10 1.95 2.03
µCAS 2.75 2.45 2.58 1.91 2.45
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Table C.2: The X1A′ ground state total energy (in Hartree), the vertical excitation
energies (in eV) and the ground state dipole moment, µ (in D) for nonplanar keto-
N7H guanine calculated with 16 states and the (16,12) active space.
State 6-31G 6-31G* cc-pVDZ aug-cc-pVDZ cc-pVTZ
ERHF -539.12796 -539.38484 -539.43943 -539.47428 -539.58204
CSFs 70785
X1A -539.22269 -539.46874 -539.52237 -539.53639 -539.66290
21A 5.01 5.40 5.41 5.32 5.45
31A 5.91 5.97 5.95 6.08 5.91
41A 6.24 6.31 6.32 6.69 6.29
51A 6.52 6.89 6.86 6.84 6.83
61A 6.59 7.03 7.06 7.01 7.04
71A 7.24 7.61 7.65 7.27 7.63
81A 7.57 7.66 7.70 7.44 7.72
CSFs 113256
13A 3.64 3.72 3.73 3.90 3.71
23A 4.72 4.90 4.93 5.14 4.92
33A 4.85 5.24 5.26 5.31 5.30
43A 5.35 5.50 5.50 5.73 5.49
53A 6.09 6.34 6.36 6.56 6.36
63A 6.19 6.48 6.46 6.66 6.45
73A 6.25 6.69 6.73 7.21 6.71
83A 7.17 7.31 7.30 7.24 7.27
µRHF 1.93 1.74 1.70 1.58 1.62
µCAS 2.34 2.00 1.94 1.64 1.84
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Appendix D
Adenine
Table D.1: The X1A′ ground state total energy (in Hartree), the vertical excitation
energies (in eV) and the ground state dipole moment, µ (in D) for planar adenine-
N9H calculated with 16 states and the (16,12) active space. The orbital space
consists of: closed 27,0; occupied 29,10.
State 6-31G 6-31G* cc-pVDZ aug-cc-pVDZ cc-pVTZ
ERHF -464.292106 -464.513393 -464.558845 -464.586147 -464.676974
CSFs 36465
X1A′ -464.395633 -464.607596 -464.651958 -464.676881 -464.768173
21A′ 5.18 5.25 5.26 5.20 5.23
31A′ 6.91 6.80 6.78 6.68 6.73
41A′ 7.36 7.38 7.36 7.31 7.33
CSFs 34320
11A′′ 5.67 5.98 5.98 5.94 5.96
21A′′ 6.09 6.40 6.40 6.38 6.38
31A′′ 7.08 7.46 7.45 7.40 7.42
41A′′ 7.76 8.11 8.11 8.07 8.07
Continued on Next Page. . .
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Table D.1 – Continued
State 6-31G 6-31G* cc-pVDZ aug-cc-pVDZ cc-pVTZ
CSFs 56760
13A′ 3.86 3.95 3.95 3.90 3.93
23A′ 5.19 5.22 5.23 5.17 5.20
33A′ 5.35 5.36 5.37 5.33 5.35
43A′ 5.63 5.70 5.69 5.67 5.68
CSFs 56496
13A′′ 5.37 5.70 5.71 5.66 5.69
23A′′ 5.65 5.98 5.98 5.97 5.96
33A′′ 6.88 7.24 7.24 7.18 7.20
43A′′ 7.59 7.93 7.93 7.89 7.89
µRHF 2.62 2.47 2.41 2.46 2.44
µCAS 2.68 2.61 2.55 2.58 2.57
132
Table D.2: The X1A′ ground state total energy (in Hartree), the vertical excitation
energies (in eV) and the ground state dipole moment, µ (in D) for nonplanar adenine-
N9H calculated with 16 states and the (16,12) active space. The CI calculations with
the cc-pVDZ basis set were not converged.
State 6-31G 6-31G* aug-cc-pVDZ cc-pVTZ
ERHF -464.291272 -464.513490 -464.586227 -464.677060
CSFs 70785
X1A -464.389380 -464.606650 -464.620723 -464.763683
21A 5.21 5.29 5.20 5.26
31A 5.60 5.89 5.48 5.90
41A 6.05 6.44 6.17 6.39
51A 6.61 7.00 6.28 6.84
61A 7.03 7.02 6.73 6.91
71A 7.16 7.38 7.09 7.22
81A 7.27 7.64 7.84 7.62
CSFs 113256
13A 3.82 3.94 4.49 3.87
23A 5.14 5.28 5.15 5.22
33A 5.30 5.33 5.45 5.29
43A 5.35 5.62 5.98 5.64
53A 5.61 5.77 6.25 5.70
63A 5.64 6.01 6.29 5.98
73A 6.12 6.57 6.67 6.47
83A 6.89 6.77 6.72 6.90
µRHF 2.70 2.53 2.51 2.49
µCAS 2.56 2.59 3.10 2.42
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Appendix E
Phosphoric acid
E.1 CAS calculations
Table E.1: The X1A′ ground state energy (in Hartree), the vertical excitation ener-
gies (in eV) and the ground state dipole moment (in D) of phosphoric acid calculated
with five states and the (14,10) active space. ad means the aug-cc-pVDZ basis set.
State uud uuu
6-31G cc-pVDZ ad 6-31G cc-pVDZ ad
CSFs 4950
X1A -641.76745 -642.08706 -642.11891 -641.74853 -642.08346 -642.12091
21A 8.66 8.70 6.62 8.22 8.53 6.59
31A 8.72 8.98 7.03 8.29 8.89 6.98
CSFs 6930
13A 7.80 8.13 6.42 7.52 8.10 6.41
23A 7.96 8.45 6.84 7.61 8.41 6.78
µRHF 3.83 3.54 3.62 0.72 0.26 0.58
µCAS 3.77 3.99 4.25 0.63 0.66 0.93
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Table E.2: The X1A′ ground state energy (in Hartree), the vertical excitation ener-
gies (in eV) and the ground state dipole moment (in D) of phosphoric acid calculated
with five states and the (10,10) active space. ad means the aug-cc-pVDZ basis set
State uud uuu
6-31G cc-pVDZ ad 6-31G cc-pVDZ ad
ERHF -641.70644 -642.04087 -642.08692 -641.70454 -642.04245 -642.08866
CSFs 19404
X1A -641.81922 -642.14730 -642.18480 -641.81713 -642.14928 -642.20894
21A 8.58 8.84 6.98 8.70 8.97 7.62
31A 8.91 9.25 7.43 9.04 9.32 7.71
CSFs 29700
13A 7.87 8.40 6.81 8.03 8.57 7.42
23A 8.31 8.89 7.29 8.42 8.95 7.51
µRHF 3.83 3.54 3.62 0.72 0.26 0.58
µCAS 4.15 4.02 4.13 0.47 0.62 1.33
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E.2 R-matrix calculations
Figure E.1: Eigenphase sums for electron scattering from phosphoric acid: upper
panel uuu isomer, lower panel uud isomer. The scattering calculations were per-
formed with the aug-cc-pVDZ basis set. The CC calculations were done using the
orbitals from five-state CAS calculations with the (14,10) active space (see table
E.1).
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Figure E.2: Elastic electron impact cross sections for phosphoric acid as a function
of model: upper panel uuu isomer, lower panel uud isomer. The Born correction
that was added was computed by Dr Amar Dora. The scattering calculations were
performed with the aug-cc-pVDZ basis set. The CC calculations were done using
the orbitals from five-state CAS calculations with the (14,10) active space (see table
E.1).
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Figure E.3: Electron impact excitation cross sections for excitation of the lowest
two excited singlet states of phosphoric acid; calculations were performed using the
CC model; the upper curves include a Born correction calculated by Dr Amar Dora:
upper panel uuu isomer, lower panel uud isomer. The scattering calculations were
performed with the aug-cc-pVDZ basis set. The CC calculations were done using
the orbitals from five-state CAS calculations with the (14,10) active space (see table
E.1).
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Figure E.4: Electron impact excitation cross sections for excitation of the lowest two
excited triplet states of phosphoric acid; calculations were performed using the CC
model; upper panel uuu isomer, lower panel uud isomer. The scattering calculations
were performed with the aug-cc-pVDZ basis set. The CC calculations were done
using the orbitals from five-state CAS calculations with the (14,10) active space (see
table E.1).
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Appendix F
Publications
F.1 R-matrix calculation of low-energy electron
collisions with uracil
F.2 R-matrix calculation of low-energy electron
collisions with phosphoric acid
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