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Abstract

PRECONDITIONING FOR MATRIX COMPUTATION
by
Xiaodong Yan

Advisor: Professor Victor Pan
Preconditioning is a classical subject of numerical solution of linear systems
of equations. The goal is to turn a linear system into another one which is easier
to solve.
The two central subjects of numerical matrix computations are LIN-SOLVE,
that is, the solution of linear systems of equations and EIGEN-SOLVE, that is,
the approximation of the eigenvalues and eigenvectors of a matrix. We focus on
the former subject of LIN-SOLVE and show an application to EIGEN-SOLVE.
We achieve our goal by applying randomized additive and multiplicative preconditioning.
We facilitate the numerical solution by decreasing the condition of the coefﬁcient matrix of the linear system, which enables reliable numerical solution of
LIN-SOLVE.
After the introduction in the Chapter 1 we recall the deﬁnitions and auxiliary results in Chapter 2. Then in Chapter 3 we precondition linear systems
of equations solved at every iteration of the Inverse Power Method applied to
EIGEN-SOLVE. These systems are ill conditioned, that is, have large condition
numbers, and we decrease them by applying randomized additive preconditioning. This is our ﬁrst subject.
Our second subject is randomized multiplicative preconditioning for LINSOLVE. In this way we support application of GENP, that is, Gaussian elimination with no pivoting, and block Gaussian elimination. We prove that the

i

proposed preconditioning methods are eﬃcient when we apply Gaussian random
matrices as preconditioners. We conﬁrm these results with our extensive numerical tests. The tests also show that the same methods work as eﬃciently on the
average when we use random structured, in particular circulant, preconditioners
instead, but we show both formally and experimentally that these preconditioners fail in the case of LIN-SOLVE for the unitary matrix of discreet Fourier
transform, for which Gaussian preconditioners work eﬃciently.
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1

Introduction

1.1

Overview

Matrix computation has frequently turned out to be the most important part of computation for complex science and engineering problems. The recent hot topics of
“searching algorithms”, “big data”, “machine learning” also use matrix computation
extensively as the key steps for ﬁnding solutions, which often involve eigen-solving,
singular-value decompositions and other matrix computations. New developments in
hardware architecture and dramatic increase of the data size of the real world problems
have also lead to research on more eﬃcient methods for matrix computation. With this
development the readily available “eﬃcient” default methods, even those in commercial
software packages, are no longer satisfactory. Preconditioning technique is explored in
order to improve the known algorithms for matrix computations. The ﬁrst part covers
our advance in additive preconditioning, which has been the topic in the early stage
of the author’s research eﬀort. A lot of progress has been made on using (random)
additive preconditioner for eigen-solving, null space solving and matrix approximation.
The inverse power iteration method easily leads to ill-conditioned linear system solving.
We combine the additive preconditioning methods with this method to arrive at well
conditioned linear systems solving and tested our results numerically. We advanced in
this research area and published several papers, jointly with our advisor.
The most recent research eﬀort of the author has been the application of random
multipliers to some central problems of matrix computations.
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1.2

Preconditioning Method, linear system solving and Eigensolving with Inverse Power Iteration

Preconditioning is a classic subject of numerical solution for linear systems of equations
Ax = b. One modiﬁes the input matrix A in order to decrease its condition number.
Better conditioned linear systems, that is, ones having smaller condition numbers, can
be solved more accurately and faster. Traditional preconditioning is the transition
to a simpler linear systems M AN x = M b such that y = N x. The critical problem
for preconditioning is the choice of the multipliers M and N above (one of them can
be the identity matrix) that would decrease the large condition number cond(A) to
a much smaller value cond(M AN ) or would compress the spectrum of the singular
values of the matrix A into a small number of clusters. The early choices usually
involved factorization or inversion of the matrix A, which is generally as expensive as
the solution of a linear system, can be unstable numerically, and may not always be an
ideal choice for sparse matrix or matrix with structures that can be taken advantage of.
As an alternative or complementary tool, we explored random additive pre-processing
A ← C = A + P , i.e., we add a matrix P ( additive preprocessor with a smaller
rank or being a structured matrix) to the input matrix A to obtain a new matrix C
with a smaller condition number. We explored diﬀerent additive conditioners in our
research, and studied them theoretically, and numerically tested their eﬃciency. Null
space solving is also studied and an approach using additive preconditioning has been
proposed and supported with a formal proof. We applied these results to support the
popular Inverse Power Method for approximation to the eigenvalues and eigenvectors
of a matrix, which involves the solution of ill conditioned linear system of equations.
Those formed the ﬁrst part of the thesis.
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1.3

Multiplicative Preconditioning for low-rank approximation and GENP

Linear system solving is a fundamental topics for many branches of science and engineering. Direct solution using classic Gaussian Elimination Method has been one of
the most popular method throughout the centuries [TB97]. However it can easily run
into many numerical stability problems unless one applies pivoting, that is, row and
column interchange of the input matrix. This occurs frequently even for some small
dimensional problems. Also the computational cost for large problems has become
mostly dependent on data access layer rather than ﬂops time since the data tend to
be so large that accessing the hard drive becomes the bottleneck of the computations.
Presented here are the results using random multiplier in order to avoid these problems
even for the Gaussian Elimination with No Pivoting (GENP). Formal and empirical
support is shown for the application of the Gaussian random multipliers, and empirical
support for the application of random structured multipliers, which use fewer random
parameters.
We also explored random multipliers as a tool for low rank approximations of a
matrix having a small numerical rank. Randomized algorithms for this task have been
studied extensively, both formally and experimentally [HMT11]. They are numerically
stable, run at a low computational cost, and allow low-cost improvement of the output
accuracy by means of the Power Method. This can be used in many important applications such as data mining, statistics, PDEs and integral equations. By extending the
analysis of preprocessed GENP, we prove that even without the customary oversampling the algorithms are expected to output the desired low-rank approximations to
the input matrix in our tests. Both Gaussian and Toeplitz random multipliers are used
and Toeplitz random multipliers have been shown as eﬀective based on the numerical
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test results.

1.4

Organization of the thesis

In Chapter 2 the basic deﬁnition and terminology used are deﬁned. Some background
on matrix computation are discussed. In particular conditioning of a matrix and a
linear system is discussed. In Chapter 3 the results on additive preconditioning are
presented. Most of the research outcome in Chapter 3 has been published in the
papers [PKMRTCY], [PIMRTY], [PIMRTTY], [PY07], [PY09], [PIM10]. In Chapter
4 we discuss using random multiplier with GENP, low-rank approximate of matrix.
Tables and ﬁgures for methods discussed for GENP and low-rank approximation are
included in this thesis. Most of the material in Chapter 4 has been presented in the
paper [PQYa] (submitted).
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2

Deﬁnitions

2.1

Basic Deﬁnitions

Our basic deﬁnitions reproduce or slightly modify the customary deﬁnitions in [GL96],
[TB97], [W02] for matrix computations. We use the same deﬁnition for Hermitian,
unitary (orthogonal), singular, full-rank and rank deﬁcient matrices. Ik is the n × n
matrix. Ok , l si the k × l matrix ﬁlled with zeros. We write I and O if the matrix
size is deﬁned by context. Ak,l denotes its leading, that is, northwestern k × l block
sub-matrix, and we also write A(k) = Ak,k .
AT is the transpose of matrix A (Hermitian transpose). ||A|| = ||A||2 is the spectral
norm of a matrix A. ρ = rank A is the rank of the matrix. Singular values σj (A),
j = 1, . . . , ρ, in non-increasing order for matrix A where 2-norm ||A|| = σ1 (A). ||A||F
 
m
n
2
is its Frobenius norm and deﬁned as ||A||F =
i=i
j=1 |aij | .
We use A+ = (AH A)−1 AH for the Moore-Penrose generalized inverse of matrix A
(also called pseudo inverse).
A+ = (AH A)−1 AH if m ≥ n = ρ, A+ = AH (AAH )−1 if m = ρ ≤ n, and
A+ = A−1 if m = n = ρ.
A matrix A is normalized if ||A|| = 1. We write M ≥ 0 for a non-negative deﬁnite
Hermitian matrix M and we write n  d where the ratio n/d is large. diag(B1 , . . . , Bk )
and diag(Bi )ki=1 denote the 1×k block matrix with the blocks B1 , . . . , Bk and k×k block
diagonal matrix with the diagonal blocks B1 , . . . , Bk , respectively. We write (B, C) to
denote the 1 × 2 block matrix with the blocks B and C. A matrix A is a matrix basis
for its range if its columns are linearly independent. A null matrix basis for a matrix
is a vector, a basis, and a matrix basis for its (right) null space, respectively. Similar
concepts are deﬁned for the left null space. We write Q(M ) for the Q-factor of the
size m × n in the thin QR factorization of an m × n matrix M of the full rank where
5

the R-factor has positive diagonal entries. We use the standard term of full SVD and
compact SVD for singular value decomposition.

2.2

Conditioning of a Linear System and of a Matrix

Generally in numerical computing, the “condition of the problem” measures how accurately one can solve the problem with the ﬂoating point precision regardless the
algorithms used. For a function
y = f (x), we have (y + δy) = f (x + δx),
Denote the machine’s epsilon as ε then δx satisﬁes

|δx|
|x|

≤ ε.

The condition number κf (x) of the problem at x is the ratio of

|δy|
|y|

to

|δx|
.
|x|

It measures

approximately how much the relative rounding error in x is magniﬁed by evaluation of
f at x[O01].
For linear system solving with a square matrix A we have the equations Ax = b and
A(x + δx) = b + δb, those two equations imply that Aδx = δb, so δx = A−1 δb. From
this we can have
||δx|| ≤ ||A−1 || ||δb||.
Also from ||b|| = ||Ax|| ≤ ||A|| ||x|| we can have
1
||x||

≤ ||A|| 1b .

Multiply the two equations above and arrive at
||δx||
||x||

≤ ||A|| ||A−1 || ||δb||
.
||b||

where κ(A) = ||A|| ||A−1 || is the condition number of the matrix A.
If κ(A) is large, then the matrix problem is called ill-conditioned, otherwise wellconditioned. Here “large” is understood in context.
A lot of algorithms have been developed in order to estimate the condition number
of a matrix quickly without computing the norms for both A and A−1 , such as the
“RCOND” procedure in BLAS/LAPACK and MATLAB (it estimates the reciprocal
6

of condition number of a matrix.)
We call left nullity as lnul A = m − ρ, right nullity rnul A = n − ρ, and nullity
nul A = min{m, n} − ρ. We say that r = nnul A is the numerical nullity and l − r =
nrank A is the numerical rank of the matrix A if the ratio σ1 (A)/σl−r (A) is not large,
whereas σ1 (A)  σl−r+1 (A), that is, if the matrix has exactly r singular values that
are small relative to ||A|| = σ1 (A), say are less than τ ||A|| for a ﬁxed small positive
tolerance value τ .

7

3

Eigenspaces, Inverse Iteration, Additive Preconditioning and Auxiliary Results

This section discuss the research done using additive preconditioning method. It start
with an overview of additive preconditioning idea followed by the summary of the
popular Inverse Power Iteration. Numerical results are presented for additive preconditioning approach. Lastly the null space solving using Additive Preconditioning
method are discussed with some theorems and algorithms.

3.1

Additive Preconditioning of linear systems of equations
and extension to eigen-solving

As mentioned in introduction part, a matrix C = A + P is a preconditioned matrix
for matrix A of size n × n. We also call P additive preprocessor (APP). For a positive
integer r we deﬁne two generator U and V of the size n × r , let P = U V H so a
new modiﬁed matrix is C = A + U V H . According to our analysis and experiments
[PIMRTY], adding a random and properly scaled matrix U V H of a rank r (such that
||U V H ||2
||A||2

is neither large nor small) is expected to decrease the condition number cond(A)

= σσn1 (A)
to the order of
(A)

σ1 (A)
σn−r (A)

where σj (M ) denotes the jth largest singular value of a

matrix M. If σn−r (A)  σn (A) then the condition number is decreased substantially.
We introduce this A-preconditioning (that is, additive preconditioning) in order to
accelerate the inverse power iteration for eigen-solving. For an n × n input matrix M
every iteration step essentially amounts to the solution of a linear system of equations
with the matrix A(λ̃) = λ̃In − M , whose conditioning rapidly deteriorates, that is,
whose condition number rapidly increases, as the approximation λ̃ converges to an
eigenvalue λ. Solving such a linear system is a hurdle, even though the scaled solutions
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rapidly converge to an eigenvector in spite of the rounding errors. In our modiﬁcation
we yield the same convergence rate, but solve well conditioned linear system with
the coeﬃcient matrices C(λ̃) = A(λ̃) + U V H . Two approach are proposed, and one of
them is implemented by the author. Approach 1 uses the Sherman-Morrison-Woodbury
inversion formula
A−1 = (C − U V H )−1 = C −1 + C −1 U G−1 V H C −1 ,
with G = Ir − V H C −1 U .
Approach 2 approximates the eigenvectors associated with an eigenvalue λ of matrix
M by the solutions of linear systems Cy = u where u = U x for some vectors x. This
new approach covers the case of simple, multiple, and clustered eigenvalues. As a
natural extension, the null space computations are also discussed at the end.

3.2

The Inverse Power Method for Eigen-solving

A lot of eﬀorts have been spent by researchers to devise eﬃcient and reliable eigensolving algorithms. The classical (now old-fashioned) approach is to begin with computing the characteristic polynomial, but this stage is numerically unstable and is bypassed in the present day approaches [W02],[P80]. Three widely used methods during
the past several decades are recalled next.
3.2.1

The Power method and Google’s pagerank

The Power Method or Power Iteration is the classical iterative method for computing
the eigenpair for the absolutely largest eigenvalue of a matrix. It is also involved in
devising some most used eigen-solving algorithms such as the Inverse power iteration
and QR-methods [TB97]. The Power iteration takes the following steps:
Algorithm 3.1. Power iteration

9

ν ←− a scaled random vector satisfying ||ν||2 = 1
for k = 1, 2, . . .
1. ωk = Aνk−1
2. νk = ωk /||ωk ||
3. μk = (νk )T Aνk
until ||Aνk − μk νk || < τ ||A|| · ||νk ||, where τ is a ﬁxed positive tolerance.
Convergence analysis: Let us denote the eigenvalues as λi , ordering them according
to the absolute values such that
|λ1 | ≥ |λ2 | ≥ . . . ≥ |λn |.
The corresponding eigenvectors are ui . A random vector ν0 can be decomposed as

α i ui .
ν0 =
After repeated multiplication of the matrix A k times we have
n

k
νk = βk · λ1 [α1 u1 +
αi (λi /λ1 )k ui ],
2

||ωk ||−1 is the multiplier, such that for all i we have ||νi || = 1. If k
where βk =
is large enough as (|λi /λ1 |)k → 0, then νk and μk will be a good approximation of
the eigenpair (λ1 , ν1 ) of A, associated with the absolutely largest eigenvalue λ1 . The
convergence rate is linear, proportional to the ratio | λλ21 | and the convergence is slow
when this ratio is close to 1. Because of this reason other methods such as Rayleigh
Quotient Iteration have been proposed in order to achieve faster convergence and to
approximate other eigenvalues besides λ1 directly, without deﬂation.
It is noted that in the last few years the Power Iteration gained new interest of
some researches because it was used in the PageRank algorithms for web search engine
such as Google [PB99], [KHG04].
Google matrix is frequently deﬁned as
G = αS + (1 − α)ueT ,
10

where 0 < α < 1, and u is an n-dimensional positive vector normalized by ||uT ||1 = 1.
The matrix S above is an n × n column-stochastic matrix, which means that it satisﬁes
eT S = eT with eT = (1, 1, . . . , 1). The eigenvector of G corresponding to the largest
eigenvalue 1 is called the PageRank. The size of the matrices back to years 2000-2002
was already in the range of 27 billions, which makes the other methods unlikely to
be practical. The ease of matrix-by-vector computation makes the Power Method the
natural choice to apply on those sparse matrices of extremely large size.
3.2.2

The Inverse Power Method

The inverse Power iteration - IPI -is similar to power iteration but it is capable of
converging to any eigenvalue by starting with an approximation to it in the desired
region. If the initial approximation to an eigenvalue is good, then the IPI converges to
this eigenvalue and associated eigenvector very rapidly.
“Inverse iteration is the method of choice when one has a good approximations to
a subset of eigenvalues of A, and the goal is to ﬁnd the corresponding eigen-vectors.”
The method is frequently used in structural mechanics where the extreme eigenvalues
and eigenvectors are sought for a positive-deﬁnite eigen-system [TB97].
Algorithm 3.2. Inverse Power iteration (IPI).
Input: A matrix A, an initial guess of μ closet to an eigenvalue λ, and a positive
value τ , an positive integer γ.
Output: either FAILURE or an approximation yf inal as the eigen-vector corresponding to λ
Initialization: y0 ←− a random vector satisfying ||y0 ||2 = 1, k ←− 0.
Computations:
11

1. k = k + 1, Solve (A − μI)ω = yk−1 for ω
2. yk ←−

ω
||ω||

3. produce FAILURE if k > γ,
or Repeat until ||yk − yk−1 || ≤ τ , then output yf inal = yk .
The classical inverse power iteration for a given approximation λ̃ to an eigenvalue λ
computes an eigenvector close to the eigenvector corresponding to λ.
3.2.3

Rayleigh Quotient Iteration Method

A modiﬁcation based on IPI - Rayleigh Quotient iteration (RQI) approximates both
eigenvalue and eigenvector at the same time. At each step, a new approximation to
an eigenvalue λ is updated with the Rayleigh Quotient based on the new approximation of the eigenvector. Due to this update, the method converges super-linearly,
namely, quadratically or cubically. Several other iterative methods based on IPI also
use the Rayleigh quotient but update the approximation to the eigenvalue or eigenvector slightly diﬀerently [M00]. Here the Rayleigh Quotient classical iteration:
Algorithm 3.3. Rayleigh Quotient Iteration (RQI).
Input: A matrix A, an initial approximation λ̃ to an eigenvalue λ, a positive value τ ,
a positive integer γ.
Output: either FAILURE or an approximation (λf inal , yf inal ) to an eigen pair of A(λ)
such that ||A(λf inal )yf inal ||2 ≤ τ ||A||.
Initialization: y ←− a random vector satisfying ||y||2 = 1, k ←− 0.
Computations:
1. ν ←− (λ̃I − A)−1 y,
12

2. y ←−

ν
,
||ν||

λ̃ ←− ν T Aν, COUNT++,

3. produce FAILURE if k > γ,
Repeat until ||Aν − λ̃ν|| ≤ t||A||, then output λf inal = λ̃, yf inal = y .
This iteration method has been thoughtfully investigated and extensively used in computational practice. The computation of the vector ν at step (1) involves the solution
of ill-conditioned linear system whose condition number grows to inf as ν̃ → ν. This
can be computationally expensive. Furthermore rounding errors can lead to numerical
problems.
For IPI the initial guess for ν may not be close enough. However having a new guess
too close with PQI type of update can easily lead to ill-conditioned situation. Direct
methods based on the factorization of the matrix A into easily invertible matrices are
widely used and produce reliable results in predictable amount of time and storage.
For a large scale and sparse problems the direct methods generally are not applicable,
and iterative methods are explored. Preconditioning is widely used in the iterative
methods. “It is widely recognized that preconditioning is the most critical ingredient in
the development of eﬃcient solvers for challenging problems in scientiﬁc computation,
and that the importance of preconditioning is destined to increase even further” [B02],
[TB97]. In next section we will study the impact of preconditioning on the condition
numbers of a linear systems.

3.3

Small Rank Modiﬁcation and Additive Preconditioning

In pursuing alternative preconditioning method, we are turning attention to the additive preconditioning techniques. Rank-one modiﬁcation has been used for a long time
in matrix computations. Similar additive process with small rank matrix also have
some nice features to be explored. We will ﬁrst explore the impact on conditioning
13

problem with small rank modiﬁcation. Then we will show the recent advances on additive preconditioning methods. We present algorithms using APPs of rank one for
inverse iteration and ﬁnish this section with some numerical results.
3.3.1

Small Rank Modiﬁcation

The rank one modiﬁcations to a matrix has been widely studied in matrix computation
for many years. We have tested that the condition of a matrix, especially for an illconditioned matrix is usually improved with a random rank one modiﬁcation.
Let C = A + σuuT , where A is a diagonal matrix D = diag(di ) of size n × n and
dk ≤ dk+1 , u is vector of size n × 1. Let the eigenvalues of C be ordered as λ1 ,λ2 ,...,λn
that |λi | ≤ |λi+1 |. Then we have:
i. if σ > 0,

di ≤ λi ≤ di+1 ,

i = 1,2,...,n-1,

dn ≤ λn ≤ dn + σ;
ii. if σ < 0,

di ≤ λi+1 ≤ di+1 ,

i = 1,2,...,n-1,

d 1 + σ ≤ λn ≤ d 1 .
This will give us the bounds on each of the eigenvalues of C [W65].
For an n × n matrix A with eigenvalues λ1 , λ2 , · · · , λn , u and v are n-dimensional
column vectors such that either u is an eigenvector of A or v is a left eigenvector of A,
associated with eigenvalue λ1 . If α[0, 1], then the eigenvalues of the matrix
αA + (1 − α)uv T
are αλ1 + (1 − α)v T u, αλ2 , ..., αλn [DZ07].
3.3.2

Inverse of the Rank Modiﬁcation of a Matrix

When we use the inverse Rayleigh Quotient iteration, it is most critical at step k to
compute the vector (A − μI)−1 ω = yk−1 where the (A − μI) is close to singular matrix.
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At this stage we can shift to a preconditioned matrix C = A − U V T and then apply
the Sherman-Morrison-Woodbury inversion formula in order to compute
A−1 = (C − U V T )−1 = C −1 + C −1 U G−1 V H C −1 , G = I − V H C −1 U.
For random and properly scaled n × r matrices U and V and ill conditioned matrix A
having a positive numerical nullity r we can expect to decrease the condition number
in additive preprocessing C → C, that is, in the transition to the matrix C.

3.4

Some results with Additive Preconditioners of rank one

Specifying our algorithms, we write || · ||q for q = 2 or q = F to denote the 2-norm
or the Frobenius norm of a matrix, respectively. We call a matrix M normalized if
||M ||2 = 1. Actually in our algorithms we only need weak normalization, such that
||M ||2 is neither large nor small. We employ error-free scaling by σ(λ̃), the powers of
two. Equations (3.2) and (3.3) below deﬁne our Approaches 1 and 2, respectively.

C1 (λ) =

1
1
A(λ) + U V H , C2 (λ) =
A(λ) + Y V H ,
σ(λ)
σ(λ)

(3.1)

f1 (A(λ), Y ) = (C1 (λ)−1 + C1 (λ)−1 U G−1 V H C1 (λ)−1 )Y,

(3.2)

f2 (A(λ), Y ) = C2 (λ)−1 Y.

(3.3)

Algorithm 3.4. Inverse iteration with APPs of rank one
Input: a matrix M , a crude approximation λ̃ to its simple eigenvalue λ, a small
positive tolerance value τ , a small positive integer ν (e.g., ν = 1), the assignment
q = 2 or q = F , and a Subroutine LIN·SOLVE for solving a non-singular and
well conditioned linear system of equations (e.g., based on PLU factorization or
the Conjugate Gradient method).
Output: either FAILURE with a probability near 0 or an approximate eigenpair
15

(λf inal , yf inal ) of the matrix M such that ||A(λf inal )yf inal ||2 ≤ τ ||A(λ)||q where
A(λ) = λI − M .
Initialization: Fix an integer g = 1 or g = 2. Write A(λ) = λI − M . Set
COU N T ER ←− 0, φ ← 0, and Cg (λ̃) ←− A(λ̃). Fix or randomly generate
a triple of normalized vectors u, v, and y.
Computations:
1. If COU N T ER > ν, output FAILURE and stop. Otherwise apply Subroutine LIN·SOLVE to compute the vector z = (Cg (λ̃))−1 y for φ = 0 or
z = fg (A(λ), y) for φ = 1 where fg (A(λ), y) is deﬁned by equations (3.1)–
(3.3) for U = u, V = v, and Y = y.
2. If this application fails (that is, if the matrix Cg (λ̃) is singular or ill conditioned), then set φ ← 1, compute a crude approximation σ(λ̃) by a power
of two to the norm ||A(λ̃)||q , generate a triple of normalized random vectors
u, v, and y, set COU N T ER ←− COU N T ER + 1, and go to Stage 1.
3. Set COU N T ER ←− 0. Compute the vector x = z/||z||2 .
4. Compute the Rayleigh quotient γ = xH M x.
5. If ||A(γ)x||2 ≤ τ ||A(γ)||F (that is, if the residual norm is small enough),
output λf inal = γ, yf inal = x and stop. Otherwise set λ̃ ←− γ and y ←− x
and go to Stage 1.
In Tables 3.1 and 3.2 we show the numbers of iterations required for the convergence
of the IPI and Algorithm 3.4. We display the average (mean) values and standard
deviations in 200 tests with n × n matrices A = λI − M for M = G−1 T G, n = 64 and
n = 100, G being either a random matrix or the Q-factor in the QR factorization of a
random matrix, and T from one of the four following matrix classes:
16

Table 3.1: Iteration count for IPI and Algorithm 3.4 with unitary matrix G
Matrix Classes
T = Dr
T = Dc
T =
Dr + e1 vT + ueTn
T = Dr + uvT

n
64
100
64
100
64
100
64
100

Algorithm 3.4
iter std dev
4.74 1.145
4.71 1.277
5.67 1.415
5.67 1.461
4.94 1.230
4.75 1.176
5.77 1.668
5.54 1.445

iter
4.93
4.88
5.61
5.62
5.01
4.75
5.95
5.67

IPI
std dev
1.242
1.299
1.396
1.321
1.341
1.260
1.808
1.553

1. T = Dr is a real diagonal matrix with random entries in the closed line interval
[0, 10].
2. T = Dc is a complex diagonal matrix whose entries have random absolute values
in the line interval [0, 10] and random arguments in the semi-open line interval
[0, 2π).
3. T = Dr + e1 vT + ueTn is an arrow-head matrix, Dr is a matrix of class 1, and the
vectors u and v have random entries in the closed line interval [0, 10].
4. T = Dr + uvT , Dr and v are as in matrix class 3, and the vector u has random
coordinates in the closed line interval [0, 1].
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Table 3.2: Iteration count for IPI and Algorithm 3.4 with random matrices G
Matrix Classes
T = Dr
T = Dc
T =
Dr + e1 vT + ueTn
T = Dr + uvT

3.5

n
64
100
64
100
64
100
64
100

Algorithm 3.4
iter std dev
5.36
2.532
4.88
2.509
5.76
1.716
5.59
1.401
5.09
1.621
4.72
1.473
5.550 1.907
5.660 2.118

IPI
iter std dev
5.36
2.520
4.86
2.452
5.71
1.516
5.64
1.497
5.03
1.605
4.67
1.467
5.550 1.872
5.555 1.992

Null-space solving with Additive Preconditioners

Given a matrix A, we seek its null vectors and its null matrix basis, that is, a matrix
whose columns form a basis for the null space N (A). Hereafter we use the abbreviations
nmb and nmb(A). We link our subject to some other fundamental matrix computations.
We will show how we use APPs for null-space solving. We write C = A + U V H and
r = rank(U V H ), “=⇒” for “implies”, and “⇐⇒” for “if and only if.”.
Assuming that A and C are m × n matrices and rank C = n ≤ m, we have
N (A) ⊆ range(C + U ),
{r = nul A} ⇐⇒ {N (A) = range(C + U )} ⇐⇒ {AC + U = 0},
{X is an nmb(AC + U )} =⇒ {range(C + U X) is an nmb(A)}.
Theorem 3.1. Suppose m ≥ n and for an m × n matrix A of a rank ρ and a pair of
two matrices U of size m × r and V of size n × r, the matrix C = A + U V H has full
rank n. Then
r ≥ rank U ≥ n − ρ = rnul A = nul A,
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(3.4)

N (A) ⊆ range(C + U ).

(3.5)

r = rank U = n − ρ = rnul A = nul A,

(3.6)

C + U is an nmb(A),

(3.7)

V H C + U = Ir .

(3.8)

Furthermore if

then

Proof. Bound (3.4) follows because rank(B + C) ≤ rank B + rank C. If y ∈ N (A),
then Cy = (A + U V H )y = U V H y, and therefore
y = C + U (V H y).

(3.9)

This proves (3.5).
(3.7) immediately follows from (3.5) and (3.6).
To prove (3.8), pre-multiply equation (3.9) by V H , recall equation (3.7), and deduce
that (V H C + U − Ir )V H C + U = 0. Now (3.8) follows unless the matrix V H C + U is
singular, but if it is, then V H C + U z = 0 for some nonzero vector z. Let us write
w = C + U z, so that V H w = 0 and w ∈ range(C + U ) = N (A). It follows that Aw = 0,
and therefore, Cw = Aw+U V H w = 0. Now recall that the matrix C has full rank and
conclude that w = 0. Consequently, z = 0 because the matrix C + U has full rank.
Corollary 3.1. Under the assumptions of Theorem 3.1 let equations (3.4) and (3.5)
hold. Then C + U X is an nmb(A) if X is an nmb(AC + U ).
To summarize, C + U is an nmb(A) if, under the assumptions of Theorem 3.1, we
have r = nul A. If, however, r > nul A, then N (A) ⊂ range(C + U ), and N (A) =
range(C + U X) if X is an nmb(AC + U ).
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We presented four algorithms in [PY07] on using additive preconditioner for null
space solving which will not be discussed further from here.
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4

Multiplicative Preconditioning that Stabilizes Gaussian and Block Gaussian Elimination(GENP)

Multiplicative Preconditioning method is explored to stabilize Gaussian and Block
Gaussian Elimination. We will provided some basic deﬁnitions, followed by discussion
of the multiplicative Preconditioning. Then Gaussian elimination is discussed and the
results of numerical tests are presented at the end.

4.1
4.1.1

Some Deﬁnitions and GENP
Some Deﬁnitions

Except for using unitary circulant matrices in Sections 4.4 and 4.6.2, we assume computations in the ﬁeld R of only real numbers, but the extension to the case of the complex
ﬁeld C is quite straightforward. Hereafter “ﬂop” stands for “arithmetic operation”, “
i.i.d.” stands for “independent identically distributed”, and “Gaussian matrix” stands
for “standard Gaussian random matrix” (cf. Deﬁnition 4.1). The concepts “large”,
“small”, “near”, “closely approximate”, “ill-conditioned” and “well-conditioned” are
quantiﬁed in the context. By saying “expect” and “likely” we mean “with probability
1 or close to 1”.
Next we recall and extend some customary deﬁnitions of matrix computations
[GL96], [S98].
In additional to notations in section 2.1 we will use the following notations: Rm×n
is the class of real m × n matrices A = (ai,j )m,n
i,j .
A real matrix Q is orthogonal if QT Q = I or QQT = I. (Q, R) = (Q(A), R(A)) for
an m × n matrix A of rank n denotes a unique pair of orthogonal m × n and upper
triangular n × n matrices such that A = QR and all diagonal entries of the matrix R
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are positive [GL13, Theorem 5.2.3].
A+ denotes the Moore–Penrose pseudo-inverse of an m × n matrix A, and
A = SA ΣA TAT

(4.1)

denotes its SVD where SAT SA = SA SAT = Im , TAT TA = TA TAT = In , ΣA = diag(σj (A))j ,
and σj = σj (A) is the jth largest singular value of A. If a matrix A has full column
rank ρ, then
||A+ || = 1/σρ (A).

(4.2)

+
A+T stands for (A+ )T = (AT )+ , ATs for (As )T , and A+
s for (As ) where s can denote

a scalar, a matrix, or a pair of such objects, e.g., ATk,l stands for (Ak,l )T .
κ(A) =

σ1 (A)
σρ (A)

= ||A|| ||A+ || is the condition number of an m × n matrix A of a

rank ρ. Such matrix is ill-conditioned if the ratio σ1 (A)/σρ (A) is large. If the ratio
is reasonably bounded, then the matrix is well-conditioned. An m × n matrix A has
a numerical rank r = nrank(A) ≤ ρ = rank(A) if the ratios σj (A)/||A|| are small for
j > r but not for j ≤ r.
The following concepts cover all rectangular matrices, but we need them just in the
case of square matrices, whose sets of leading blocks include the matrices themselves.
A matrix is strongly nonsingular if all its leading blocks are nonsingular. Such a matrix
is strongly well-conditioned if all its leading blocks are well-conditioned.
4.1.2

Block Gaussian elimination and GENP
⎛
⎞
⎜B C ⎟
For a nonsingular 2×2 block matrix A = ⎝
⎠ of size n×n with nonsingular k ×k
D E
pivot block B = A(k) , deﬁne S = S(A(k) , A) = E − DB −1 C, the Schur complement of
A(k) in A, and the block factorizations,
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⎞⎛

⎛

⎞

⎞⎛
−1

Ok,r ⎟ ⎜ B Ok,r ⎟ ⎜ Ik B C ⎟
⎜ Ik
A=⎝
⎠⎝
⎠⎝
⎠
Ok,r
DB −1 Ir
Or,k S
Ir
and

⎛

⎞⎛
−1

⎞⎛

(4.3)

⎞

−1

Ok,r ⎟ ⎜ Ik
Ok,r ⎟
⎜ Ik −B C ⎟ ⎜B
A−1 = ⎝
⎠⎝
⎠⎝
⎠.
Ir
Or,k S −1
−DB −1 Ir
Ok,r

(4.4)

We verify readily that S −1 is the (n − k) × (n − k) trailing (that is, southeastern)
block of the inverse matrix A−1 , and so the Schur complement S is nonsingular since
the matrix A is nonsingular.
Factorization (4.4) reduces the inversion of the matrix A to the inversion of the
leading block B and its Schur complement S, and we can recursively reduce the task
to the case of the leading blocks and Schur complements of decreasing sizes as long
as the leading blocks are nonsingular. After suﬃciently many recursive steps of this
process of block Gaussian elimination, we only need to invert matrices of small sizes,
and then we can stop the process and apply a selected black box inversion algorithm.
In log2 (n) recursive steps all pivot blocks and all other matrices involved into
the resulting factorization turn into scalars, all matrix multiplications and inversions
turn into scalar multiplications and divisions, and we arrive at a complete recursive
factorization of the matrix A. If k = 1 at all recursive steps, then the complete recursive
factorization (4.4) deﬁnes GENP and can be applied to computing the inverse A−1 or
the solution y = A−1 b to a linear system Ay = b.
Actually, however, any complete recursive factorizations turns into GENP up to
the order in which we consider its steps. This follows because at most n − 1 distinct
Schur complements S = S(A(k) , A) for k = 1, . . . , n − 1 are involved in all recursive
block factorization processes for n × n matrices A, and so we arrive at the same Schur
complement in a ﬁxed position via GENP and via any other recursive block factor23

ization (4.3). Hence we can interpret factorization step (4.3) as the block elimination
of the ﬁrst k columns of the matrix A, which produces the matrix S = S(A(k) , A). If
the dimensions d1 , . . . , dr and d¯1 , . . . , d¯r̄ of the pivot blocks in two block elimination
processes sum to the same integer k, that is, if k = d1 + · · · + dr = d¯1 + · · · + d¯r̄ , then
both processes produce the same Schur complement S = S(A(k) , A). The following
results extend this observation.
Theorem 4.1. In the recursive block factorization process based on (4.3), every diagonal block of every block diagonal factor is either a leading block of the input matrix A or
the Schur complement S(A(h) , A(k) ) for some integers h and k such that 0 < h < k ≤ n
and S(A(h) , A(k) ) = (S(A(h) , A))(h) .
Corollary 4.1. The recursive block factorization process based on equation (4.3) can
be completed by involving no singular pivot blocks (and in particular no pivot elements
vanish) if and only if the input matrix A is strongly nonsingular.
Proof. Combine Theorem 4.1 with the equation det A = (det B) det S, implied by
(4.3).
The following theorem bounds the norms of all pivot blocks and their inverses and
hence bounds the condition numbers of the blocks, that is, precisely the quantities
responsible for safe numerical performance of block Gaussian elimination and GENP.
Theorem 4.2. (Cf. [PQZ13, Theorem 5.1].) Assume GENP or block Gaussian elimination applied to an n × n matrix A and write N = ||A|| and N− = maxnj=1 ||(A(j) )−1 ||,
and so N− N ≥ ||A|| ||A−1 || ≥ 1. Then the absolute values of all pivot elements of
GENP and the norms of all pivot blocks of block Gaussian elimination do not exceed
N+ = N + N− N 2 , while the absolute values of the reciprocals of these elements and the
norms of the inverses of the blocks do not exceed N− .
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Proof. Observe that the inverse S −1 of the Schur complement S in (4.3) is the southeastern block of the inverse A−1 and obtain ||B|| ≤ N , ||B −1 || ≤ N− , and ||S −1 || ≤
||A−1 || ≤ N− . Moreover ||S|| ≤ N + N− N 2 , due to (4.3). Now the claimed bound
follows from Theorem 4.1.

Remark 4.1. By virtue of Theorem 4.2 the norms of the inverses of all pivot blocks
involved into a complete (and hence also into any incomplete) recursive factorization
of a strongly nonsingular matrix A are at most N− . We have a reasonable upper bound
on N− if the matrix A is strongly well-conditioned as well. Then in view of Theorem
4.13 the inversion of all pivot blocks is numerically safe, and we say that GENP is
locally safe for the matrix A.
Remark 4.2. In the recursive factorizations above only the factors of the leading blocks
and the Schur complements can contribute to the magniﬁcation of any input perturbation. Namely at most log2 (n) such factors can contribute to the norm of each of
the output triangular or block triangular factors L and U . This implies the moderately
large worst case upper bound (N+ N− )log2 (n) on their norms, which is overly pessimistic
according to our tests.
Remark 4.3. Our study in this and the next two sections can be extended readily to the
cases of GENP and block Gaussian elimination applied to rectangular and possibly rank
deﬁcient matrices and to under- and over-determined and possibly rank deﬁcient linear
systems of equations. Recursive factorization and elimination can be completed and
are numerically safe when they are applied to any strongly nonsingular and strongly
well-conditioned leading block of the input matrix, in particular to the input matrix
itself if it is strongly nonsingular and strongly well-conditioned.
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4.2

Traditional Multiplicative Preconditioning

The nomenclature preconditioning refers to transforming a linear system of equations
into a system with more favorable properties for iterative solution, e.g., the new linear
system can have smaller condition number. The solution to the original system is either
preserved or can be easily computed based on that of the new system. Multiplicative
preconditioning has been widely adopted for this purpose. In particular a linear system
Ax = b can be modiﬁed into M −1 Ax = M −1 b. Here the matrix M −1 is called a
preconditioner or more speciﬁcally a multiplicative preconditioner. More generally the
preconditioning take the form of M −1 AN −1 y = M −1 b, N −1 y = x. The purpose of
preconditioning is to have a better conditioned matrix M −1 A (the closer to identity
the better), with which linear system is easier to solve and which is less prone to
numerical stability problems. Similarly if the matrix M is Hermitian and positive
deﬁnite, then the modiﬁed linear system takes the form L−1 AL−H y = L−1 b, x = L−1 y,
where M = LLH . The matrix L could be the Hermitian square root of M or Cholesky
factor of it. When M = diag(A), then this becomes the Jacobi classical iteration. Let
D = D(A) denote the diagonal matrix made up from the diagonal of A, and transform
the linear system M −1 Ax = M −1 b into x = D−1 (D − A)x + D−1 b.
Algorithm 4.1. Jacobi preconditioned Iteration
Input: A matrix A, a vector b, an initial guess of x0 for A ∗ y = b, a positive value τ ,
a positive integer γ.
Output: either FAILURE or xf inal that satisfy ||A(x)f inal − b||2 ≤ t.
Initialization: COU N T ←− 0.
Computations:
1. xcount ←− D−1 (D − A)xcount−1 + D−1 b
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2. produce FAILURE if COU N T > γ or repeat until ||A(x)count − b||2 ≤ τ then
output xf inal = xcount .
Similarly if M is the lower triangular matrix made up of the lower triangular part of
the matrix A, then the preconditioned method results in Gauss-Seidel iteration. These
two methods are generally considered stationary iteration methods. Non-stationary
methods diﬀer from stationary methods in that the computation involves information
that changes in each iteration. Conjugate Gradient method - CG, MINRES, GMRES,
Lanczos, and Arnoldi iteration are the most popular ones of these type. Preconditioners
are widely used in the known implementation of those iterations that will not be
reviewed further here.
“It is widely recognized that preconditioning is the most critical ingredient in the
development of eﬃcient solvers for challenging problems in scientiﬁc computation, and
that the importance of preconditioning is destined to increase even further” [B02].
Generally preconditioners can be divided into three categories [A97]:
1. Preconditioners designed for quite general although still special classes of matrices; e.g., matrices with nonzero diagonal entries or positive deﬁnite matrices
where the iterations such as Jacobi, Gauss-Seidel, incomplete Cholesky are used.
2. Preconditioners designed for a broad but special class of underlying problems;
e.g., elliptic PDEs, where multigrid and domain decomposition preconditioners
are used.
3. Preconditioners designed for a speciﬁc matrix or underlying problem; e.g., the
transport equation, where DSA preconditioner is used.
It was found that a preconditioner may work well for one type of matrix but may
be not suitable for another. There were a lot of eﬀort in ﬁnding a general purpose
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multiplicative preconditioner, but this is still a research challenge. There are two main
requirements in the design of preconditioners [B02]:
• The preconditioned system should be easy to solve
• It should be inexpensive to construct and apply the preconditioner.
Incomplete factorization methods have been introduced for a quasi-LU factorization
of M such that M = L̄Ū , where L̄ and Ū are the incomplete LU factors that discard
part of the ﬁll-in not near the diagonal in the factorization process. Although it is a
popular approach used in iterative methods, but it has limitations such as potential
instability, lack of scalability and diﬃculty for to parallelization.
Sparse approximate inverse would be the algorithm of choice where M ∼
= A. Generally it is expensive to invert such a matrix M , and there are stability issues that may
cause failure even for a general SPD matrix [B02].

4.3

Stabilization of GENP and block Gaussian elimination
with Mutilicative Preconditioner

4.3.1

Preconditioning of GENP and block Gaussian Elimination

Preprocessing A → F AH for a pair of nonsingular matrices F and H, one of which
can be the identity matrix I, reduces the inversion of a matrix A to the inversion of a
the product F AH, and similarly for the solution of a linear system of equations.
Fact 4.1. Assume three nonsingular matrices F , A, and H and a vector b. Then
A−1 = H(AH)−1 , A−1 = (F A)−1 F , A−1 = H(F AH)−1 F . Moreover, if Ax = b, then
AHy = b, F Ax = F b, and F AHy = F b, x = Hy.
Remark 4.1 in section 4.1 motivates the choice of the multipliers F and H for
which the matrix F AH is strongly nonsingular and strongly well-conditioned. This is
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likely to occur already if one of the multipliers F and H is the identity matrix and
another one is a Gaussian random matrix. The studies of pre-multiplication by F and
post-multiplication by H are similar, and so we only prove the latter claim in the case
of post-multiplication. Later we complete our proof which involves the norms of the
inverses of the matrices (AH)k,k = Ak,n Hn,k for k = 1, . . . , r, that we estimate in this
section assuming nonrandom multipliers H. We begin with two simple lemmas.
Lemma 4.1. If S and T are square orthogonal matrices, then σj (SA) = σj (AT ) =
σj (A) for all j.
Lemma 4.2. Suppose Σ = diag(σi )ni=1 , σ1 ≥ σ2 ≥ · · · ≥ σn , and H ∈ Rn×r . Then
σj (ΣH) ≥ σj (H)σn for all j.

If also σn > 0, then
rank(ΣH) = rank(H).
We also need the following basic results (cf. [GL13, Corollary 8.6.3]).
Theorem 4.3. If A0 is a submatrix of a matrix A, then σj (A) ≥ σj (A0 ) for all j.
Theorem 4.4. Suppose r + l ≤ n ≤ m, l ≥ 0, A ∈ Rm×n , rank(Am,r ) = r and
+
rank(Am,r+l ) = r + l. Then ||A+
m,r || ≤ ||Am,r+l ||.

The following theorem will enable us to estimate the norm ||(AH)+ ||.
Theorem 4.5. Suppose A ∈ Rn×n , H ∈ Rn×r , rank(A) = n ≥ r, A = SA ΣA TAT is
SVD (cf. (4.1)), and H = TAT H. Then
σj (AH) ≥ σl (A) σj (Hl,r ) for all l ≤ n and all j.
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(4.5)

Proof. Note that AH = SA ΣA TAT H, and so σj (AH) = σj (ΣA TAT H) = σj (ΣA H) for
all j by virtue of Lemma 4.1, because SA is a square orthogonal matrix. Moreover it
follows from Theorem 4.3 that σj (ΣA H) ≥ σj (Σl,A Hl,r ) for all l ≤ n. Combine this
bound with the latter equations and apply Lemma 4.2.
Corollary 4.2. Keep the assumptions of Theorem 4.5. Then
(i) σr (AH) ≥ σρ (A)σr (Hn,r ) = σr (Hn,r )/||A+ ||,
+
|| if rank(AH) = rank(Hn,r ) = r.
(ii) ||(AH)+ || ≤ ||A+ || ||Hn,r

Proof. Substitute j = r and l = n into bound (4.5), recall (4.2), and obtain part (i).
If rank(AH) = rank(Hl,r ) = r, then apply (4.2) to obtain that σr (AH) = 1/||(AH)+ ||
+
and σr (Hl,r ) = 1/||Hl,r
||. Substitute these equations into part (i) and obtain part

(ii).
Let us extend the estimates of Theorem 4.5 to the leading blocks of a matrix
product.
Corollary 4.3. Keep the assumptions of Theorem 4.5 and also suppose that the matrices (AH)k,k and Hn,k have full rank k for a positive integer k ≤ n. Then
+
+
+
+
||(AH)+
k,k || ≤ ||Hn,k || ||Ak,n || ≤ ||Hn,k || ||A ||.

Proof. Note that (AH)k,k = Ak,n Hn,k and that the matrix Ak,n has full rank. Apply Corollary 4.2 for A and H replaced by Ak,n and Hn,k , respectively, and obtain
+
+
that ||(AH)+
k,k || ≤ ||Hk,n || ||An,k ||. Combine (4.2) and Theorem 4.4 and deduce that
+
||A+
n,k || ≤ ||A ||. Combine the two latter inequalities to complete the proof of part (i).

Similarly prove part (ii).
Fact 4.1, Corollary 4.1 and Theorem 4.2 together imply the following result.
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Corollary 4.4. Suppose that A ∈ Rn×n , H ∈ Rn×r , r ≤ n = rank(A), and the matrices
(AH)k,k are strongly nonsingular and strongly well-conditioned for k = 1, . . . , r. Then
GENP and block Gaussian elimination are locally safe for the matrix product AH (see
Remark 4.1 on the concept “locally safe”).
Deﬁnition 4.1. A matrix is said to be standard Gaussian random (hereafter we say
just Gaussian) if it is ﬁlled with i.i.d. Gaussian random variables having mean 0 and
variance 1.
Theorem 4.6. A Gaussian matrix G is strongly nonsingular with probability 1.
Proof. Assume that the j × j leading submatrix G(j) of a k × l Gaussian matrix G
is singular for some positive integer j ≤ h = min{k, l}, that is, det(G(j) ) = 0. Since
det(G(j) ) is a polynomial in the entries of the Gaussian matrix G(j) , such matrices form
2

an algebraic variety of a lower dimension in the linear space Rj . (V is an algebraic
variety of a dimension d ≤ N in the space RN if it is deﬁned by N − d polynomial
equations and cannot be deﬁned by fewer equations.) Clearly, Lebesgue (uniform) and
Gaussian measures of such a variety equal 0, being absolutely continuous with respect
to one another. Hence these measures of the union of h such matrices are also 0.
Theorem 4.7. Assume a nonsingular n × n matrix A and an n × k Gaussian matrix
Hn,k . Then the product Ak,n Hn,k is nonsingular with probability 1.
Proof. det(Ak,n Hn,k ) is a polynomials in the entries of the Gaussian matrix Hn,k . Such
a polynomial vanishes with probability 0 unless it vanishes identically in Hn,k , but the
matrix Ak,n ATk,n is positive deﬁnite, and so det(Ak,n Hn,k ) > 0 for Hn,k = ATk,n .
Deﬁnition 4.2. νj,m,n denotes the random variables σj (G) for a Gaussian m×n matrix
+
, and κm,n denote the random variables ||G||, ||G||F ,
G and all j, while νm,n , νF,m,n , νm,n

||G+ ||, and κ(G) = ||G|| ||G+ ||, respectively.
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+
+
Note that νj,n,m = νj,m,n , νn,m = νm,n , νn,m
= νm,n
, and κn,m = κm,n .

Theorem 4.8. (Cf. [DS01, Theorem II.7].) Suppose h = max{m, n}, t ≥ 0, and z ≥
√
√
2 h. Then Probability {νm,n > z} ≤ exp(−(z − 2 h)2 /2} and Probability {νm,n >
√
√
t + m + n} ≤ exp(−t2 /2).
Theorem 4.9. (Cf. [CD05, Proof of Lemma 4.1].) Suppose m ≥ n ≥ 2, and x > 0 and
write Γ(x) =

∞
0

exp(−t)tx−1 dt and ζ(t) = tm−1 mm/2 2(2−m)/2 exp(−mt2 /2)/Γ(m/2).

+
≥ m/x2 } <
Then Probability {νm,n

xm−n+1
.
Γ(m−n+2)

The following condition estimates from [CD05, Theorem 4.5] are quite tight for
large values x, but for n ≥ 2 even tighter estimates (although more involved) can be
found in [ES05]. (See [D88] and [E88] on the early study.)
Theorem 4.10. If m ≥ n ≥ 2, then
Probability {κm,n m/(m − n + 1) > x} ≤

1
(6.414/x)m−n+1
2π

for x ≥ m − n + 1, while κm,1 = 1 with probability 1.
Corollary 4.5. A Gaussian matrix is expected to be strongly well-conditioned.
The main result of this section is the Corollary 4.7, which supports application of
GENP and block Gaussian elimination to the product AH of a nonsingular matrix A
and a Gaussian matrix H.
We need the following simple basic lemma.
Lemma 4.3. Suppose H is a Gaussian matrix, S and T are orthogonal matrices,
H ∈ Rm×n , S ∈ Rk×m , and T ∈ Rn×k for some k, m, and n. Then SH and HT are
Gaussian matrices.
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Corollary 4.6. Suppose A is a nonsingular n × n matrix, H is an n × k Gaussian
+
are the random values of Deﬁnition 4.2. Then
matrix, for 0 < k ≤ n, and νg,h and νg,h

(i) the matrix (AH)k,k ) is nonsingular with probability 1,
(ii) ||(AH)k,k || ≤ νn,k ||Ak,n || ≤ νn,k ||A||, and
+
+
(iii) ||(AH)+
k,k || ≤ νn,k ||A ||.

Proof. Part (i) restates Theorem 4.7. Part (ii) follows because (AH)k,k = Ak,n Hn,k ,
Hn,k is a Gaussian matrix, and ||Ak,n || ≤ ||A||. Part (iii) follows from Corollary 4.3
because Hn,k is a Gaussian matrix by virtue of Lemma 4.3.
Corollary 4.7. Suppose that the n × n matrix A is nonsingular and well-conditioned.
Then the choice of Gaussian multiplier H is expected to satisfy the assumptions of
Corollary 4.4.
Proof. Recall that (AH)k,k = Ak,n Hn,k and hence ||(AH)k,k || = ||Ak,n ||νn,k . Then
combine Theorems 4.7, 4.8, and 4.9 and Corollary 4.6.

4.4

Random structured multipliers for GENP and block Gaussian elimination

This subsection involves complex matrices. A complex matrix M is unitary if M H M =
I or M M H = I where M H denotes its Hermitian transpose, so that M H = M T for a
real matrix M .
√
−1) denotes an nth primitive root of unity, Ω =
Hereafter ω = ωn = exp( 2π
n
(ω ij )n−1
i,j=0 is the matrix of the discrete Fourier transform at n points (we use the acronym
DFT), and Ω−1 = n1 ΩH .
An n × n circulant matrix C = (ci−j

n−1
mod n )i,j=0

(ci )n−1
i=0 .
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is deﬁned by its ﬁrst column c =

Example 4.1. Generation of random real circulant matrices. Generate the vector c
of n i.i.d. random real variables in the range [−1, 1] under the uniform probability
distribution on this range. Deﬁne an n × n circulant matrix C with the ﬁrst column c.
The following theorem links the matrices Ω and Ω−1 to the class of circulant matrices.
Theorem 4.11. (Cf. [CPW74].) Let C denote a circulant n × n matrix deﬁned by its
ﬁrst column c and write u = (ui )ni=1 = Ωc. Then
C = Ω−1 diag(uj )nj=1 Ω.

Furthermore
C −1 = Ω−1 diag(1/uj )nj=1 Ω
if the matrix C is nonsingular.
By using FFT, one can multiply the matrices Ω and ΩH = Ω−1 by a vector by using
O(n log(n)) ﬂops for any n (cf., e.g., [P01, page 29]), and Theorem 4.11 extends this
complexity bound to multiplication of an n × n circulant matrix and its inverses by a
vector.
We need 2n3 − n2 ﬂops in order to compute the product AH of the pair of n ×
n matrices A and H. If, however, H is a circulant matrix, then we can compute
AH by using order of n2 log(n) ﬂops. For a Toeplitz-like matrix A deﬁned by its
displacement generator of bounded length l, we use O(ln log(n)) ﬂops in order to
compute a displacement generator of length l for the matrix AH. (See [P01] for the
deﬁnition of displacement generators.) In the case of Toeplitz matrices we have l ≤ 2
and use O(n log(n)) ﬂops. This motivates using Gaussian circulant multipliers H, that
is, circulant matrices H whose ﬁrst column vector is Gaussian. It has been proved in
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[PSZa] that such matrices are expected to be well-conditioned, which is required for
any multiplicative preconditioner.
We can deﬁne a unitary circulant matrix by its ﬁrst column vector
√
c = Ω(exp(ri −1))n−1
i=0

for any set of real values r0 , . . . , rn−1 .
Example 4.2. Generation of random unitary circulant matrices.
√
(i) Generate a vector u = (uj )nj=1 where uj = exp(2πφj −1) (and so |uj | = 1 for
all i) and where φ1 , . . . , φn are n independent random real variables, e.g., Gaussian
variables or the variables uniformly distributed in the range [0, 1).
(ii) Compute the vector c = Ω−1 u, where Ω denotes the n × n DFT matrix. Output
the unitary circulant matrix C deﬁned by its ﬁrst column c.
Our proof that Gaussian multipliers enforce strong nonsingularity of a nonsingular
matrix with probability 1 (see Theorem 4.7) has been non-trivially extended in [PZa]
to the case of Gaussian circulant multipliers. Furthermore strong nonsingularity holds
with probability close to 1 if we ﬁll the ﬁrst column of a multiplier F or H with i.i.d.
random variables deﬁned under the uniform probability distribution over a suﬃciently
large ﬁnite set (see Appendix [PSZa]).
In our tests with random input matrices, Gaussian circulant and general Gaussian
multipliers have shown the same power of supporting numerically safe GENP (see
Section 4.6.1), but we cannot extend our basic Lemma 4.3 and our Corollary 4.7 to the
case of circulant matrices. Moreover our Theorem 4.12 and Remark 4.4 below show
that, for a speciﬁc narrow class of input matrices A, GENP with these multipliers is
expected to fail numerically.
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Theorem 4.12. Assume a large integer n and the n × n DFT matrix Ω, which is
√
unitary up to scaling by 1/ n.
(i) Then application of GENP to this matrix fails numerically and
(ii) a Gaussian circulant n × n multiplier C = Ω−1 DΩ with Gaussian diagonal
matrix D = diag(gj )nj=1 (having i.i.d. Gaussian diagonal entries g1 , . . . , gn ) is not
expected to ﬁx this problem.
Proof. (i) Subtract the ﬁrst row of the block Ω2,2 of the matrix Ω and the resulting
vector from its second row. Obtain the vector (0, ω − 1) with the norm |ω − 1| =
2 sin(π/n). Assume that n is large and then observe that 2 sin(π/n) ≈ 2π/n and that
√
the value 2π/n is small, implying that nrank(Ω2,2 ) = 1 because ||Ω2,2 || ≥ 2 for large
n.
(ii) Note that ΩC = DΩ. The Gaussian variable g1 vanishes with probability 0,
and so we can assume that g1 = 0. Multiply the ﬁrst row of the block (DΩ)2,2 of the
matrix DΩ by g2 /g1 and subtract the resulting vector from the second row. Obtain the
vector (0, (ω − 1)g2 ) with the norm |(ω − 1)g2 | = 2|g2 sin(π/n)| Assume that n is large
and then observe that |(ω − 1)g2 | ≈ 2|g2 |π/n and that the variable 2|g2 |π/n is expected
to be small. Hence nrank((ΩC)2,2 ) = nrank((DΩ)2,2 ) is expected to equal 1 because
√
||ΩC)2,2 || ≤ ||Ω2,2 || max{g1 , g2 }, ||Ω2,2 || ≥ 2 and the random variable max{|g1 |, |g2 |}
is not expected to be close to 0.
Remark 4.4. The same argument shows that Gaussian circulant multipliers C are
not expected to support GENP for a bit larger class of matrices, e.g., for A = M Ω
where M = diag(Di )ki=1 , D1 = diag(d1 , d2 ), and d1 and d2 are two positive constants
and the input size n × n is large as well as where the matrix M is strongly diagonally
dominant. The reader is challenged to ﬁnd out whether GENP with a Gaussian circulant preprocessor is expected to fail numerically for other classes of input matrices, in
particular for any subclass of the classes of Toeplitz or Toeplitz-like matrices (cf. [P01]
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and [P15] on these classes). Another challenge is to choose a distinct random structured preprocessor for which the above problem is avoided. E.g., consider the product
h
i=1 Ci where h is a small integer exceeding 1, C2j are circulant matrices and C2j−1
are skew-circulant (see the deﬁnition in [P01]). Toward the same goal we can apply
simultaneously random structured pre- and post-multipliers F and H, deﬁned by some
i.i.d. random parameters, or the pairs of PRMB multipliers of [BBD12]. In the case
of Toeplitz or Toeplitz-like input matrices A, the multiplications F A and AH are much
less costly if the multipliers F and H are circulant matrices, skew-circulant matrices,
or the products of such matrices.

4.5

Extention to Low-rank approximation of a matrix

Suppose we seek a rank-r approximation of a matrix A that has a small numerical rank
r. One can solve this problem by computing SVD of the matrix A or, at a lower cost, by
computing its rank-revealing factorization [GE96], [HP92], [P00a], but using random
matrix multipliers instead has some beneﬁts [HMT11]. In this section we study the
latter randomized approach. In its ﬁrst subsection we recall some relevant deﬁnitions
and auxiliary results.
4.5.1

Truncation of SVD. Leading and trailing singular spaces

Truncate the square orthogonal matrices SA and TA and the square diagonal matrix
ΣA of the SVD of (4.1), write Sρ,A = (SA )m,ρ , Tρ,A = (TA )n,ρ , and Σρ,A = (ΣA )ρ,ρ =
diag(σj )ρj=1 , and obtain thin SVD
T
, ρ = rank(A).
A = Sρ,A Σρ,A Tρ,A
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(4.6)

Now for every integer r in the range 1 ≤ r ≤ ρ = rank(A), write Σρ,A = diag(Σr,A , Σ̄A,r )
and partition the matrices Sρ,A and Tρ,A into block columns, Sρ,A = (Sr,A | S̄A,r ),
and Tρ,A = (Tr,A | T̄A,r ) where Σr,A = (ΣA )r,r = diag(σj )rj=1 , Sr,A = (SA )m,r , and
Tr,A = (TA )n,r . Then partition the thin SVD as follows,
T
T
, Ār = S̄A,r Σ̄A,r T̄A,r
, A = Ar + Ār
Ar = Sr,A Σr,A Tr,A

(4.7)

for 1 ≤ r ≤ ρ = rank(A),
and call the above decomposition the r-truncation of thin SVD (4.6). Note that Āρ
is an empty matrix and recall that

||A − Ar || = σr+1 (A).

(4.8)

Let Sr,A and Tr,A denote the ranges (that is, the column spans) of the matrices Sr,A
and TA,r , respectively. If σr > σr+1 , then Sr,A and Tr,A are the left and right leading
singular spaces, respectively, associated with the r largest singular values of the matrix
A. The left singular spaces of a matrix A are the right singular spaces of its transpose
AT and vice versa. All matrix bases for the singular spaces Sr,A and Tr,A are given by
the matrices Sr,A X and Tr,A Y , respectively, for nonsingular r × r matrices X and Y .
The bases are orthogonal where the matrices X and Y are orthogonal.
Theorem 4.13. [S98, Corollary 1.4.19]. Assume a pair of square matrices A (nonsingular) and E such that ||A−1 E|| < 1. Then ||(A+E)−1 || ≤
||A−1 ||

1−||A−1 E||

||A−1 ||
1−||A−1 E||

and

||(A+E)−1 −A−1 ||
||A−1 ||

≤

.

Theorem 4.14. [S95, Theorem 5.1]. Assume a pair of m × n matrices A and A + E,
√
and let the norm ||E|| be small. Then ||Q(A+E)−Q(A)|| ≤ 2||A+ || ||E||F +O(||E||2F ).
PA denotes the orthogonal projector on the range of a matrix A having full column
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rank,

PA = A(AT A)−1 AT = AA+ = QQT for Q = Q(A).

(4.9)

Corollary 4.8. Suppose m × n matrices A and A + E have full rank. Then
√
||PA+E − PA || ≤ 2||Q(A + E) − Q(A)|| ≤ 2 2 ||A+ || ||E||F + O(||E||2F ).
Proof. Clearly PA+E − PA = Q(A + E)Q(A + E)T − Q(A)Q(A)T =
(Q(A + E) − Q(A))Q(A + E)T + Q(A)(Q(A + E)T − Q(A)T ).

Consequently
||PA+E −PA || ≤ ||Q(A+E)−Q(A)|| ||Q(A+E)T ||+||Q(A)|| ||Q(A+E)T −Q(A)T ||.
Substitute ||Q(A)|| = ||Q(A + E)T || = 1 and ||Q(A + E)T − Q(A)T || = ||Q(A +
E) − Q(A)|| and obtain that ||PA+E − PA || ≤ 2||Q(A + E) − Q(A)||. Substitute the
bound of Theorem 4.14.
4.5.2

The basic algorithm

Assume an m × n matrix A having a small numerical rank r and a Gaussian n × r
matrix H. Then according to [HMT11, Theorem 4.1], the column span of the matrices
AH and Q(AH) is likely to approximate the leading singular space Sr,A of the matrix
A, and if it does, then it follows that the rank-r matrix QQT A approximates the matrix
A.
In this subsection we recall the algorithm supporting this theorem, where temporarily we assume nonrandom multipliers H. In the next subsections we keep it
nonrandom and estimate the output approximation errors of the algorithm assuming
no oversampling, suggested in [HMT11]. Then we extend our study to the case where
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H is a Gaussian, and in Section 4.5.5 cover the results in the case of random structured
multipliers.
Algorithm 4.2. Low-rank approximation of a matrix. (Cf. Remarks 4.5 and
4.6.)
Input: A matrix A ∈ Rm×n , its numerical rank r, and two integers p ≥ 2 and l =
r + p ≤ min{m, n}.
Output: an orthogonal matrix Q ∈ Rm×l such that the matrix QQT A ∈ Rm×n has
rank at most l and approximates the matrix A.
Initialization:

Generate an n × l matrix H.

Computations:
1. Compute an n × l orthogonal matrix Q = Q(AH), sharing its range with the
matrix AH.
2. Compute and output the matrix RAH A = QQT A and stop.
This basic algorithm from [HMT11] uses O(lmn) ﬂops overall.
4.5.3

Analysis of the basic algorithm assuming no randomization and no
oversampling

In Corollaries 4.9 and 4.10 of this subsection we estimate the error norms for the
approximations computed by Algorithm 4.2 whose oversampling parameter p is set to
0, namely for the approximation of an orthogonal basis for the leading singular space
Sr,A (by column set of the matrix Q of the algorithm) and for a rank-r approximation
of the matrix A. We ﬁrst recall the following results.
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Theorem 4.15. (Cf. (4.9).) Suppose A is an m × n matrix, SA ΣA TAT is its SVD, r
is an integer, 0 < r ≤ l ≤ min{m, n}, and Q = Qr,A is an orthogonal matrix basis for
the space Sr,A . Then ||A − QQT A|| = σr+1 (A).
Theorem 4.16. Assume two matrices A ∈ Rm×n and H ∈ Rn×r and deﬁne the
two matrices Ar and Ār of (4.7). Then AH = Ar H + Ār H where Ar H = Sr,A U ,
T
H. Furthermore the columns of the matrix Ar H span the space Sr,A if
U = Σr,A Tr,A

rank(Ar H) = r.
These results together imply that the columns of the matrix Q(AH) form an approximate orthogonal basis of the linear space SA , and next we estimate the error
norms of this approximations.
Theorem 4.17. Keep the assumptions of Theorem 4.16. Then
(i) ||Ār H||F ≤ σr+1 (A) ||H||F .
T
(ii) Furthermore if the matrix Tr,A
H is nonsingular, then

T
H)−1 ||/σr (A)
||(Ar H)+ || ≤ ||(Tr,A

.
Proof. Recall that

||U || = ||U ||F = 1, ||U AV || ≤ ||A||, and ||U AV ||F ≤ ||A||F

(4.10)

T
H||F ≤
for orthogonal matrices U and V Then note that ||Ār H||F = ||S̄A,r Σ̄A,r T̄A,r
T
H||F by virtue of bound (4.10).
||Σ̄A,r T̄A,r
T
Combine this bound with Lemma 4.2 and obtain that ||Ār H||F ≤ σr+1 (A) ||T̄A,r
H||F ,

which is not greater than σr+1 (A) ||H||F by virtue of bound (4.10). This proves part
(i).
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Part (ii) follows because

T
T
T
H)−1 = (Tr,A
H)−1 Σ−1
(Ar H)+ = (Sr,A Σr,A Tr,A
r,A Sr,A
T
if the matrix Tr,A
H is nonsingular and because

||Sr,A || = 1, and||Σ−1
r,A || = 1/σr (A)

.
Combine Theorems 4.14, 4.16, and 4.17 to obtain the following estimates.
T
Corollary 4.9. Keep the assumptions of Theorem 4.16, let the matrix Tr,A
H be non-

singular and write
||E||F = σr+1 (A) ||H||F ,
Δ+ =
and so
Δ+ =

√

√
T
2 ||E||F ||(Tr,A
H)−1 || /σr (A),

T
2 ||H||F ||(Tr,A
H)−1 || σr+1 (A)/σr (A).

Then
Δ = ||Q(Ar H)T − Q(AH)T || ≤ Δ+ + O(||E||2F ).
Next combine Corollary 4.8 with Theorem 4.15 and employ the orthogonal projection PAH = Q(AH)Q(AH)T (cf. (4.9)) to extend the latter estimate to bound the
error norm of low-rank approximation of a matrix A by means of Algorithm 4.2.
Corollary 4.10. Keep the assumptions of Corollary 4.9 and write Δ+ = σr+1 (A) +
2Δ+ ||A||. Then
Δ = ||A − PAH A|| ≤ Δ+ + O(||E||2F ||A||).
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Proof. Note that ||A−PAH A|| ≤ ||A−PM A||+||(PM −PAH )A|| for any m×r matrix M .
Write M = Ar H, apply Theorem 4.15 and obtain ||A − PM A|| = σr+1 (A). Corollaries
4.8 and 4.9 together imply that ||(PM − PAH )A|| ≤ ||A|| ||PAr H − PAH || ≤ 2Δ||A||.
Combine the above relationships.
Remark 4.5. Write Bi = (AT A)i A and recall that σj (Bi ) = (σj (A))2i+1 for all positive
integers i and j. Therefore one can apply the power transforms A → Bi for i = 1, 2, . . .
to increase the ratio σr (A)/σr+1 (A), which shows the gap between the two singular
values. Consequently the bound Δ+ on the error norm of the approximation of an
orthogonal basis of the leading singular space Sr,A by Q(Bi H) is expected to decrease as
i increases (cf. [HMT11, equation (4.5)]). We use the matrix AH = B0 H in Algorithm
4.2, but suppose we replace it with the matrices Bi H for small positive integer i, or
even for i = 1, which would amount just to symmetrization. Then we would obtain
low-rank approximation with the optimum error σr+1 (A) up to the terms of higher order
T
in σr+1 (A)/σr (A) as long as the value ||H||F ||(Tr,A
H)−1 || is reasonably bounded from

above. The power transform A = B0 → Bi requires to increase by a factor of 2i + 1 the
number of matrix-by-vector multiplications involved, but for small positive integers i,
the additional computational cost is still dominated by the costs of computing the SVD
and rank-revealing factorizations.
Remark 4.6. Let us summarize our analysis. Suppose that the ratio σr (A)/σr+1 (A)
T
is large and that the matrix product P = Tr,A
H has full rank r and is well-condi-

tioned. Now set to 0 the oversampling integer parameter p of Algorithm 4.2. Then,
by virtue of Theorem 4.17 and Corollaries 4.9 and 4.10, the algorithm outputs a close
approximation Q(AH) to an orthogonal bases for the leading singular space Sr,A of
the input matrix A and a rank-r approximation to this matrix. Up to the terms of
higher order, the error norm of the latter approximation is within a factor of 1 +
T
H)−1 ||/σr (A) from the optimal bound σr+1 (A). By applying the above
||H||F ||(Tr,A
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power transform of the input matrix A at a low computational cost, we can decrease
the error norm even below the value σr+1 (A).
4.5.4

Supporting low-rank approximation with Gaussian multipliers

In this subsection we extend the results of the previous one to support the choice of
Gaussian multiplier H in Algorithm 4.2, whose “actual outcome is very close to the
typical outcome because of the measure concentration eﬀect” [HMT11, page 226].
Theorem 4.18. Suppose A ∈ Rm×n , A = SA ΣA TAT is its SVD of (4.1), H = Rn×r is
a Gaussian matrix, and rank(A) = ρ ≥ r.
T
H is Gaussian.
(i) Then the matrix Tr,A

(ii) Assume the values Δ+ and Δ+ of Corollaries 4.9 and 4.10 and the values
√
+
+
νF,n,r and νr,r
of Deﬁnition 4.2. Then Δ+ = 2 νF,n,r νr,r
σr+1 (A)/σr (A) and Δ+ =
σr+1 (A) + 2Δ+ ||A||.
Proof. TAT H is a Gaussian matrix by virtue of Lemma 4.3. Therefore so is its square
T
submatrix Tr,A
H as well. This proves part (i), which implies part (ii).

Corollary 4.11. A Gaussian multiplier H is expected to support safe numerical application of Algorithm 4.2 even where the oversampling integer parameter p is set to
0.
Proof. Combine Theorems 4.6 and 4.18 with Corollary 4.5.
4.5.5

Supporting low-rank approximation with random structured multipliers

Multiplication of an n × n matrix A by a Gaussian matrix H at Stage 1 of Algorithm
4.2 requires (2r − 1)n2 ﬂops, but we can save a factor of r/ log(r) ﬂops by applying
structured random multipliers H. In particular we can use subsampled random Fourier
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transforms (SRFTs) of [HMT11, equation (4.6)], subsampled random Hadamard transforms (SRHTs) of [T11], the chains of Givens rotations (CGRs) of [HMT11, Remark
4.5.1], and the leading Toeplitz submatrices Cn,r and Cr,n of random circulant n × n
matrices C. We need just n random parameters to deﬁne a Gaussian circulant n × n
matrix C and its leading Toeplitz blocks Cn,r and Cr,n , and similarly for the other
listed classes of structured matrices.
Example 4.3. For two ﬁxed integers l and n, 1 < l < n, SRFT n × l matrices

are the matrices of the form S = n/l DΩR. Here D is a random n × n diagonal
matrix whose diagonal entries are i.i.d. variables uniformly distributed on the unit
circle C(0, 1) = {x : |x| = 1}, Ω is the DFT matrix, and R is a random n × l
permutation matrix deﬁned by random choice of l columns under the uniform probability
distribution on the set of the n columns of the identity matrix In (cf. [HMT11, equation
(4.6) and Section 11]).
Theorem 4.11 implies the following fact.
Corollary 4.12. Assume an n × l SRFT matrix S. Then


l/n Ω−1 S is an n × l

submatrix of a unitary circulant n × n matrix.
According to the extensive tests by many researchers, various random structured
n × l multipliers (such as SRFT, SRHT, CGR and CHR matrices) support low-rank
approximation already where the oversampling parameter p = l − r is a reasonable
constant (see [HMT11] and [M11]). In particular SRFT with oversampling by 20 is
adequate in almost all applications of low-rank approximations [HMT11, page 279].
Likewise, in our extensive tests covered in Section 4.6.2, Toeplitz multipliers deﬁned
as the n × r leading blocks of n × n random circulant matrices consistently supported
low-rank approximation without oversampling as eﬃciently as Gaussian multipliers.

45

As in the case of our randomized support for GENP and block Gaussian elimination,
formal analysis of the impact of random structured multipliers is complicated because
we cannot use Lemma 4.3. Nevertheless, by allowing substantial oversampling, one can
still prove that SRFT multipliers are expected to support low-rank approximation of
a matrix having a small numerical rank.
Theorem 4.19. Error bounds for low-rank approximation with SRFT (cf. [HMT11,
√ 
Theorem 11.2]). Fix four integers l, m, n, and r such that 4[ r+ 8 log(rn)n]2 log(r) ≤
l ≤ n. Assume an m × n matrix A with singular values σ1 ≥ σ2 ≥ σ3 ≥ . . . , an n × l
SRFT matrix S of Example 4.3, and Y = AS. Then with a probability 1 − O(1/r) it
holds that

||(I − PY )A|| ≤




1 + 7n/l σr+1 and ||(I − PY )A||F ≤ 1 + 7n/l (
σj2 )1/2 .
j>r

Remark 4.7. Clearly the theorem still holds if we replace the matrix S by the matrix
√
U S for a unitary matrix U = (1/ n)Ω−1 . In this case U S = CR for the matrix R of
Example 4.3 and the circulant matrix C = Ω−1 DΩ (cf. Theorem 4.11). By virtue of
Theorem 4.19 we can expect that Algorithm 4.2 would produce a rank-r approximation
if we choose a multiplier H being an SRFT n × l matrix or the n × l submatrix CP of
n × n random unitary circulant matrix C made up of its l randomly selected columns
where the selection is deﬁned by the matrix P of Example 4.3 and where l is an integer
of order r log(r). Recall that multiplication of an n × n Toeplitz matrix by an n × l
matrix U S = CP involves O(nl log(n)) ﬂops [P01], versus O(n2 l) in the straightforward
algorithm.

46

4.6

Numerical Results

We performed numerical experiments with random general, circulant and Toeplitz
matrices by using MATLAB in the Graduate Center of the City University of New York
on a Dell computer with a Intel Core 2 2.50 GHz processor and 4G memory running
Windows 7. In particular we generated Gaussian matrices by using the standard normal
distribution function randn of MATLAB, and we use the MATLAB function rand
for generating numbers in the range [0, 1] under the uniform probability distribution
function for Example 4.1. We display our estimates obtained in terms of the spectral
matrix norm but our tests showed similar results where we used the Frobenius norm
instead.
4.6.1

GENP with Gaussian and random circulant multipliers

We applied both GENP and the preprocessed GENP to n × n DFT matrices A =
Ω and to the matrices A generate as follows. We ﬁxed n = 2s and k = n/2 for
s = 6, 7, 8, 9, 10, and ﬁrst, by following [H02, Section 28.3], generated a k × k matrix
Ak = U ΣV T where we chose Σ = diag(σi )ki=1 with σi = 1 for i = 1, . . . , k − 4 and
σi = 0 for i = k − 3, . . . , k and where U and V were k × k random orthonormal
matrices, computed as the k × k factors Q(X) in the QR factorization of k × k random
matrices X. Then we generated Gaussian Toeplitz matrices B, C and
⎞ that
⎛ D such
⎜Ak B ⎟
||B|| ≈ ||C|| ≈ ||D|| ≈ ||Ak || ≈ 1 and deﬁned the n × n matrix A = ⎝
⎠ . For
C D
every dimension n, n = 64, 128, 256, 512, 1024 we run 1000 numerical tests where we
solved the linear system Ax = b with Gaussian vector b and output the maximum,
minimum and average relative residual norms ||Ay − b||/||b|| as well as the standard
deviation. Our Figure 1 and [PQYa, Table D.1] show the norms of A−1 . They ranged
from 2.2 × 101 to 3.8 × 106 in our tests.
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At ﬁrst we describe the results of our tests for the latter class of matrices A. As
we expected GEPP has always output accurate solutions to the linear systems Ay = b
in our tests (see [PQYa, Table D.2]). GENP, however, was expected to fail for these
systems, because the (n/2) × (n/2) leading principal block Ak of the matrix A was
singular, having nullity k − rank(Ak ) = 4. Indeed this caused poor performance of
GENP in our tests, which have consistently output corrupted solutions, with relative
residual norms ranging from 10−3 to 102 .
In view of Corollary 4.7 we expected to ﬁx this deﬁciency by means of multiplication by Gaussian matrices, and indeed in all our tests we observed residual norms
below 1.3 × 10−6 , and they decreased below 3.6 × 10−12 in a single step of iterative
reﬁnement (see [PQYa, Table D.3]). Furthermore the tests showed the same power of
preconditioning where we used the circulant multipliers of Examples 4.1 and 4.2 (see
[PQYa, Tables D.4 and D.5]). As can be expected, the output accuracy of GENP with
preprocessing has deteriorated a little versus GEPP in our tests. The output residual
norms, however, were small enough to support application of the inexpensive iterative
reﬁnement. Already its single step decreased the average relative residual norm below
10−11 for n = 1024 in all our tests with Gaussian multipliers and to about 10−13 for
n = 1024 in all our tests with circulant multipliers of Examples 4.1 and 4.2. See further
details in our Figures 2 and 3 and [PQYa, Tables D.3–D.5]. This indicates that GENP
with preprocessing followed by even a single step of iterative reﬁnement is backward
stable, similarly to the celebrated result of [S80].
We also applied similar tests to the n × n DFT matrix A = Ω. The results were
in very good accordance with our study in Section 4.4. Of course in this case the
solution of a linear system Ax = b can be computed immediately as x =

1 H
Ω b,
n

but we were not seeking the solution, but were trying to compare the performance of
GENP with and without preprocessing. In these tests the norm ||A−1 || was ﬁxed at
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Figure 1: Norm of A−1
√
1/ n. GEPP produced the solution within the relative residual norm between 10−15
and 10−16 , but GENP failed on the inputs Ω both when we used no preprocessing
and used preprocessing with random circulant multipliers of Examples 4.1 and 4.2. In
these cases the relative residual norms of the output approximations ranged between
10−2 and 104 . In contrast GENP applied to the inputs preprocessed with Gaussian
multipliers produced quite reasonable approximations to the solution. Already after
a single step of iterative reﬁnement, they have at least matched the level of GEPP.
[PQYa, Table D.6]) displays these norms in some detail.
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Figure 2: Average relative residual norms for GENP by using random multipliers. The
two broken lines representing one iteration of circulant multipliers are overlapping at
the bottom of the display
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Figure 3: Maximum relative residual norms for GENP by using random multipliers.
The two broken lines representing one iteration of circulant multipliers are overlapping
at the bottom of the display
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4.6.2

Approximation of the leading singular spaces and low-rank approximation of a matrix

We approximated the r-dimensional leading singular spaces of n × n matrices A that
have numerical rank r, and we also approximated these matrices with matrices of
rank r. For n = 64, 128, 256, 512, 1024 and r = 8, 32 we generated n × n random
orthogonal matrices S and T and diagonal matrices Σ = diag(σj )nj=1 such that σj =
1/j, j = 1, . . . , r, σj = 10−10 , j = r + 1, . . . , n (cf. [H02, Section 28.3]). Then
we computed the input matrices A = SA ΣA TAT , for which ||A|| = 1 and κ(A) =
1010 . Furthermore we generated n × r random matrices H and computed the matrices
Br,A = AH, Qr,A = Q(Br,A ), Sr,A , Tr,A , Yr,A = QTr,A Sr,A , and Qr,A QTr,A A. Our Figures
4–7 and [PQYa, Tables D.7–D.12] display the resulting data on the residual norms
rn(1) = ||Qr,A Yr,A − Sr,A || and rn(2) = ||A − Qr,A QTr,A A||, obtained in 1000 runs of our
tests for every pair of n and r. In these ﬁgures and tables rn(1) denotes the residual
norms of the approximations of the matrix bases for the leading singular spaces Sr,A ,
and rn(2) denotes the residual norms of the approximations of the matrix A by the
rank-r matrix Qr,A QTr,A A.
Our Figures 4 and 5 and [PQYa, Tables D.7–D.9] show the norm rn(1) . The last
column of each of the tables displays the ratio of the observed values rn(1) and its upper
bound
Δ̃+ =

√ σr+1 (A)
T
||H||F ||(Tr,A
2
H)−1 ||
σr (A)

estimated up to the higher order terms (cf. Corollary 4.9). In our tests we had
σr (A) = 1/r and σr+1 (A) = 10−10 . [PQYa, Table D.7]) covers the case where we
generated Gaussian multipliers H. [PQYa, Tables D.8 and D.9]) cover the cases where
we generated random n × n circulant matrices of Examples 4.1 and 4.2 and applied
their n × r Toeplitz leading blocks as multipliers H.
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Figure 4: Residual norms rn(1) using diﬀerent random multipliers, case r=8
Our Figures 6 and 7 and [PQYa, Table D.10–D.12] show similar results of our
tests for the observed residual norms rn(2) and their ratios with their upper bounds
Δ̃+ = σr+1 (A) + 2Δ+ ||A||, estimated up to the higher order terms (cf. Corollary 4.10).
The test results are in quite good accordance with our theoretical study of Gaussian
multipliers and suggest that the power of random circulant and Toeplitz multipliers is
similar to the power of Gaussian multipliers, as in the case of various random structured
multipliers of [HMT11] and [M11].
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Figure 5: Residual norms rn(1) using diﬀerent random multipliers, case r=32
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Figure 6: Residual norms rn(2) using diﬀerent random multipliers, case r=8
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