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APPROXIMATION BY ANALYTIC OPERATOR FUNCTIONS.
FACTORIZATIONS AND VERY BADLY APPROXIMABLE
FUNCTIONS
V.V. PELLER AND S.R. TREIL
Abstract. This is a continuation of our earlier paper [PT3]. We consider here
operator-valued functions (or infinite matrix functions) on the unit circle T and
study the problem of approximation by bounded analytic operator functions. We
discuss thematic and canonical factorizations of operator functions and study
badly approximable and very badly approximable operator functions.
We obtain algebraic and geometric characterizations of badly approximable
and very badly approximable operator functions. Note that there is an important
difference between the case of finite matrix functions and the case of operator
functions. Our criteria for a function to be very badly approximable in the
case of finite matrix functions also guarantee that the zero function is the only
superoptimal approximant. However in the case of operator functions this is not
true.
1. Introduction
Our previous paper [PT3] was devoted to a characterization of very badly ap-
proximable matrix functions. In this paper we consider the case of operator-valued
functions or, which is equivalent, infinite matrix functions.
Background (best approximation and badly approximable functions).
The classical problem of analytic approximation is for a given bounded function ϕ
on the unit circle T is to find a function f in the Hardy class H∞ such that
‖ϕ− f‖∞ = distL∞(ϕ,H
∞) = inf
h∈H∞
‖ϕ− h‖∞.
Such a best approximant f always exist (a compactness argument) and as was
proved by S. Khavinson [Kh] it is unique if ϕ is continuous.
A function ϕ ∈ L∞ is called badly approximable if
‖ϕ‖∞ = distL∞(ϕ,H
∞),
There is an elegant characterization of the set of continuous badly approximable
functions: a nonzero continuous function ϕ on T is badly approximable if and only
if it has constant modulus and its winding number windϕ with respect to the origin
is negative (see [AAK], [Po]).
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To extend this criterion to a broader class of functions ϕ, we need the notion
of Hankel and Toeplitz operators. The Toeplitz operator Tϕ : H
2 → H2 and the
Hankel operator Hϕ : H
2 → H2−
def
= L2 ⊖H2 are defined by
Tϕf = P+ϕf, Hϕf = P−ϕf, (1.1)
where P− and P+ are the orthogonal projections onto the subspaces H
2 and
H2−
def
= L2 ⊖H2 of L2.
It is well known (see e.g., [D] or [Pe2]) that if ϕ ∈ C(T) and ϕ does not van-
ish on T, then the Toeplitz operator Tϕ on the Hardy class H
2 is Fredholm and
indTϕ = −windϕ (recall that for a Fredholm operator A, its index is defined as
indA = dimKerA − dimKerA∗). The above characterization of badly approx-
imable functions can be easily generalized in the following way: if ϕ is a function
in L∞ such that the essential norm ‖Hϕ‖e of the Hankel operator Hϕ (i.e., the
distance from Hϕ to the set of compact operators) is less than its norm, then ϕ is
badly approximable if and only if ϕ has constant modulus almost everywhere on
T, Tϕ is Fredholm, and indTϕ > 0 (see e.g., [Pe2], Ch. 7, §5).
Recall also that
‖Hϕ‖ = distL∞(ϕ,H
∞) and ‖Hϕ‖e = distL∞(ϕ,H
∞ + C)
(see, e.g., [Pe2]).
Let us proceed now to the case of matrix functions. We can consider the same
problem of finding a best analytic approximant for a given bounded function Φ
with values in the space Mm,n ofm×n matrices: for Φ ∈ L∞(Mm,n) find a bounded
analytic Mm,n-valued function F such that
‖Φ− F‖L∞ = distL∞(Mm,n)
(
Φ, H∞(Mm,n)
)
.
Here
‖Φ‖L∞
def
= ess sup
ζ∈T
‖Φ(ζ)‖Mm,n,
Mm,n is equipped with the standard operator norm, and H
∞(Mm,n) is the space
of bounded analytic functions with values in Mm,n.
Again, it can be shown easily that a best approximant always exists. However,
the situation with uniqueness is quite different from the scalar case. Indeed, sup-
pose that m = n = 2 and u is a scalar continuous badly approximable unimodular
function (i.e., |u(ζ)| = 1 almost everywhere on T). Consider the matrix function
Φ =
(
u 0
0 0
)
. It is easy to see that for any scalar function f in the unit ball of
H∞, the matrix function
(
0 0
0 f
)
is a best approximation of Φ.
While it is possible to describe badly approximable matrix- and operator-valued
functions, and we give such descriptions in this paper (the case of finite matrix
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functions was treated in our earlier paper [PT3]), this is not our main goal. It
turns out that in the matrix case it is more natural to consider superoptimal
approximations and very badly approximable functions.
Superoptimal approximations and very badly approximable matrix
functions. Recall that for a matrix (or a bounded linear operator on Hilbert
space) A the singular values sj(A), j ≥ 0, are defined by
sj(A) = inf{‖A−K‖ : rankK ≤ j}.
Clearly, s0(A) = ‖A‖.
Definition. Given a matrix function Φ ∈ L∞(Mm,n) we define inductively the
sets Øj, 0 ≤ j ≤ min{m,n} − 1, by
Ø0 = {F ∈ H
∞(Mm,n) : F minimizes t0
def
= ess sup
ζ∈T
‖Φ(ζ)− F (ζ)‖};
Øj = {F ∈ Øj−1 : F minimizes tj
def
= ess sup
ζ∈T
sj(Φ(ζ)− F (ζ))}, j > 0.
Functions in
⋂
k≥0
Øk = Ømin{m,n}−1 are called superoptimal approximants of Φ by
bounded analytic matrix functions. The numbers tj = tj(Φ) are called the su-
peroptimal singular values of Φ. Note that the functions in Ø0 are just the best
approximants by bounded analytic matrix functions.
As in the case of scalar functions, a bounded m× n matrix function Φ is called
badly approximable if
‖Φ‖L∞ = inf{‖Φ− F‖L∞ : F ∈ H
∞(Mm,n)}.
We say that a matrix function Φ ∈ L∞(Mm,n) is called very badly approximable
if the zero function 0 is a superoptimal approximant of Φ.
The notion of superoptimal approximation can be extended to the case of operator-
valued functions. If H and K are Hilbert spaces, we denote by B(H,K) the space
of bounded linear operators from H to K,
B(H)
def
= B(H,H).
We can identify an infinite-dimensional separable Hilbert space with ℓ2 and identify
operators on ℓ2 with infinite matrices. Suppose that Φ ∈ L∞(B(ℓ2)), i.e., Φ is a
weakly measurable bounded function that takes values in B(ℓ2), we can define the
sequence {Øj}j≥0 in the same way as for finite matrix functions. However, in
the case of operator-valued functions we have to consider the infinite sequence of
the sets Øj. For Φ ∈ L∞(B(ℓ2)), we say that a function F in H∞(B(ℓ2)) is a
superoptimal approximant of Φ by bounded analytic operator functions.
Badly approximable and very badly approximable infinite matrix functions can
be defined in the same way as in the case of finite matrix functions.
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Note that if Φ is a matrix function of size m ×∞ or ∞× n, we can add to Φ
infinitely many zero rows or zero columns and reduce the problem to the case of
matrix functions of size ∞×∞.
The summary of earlier results. First of all, let us mention that superop-
timal approximation is more natural in the case of matrix or operator functions
because it is unique under mild natural assumptions on the function. It was shown
in [PY1] that if Φ ∈ (H∞ + C)(Mm,n) (i.e., all entries of Φ belong to H∞ + C),
then Φ has a unique superoptimal approximation F by bounded analytic matrix
functions. Moreover, it was shown in [PY1] that
sj(Φ(ζ)− F (ζ)) = tj(Φ) for almost all ζ ∈ T. (1.2)
Later this result was extended in [T], see also [Pe1], [PT1] to operator-valued
functions Φ for which the Hankel operator HΦ is compact.
The proof given in [PY1] was based on certain special factorizations (thematic
factorizations, see §4 of this paper for definitions). The approach in [T] was more
geometric and based on the notion of superoptimal weights.
The problem to describe the very badly approximable functions was posed in
[PY1]. It follows from (1.2) that if Φ is a very badly approximable function in
(H∞ + C)(Mm,n), then the singular values sj(Φ(ζ)) are constant for almost all
ζ ∈ T. Moreover, it was shown in [PY1] that if in addition to this m ≤ n and
sm−1(Φ(ζ)) 6= 0 almost everywhere, then the Toeplitz operator
TzΦ : H
2(Cn)→ H2(Cm) has dense range (if Φ is a scalar function, the last con-
dition is equivalent to the fact that indTΦ > 0). Note that the Toeplitz and the
Hankel operators whose symbols are matrix functions can be defined in the same
way as in the scalar case (see (1.1)). Obviously, this necessary condition is equiv-
alent to the condition KerTz¯Φ∗ = {0}. In fact, the proof of necessity given in
[PY1] allows one to obtain a more general result: if Φ is an arbitrary very badly
approximable function in (H∞ + C)(Mm,n) and f ∈ KerTz¯Φ∗ , then Φ∗f = 0.
On the other hand, in [PY1] an example of a continuous 2 × 2 function Φ was
given such that s0(Φ(ζ)) = 1, s1(Φ(ζ)) = α < 1, ζ ∈ T, TzΦ is invertible but Φ is
not even badly approximable.
The very badly approximable matrix functions of class (H∞ + C)(Mm,n) were
characterized in [PY1] algebraically, in terms of so-called thematic factorizations.
Later in [PT2] the above results of [PY1] were generalized to the broader context
of matrix functions Φ such that the essential norm ‖HΦ‖e of the Hankel operator
HΦ is less than the smallest nonzero superoptimal singular value of Φ. We call
such matrix functions Φ admissible. In particular, if Φ is an admissible very badly
approximable m × n matrix function, then the functions sj(Φ(z)) are constant
almost everywhere on T and
Ker Tz¯Φ∗ = {f ∈ H
2(Cn) : Φ∗f = 0}.
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In [AP] another algebraic characterization of the set of very badly approximable
admissible matrix functions was given in terms of canonical factorizations (see §5
for the definition).
We refer the reader to the book [Pe2], which contains all the above information
and results on superoptimal approximation and very badly approximable functions.
In [PT3] we obtained a new criterion for an admissible matrix function to be very
badly approximable. In contrast with earlier criteria in terms of certain special
factorizations, it is more geometric and it is easier to use it to verify whether a
given matrix function is very badly approximable. This criterion is given in terms
of families of subspaces spanned by Schmidt vectors of matrices Φ(ζ), ζ ∈ T.
Recall that if A is an m × n matrix and s is a singular value of A, a nonzero
vector x ∈ Cn is called a Schmidt vector corresponding to s if A∗Ax = s2x.
Given a matrix function Φ in L∞(Mm,n) and σ > 0, we considered the subspace
S
(σ)
Φ (ζ) of C
n spanned by the Schmidt vectors of Φ(ζ) that correspond to the
singular values of Φ(ζ) that are greater than or equal to σ. The subspaces S
(σ)
Φ (ζ)
are defined for almost all ζ ∈ T. It was shown in [PT3] that if Φ is an admissible
very badly approximable matrix functions, then for each σ > 0, the family of
subspaces S
(σ)
Φ (ζ), ζ ∈ T, is analytic, i.e., there exist functions g1, · · · , gk inH
2(Cn)
such that
S
(σ)
Φ (ζ) = span{g1(ζ), · · · , gk(ζ)} for almost all ζ ∈ T. (1.3)
The same analyticity condition must also be imposed on the transposed function
Φt. However, it was shown in [PT3] that the analyticity conditions on Φ and Φt
together with the earlier necessary conditions quoted above do not guarantee that
Φ is very badly approximable.
However, it turned out that the above condition can be slightly modified to get
a necessary and sufficient condition. The main result of [PT3] is the following
theorem.
Theorem. Let Φ be an admissible matrix function. Then Φ is very badly ap-
proximable if and only if for each σ > 0 equality (1.3) holds for functions g1, · · · , gk
in Ker TΦ. Moreover, this condition implies that Φ is very badly approximable even
without the assumption that Φ is admissible.
Note that this condition in the case of a scalar function ϕ means that ϕ has
constant modulus and Ker Tϕ 6= {0}, i.e., our criterion is a natural generalization
of the scalar results discussed above.
The uniqueness problem for superoptimal approximation of operator functions
(infinite matrix functions) was studied in [T], [Pe1], and [PT1]. It was shown there
that if the Hankel operator HΦ is compact, then Φ has a unique superoptimal ap-
proximant by bounded analytic operator functions. In [Pe1] and [PT1] uniqueness
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was obtained with the help of partial thematic factorizations (see §4 of this pa-
per). We also refer the reader to the monograph [Pe2] for the above results on
superoptimal approximation of operator functions.
The purpose of this paper. In this paper we study very badly approximable
operator functions. We consider the class of admissible operator functions. As
in the case of finite matrix functions, an operator function Φ is called admissible
if the essential norm ‖HΦ‖e of the Hankel operator HΦ is less than each nonzero
superoptimal singular value of Φ.
In §4 we consider partial thematic factorizations of of admissible operator func-
tions (without the assumption of the compactness of HΦ as it was done in [Pe1] and
[PT1]). In §5 we consider partial canonical factorizations of operator functions.
The main result of the paper is a criterion of very bad approximability (Theorem
6.1) presented in §6. It essentially says that the theorem stated above also holds
in the case of operator function.
However, it turns out that there is an important distinction between the case
of finite matrix functions and the case of infinite matrix functions. In the case of
finite matrix functions if Φ satisfies the hypotheses of the above theorem, then the
zero function is the only superoptimal approximant of Φ. We show in this paper
that in the case of infinite matrix functions this is not true: under the hypotheses
of the above theorem Φ must be very badly approximable, but it can have infinitely
many superoptimal approximants.
Note also that in the case of infinite matrix functions some proofs are consid-
erably more complicated than the proofs of the corresponding results for finite
matrix functions (e.g., the proofs of Theorems 3.1 and 5.1 given below).
In §2 we define inner, outer, and co-outer operator functions and prove a theorem
about inner-outer factorizations of co-outer operator functions.
In §3 we define balanced operator functions and prove that a inner and co-outer
function with finitely many columns has a balanced completion.
2. Inner and outer operator functions
In this section we define inner, outer, and co-outer operator functions and we
prove that the inner factor in the inner-outer factorization of a co-outer function
with finitely many columns must also be co-outer.
Let H and K be separable Hilbert spaces. We denote by H2s (B(H,K)) the space
of analytic operator functions F that take values in the space of bounded linear
operators form H to K and satisfy the following condition
F (z)x ∈ H2(K) for every x ∈ H.
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A function F in H2s (B(H,K)) is called inner if F (ζ) is an isometric operator (i.e.,
F (ζ)∗F (ζ) = I) for almost all ζ ∈ T. A function F in H2s (B(H,K)) is called outer
if the set
{Fq : q is a polynomial in H2(H)}
is dense in H2(K).
It is well known (see e.g., [N]) that each function F in H2s (B(H,K)) admits
an inner-outer factorization, i.e., there exist an inner operator function Θ and an
outer operator function G such that F = ΘG.
As we have mentioned in the introduction, we are going to identify operator
functions with infinite matrix functions. We say that an infinite matrix function
F is co-outer if the transposed function F t is outer.
Theorem 2.1. Let F be a co-outer operator function in H2s (B(C
d, ℓ2)), d <∞.
Suppose that
F = ΘG,
where Θ is an inner operator function and G is an outer operator function. Then
Θ is co-outer.
Proof. Suppose that Θ ∈ H∞(B(Ck, ℓ2)) and G ∈ H2(Md,k). Since G is outer,
it follows that k ≤ d. Suppose that
Θt = OQ,
where O is an inner matrix function and Q is an outer operator function. Since Θ
is inner, it is easy to see that O has size k × k. We have
Θ = QtOt.
Then
F = QtOtG,
and so by the hypotheses of the theorem,
F t = GtOQ
is an outer function. It follows that Gt must be outer, and so k = d. Clearly,
GtOH∞(Md,d) must be dense inH2(Md,d). However, the determinants of all matrix
functions in GtOH∞(Md,d) must be divisible by detO which is a scalar inner
function. Thus detO is constant, and so O∗ = O−1 ∈ H∞(Md,d) which implies
that O is constant, and so Θt is co-outer. 
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3. Balanced matrix functions
In this section we introduce the notion of balanced unitary-valued functions and
prove the existence of balanced completions for inner and co-outer functions that
have finitely many columns.
Definition. A balanced infinite matrix function is a unitary-valued matrix func-
tion of the form
(
Υ Θ
)
, where Υ and Θ inner and co-outer matrix functions.
If Υ has r columns, we say that the function
(
Υ Θ
)
is r-balanced. 1-balanced
functions are also called thematic matrix functions.
We are going to prove that an inner matrix function with finitely many columns
can be completed to a balanced matrix function.
Let r be a positive integer and let Υ be an inner matrix function in H∞(Cr, ℓ2).
Consider the subspace L
def
= KerTΥt of H
2(ℓ2). Clearly, it is invariant under
multiplication by z, and so there exists an inner matrix function Θ such that
L = ΘH2(K), where K = ℓ2 or K = Cm for some positive m. The proof of the
following theorem in the special case r = 1 can be found in [Pe2], Ch. 14, §18.
In the general case the proof is algebraically more complicated. Note that a close
result was obtained in [C], see also [H], Lect. IX.
Theorem 3.1. Let Υ and Θ be as above. Then Θ is co-outer and the matrix
function
(
Υ Θ
)
is unitary-valued.
Before proceeding to the proof, we introduce a notion. Let
A =


a11 a12 · · · a1r
a21 a22 · · · a2r
...
...
. . .
...
ar+1 1 ar+1 2 · · · ar+1 r


be an (r + 1)× r matrix. For 1 ≤ j ≤ r + 1, we put
αj = (−1)
j det


a11 · · · a1r
...
. . .
...
aj−1 1 · · · aj−1 r
aj−1 1 · · · aj−1 r
...
. . .
...
ar+1 1 · · · ar+1 r


.
In other words, we multiply (−1)j by the minor obtained from A by deleting the
jth row. The vector Aass
def
= {αj}1≤j≤r+1 is called the vector associated with A.
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Proof. The proof of the fact that Θ is co-outer is exactly the same as in the
case r = 1, see [Pe2], Ch. 14, Lemma 18.3. Let us show that
(
Υ Θ
)
is unitary-
valued. The fact that
(
Υ Θ
)
takes isometric values almost everywhere on T
follows immediately from the definition of Θ. To prove that it is unitary-valued,
it suffices to show that dimKerΘt(ζ) ≤ r for almost all ζ ∈ T.
Let
Υ =


υ01 υ02 · · · υ0r
υ11 υ12 · · · υ1r
υ21 υ22 · · · υ2r
...
...
. . .
...

 .
Clearly, the matrix function Υ has rank r almost everywhere on T. Without
loss of generality we may assume that
det


υ01 υ02 · · · υ0r
υ11 υ12 · · · υ1r
υ21 υ22 · · · υ2r
...
...
. . .
...
υr−1 1 υr−1 2 · · · υr−1 r

 6= 0. (3.1)
Consider the bounded analytic matrix function G defined in the following way:
G =


α
[0]
0 α
[1]
0 α
[2]
0 α
[3]
0 · · ·
α
[0]
1 α
[1]
1 α
[2]
1 α
[3]
1 · · ·
...
...
...
...
. . .
α
[0]
r−1 α
[1]
r−1 α
[2]
r−1 α
[3]
r−1 · · ·
α
[0]
r 0 0 0 · · ·
0 α
[0]
r 0 0 · · ·
0 0 α
[0]
r 0 · · ·
...
...
. . .
. . .
. . .


,
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where for k ≥ 0, the H∞ functions α[k]m , 0 ≤ m ≤ r, are the components of the
vector function A
[k]
ass associated with the matrix function A[k] defined by
A[k] =


υ01 υ02 · · · υ0r
υ11 υ12 · · · υ1r
υ21 υ22 · · · υ2r
...
...
. . .
...
υr−1 1 υr−1 2 · · · υr−1 r
υr+k 1 υr+k 2 · · · υr+k r


.
Note that α
[0]
r is nothing but the determinant on the left-hand side of (3.1).
It is an elementary exercise in linear algebra to verify that ΥtG = 0. It follows
that G admits a factorization G = ΘQ, where Q is an H∞ matrix function. Hence,
to verify that dimKerΘt(ζ) ≤ r, it suffices to show that dimKerGt(ζ) ≤ r. Recall
that by (3.1), α
[0]
r (ζ) 6= 0 for almost all ζ ∈ T. Assume that ζ ∈ T and α
[0]
r (ζ) 6= 0.
Suppose that the vector x = {xj}j≥0 belongs to KerG
t(ζ). If we look at the rth
coordinate of the vector Gt(ζ)x, we observe that α
[0]
r (ζ)xr is uniquely determined
by x0, x1, · · · , xr−1. Since α
[0]
r (ζ) 6= 0, it follows that xr is uniquely determined
by x0, x1, · · · , xr−1. If we look now at the next component of the vector Gt(ζ)x,
we observe that xr+1 is uniquely determined by x0, x1, · · · , xr, etc. This completes
the proof. 
4. Partial thematic factorizations
In the case when Φ is an operator function such that the Hankel operator HΦ is
compact and F ∈ Ød, partial thematic factorizations of Φ−F were constructed in
[Pe1]. In this section we consider the more general case when Φ is an admissible
operator function.
Suppose that Φ is function in L∞(B(ℓ2)) such that
‖HΦ‖e < ‖HΦ‖ (4.1)
and F ∈ H∞(B(ℓ2)) is a best approximant of Φ. Then HΦ has a maximizing vector
f , the function g = ‖HΦ‖−1z¯HΦf is a maximizing vector of HΦt. The functions f
and g admit factorizations
f = ϑ1hv, g = ϑ2hw,
where h is a scalar outer function, ϑ1 and ϑ2 are scalar inner functions, and v and
w are inner and co-outer column functions.
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By Theorem 3.1, the column functions v and w have thematic (1-balanced)
completions:
V =
(
v Θ
)
and W t =
(
w Ξ
)
The function Φ− F admits the following factorization:
Φ− F = W ∗
(
t0u 0
0 Ψ
)
V ∗,
where u = z¯ϑ¯1ϑ¯2h¯/h and ‖Ψ‖L∞ ≤ t0 = t0(Φ) = ‖HΦ‖ (see [Pe2], Ch. 14, §18).
Moreover, under the assumption (4.1), Tu is Fredholm and indTu > 0.
Such factorizations are called partial thematic factorizations of order 1.
As in the case of finite matrix functions (see [PT2] or [Pe2], Ch. 14, §4) the
following crucial inequality holds:
‖HΨ‖e ≤ ‖HΨ‖e. (4.2)
Another important result that can be established in the same way as in the case of
finite matrix functions is that under the assumption (4.1) the operator functions
Θ and ξ are left-invertible in H∞ (see [PT2] or [Pe2], Ch. 14, §4).
A function Φ satisfying (4.1) is badly approximable if and only if it admits a
partial thematic factorization of order 1:
Φ =W ∗
(
t0u 0
0 Ψ
)
V ∗
(the part “if” holds even without the assumption (4.1)). Moreover, Φ is very badly
approximable if and only if Ψ is very badly approximable.
If Φ is admissible and HΨ 6= 0, due to inequality (4.2) we can apply the same
procedure to Ψ. If F ∈ Ø1, then Φ − F admits a thematic factorization of order
2, i.e.,
Φ− F = W ∗
(
1 0
0 W ∗1
) t0u0 0 00 t1u1 0
0 0  L

( 1 0
0 V ∗1
)
V ∗,
where V, V1, W
t, W t1 are thematic operator functions, u0 and u−1 are scalar very
badly approximable functions such that ‖Huj‖e < 1, and ‖Ψ‖L∞ ≤ t1.
If Φ is admissible, we can continue this process and obtain partial thematic
factorization of an arbitrary order.
In particular an admissible operator function Φ is very badly approximable if
and only is for each positive integer r it admits a partial thematic factorizations
of order r.
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5. Partial canonical factorizations
As in the case of finite matrix functions (see [PT3]), to obtain to obtain a
geometric characterization of very badly approximable operator functions, it is
more important to deal with canonical factorizations rather than with thematic
factorizations.
Theorem 5.1. Let Φ be a matrix function in L∞(B(ℓ2)) such that that
‖HΦ‖e < ‖HΦ‖ and let r be the multiplicity of the superoptimal singular value
t0(Φ). Suppose that M is the minimal shift invariant subspace of H
2(ℓ2) that
contains all maximizing vectors of HΦ. Then
M = ΥH2(Cd),
where Υ is an inner and co-outer function of size ∞× r.
Proof. Since M is shift invariant, it has the form
M = ΥH2(K),
where K is a separable Hilbert space and Υ is an inner operator function. Since
‖HΦ‖e < ‖HΦ‖, it is easy to see that the space of maximizing vectors of HΦ is
finite-dimensional, and so dimK <∞. Put d = dimK and K = Cd.
Let us show that d ≥ r. In [PY1] (see also Lemma 1.2 of [PY2]) in the case of
finite matrix functions of class H∞ + C a finite sequence
f
(0)
1 , · · · , f
(0)
k0
, f
(1)
1 , · · · , f
(1)
k1
, · · · , f (r−1)1 , · · · , f
(r−1)
kr−1
of maximizing vectors of HΦ was constructed. It is easy to verify that it has the
following property:
max
ζ∈D
dim span
{
f
(j)
k (ζ) : 0 ≤ j ≤ r − 1, 1 ≤ k ≤ kj
}
= r. (5.1)
This construction was generalized in [PT1] to the case of finite matrix functions Φ
satisfying the condition ‖HΦ‖e < ‖HΦ‖ and in [PT2] to the case of infinite matrix
functions Φ such that HΦ is compact (see also Chap. 14 of [Pe2]). It can easily be
verified that exactly the same construction also works in the case of infinite matrix
functions Φ satisfying the condition ‖HΦ‖e < ‖HΦ‖ and (5.1) holds. It follows
immediately from (5.1) that d ≥ r.
Let us now show that d ≤ r. Let F be a function in Ør. Consider a partial
canonical factorization of Φ− F . It has the form
Φ− F = W
(
t0U 0
0 Ψ
)
V,
where W and V are infinite unitary-valued functions, U is an r× r unitary-valued
function, and ‖Ψ‖L∞ = tr < t0. It follows that the subspace spanned by the
maximizing vectors of (Φ− F )(ζ) has dimension r for almost all ζ ∈ T.
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For every function f ∈ M the vector f(ζ) is a maximizing vector of Φ(ζ) for
almost all ζ ∈ T (see Lemma 15.2 in Ch. 14 of [Pe2], note that in [Pe2] the result
is stated for finite matrix functions, but the proof given there works for infinite
matrix functions too). It is easy to see now that if d > r, then the subspace
spanned by the maximizing vectors of (Φ− F )(ζ) has dimension at least d.
It remains to show that Υ is co-outer. Without loss of generality we may as-
sume that ‖Φ‖∞ = ‖HΦ‖ = 1. Consider the subspace of H2(ℓ2) spanned by the
maximizing vectors of HΦ. It must be finite-dimensional. Let f1, · · · , fs be a basis
of this subspace and let F be the matrix function whose columns are f1, · · · , fs.
Consider the inner–outer factorization of F t:
F t = OG,
where O is an inner matrix function of size s× k, k ≥ s, and G is an outer matrix
function of size k ×∞. Then
F = GtOt,
and so
Gt = GtOtO = FO. (5.2)
Since the functions fj are maximizing vectors of HΦ, it follows that for almost
all ζ ∈ T, the vectors fj(ζ) are maximizing vectors of Φ(ζ) and Φfj ∈ H2−(ℓ
2) (see
[Pe2], Theorem 2.3 of Ch. 2). Thus for almost all ζ ∈ T, the restriction of Φ(ζ) to
RangeF (ζ) is an isometry and ΦF ∈ H2−
(
B(Cs, ℓ2)
)
. It follows that
ΦGt = ΦFO ∈ H2−
(
B(Ck, ℓ2)
)
.
Suppose now that g is a column of Gt. Then Φg ∈ H2−(ℓ
2). Since
g(ζ) ∈ RangeGt(ζ) ⊂ RangeF (ζ) for almost all ζ ∈ T,
it follows that
‖Φ(ζ)g(ζ)‖ℓ2 = ‖g(ζ)‖ℓ2 almost everywhere on T.
Thus
‖HΦg‖ = ‖P−Φg‖ = ‖Φg‖ = ‖g‖,
and so all columns of Gt are maximizing vectors of HΦ. Since the columns of F
form a basis in the space of maximizing vectors, it follows from (5.2) that O is a
constant isometric matrix.
Clearly, M is the minimal invariant subspace of multiplication by z on H2(ℓ2)
that contains the columns of F . Consider the subspace minimal invariant subspace
M1 that contains the columns of Gt. Since F = GtOt and O is a constant matrix,
it follows that M ⊂ M1. On the other hand, the columns of Gt are maximizing
vectors of HΦ, and so M1 ⊂M. Thus M1 =M.
Now it is easy to see that Υ is inner factor of the inner-outer factorization of
Gt. It follows now from Theorem 2.1 that Υ is co-outer. 
13
Consider now the matrix function Φt. Let N be the shift-invariant subspace of
H2(ℓ2) spanned by the maximizing vectors of HΦt. Then by Theorem 5.1, N has
the form ØH2(Cr), where Ø is an inner and co-outer matrix function. By Theorem
3.1, there exist inner and co-outer matrix functions Θ and Ξ such that
V
def
=
(
Υ Θ
)
and Wt
def
=
(
Ø Ξ
)
(5.3)
are unitary-valued matrix functions.
The proof of the following result is exactly the same as the proof of Theorem
15.3 of Ch. 14 of [Pe2] for finite matrix functions (see also [AP]).
Theorem 5.2. Let Φ be a function in L∞(B(ℓ2)) such that ‖HΦ‖e < t0 = ‖HΦ‖.
Let r be the number of superoptimal singular values of Φ equal to t0. Suppose that
F is a best approximation of Φ by analytic matrix functions. Then Φ − F admits
a factorization of the form
Φ− F =W∗
(
t0U 0
0 Ψ
)
V∗, (5.4)
where V and W are given by (5.3), U is an r × r unitary-valued very badly
approximable matrix function such that ‖HU‖e < 1, and Ψ is a
matrix-function in L∞(B(ℓ2)) such that ‖Ψ‖L∞ ≤ t0 and
‖HΨ‖ = tr(Φ) < ‖HΦ‖. Moreover, U is uniquely determined by the choice of
Υ and Ø and does not depend on the choice of F .
As in the case of finite matrix functions, under the hypotheses of Theorem 5.2
the following inequality holds
‖HΨ‖e ≤ ‖HΦ‖e. (5.5)
it can be deduced from (4.2) in exactly the same way as in [AP] (see also Theorem
15.12 of Ch. 15 of [Pe2]).
Moreover, under the hypotheses of Theorem 5.2, the operator functions Θ and
Ξ in (5.3) are left-invertible in H∞. Again, this can be deduced from the same
results for partial thematic factorizations (see §4) in the same way it was done
in the case of finite matrix functions in [AP] (see also [Pe2], Ch. 14, §5). This
left-invertibility property of Θ and Ξ is important in the main result of the next
section.
The following theorem can be considered as a converse of Theorem 5.2. These
two theorems together give a characterization of the badly approximable matrix
functions Φ satisfying the condition ‖HΦ‖e < t0 = ‖HΦ‖. Note however that we
do not need this condition to prove that functions that admit a factorization of the
form (5.4). Moreover, in the following theorem we can also relax the assumptions
on U imposed in Theorem 5.2.
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Theorem 5.3. Let Φ be an infinite matrix function of the form
Φ =W∗
(
σU 0
0 Ψ
)
V∗, (5.6)
where σ > 0, V and Wt are r-balanced matrix functions, U is an r × r unitary-
valued matrix function such that the shift-invariant subspace of H2(Cr) spanned
by the maximizing vectors of HU coincides with H
2(Cr), and ‖Ψ‖∞ ≤ σ. Then Φ
is badly approximable and t0(Φ) = · · · = tr−1(Φ) = σ. Moreover, Φ is very badly
approximable if and only if Ψ is very badly approximable.
The proof of Theorem 5.3 is exactly the same as the proof of Theorem 15.7 of
Ch. 14 of [Pe2] for finite matrix functions (see also [AP]).
Consider now the sequence
t0 = · · · = tr1−1 > tr1 = · · · = tr2−1 > · · · > trι−1 = · · · = trι−1 > · · ·
of superoptimal singular values of Φ. Let
σ0 > σ1 > σ2 > · · ·
be the sequence of distinct superoptimal singular values of Φ, i.e.,
σ0 = t0 = · · · = tr1−1, σ1 = tr1 = · · · = tr2−1, etc.
If ‖HΦ‖e < σ1, we can apply Theorem 5.2 to the matrix function Ψ. Now if
‖HΦ‖e < σ2, then by (5.5), ‖HΨ‖e < σ2, and so we can continue this process and
obtain the following result in exactly the same way as in the case of finite matrix
functions in [Pe2], Ch. 14, §15.
Theorem 5.4. Let Φ be a function in L∞(B(ℓ2)) such that ‖HΦ‖e < σd−1. Let
F be an arbitrary matrix function in Ørd. Then Φ− F admits a factorization
Φ− F =W∗0 · · ·W
∗
d−1


σ0U0 0 · · · 0 0
0 σ1U1 · · · 0 0
...
...
. . .
...
...
0 0 · · · σd−1Ud−1 0
0 0 · · · 0 Ψ

V
∗
d−1 · · · V
∗
0 , (5.7)
where the Uj are (rj+1 − rj)× (rj+1 − rj) very badly approximable unitary-valued
functions such that ‖HUj‖e < 1,
Vj =
(
Irj 0
0 V˘j
)
and Wj =
(
Irj 0
0 W˘j
)
, 1 ≤ j ≤ d− 1,
V˘j and W˘tj are (rj+1 − rj)-balanced matrix functions, and Ψ is a matrix function
satisfying
‖Ψ‖L∞ ≤ trd−1 , and ‖HΨ‖ < trd−1 .
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Factorizations of the form (5.7) with the σj , Uj , Vj , and Wj as in Theorem
5.4 are called partial canonical factorizations (or partial canonical factorizations
of order d).
Now we can state the following description of very badly approximable matrix
functions.
Theorem 5.5. Let Φ be an admissible function in L∞(B(ℓ2)). If Φ is very badly
approximable, then for each d with nonzero σd−1 the matrix function Φ admits a
partial canonical factorization of the form (5.2).
The proof of Theorem 5.5 is exactly the same as in the case of finite matrix
functions, see [Pe2], Ch. 14, §15 (see also [AP]). Finally, we state the converse of
Theorem 5.5, which is valid without the admissibility assumption.
Theorem 5.6. Let Φ be a function in L∞(B(ℓ2)) such that Φ admits a partial
canonical factorization of the form (5.7) whenever σd−1 > 0. Then Φ is very badly
approximable and
tκ(Φ) =
{
σ0, κ < r1,
σj , rj ≤ κ < rj+1.
Example. As we have mentioned in the Introduction there is an important
difference between the case of finite matrix functions and the case of infinite matrix
functions. In the case of finite matrix functions the hypotheses of Theorem 5.5
guarantee that the zero function the only superoptimal approximant. It turns out
that in the case of infinite matrix functions this is not true. Consider the following
example.
Let {uj}j≥0, be a sequence of scalar badly approximable functions such that
|uj(ζ)| = 1 for almost all ζ ∈ T and ‖Huj‖e < 1
and let {tj}j≥0 be a decreasing sequence of positive numbers such that
lim
j→∞
tj > 0.
Consider the infinite matrix function
Φ =


0 0 0 0 · · ·
0 t0u0 0 0 · · ·
0 0 t1u1 0 · · ·
0 0 0 t2u2 · · ·
...
...
...
...
. . .

 .
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Obviously, for every d ∈ Z+, there is constant unitary matrix Vd such that
Φ = V ∗d


t0u0 0 0 · · · 0 0 · · ·
0 t1u1 0 · · · 0 0 · · ·
...
...
. . .
...
...
...
...
0 0 · · · td−1ud−1 0 0 · · ·
0 0 · · · 0 0 0 · · ·
0 0 · · · 0 0 tdud · · ·
...
...
...
...
...
...
. . .


Vd. (5.8)
Clearly, the right-hand side of (5.8) is a partial canonical factorization of Φ, and
so by Theorem 5.6, Φ is very badly approximable and tj(Φ) = tj
On the other hand, if f is an arbitrary scalar function in H∞ with
‖f‖∞ ≤ lim
j→∞
tj
and
F =


f 0 0 · · ·
0 0 0 · · ·
0 0 0 · · ·
...
...
...
. . .

 ,
then 

−f 0 0 0 · · ·
0 t0u0 0 0 · · ·
0 0 t1u1 0 · · ·
0 0 0 t2u2 · · ·
...
...
...
...
. . .


and since, obviously,
sj
(
(Φ− F )(ζ)
)
= tj , j ∈ Z+, ζ ∈ T,
it follows that F is a superoptimal approximant of Φ.
To make the conclusion that an admissible infinite matrix function has a unique
superoptimal approximant, we need the condition that
lim
j→∞
tj(Φ) = 0. (5.9)
Indeed, if F1 and F2 belong to Ør, then we can consider partial thematic factor-
izations of Φ− F1 and Φ− F2 and see that
‖F1 − F2‖∞ =
∥∥(Φ− F1)− (Φ− F2)∥∥∞ ≤ 2tr(Φ).
In particular, if both F1 and F2 are superoptimal approximants, then by (5.9),
F1 = F2. However, if Φ is admissible and satisfies (5.9), then lim
j→∞
sj(TΦ) = 0, and
so HΦ is compact.
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6. Very badly approximable functions
In this sections we obtain a necessary and sufficient condition for an admissible
infinite matrix function to be very badly approximable. Let Φ ∈ L∞(B(ℓ2)). Put
t∞(Φ) = lim
j→∞
tj(Φ).
As in the case of finite matrix functions, for σ > t∞(Φ), we consider the subspace
S
(σ)
Φ (ζ) that is the linear span of the Schmidt vectors of Φ(ζ) that correspond to
the singular values of Φ(ζ) that are greater than or equal to σ. The subspaces
S
(σ)
Φ (ζ) are defined for almost all ζ ∈ T.
Definition. Let L(ζ), ζ ∈ T, be a family of subspaces of ℓ2 that is defined almost
everywhere on T. We say that functions ξ1, · · · , ξl in H2(ℓ2) span the family L if
L(ζ) = span{ξj(ζ) : 1 ≤ j ≤ l} for almost all ζ ∈ T.
We consider in this section the following condition:
(C) for each σ > t∞(Φ), the family of subspaces S
(σ)
Φ is analytic and spanned
by finitely many functions in Ker TΦ.
As in the case of finite matrix functions (see [PT3]), it is easy to see that con-
dition (C) implies that the functions ζ 7→ sj
(
Φ(ζ)
)
, j ∈ Z+, are constant almost
everywhere on T.
The following theorem is the main result of this section.
Theorem 6.1. If Φ is an admissible very badly approximable matrix function
in L∞(B(ℓ2)), then Φ satisfies (C).
Conversely, if Φ is an arbitrary function in L∞(B(ℓ2)) that satisfies (C), then Φ
is very badly approximable.
Remark. As we have already mentioned, there is an important difference be-
tween the case of finite matrix functions and the case of infinite matrix functions.
In the case of finite matrix functions condition (C) also implies that the zero func-
tion is the only superoptimal approximant. In the case of infinite matrix functions
this is not true. Indeed, it is easy to see that the matrix function given in the
example at the end of the previous section satisfies condition (C). However, it has
infinitely many superoptimal approximants.
The necessity of condition (C) can be obtained from Theorem 5.5 in exactly
the same way as it was done in [PT3], Theorem 4.1 in the case of finite matrix
functions. On the other hand, the proof of the sufficiency of (C) given in [PT3]
works only for finite matrices. It has to be slightly modified to work in the case of
infinite matrix functions.
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Here we present a proof based on canonical factorization. Note that the proof
based on superoptimal weights that was presented in §5 of [PT3] in the case of
finite matrix functions also works (with obvious modifications).
Proof of the sufficiency of (C). Suppose that Φ satisfies (C). As we have
already observed, the functions ζ 7→ sj
(
Φ(ζ)
)
, j ∈ Z+, are constant almost every-
where on T. Let
σ0 > σ1 > σ2 > · · · (6.1)
be positive numbers (finitely many or infinitely many) such that for almost all
ζ ∈ T, the numbers (6.1) are all nonzero distinct singular values of Φ(ζ). It
suffices to prove that if σd−1 > 0, then Φ admits a partial canonical factorization
of order d. We prove it by induction on d.
Suppose first that d = 1. Let r = dimS
(σ0)
Φ (ζ) for almost all ζ ∈ T. Obviously,
dimS
(σ0)
Φt (ζ) = r for almost all ζ ∈ T. Let us show that Φ admits a factorization
of of the form (5.6) with r-balanced functions V and Wt. It is easy to verify that
a function ξ ∈ H2(ℓ2) is a maximizing vector of HΦ if and only if η
def
= z¯HΦξ is a
maximizing vector of HΦt (see [Pe2], Ch. 14, §2). LetM be the minimal invariant
subspace of multiplication by z on H2(ℓ2) that contains all maximizing vectors of
HΦ and let N be the minimal invariant subspace of multiplication by z on H2(ℓ2)
that contains all maximizing vectors of HΦt.
By Theorem 5.1, there exist inner and co-outer functions Υ and Ø in
H∞(B(Cr, ℓ2)) such that M = ΥH2(Cr) and N = ØH2(Cr). By Theorem 3.1,
there exist r-balanced matrix functions V and Wt of the form
V =
(
Υ Θ
)
and Wt =
(
Ø Ξ
)
.
In exactly the same way as in the proof of Theorem 3.2 of [PT3] it can be shown
that Φ admits a factorization
Φ =W∗
(
σ0U 0
0 Ψ
)
V∗,
where U is an r × r unitary-valued matrix function. The proof of the fact that
the shift-invariant subspace spanned by the maximizing vectors of HU is H
2(Cr)
is the same as it was done in the proof of Theorem 4.1 of [PT3].
In exactly the same way as in the proof of Theorem 4.1 of [PT3] one can prove
that Ψ satisfy condition (C). Clearly, for almost all ζ ∈ T,
σ1 > σ2 > · · ·
are all nonzero distinct singular values of Ψ(ζ).
Suppose now that d > 1. By the inductive hypothesis, Ψ admits a partial canon-
ical factorization of order d − 1. Thus Φ admits a partial canonical factorization
of order d. 
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Remarks on uniqueness. As we have mentioned above, unlike the case of
finite matrix functions, in the infinite-dimensional case a very badly approximable
function satisfying condition (C) can have infinitely many superoptimal approxi-
mants. However, in certain important cases the zero function is the only superop-
timal approximant of a very badly approximable function Φ:
(i) if the Hankel operator HΦ is compact, then Φ has a unique superoptimal
approximant ([T], [Pe1], [PT1]), and so in this case (note that such func-
tions Φ are automatically admissible) Φ is very badly approximable if and
only if condition (C) holds and in this case the zero function is the only
superoptimal approximant of Φ;
(ii) if rankΦ(ζ) is uniformly bounded for almost all ζ ∈ T (this happens, for
example, if Φ has finitely many columns or rows), then the family of sub-
spaces S
(σ)
Φ stabilizes and we have the situation similar to the case of finite
matrix functions; in this case again the zero function is the only superop-
timal approximant of Φ provided Φ satisfies condition (C);
(iii) if Φ satisfies condition (C) and if for almost all ζ ∈ T the subspaces S(σ)Φ (ζ),
σ > t∞(Φ) span ℓ
2, it is not hard to see that the zero function is the only
superoptimal approximant of Φ.
Let us explain (iii) in more detail.
Suppose that Φ satisfies condition (C) and let σk, k ≥ 0, be the decreasing
sequence such that for almost all ζ ∈ T, the σk are all nonzero distinct singular
values of Φ(ζ) (we have already mentioned above that (C) implies that the singular
values of Φ(ζ) are constant for almost all ζ ∈ T).
It was shown in §5 of [PT3] that if F is a superoptimal approximation of Φ, then
Φ(ζ)− F (ζ)
∣∣S(σk)Φ (ζ) = Φ(ζ)∣∣S(σk)Φ (ζ) for almost all ζ ∈ T.
(this was done in [PT3] for finite matrix functions, but the same proof also works
in the infinite-dimensional case). Thus if we assume that the subspaces S
(σk)
Φ (ζ)
span ℓ2 for almost all ζ ∈ T, we obtain Φ−F = Φ, and so the zero function is the
only superoptimal approximant of Φ.
7. Badly approximable operator functions
In [PT3] we obtained a description of badly approximable matrix functions. Now
we can obtain the same result for operator function.
Theorem 7.1. Let Φ ∈ L∞(B(ℓ2)) and ‖HΦ‖e < ‖Φ‖L∞. If Φ is badly approx-
imable, then
(i) ‖Φ(ζ)‖B(ℓ2) is constant for almost all ζ ∈ T;
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(ii) there exists a function f in Ker TΦ such that f(ζ) is a maximizing vector of
Φ(ζ) for almost all ζ ∈ T.
Conversely, if Φ ∈ L∞(B(ℓ2)) and satisfies (i) and (ii), then Φ is badly approx-
imable.
The proof is exactly the same as in the proof of Theorem 6.1 of [PT3].
Another result of §6 of [PT3] is a characterization of the set of badly approx-
imable functions Φ such that ‖HΦ‖e < ‖Φ‖L∞ and 0 is the only best approximant of
Φ. We can ask the same question in the case of infinite matrix functions. However,
if Φ ∈ L∞(B(ℓ2)) and ‖HΦ‖e < ‖Φ‖L∞ , then 0 cannot be the only best approxi-
mant. Indeed Φ is a badly approximable function satisfying ‖HΦ‖e < ‖Φ‖L∞ , then
by Theorem 5.3, it admits a partial canonical factorization
Φ =W∗
(
σU 0
0 Ψ
)
V∗
and ‖HΨ‖ < σ. Then there are infinitely many functions Q in H
∞(B(ℓ2)) such
that ‖Ψ−Q‖L∞ < σ. Now it is easy to verify (see Theorem 1.8 of Ch. 14 of [Pe2])
that
Φ− ΞQΘt =W∗
(
σU 0
0 Ψ−Q
)
V∗,
where Θ and Ξ are as in (5.3). Thus Φ has infinitely many best approximants.
However, we still can obtain a sufficient condition for a badly approximable
operator function to have a unique best approximant. Clearly, such a function Φ
cannot satisfy the inequality ‖HΦ‖e < ‖Φ‖L∞ . It is convenient to normalize Φ with
the condition ‖Φ‖L∞ = 1.
Theorem 7.2. Let Φ ∈ L∞(B(ℓ2)) be a function such that Φ(ζ) is an isometry
for almost all ζ ∈ T or Φ∗(ζ) is an isometry for almost all ζ ∈ T. Suppose that
{f(ζ) : f ∈ Ker TΦ} is a dense subset of KerΦ(ζ)⊥ for almost all ζ ∈ T. Then Φ
is very badly approximable and the zero function is the only best approximant of
Φ.
Proof. Clearly, the fact that Φ is very badly approximable is an immediate
consequence of Theorem 7.1. Let F be a best approximant of Φ and let Ψ = Φ−F .
Take f ∈ KerTΦ. Suppose that Φ(ζ) be a coisometry for almost all ζ ∈ T. By the
assumption of the theorem f(ζ) ∈ KerΦ(ζ)⊥ for almost all ζ ∈ T. Hence,
‖Φ(ζ)f(ζ)‖ = ‖f(ζ)‖ for almost all ζ ∈ T (7.1)
(in the case when Φ(ζ) is an isometry the above identity holds automatically).
Since f ∈ Ker TΦ, we conclude that HΦf = Φf , and (7.1) implies that
‖HΦf‖2 = ‖Φf‖2 = ‖f‖2.
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Since F ∈ H∞, we have HΦ = HΨ. Consider the following chain of inequalities:
‖f‖2 = ‖HΦf‖2 = ‖HΨf‖2 ≤ ‖HΨf‖2 ≤ ‖Ψ‖∞‖f‖2 ≤ ‖f‖2.
Therefore all inequalities in this chain are, in fact, equalities, and so
Ψf = HΨf = HΦf = Φf.
Since the set {f(ζ) : f ∈ Ker TΦ} is a dense subset of KerΦ(ζ)⊥ for almost all
ζ ∈ T, we obtain
Φ(ζ)
∣∣KerΦ(ζ)⊥ = Ψ(ζ)∣∣KerΦ(ζ)⊥ for almost all ζ ∈ T. (7.2)
If Φ(ζ) is an isometry for almost all ζ ∈ T, then KerΦ(ζ) is trivial, and therefore
Φ = Ψ.
If Φ(ζ) is a coisometry for almost all ζ ∈ T, then (7.2) implies that for almost
all ζ ∈ T
(Φ(ζ)x, y) = (Ψ(ζ)x, y), x ∈ KerΦ(ζ)⊥, y ∈ ℓ2.
Since ‖Ψ‖∞ ≤ 1, it follows that Φ∗(ζ) = Ψ∗(ζ) for almost all ζ ∈ T. 
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