The aim of this paper is to approximate a finite-state Markov process by another process with fewer states, called herein the approximating process. The approximation problem is formulated using two different methods.
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I. INTRODUCTION
Finite-State Markov (FSM) processes are often employed to model physical phenomena in many diverse areas, such as machine learning, information theory (lossy compression), networked control and telecommunication systems, speech processing, systems biology, etc. In many of these applications the state-space of the Markov process is prohibitively large, to be used in analysis and simulations. One approach often pursue to overcome the large number of states is to approximate the Markov process by a lower dimensional Markov process, with respect to certain measures of discriminating or approximating the distribution of the high dimensional Markov process by a reduced one. Such methods are described using relative entropy as a measure of approximation in [1] - [4] (and references therein). Further discussion of model reduction methods for Markov chains can be found in [5] . In general, approximating a Markov process by another process subject to a fidelity of reproduction is not necessarily Markov, but a finite-state hidden Markov process. This is a well known result of Information Theory [6] , on lossy compression of Markov sources with respect to a fidelity criterion. Model reduction of hidden Markov models via aggregation can be found in [1] , [7] , [8] . Specifically, in [8] the aggregated hidden Markov model is expressed as a function of a partition function and a recursive learning algorithm is proposed, which solves the optimal partition problem.
In this paper, the approximation problem of a FSM process by another process (FSM or FSHM) with reduced state-space is formulated as an optimization problem, with respect to a certain pay-off subject to a fidelity criterion defined by the total variation distance metric, using two different methods which are elaborated below.
Method 1.
Approximate the transition probabilities of a FSM process by another FSM process with reduced transition probability matrix. This approximation problem is formulated as a maximization of a linear functional on the transition probabilities of the reduced FSM processes, subject to a fidelity criterion defined by the total variation distance between the transition probabilities of the high and low FSM process. The main contributions of this method are the following: (i) a direct method for Markov by Markov approximation based on the transition probabilities of the original FSM process, exhibiting a water-filling behavior;
(ii) an example which illustrates the methodology, and the properties of the approximation.
Method 2.
Approximate a FSM process by another process with lower dimensional state-space, without imposing the assumption that the approximating process is also a Markov process. The following two formulations are investigated:
(a) maximize an average pay-off, described in terms of the occupation measure of the high dimensional Markov process, subject to a fidelity criterion defined by the total variation distance metric, between the invariant distribution of the higher dimensional Markov process and that of the lower dimensional process.
(b) maximize the entropy (Jayne's maximum entropy [9] ) of the invariant distribution of the lower dimensional process, subject to a fidelity criterion defined by the total variation distance metric, between the invariant distribution of the higher dimensional Markov process and that of the the lower dimensional process.
For both formulations, the resulting approximated process is not necessarily Markov, but a hidden Markov process. The crux of the approach considered lies in finding an optimal partition function which aggregates states of the original FSM process to form the reduced order process.
Moreover, an approach is described to further approximate the hidden Markov process by a Markov process, by minimizing the Kullback-Leibler divergence. The main contributions of this method are the following:
(i) iterative algorithms to compute the invariant distribution of the approximating process;
(ii) extremum measures which exhibit water-filling behavior, and solve the approximation problems;
(iii) optimal partition functions which aggregate the original FSM process to form the reduced order processes; (iv) examples which illustrate the approximation method and the properties of solutions to both formulations.
The rest of the paper is organized as follows. In Section II, the total variation distance and the October 16, 2014 DRAFT Kullback-Leibler divergence rate are defined, and the approximation problems are introduced. In Section III, the solution of approximation problem based on Method 1 is given. In Sections IV-A and IV-B, the solution of approximation problems based on Method 2 is given. In Section V, several examples are presented to illustrate the approximation methods. Section VI concludes by discussing the most important results obtained in this paper.
II. PROBLEM FORMULATION

A. Preliminaries and discrepancy measures
We consider a discrete-time homogeneous Markov process {X t : t = 0, 1, . . . }, with statespace X of finite cardinality card(X ) = |X |, and transition probability matrix P with elements {p ij : i, j = 1, . . . , |X |} defined by
The Markov process is assumed to be irreducible, aperiodic having a unique invariant distribution
For the rest of the paper we adopt the notation (µ, P, X ) to denote a stationary FSM process, with transition probabity matrix P , stationary distribution µ, and state-space X .
The distance metrics we will use to define the discrepancy between two probability distributions (and conditional probability distributions) are the Total Variation distance, and the Kullback-Leibler divergence. These are introduced below.
Consider the finite alphabet space (X , M), with M = 2 |X | . Define the set of probability vectors on X by
Thus, p ∈ P(X ) is a probability vector in R |X | + . 1) Total Variation (TV) distance: [10] The TV distance is a metric ||·|| T V :
2) Relative Entropy distance: [11] The relative entropy of ν ∈ P(X ) with respect to µ ∈ P(X ) is a mapping D(·||·) :
It is well known that D(ν||µ) ≥ 0, ∀ν, µ ∈ P 1 (X ), while D(ν||µ) = 0 ⇔ ν = µ.
Given a probability vector µ ∈ P(X ) define the fidelity set via the ball, with respect to the TV distance, centered at the vector µ ∈ P(X ), having radius R ∈ [0, 2] by
The two extreme cases of this set are R = 0 implying ν i = µ i , ∀i ∈ X , a.e., and R = 2
implying that the support sets of ν and µ denoted by supp(ν) and supp(µ), respectively, are non-overlapping, that is, supp(ν) ∩ supp(µ) = ∅. One of the most interesting properties of TV distance ball is that, any probability vector ν ∈ B R (µ) may not be absolutely continuous with respect to µ (i.e., µ i = 0 for some i ∈ X then ν i = 0). Consequently, any approximating probability vector ν ∈ B R (µ) can be defined on an alphabet Y with smaller cardinality than the probability vector µ ∈ P(X ), that is, supp(ν) ⊆ supp(µ). The total variation metric is also discussed in [12] . There is an anthology of distances and distance metrics on the space of probability distributions which are related to total variation distance [13] , and therefore one can obtain various lower and upper bounds on the performance with respect to other types of discrepancy measures. For example, if ν is not absolutely continuous with respect to µ, ∀ν ∈ B R (µ) belonging to total variation distance class, by Pinsker's inequality [14] , then
This is one such relation between || · || T V and D(·||·).
Let (µ, P, X ) and (ν, Φ, X ) be two stationary FSM processes. A version of the KL divergence used in [6] , [15] , is defined by
where P i• is assumed to be absolutely continuous with respect to Φ i• , that is, for any i ∈ X , Φ ij = 0 for some j ∈ X then P ij = 0. Note that (2) is used to compare stationary Markov processes which are defined on the same state-space. For Markov processes which are defined on different state-spaces, (2) is defined with respect to the lifted version of the lower dimensional
Markov process (see [3] ), defined by
where ψ(j) denotes the set of states belonging to the same group as the jth state, and ϕ denotes a partition function from X onto Y. For the rest of the paper we will use the notation D (ϕ) (P ||Φ) = D µ (P || Φ) to denote the KL divergence distance between two Markov processes via liflting.
B. Approximation problems
In this section we introduce the approximation problems described in the introduction. We propose two different methods to approximate FSM processes by lower dimensional processes, as follows.
1) Method 1:
This method is based on comparing two FSM processes (µ, P, X ) and (ν, Φ, Y), Y ⊆ X , by working directly on their transition probability matrices P and Φ. The approximation problem is formulated as a maximization of a linear functional, defined on the transition probabilities of the reduced order FSM process (ν, Φ, Y), subject to a TV distance fidelity criterion, between the transition probabilities of the high and low dimensional FSM processes. The precise problem formulation is given below.
Problem II.1 Given a FSM process (µ, P, X ), find a transition probability matrix Φ which solves the maximization problem defined by
where
set of non-negative vectors of dimension |X |).
The choice of ℓ weights the transition probabilities.
The optimal transition probability matrix Φ which solves maximization problem (4) is obtained
for all values of TV parameter R ∈ [0, 2], and exhibits a water-filling solution. In addition, as the TV parameter increases, it turns out that the dimension of the transition matrix Φ is reduced, and hence, a reduced order FSM process is obtained.
2) Method 2:
Given a FSM process (µ, P, X ) and a parameter R ∈ [0, 2], define the average pay-off with respect to the stationary distribution ν ∈ B R (µ) ⊂ P(X ) by
The objective is to approximate µ ∈ P(X ) by ν ∈ B R (µ), by solving the maximization problem defined by
for two alternative choices of the parameters ℓ ∈ R |X | + , as follows.
Formulation (a) (Approximation Based on Occupancy Distribution)
Let ℓ i µ i , ∀i ∈ X , which implies (6) is equivalent to maximizing a weighted sum of the stationary distribution {ν i : i ∈ X } ∈ P(X ), subject to a fidelity criterion. This formulation leads to an approximation algorithm described via reduction of the states (i.e., by deleting certain states of the original Markov process) to obtain the approximating reduced state process. Intuitively, the optimal solution has the property of maintaining and strengthening the states with the highest invariant probability, while removing the states with the smallest invariant probability.
Formulation (b) (Approximation Based on Maximum Entropy Principle)
Let ℓ i − log ν i , ∀i ∈ X , which implies that (6) is equivalent to the problem of finding the approximating distribution corresponding to the minimum description codeword length [16] . This formulation leads to an optimal approximation algorithm described via aggregation of the states (i.e., by grouping certain states of the original Markov process) to obtain the approximated reduced state process, which is a hidden Markov process. This formulation is related to minimizing the average codeword length of the approximated Markov process, subject to a fidelity criterion.
The approximated probability vector is based on the following concept. Given a FSM process (µ, P, X ), the optimal probabilities of the reduced process are defined on X , which is partitioned
The solution of the optimization problems based on Method 2(a) and 2(b), give the maximizing probability ν * (X i ), i = 1, . . . , K, on this partition.
October 16, 2014 DRAFT For Method 2(a), as R increases the maximizing probability vector, ν * , is given by a waterfilling solution, having the property that states of the initial probability vector µ ∈ P(X ) are deleted to form a new partition of X , denoted by 
The approximated probability vector based on occupancy distribution is defined bȳ
having states which are in one-to-one correspondence with {1, 2, . . . , k}, via the mapping
For Method 2(b), as R increases the maximizing probability vector ν * , exhibits a water-filling solution, with the property that states of µ ∈ P(X ) are aggregated together to form a new partition of X . The approximated probability vector is obtained as defined below. If any of the ν * (X k ), k ∈ {1, . . . , K} become equal then a new probability vectorν is defined by adding together those ν * ∈ P(X ) which are equal, and settingν However, an Markov approximating process is obtained by the following two-step procedure.
Step 1 corresponds to the the approximating problems described above 1 .
Step 2 utilizes the approximating process {Y t : t = 0, 1, . . . } of step 1, to further approximate a FSM process by another FSM process (ν, Φ, Y), Y ⊂ X . Here, the objective is to find an optimal partition function ϕ and a transition matrix Φ which minimizes the KL divergence rate [3] defined by
where Φ is given by (3) , and denotes the lifted version of the lower dimensional Markov chain Φ by using an optimal partition function ϕ. By employing certain results from [3] , the transition matrix Φ which solves (9) is obtained. What remains, is to find an optimal partition function ϕ,
for the approximation problems of Method 2(a) and 2(b). This Markov by Markov approximation is found by working only with values of TV parameter for which a reduction of the states occurs, that is, |Y| < |X |.
Given a FSM process (µ, P, X ), an algorithm is presented, which describes how to construct the transition probability matrix Q † , from the maximizing distribution ν * of problem (6) for Method 2(a) and 2(b). Then, using Definitions II.2 and II.3, a lower probability distribution ν ∈ P(Y) is obtained. Under the restriction that the lower dimensional process is also a FSM process (ν, Φ, Y), Y ⊂ X , an optimal partition function ϕ and a transition probability matrix Φ, are found which minimize the KL divergence rate between P and Φ. The approximation procedure for Method 2(a) and 2(b), is shown in Fig.1 .
The precise problem definition of approximation Method 2 based on occupancy distribution is given below.
Problem II.5 (Approximation Based on Occupancy Distribution)
Given the optimal solution of (10), letν of Definition II.2 denote the invariant distribution of a
Under a Markovian assumption Partition function, ϕ Transition matrix, Φ Find an optimal partition function ϕ, and calculate the transition probability matrix Φ, which satisfiesν =νΦ, and minimizes the KL divergence rate defined by
Other reasonable choices, are possible by letting ℓ ∈ R |X | + correspond to a reward or a profit, a cost or a loss, etc., whenever a node is visited.
Next, the precise problem definition of approximation Method 2 based on maximum entropy principle is given.
Problem II.6 (Approximation Based on Maximum Entropy Principle)
Maximize the entropy of {ν i : i ∈ X } ∈ P(X ) subject to total variation fidelity set, defined by
Given the optimal solution of (12), letν of Definition II.3 denote the invariant distribution of a
Find an optimal partition function ϕ, and calculate the transition probability matrix Φ, which satisfiesν =νΦ, and minimizes the KL divergence rate defined by
Problem (12) is of interest when the concept of insufficient reasoning (e.g., Jayne's maximum entropy principle 2 [9] ) is applied to construct a model for ν ∈ P(X ), subject to information quantified via the fidelity set defined by the variation distance between ν and µ.
It is not difficult to show that the maximum entropy approximation defined by (12) is precisely equivalent to the problem of finding the approximating distribution corresponding to the minimum description codeword length, also known as the universal coding problem [16] , [17] , as follows.
+ denote the positive codeword lengths corresponding to each symbol of the approximated distribution, which satisfy the Kraft inequality of lossless Shannon codes i∈X D −ℓ i ≤ 1, where the codeword alphabet is D-ary (unless specified otherwise log(·)
Then, by the Von-Neumann's theorem, which holds due to compactness and convexity of the constraints, it follows that
µ=µP i∈X
Hence, for ℓ i △ = − log ν i , ∀i ∈ X , the optimization (6) is equivalent to optimization (12).
III. METHOD 1: SOLUTION OF APPROXIMATION PROBLEM
In this section, we give the main theorem which characterizes the solution of Problem II.1.
Define the maximum and minimum values of the sequence
and its corresponding support sets by
For all remaining elements of the sequence, {ℓ i : i ∈ X \ X 0 ∪ X 0 }, define recursively the set of indices for which ℓ achieves its (k+1)th smallest value by X k , where k ∈ {1, 2, . . . , |X \X 0 ∪X 0 |}, till all the elements of X are exhausted (i.e., k is at most |X \ X 0 ∪ X 0 |), and the corresponding values of the sequence on the X k sets by ℓ(X k ).
For a fixed i ∈ X , define the total variation of a finite signed measure Ξ ij
to be equal to the summation of its positive and its negative part, that is,
By utilizing the fact that j∈X Ξ ij = 0, ∀i ∈ X then
Let
and the pay-off can be reformulated as follows.
In addition, i∈X j∈X
The solution of Problem II.1 is obtained by identifying the partition of X into disjoint sets
. . , X k } and the transitions on this partition. The main idea is to express Ξ i• as the difference of its positive and negative part and then find upper and lower bounds on the transition probabilities of X 0 and X \ X 0 which are achievable. Closed form expressions of the transition probability measures, on these sets, which achieve the bounds are derived.
Note that, if we replace the maximization in (4) with minimization, then the solution of the new problem is obtained precisely as that of Problem II.1, but with a reverse computation of the partition of the space X and the mass of the transition probability on the partition moving in the opposite direction.
The following Theorem characterizes the solution of Problem II.1.
Theorem III.1 The solution of Problem II.1 is given by
i∈X j∈X
where for any i ∈ X , Proof: See the Appendix.
Clearly, the optimal transition matrix Φ is obtained via a water-filling solution.
IV. METHOD 2: SOLUTION OF APPROXIMATION PROBLEMS
In this section, we recall some results from [18] , which are vital in providing the solution of
Problem (6), and consequently the solution of approximation Problems (II.5) and (II.6).
First recall, from Section III, the definitions of the support sets X 0 , X 0 , X k and the definitions of the corresponding values of the sequence on these sets given by ℓ max , ℓ min and ℓ(X k ).
, it is shown in [18] , that the solution of optimization (6) is given by
and the optimal probabilities are obtained via water-filling, as follows
where, k = 1, 2, . . . , r and r is the number of X k sets which is at most |X \ X 0 ∪ X 0 |. The optimal probabilities given by (22a)-(22c), can be expressed in matrix form as follows
In Sections IV-A and IV-B, we provide algorithms for constructing the desired Q † matrix for the optimizations (10) and (12), respectively. 
Remark IV.1 The identification of the support sets
and similarly for the rest, that is, if |X 0 | > 1 then
and if
The resulting optimal probability ν * is a (2 + r) row vector and hence, by (23) Q † is an |X | × (2 + r) matrix. Then by employing (24) we extract the optimal probabilities ν * i for all i ∈ X , which are then used in definition of the optimal partition functions (see Definition IV. 4 and IV.9). By Definition II.2 and II.3, the approximated probability vectorν ∈ P(Y) is readily available and satisfiesν
For the approximation based on occupancy distribution, we let the matrix
where Q matrix is modified accordingly.
Once the reduced state process is obtained, we utilize its solution to solve the optimizations (11) and (13) . The relation between µ(t), µ(t + 1) ∈ P(X ) andν(t),ν(t + 1) ∈ P(Y) is shown in Fig.2 . 
A. Solution of approximation problem based on occupancy distribution
In this section, we first give an algorithm to construct the Q † matrix which solves (10). Then, under an additional assumption that the reduced process is also Markov, we give the solution of (11).
Let k = 0, 1, . . . , r −1, where r denotes the number of X k sets, that is, For any R ∈ [0, 2]:
2)
Step.1 (Indicator functions):
and
3)
Step. 
ii) Let all the remaining elements of the ith column be equal to
b) For all i ∈ X k , k = 0, 1, . . . , r − 1, and j ∈ ψ ∈ {1, 2, . . . , |X k |} : i ∈ X k is in the ψth position on X k set , the elements of the ith column are as follows.
iii) For all z ∈ X \ X 0 ∪ X k and only if z > i let the (Q † ) z,i element be equal to
iv) Let all the remaining elements of the ith column be equal to
Once the Q † matrix is constructed, as a function of the TV parameter R, then by (23) the resulting optimal probability, ν * , is an 1 × |X | row vector. However, recall from Remark IV.1 that by definition ν * is just an 1 × (2 + r) row vector. By using all the information that the support sets provide to us we can easily transform the 1 × |X | row vector to an 1 × (2 + r) row vector, by simply adding together the optimal probabilities, ν * i , ∀i ∈ X , which belong to the same support sets. Given the optimal solution of optimization (10), then by Definition II.2 the lower dimensional process {Y t : t = 0, 1 . . . } with invariant distributionν is obtained, either by removing all zero elements of ν * ∈ P(X ), or by defining a Q matrix to be equal to Q † after the deletion of all zero columns, and henceν
where the dimensions of Q matrix are based on the value of the TV parameter R ∈ [0, 2].
Before we proceed with the solution of (11), we provide a simple, yet useful example in order to explain each step of Algorithm IV.2.
, where ℓ 1 > ℓ 2 > ℓ 3 > ℓ 4 , and |X | = 4. For simplicity it is assumed that the optimum probabilities ν * i , i ∈ X , as a function of R are known, as presented in Fig.3 .
Initialization step. The support sets are equal to X 0 = {1}, X 0 = {4}, X 1 = {3} and
The number of X k sets is equal to r = 3.
Step.1 From (26), the indicator function I X 0 is given by
From (27), the indicator functions 1] are given by
The values of the indicator functions for R ∈ [0, 2] are given below. Step.2 Let Q † be an 4 × 4 matrix. For 0 ≤ R < R 1 ,
and since no zero column exist then Next, we proceed with the solution of (11), by lettingν ∈ P(Y) to denote the invariant distribution of a lower dimensional Markov process (ν, Φ). As mentioned in [3] , the main difficulty in solving (11) is in finding an optimal partition function ϕ. However, once an optimal partition is given then the solution of Φ can be easily obtained. Toward this end, next we define an optimal partition function for the approximation problem based on occupancy distribution at values of TV parameter R for which a reduction of the states occurs (i.e., see Example IV.3, Fig.3 , for values of R = R 1 , R 2 and R 3 ).
Note that, the number of columns of Q matrix is based on the value of total variation parameter
R. For 0 ≤ R < R 1 ,
its dimension is equal to (|X |) × (1 + r). Whenever an indicator function becomes equal to zero, all elements of the respective column become equal to zero, and hence the column is deleted, until
Definition IV.4 (Partition function) Let X and Y be two finite dimensional state-spaces with
|Y| < |X |. Define a surjective (partition) function ϕ : X −→ Y as follows.
Note that, once the optimal probabilities ν * i , ∀i ∈ X are obtained, we can easily identify the values of R for which a reduction of the states occurs. In addition, since the solution behavior of (10) is to remove probability mass from states with the smallest invariant probability and strengthening the states with the highest invariant probability, this property of the partition function ϕ is intuitive and expected.
Next, we reproduce the main theorem of [19] , which gives the solution of Φ that solves (11).
Theorem IV.5 Let (µ, P, X ) be a given FSM process and ϕ be the partition function of Definition IV.4. For optimization (11) , the solution of Φ is given by
Proof: See [3] .
B. Solution of Approximation problem based on maximum entropy principle
In this subsection, we first give an algorithm to construct the Q matrix which solves (12).
Then, under the assumption that the reduced process is also Markov, we give the solution of (13) . Before giving the algorithm, we introduce some notation.
Let r denote the number of X k sets, that is, 1 ≤ r ≤ |X \ X 0 ∪ X 0 | (note that, X 0 set is excluded, in contrast with the definition of r in Section IV-A). Furthermore, let r + and r − denote the number of µ i , i ∈ X , such that
, respectively. In addition, µ i = µ j should also be satisfied for all i = j, i, j ∈ X .
Remark IV.6 The initialization step of the following algorithm is performed by letting R = 0.
In this case, ν i = µ i , ∀i ∈ X , and hence, ℓ i − log ν i = − log µ i .
Algorithm IV.7
1) Initialization step:
a) Arrange µ i , i ∈ X , in a descending order and let R = 0.
b) Identify the support sets X 0 , X 0 and X k for all k ∈ {1, 2, . . . , |X \ X 0 ∪ X 0 |}.
c) Calculate the value of r, r − and r + .
For any R ∈ [0, 2]:
2)
For
(40)
3)
Step.2 (The Q † matrix):
a) The elements of the first column are given as follows.
i) For all i ∈ X 0 , let the (Q † ) i,1 be equal to
ii) For all i ∈ X k , k = 1, 2, . . . , r − −1, let the (Q † ) i,1 be equal to
iii) Let all the remaining elements be equal to −R/2
b) The elements of the last column are given by
ii) For all i ∈ X r−k+1 , k = 1, 2, . . . , r ↑ − 1 let the (Q † ) i,r+2 be equal to I
iii) Let all the remaining elements be equal to R/2
c) The elements of all remaining columns are given by 
ii) For all i ∈ X r−k+1 , k = 1, 2, . . . , r + −1 let 
Once the Q † matrix is constructed, as a function of the TV parameter R, then by (23) the solution of optimization (12) is readily available, and hence, by Definition II.3, the lower dimensional process {Y t : t = 0, 1 . . . } with invariant distributionν is obtained, either by adding all equal elements of ν * ∈ P(X ), or by defining a Q matrix to be equal to Q † , after the merging of all equal columns (by adding them). Hencē
Before we proceed with the solution of (13) Step.1 From (38)-(39), the indicator functions I − are given by Step.2 Let Q † be an 4 × 4 matrix. For 0 ≤ R < R 1 ,
and since no equal columns exist then 
Note that, the dimension of matrix Q is based on the value of total variation distance parameter
+ r). Whenever two columns become equal (that is, an indicator function is activated) they are merged, until for some R ≥ R 2 , where matrix Q is transformed into column vector of dimension (|X |) × (1).
Next, we proceed with the solution of (13), by lettingν to denote the invariant distribution of a lower dimensional Markov process (ν, Φ). To this end, we next define an optimal partition function for the approximation problem, based on maximum entropy principle at values of TV parameter R, for which an aggregation of the states occurs (i.e., see Example IV.8, Fig.4 , for values of R = R 1 , R 2 and R 3 .). 
Note that, once the optimal probabilities ν * i , ∀i ∈ X are obtained, we can easily identify the values of R for which an aggregation of the states occurs. Next, we reproduce the main theorem of [19] , which gives the solution of Φ that solves (13).
Theorem IV.10 Let (µ, P, X ) be a FSM process and ϕ be the partition function of Definition IV.9. For optimization (13) , the solution of Φ is given by
V. EXAMPLES
A. Markov chain approximation with a small number of states
In this example, we employ the theoretical results obtained in preceding sections to approximate a 4-state FSM process (µ, P, X ) with transition probability matrix given by 
and steady state nominal probability vector equal to
In particular, in Section V-A1, we solve approximation problem based on Method 1. In Section V-A2 we solve the approximation problem based on occupancy distribution, and in Section V-A3 based on entropy principle of Method 2. and support sets given by X 0 = {1}, X 0 = {4}, X 1 = {3} and X 2 = {2} the maximizing distribution of (10) exhibits a water-filling behavior as depicted in Fig.3 . For values of TV parameter 0 ≤ R ≤ R 1 = 0.2, all maximizing probabilities ν * i , i = 1, . . . , 4, are greater than zero and hence |Y| = 4 = |X | andν i = ν * i , i = 1, . . . , 4. However, for R 1 ≤ R < R 2 = 0.68, |Y| = 3 < |X | = 4 since ν * 4 becomes equal to zero and henceν i = ν * i , i = 1, 2, 3. The procedure follows until for some R ≥ R 3 = 1.32 in which |Y| = 1 andν 1 = ν * 1 = 1. From the above discussion, it is clear that, the solution of approximation problem based on occupancy distribution is described via a water-filling deletion of states with the smallest invariant probability and maintaining and strengthening the states with the highest invariant probability, and hence a lower dimensional distributionν is obtained which is then applied to the problem of Markov by Markov approximation. For the solution of (11), first we find an optimal partition function ϕ and then we calculate a transition probability matrix Φ which best approximates transition matrix P only for values of R for which a reduction of states occurs, that is, for R = 0, 0.2, 0.68 and 1.32. The optimal results are depicted in Table II . . In summary, the solution of approximation problem based on entropy principle is described via aggregation of states, that is, by grouping certain states of the original Markov chain to obtain the approximating reduced state process.Then the lower dimensional distributionν is applied to problem (13) . The optimal partition function ϕ and the transition probability matrix Φ which minimizes the KL divergence rate for values of R = 0, 0.04, 0.28 and 0.32 are as shown in Table III .
1) Solution of Problem II.1:
Let ℓ = {ℓ ∈ R 4 + : ℓ 1 > ℓ 2 > ℓ 3 > ℓ 4 },R Φ † Φ 0        .4 .2 .3 .1 .3 .5 .1 .1 .2 .3 .4 .1 .6 .2 .1 .1               .4 .2 .3 .1 .3 .5 .1 .1 .2 .3 .4 .1 .6 .2 .1 .1        0.2       
B. Markov chain approximation based on occupancy distribution with a large number of states
In this example we approximate a 25-state Markov process based on occupancy distribution.
The transition matrix P of the original Markov process is as shown in Fig.5(a) , in which the color of the ith row and jth column represents the P ij element as indicated by the color bar.
Then, based on the resulting values of µ i , ∀i ∈ X , the state space X is partitioned into 16 disjoint sets, where
X 12 ={6, 5}, X 13 ={4, 3}, X 14 ={2}. .86 .14 .86 .14 -.14 1.14 -.14 1.14
.65 .35 
C. Markov chain approximation based on maximum entropy with a large number of states
In this example we approximate a 25-state Markov process based on maximum entropy. The transition matrix P of the original Markov process is as shown in Fig.6(a) . By Remark IV.6, the state-space X is partitioned into 25 disjoint sets, where X 0 = {25}, X 0 = {1} and X k = {k + 1} Markov process, respectively.
VI. CONCLUSION
In this work, we present two methods of approximating a FSM process by another process, with fewer states. The first method, utilizes the total variation distance to discriminate the transition probabilities of a high dimensional FSM process by a reduced order Markov process, and hence a direct method for a Markov by Markov approximation is obtained. The second method, utilizes total variation distance as a new discrepancy measure, and the problem is formulated using:
(a) maximization of an average pay-off functional with respect to the approximated invariant probability, and, (b) maximization of the entropy of the approximated invariant probability, both subject to a constraint on the total variation distance metric between the invariant probability of the original Markov process and that of the approximated process. Then, by utilizing the obtained solution, we studied the problem of approximating a FSM process with another FSM process of reduced order with respect to the Kullback-Leibler divergence rate. Examples are included to demonstrate the approximation approach for each of the two methods.
APPENDIX
Before we proceed with the proof of Theorem III.1, we give the following Lemma in which lower and upper bounds, which are achievable, are obtained.
The bound holds with equality if
(b) Lower Bound.
Case 2) If
Moreover, equality holds if
Proof: Part (a): First, we show that inequality (58) holds.
Next, we show that under the stated conditions (59) equality holds. Next, we show that under the stated conditions (61) equality holds. 
Proof of Theorem III.1: We provide the main steps for the derivation of Theorem III.1, since the methodology followed for solving Problem II.1 is similar to the one followed in [18] .
In particular, for a fixed i ∈ X , the solution of Problem II.1 is given by (21) and (22), with
proper substitution of ν * → Φ † and µ → P .
From (17), the pay-off of Problem II.1 is given by i∈X j∈X ℓ j P ij µ i + max
To maximize (64) we employ the fact that Ξ is a finite signed measure satisfying (18) . It is obvious that for each i ∈ X an upper and a lower bound must be obtained for j∈X ℓ j Ξ + ij µ i and j∈X ℓ j Ξ − ij µ i , respectively. Before proceeding with the derivation of the optimal transition probabilities Φ † based on upper and lower bounds, we discuss first the solution behavior in terms of the TV constraint given by (16) , that is i∈X α i µ i ≤ R.
Let α i , ∀i ∈ X , to be given by (20d) (see [18] , Lemma 3.1 and Corollary 3.3); then, it can be verified that for R ≤ R max,i , ∀i ∈ X , the TV constraint holds with equality, and also that as R increases (i.e., R max,i ≤ R ≤ R max,i+1 , ∀i, i + 1 ∈ X ), the TV constraint holds with inequality.
However, the solution of (4) with respect to the specific i ∈ X for which R ≥ R max,i is constant and hence the overall solution of (4) is not affected. Finally, for values of R ≥ R max,i , ∀i ∈ X the overall solution of Problem II.1 is constant, in particular, is equal to ℓ max . The relation of TV constraint i∈X α i µ i with the TV parameter R, is depicted in Fig.7 . Next we proceed with the derivation of (20).
From Lemma A.1, Part (a), the upper bound (58), holds with equality if conditions given by (59) are satisfied. Note that, the first condition of (59) is always satisfied and from the second and hence the optimal transition probability of each j ∈ X 0 is given by
From Lemma A.1, Part (b), case 1, the lower bound (60), holds with equality if conditions given by (61) are satisfied. Furthermore, from the second condition of (61) we have that j∈X 0 Φ ij = j∈X 0
, and also the first condition must be satisfied, hence the optimal transition probability of each j ∈ X 0 is given by P ij ≥ 0 and (63c) must be satisfied, hence the optimal transition probability of each j ∈ X k is given by
We advice the interested reader to see [18] for additional details concerning the steps for the solution of Problem II.1.
