The feature selection process can be considered a problem of global combinatorial optimization in machine learning, which reduces the number of features, removes irrelevant, noisy and redundant data, and results in acceptable classification accuracy. In this paper, we propose a combination of genetic algorithms (GAs) and particle swarm optimization (PSO) for feature selection. The K-nearest neighbor (K-NN) method with leave-one-out cross-validation (LOOCV) serves as an evaluator for the GAs and the PSO. The proposed method is applied to five classification problems taken from the literature. Experimental results show that our method simplifies features effectively and obtains a higher classification accuracy compared to other feature selection methods.
Introduction
The purpose of the feature selection is to reduce the number of irrelevant features while maintaining acceptable classification accuracy. A good feature selection method can reduce the cost of feature measurement, and increase classifier efficiency and classification accuracy. Feature selection is of considerable importance in pattern classification, data analysis, multimedia information retrieval, medical data processing, machine learning, and data mining applications.
Several methods have been previously used to perform feature selection on training and testing data, for example genetic algorithms [1] , sequential search algorithms [2], mutual information [3] , neural networks [4] , and tabu search [5] . In order to obtain a higher classification accuracy for classification problems, an improved feature selection process is needed. A comparative study on feature selection can be found in Oh et al [6] .
In this paper, combining genetic algorithms (GAs) and particle swarm optimization (PSO) is used to implement a feature selection, and K-NN with LOCCV serves as an evaluator for the GAs and the PSO for five multiclass classification problems taken from the literature. PSO improves the inferior performance of populations in the GAs with each generation, and can reduce the number of necessary features, while also avoiding that particles get trapped in a local optimum. The sample classification is accomplished using the K-NN method with LOCCV method based on the Euclidean distance calculation. The results reveal that the proposed method resulted in a higher accuracy compared to the previously published results.
Methods

Genetic Algorithms
GAs (Genetic Algorithms) were developed by Holland in 1970. GAs are stochastic search algorithms modeled on the process of natural selection, which underlies biological evolution. GAs have been successfully applied in many search, optimization, and machine learning problems [7] . GAs are designed to simulate processes in natural systems necessary for evolution, specifically those that follow the principle of survival of the fittest first laid down by Charles Darwin. As such they represent an intelligent exploitation of a random search within a defined search space to solve a problem. GAs proceed in an iterative manner by generating new populations of strings from old ones. Every string is the encoded binary, real etc., version of a candidate solution. An evaluation function associates a fitness measure to every string indicating its fitness for the problem. Standard GAs apply genetic operators such selection, crossover, and mutation on an initially random population in order to compute a whole generation of new strings.
Particle Swarm Optimization
Particle Swarm Optimization (PSO) is a population-based stochastic optimization technique, which was developed by Kennedy and Eberhart in 1995. In PSO, each single candidate solution can be considered "an individual bird of a flock", that is, a particle in the search space. Each particle makes use of its own memory and knowledge gained by the swarm as a whole to find the best solution. All of the particles have fitness values, which are evaluated by a fitness function to be optimized; they also have velocities which direct the movement of the particles. During movement, each particle adjusts its position according to its own experience and according to the experience of a neighboring particle, thus making use of the best position encountered by itself and its neighbor. The particles move through the problem space by following a current of optimum particles. The process is then iterated a fixed number of times or until a minimum error is achieved [8] . In this paper, a simple binary version of a PSO algorithm is used. The position of each particle is given in binary string form, which adequate reflects the simple yes/no choice of whether a feature should be selected or not.
K-nearest neighbor
The K-nearest neighbor (K-NN) method was first introduced by Fix and Hodges in 1951, and is one of the most popular nonparametric methods [9] [10]. The purpose of the algorithm is to classify a new object based on attributes and training samples. The K-nearest neighbor method consists of a supervised learning algorithm where the result of a new instance query is classified based on the majority of the K-nearest neighbor category. The classifiers do not use any model for fitting and are only based on memory, which works based on a minimum distance from the query instance to the training samples to determine the K-nearest neighbors. Any tied results are solved by a random procedure.
In this study, the feature subset was measured by the leave-one-out cross-validation of one nearest neighbor (1-NN). Neighbors are calculated using their Euclidean distance. The 1-NN classifier is simple and provides a reasonable classification performance in most applications. As the 1-NN classifier does not require any user-specified parameters, its classification results are implementation independent.
Initially, each chromosome was coded to a binary alphabetic strin
the bit value {1} represents a selected feature, whereas the bit value {0} represents a non-selected feature. The initial population is generated randomly. The predictive accuracy of a 1-nearest neighbor (1-NN) determined by the leave-one-out cross-validation method is used to measure the fitness of an individual. The fitness value for the 1-NN evolves according to the Leave-One-Out Cross-Validation (LOOCV) Method for all datasets. The obtained classification accuracy is an adaptive functional value. The rand-based roulette-wheel selection scheme was used in this paper. Standard genetic operators, such as crossover and mutation, are applied without modification. A 2-point crossover operator is used, which chooses 2 cutting points at random and alternatively copies each segment out of the two parents. If a mutation is present, either one of the offsprings is mutated, and their binary representation changes from 1 to 0 or from 0 to 1 after the crossover operator is applied. If the mutated chromosome is superior to both parents, it replaces the worst one of the parents; otherwise, the most inferior chromosome in the population is replaced. Then, PSO is used to improve the inferior performance of the population in the GAs solution with each generation.
In this study, the adaptive functional values were data based on the particle features representing the feature dimension; this data was classified by a 1-NN to obtain classification accuracy. Each particle renewal is based on its adaptive value. The best adaptive value for each particle renewal is pbest, and the best adaptive value within a group of pbest is gbest. Once pbest and gbest are obtained, we can keep track of the features of the pbest and gbest particles with regard to their position and speed. Each particle is updated according to the following equation. 
In order to avoid particles getting trapped in a local optimum, the gbest value has to be checked before each particle renewal is updated. If gbest is the same for a preset number of times (meaning the particle is trapped in a local optimum), the gbest value is reset while pbest is kept. 
Results and Discussion
The dataset we used in this study was obtained from the UCI Repository [10] . The data format was arranged as shown in Table 1 . In this paper we propose to use a combination of GAs with PSO to serve as the feature selection method for test problems. If only GAs are used for feature selection, the optimal or near optimal genes are not selected. PSO is used to improve the inferior performance of populations in the GAs solution. It also reduces the number of features and avoids particles getting trapped in a local optimum. Binary PSO was used to serve as feature selection for classification problems. It improves performance owing to its smaller number of simple parameter settings. The evaluation method used was the 1-NN method with Leave-One-Out Cross-Validation (LOOCV) for all datasets. Table 1 shows the format of five classification problems, the evaluation method. Table 2 compares experimental results obtained by other methods from the literature [Oh et al., 2004] with the proposed method. The proposed method obtained the highest classification accuracy for the Glass, Letter, and Segmentation classification problems. For the Glass classification problem, the proposed method obtained 100% classification accuracy, while the number of features that e need to be selected is smaller than in other methods. This means that not all features are needed to achieve total classification accuracy. The classification accuracies for the Ionosphere and the Sonar test problems were slightly lower than the classification accuracies of the other feature selection methods, but are still comparable. These results indicate that for different classification problems, the proposed method (binary particle swarm optimization) can serve as a pre-processing tool and help optimize the feature selection process, which leads to an increase in classification accuracy. A good feature selection process reduces feature dimensions and improves accuracy.
For each of the data sets, the recognition rates were measured for four values of D (D/5, 2D/5, 3D/5, and 4D/5, D is total number of features) [8] . The proposed method could determine the optima of features used and obtained a higher classification accuracy. For the text problem Letter, the classification accuracy obtained by the proposed method was higher than the results in Oh et al., while the number of features selected was the same. For the text problems Glass and Vowel, the classification accuracies obtained by the proposed method was the same as the results obtained in Oh et al. while the number of features used was also same. For the text problems Segmentation, classification accuracies obtained by the proposed method were higher than the results obtained in Oh et al. while the number of features used was lower.
We used 1-NN with LOOCV as a fitness function of GAs and PSO, which serves two purposes. First, calculation time can be decreased. Secondly, a higher accuracy can be obtained due to the fact that 1-NN classification with the leave-one-out cross-validation method is used to measure data usage.
Conclusions
In this paper, we used a combination of GAs and PSO to perform feature selection, and the 1-NN method served as an evaluator for the GAs and PSO fitness functions. Experimental results show that the proposed method simplified feature selection and the total number of parameters needed effectively, thereby obtaining a higher classification accuracy compared to other feature selection methods. The classification accuracy obtained by the proposed method has the highest classification accuracy in three of the five data test problems, and is comparative to the classification accuracy of the other two test problems. The proposed method can serve as an ideal pre-processing tool to help optimize the feature selection process, since it increases the classification accuracy and, at the same time, keeps computational resources needed to a minimum. The proposed method could also be applied to problems in other areas in the future.
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