Abstract. In 1962, Fadell and Neuwirth showed that the configuration space of the braid arrangement is aspherical. Having generalized this to many real reflection groups, Brieskorn conjectured this for all finite Coxeter groups. This follows from Deligne's seminal work from 1972, where he showed that the complexification of every real simplicial arrangement is a K(π, 1)-arrangement. In the 1980s Nakamura and Orlik-Solomon established this property for all but six irreducible unitary reflection groups. These outstanding cases were resolved in 2015 in stunning work utilizing Garside theory by Bessis.
Introduction
Frequently, questions concerning reflection arrangements arose first for symmetric groups, then were extended to the remaining finite Coxeter groups and finally embraced the entire class of complex reflection groups. A prime example of this phenomenon is the question about the topological nature of the complement of the union of the hyperplanes in the ambient complex space.
We say that a complex ℓ-arrangement A is a K(π, 1)-arrangement, or that A is K(π, 1) for short, provided the complement M(A ) of the union of the hyperplanes in A in C ℓ is aspherical, i.e. is a K(π, 1)-space. That is, the universal covering space of M(A ) is contractible and the fundamental group π 1 (M(A )) of M(A ) is isomorphic to the group π. This is an important topological property, for the cohomology ring H * (X, Z) of a K(π, 1)-space X coincides with the group cohomology H * (π, Z) of π.
In 1962, Fadell and Neuwirth [FN62] proved that the complexified braid arrangement of the symmetric group is K(π, 1). Brieskorn [Br73] extended this result to a large class of finite Coxeter groups and conjectured that this is the case for every finite Coxeter group. This follows from Deligne's seminal work [Del72] , where he showed that the complexification of every real simplicial arrangement is a K(π, 1)-arrangement. This lead to the question whether the universal cover of the complement of the arrangement of every complex reflection group is contractible. Nakamura proved this for the imprimitive complex reflection groups, constructing explicit locally trivial fibrations [Nak83] . Utilizing their approach via Shephard groups, Orlik and Solomon succeeded in showing that the reflection arrangement stemming k ℓ (r), defined in [OS82, §2] , interpolate between the reflection arrangements of the imprimitive reflection groups G(r, r, ℓ) and G(r, 1, ℓ). More precisely, for r, ℓ ≥ 2 and 0 ≤ k ≤ ℓ the defining polynomial of A Theorem 1.2 is proved in §5 by constructing an explicit locally trivial fibration with aspherical fibers and base spaces. Our proof that the given map is a fibration utilizes Thom's first isotopy lemma, Theorem 3.6.
The paper is organized as follows. In §2 we recall standard results for general arrangements and reflection arrangements from [OT92, §6] . In §3 we restate the first isotopy lemma of Thom alongside with some related notation. §4 is devoted to a discussion of a question of primality of some specific ideals in polynomial rings. Finally, utilizing the machinery from §3 and a result from §4, we prove Theorem 1.2 in our final section.
For general information about arrangements and reflection groups we refer the reader to [Bou68] , [OS82] and [OT92] .
Recollections and Preliminaries
2.1. Hyperplane Arrangements. Let V = C ℓ be an ℓ-dimensional complex vector space. A hyperplane arrangement is a pair (A , V ), where A is a finite collection of hyperplanes in V . Usually, we simply write A in place of (A , V ). We only consider central arrangements, i.e. the origin is contained in the center T := H∈A H of A . We also use the term ℓ-arrangement to indicate a central arrangement in C ℓ .
The lattice L(A ) of A is the set of subspaces of V of the form H 1 ∩ · · · ∩ H n where {H 1 , . . . , H n } is a subset of A . For X ∈ L(A ), we have two associated arrangements, firstly the subarrangement A X := {H ∈ A | X ⊆ H} of A and secondly, the restriction of A to X, defined by
The lattice L(A ) is a partially ordered set by reverse inclusion:
We have a rank function on L(A ) defined by r(X) := codim V (X). The rank r(A ) of A is the rank of a maximal element in L(A ) with respect to the partial order. With this definition L(A ) is a ranked geometric lattice, [OT92, §2] . Although, the arrangements A k ℓ (r) only differ from the K(π, 1)-arrangements A 0 ℓ (r) and A ℓ ℓ (r) by adding, respectively removing coordinate hyperplanes, the following basic example illustrates that the K(π, 1)-property is not retained under addition and deletion of a hyperplane in general. Let A ⊂ B ⊂ C be the 3-arrangements given by Q(A ) = xyz, Q(B) = xyz(x + y − z), and Q(C ) = xyz(x + y)(x + y − z), respectively. While both A and C are supersolvable whence are K(π, 1), in contrast B is generic so is not K(π, 1).
2.2. The K(π, 1)-problem for restrictions of reflection arrangements. Next we discuss the state of Conjecture 1.1. Suppose that W ⊆ GL(V ) is a finite, unitary reflection group acting on the complex vector space V = C ℓ . The reflection arrangement A = A (W ) of W in V is the hyperplane arrangement consisting of the reflecting hyperplanes of the elements in W acting as reflections on V . We use the classification and labeling of the irreducible unitary reflection groups due to Shephard and Todd, [ST54] .
Let X ∈ L(A ). First observe that if dim X ≤ 2, then A X is known to be K(π, 1), cf. [OT92, Prop. 5.6]. So this implies the conjecture already for all exceptional arrangements of rank up to 3, as A itself is K(π, 1). Secondly, suppose that W is a finite Coxeter group. Then each of the restrictions is itself again simplicial (see for example [CMW17, Prop. 4 .16]) and thus by Deligne's result, its complexification is again K(π, 1). If W is an imprimitive group W = G(r, p, ℓ) with p|r, then A = A (W ) is K(π, 1), thanks to Nakamura's work [Nak83] . Note that the reflection arrangements for G(r, 1, ℓ), and G(r, p, ℓ), for r ≥ 2, p = r are identical. Thus we only need to consider G(r, 1, ℓ) here. Let A = A (G(r, 1, ℓ)) and let X ∈ L(A ) with dim X = p. It follows from [OT92, Prop. 6 .77] that A X is isomorphic to A (G(r, 1, p)) and thus in this case A X is K(π, 1) again. 
, as well as the following 13 instances when the underlying reflection group is of exceptional type:
According to [OT92, App. D] , the intersection lattices of the restrictions (G 32 , C(3)) and (G 34 , G(3, 3, 3)) are both isomorphic to the intersection lattice of the reflection arrangement of the exceptional group G 26 . Based on the methods described in [Ox11, Ch. 6 .4] and implementing Gröbner bases calculations in SINGULAR [GPS09] , T. Möller was able to confirm that the realization space of the matroid underlying these three complex arrangements consists of precisely two points which are complex conjugates of one another. Consequently, the complements of all realizations of this matroid are diffeomorphic to each another. Therefore, since A (G 26 ) is a K(π, 1)-arrangement, so are the restrictions (G 32 , C(3)) and (G 34 , G(3, 3, 3) ). So in view of Theorem 1.2, the question whether the complement is aspherical remains open only for the remaining 11 restrictions above.
Thom's first isotopy lemma and Whitney stratifications
There is a standard construction of K(π, 1)-arrangements using locally trivial fibrations with K(π, 1)-spaces as bases and fibers. The long exact sequence in homotopy theory then gives that M(A ) is a K(π, 1)-space, e.g. see [OT92, Thm. 5.9]. We recall two basic definitions due to Falk and Randell [FR85] ; also see [OT92, Defs. 5.10, 5.11].
Definition 3.1. An ℓ-arrangement A is called strictly linearly fibered if, after a suitable linear change of coordinates, the restriction of the projection of M(A ) to the first ℓ − 1 coordinates is a fiber bundle projection whose base space B is the complement of an arrangement in C ℓ−1 , and whose fiber is the complex line C with finitely many points removed. (ii) For ℓ ≥ 2, the ℓ-arrangement A is fiber type if A is strictly linearly fibered with base B = M(B) and B is an (ℓ − 1)-arrangement of fiber type.
A repeated application of the homotopy exact sequence shows that a fiber type arrangement A is K(π, 1), e.g. see [OT92, Prop. 5 .12].
Thanks to [AHR14, Cor. 1.7], a restriction A (W ) X that is not supersolvable is not strictly linearly fibered and so any locally trivial fibration to be used in this approach to deduce that
X is a K(π, 1)-arrangement must admit more complicated fibers.
In general it can be quite difficult to prove that a given map is a locally trivial fibration. We thus introduce the concept of Whitney stratifications to make use of the seminal isotopy lemma by Thom [Th69] . For more information on Whitney stratifications, we refer the reader to [Mat71] and [Mat12] . This technology was originally established over R, but it can easily be extended to the complex case; e.g. see [Di92] .
Definition 3.3. Let X, Y be smooth submanifolds of C ℓ . We say that the pair (X, Y ) satisfies Whitney condition B at y ∈ Y provided the following holds: Let {x i } be a sequence of points in X converging to y and let {y i } be a sequence of points in Y with x i = y i for all i also converging to y. Suppose the sequence of tangent spaces T X x i of X at x i converges to some n-plane τ ⊆ C ℓ (where n = dim X) and the secants (
Definition 3.4. Let M be a manifold and let X, Y ⊆ M be submanifolds. We say the pair (X, Y ) satisfies Whitney condition B at y ∈ Y provided the pair (ϕ(U ∩ X), ϕ(U ∩ Y )) satisfies Whitney condition B at ϕ(y) for some coordinate chart (ϕ, U) about y.
Definition 3.5. Let M be a smooth manifold and S ⊆ M a subset of M. A Whitney stratification S of S is a partition of S into smooth submanifolds of M, called strata, that satisfies the following conditions:
(1) S is locally finite, i.e. each point x ∈ M has a neighborhood U x that meets only finitely many strata;
(2) S satisfies the condition of the frontier, i.e. for each stratum X ∈ S its frontier (X \ X) ∩ S is a union of strata; and (3) any pair of strata (X, Y ) satisfies Whitney condition B at any y ∈ Y .
The following important tool for proving that a given map is a locally trivial fibration is due to Thom [Th69] , see also [Mat71] .
Theorem 3.6 (Thom's first isotopy lemma). Let M, P be smooth manifolds, f : M → P a smooth mapping and S ⊆ M a closed subset which admits a Whitney stratification S . Suppose f | S : S → P is proper and f | X : X → P is a submersion for each stratum X ∈ S . Then f | S : S → P is a locally trivial fibration and in particular f | X : X → P is a locally trivial fibration for all X ∈ S . Remark 3.7. Suppose f : E → B is a locally trivial fibration with base B and fiber F , with B and F (whence E) aspherical. If in addition there exists a cross section of f , then the short exact sequence of fundamental groups splits and so the fundamental group of E is the semidirect product of π 1 (B) acting on π 1 (F ).
Prime Ideals in Polynomial Rings
This section consists of an excursion into the theory of prime ideals in polynomial rings. We are interested in the following situation: for r ≥ 2, ℓ ≥ 2 and 1 ≤ k ≤ ℓ − 1, consider the ring C [x 0 , x 1 , . . . , x ℓ ] and choose z 1 , . . . , z ℓ ∈ C \ {0} such that z i = z j whenever i = j. We define polynomials
The goal of this section is to prove that the ideal
is prime, see Proposition 4.12, and to use this fact to derive the primary decomposition of the ideal (p 1 , . . . , p ℓ−1 , p ℓ ), see Proposition 4.13. This section is organized as follows. First, in §4.1 we determine the Krull dimension of the quotient C [x 0 , . . . , x ℓ ] /I. We then use this in §4.2 to show that I is radical. §4.3 consists of a proof that I is irreducible. The section ends by combining the results of §4.2 and §4.3 in §4.4, where we deduce that I is prime and using this fact we compute the desired primary decomposition of the ideal (p 1 , . . . , p ℓ−1 , p ℓ ). This in turn is needed in the proof of Theorem 1.2 in the next section. We closely follow the presentation in [GP02, §3.5 and §4.5]. 
Then the following equality holds:
Here and later on, by the dimension of a ring we mean its Krull dimension. If we fix a monomial ordering > on C [x 0 , . . . , x ℓ ], we can even state the following (see for example [GP02, Cor. 7.5.5]):
let L(J) be the ideal of leading terms of polynomials in J, i.e. L(J) is generated by the leading monomials of all elements in J (with respect to the chosen ordering >).
Then
) .
An easy computation shows that
is a Gröbner basis for I with respect to the lexicographic order 
Armed with this proposition, we can now prove that I is radical.
Proof. With Proposition 4.6 and the fact that G I is a Gröbner basis for I with respect to the lexicographic order x 0 > x 1 > . . . > x ℓ , it is easy to see that
Therefore, together with (4.5), we get that u I = {x ℓ } is a maximal independent set for I.
Now let I be the ideal in C (x ℓ ) [x 0 , . . . , x ℓ−1 ] generated by G I . A simple calculation shows that G I is also a Gröbner basis for I with respect to the lexicographic order x 0 > . . .
is generated by q i for i = 1, . . . , ℓ − 1. Using Eisenstein's criterion, one easily establishes irreducibility of q i , so all the q i are square-free.
Next we fix the following non-zero rational functions in C (x ℓ ) and consider them as constants in the ring C (x ℓ ) [x 0 , . . . , x ℓ−1 ]:
it is straightforward to check that { q 1 , q 2 , . . . , q ℓ−1 , p ℓ } is a Gröbner basis (of the ideal it generates in C (x ℓ ) [x 0 , . . . , x ℓ−1 ]) with respect to the lexicographic order x 1 > . . . > x ℓ−1 > x 0 . Furthermore, the following equalities hold:
0 q i and
Thus in C (x ℓ ) [x 0 , . . . , x ℓ−1 ] the ideals I = (q 1 , . . . , q ℓ−1 , p ℓ ) and ( q 1 , q 2 , . . . , q ℓ−1 , p ℓ ) coincide. Again using Proposition 4.6, we get that I ∩ C (x ℓ ) [x 0 ] is generated by p ℓ . Eisenstein's criterion now yields that (1−x r ℓ ) r p ℓ is irreducible in C [x 0 , x ℓ ], so p ℓ is irreducible and therefore square-free in C (x ℓ ) [x 0 ]. Now by applying Proposition 4.7, we see that I is radical.
4.3.
A Smooth Connected Curve. By Proposition 4.8, the ideal I = (q 1 , . . . , q ℓ−1 , p ℓ ) in C [x 0 , x 1 , . . . , x ℓ ] is radical, so it is prime if and only if its set of zeroes in C ℓ+1 is irreducible. We denote by U ⊂ C ℓ+1 the vanishing locus of I:
Proposition 4.9. U is connected.
Proof. Every point in U is subject to the equations
. A simple calculation now shows that for each 1 ≤ m ≤ ℓ, we have
Denote by α 1 (y), . . . , α r (y) the branches of the solution to y = x r and by β 1 (y), . . . , β r+k (y) the branches of the solution to y = x r+k and define functions h
Now for each point y in U we can choose indices 1 ≤ i 1 , . . . , i ℓ ≤ r and 1 ≤ i 0 ≤ r + k such that Proof. The Jacobian J(q 1 , . . . , q ℓ−1 , p ℓ ) of q 1 , . . . , q ℓ−1 , p ℓ is given by: 
If y = (y 0 , . . . , y ℓ ) is a point in U with y ℓ = 0, then y i = 1 − z i z ℓ for i = 1, . . . , ℓ − 1 are nonzero (by the choice of the z j ) and y 0 is non-zero as well, so the columns of J(q 1 , . . . , q ℓ−1 , p ℓ ) are clearly linearly independent. If y i = 0 for some k < i < ℓ, then clearly y ℓ = 0 and again by the choice of the z j , we get y j = 0 for all j = i and leaving out the i th one, the rows of J(q 1 , . . . , q ℓ−1 , p ℓ ) are linearly independent. With similar arguments one establishes that in the case y 0 = 0 one either has that y i = 0 for some 1 ≤ i ≤ k and the last ℓ rows of J(q 1 , . . . , q ℓ−1 , p ℓ ) are linearly independent or y r ℓ = 1, in which case the columns of J(q 1 , . . . , q ℓ−1 , p ℓ ) are linearly independent. These are all cases that occur in U, thus U is a smooth curve in C ℓ+1 .
Combining the last two propositions yields the following:
Corollary 4.11. U is irreducible.
4.4.
A Primary Decomposition. We end this section by applying the above to derive the primary decomposition of the ideal
Proposition 4.8 and Corollary 4.11 together immediately yield the following very useful result:
Armed with this, we can now compute the primary decomposition of J.
Proposition 4.13. The primary decomposition of J is
where I = (q 1 , . . . , q ℓ−1 , p ℓ ) and
Proof. By Proposition 4.12, I is prime and thus primary. Clearly, the I j are primary and J ⊂ I j for all j. As (4.14)
It is easily seen that
and, as I is prime, by Proposition 4.12, this yields
Thus I ∩ I 1 ∩ . . . ∩ I k ⊆ J, by (4.14).
Proof of Theorem 1.2
The goal of this section is to show that the complements of the intermediate arrangements fit into a family of fibrations whose base spaces and fibers are both aspherical, establishing Theorem 1.2. After defining our fibration, we compactify the complements of the intermediate arrangements by embedding them into projective space. We then show that the fibers are smooth both in the affine (Lemma 5.2) and in the projective parts (Lemma 5.8) of our space. (In this latter case we utilize the primary decomposition of the ideal obtained in §4.) Lemma 5.9 then proves that the fibers are connected. Combined with their smoothness, this shows that they are Riemann surfaces. Finally, we prove that the map we are considering is a fibration (Theorem 5.11) and use this to prove Theorem 1.2. We end this section with a comment on the possibility of constructing cross sections to the fibrations discussed in this proof (Remark 5.12).
Throughout this section we fix r ≥ 2, ℓ ≥ 3, 1 ≤ k ≤ ℓ − 2 and set A := A k ℓ (r). Then A has defining polynomial
We write Y := M(A ) for the complement of A . Moreover, let B be the (ℓ − 1)-arrangement with defining polynomial
and denote its complement by Z := M(B). Now consider the map
Our aim is to show that f is a locally trivial fibration, see Theorem 5.11. This map interpolates between the fibration given by Nakamura [Nak83] for the arrangement of the monomial group G(r, r, ℓ) and the fibration given by Brieskorn [Br73] for the arrangement of the Coxeter group F 4 .
We can embed Y into P ℓ × Z by the "graph" map ι :
and denote the image of Y by C := ι(Y ). Then the map f is just f = π| C • ι, where ι : Y → C is the homeomorphism induced by ι and π| C is the restriction of the projection π : P ℓ × Z → Z to C. Thus f is a locally trivial fibration if and only if π| C is one. Now let S i be the hypersurface in
i.e. C z is the fiber of π| C over z. Moreover, let C and C z denote the projective closure of C and C z in P ℓ × Z, respectively.
Lemma 5.2. C z is a smooth curve for each z ∈ Z.
Proof. The (S i ) z intersect transversally. This can be seen by considering the Jacobian J = ∂f j ∂t i (y) of the polynomials given by
We can perform elementary row and column operations on this matrix without changing its rank. So in the following in each step we denote the i th row vector of the matrix by R i , the j th column vector by C j and the entries of the matrix by a ij . For all these operations, keep in mind that in Y we have y i = 0 for all 1 ≤ i ≤ k and y
This yields the following matrix: 
3) yields the following: So in the case y ℓ = 0, combining (5.5) and (5.6) yields λ 1 = 0 and in the case y ℓ = 0, we again get λ 1 = 0 by (5.5). Thus whenever y i = 0 for all k < i < ℓ, the Jacobian has full rank.
Now assume that there is a k < i 0 < ℓ with y i 0 = 0. We further simplify the matrix (5.4) by first replacing 
Again assuming that there are λ j ∈ C such that
one sees immediately that λ i = 0 for all k < i ≤ ℓ − 1 and that
With this,
λ j a 1j = 0 implies λ 1 = 0, so whenever there is a k < i 0 < ℓ with y i 0 = 0, the Jacobian has full rank as well. Thus C z is a smooth curve.
Now we determine the points at infinity of C z . To do so, define u (as a function on C z ) to be u = Lemma 5.7. For each z ∈ Z, C z has the following classes of points at infinity:
(1) ((0 : ζ 1 : . . . : ζ ℓ−1 : 1) , (z 1 , . . . , z ℓ−1 )), where ζ 1 , . . . , ζ ℓ−1 are r th roots of unity and
In particular, C z has (r + k)r ℓ−2 points at infinity.
Proof. There are four cases to be considered.
(1) y ℓ → ∞ and y i → ∞ for all 1 ≤ i ≤ k In this case, clearly u → 0 and thus y This completes the proof of the lemma.
Lemma 5.8. C z is a smooth curve for each z ∈ Z.
Proof. Thanks to Lemma 5.2, we only need to check this at the points at infinity. Locally around all of the (r + k)r ℓ−2 points at infinity determined in Lemma 5.7, we can apply the change of coordinates x i = y i y ℓ . So around these points, C z is defined by
We can now find the defining equations of C z locally around these infinity points by looking at the primary decomposition of the ideal J = (p 1 , . . . , p ℓ−1 ) generated by
Then by Proposition 4.13, the primary decomposition of J is
where I = (q 1 , . . . , q ℓ−2 , p ℓ−1 ) with
So locally around its points at infinity, C z is given as the set of zeros of the ideal I. The Jacobian of the polynomials q 1 , . . . , q ℓ−2 , p ℓ−1 with respect to the variables x 1 , . . . , x ℓ−1 is the It is easy to see that this matrix has full rank in all of the infinity points. Thus by the implicit function theorem, locally around these points x 1 , . . . , x ℓ−1 are holomorphic functions of x 0 . So C z is smooth in its infinity points.
Lemma 5.9. Both C z and C z are connected for each z ∈ Z.
and for any affine point w ∈ U 1 as above choose a path This shows that C z is connected.
By the above argument, two affine points are connected by a path γ, say, that goes through at least one point at infinity. Now in the proof of Lemma 5.8 we have seen that locally around each of these points, C z is homeomorphic to C (as x 1 , . . . , x ℓ−1 are holomorphic functions of x 0 ). Thus in a neighborhood of the (finitely many) points at infinity, we may alter the path γ to go around these points, yielding a path γ that does not intersect the infinity hyperplane. This proves that C z is connected.
Lemmas 5.2, 5.8 and 5.9 together with the calculation of the points at infinity prove the following:
Corollary 5.10. For each z ∈ Z, C z is a connected Riemann surface and C z is a connected Riemann surface with (r + k)r ℓ−2 puncture points.
Theorem 5.11. The map f defined in (5.1) is a fibration.
Proof. Set D = C \ C, the intersection of C with the infinity hyperplane. Then S = {C, D} is a Whitney stratification of C: it is obviously locally finite and satisfies the condition of the frontier and as C is open and D is its boundary, S trivially satisfies Whitney condition B. The intersection of D with a fiber P
