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The isothermal compressibility of water is essential to understand its anomalous properties. We compute it
by ab initio molecular dynamics simulations of 200 molecules at five densities, using two different van der
Waals density functionals. While both functionals predict compressibilities within ∼30% of experiment, only
one of them accurately reproduces, within the uncertainty of the simulation, the density dependence of the
self-diffusion coefficient in the anomalous region. The discrepancies between the two functionals are explained
in terms of the low- and high-density structures of the liquid.
I. INTRODUCTION
To date, most of the experimentally measured anoma-
lies of water have been reproduced in molecular dynamics
or Monte Carlo simulations using empirical force fields1,
albeit with significant differences in the predictions given
by different models2–4. These simulations are the main
contributors to the debate5–9 on the existence of a liquid-
liquid critical point (LLCP), postulated to explain its
anomalous response functions, which show a divergent
behavior in the supercooled phase. Many studies of
these response functions, both in the supercooled8,10–12
and high temperature2,4 regions of the liquid, have been
published in the last five years. Although many sim-
ulations find this second critical point at high P and
low T 11,13–15, it is still open whether the LLCP is a
simulation-dependent feature, and how accurately these
empirical force fields capture the correct physics of the
hydrogen bonds16.
In principle, ab initio molecular dynamics (AIMD),
based on density-functional theory (DFT), could be used
to validate certain structural and dynamical properties
of these models. In practice, they have not yet been able
to contribute much to the discussion. In fact, simula-
tions using standard exchange and correlation (xc) semi-
local (GGA) functionals were not even able to reproduce
the structure and diffusivity of water at room tempera-
ture17–21. The development of new functionals22–25 that
account for van der Waals (vdW) interactions from first
principles is changing this trend, with promising results
for both liquid water26–30 and ice16,31.
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Beyond the LLCP discussion, an accurate first prin-
ciples description of liquid water is needed to simulate
heterogeneous systems such as the metal/water inter-
face, or the water/semiconductor interface, relevant for
electro- and photo-catalytic applications. In both cases,
an accurate and explicit quantum-mechanical description
of the chemistry at the interface needs to be accounted
for. However, questions such as how much the equilib-
rium density of the simulated water affects the interfacial
electronic and atomic structure of the simulated systems
have not yet been explored, because very little is known
about the phase diagram of liquid water using different
xc functionals.
In this paper, we present an extensive series of AIMD
simulations of cells of up to 200 molecules of liquid water
using two non-local vdW density functionals: the vdW-
DF functional of Dion et al.22, and the VV10 form of
Vydrov and Van Voorhis25. From our large-scale simu-
lations we extract smooth pressure–density (P–ρ) equa-
tions of state, finding compressibilities within ∼30% of
experimental measurements. Even more importantly,
one of the functionals accurately predicts the maximum
of diffusivity as a function of density. This represents
an important validation of vdW-DF-based AIMD simula-
tions. Furthermore, the dynamics of the H-bond network
near this anomaly can be used to analyze and evaluate
classical force fields.
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FIG. 1. Convergence of the O–O RDF with system size; the
number of molecules in the simulation box Nm is given in the
key. The vertical dashed lines indicate half the box size LNm .
II. COMPUTATIONAL METHODS
A. AIMD simulations
We employ the SIESTA32 code, with norm-conserving
pseudopotentials in Troullier-Martins form33 and a basis
set of numerical atomic orbitals (NAOs) of finite support.
We employ a variationally-obtained34,35 double-ζ polar-
ized basis (which we refer to as (P )dζ +p for consistency
with Ref. [36]). Our AIMD simulations use a time step
of 0.5 fs and (unless otherwise stated) 200 molecules of
heavy water. However, the reported mass densities are
rescaled to those of light water for ease of comparison.
The initial geometry is obtained from a classical MD run
of 1 ns, using the TIP4P force field37 in the GROMACS38
code, followed by an AIMD equilibration run of 3 ps, us-
ing velocity rescaling at 300 K, and a production run of
20 ps, using constant-energy Verlet integration.
Additionally, we perform a number of smaller simula-
tions, of 64 and 128 molecules, with 10 ps production
runs, including some at low temperature (equilibrated at
260 K). Full details of all simulations can be found in
Appendix A, and are highlighted in the text where nec-
essary.
Fig. 1 shows the dependence on the size of the sim-
ulation box of the calculated O–O radial distribution
function (RDF) at ambient conditions. Finite size errors
are almost negligible, in agreement with previous stud-
ies18,28,39. Furthermore, the RDF for the 200-molecule
box is found to be extremely stable for both xc function-
als: when calculating it within a moving time window of
2.5 ps, we see no noticeable change throughout the en-
tire 20 ps production run other than small fluctuations
within the statistical error.
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FIG. 2. Comparison of the O–O RDFs obtained using the
standard (P )dζ + p and high-quality qζ + dp bases.
B. Basis set tests
We have extensively tested the accuracy of our (P )dζ+
p basis, comparing it to a much larger quadruple-ζ
doubly-polarized basis (qζ + dp), as well as to fully con-
verged plane-wave (PW) calculations. Our investigation
of NAO basis sets for water systems are described in de-
tail elsewhere36.
Fig. 2 shows the comparison of the RDFs obtained
using the two NAO bases. Due to the increased compu-
tational cost, the simulation using qζ + dp was run for
a shorter time (2.5 ps after 3 ps of equilibration), and,
hence, the RDF is less smooth. Nevertheless, there is an
excellent agreement between the two. Other quantities of
interest require longer simulation times for an accurate
measurement, and so the comparison should be taken
with caution; the results obtained, however, suggest a
good agreement for the self-diffusion coefficient (within
the statistical error), and an underestimation of ∼3 kbar
for the average pressure calculated with (P )dζ + p.
The comparison with PWs was carried out with the
ABINIT40 code. The same pseudopotentials are used in
both codes, with identical Kleinman-Bylander factoriza-
tions41, and local and non-local components. For the
tests, we make use of two sets of 100 uncorrelated snap-
shots of the liquid in a 32-molecule box (obtained by
very long simulations with the TIP4P force field), one at
1.00 g/cm3 and the other at 1.20 g/cm3. PW calcula-
tions of these 200 snapshots are performed for a range
of kinetic energy cutoffs, up to a very high cutoff (2700
eV) for which we can consider the results to be fully con-
verged.
We have calculated the root mean square (RMS) error
in the two test sets with respect to the converged PW
results for several quantities that give a good indication
of the level of accuracy of the NAO bases: total energy
differences between snapshots, ionic forces, and absolute
pressures. We find small RMS errors for (P )dζ + p of
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FIG. 3. Error in pressures calculated in SIESTA with respect
to converged PW pressures for 200 snapshots of the liquid at
two different densities. The dashed lines show the fits used
for the basis set correction.
1.7 meV/molecule in energy differences and 0.11 eV/A˚
(O ions) and 0.07 eV/A˚ (H ions) in the magnitude of
the forces. The corresponding values for qζ + dp are
0.5 meV/molecule in energy differences and 0.03 eV/A˚
(O ions) and 0.02 eV/A˚ (H ions) in the magnitude of
the forces. In both cases the differences between the two
test sets are negligible. When comparing with the RMS
errors obtained for PW bases at different kinetic energy
cutoffs, these results show (P )dζ + p to be comparable
to the accuracy of a ∼850 eV cutoff, while qζ + dp is
comparable to a ∼1000 eV cutoff.
When calculating pressure values, the NAO bases show
a noticeable advantage over PWs, as the latter suffer
from a spurious tensile stress introduced by the effec-
tive change in kinetic energy cutoff associated with the
infinitesimal change in volume. Even after correcting for
this error in the PW values42, however, the two NAO
bases give accuracies comparable to a ∼1500 eV cutoff
when considering the RMS error in absolute pressures.
Fig. 3 shows a scatter plot of the error in the pressure
values calculated with the NAO bases against the fully-
converged values, for all snapshots in both test sets. The
error is fitted with a linear function in P ; we use this fit
to correct all pressures obtained from our AIMD simula-
tions. The effect of the correction is small on the scale
we are interested in (causing changes in average pressures
1–2 orders of magnitude smaller than the pressure range
shown in Fig. 4). Furthermore, as our simulations are
performed at fixed volume, errors in P will not affect the
AIMD trajectory.
C. Non-local vdW density functionals
For the vdW-DF functional, we substitute the
revPBE43 exchange energy with PBE44, as previous stud-
ies have shown this to noticeably improve the calculated
RDF28,29 due to a better description of H bonds. We re-
fer to the resulting functional as vdW-DFPBE. For VV10,
we use PW86R45 exchange, as suggested by its authors25.
The non-local correlation energy can be written as
Enlc =
1
2
∫ ∫
d3r1 d
3
r2 n1 n2 φ(n1, |∇n1|, n2, |∇n2|, r12),
(1)
where ni and |∇ni| are the electron density and its gra-
dient at ri, and r12 = |r1 − r2|. In vdW-DF, the vari-
ables ni and |∇ni| are contracted in an auxiliary variable
qi = q(ni, |∇ni|), and this was used by Roma´n-Pe´rez and
Soler46 to approximate φ(q1, q2, r12) by an interpolation
series in q1 and q2. This allows the use of the convolu-
tion theorem and fast Fourier transforms for each term
of the series. In contrast, in VV10 the non-local kernel
φ depends independently on the electron density and its
gradient at each of r1 and r2. Consequently, it requires
a four- rather than a two-dimensional interpolation and,
in principle, many more interpolation points47. To ad-
dress this problem, we use a proposal by Wu and Gygi48:
in order to handle the logarithmic singularity present in
vdW-DF, they suggest not to interpolate φ itself, but the
product q1q2φ, which is smooth at q1 = q2 = 0. Simi-
larly, we find that the whole integrand n1n2φ for VV10
is much smoother than φ alone. This means that as few
as (7 × 5) points suffice for an accurate interpolation in
kF = (3pi
2n)1/3 and kG = |∇n|/n. This is comparable
to the ∼ 20–30 points used originally to interpolate φ as
a function of q. Thus, the cost of VV10 and vdW-DF
becomes similar (both with a small overhead of ∼20%
relative to GGA functionals), thereby allowing AIMD
simulations of large systems, as necessary for the present
study.
III. RESULTS
A. Compressibility from the pressure–density curve
The calculated P–ρ equations of state for VV10 and
vdW-DFPBE are shown in Fig. 4, alongside previous re-
sults for vdW-DF (with revPBE exchange). We perform
a series of AIMD simulations at fixed densities between
1.00 and 1.20 g/cm3, in steps of 0.05 g/cm3, and we fit
ρ(P ) to a virial equation in powers of P , up to second
order. The excellent fits indicate the small uncertainty of
our average pressures. This is also shown in Fig. 5: the
cumulative running average for the instantaneous pres-
sure stays almost constant after the first 10 ps of the
simulation. We have carried out the same simulations
for vdW-DFPBE with a smaller cell of 128 molecules.
The pressure difference between the two sizes is small
(0.6 kbar RMS), confirming that we are well converged in
system size, in agreement with previous tests performed
with the TIP4P force field28. However, the error bars
are noticeably larger for the smaller system, leading to a
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FIG. 4. Pressure–density curves from AIMD simulations at
fixed density (200 molecules, ∼300 K). Experimental data
at 300 K from Ref. [49]; data for vdW-DF (64 molecules,
∼300 K) from Ref. [28]. Black dashed–dotted lines show the
fitted virial equation for each functional. The inset shows the
corresponding compressibility–density curves (solid lines from
the fit, and points from finite differences).
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FIG. 5. Evolution of the pressure of the system during the
production run for the vdW-DFPBE AIMD simulations at dif-
ferent densities (200 molecules, ∼300 K). The solid lines show
the instantaneous pressure averaged over intervals of 50 fs,
and the dashed lines show the cumulative running average
starting from t = 2.5 ps.
worse fit for ρ(P ).
As shown by Wang et al.28, the original vdW-DF func-
tional gives the best density of liquid water at ambient
pressure (1.00 g/cm3 at ∼0.0 kbar), perfectly correct-
ing for the low densities given by all GGA functionals.
However, it severely underestimates the compressibility,
suggesting that the agreement at ambient pressure is for-
tuitous. This is confirmed by its RDF at 1.00 g/cm3,
which is in much poorer agreement with experiment than
even those obtained using GGA.
In contrast, our results show that VV10 and vdW-
DFPBE reproduce the overall shape of the equation of
state much better, despite a shift towards negative pres-
sures that results in an equilibrium ambient density over-
estimated by almost 20% in both cases. Our results for
the compressibility β = (1/ρ)(∂ρ/∂P ) are given in Ta-
ble I and in the inset of Fig. 4. The experimental value is
between those of VV10 and vdW-DFPBE over the entire
density range, with discrepancies of ∼30% at 1.00 g/cm3,
while vdW-DF greatly underestimates it.
It is interesting to compare these results with those re-
ported by Pi et al.4 for four popular force-field models, all
of which overestimate the compressibility at ambient den-
sity, with errors ranging from 26.7% (for TIP5P50) down
to only 2.4% for SPC/E51 and 2.9% for TIP4P/20053.
However, when examining the change in compressibil-
ity with temperature, it is clear that only one model,
TIP4P/2005, correctly reproduces the experimental data
for a wide range of temperatures (including the existence
of a minimum at ∼320 K), while the small error at am-
bient temperature for SPC/E can be seen to be fortu-
itous. Furthermore, TIP5P does not show any sign of
the anomalous behaviour in the range considered. It is
encouraging to note that, when analysing our results for
vdW-DFPBE with 128 molecules at two different temper-
atures (∼260 K and ∼300 K, as listed in Appendix A)
with the best fit through the data points, we find an in-
crease in the compressibility at 1.00 g/cm3 of ∼20% for
the low temperature simulations respect to the ambient
temperature ones, in reasonable agreement with experi-
ment4 (27.6%), and better than TIP4P/2005 (11.0%). It
seems likely, therefore, that vdW-DFPBE will also exhibit
the compressibility anomaly.
B. Structural variations with density
The RDFs of VV10 and vdW-DFPBE are compared
with a recent determination from x-ray diffraction52 at
ambient conditions (the lowest density line in Fig. 6).
VV10 is overstructured, but with excellent agreement in
the position of the extrema, while vdW-DFPBE is only
slightly understructured, with a small outwards shift of
∼0.1 A˚ for the first maximum and a larger inwards shift
of ∼0.3 A˚ for the second one. As explained by Wang
et al., vdW-DFPBE corrects the low density of the GGA
liquid by favoring the population of the anti-tetrahedral
interstitial sites of the H-bond network, at the cost of
breaking some H bonds. This results in a significantly
different RDF for vdW-DFPBE respect to its underly-
ing PBE functional (lower panel of Fig. 7). These anti-
tetrahedral interstitial sites correspond to vdW-induced
local minima in non-H-bonded dimer configurations.
We have compared the energetics of H-bonded and
non-H-bonded configurations for VV10 and vdW-DFPBE
(Fig. 8). While the H-bonded binding energy is almost
identical for both functionals (247 meV for VV10 and
5TABLE I. Compressibility of liquid water calculated for different vdW xc functionals, both at the experimental ambient density
and ambient pressure. Errors with respect to experiment are given in brackets.
Exp.49 VV10 (error) vdW-DFPBE (error) vdW-DF28 (error)
β (ρ = 1.00 g/cm3) (Mbar−1)
45.0
59.0 (+31%) 32.2 (−28%) 18.2 (−60%)
β (P = 0.0 kbar) (Mbar−1) 25.8 (−43%) 09.4 (−79%) 14.8 (−67%)
0
0.5
1
1.5
2
2.5
3
g O
O
ρ
0
0.5
1
1.5
2
2.5
0 2 4 6 8 10
g O
O
r (A˚)
ρ
Exp. (1.00 g/cm3)
VV10
vdW-DFPBE
FIG. 6. Structural variations with density from AIMD simu-
lations (1.00 g/cm3 to 1.20 g/cm3, 200 molecules, ∼300 K).
The dashed black line shows the experimental data at am-
bient conditions from Ref. [52], corresponding to the lowest
AIMD density (the solid orange line).
245 meV for vdW-DFPBE), the non-H-bonded one is al-
most five times stronger in vdW-DFPBE (29 meV) than
in VV10 (6 meV).
We have seen that the density of the VV10 liquid in-
creases with respect to that of GGA functionals. In
the upper panel of Fig. 7, we show the O–O RDFs for
VV10 and PBEPW86R, the underlying semi-local func-
tional used in VV10 (see Table II), both at the same
density of 1.00 g/cm3. Despite the two RDFs being very
similar in this case, the corresponding pressures are very
different (−4.2 kbar and 3.5 kbar, respectively). There-
fore, the reason why the density of VV10 water increases
with respect to its underlying semi-local functional is due
to a different mechanism to the one described above for
vdW-DFPBE. While the topology of the H-bond network
is not modified, there is an overall attraction between
non-H-bonded molecules that reduces the pressure of the
simulation. In vdW-DFPBE the non-H-bonded binding
energy is so large that it favors the breaking of weak
H bonds, modifying the structure of the H-bond net-
work and favoring the positioning of molecules at anti-
tetrahedral interstitial sites.
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FIG. 7. Comparison of the O–O RDFs (1.00 g/cm3, ∼300 K)
obtained with a vdW xc functional and with the underlying
semi-local functional it uses. In the upper panel, the VV10
and PBEPW86R simulations are of 200 and 128 molecules, re-
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simulations are of 64 molecules. PBE data from Ref. [28].
Fig. 6 also shows the change of the RDFs with in-
creasing density, from 1.00 g/cm3 to 1.20 g/cm3 (see
Appendix A for more details on the behavior of the ex-
trema). Of these, Fig. 9 shows the lowest and high-
est densities only, decomposed in terms of the H-bond
network (see Appendix B for a description of our H-
bond definition). We see a different behavior for the
two functionals. Although in both cases the liquid be-
comes less structured at higher density, for VV10 the
second H-bonded shell moves inwards, closing the ÔOO
angle. For vdW-DFPBE the increase in pressure induces a
larger population of the interstitial anti-tetrahedral sites,
and the second H-bonded shell presents a bimodal behav-
ior, some molecules moving inwards and some outwards
(opening the ÔOO angle).
These results can be compared with those reported by
Soper and Ricci53 for neutron diffraction of cold water
under pressure. They assume that the measured struc-
ture factors can be described as a linear combination of
two components, corresponding to a low- and a high-
density liquid (LDL and HDL, respectively). Fitting
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their data to this model for a range of pressures, they
extrapolate to obtain the pure LDL and HDL structures
and densities at 268 K. We have simulated 128 molecules
at the predicted densities for LDL and HDL, at ∼260 K.
Fig 10 compares the resulting ab initio RDFs with the
experimentally extrapolated ones. There is a very good
agreement between low-density VV10 and the predicted
LDL, and a truly remarkable agreement between high-
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FIG. 10. Comparison of the low-temperature O–O RDFs from
AIMD simulations (128 molecules, ∼260 K) with experiment
at 268 K in the low- and high-density limits. Experimen-
tal RDFs are obtained from a linear extrapolation of several
intermediate densities53.
density vdW-DFPBE and the predicted HDL. In partic-
ular, vdW-DFPBE reproduces an extended minimum at
r ≃ 4.5 A˚ due to the bimodal structure of the second
H-bonded shell54. On the other hand, the two func-
tionals show quite different features for the opposite lim-
its: vdW-DFPBE is understructured at low density, while
VV10 does not exhibit the correct structure at high den-
sity. Our findings, therefore, rationalize the discrepancies
observed at intermediate densities, for which both func-
tionals give too large a weight to one of the two compo-
nents55.
We now investigate this conclusion in more detail, by
attempting a quantitative analysis based on the same
linear mixing model employed by Soper and Ricci. The
RDF at a given temperature and density (and for a given
xc functional) is assumed to be a simple linear combina-
tion of the HDL and LDL RDFs extrapolated from exper-
imental data, with weights of αHDL and αLDL = 1−αHDL,
respectively. We neglect cross terms between the two
RDFs27, as well as any additional dependence of each
individual RDF on temperature or pressure. For any
particular RDF obtained by AIMD simulation, we can
then find the ‘best fit’ value of αHDL by minimizing the
quantity
Q
(
αHDL
)
=
∫ r2
r1
∣∣gAIMDOO (r)− gmixOO (r;αHDL)∣∣2 dr, (2)
where we take r1 = 3 A˚ and r2 = 10 A˚ (the first peak
is excluded, since small variations in its width can re-
sult in large changes in height, thereby swamping the
more relevant and reliable variations around the second
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peak). The results of this analysis are shown in Fig 11.
The previously postulated behavior of the two function-
als can now be seen very clearly: vdW-DFPBE accurately
recovers the HDL structure at high density, while VV10
fairly accurately recovers the LDL one at low density.
However, in both cases the rate of change of αHDL with
density is too small, resulting in each functional giving
too much weight to its preferred structure at the oppo-
site limit, as well as in between (e.g., at ambient den-
sity). We note that we find αHDL > 1 for vdW-DFPBE
at ambient temperature and high density; this is a possi-
ble indication that the extrapolated end-point structures
are themselves not pure HDL or LDL, but still contain a
small amount of mixing.
It is interesting to note that our results confirm the
suggestion of Møgelhøj et al.27 of the similarity of the
RDF obtained using a semi-local functional (PBE) with
the LDL structure, and of those obtained using two non-
local functionals (optPBE-vdW23 and vdW-DF224) with
the HDL structure. Their simulations are performed at
ambient temperature and density, and, indeed, we find a
good agreement between the RDF for PBE and that for
VV10 (also at ambient temperature and density), and a
fairly good agreement between the RDFs for the two non-
local functionals and that for vdW-DFPBE. As we have
discussed, VV10 barely modifies the RDF of its underly-
ing semi-local functional, hence the similarity with PBE
as well. The similarity between vdW-DFPBE, optPBE-
vdW, and vdW-DF2 is also not surprising, as they are
all related to the vdW-DF functional of Dion et al.22,
with some modifications in each case that improve the H-
bond description. However, the latter two are even more
severely understructured than vdW-DFPBE at ambient
conditions (this discrepancy is reduced but not elimi-
nated by accounting for finite size effects, shown in Fig. 1
for vdW-DFPBE).
C. Diffusivity
Finally, we show that our simulations allow us to eval-
uate one of the anomalies of the liquid. The experimen-
tal self-diffusion coefficient D increases with density (or
pressure) up to a maximum at 1.03 g/cm3 (at ∼300 K),
above which the expected decrease is observed56,57. This
anomaly has been thoroughly studied and is well repro-
duced by empirical force fields58–60. However, first prin-
ciples calculations of D are especially challenging due to
the relatively small system sizes and simulation times ac-
cessible with AIMD18,19; in particular, system size effects
are much larger for dynamical properties than for struc-
tural ones39,61.
Our large 200-molecule simulation box and reasonably
long AIMD runs have reduced the uncertainty enough to
observe a clear trend in D(ρ), as shown in Fig. 12. The
finite size correction proposed by Du¨nweg and Kremer61
(not included) is fairly small for our system size: an in-
crease of ∼0.16× 10−5 cm2/s using the parametrization
calculated by Ku¨hne et al. for PBE39.
We find vdW-DFPBE to be extremely successful,
perfectly reproducing NMR spin-echo measurements62
within the statistical errors. Furthermore, within
our density resolution, D(ρ) shows a maximum at
1.05 g/cm3, in agreement with experiment. However,
this result must be carefully assessed, as the density point
giving the diffusivity maximum equilibrated to a temper-
ature ∼10 K higher than the two points around it. This
suggests that it might only be an apparent maximum,
caused by the increased temperature at that point (in
fact, this is also reflected in the large error bars). In-
deed, experimental results show that an increase of 10 K
in temperature can cause an increase of 0.5–0.6 g/cm3
in the self-diffusion coefficient both for light and heavy
water56,57,62. On the other hand, it also possible that the
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FIG. 12. Variation of the self-diffusion coefficient with den-
sity from AIMD simulations (200 D2O molecules, ∼300 K).
Experimental data for H2O from Ref. [56] (298 K), and for
D2O from Ref. [57] (single point, 298 K) and Ref. [62] (trend,
303 K).
diffusivity of the liquid is mostly determined by the orig-
inal temperature (and the corresponding structure) at
which the system was equilibrated (300 K for all points),
rather than the average temperature reached during the
NVE simulation. In favor of this latter hypothesis, we
note that the simulations at 1.15 g/cm3 and 1.20 g/cm3
also featured a similar increase in temperature; however,
applying an approximate correction only to these three
points results in a less smooth trend overall, with a mini-
mum at 1.05 g/cm3 and a maximum at 1.10 g/cm3. Fur-
thermore, using this correction, the only points to main-
tain a good agreement with the experimental curve would
be those at 1.00 g/cm3 and 1.10 g/cm3 (i.e., the uncor-
rected ones). It seems quite unlikely that, while these
two points do indeed agree with experiment, the equally
good agreement of the other three points shown in Fig. 12
is merely fortuitous.
In contrast to these promising results, VV10 shows a
nearly density-independent and significantly underesti-
mated diffusivity (by 78% at 1.00 g/cm3, similarly to
previous GGA results18). This is directly related to an
overstructured liquid18,19: for all the densities consid-
ered, D(ρ) indicates that the system is effectively super-
cooled, with too strong a H-bond network.
IV. CONCLUSIONS
We have performed a detailed study of first principles
models of liquid water with DFT, using two non-local
density functionals that describe vdW interactions with-
out empirical parameters. We have calculated the P–ρ
equation of state at room temperature, from which we ex-
tract the equilibrium ambient density and the compress-
ibility, structural properties given by the O–O RDF, and
the diffusivity as a function of density.
For these properties, we find that the vdW-DF func-
tional, with PBE exchange, arguably gives the better de-
scription of the liquid. In particular, the self-diffusion co-
efficient is in excellent agreement with experiments and it
appears to correctly reproduce the isothermal anomaly,
within the error margins of the AIMD simulations. The
differences between xc functionals also provide valuable
insights. Interestingly, vdW-DFPBE and VV10 seem to
complement each other, by describing respectively the
high- and low-density structures of water with remark-
able precision. Thus, to reach a better description of the
liquid, new functionals should improve the energy land-
scape between these two structures.
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Appendix A: Overview of simulations
We have performed AIMD simulations at three differ-
ent system sizes (64, 128 and 200 molecules), and using
five different xc functionals (listed in Table II). Table III
details all these simulations, including both the input
parameters and the post-processing results. Unless oth-
erwise stated, we use the (P )dζ + p basis.
Fig. 13 shows the comparison of the RDFs from AIMD
simulations with experiment for four different xc func-
tionals. All simulations are performed at the same den-
sity and temperature, although with differing system
sizes (see Table III). The experimental data from x-ray
diffraction measurements52 is for ambient conditions.
Finally, Fig. 14 shows how the radial position and
height of the first three maxima and minima in the RDF
change with density at ∼300 K for VV10 and vdW-
DFPBE.
Appendix B: H-bond definition
We describe here our criterion for the existence of a H
bond between two molecules, used in the RDF decompo-
sition of Fig. 9, as well as previously in Wang et al.28.
In the standard geometrical definition, a H bond ex-
ists if two conditions are satisfied: (i) the intermolecular
9TABLE II. Specifications for the various density functionals considered: for each we list the exchange, (semi-)local correlation,
and non-local correlation components. Both for VV10 and VV10revPBE, we use the parameters b = 5.9 and C = 0.0093 given
in Ref. [25].
Exc vdW-DF vdW-DFPBE PBEPW86R VV10 VV10revPBE
Ex revPBE43 PBE44 PW86R45 PW86R revPBE
E0c LDA
63 LDA PBE PBE PBE
Enlc vdW-DF
22 vdW-DF - VV1025 VV10
TABLE III. Details of all AIMD simulations. Listed are the number of molecules in the simulation box (Nm), the xc func-
tional (Exc), the duration of the production run (τrun), the density (ρ), the average and target temperatures (Tav and Tequil,
respectively), the average pressure (Pav) and the pressure estimate at the target temperature (Pcorr), the average self-diffusion
coefficient (Dav), and the coordinates of the first two maxima and minima in the RDF (r
(i), g
(i)
OO).
Nm Exc
τrun ρ Tav (Tequil) Pav (Pcorr) Dav RDF extrema (r
(i) (A˚), g
(i)
OO)
(ps) (g/cm3) (K) (kbar) (10−5 cm2/s) 1st max. 1st min. 2nd max. 2nd min.
64
vdW-DFPBE 10.0 1.00 308 (300) −8.5 (−8.6) 2.1 (2.9, 2.37) (3.5, 1.03) (4.0, 1.10) (5.4, 0.87)
vdW-DF 10.0 1.00 308 (300) 0.7 (0.9) 3.3 (2.9, 2.09) - - (4.9, 0.84)
128
vdW-DFPBE
10.0 1.20 301 (300) 1.1 (1.1) 0.9 (2.8, 2.46) - - (4.4, 0.76)
10.0 1.15 316 (300) −1.3 (−1.1) 1.3 (2.8, 2.43) - - (4.6, 0.84)
10.0 1.10 309 (300) −4.8 (−4.8) 1.5 (2.9, 2.34) - - (5.1, 0.86)
10.0 1.05 304 (300) −6.9 (−6.9) 1.2 (2.8, 2.42) (3.4, 1.06) (3.8, 1.10) (5.5, 0.87)
10.0 1.00 301 (300) −8.3 (−8.3) 1.7 (2.8, 2.51) (3.4, 1.00) (3.9, 1.08) (5.4, 0.87)
10.0 0.88 312 (300) −7.0 (−7.1) 2.6 (2.9, 2.62) (3.5, 1.07) (3.8, 1.09) (5.5, 0.92)
10.0 1.20 265 (260) 0.4 (0.3) 0.5 (2.8, 2.66) - - (4.5, 0.82)
10.0 1.15 263 (260) −3.4 (−3.4) 0.4 (2.8, 2.69) (3.3, 1.17) (3.5, 1.22) (5.4, 0.85)
10.0 1.10 264 (260) −5.6 (−5.6) 0.6 (2.8, 2.55) (3.3, 1.06) (3.7, 1.13) (5.4, 0.82)
10.0 1.05 264 (260) −8.1 (−8.1) 0.5 (2.8, 2.63) (3.4, 0.94) (4.1, 1.11) (5.5, 0.82)
10.0 1.00 262 (260) −8.9 (−9.0) 0.6 (2.8, 2.75) (3.3, 0.83) (4.1, 1.15) (5.6, 0.82)
10.0 0.88 265 (260) −9.1 (−9.3) 0.8 (2.8, 2.99) (3.4, 0.65) (4.4, 1.20) (5.7, 0.82)
vdW-DFPBE
02.5 1.00 289 (300) −5.2 (−5.0) 1.9 (2.8, 2.53) (3.4, 0.95) (3.9, 1.10) (5.6, 0.84)
(qζ + dp)
PBEPW86R 10.0 1.00 307 (300) 3.8 (3.5) 0.8 (2.8, 3.12) (3.3, 0.59) (4.5, 1.26) (5.5, 0.79)
VV10
10.0 1.20 262 (260) 0.6 (0.5) 0.3 (2.7, 2.92) (3.2, 0.96) (3.6, 1.09) (5.3, 0.82)
10.0 0.88 267 (260) −5.8 (−6.1) 0.2 (2.8, 3.96) (3.3, 0.27) (4.6, 1.42) (5.5, 0.78)
VV10revPBE 10.0 1.00 300 (300) 1.5 (1.5) 0.8 (2.8, 2.74) (3.3, 0.76) (4.3, 1.22) (5.6, 0.81)
200
vdW-DFPBE
20.0 1.20 308 (300) 1.7 (1.8) 1.1 (2.8, 2.42) - - (4.5, 0.78)
20.0 1.15 307 (300) −2.3 (−2.2) 1.2 (2.8, 2.42) - - (4.6, 0.83)
20.0 1.10 301 (300) −5.0 (−5.0) 1.5 (2.9, 2.35) - - (4.9, 0.86)
20.0 1.05 312 (300) −6.8 (−6.8) 2.1 (2.9, 2.36) (3.5, 1.10) (3.7, 1.10) (5.3, 0.87)
20.0 1.00 301 (300) −8.4 (−8.4) 1.9 (2.9, 2.47) (3.4, 0.96) (4.2, 1.08) (5.6, 0.86)
VV10
20.0 1.20 304 (300) 0.5 (0.4) 0.6 (2.8, 2.74) (3.3, 1.09) (3.5, 1.10) (5.3, 0.87)
20.0 1.15 308 (300) −0.8 (−1.2) 0.6 (2.8, 2.81) (3.2, 0.94) (4.0, 1.10) (5.4, 0.85)
20.0 1.10 311 (300) −2.2 (−2.3) 0.4 (2.8, 2.93) (3.2, 0.78) (4.2, 1.14) (5.5, 0.81)
20.0 1.05 311 (300) −3.1 (−3.2) 0.6 (2.8, 3.04) (3.3, 0.71) (4.4, 1.18) (5.5, 0.82)
20.0 1.00 314 (300) −3.4 (−4.2) 0.4 (2.8, 3.23) (3.3, 0.57) (4.5, 1.25) (5.6, 0.79)
Exp.49,52,56,57 1.00 ∼300 0.0
2.3 (H2O) (2.8, 2.58) (3.5, 0.84) (4.5, 1.12) (5.6, 0.88)
1.9 (D2O)
distance rOO < r
cut
OO, where r
cut
OO is usually chosen as the
position of the first minimum in the O–O RDF (∼3.5 A˚),
and (ii) the angle ̂OaOdHd < θ
cut
OOH, where a, d indicate
the acceptor or donor character of the molecules partic-
ipating in the bond, and θcutOOH ∼ 30
◦ is a cutoff angle.
However, this definition ignores the electronic distribu-
tion of the acceptor molecule, which plays an essential
role in H bonds64,65.
We consider a donor H atom and an acceptor lone pair
(L), and we define that a H bond exists if their distance
rHL < r
cut
HL = 2.0 A˚. The lone pair centers can be ob-
tained from their maximally localized Wannier orbitals66,
but the cost of this calculation at every time step would
be prohibitive. Instead, assuming that the two bonding
orbitals are in the OH directions, we use the orthogonal-
ity of the four sp3 hybrid orbitals to determine the angle
θLOL between the lone pair directions:[
1− tan2(θHOH/2)
] [
1− tan2(θLOL/2)
]
= 1. (B1)
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FIG. 13. Comparison of the O–O RDFs from AIMD simulations (1.00 g/cm3, ∼300 K) with experimental data at ambient
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FIG. 14. Variation with density in the position and height of the first three maxima and minima for the RDFs shown in Fig. 6.
Then, the positions of the two lone pair centers are
rOL = rOL [−ub cos(θLOL/2)± un sin(θLOL/2)] (B2)
where ub and un are unit vectors along the HOH bi-
sector and normal to the molecular plane, respectively,
and rOL is the distance of the lone pair centers to the
oxygen atom. We use the value of the TIP5P model50
(rOL = 0.7 A˚) which is very close to that of the ST2
model67 (0.8 A˚). Although this is about two times longer
than the distance of Wannier orbitals, we have found that
the H-bond definition is very insensitive to rOL and r
cut
HL ,
provided that rOH + rOL + r
cut
HL ≃ 3.6 A˚. We have also
checked that this definition produces very similar results
to those of an electronic-based criterion, such as the Mul-
liken overlap64.
Appendix C: Static and dynamic pressure differences
In order to investigate the variation in average pressure
in the AIMD simulations due to the xc functional, we
have calculated ‘static’ and ‘dynamic’ contributions to
the total pressure difference between pairs of functionals,
listed in Table IV. We make use of three GGA functionals
and four vdW functionals (two based on vdW-DF, and
two based on VV10).
The total difference ∆P is calculated using the average
pressures Pcorr obtained from the AIMD simulations (see
Table III). Instead, the static difference ∆Ps is obtained
from the average pressures calculated using the same 200
snapshots of liquid water for both functionals. These
include both low- and high-density configurations of the
liquid. We find that there is an almost constant difference
between functionals when calculating P from the same
11
TABLE IV. Pressure differences between xc functionals (1.00 g/cm3, ∼300 K). For each pair of functionals we list the total
difference ∆P , and its static and dynamic components (∆Ps and ∆Pd, respectively). PBE and revPBE data from Ref. [28]
(basis set and temperature corrections applied). All values in kbar.
PBE revPBE PBEPW86R vdW-DF vdW-DFPBE VV10
∆P ∆Ps ∆Pd ∆P ∆Ps ∆Pd ∆P ∆Ps ∆Pd ∆P ∆Ps ∆Pd ∆P ∆Ps ∆Pd ∆P ∆Ps ∆Pd
PBE -
revPBE 7.8 7.3 0.5 -
PBEPW86R −0.3 1.1 −1.4 −7.5 −6.2 −1.3 -
vdW-DF −2.3 1.4 −3.7 −10.1 −5.9 −4.2 −2.6 0.3 −2.9 -
vdW-DFPBE −11.7 −6.0 −5.7 −19.5 −13.3 −6.2 −11.9 −7.1 −4.8 −9.4 −7.4 −2.0 -
VV10 −7.5 −6.2 −1.3 −15.3 −13.5 −1.8 −7.8 −7.3 −0.5 −5.2 −7.6 2.4 4.2 −0.2 4.4 -
VV10PBE −1.7 0.3 −1.4 −9.5 −7.0 −2.5 −2.0 −0.8 −1.2 0.6 −1.1 −0.5 10.0 6.3 3.7 5.8 6.4 −0.6
snapshot. Finally, the dynamic difference ∆Pd is taken
as the discrepancy between ∆Ps and ∆P . A large value
of ∆Pd, therefore, indicates that the two functionals are
exploring significantly different configurations during the
AIMD simulation.
From the results presented in the table, we find that
the largest values of ∆Pd are for differences between
vdW-DF and GGA functionals (4.7 kbar RMS), followed
by differences between vdW-DF and VV10 functionals
(3.1 kbar RMS). Instead, differences between VV10 and
GGA functionals are much smaller (1.6 kbar RMS), as
well as those between different GGA functionals (1.1 kbar
RMS). Therefore, this suggests that vdW-DF signifi-
cantly alters the sampling of configuration space com-
pared to GGA, while VV10 has only a small effect in
this respect.
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