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ABSTRACT 
Let z be a complex variable and let A and B be constant n × n matrices with 
complex elements. It is shown that A + zB is invertible for all z in a deleted neigh- 
borhood of zero if and only if there exist constant n × n matrices uch that XA + 
YB ~ I and AX + BY  = I. A related result is the alternate necessary and sufficient 
condition that there exist constant X, Y such that XA + YB = I, YAXB-  
XBYA = 0 and YA is nilpotent. 
SECTION 1 
We consider here the quest ion of the invert ib i l i ty  of A + zB where 
z is a complex  var iable and A and B are constant  n × n matr ices  wi th  
complex  elements.  We shall  say that  A + zB is invertible near zero if and 
only if there is a 6 > 0 such that  if 0 < tzl < 6, then A + zB is non- 
singular. Some earl ier  results perta in ing to this p roper ty  are presented 
in Chap. 12 of [1] ; there such a pair  A, B is said to define a regular penci l  
of matr ices A + zB,  In  [2] we gave a necessary and suff ic ient condit ion 
for this in terms of the interact ion between A and B as l inear operators  
on C n, the complex  l inear space of n × 1 matr ices  wi th  complex  elements.  
The Laurent  expans ion (when it exists) of (A + zB) -1 in a deleted neigh- 
borhood of z = 0 was also descr ibed in these terms. The interest ing case, 
of course, is when A is s ingular so that  A + zB  is "near ly  s ingular"  for 
z near zero. Our results here and in [2] are va l id  in any  case, however.  
In  this note we present  two a l ternat ive  necessary and suff ic ient 
condit ions for the invert ib i l i ty  of A + zB near  zero in terms of the 
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existence of two constant n x n matrices X and Y which interact with 
A and B in simple-appearing ways. We show (Theorem 2, below) that 
for A + zB to be invertible near zero it is necessary and sufficient that 
there exist constant matrices X and Y such that 
XA + YB = I (1) 
and 
AX + BY  = !,  (2) 
in which I denotes the n × n identity matrix. The necessity is trivial for 
we may fix Zo such that 0 < Iz01 < ~ and take X = (A + zoB) -1, Y = 
zo(A + zoB) -1. The sufficiency will be shown using the condition given 
in [2]. 
The other result (Theorem 1, below) involves X and Y in a one-sided 
way rather than a two-sided way as in the combination of (1) and (2). 
Specifically, we show that A + zB is invertible near zero if and only if 
there exist constant matrices X and Y satisfying (1) along with 
YAXB = XBYA = 0 (3) 
and 
(YA)  a = O, for some integer d ~ 1. (4) 
SECTION 2 
We state the second mentioned result formally as follows: 
THEOREM 1. I /Z  is a complex variable and A and B are constant n x n 
matrices with complex elements, then A + zB is invertible near zero i/ and 
only i / there exist constant n x n matrices X and Y such that (1), (3), and 
(4) hold. 
Proo/. We show the necessity of (1), (3), and (4) by using our results 
on the Laurent expansion of (A + zB) -1 given in [2]. In terms of the 
notation there, A = Ao, B = A1 and for some integer / z>/ - -  1 and 
some (~ > 0 we have 
(A .-}- zB) -1 = ~ zkQk, 
k= --.u--1 
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when 0 < tzl < ~, the series converging absolutely in this deleted neigh- 
borhood. Since (A + zB)(A + zB) -1 = (A + zB)- I (A + zB) = I for all 
such z, it readily follows that (1) and (2) hold for X = Q0, Y = Q-l- But 
then AXA + AYB = A = AXA + BYA so AYB = BYA.  Similarly 
AXB = BXA,  XAY  = YAX,  XBY  = YBX.  Hence YAXB = XAYB 
= 0 since XA and YB are complementary projection matrices for this 
X and Y (Lemma 4.1 of [2J). Also XBYA = XAYB so (3) also holds for 
X = Qo, Y = Q-1. Finally, we have (Lemma 4.4 and Eq. (4.6) of [21) 
(YA)  "+~ = (-- l)u+l( - YA)"+IyA  = (-- 1)u+IQ_u_~A = 0, 
so (4) holds as well with this choice of X and Y. 
Now suppose (1), (3), and (4) hold for some X and Y. Define 
where 
H(z) = I + U(z) + V(z), 
d-1  
U(z) = ~_~ (-- z ) -k (YA)  k, V(z) = ~ (-- z)k(XB) k. 
k~l  k=l  
The series defining V(z) converges absolutely for 0 < Iz] < ~ where 
= (1 + ]IXB]])-I > 0. Moreover, in this deleted neighborhood U(z)XB = 0 
and V(z) (YA)  = 0 by (3) and 
(X + z - IY ) (A  + zB) = I + z - IyA  + zXB 
by (1). Hence, using (4), we have 
H(z)(X + z - lY ) (A  + zB) = n(z) -- U(z) --  V(z) = I, 
when 0 < tz] < 6. That is, A + zB is invertible near zero. 
SECTION 3 
We turn now to the sufficiency of (1) and (2) together. The overall result 
may be stated formally as follows: 
THEOREM 2. I] z is a complex variable and A and B are constant n × n 
matrices with complex elements, then A + zB is invertible near zero i /and  
only i/ there exist constant n x n matrices X and Y such that (1) and (2) 
hold. 
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Proo/. The necessity has already been shown so we assume here that 
X and Y satisfy (1) and (2). We shall verify that then the necessary and 
sufficient condition given in E21 is satisfied. Accordingly, let C n denote 
the vector space of n × 1 matrices over the complex numbers and let 
N1 = {x E CnIBx = 0}. We also define 
Noo = {x E CnlAx = 0} (5) 
and, inductively for k ~ 0, 
No.k+ 1 = {x E C~IAx = By  for some y ~ N0k }. (6) 
The condition of interest is (see p. 332 of [21) 
N1 n Nok = {0}, k = 0, ~, 2 . . . . .  (7) 
Before proceeding, we note that if (1) and (2) hold, then AX and A Y 
commute. Moreover, for any nonnegative integer :¢ we have (AX)C'B = 
B(XA)  ¢~ and (AY)C'B = B(YA):'. All these relations follow from XA Y = 
YAX,  AXB = BXA and AYB = BYA which result from (1) and (2). 
The subspace Nok can now be characterized as follows: 
Nok = {x e Cn](AX)~(AY)BAx = 0, for all integers ~ ~ 0, fl ~ 0 
such that c~ + fl = k}. (8) 
I t  is easy to see that (8) holds for k = 0 by comparing this with (5). Now 
let Sk+l denote the set described on the right of (8) when k is replaced 
by k + 1. With k ~ 0 such that (8) holds suppose x e No.t~+l. Then by 
(6) we have Ax = By where y E Nok so 
(AX)~(AY)~Ay = O, o~ ~ O, fl ~ O, ~ + fl = k. 
For each such ~, fl 
(AX)~+I(A Y)~Ax = (AX)~+I(A Y)BBy = BX(AX)~(A Y)aAy = O. 
Similarly, (AX)~(AY)~+IAx = BY(AX)~(AY)~Ay = 0 so x~ Sk+l; that 
is, N0.k+l C Sk+l. Now suppose x ~ Sk+l. In particular, then we have 
(AX)k+IAx = 0. Using (2), we get (AX)kAx = BY(AX)kAx .  Repeatedly 
applying (2) in a similar way, we conclude that if x ~ Sk+l, then 
k 
Ax = By, where y = ~ Y(AX) JAx  (9) 
j=0 
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Now i f :~>//0,  f l />0 , : t+f l  = k, then 
k 
(AX)~(A Y)BAy = ~ (AX) J(AX)~(A Y)a+lAx = O, 
j=o 
since x ~ Sk+l, and this means y ~ Nok by the inductive hypothesis. Hence, 
by  (9), x ~ No.k+ 1 so Sk+l C No.k+l. Thus (8) holds with k replaced by  
k + 1 and this characterizat ion of the subspace No~ is established. 
F inal ly  suppose k >/ 1 and x ~ N 1 n Nok. Then Bx = 0 and (AX) ~. 
(A Y)aAx = 0 for all integers a ~ 0, ~ ~ 0 such that  ~ + fl = k. F rom 
(1) it follows that  Ax = AXAx and hence (AX)~-I(AY)BAx = 0 if 
o~>/1, f l~0 , (~- -  1) +f l  = k - -  1. But  this means thatx~No,k_  land ,  
inductively,  that  x~Nl f lNoo .  By (1), then x= XAx+ YBx  =0;  
accordingly, (7) must hold and the theorem is proved. 
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