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Abstract. In the paper, we generalize the approach Gasnikov et. al,
2017, which allows to solve (stochastic) convex optimization problems
with an inexact gradient-free oracle, to the convex-concave saddle-point
problem. The proposed approach works, at least, like the best exist-
ing approaches. But for a special set-up (simplex type constraints and
closeness of Lipschitz constants in 1 and 2 norms) our approach reduces
n/logn times the required number of oracle calls (function calculations).
Our method uses a stochastic approximation of the gradient via finite
differences. In this case, the function must be specified not only on the
optimization set itself, but in a certain neighbourhood of it. In the sec-
ond part of the paper, we analyze the case when such an assumption
cannot be made, we propose a general approach on how to modernize
the method to solve this problem, and also we apply this approach to
particular cases of some classical sets.
Keywords: zeroth-order optimization · saddle-point problem · stochas-
tic optimization
1 Introduction
In the last decade in the ML community, a big interest cause different appli-
cations of Generative Adversarial Networks (GANs) [10], which reduce the ML
problem to the saddle-point problem, and the application of gradient-free meth-
ods for Reinforcement Learning problems [16]. Neural networks become rather
popular in Reinforcement Learning [12]. Thus, there is an interest in gradient-
free methods for saddle-point problems
min
x∈X
max
y∈Y
ϕ(x, y). (1)
? The research of A. Beznosikov was partially supported by RFBR, project number
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number 18-29-03071 mk and was partially supported by the Ministry of Science and
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One of the natural approach for this class of problems is to construct a stochastic
approximation of a gradient via finite differences. In this case, it is natural to
expect that the complexity of the problem (1) in terms of the number of function
calculations is ∼ n times large in comparison with the complexity in terms of
number of gradient calculations, where n = dimX + dimY. Is it possible to
obtain better result? In this paper, we show that this factor can be reduced in
some situation to a much smaller factor log n.
We use the technique, developed in [8,9] for stochastic gradient-free smooth
convex optimization problems (gradient-free version of mirror descent [2]) to pro-
pose a stochastic gradient-free version of saddle-point variant of mirror descent
[2] for smooth convex-concave saddle-point problems.
The concept of using such an oracle with finite differences is not new (see
[15], [4]). For such an oracle, it is necessary that the function is defined in some
neighbourhood of the initial set of optimization, since when we calculate the
finite difference, we make some small step from the point, and this step can lead
us outside the set. As far as we know, in all previous works, the authors proceed
from the fact that such an assumption is fulfilled or does not mention it at all.
We raise the question of what we can do when the function is defined only on
the given set due to some properties of the problem.
1.1 Our contributions
In this paper, we present a new method called zeroth-order Saddle-Point Al-
gorithm (zoSPA) for solving a convex-concave saddle-point problem (1). Our
algorithm uses a zeroth-order biased oracle with stochastic and bounded deter-
ministic noise. We show that if the noise ∼ ε (accuracy of the solution), then
the number of iterations necessary to obtain ε−solution on set with diameter
Ω ⊂ Rn is O
(
M2Ω2
ε2 n
)
or O
(
M2Ω2
ε2 log n
)
(depends on the optimization set,
for example, for a simplex, the second option with log n holds), where M2 is a
bound of the second moment of the gradient together with stochastic noise (see
below, (4)).
In the second part of the paper, we analyze the structure of an admissible set.
We give a general approach on how to work in the case when we are forbidden
to go beyond the initial optimization set. Briefly, it is to consider the ”reduced”
set and work on it.
Next, we show how our algorithm works in practice for various saddle-point
problems and compare it with full-gradient mirror descent.
2 Notation and Definitions
We use 〈x, y〉 def= ∑ni=1 xiyi to define inner product of x, y ∈ Rn where xi is
the i-th component of x in the standard basis in Rn. Hence we get the def-
inition of `2-norm in Rn in the following way ‖x‖2 def=
√〈x, x〉. We define
`p-norms as ‖x‖p def= (
∑n
i=1 |xi|p)
1/p
for p ∈ (1,∞) and for p = ∞ we use
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‖x‖∞ def= max1≤i≤n |xi|. The dual norm ‖ · ‖∗ for the norm ‖ · ‖ is defined in the
following way: ‖y‖∗ def= max {〈x, y〉 | ‖x‖ ≤ 1}. Operator E[·] is full mathematical
expectation and operator Eξ[·] express conditional mathematical expectation.
Definition 1 (M-Lipschitz continuity). Function f(x) is M -Lipschitz con-
tinuous in X ⊆ Rn with M > 0 w.r.t. norm ‖ · ‖ when
|f(x)− f(y)| ≤M‖x− y‖, ∀ x, y ∈ X.
Definition 2 (Prox-function). Function d(z) : Z → R is called prox-function
if d(z) is 1-strongly convex w.r.t. ‖ · ‖-norm and differentiable on Z function.
Definition 3 (Bregman divergence). Let d(z) : Z → R is prox-function.
For any two points z, w ∈ Z we define Bregman divergence Vz(w) associated
with d(z) as follows:
Vz(w) = d(z)− d(w)− 〈∇d(w), z − w〉.
We denote the Bregman-diameter ΩZ of Z w.r.t. Vz1(z2) as
ΩZ
def
= max{√2Vz1(z2) | z1, z2 ∈ Z}.
Definition 4 (Prox-operator). Let Vz(w) Bregman divergence. For all x ∈ Z
define prox-operator of ξ:
proxx(ξ) = arg min
y∈Z
(Vx(y) + 〈ξ, y〉) .
3 Main Result
3.1 Non-smooth saddle-point problem
We consider the saddle-point problem (1), where ϕ(·, y) is convex function de-
fined on compact convex set X ⊂ Rnx , ϕ(x, ·) is concave function defined on
compact convex set Y ⊂ Rny .
We call an inexact stochastic zeroth-order oracle ϕ˜(x, y, ξ) at each iteration.
Our model corresponds to the case when the oracle gives an inexact noisy func-
tion value. We have stochastic unbiased noise, depending on the random variable
ξ and biased deterministic noise. One can write it the following way:
ϕ˜(x, y, ξ) = ϕ(x, y, ξ) + δ(x, y), (2)
Eξ[ϕ˜(x, y, ξ)] = ϕ˜(x, y), Eξ[ϕ(x, y, ξ)] = ϕ(x, y), (3)
where random variable ξ is responsible for unbiased stochastic noise and δ(x, y)
– for deterministic noise.
We assume that exists such positive constant M that for all x, y ∈ X ×Y we
have
‖∇ϕ(x, y, ξ)‖2 ≤M(ξ), E[M2(ξ)] = M2. (4)
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One can prove that ϕ(x, y, ξ) is M(ξ)-Lipschitz w.r.t. norm ‖ · ‖2 and that
‖∇ϕ(x, y)‖2 ≤M . And also the following assumptions are satisfied:
|ϕ˜(x, y, ξ)− ϕ(x, y, ξ)| = |δ(x, y)| ≤ ∆. (5)
For convenience, we denote Z = X × Y and then z ∈ Z means z def= (x, y),
where x ∈ X , y ∈ Y. When we use ϕ(z), we mean ϕ(z) = ϕ(x, y), and ϕ(z, ξ) =
ϕ(x, y, ξ).
For e ∈ RSn2 (1) and some constant τ let ϕ(z+τe, ξ) def= ϕ˜(x+τex, y+τey, ξ),
where ex is the first part of e size of dimension nx
def
= dim(x), and ey is the second
part of dimension ny
def
= dim(y). And n
def
= nx + ny. Then define estimation of
the gradient through the difference of functions:
g(z, ξ, e) =
n
2τ
(
(ϕ˜(z + τe, ξ)− ϕ˜(z − τe, ξ)) ex
− (ϕ˜(z + τe, ξ)− ϕ˜(z − τe, ξ)) ey
)
. (6)
g(z, ξ, e) is a block vector consisting of two vectors.
Next we define an important object for further discussion – a smoothed
version of the function ϕ˜ (see [14], [15]).
Definition 5. Function ϕˆ(x, y) = ϕˆ(z) defines on set X × Y satisfies:
ϕˆ(z) = Ee [ϕ˜(z + τe)] . (7)
Note that we introduce a smoothed version of the function only for proof;
in the algorithm, we use only the zero-order oracle (6). Now we are ready to
present our algorithm:
Algorithm 1 Zeroth-Order Saddle-Point Algorithm (zoSPA)
Input: Iteration limit N .
Let z1 = argmin
z∈Z
d(z).
for k = 1, 2, . . . , N do
Sample ek, ξk independently.
Initialize γk.
zk+1 = proxzk (γkg(zk, ξk, ek)).
end for
Output: z¯N ,
where
z¯N =
1
ΓN
(
N∑
k=1
γkzk
)
, ΓN =
N∑
k=1
γk. (8)
Next, we analyze the convergence of our algorithm.
Note that we work only with norms ‖ · ‖p, where p is from 1 to 2 (q is from
2 to ∞). In the rest of the paper, including the main theorems, we assume that
p is from 1 to 2.
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Lemma 1 (see Lemma 2 from [3]). For g(z, ξ, e) defined in (6) the following
inequalitie holds:
E
[‖g(z, ξ, e)‖2q] ≤ 2(cnM2 + n2∆2τ2
)
a2q, (9)
where c is some positive constant (independent of n) and aq is determined by√
E[‖e‖4q] ≤ a2q and the following statement is true
a2q = min{2q − 1, 32 log n− 8}n
2
q−1, ∀n ≥ 3. (10)
Proof. Consider the following chain of inequalities, where we use a simple fact
(37):
E
[‖g(z, ξ, e)‖2q] = E [∥∥∥ n2τ (ϕ˜(z + τe, ξ)− ϕ˜(z − τe, ξ)) e∥∥∥2q
]
= E
[∥∥∥ n
2τ
(ϕ(z + τe, ξ) + δ(z + τe)− ϕ(z − τe, ξ)− δ(z − τe)) e
∥∥∥2
q
]
≤ n
2
2τ2
E
[
‖(ϕ(z + τe, ξ)− ϕ(z − τe, ξ)) e‖2q
]
+
n2
2τ2
E
[
‖(δ(z + τe)− δ(z − τe)) e‖2q
]
≤ n
2
2τ2
E
[
(ϕ(z + τe, ξ)− ϕ(z − τe, ξ))2 ‖e‖2q
]
+
n2
τ2
E
[(
δ2(z + τe) + δ2(z − τe)) ‖e‖2q]
By independence ξ,e and again (37) we have
E
[‖g(z, ξ, e)‖2q] ≤ n22τ2Eξ [Ee [(ϕ(z + τe, ξ)− α− ϕ(z − τe, ξ) + α)2 ‖e‖2q]]
+
n2
τ2
E
[(
δ2(z + τe) + δ2(z − τe)) ‖e‖2q]
≤ n
2
τ2
Eξ
[
Ee
[(
(ϕ(z + τe, ξ)− α)2 + (ϕ(z − τe, ξ)− α)2
)
‖e‖2q
]]
+
n2
τ2
E
[(
δ2(z + τe) + δ2(z − τe)) ‖e‖2q]
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Taking into account the symmetric distribution of e and Cauchy–Schwarz in-
equality:
E
[‖g(z, ξ, e)‖2q] ≤ 2n2τ2 Eξ [Ee [(ϕ(z + τe, ξ)− α)2 ‖e‖2q]]
+
n2
τ2
E
[(
δ2(z + τe) + δ2(z − τe)) ‖e‖2q]
≤ 2n
2
τ2
Eξ
[√
Ee
[
(ϕ(z + τe, ξ)− α)4
]√
Ee
[
‖e‖4q
]]
+
n2
τ2
√
E
[
(δ2(z + τe) + δ2(z − τe))2
]√
E
[
‖e‖4q
]
≤ 2n
2a2q
τ2
Eξ
[√
Ee
[
(ϕ(z + τe, ξ)− α)4
]]
+
2n2a2q∆
2
τ2
In the last inequality we use (5) and (10). Substituting α = Ee [ϕ(z + τe, ξ)],
applying Lemma 11 with the fact that ϕ(z + τe, ξ) is τM(ξ)-Lipschitz w.r.t. e
in terms of the ‖ · ‖2-norm we get
E
[‖g(z, ξ, e)‖2q] ≤ 2cna2q · Eξ [M2(ξ)]+ 2n2a2q∆2τ2 = 2a2q
(
cn ·M2 + n
2∆2
τ2
)

Note that in the case with p = 2, q = 2 we have aq = 1, this follows not
from (10), but from the simplest estimate. And from (10) we get that with
p = 1, q =∞ – aq = O(logn/n) (see also Lemma 4 from [15]).
Lemma 2 (see Lemma 8 from [15]). Let e be from RSn2 (1). Then function
ϕˆ(z, ξ) is convex-concave and satisfies :
sup
z∈Z
|ϕˆ(z)− ϕ(z)| ≤ τM +∆. (11)
Proof. Using definition (7) of ϕˆ and unbiasedness (3):∣∣ϕˆ(z)− ϕ(z)∣∣ = ∣∣Ee[ϕ˜(z + τe)]− ϕ(z)∣∣
= |Ee [Eξ[ϕ˜(z + τe, ξ)]]− ϕ(z)|
= |Ee [Eξ[ϕ(z + τe, ξ) + δ(z)]]− ϕ(z)|
= |Ee [ϕ(z + τe) + δ(z)]− ϕ(z)|
= |Ee [ϕ(z + τe)− ϕ(z)] + δ(z)| .
Since ‖∇ϕ(z)‖2 ≤M , then ϕ(z) is M -Lipschitz:
|Ee [ϕ(z + τe)− ϕ(z)] + δ(z)| ≤ |Ee [M‖τe‖2] + δ(z)| ≤Mτ +∆.
In the last inequality we use (5).
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
Lemma 3 (see Lemma 5.3.2 [2]). Define ∆k
def
= g(zk, ξk, ek) − g(zk, ek),
where
g(zk, ek) = Eξ [g(zk, ξk, ek)]
=
n
2τ
(
(ϕ˜(z + τe)− ϕ˜(z − τe)) ex
− (ϕ˜(z + τe)− ϕ˜(z − τe)) ey
)
.
Let D(u)
def
=
∑N
k=1 γk〈∆k, u− zk〉. Then we have
E
[
max
u∈Z
D(u)
]
≤ 6MallΩ
√√√√ N∑
k=1
γ2k. (12)
In the last estimate, we defined a new constant M2all = 2
(
cnM2 + n
2∆2
τ2
)
a2q.
Proof. Let define sequence v: v1
def
= z1, vk+1
def
= proxvk(−ργk∆k) for some ρ > 0:
D(u) =
N∑
k=1
γk〈−∆k, zk − u〉
=
N∑
k=1
γk〈−∆k, zk − z1〉+
N∑
k=1
γk〈−∆k, z1 − vk〉
+
N∑
k=1
γk〈−∆k, vk − u〉 (13)
By the definition of v and an optimal condition for the prox-operator, we have
for all u in Z
〈−γkρ∆k −∇d(vk+1) +∇d(vk+1), u− vk+1〉 ≥ 0.
Rewriting this inequality, we get
〈−γkρ∆k, vk − u〉 ≤ 〈−γkρ∆k, vk − vk+1〉+ 〈∇d(vk+1)−∇d(vk), u− vk+1〉.
Using (35):
〈−γkρ∆k, vk − u〉 ≤ 〈−γkρ∆k, vk − vk+1〉+ Vvk(u)− Vvk+1(u)− Vvk(vk+1).
Bearing in mind the Bregman divergence property 2Vx(y) ≥ ‖x− y‖2p:
〈−γkρ∆k, vk − u〉 ≤ 〈−γkρ∆k, vk − vk+1〉+ Vvk(u)− Vvk+1(u)−
1
2
‖vk+1 − vk‖2p.
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Using the definition of the conjugate norm:
〈−γkρ∆k, vk − u〉 ≤ ‖γkρ∆k‖q · ‖vk − vk+1‖p + Vvk(u)− Vvk+1(u)−
1
2
‖vk+1 − vk‖2p
≤ ρ
2γ2k
2
‖∆k‖2q + Vvk(u)− Vvk+1(u).
Summing over k from 1 to N :
N∑
k=1
γkρ〈−∆k, vk − u〉 ≤ Vv1(u)− VvN+1(u) +
ρ2
2
N∑
k=1
γ2k‖∆k‖2q.
Notice, that Vx(y) ≥ 0 and Vv1(u) ≤ Ω2/2:
N∑
k=1
γk〈−∆k, vk − u〉 ≤ Ω
2
2ρ
+
ρ
2
N∑
k=1
γ2k‖∆k‖2q. (14)
Substituting (14) into (13):
D(u) ≤
N∑
k=1
γk〈∆k, z1 − zk〉+
N∑
k=1
γk〈∆k, vk − z1〉+ Ω
2
2ρ
+
ρ
2
N∑
k=1
γ2k‖∆k‖2q.
The right side is independent of u, then
max
u∈Z
D(u) ≤
N∑
k=1
γk〈∆k, z1 − zk〉+
N∑
k=1
γk〈∆k, vk − z1〉+ Ω
2
2ρ
+
ρ
2
N∑
k=1
γ2k‖∆k‖2q.
Taking the full expectation:
E
[
max
u∈Z
D(u)
]
≤ E
[
N∑
k=1
γk〈∆k, z1 − zk〉
]
+ E
[
N∑
k=1
γk〈∆k, vk − z1〉
]
+
Ω2
2ρ
+
ρ
2
E
[
N∑
k=1
γ2k‖∆k‖2q
]
. (15)
We estimate the first term denoting by sk = γk〈∆k, z1− zk〉 and SN =
∑N
k=1 sk
and:
E
( N∑
k=1
γk〈∆k, z1 − zk〉
)2 = E [S2N] = E [(SN−1 + sN )2]
= E
[
S2N−1 + 2SN−1sN + s
2
N
]
.
Using the independence of S and s and E [sN ] = 0 (E [∆N ] = 0):
E
( N∑
k=1
γk〈∆k, z1 − zk〉
)2 ≤ E [S2N−1]+ E [γ2N‖∆N‖2‖z1 − zk‖2]
≤ E [S2N−1]+ γ2NΩ2E [‖∆N‖2] .
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Continuing for SN−1 and further, we get
E
( N∑
k=1
γk〈∆k, z1 − zk〉
)2 ≤ N∑
k=1
γ2kΩ
2E
[‖∆k‖2] .
Then
E
[
N∑
k=1
γk〈∆k, z1 − zk〉
]
≤ Ω
√√√√ N∑
k=1
γ2kE [‖∆k‖2].
Similar calculations can be done for
∑N
k=1 γk〈∆k, vk−z1〉. Substituting the result
in (15):
E
[
max
u∈Z
D(u)
]
≤ 2Ω
√√√√ N∑
k=1
γ2kE [‖∆k‖2] +
Ω2
2ρ
+
ρ
2
N∑
k=1
γ2kE
[‖∆k‖2q] .
To prove the lemma, it remains to estimate E
[‖∆k‖2q]:
E
[‖∆k‖2q] ≤ E [‖g(zk, ξk, ek)− g(zk, ek)‖2q]
≤ 2E [‖g(zk, ξk, ek)‖2q]+ 2E [‖g(zk, ek)‖2q]
≤ 2E [‖g(zk, ξk, ek)‖2q]+ 2E [‖Eξg(zk, ξk, ek)‖2q]
≤ 4E [‖g(zk, ξk, ek)‖2q] .
By (9) we have E
[‖∆k‖2q] ≤ 4M2all, whence
E
[
max
u∈Z
D(u)
]
≤ Ω
2
2ρ
+ 2ρ
N∑
k=1
γ2kM
2
all + 4Ω
√√√√ N∑
k=1
γ2kM
2
all.
Taking ρ = Ω/2
√
N∑
k=1
γ2kM
2
all:
E
[
max
u∈Z
D(u)
]
≤ 6M2allΩ
√√√√ N∑
k=1
γ2k.

Lemma 4 (Lemma 10 from [15]). It holds that
Ee [g(z, ξ, e)] = ∇˜ϕˆ(z, ξ).
Hereinafter, by ∇˜ϕˆ(z) we mean a block vector consisting of two vectors ∇xϕˆ(x, y)
and −∇yϕˆ(x, y).
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Proof. The proof of this fact is given in [15] and follows from the Stokes’ theorem.

We are ready to prove the main theorem.
Theorem 1. Let problem (1) with function ϕ(x, y) be solved using Algorithm 1
with the oracle g(zk, ξk, ek) from (6). Assume, that the function ϕ(x, y) and its
inexact modification ϕ˜(x, y) satisfy the conditions (3), (4), (5). Denote by N the
number of iterations. Let step in Algorithm 1 γk =
Ω
Mn1/q
√
N
. Then the rate of
convergence is given by the following expression
E [εsad(z¯N )] ≤ Mn
1/qΩ
2
√
N
+
6MallΩ√
N
+
MallΩ
2Mn1/q
√
N
+ 2(τM +∆),
where z¯N is defined in (8), Ω is a diameter of Z, M2all = 2
(
cnM2 + n
2∆2
τ2
)
a2q
and
εsad(z¯N ) = max
y′∈Y
ϕ(x¯N , y
′)− min
x′∈X
ϕ(x′, y¯N ), (16)
x¯N , y¯N are defined the same way as z¯N in (8).
Proof. We divided the proof into three steps.
Step 1. Let gk
def
= γkg(zk, ξk, ek). By the step of Algorithm 1, zk+1 =
proxzk(gk). Taking into account (36), we get that for all u ∈ Z
〈gk, zk+1 − u〉 = 〈gk, zk+1 − zk + zk − u〉 ≤ Vzk(u)− Vzk+1(u)− Vzk(zk+1).
By simple transformations:
〈gk, zk − u〉 ≤ 〈gk, zk − zk+1〉+ Vzk(u)− Vzk+1(u)− Vzk(zk+1)
≤ 〈gk, zk − zk+1〉+ Vzk(u)− Vzk+1(u)−
1
2
‖zk+1 − zk‖2p.
In last inequality we use the property of the Bregman divergence: Vx(y) ≥ 12‖x−
y‖2p. Using Hlder’s inequality and the fact: ab− b2/2 6 a2/2, we have
〈gk, zk − u〉 ≤ ‖gk‖q‖zk − zk+1‖p + Vzk(u)− Vzk+1(u)−
1
2
‖zk+1 − zk‖2p
≤ Vzk(u)− Vzk+1(u) +
1
2
‖gk‖2q. (17)
Summing (17) over all k from 1 to N and by the definitions of gk and Ω (diameter
of Z):
N∑
k=1
γk〈g(zk, ξk, ek), zk − u〉 ≤ Ω
2
2
+
1
2
N∑
k=1
γ2k‖g(zk, ξk, ek)‖2q, ∀u ∈ Z. (18)
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Substituting the definition of D(u) from Lemma 3 in (18), we have for all u ∈ Z
N∑
k=1
γk〈g(zk, ek), zk − u〉 ≤ Ω
2
2
+
1
2
N∑
k=1
γ2k‖g(zk, ξk, ek)‖2q +D(u)
≤ Ω
2
2
+
1
2
N∑
k=1
γ2k‖g(zk, ξk, ek)‖2q + max
u∈Z
D(u). (19)
Step 2. We consider a relationship between functions ϕˆ(z) and ϕ(z). Com-
bining (16) and (11) we get
εsad(z¯N ) ≤ max
y′∈Y
ϕˆ(x¯N , y
′)− min
x′∈X
ϕˆ(x′, y¯N ) + 2(τM +∆).
Then, by the definition of x¯N and y¯N (see (16)), Jensen’s inequality and convexity-
concavity of ϕˆ:
εsad(z¯N ) ≤ max
y′∈Y
ϕˆ
(
1
ΓN
(
N∑
k=1
γkxk
)
, y′
)
− min
x′∈X
ϕˆ
(
x′,
1
ΓN
(
N∑
k=1
γkyk
))
+2(τM +∆)
≤ 1
ΓN
N∑
k=1
γk
(
max
y′∈Y
ϕˆ(xk, y
′)− min
x′∈X
ϕˆ(x′, yk)
)
+ 2(τM +∆).
Given the fact of linear independence of x′ and y′:
εsad(z¯N ) ≤ 1
ΓN
N∑
k=1
γk max
(x′,y′)∈Z
(ϕˆ(xk, y
′)− ϕˆ(x′, yk)) + 2(τM +∆).
Using convexity and concavity of the function ϕˆ:
εsad(z¯N ) ≤ 1
ΓN
N∑
k=1
γk max
(x′,y′)∈Z
(ϕˆ(xk, y
′)− ϕˆ(x′, yk)) + 2(τM +∆)
=
1
ΓN
N∑
k=1
γk max
(x′,y′)∈Z
(ϕˆ(xk, y
′)− ϕˆ(xk, yk) + ϕˆ(xk, yk)− ϕˆ(x′, yk))
+2(τM +∆)
≤ 1
ΓN
N∑
k=1
γk max
(x′,y′)∈Z
(〈∇yϕˆ(xk, yk), y′ − yk〉+ 〈∇xϕˆ(xk, yk), xk − x′〉)
+2(τM +∆)
≤ 1
ΓN
N∑
k=1
γk max
u∈Z
〈∇˜ϕˆ(zk), zk − u〉+ 2(τM +∆). (20)
By ∇˜ϕˆ(z) we mean a block vector consisting of two vectors ∇xϕˆ(x, y) and
−∇yϕˆ(x, y).
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Step 3. Taking expectation from the both sides of (19) and applying Lemma
4, we get
N∑
k=1
γk〈∇ϕˆ(zk), zk − u〉 ≤ Ω
2
2
+
1
2
N∑
k=1
γ2kE
[‖g(zk, ξk, ek)‖2q]
+E
[
max
u∈Z
D(u)
]
.
Combining with (20):
E [εsad(z¯N )] ≤ Ω
2
2ΓN
+
1
2ΓN
N∑
k=1
γ2kE
[‖g(zk, ξk, ek)‖2q]
+
1
ΓN
E
[
max
u∈Z
D(u)
]
+ 2(τM +∆).
By (12) we have
E [εsad(z¯N )] ≤ Ω
2
2ΓN
+
1
2ΓN
N∑
k=1
γ2kE
[‖g(zk, ξk, ek)‖2q]+ 2(τM +∆)
+
6M2allΩ
ΓN
√√√√ N∑
k=1
γ2k.
Using (9):
E [εsad(z¯N )] ≤ Ω
2
2ΓN
+
6ΩMall
ΓN
√√√√ N∑
k=1
γ2k + 2∆all(N) +
M2all
2ΓN
N∑
k=1
γ2k.
Substituting values of γk =
Ω
Mn1/q
√
N
and using the fact that
∑N
k=1
1/k ≤ logN+
1 end the proof.

Next we analyze the results.
Corollary 1. Under the assumptions of the Theorem 1 let ε be accuracy of the
solution of the problem (1) obtained using Algorithm 1. Assume that
τ = Θ
( ε
M
)
, ∆ = O
(
ε√
n
)
, (21)
then the number of iterations to find ε-solution
N = O
(
Ω2M2n2/q
ε2
C2(n, q)
)
,
where C(n, q)
def
= min{2q − 1, 32 log n− 8}.
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Proof. From the conditions of the corollary it follows:
M2all = Θ(nM
2a2q) = Θ(n
2/qM2C(n, q)).
This immediately implies the assertion of the corollary.

Consider separately cases with p = 1 and p = 2.
p, (1 6 p 6 2) q, (2 6 q 6∞) N , Number of iterations
p = 2 q = 2 O
(
Ω2M2
ε2
n
)
p = 1 q =∞ O
(
Ω2M2
ε2
log2(n)
)
Table 1. Summary of convergence estimation for smooth case: p = 2 and p = 1.
Note that in the case with p = 2, we have that the number of iterations
increases n times compared with [2], and in the case with p = 1 – just log2 n
times.
3.2 Admissible Set Analysis
As stated above, in works (see [15], [4]), where zeroth-order approximation ((6))
is used instead of the ”honest” gradient, it is important that the function is
specified not only on an admissible set, but in a certain neighborhood of it. This
is due to the fact that for any point x belonging to the set, the point x+ τe can
be outside it.
But in some cases we cannot make such an assumption. The function and
values of x can have a real physical interpretation. For example, in the case of a
probabilistic simplex, the values of x are the distribution of resources or actions.
The sum of the probabilities cannot be negative or greater than 1. Moreover, due
to implementation or other reasons, we can deal with an oracle that is clearly
defined on an admissible set and nowhere else.
In this part of the paper, we outline an approach how to solve the problem
raised above and how the quality of the solution changes from this.
Our approach can be briefly described as follows:
– Compress our original set X by (1 − α) times and consider a ”reduced”
version Xα. Note that the parameter α should not be too small, otherwise
the parameter τ must be taken very small. But its also impossible to take
large α, because we compress our set too much and can get a solution far
from optimal. This means that the accuracy of the solution ε bounds α:
α ≤ h(ε), in turn, α bounds τ : τ ≤ g(α).
– Generate a random direction e so that for any x ∈ Xα follows x+ τe ∈ X.
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– Solve the problem on ”reduced” set with ε/2-accuracy. The α parameter must
be selected so that we find ε-solution of the original problem.
In practice, this can be implemented as follows: 1) do as described in the
previous paragraph, or 2) work on the original set X, but if xk + τe is outside
X, then project xk onto the set X
α. We provide a theoretical analysis only for
the method that always works on Xα.
Next, we analyze cases of different sets. General analysis scheme:
– Present a way to ”reduce” the original set.
– Suggest a random direction e generation strategy.
– Estimate the minimum distance between Xα and X in `2-norm. This is the
border of τ , since ‖e‖2.
– Evaluate the α parameter so that the ε/2-solution of the ”reduced” problem
does not differ by more than ε/2 from the ε-solution of the original problem.
The first case of set is a probability simplex:
4n =
{
n∑
i=1
xi = 1, xi ≥ 0, i ∈ 1 . . . n
}
.
Consider the hyperplane
H =
{
n∑
i=1
xi = 1
}
,
in which the simplex lies. Note that if we take the directions e that lies in H,
then for any x lying on this hyperplane, x+ τe will also lie on it. Therefore, we
generate the direction e randomly on the hyperplane. Note that H is a subspace
of Rn with size dimH = n− 1. One can check that the set of vectors from Rn
v =

v1 = 1/
√
2(1,−1, 0, 0, . . . 0),
v2 = 1/
√
6(1, 1,−2, 0, . . . 0),
v3 = 1/
√
12(1, 1, 1,−3, . . . 0),
. . .
vk = 1/
√
k+k2(1, . . . 1,−k, . . . , 0),
. . .
vn−1 = 1/
√
n−1+(n−1)2(1, . . . , 1,−n+ 1)

,
is an orthonormal basis of H. Then generating the vectors e˜ uniformly on the
euclidean sphere RSn−12 (1) and computing e by the following formula:
e = e˜1v1 + e˜2v2 + . . .+ e˜kvk + . . . e˜n−1vn−1, (22)
we have what is required. With such a vector e, we always remain on the hyper-
plane, but we can go beyond the simplex. This happens if and only if for some
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i, xi + τei < 0. To avoid this, we consider a ”reduced” simplex for some positive
constant α:
4αn =
{
n∑
i=1
xi = 1, xi ≥ α, i ∈ 1 . . . n
}
.
One can see that for any x ∈ 4αn, for any e from (22) and τ < α follows that
x+ τe ∈ 4n, because |ei| ≤ 1 and then xi + τei ≥ α− τ ≥ 0.
The last question to be discussed is the accuracy of the solution that we
obtain on a ”reduced” set. Consider the following lemma (this lemma does not
apply to the problem (1),for it we prove later):
Lemma 5. Suppose the function f(x) is M -Lipschitz w.r.t. norm ‖ · ‖2. Con-
sider the problem of minimizing f(x) not on original set X, but on the ”re-
duced” set Xα. Let we find xk solution with ε/2-accuracy on f(x). Then we
found (ε/2 + rM)-solution of original problem, where
r = max
x∈X
∥∥∥∥x− argmin
xˆ∈Xα
‖x− xˆ‖2
∥∥∥∥
2
.
Proof. Let x∗ is a solution of the original problem and xˆ is a point of Xα, closest
to x∗. We use the fact that f(x˜) ≤ f(xˆ) and M -Lipschitz continuity of f :
f(xk)− f(x∗) = f(xk)− f(xˆ) + f(xˆ)− f(x∗)
≤ f(xk)− f(x˜) + f(xˆ)− f(x∗) ≤ ε
2
+M‖xˆ− x∗‖2
≤ ε
2
+Mr. (23)

It is not necessary to search for the closest point to each x and find r. Its enough
to find one that is ”pretty” close and find some upper bound of r. Then it
remains to find a rule, which each point x from X associated with some point xˆ
from Xα and estimate the maximum distance maxX ‖xˆ− x‖2. For any simplex
point, consider the following rule:
xˆi =
(xi + 2α)
(1 + 2αn)
, i = 1, . . . n. (24)
One can easy to see, that for α ≤ 1/2n:
n∑
i=1
xˆi = 1, xˆi ≤ α, i = 1, . . . n.
It means that xˆ ∈ Xα. The distance ‖xˆ− x‖2:
‖xˆ− x‖2 =
√√√√ n∑
i=1
(xˆi − xi)2 = 2αn
1 + 2αn
√√√√ n∑
i=1
(
1
n
− xi
)2
.
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n∑
i=1
(
1
n − xi
)2
is a distance to the center of the simplex. It can be bounded by
the radius of the circumscribed sphere R =
√
n−1
n ≤ 1. Then
‖xˆ− x‖2 ≤ 2αn
1 + 2αn
≤ 2αn. (25)
(25) together with Lemma 5 gives that f(xk) − f(x∗) ≤ ε2 + 2αnM . Then by
taking α = ε/4nM (or less), we find ε-solution of the original problem. And it
takes τ ≤ α = ε/4nM.
The second case is a positive orthant:
⊥n = {xi ≥ 0, i ∈ 1 . . . n} .
We propose to consider a ”reduced” set of the following form:
⊥αn = {yi ≥ α, i ∈ 1 . . . n} .
One can note that for all i the minimum of the expression yi + τei is equal to
α− τ , because ei ≥ −1 and yi ≥ α. Therefore, it is necessary that α− τ ≥ 0. It
means that for any e ∈ RSn2 (1), for the vector y + τe the following expression
is valid:
yi + τei ≥ 0, i ∈ 1 . . . n.
The projection onto ⊥αn is carried out as well as onto ⊥n: if xi < α then xi → α.
Then let find r in Lemma 5 for orthant. Let for any x ∈ ⊥n define xˆ in the
following way:
xˆi =
{
α, xi < α,
xi, xi ≥ α,
i = 1, . . . n. (26)
One can see that xˆi ∈ ⊥αn and
‖xˆ− x‖2 =
√√√√ n∑
i=1
(xˆi − xi)2 ≤
√√√√ n∑
i=1
α2 = α
√
n. (27)
By Lemma 5 we have that f(xk) − f(x∗) ≤ ε2 + α
√
nM . Then by taking α =
ε/2
√
nM (or less), we find ε-solution of the original problem. And it takes τ ≤
α = ε/2
√
nM.
The above reasoning can easily be generalized to an arbitrary orthant:
⊥˜n = {bixi ≥ 0, bi = ±1, i ∈ 1 . . . n} .
The third case is a ball in p-norm for p ∈ [1; 2]:
Bnp (a,R) = {‖x− a‖p ≤ R} ,
where a is a center of ball, R – its radii. We propose reducing a ball and solving
the problem on the ”reduced” ball Bnp (a,R(1−α)). We need the following lemma:
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Lemma 6. Consider two concentric spheres in p norm, where p ∈ [1; 2], α ∈
(0; 1):
Snp (a,R) = {‖x− a‖p = R} , Snp (a,R(1− α)) = {‖y − a‖p = R(1− α)} .
Then the minimum distance between these spheres in the second norm
m =
αR
n1/p−1/2
.
Proof. Without loss of generality, one can transfer the center of the spheres to
zero, and also, by virtue of symmetry, consider only parts of the spheres, where
all components are positive. Then rewriting the problem of finding the minimum
distance we get
min
x,y∈Rn+
‖x− y‖2 (28)
s.t. x ∈ Snp (R, 0),
y ∈ Snp (R(1− α), 0).
Lagrange function of (28):
L =
n∑
i=1
(xi − yi)2 + λ1
(
n∑
i=1
xpi −Rp
)
+ λ2
(
n∑
i=1
ypi − (1− α)pRp
)
.
Note that we don not add restrictions for xi ≥ 0 and yi ≥ 0 into the Lagrange
function.
Taking derivatives with respect to xi and yi and using the necessary condi-
tions for the extremum point:
Lxi = 2(xi − yi) + λ1pxp−1i = 0,
Lyi = 2(yi − xi) + λ2pyp−1i = 0,
n∑
i=1
xpi −Rp = 0,
n∑
i=1
ypi − (1− α)pRp = 0.
(29)
One can note that xi > yi, hence λ1 < 0, λ2 > 0. From first two equations of
(29):
−λ1pxp−1i = λ2pyp−1i (30)
(−λ1)p/p−1xpi = λ
p/p−1
2 y
p
i
(−λ1)p/p−1
n∑
i=1
xpi = λ
p/p−1
2
n∑
i=1
ypi
(−λ1)p/p−1Rp = λp/p−12 (1− α)pRp
−λ1 = λ2(1− α)p−1. (31)
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Combining (30) and (31), we have
(1− α)xi = yi. (32)
Substituting yi from the first equation of (29) into the second equation of (29)
and using (30), we get
−λ1xp−1i = λ2
(
xi +
λ1p
2
xp−1i
)p−1
(1− α)p−1xp−1i =
(
xi +
λ1p
2
xp−1i
)p−1
(1− α)xi = xi + λ1p
2
xp−1i
−α = λ1p
2
xp−2i(−2α
λ1p
)p/p−2
= xpi
n
(−2α
λ1p
)p/p−2
= Rp
λ1 =
−2αnp−2/p
pRp−2
.
Then by (31):
λ2 =
2αnp−2/p
(1− α)p−1pRp−2 .
Substituting λ1, xi − yi = αxi into the first equation of (29):
αxi =
2αnp−2/pp
2pRp−2
xp−1i .
Whence it follows that
xi =
R
n1/p
, yi =
(1− α)R
n1/p
.
The values we found are non-negative. Then it is very easy to get the value of
m:
m =
√√√√ n∑
i=1
(xi − yi)2 = αR
n1/p−1/2
.
It remains only to verify that the found value is a minimum. Taking into account
that xi = xj , yi = yj and yi = (1 − α)xi, one can write dxi = dxj , yi = yj ,
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dyi = (1− α)dxi and find d2L:
d2L =
n∑
i=1
Lxixi(dxi)
2 + 2
n∑
i=1
Lxiyidxidyi +
n∑
i=1
Lyiyi(dyi)
2
= nLx1x1(dx1)
2 + 2nLx1y1dxidyi + nLy1y1(dy1)
2
= n(Lx1x1 + 2(1− α)Lx1y1 + (1− α)2Ly1y1)(dx1)2
= n (2− 2α(p− 1)− 4(1− α) + (1− α)(2 + 2α(p− 1))) (dx1)2
= 2nα(1− α(p− 1))(dx1)2.
For α ∈ (0; 1) and p ∈ [1; 2] we have α(p− 1) ≤ 0, hence d2L ≥ 0. It means that
we find a minimum of the distance.

Using the lemma, one can see that for any x ∈ Bαn(a,R(1− α)), τ ≤ αR/n1/p−1/2
and for any e ∈ RSn2 (1), x+ τe ∈ Bn(a,R).
Then let find r in Lemma 5 for ball. Let for any x define xˆ in the following
way:
xˆi = a+ (1− α)(xi − a), i = 1, . . . n. (33)
One can see that xˆi is in the ”reduced” ball and
‖xˆ−x‖2 =
√√√√ n∑
i=1
(xˆi − xi)2 =
√√√√ n∑
i=1
(α(xi − a))2 = α
√√√√ n∑
i=1
(xi − a)2 ≤ α
n∑
i=1
|xi−a|.
By Holder inequality:
‖xˆ− x‖2 ≤ α
n∑
i=1
|xi − a| ≤ αn 1q
(
n∑
i=1
|xi − a|p
) 1
p
= αn
1
qR.
By Lemma 5 we have that f(xk) − f(x∗) ≤ ε2 + αn1/qRM . Then by taking
α = ε/2n1/qRM (or less), we find ε-solution of the original problem. And it takes
τ ≤ αR/n1/p−1/2 = ε/2M√n.
The fourth case is a product of sets Z = X × Y. We define the ”reduced”
set Zα as
Zα = Xα × Y α,
We need to find how the parameter α and τ depend on the parameters αx, τx
and αy, τy for the corresponding sets X and Y , i.e. we have bounds: αx ≤ hx(ε),
αy ≤ hy(ε) and τx ≤ gx(αx) ≤ gx(hx(ε)), τy ≤ gy(αy) ≤ gy(hy(ε)). Obviously,
the functions g, h are monotonically increasing for positive arguments. This
follows from the physical meaning of τ and α.
Further we are ready to present an analogue of Lemma 5, only for the saddle-
point problem.
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Lemma 7. Suppose the function ϕ(x, y) inthe saddle-point problem is M -Lipschitz.
Let we find (x˜, y˜) solution on Xα and Y α with ε/2-accuracy. Then we found
(ε/2 + (rx + ry)M)-solution of the original problem, where rx and ry we define
in the following way:
rx = max
x∈X
∥∥∥∥x− argmin
xˆ∈Xα
‖x− xˆ‖2
∥∥∥∥
2
,
ry = max
y∈Y
∥∥∥∥∥y − argminyˆ∈Y α ‖y − yˆ‖2
∥∥∥∥∥
2
.
Proof. Let x∗ = argminx∈X ϕ(x, yk), y
∗ = argmaxy∈Y ϕ(xk, y), xˆ ∈ Xα is the
closest point to x∗ and yˆ ∈ Y α – to y∗. We use M -Lipschitz continuity of ϕ:
max
y∈Y
ϕ(xk, y)−min
x∈X
ϕ(x, yk) = ϕ(xk, y
∗)− ϕ(xk, yˆ) + ϕ(xk, yˆ)
−ϕ(x∗, yk) + ϕ(xˆ, yk)− ϕ(xˆ, yk)
= ϕ(xk, yˆ)− ϕ(xˆ, yk)
+ϕ(xk, y
∗)− ϕ(xk, yˆ)
+ϕ(xˆ, yk)− ϕ(x∗, yk)
≤ max
y∈Yα
ϕ(xk, y)− min
x∈Xα
ϕ(x, yk)
+rxM + ryM
≤ ε
2
+ (rx + ry)M.

In the previous cases we found the upper bound αx ≤ hx(ε) from the condition
that rxM ≤ ε/2. Now let’s take α˜x and α˜y so that rxM ≤ ε/4 and ryM ≤ ε/4.
For this we need α˜x ≤ hx(ε/2), α˜y ≤ hy(ε/2). It means that if we take α =
min(α˜x, α˜y), then (rx + ry)M ≤ ε/2 for such α. For a simplex, an orthant and a
ball the function h is linear, therefore the formula turns into a simpler expression:
α = min(αx,αy)/2.
For the new parameter α = min(α˜x, α˜y), we find τ˜x = gx(α) = gx(min(α˜x, α˜y))
and τ˜y = gy(α) = gy(min(α˜x, α˜y)). Then for any x ∈ Xα, ex ∈ RSdimX2 (1),
y ∈ Y α, ey ∈ RSdimY2 (1), x + τ˜xex ∈ X and y + τ˜yey ∈ Y . Hence, it is easy to
see that for τ = min(τ˜x, τ˜y) and the vector e˜x of the first dimX components of
e ∈ RSdimX+dimY2 (1) and for the vector e˜y of the remaining dimY components,
for any x ∈ Xα, y ∈ Y α it is true that x + τ e˜x ∈ X and y + τ e˜y ∈ Y . We get
τ = min(τ˜x, τ˜y). In the previous cases that we analyzed (simplex, orthant and
ball), the function g and h are linear therefore the formula turns into a simpler
expression: τ = min(αx, αy) ·min(τx/αx, τy/αy)/2.
Summarize the results of this part of the paper in Table 2.
One can note that in (21) τ is independent of n. According to Table 2, we need
to take into account the dependence on n. In Table 3, we present the constraints
on τ and ∆ so that Corollary 1 remains satisfied. We consider three cases when
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Set α of ”reduced” set Bound of τ e
probability
simplex
ε
4nM
ε
4nM
see (22)
positive
orthant
ε
2
√
nM
ε
2
√
nM
RSn2 (1)
ball in
p-norm
ε
2n1/qRM
ε
2
√
nM
RSn2 (1)
Xα × Y α min(αx,αy)
2
min(αx,αy)·min(τx/αx,τy/αy)
2
RSn2 (1)
Table 2. Summary of the part 3.2
both sets X and Y are simplexes, orthants and balls with the same dimension
n/2.
The second column of Table 3 means whether the functions are defined not
only on the set itself, but also in some neighbourhood of it.
Set Neigh-d? τ ∆
probability
simplex
3 Θ
(
ε
M
) O ( ε√
n
)
7 Θ
(
ε
Mn
)
and ≤ ε
4nM
O
(
ε√
n3
)
positive
orthant
3 Θ
(
ε
M
) O ( ε√
n
)
7 Θ
(
ε
M
√
n
)
and ≤ ε√
8nM
O ( ε
n
)
ball in
p-norm
3 Θ
(
ε
M
) O ( ε√
n
)
7 Θ
(
ε
M
√
n
)
and ≤ ε√
8nM
O ( ε
n
)
Table 3. τ and ∆ in Corollary 1 in different cases
4 Numerical Experiments
In a series of our experiments, we compare zeroth-order Algorithm 1 (zoSPA)
proposed in this paper with Mirror-Descent algorithm from [2] which uses a
first-order oracle. In the main part of the paper we give only a part of the
experiments, see the rest of the experiments in Section B of the Appendix.
We consider the classical saddle-point problem on a probability simplex:
min
x∈∆n
max
y∈∆k
[
yTCx
]
, (34)
This problem has many different applications and interpretations, one of the
main ones is a matrix game (see Part 5 in [2]), i.e. the element cij of the matrix
are interpreted as a winning, provided that player X has chosen the ith strategy
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and player Y has chosen the jth strategy, the task of one of the players is to
maximize the gain, and the opponents task – to minimize.
We briefly describe how the step of algorithm should look for this case. The
prox-function is d(x) =
∑n
i=1 xi log xi (entropy) and Vx(y) =
∑n
i=1 xi log
xi/yi
(KL divergence). The result of the proximal operator is u = proxzk(γkg(zk, ξ
±
k , ek)) =
zk exp(−γkg(zk, ξ±k , ek)), by this entry we mean: ui = [zk]i exp(−γk[g(zk, ξ±k , ek)]i).
Using the Bregman projection onto the simplex in following way P (x) = x/‖x‖1,
we have
[xk+1]i =
[xk]i exp(−γk[gx(zk, ξ±k , ek)]i)
n∑
j=1
[xk]j exp(−γk[gx(zk, ξ±k , ek)]j)
,
[yk+1]i =
[yk]i exp(γk[gy(zk, ξ
±
k , ek)]i)
n∑
j=1
[xk]j exp(γk[gy(zk, ξ
±
k , ek)]j)
,
where under gx, gy we mean parts of g which are responsible for x and for y.
From theoretical results one can see that in our case, the same step must be
used in Algorithm 1 and Mirror Descent from [2], because n1/q = 1 for q =∞.
In the first part of the experiment, we take matrix 200 × 200. All elements
of the matrix are generated from the uniform distribution from 0 to 1. Next, we
select one row of the matrix and generate its elements from the uniform from
5 to 10. Finally, we take one element from this row and generate it uniformly
from 1 to 5. Then we take the same matrix, but now at each iteration we add to
elements of the matrix a normal noise with zero expectation and variance of 10,
20, 30, 40 % of the value of the matrix element. The results of the experiment
is on Figure 1.
According to the results of the experiments, one can see that for the consid-
ered problems, the methods with the same step work either as described in the
theory (slower n times or log n times) or generally the same as the full-gradient
method.
5 Possible generalizations
In this paper we consider non-smooth cases. Our results can be generalized for
the case of strongly convex functions by using restart technique (see for example
[7]). It seems that one can do it analogously.5 Generalization of the results of
5 To say in more details this can be done analogously for deterministic set up. As for
stochastic set up we need to improve the estimates in this paper by changing the
Bregman diameters of the considered convex sets Ω by Bregman divergence between
starting point and solution. This requires more accurate calculations (like in [6])
and doesn’t include in this paper. Note that all the constants, that characterized
smoothness, stochasticity and strong convexity in all the estimates in this paper
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Fig. 1. zoSPA with 0 - 40 % noise and Mirror Descent applied to solve saddle-problem
(34).
[5,6] and [1,13] for the gradient-free saddle-point set-up is more challenging.
Also, based on combinations of ideas from [1,11] it’d be interestingly to develop
a mixed method with a gradient oracle for x (outer minimization) and a gradient-
free oracle for y (inner maximization).
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A General facts
Lemma 8 (see inequality 5.3.18 from [2]). Let d(z) : Z → R is prox-
function and Vz(w) define Bregman divergence associated with d(z). The follow-
ing equation holds for x, y, u ∈ X:
〈∇d(x)−∇d(y), u− x〉 = Vy(u)− Vx(u)− Vy(x). (35)
Lemma 9 (Fact 5.3.2 from [2]). Given norm ‖ · ‖ on space Z and prox-
function d(z), let z ∈ Z, w ∈ Rn and z+ = proxz(w). Then for all u ∈ Z
〈w, z+ − u〉 6 Vz(u)− Vz+(u)− Vz(z+). (36)
Lemma 10. For arbitrary integer n ≥ 1 and arbitrary set of positive numbers
a1, . . . , an we have (
m∑
i=1
ai
)2
≤ m
m∑
i=1
a2i . (37)
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Lemma 11 (Lemma 9 from [15]). For any function g which is L-Lipschitz
with respect to the `2-norm, it holds that if e is uniformly distributed on the
Euclidean unit sphere, then
√
E[(g(e)− Eg(e))4] ≤ cL
2
n
for some numerical constant c. One can note that c ≤ 3.
B Additional experiments
First, we present the experimental results for the classical saddle problem, which
was considered in Section 4.
Figure 2 gives the results for the problem of size 200 × 200 and 500 × 500
with different noise of elements. The method for generating the matrix is the
same as in Section 4.
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Fig. 2. zoSPA with noise, Mirror Descent applied to solve saddle-problem (34) size of:
(a) - 200× 200, (b) - 500× 500.
Next, we study how the convergence of the algorithms depends on the random
generation of the matrix. We consider 3 random seeds and generate a matrix (see
Section 4). Figure 3 (a) shows the experimental results. One can note that the
convergence rate depends on the matrix, but our Algorithm 1 and full-gradient
Mirror Descent converge approximately the same for the same matrix.
Figure 3 (b) shows the results of an experiment where we compare the con-
vergence of algorithms for various ”saddle sizes”. For the first experiment we use
matrix generation from Section 4. Then we take the same matrix (do not gener-
ate it again) and multiply the row, where the saddle point is located, by 4, and
we multiply the saddle point itself not by 4, but by 2. In the third experiment
we do the same, but with factors of 25 and 5. And in the last case, we divide the
row with the saddle-point by 2 and add 0.5 to each element. We do the following
transformations, and do not generate the matrix again, for additional purity of
26 A. Beznosikov, A. Sadiev and A. Gasnikov
the experiment, because using this approach, the ratio of elements in the matrix
remains almost unchanged, only the ”size of the saddle” changes.
In the last experiment with the classical saddle problem, we change the oracle
a bit: we began to take ex and ey with one unit and all other zeros. We conducted
an experiment for a problem of 100× 100.
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Fig. 3. zoSPA, Mirror Descent applied to solve saddle-problem (34): (a) - with different
random seeds for matrix, (b) - with different ”saddle sizes”, (c) - with other oracle.
Next, we give other problems. As in the previous experiments, we compare
Algorithm 1 and the full-gradient Mirror Descent. For our algorithm, we used
the step is the same as in Mirror Descent and the step obtained in theory, i.e.
n1/q times less than for Mirror Descent (see Theorem 1):
– In the first experiment, we consider the monkey-saddle problem in the point
(1; 1):
min
x∈R
max
y∈R
[
(x− 1)3 − 3(x− 1)(y − 1)2] (38)
– For the second experiment, we take the problem:
min
x∈Rn
max
y∈Rn
[〈a, x− b〉2 − 〈c, y − d〉2] , (39)
where x, y – vectors with dimension n = 100, vectors a, b, c, d are randomly
generated from uniform distribution on [0, 1].
– In the third and fourth experiments we consider the following problem:
min
x∈Rn
1
2
xTAx− bTx
s.t. Cx = d, (40)
where A ∈ Sn (symmetric matrix), C is a matrix size of k × n. One can
rewrite (40) in the following way:
min
x∈Rn
max
y∈Rk
[
1
2
xTAx− bTx+ yTCx− yT d
]
, (41)
where the expression in brackets is the Lagrange function L(x, y), and y –
Lagrange multiplier. Problem (41) is a saddle-point problem.
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In the third experiment we take n = 100, k = 10. Matrix A is positive fi-
nite. We first randomly generated positive eigenvalues, then converted them
into a diagonal matrix D, then we made an orthogonal matrix Q from
random squared matrix using QR-decomposition, and finally we get A by
A = QTDQ. Matrix C and vectors b, d are obtained randomly.
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Fig. 4. zoSPA, Mirror Descent applied to solve saddle-problem: (a)(38), (b) (39),
(c)(41).
– In the fourth experiment we take n = 100, k = 100. Matrix A is positive
semi-definite. In the first case, we start at zero point (as described in the
algorithm). In the second case, we start at a point that is close to the solution.
Figure 5 shows the experimental results: (a) real convergence from the zero
point, (b) scaled convergence, i.e. two convergence graphs are taken starting
from 200,000 iterations and are scaled so that the lines come from one point,
(c) the real convergence from a point close to the solution.
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Fig. 5. zoSPA, Mirror Descent applied to solve saddle-problem (41): (a) zero start,
(b) zero start (scaled), (c) close start.
