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ABSTRACT
Cognitive research indicates that multimedia presentations
have benefits over text-only presentations, such as improved
comprehension and recall by readers. In this paper, a method
is proposed to enhance a text presentation with pictures,
without using abstract semantic representations of either
the text or the picture. The method is based on measur-
ing similarity between the input text and text associated
with the picture. If the texts are sufficiently similar, the
picture may be included. Enriching text in this way may be
useful for many purposes, such as multimedia authoring or
automated presentation systems which do not have access
to knowledge-rich sources. The proposed method will be
implemented in a multimodal question answering system.
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1. INTRODUCTION
Cognitive research to multimedia has shown that good use
of modalities, in addition to text, substantially contributes
to the user’s understanding, recall and processing efficiency
of the presented material [16, 15]. However, the creation of
multimedia is a highly creative process which is extremely
hard to automate for a large domain, and multimedia cre-
ation by human authors is considerably more expensive than
to produce plain text documents.
This calls for better techniques for reusing valuable mate-
rial, which may be more efficient than creating new material
each time. Commercial and non-commercial catalogs have
emerged which offer multimedia items such as pictures to
be used by authors (c.f. [11]). This approach works well
in many situations, but it faces several problems. First, the
author has to have a good overview of the available material
in order to make good use of the multimedia collection. And
secondly, the material cannot be used in automated systems
until there is a way to automatically decide which picture is
appropriate in which document.
An alternative is to collect information on the semantics of
an existing picture, to be used to decide when a picture is
useful for a particular document. A straight forward and
flexible way of doing this is by creating a textual represen-
tation of the picture, either manually (e.g. by assigning
keywords) or implicitly by analyzing the image content, the
caption or the surrounding text. Various methods can even
be combined, e.g. within the MPEG-7 framework [6].
We present an algorithm for enriching text sources by means
of text-based image retrieval (c.f. [17]), using the input text
as a query. The relevance of a picture for a particular text
is determined by measuring the similarity between this text
and the text to which the picture originally belonged, i.e.
the scope of the picture. The scope is manually determined
beforehand. This can be any portion of the originating doc-
ument, such as the entire document, a paragraph or a sen-
tence.
The algorithm is being implemented in the multimodal ques-
tion answering dialog system of the IMIX project. Input
modalities are typing, speech and pen gestures; output modal-
ities are speech, text and pictures. A user who has a question
about Repetitive Strain Injury (RSI) can engage in a dialog
with the system in order to find an answer. Answers are
looked up by a question answering engine in a text-based
corpus, and then extended to a few sentences using summa-
rization techniques [5]. The answers are then enriched with
pictures before being presented to the user. When asking
a follow-up question, the user may refer to the presented
matter by means of language or by pointing to a portion of
the text or (part of) a picture.
The input of the enrichment process is text annotated with
RST (Rhetorical Structure Theory). RST is a method for
describing rhetorical relations in text. The output is anno-
tated by means of a multimodal extension to RST, which
is described in section 3. In a later phase during the out-
put generation process, this annotation is used for layout
generation and speech synthesis as well as for dialog mod-
elling. After briefly reviewing multimedia authoring con-
cepts in section 2, we present an algorithm for enriching
text documents with pictures (section 4) in a way that is
consistent with the requirements of the dialog system which
it is part of, as well as the research described in the previ-
ous sections. This paper is concluded by giving an example
from the IMIX system (section 5) and a discussion about
future directions (section 6). Because the IMIX system op-
erates only on Dutch dialogs, all examples in this paper are
translated to English.
2. MULTIMEDIA AUTHORING
When is a picture worth a thousand words? This is a difficult
question, as it depends on the information itself [10], on the
reader [16], the availability of resources (e.g. mobile devices
or noisy environments impose restrictions on this) [7, 8], and
on the quality and reliability of the picture. Research to au-
tomated multimedia authoring has focused mainly on the
generation of multimedia presentations from abstract rep-
resentations of information (c.f. [4]), or more in particular,
on one of the sub questions regarding information, cognition
and resources.
In contrast, we are working with information-sparse sources,
trying to enrich text with reusable pictures, originating from
existing multimedia documents. A semantic representation
is available of neither the text, nor the pictures, which makes
it very hard to decide which information should be presented
by means of which modality. Therefore, the question we try
to answer is the more modest question of when a picture
contributes to the presentation in a positive way. In other
words, when is a picture worth more than no picture?
That leads to the question of what is a good presentation.
An aspect of the quality of a presentation is the degree to
which it leads to comprehension of the presented matter
by the intended reader. Mayer [16] defined comprehension
as the quantity by which quality is measured, and formu-
lated seven design principles, based on cognitive research
to multimedia presentation, aiming at optimizing compre-
hension. Because animation and user adaptive behavior are
beyond the scope of this paper, the principles concerning
these aspects of presenting are irrelevant at this point. The
remaining principles are the following.
1. people learn better from words and pictures than from
words alone;
2. people learn better when corresponding words and pic-
tures are presented near rather than far from each
other on the page or screen;
4. people learn better when extraneous words, pictures,
and sounds are excluded rather than included;
The multimedia principle (which is the 1st principle) tells
us that pictures should be added where possible, as long as
they are not in conflict with other principles. The spatial
contiguity principle (2) states that pictures should be placed
approprately during the layout phase of presentation genera-
tion, and according to the coherence principle (4), irrelevant
pictures should be avoided.
The spatial contiguity principle also teaches us that if a pre-
sentation contains a picture as well as text, it is important
to know to which part of the text the picture relates, i.e.
what is the scope of the picture. If a picture is retrieved for
insertion in a presentation, we need to know not only that
the picture is relevant for the text, but also for which part
of the text the picture is relevant.
3. RELATIONS BETWEEN PICTURES AND
TEXT
In multimedia generation research, much attention has been
paid to the question when to use a particular modality, and
which information can be best realized by which modality
(c.f. [4]). However, a multimedia document is more than
just a collection of information units. It should be a coher-
ent whole which aims at getting the reader to comprehend
the presented matter. This demands investigation of not
only the representation of information but also organiza-
tional aspects of multimedia, and functions of media and
media elements in a document.
A similar issue applies to multimedia analysis. Many multi-
media annotation schemes exist (see [9] for an overview), but
they typically aim at describing the multimedia content it-
self, and fail to capture semantic interrelationships between
Function General principle
Decoration Increase a text’s attractiveness
Remuneration Increase publishers’ sales
Motivation Increase someone’s interest in the text
Reiteration Provide additional exposures of the
text
Representation Make the text information more con-
crete
Organization Make the text information more inte-
grated
Interpretation Make the text information more com-
prehensible
Transformation Make the text information more mem-
orable
Table 1: Functions of pictures according to Levin.
modalities. Exceptions include Andre´ [1] and Bateman and
colleagues [2], who both generalize methods designed for text
analysis to multimedia.
The annotation schemes of [1] and [2] are both based on
Rhetorical Structure Theory (RST) [14]. RST is an effort
to create an elaborate taxonomy of functions of text units,
and can be used to construct an hierarchical model of the
structure of a text. [1] has applied RST to graphical ele-
ments, and added a few relations in cases where none of the
existent relations applied.
Although RST relations can be applied to pictures as well,
the text oriented nature of RST imposes several problems.
On the one hand, not all RST relations are equally appro-
priate for marking text/picture relations. The definitions of
RST relations impose constraints on their application. It is
unclear how these relations are affected by application in a
multimedia context. On the other hand, starting from RST
would not fully acknowledge the versatility of text/picture
relations. Text and pictures belong to different media with
different features, and instead of extending RST with ad-
ditional relations, it may be preferable to first identify the
various text/picture relations occurring in real texts, before
integrating them with RST into a single multimedia rela-
tion set. The multimedia relation set would consist of two
distinct classes of relations.
A taxonomy for the functions of pictures in text is presented
by Levin [13]. Similar to RST, Levin describes the function
of a picture with respect to the text, where RST aims at
defining text/text relations. This suggests that it is pos-
sible to adopt Levin’s text/picture relations as a specific
class of ‘RST’ relations, making RST suitable for annotat-
ing multimodal documents in addition to text documents.
The result would be an augmented version of RST for mul-
timedia which adds a ‘media type’ to the relation definition.
Contrary to Andre´’s approach, it is impossible to assign a
text/text relation type to a text/picture relation, and vice
versa.
Levin did research on multimedia documents containing text
and pictures, of which text was the dominant modality, i.e.
information was primarily presented by means of text, and
pictures were used mostly to enhance the presentation by
making the information more specific or easier to compre-
hend or remember. This domain restriction may be inher-
ited when applying Levin’s functions in an RST-like frame-
work.
RST makes a distinction between symmetric (multinuclear)
relations—in which both components are of equal importance—
and asymmetric (directed) relations, in which one compo-
nent (the nucleus) is more important than the other (the
satellite). A satellite has no independent meaning in the
text. Levin’s taxonomy implies that, from the perspective
of RST, text/picture relations are typically asymmetric, and
pictures function as satellites of (part of the) text.
Levin originally found eight relations between text and pic-
tures (see Table 1). They are arranged in increasing order of
expected learning benefits. The first three functions hardly
(at best) contribute to the text in terms of comprehension or
recall. Decorating pictures are intended to increase a text’s
attractiveness, remuneration pictures ‘increase publishers’
sales’, and motivation (not to be confused with RST’s moti-
vation relation) increases someone’s interest in the text. Be-
cause their functions greatly overlap and because there is no
substantial difference between these functions with respect
to semantics, we replace this function by a single function,
called decoration.
That leaves us with six functions. The application of a func-
tion may be constrained by features of the picture, the text,
and the combination of text and picture.
decoration — the picture increases the attractiveness of
the text.
reiteration — the picture provides additional exposures of
the text.
representation — the picture makes information presented
in the text more specific. The picture could for in-
stance contain tabular, graphical or taxonomic infor-
mation.
organization — the picture helps to organize the content;
the picture forces integration of information that oth-
erwise would have been encoded only in fragments.
The text contains loosily organized or fragmented in-
formation.
interpretation — the picture clarifies the content of the
text. The text is difficult for the reader to comprehend.
transformation — the text content is changed into a form
that promotes better long-term memory for that con-
tent. The text is difficult for the reader to remember.
This function could for instance be used for medical
and other scientific texts, where easily identified con-
cepts, principles and functions have to be addressed
with unfamiliar technical terminology.
4. ENRICHING TEXT WITH PICTURES
The input text to be enriched is annotated using RST. In
addition, the algorithm proposed here uses a corpus of mul-
timodal documents in which a scope is assigned to each pic-
ture, and one of Levin’s text/picture relation types is as-
signed to each relation between a picture and its scope.
Latent Semantic Analysis (LSA) [12] is an algorithm for
measuring text similarity which is widely adopted in infor-
mation retrieval (c.f. [3]). LSA works by first constructing
a semantic space for a specific domain from a collection of
texts. A semantic space is a mathematical representation
of a collection of text documents [12]. Within a semantic
space, two documents of arbitrary length (preferably from
the same domain, but not necessarily from the same collec-
tion as from which the semantic space was constructed) can
be compared for similarity.
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Figure 1: RST structure of text-only answer.
Solution Relevance
∅ 0.0
{K1} 0.28
{K2} 0.21
{K1,K2} 0.28+0.21=0.49
Table 2: Possible solutions and their relevance.
The insertion of pictures in a text document is based on the
hypothesis that similarity between two texts indicates that
it is appropriate for the texts to share a common picture,
i.e. to reuse a picture from one text in another. However,
just ‘adding’ a picture to text is not enough: we also have
to determine the scope of the picture in the input document
(to which the picture is added). Not only for increasing
the accuracy of the relevance estimation, but also to bene-
fit further processing such as layout generation and dialog
modelling: the scope of the picture is required in order to
generate a valid multimodal RST annotation.
The scope of a picture can be any span in the RST annota-
tion of the text: it can be a single sentence, two consecutive
related sentences, up to the entire document. If the number
of sentences is n ≥ 2, the total number of possible scopes
may vary from n+1 (in the case of an RS tree consisting of
one relation) to 2n− 1 (in the case of a binary tree).
For each picture in the corpus we calculate a relevance value
for each possible scope in the input document. Each picture
is associated with a triple (t, f, p), where
• t is the text related to the picture in the original doc-
ument, i.e. the original scope;
• p is the picture; and
• f represents the relation between p and t, according
to the offline annotation. f is one of relation types
described in section 3.
For any scope s and picture triple (t, f, p), we can find a
relevance score r by calculating the similarity between s and
t. The similarity is measured using LSA. The result is the
quadruple (s, f, p, r). This is repeated for each combination
of scope and picture.
From this set, a subset of pictures is selected for inclusion
in the input document, taking two constraints into account.
First, a picture should be included only at its most relevant
scope. This prevents a picture from being included twice
at two different scopes, and it prevents a picture from be-
ing included at another scope if it cannot be included at
the scope for which it is relevant the most. This can hap-
pen if it loses against a similar picture which contains the
same information. This brings us to the second constraint:
we should eliminate solutions which include mutually re-
dundant pictures. For instance, in the RSI domain, several
sources include a picture of the ideal working posture. We
strive to avoid including more than one of these pictures in
a single document.
Because the only information about the pictures available is
the related text and the functional relation, the only way to
avoid redundancy is to prevent any combination of pictures
with overlap in these two variables. We reduce the search
space by requiring any solution to satisfy the constraint that
the set must not include two quadruples (s1, f1, p1, r1) and
(s2, f2, p2, r2), where f1 = f2 and there is overlap between s1
and s2. Mutually redundant pictures can only be included if
they are sufficiently relevant for different scopes, or if they
have a different relation with the text. In the case of the
posture picture, because it is likely that all of those have the
same relation with their related text, this greatly reduces the
likelihood that two of these pictures will be included.
At this point we have an optimization problem, which is to
choose the set of pictures to include in the document in a
way which maximizes their added value. The search space is
the power set of the quadruples resulting from the relevance
calculation. The optimal solution is the set of picture/scope
combinations with the greatest sum of all relevance values.
The intermediate result is a set of quadruples (si, fi, pi, ri),
of which the pictures can be inserted in the RST-annotated
input document. For each picture pi, a relation is created
between pi and its scope si. The relation is labeled by the
picture’s function in its source document, which is fi.
5. EXAMPLE: ENHANCING ANSWERS IN
IMIX
The method of adding pictures is designed for use in the
IMIX system, a question answering system which returns up
to a few sentences for an answer to RSI-related questions.
LSA is used to construct a ‘semantic space’. In our case
the domain is RSI, and a number of RSI-related web sites
and encyclopedia entries are used to contruct the semantic
space.
The following is an answer to the question “how should I or-
ganize my workplace in order to prevent RSI?”. The rhetor-
ical structure of this text is answer in Figure 1.
[Ergonomically acceptable workplaces are impor-
tant for a good working posture.]A [However, good
furniture alone cannot prevent RSI.]B [You also
have to use it in the right way, and pay attention
to other factors which influence your health.]C
In Dutch: Ergonomisch verantwoorde werkplekken zijn
van belang voor een goede werkhouding. Echter, goed
kantoormeubilair alleen kan RSI niet voorkomen. Je
moet er ook op de juiste manier gebruik van maken en
daarnaast letten op alle andere factoren die van invloed
zijn op gezond werken.
The corpus contains a collection of pictures. For the sake
of simplicity, the corpus in this simulated example contains
only two pictures from web documents, named P1 and P2.
They both denote the ideal working posture, so their content
is redundant. The scope of the first picture is an entire web
page (called T1), the scope of the other is a section of a web
page (T2). Both pictures have a representation relation with
the text. In short, the corpus is the set:
{(T1, representation, P1), (T2, representation, P2)}
This answer contains five possible scopes in the answer for
candidate pictures, namely: {ABC,A,BC,B,C}, in which
A, B and C refer to individual sentences in the answer.
Because only sub trees of the rhetorical structure tree can
be the scope of a picture, the combination of sentences AB
is not included in the set of possible scopes.
Now, a total of ten relevance values are calculated—one for
each combination of candidate scope and picture. After re-
moving second occurrences of pictures, the following two
scope/picture combinations remain:
K1 = (ABC, representation, P1, 0.28)
K2 = (A, representation, P2, 0.21)
The solutions (i.e. sets of pictures to include) are scope/picture
combinations in the set of P({K1,K2}). Each of these so-
lutions and their corresponding relevance scores are shown
in Table 2. The set {K1,K2} would be the best solution,
but according to the redundancy constraint, this solution is
not valid, as there is overlap between the scopes of its ele-
ments. The other three solutions are all valid, and {K1} is
used because of all valid solutions, this one has the greatest
relevance.
6. DISCUSSION
We have presented an algorithm to enrich text with graph-
ical elements from an offline database. Both the text input
and multimedia output are annotated by means of rhetorical
Ergonomically acceptable workplaces are important for a
good working posture. However, good furniture alone can-
not prevent RSI. You also have to use it in the right way, and
pay attention to other factors which influence your health.
Figure 2: Multimedia presentation.
A
B C
elaboration
®
concession
/
P1
representation
ª
Figure 3: RST structure of the multimedia presen-
tation.
relations. The algorithm is not yet implemented in the IMIX
system, which is a requirement for evaluation. This evalua-
tion will have to determine the appropriateness of this algo-
rithm for creating multimedia presentations. One aspect of
this evaluation is analyzing the semantics of the relevance
value, i.e. answering the following question: what is the
probability that a picture is actually relevant, given the rel-
evance value, a relation type and a scope. The approach as
a whole will be evaluated using information retrieval evalu-
ation techniques, measuring precision and recall.
Although text/picture relation types are used for reducing
redundancy, the algorithm does not differentiate between
pictures with different functions when determining the rele-
vance. Some picture functions (e.g. ‘integration’) may con-
tribute more to comprehension by the reader of the gener-
ated presentation than others (such as ‘decoration’), while
in the latter case, the risk of including an irrelevant picture
may be smaller, even if the similarity value is smaller. For
now, the relevance value only depends on the similarity be-
tween the input document and the picture-related text. An
experimental evaluation will have to tell whether the rele-
vance score has to be adjusted using information about the
relation type.
Another problem is that the search space explodes with the
length of the text input and the number of available pictures.
This could easily be countered at acceptable costs by first
selecting the top N images by relevance, before searching for
the optimal set of pictures to include.
The proposed method requires a context in which the input
document is RST-annotated and the multimedia corpus is
annotated using text/picture relations. It would be interest-
ing to see to what extent it would work for the web or with
plain text input. The only problem imposed by enhancing
plain text with pictures is determining the possible scopes
of an arbitrary picture. A possibility to explore is to use lay-
out information (such as paragraph segmentation) for this
purpose, instead of the rhetorical structure.
Using unannotated multimedia (e.g. from the web) to search
for pictures is considerably more difficult. The challenge
is determining the scope and function of a picture. The
easiest solution for finding a picture’s scope is probably to
act as if the scope of the picture is the entire document, but
this would decrease the accuracy of the calculated relevance
values if a picture is designed for a specific paragraph of
the text. Further investigation may point out how ‘raw’
multimedia input can be exploited while minimizing the loss
of accuracy compared to annotated sources.
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