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Este trabalho teve como objectivo, numa primeira fase fazer um estudo das
tecnologias Grid existentes, essencialmente para a plataforma Windows. Esse
estudo teve como propósito, a escolha de uma framework para sistemas Grid,
a qual foi feita tendo em consideração as características, documentação
disponível e desempenho das Frameworks analisadas. Esta fase do projecto
está exposta na primeira parte da dissertação. Onde se explica
pormenorizadamente o conceito de Grid, e algumas das tecnologias que o
implementam. 
Numa segunda fase, e a partir da framework para Grid escolhida,
desenvolveu-se um software com o objectivo de converter as páginas de um
documento PDF em imagens do tipo PNG. Esta conversão é feita no âmbito da
biblioteca digital SInBAD, onde as páginas dos documentos são apresentadas
sob a forma de imagens. A conversão em causa é demorada e requer grandes
quantidades de processamento, ao usar a tecnologia GRID para esta
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abstract 
 
The objective of this work was, in a first stage, to study some of the existent
GRID technologies, mainly the ones developed for windows platforms. The
purpose of this study was to select a Grid framework, the choice was made
based on the framework characteristics, available documentation, and it´s
performance. This first stage is described on the first part of this thesis. Where
is included a detailed explanation of the GRID concept, and is described some
of the GRID technologies. 
In a second stage of the work, has been developed a software for the selected
GRID framework, which converts the pages of a PDF document to PNG
images. This conversion is made for the digital library SInBAD, where the
documents pages are presented as images. The conversion of PDF pages to
PNG images is a slow process that requires a great amount of digital
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O termo “Grid” foi introduzido como tipo de computação em 1998 com o lançamento 
do livro “The Grid. Blueprint for a new computing infrastructure”. Desde essa altura houve 
muitas alterações tecnológicas, tanto a nível de hardware como de software, mas a ideia 
base por detrás do conceito Grid não mudou. A computação Grid é um modelo de 
computação que distribui processamento ao longo de uma infra-estrutura paralela, criando 
um modelo virtual de uma arquitectura computacional. 
Segundo o Global Grid Forum (GGF) [28], “é um sistema empenhado na integração, 
virtualização e administração de serviços e recursos dentro de uma ambiente distribuído e 
heterogéneo que suporta grupos de utilizadores e de recursos (organizações virtuais) ao 




A computação Grid é indicada para resolver problemas que exijam uma grande 
capacidade de processamento ou uma grande quantidade de dados, e que possam ser 
reduzidos a processos paralelos que não necessitem de muita intercomunicação. Para 
problemas pequenos, a Grid poderá não melhorar o tempo da sua resolução, podendo até 
piorá-lo, tendo em conta ser necessário adicionar tarefas ao problema em si, tais como a 
divisão do problema em processos, o seu envio para a Grid e o tratamento dos resultados 
devolvidos pela Grid. 
1.3 – Objectivo do Projecto 
 
O SInBAD, Sistema Integrado para Bibliotecas e Arquivos Digitais (sinbad.ua.pt), é o 
repositório digital da Universidade de Aveiro, que armazena e disponibiliza documentos 
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dos mais variados tipos: livros, fotografias, vídeos, etc. Inerente ao armazenamento destes 
documentos, existe a necessidade de efectuar algumas operações computacionalmente 
complexas, tais como a extracção de texto e imagens de documentos PDF, transformações 
de documentos multimédia, conversões de formato de ficheiros multimédia, além do 
suporte ao armazenamento do acervo que seja escalável, fiável e garanta a preservação, etc. 
O objectivo deste projecto foi reduzir o tempo de execução de algumas das operações que 
o SInBAD efectua, visto algumas delas demorarem muito tempo a ser executadas. 
Numa primeira fase do projecto, foi feito um estudo das tecnologias Grid existentes, 
essencialmente para a plataforma Windows. O propósito desse estudo foi escolher uma 
framework para sistemas Grid, a qual foi feita tendo em conta as características, 
documentação disponível e desempenho das Frameworks analisadas. 
Numa segunda fase, a partir da framework para Grid escolhida, foram estudadas e 
implementadas as adaptações ao SInBAD, de maneira a suportar esta tecnologia. Uma das 
operações executadas para armazenar dados no SInBAD, é a passagem das páginas de um 
documento PDF para imagens do tipo PNG. As razões desta transformação são as 
seguintes: 
 
• Tornar mais rápido o acesso aos documentos, não é necessário descarregar de 
uma só vez todo o documento, alguns são bastante grandes, da ordem de 
grandeza dos GB. 
• Ter a possibilidade de proteger algum conteúdo do documento que está 
protegido com direitos de autor, só mostrar as páginas que são autorizadas. 
• Não ser necessário um programa específico para abrir os documentos, 
qualquer navegador de Internet as consegue abrir. 
• Ao consultar os documentos ficar com um layout mais apelativo, do que a 
abertura de um documento do tipo PDF todo de uma só vez. 
 
Mais concretamente, nesta fase, foi analisada a função de passar as páginas de um 
documento do tipo PDF para imagens do tipo PNG. Sem utilizar a tecnologia Grid, este é 
um processo bastante demorado. E visto que, grande parte dos documentos submetidos a 
esta transformação são bastante extensos, estamos a falar de um longo tempo de 
processamento. Pretendeu-se então tirar partido do conceito Grid, ou seja, criar um 
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pequeno sistema paralelo para correr uma aplicação Grid, que corre na plataforma 
Windows, e que converte páginas de um documento PDF para imagens PNG, de maneira a 
tornar este processo de transformação mais rápido. 
1.4 ­ Estrutura da dissertação 
 
A presente dissertação encontra-se estruturada da seguinte maneira: 
 
• Capítulo 1: Descrição resumida do objectivo do trabalho e dos conceitos base 
inerentes ao mesmo. 
• Capítulo 2: Apresentação dos conceitos básicos de uma biblioteca digital e da 
tecnologia Grid, de maneira a perceber melhor a sua utilização no trabalho 
efectuado. Também vão ser enumeradas as várias arquitecturas para a Grid que 
foram estudadas, e explicado o porquê da escolha da framework Alchemi. 
• Capítulo 3: Descrição dos passos efectuados para a realização do projecto. 
• Capítulo 4: Apresentação e análise dos resultados obtidos ao longo do projecto e 
discussão acerca do que era esperado com a realização do projecto e da experiência 
obtida com o mesmo. Apresentação de possíveis caminhos a tomar para a 
continuação do projecto e para o seu aperfeiçoamento. 
• Capítulo 5: Exposição das conclusões retiradas deste projecto, e apresentação de 
propostas para o desenvolvimento e aperfeiçoamento do projecto. 
• Apêndice: Descrição dos passos necessários para instalar a Framework Alchemi e 











Os conceitos associados ao termo “biblioteca digital”, desde que o tema começou a 
suscitar o interesse tanto das comunidades científicas como das empresariais, sofreu uma 
rápida evolução. 
Em 1988, a definição de Leiner era a seguinte: “Uma Biblioteca Digital é uma 
colecção de serviços e de objectos de informação, com organização, estrutura e 
apresentação que suportam o relacionamento dos utilizadores com os objectos de 
informação, disponíveis directa ou indirectamente via meio electrónico / digital." 
Em 1993, Fox [35] definiu uma Biblioteca Electrónica Nacional como um serviço, 
uma arquitectura, um conjunto de objectos de informação (base de dados de texto, 
números, gráficos, som, vídeo, etc.) e, um conjunto de ferramentas e funcionalidades que 
permitam localizar, aceder e usar os objectos de informação disponíveis. 
Em 1994, Gladney, H.M., et al. Definiram [19]: “O serviço prestado por uma 
biblioteca digital consiste no conjunto de processamento, armazenamento e comunicações 
digitais que, juntamente com o software necessário para reproduzir e emular, permitem 
estender os serviços prestados por uma biblioteca tradicional, a qual é baseada em papel e 
outro tipo de objectos materiais, cujos serviços são coleccionar, armazenar, catalogar, 
pesquisar e disponibilizar a informação.” 
Em 1995, os seguintes cinco elementos, retirados de várias definições de bibliotecas 
digitais, foram identificados pela Association of Research Libraries (ARL) [37]: 
 
1. Uma biblioteca digital não é uma entidade única; 
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2. Uma biblioteca digital necessita de tecnologia que permita a interligação com 
os recursos de outras bibliotecas digitais; 
3. As ligações entre as várias bibliotecas digitais devem ser transparentes para os 
utilizadores finais. 
4. Têm como objectivo, disponibilizar o acesso universal às bibliotecas digitais; 
5. As colecções de informação das bibliotecas digitais, não se resumem apenas a 
substitutos de documentos, também se estendem a objectos digitais que não 
podem ser representados fisicamente. 
 
As novidades desta definição foram a introdução do conceito de interligação de 
recursos distribuídos geograficamente, e que para além de incluírem réplicas de objectos 
físicos, também incluem objectos digitais impossíveis de representar fisicamente. 
Em 1997, Duguid [21] disse que o conceito de uma biblioteca digital não se resumia 
apenas a um conjunto de informação digitalizada com ferramentas de gestão da mesma. 
Mas que era, um ambiente que reunia colecções, serviços e pessoas, de maneira a poder 
suportar o ciclo completo da criação, disponibilização, uso e preservação dos dados, 
informação e conhecimento. 
Em 1998, Waters [36] efectuou a primeira definição sucinta de uma biblioteca digital, 
na perspectiva de um bibliotecário. Definiu bibliotecas digitais, como organizações que 
disponibilizam recursos, incluindo funcionários especializados, para seleccionar, 
estruturar, oferecer acesso intelectual, interpretar, distribuir, preservar a integridade e 
garantir a existência temporal das colecções de trabalhos digitais, de maneira a que estes 
estejam disponíveis para serem lidos e adquiridos por uma determinada comunidade, ou 
grupo de comunidades. 
Em 1999, Borgman [20], aponta para o facto de o termo biblioteca digital ser usado, 
pelo menos, de duas maneiras diferentes: 
 
1. Pela comunidade científica que investiga na área das bibliotecas digitais, onde 
as bibliotecas digitais são vistas como um conjunto de informação reunida para 
proveito dos utilizadores. 
2. Pela comunidade bibliotecária, onde as bibliotecas digitais são vistas como 




Em 2002, Deegan e Tanner [22], definiram um conjunto de princípios básicos para as 
bibliotecas digitais: 
 
• Uma biblioteca digital é uma colecção de objectos digitais geridos por uma 
entidade. 
• Os objectos digitais são criados e depois aglomerados de acordo com os 
princípios de desenvolvimento da colecção; 
• Os objectos digitais são disponibilizados de uma maneira coerente, juntamente 
com os serviços necessários para permitir que os utilizadores possam obter e 
utilizar os recursos disponibilizados, tal como acontece numa biblioteca 
tradicional. 
• Os objectos digitais devem ser tratados como recursos de duração longa, e que 
possuem processos adequados que permitam garantir a sua qualidade e 
preservação. 
 
Em 2003, surge, com base no trabalho de Chowdhury, G.G. e Chowdhury, S. [18], um 
conjunto de características de uma biblioteca digital mais completo: 
 
• Possui uma variedade de objectos de informação digital; 
• Reduzem a necessidade de espaço físico; 
• Os utilizadores são remotos; 
• Possibilidades dos utilizadores construírem as suas próprias colecções dentro 
da estrutura disponibilizada pela biblioteca digital; 
• Providencia o acesso a recursos de informação distribuídos geograficamente; 
• A mesma informação pode ser acedida por vários utilizadores ao mesmo 
tempo; 
• O desenvolvimento da colecção deve ser baseado em mecanismos apropriados 
de filtragem de informação, de maneira a poder resolver o problema do 
excesso de informação; 
• Capacidade de lidar com conteúdos de idiomas diferentes; 
• Pressupõe a não existência de intermediários humanos; 
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• Deve providenciar uma estrutura que permita pesquisar e obter a informação 
desejada de forma eficiente; 
• A informação pode ser vista de maneira diferente por utilizadores diferentes; 
• A biblioteca digital deve romper as barreiras temporais, espaciais e 
linguísticas. 
 
De uma maneira geral, as bibliotecas podem ser vistas como organizações que 
seleccionam, recolhem, organizam, conservam, preservam e disponibilizam informação, 
para que uma comunidade de utilizadores possa tirar partido da mesma [20]. 
Com o aparecimento das redes de computadores e do formato digital, as bibliotecas 
podem utilizar um novo sistema que permite disponibilizar a informação num novo 
formato. Ou seja, o termo “biblioteca digital” pode ser conotado como a biblioteca do 
futuro, no qual a instituição biblioteca é transformada de maneira a providenciar um novo 
ambiente de informação. Uma biblioteca digital deve fazer tudo o que uma biblioteca 
tradicional faz e fez durante centenas de anos, desempenhando o mesmo papel na 
sociedade que as bibliotecas sempre desempenharam. Uma verdadeira biblioteca digital 
deve ser construída, tendo como base a ética de uma biblioteca tradicional, ou seja, existir 
como uma estrutura de informação que providencia o livre acesso a uma variedade de 
material que exprime diversos pontos de vista de diferentes autores. A grande diferença é 
que a biblioteca digital opera numa infra-estrutura electrónica. Numa biblioteca tradicional, 
os repositórios físicos de informação, por exemplo livros, podem ser acedidos directamente 
e manuseados fisicamente, por outro lado, os dados digitais das bibliotecas digitais são 
feitos a partir de sinais electrónicos que dependem de uma máquina para serem 
interpretados antes de haver alguma interacção humana com eles. Neste ponto de vista, 
uma biblioteca digital para além das colecções de objectos digitais, deve incluir todos os 
processos e serviços (desenvolvimento e gestão, análise do conteúdo, indexação e 
preservação), que compõem a estrutura central de uma biblioteca tradicional. Estes são os 
serviços e processos invisíveis para os utilizadores de uma biblioteca eficaz, mas que são 
considerados como garantidos. 
Numa biblioteca tradicional, a selecção de materiais era condicionada principalmente 
pelo orçamento da instituição, nas bibliotecas digitais esta tarefa tornou-se mais complexa 
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devido ao excesso de informação. As principais considerações a ter na selecção da 
informação digital são as seguintes [18]: 
 
• Conteúdo, qualidade, etc. 
• Requisitos a nível de hardware, software e rede; 
• Número de utilizadores concorrentes permitido; 
• Controlo de acessos, por exemplo palavras-chave, autenticação ao nível de 
servidores proxy; 
• Acordos de copyright e licenciamento; 
• Características das base de dados, o motor de busca e a interface dos 
utilizadores finais; 
• Os procedimentos de arquivamento. 
 
Um grande exemplo daquilo que é considerado por muita gente, como uma biblioteca 
digital, é a Internet. Mas pode ser a Internet considerada como uma biblioteca digital? Ao 
comparar os serviços a que se pode ter acesso na Internet, com os que são disponibilizados 
numa biblioteca tradicional, os serviços existentes para localizar informação na Internet, 
tornam-se ineficientes, especialmente para utilizadores que ainda não estejam 
familiarizados com a Internet. Pesquisar informação na Internet é difícil, a qualidade e a 
fiabilidade da informação é muito variável, a assistência profissional para a pesquisa e 
acesso à informação não existe. 
No âmbito do Programa Nacional da Biblioteca Digital, da Biblioteca do Congresso, 
foram identificados, em 2003, dez objectivos que devem ser cumpridos na criação das 
bibliotecas digitais no século 21 [38]: 
 
Construir a estrutura 
1. Desenvolver a tecnologia para digitalizar os materiais analógicos; 
2. Desenhar ferramentas que permitam pesquisar e aceder à informação, perante 
uma catalogação e descrição abreviada ou deficiente; 
3. Desenhar ferramentas que permitam, a catalogação e descrição da informação, 





4. Estabelecer protocolos e standards para a interoperabilidade entre bibliotecas 
digitais distintas; 
Propriedade intelectual 
5. Definir condições legais relacionadas com o acesso, cópia e divulgação tanto 
de materiais digitais como físicos; 
Acesso 
6. Integrar o acesso tanto aos materiais digitais como aos físicos; 
7. Desenvolver maneiras de apresentar conteúdos heterogéneos de uma forma 
coerente; 
8. Tornar a Biblioteca digital Nacional útil para diferentes comunidades de 
utilizadores e com diferentes objectivos. 
9. Providenciar ferramentas eficientes e flexíveis, que permitam transformar os 
conteúdos da biblioteca digital de maneira a satisfazer as necessidades dos 
utilizadores; 
Manter a estrutura 
10. Desenvolver modelos económicos para suportar a biblioteca digital. 
 
No entanto, existe um objectivo crucial das bibliotecas digitais, que não consta desta 




Um dos grandes desafios existentes nas bibliotecas, tanto nas tradicionais como nas 
digitais, é a preservação da informação.  
Um sistema de preservação digital pode ser visto como uma organização, constituída 
por hardware, software e pessoas, que tem com objectivo, fazer com que a informação nele 
contida, se mantenha acessível durante um longo período de tempo e garantir a sua 
autenticidade e integridade [26]. Existem várias ameaças que podem fazer com que esta 
organização falhe no seu objectivo. 
Podem haver falhas nos componentes do sistema de armazenamento da informação, 
tanto devido a falhas no hardware (por exemplo, falhas relacionadas com a perda de 
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alimentação), falhas nas unidades de suporte digital (por exemplo, falhas na escrita dos 
dados no suporte multimédia), falhas relacionadas com software (por exemplo, bugs no 
firmware dos discos), falhas ao nível das redes de telecomunicações (por exemplo, 
congestionamento na rede), falhas nos serviços de rede (por exemplo, falhas relacionadas 
com a resolução de nomes, DNS), etc. 
A obsolescência dos componentes tanto de software como de hardware, também 
constitui uma ameaça à preservação digital. Se um componente de hardware se tornar 
obsoleto, poderá não ser possível que ele comunique com os restantes componentes do 
sistema, tornando impossível aceder à informação que contém. Se o software se tornar 
obsoleto, principalmente ao nível do formato da informação digital, poderá ser impossível 
descodificar os dados com o software existente na altura. 
Os erros humanos também podem fazer com que se perca informação, os objectos 
digitais podem ser eliminados acidentalmente, quando ainda são necessários. Podem até 
causar falhas no hardware (por exemplo, desligar um cabo de alimentação) ou no software 
(por exemplo, desinstalar um software necessário ao funcionamento correcto da biblioteca 
digital). 
Os desastres naturais, tais como terramotos, inundações, fogos, podem causar perdas 
irrecuperáveis de informação, caso atinjam as instalações do Data Center. 
Outra das ameaças, a que os sistemas de preservação digital estão sujeitos, são os 
ataques de hackers, que podem ter o objectivo de destruir os dados, corrompe-los ou roubá-
los. Estes ataques tanto podem ter origem dentro da própria organização responsável pela 
preservação digital, como podem ser feitos por elementos externos à organização. 
Os erros relacionados com a gestão da organização, também podem ter consequências 
graves na preservação digital, se os fundos monetários para a manutenção do sistema de 
preservação digital acabarem, deixa de ser possível manter os níveis ideais de alimentação 
eléctrica, refrigeração, manutenção de hardware, manutenção de software, etc. A mudança 
ao nível organizacional também pode constituir um problema, por exemplo se a 
organização responsável pela gestão do sistema deixar de existir, pode ser bastante 
complicado transferir a gestão do sistema para outra entidade (por exemplo, pode não ser 
possível transferir a informação para um sistema diferente e a nova entidade gestora 
desconhecer, a nível funcional, o sistema actual). 
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Um sistema de preservação digital, para além de arquivar a informação digital, deve 
possuir características que permitam que os dados prevaleçam durante um longo período 
de tempo [24]. 
Deve ser um sistema fiável, redundante, que evite a perda de informação ao longo do 
tempo. Ao nível da segurança, deve permitir controlar o acesso à informação (uso de 
palavras-chave, autenticação em servidores proxy, etc.), protegendo assim a autenticidade 
da informação digital. Devem existir estratégias de prevenção à obsolescência dos 
componentes do sistema, tanto hardware como software, estas estratégias podem passar 
por conversões de formatos, migrações do sistema, uso de emuladores para permitir a 
leitura de dados em formatos obsoletos, entre outros. A organização responsável pelo 
sistema deve ter um orçamento, por exemplo anual, que preveja os custos associados à 
manutenção do sistema, de maneira a que não faltem fundos necessários para manter o 
sistema a funcionar correctamente. Os sistemas de preservação digital devem ser 
desenhados de maneira a permitirem, com o menor custo possível, tanto monetário como a 
nível de complexidade, adicionar ou substituir componentes e aumentar a sua capacidade, 
visto uma biblioteca digital estar em constante crescimento e ser para se manter 
operacional durante um longo período de tempo. Para que seja possível efectuar contínuos 
updates ao longo do tempo no sistema, este deve permitir a utilização de componentes 
heterogéneos, visto a tecnologia estar em constante desenvolvimento. 
2.2 ­ Grid 
 
Sistemas do género da computação Grid, completamente funcionais, já existem desde 
o início dos anos 70, com o aparecimento do Sistema de Computação Distribuída, 
Distributed Computing System (DCS), um projecto da Universidade da Califórnia, onde 
Irvine David Farber foi o arquitecto principal. Este sistema foi reconhecido ao ponto de 
merecer a sua publicação e descrição através de desenhos na revista Business Week em 14 
Julho 1973. A legenda da figura era a seguinte "O anel actua como um só, uma máquina 
altamente flexível onde as unidades individuais se oferecem para executar tarefas". 
Transpondo esta frase para os tempos actuais, o anel corresponde á rede e as unidades 
individuais a computadores, é deveras semelhante à maneira como a Grid está organizada. 
O relatório final do projecto foi publicado em 1977. Esta tecnologia foi abandonada nos 
14 
 
anos 80 devido a questões de administração e de segurança relativas às máquinas que 
faziam a computação. 
O conceito de computação Grid, é comparável ao conceito de rede eléctrica (“power 
Grid”) [5] ou seja, muitas das características que se pretende obter da computação Grid, 
são análogas a certas propriedades da rede eléctrica.  
Pretende-se obter uma arquitectura de computação virtual, onde não é necessário saber 
como a mesma é constituída para a poder usar. Também não é necessário conhecer os 
detalhes da rede eléctrica para poder usufruir da electricidade.  
Outra característica que a computação Grid deve possuir é a de ser uma tecnologia 
dinâmica e autónoma. Transpondo para o ponto de vista da rede eléctrica, esta está quase 
sempre disponível, e perante o aparecimento de um problema algures, a redundância da 
rede permite que o serviço continue disponível.  
A tecnologia Grid tem como objectivo fornecer capacidade de processamento e 
armazenamento de dados em qualquer lado e “pagar” apenas pela capacidade utilizada, 
para tal basta ligar o computador à Internet. A electricidade também está disponível em 
todo o lado, basta ligar uma tomada para a poder usar e é um serviço onde se paga apenas o 
que se consome. 
Em suma, computação Grid pode ser considerada como uma infra-estrutura 
dinamicamente configurável, completamente distribuída, autónoma e escalável que tem 
como objectivo fornecer um conjunto de serviços virtuais (capacidade de processamento, 
armazenamento, dados, etc.) eficientes, seguros e independentes da localização com o 
propósito de gerar conhecimento. Com o aproveitamento de recursos que não estão a ser 
utilizados, tais como ciclos do processador e espaço de disco, por um grande número de 
computadores distribuído através de uma rede de telecomunicações, a computação Grid vai 
oferecer um modelo virtual de uma arquitectura computacional capaz de resolver grandes 
problemas computacionais. 
As características principais desta arquitectura vão ser as seguintes [5]: 
 
• Colaboração – um dos aspectos principais de uma Grid, é a partilha de 
recursos através de estrutura distribuída. Uma Grid distribui múltiplos 
domínios administrativos uniformemente. 
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• Agregação – a Grid ao agregar recursos, vai oferecer aos seus utilizadores 
serviços com a capacidade virtual igual ao somatório das capacidades 
individuais dos recursos agregados pela mesma. 
• Virtualização – apresentação dos serviços Grid através de uma interface 
simples, escondendo os detalhes complexos da sua arquitectura. 
• Heterogeneidade – a Grid é composta por recursos de computação 
heterogéneos, ou seja, é composta por uma variedade de componentes com 
hardware e software diferentes, possuindo performances diferentes. 
• Controlo descentralizado – os componentes que fazem parte da Grid 
pertencem a entidades diferentes, não existindo um dono para todo o sistema. 
Uma das exigências da Grid é a utilização de mecanismos com controlo 
distribuído. 
• Protocolos e Interoperabilidade – é necessário como em quase todo o tipo de 
sistemas, um standard pelo qual a Grid é construída, ficando assim com uma 
interface geral para que os seus serviços possam criar uma infra-estrutura 
distribuída. 
• Acesso transparente – este é o aspecto mais distinto da computação Grid, que 
é, o nível de transparência fornecido ao utilizador através da virtualização dos 
recursos. 
• Reconfigurável – a Grid, deve ser dinamicamente reconfigurável. 
• Segura – um acesso seguro aos recursos da Grid, é uma característica essencial 
da mesma. Um utilizador ou aplicação autorizado tem um limitado tipo de 
operações que pode correr nos serviços da Grid.  
 
Relativamente ao tipo de hardware necessário para a construção da Grid, não existem 
capacidades particulares que este deva possuir, apenas as ligações de rede são vistas como 
uma importante parte de uma Grid, visto terem um papel fulcral no tempo de comunicação 
entre os vários recursos que compõem a Grid. Em relação ao software, já é um bocado 
diferente, é aqui que se distingue a computação Grid de outros tipos de computação 
distribuída. Na computação Grid é introduzida uma camada de software designada por 





Figura 1. Camadas de um sistema Grid. 
 
Esta camada permite ao utilizador aceder de uma forma transparente aos recursos de 
computação disponíveis na infra-estrutura Grid, é esta camada lida com [4]:  
 
• Autenticação e autorização – o utilizador possui uma única credencial de 
autenticação que lhe dá acesso a todos os recursos a que tem direito.  
• Input/Output – pode ser efectuado de forma eficiente, segura e transparente.  
• Execução de programas – pode ser realizada através de uma única interface 
independentemente do sistema usado no computador onde o programa é 
executado.  
• Localização de recursos – sistemas de informação que permitem obter 
informação sobre a disponibilidade e estado da infra-estrutura.  
• Balanceamento de carga – sistemas sofisticados permitem descobrir quais os 
melhores recursos para executar cada programa e tomam conta dos detalhes da 
execução.  
• Ferramentas e interfaces – ajudam os utilizadores a tirar o máximo partido da 
Grid. 
Embora tenha começado como um conceito e diversas implementações tenham sido 
criadas, cedo ficou evidente que a existência de standards é fundamental para a 
interoperabilidade. O Global Grid Forum (GGF) foi criado em 2001 para acomodar o 
desenvolvimento e promoção de standards a nível internacional. O GGF é um esforço 
iniciado por uma comunidade de milhares de pessoas ligadas à indústria e investigação. O 
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software Grid pode também usar muitas outras tecnologias existentes, neste caso devem 
ser usados os standards correspondentes.   
Os standards para a interoperabilidade de serviços e componentes Grid tornaram-se 
um requisito essencial para a interoperabilidade de middleware de diferentes origens. Os 
web services foram seleccionados como base para o desenvolvimento de interfaces de 
software entre serviços Grid. Os web services usam o protocolo HTTP, o XML e 
servidores especializados para disponibilizar interfaces de comunicação entre programas 
e/ou serviços a correr num mesmo computador ou em computadores diferentes. A 
utilização de web services em ambientes Grid é um tópico em grande desenvolvimento. 
Resumidamente, os web services providenciam um standard que tem como objectivo 
permitir a interoperabilidade, através de uma rede de dados, entre diferentes aplicações. 
Não é requisito que as aplicações estejam a correr na mesma plataforma/Framework, ou 
seja, são independentes da plataforma e linguagem de programação utilizada. Por exemplo, 
permitem que o cliente seja uma aplicação programada em C# e a correr na plataforma 
Windows, enquanto que o Web Service que este invoca esteja programado em Java e a 
correr na plataforma Linux. 
A arquitectura dos web services é constituída por quatro camadas, que são as 
seguintes: 
 
• Service Processes: Esta parte da arquitectura, normalmente envolve mais do 
que um web service, inclui web services para a descoberta de serviços, 
agregação de serviços, etc.; 
• Service Description: Esta camada é responsável por uma das características 
mais interessantes dos Web Services, a capacidade de se descreverem a si 
próprios, indicando as operações que suportam e como os invocar. Aqui é 
utilizada a linguagem WSL (Web Service Description Language); 
• Service Invocation: A invocação de um serviço envolve a transmissão de 
mensagens entre o cliente e o servidor. A linguagem SOAP (Simple Object 
Access Protocol) especifica como formatar os pedidos ao servidor e como a 
respostas deste vêm formatadas. 
• Transport: Esta é a camada que especifica a transmissão das mensagens entre 
o servidor e o cliente. O protocolo mais utilizado nesta parte da arquitectura é 
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o HTTP (HyperTex Transfer Protocol), o mesmo protocolo usado para aceder 





 Os sistemas e aplicações Grid têm, como já foi referido anteriormente, o objectivo de 
integrar, virtualizar e administrar recursos e serviços dentro de uma organização virtual 
distribuída, heterogénea e dinâmica. Para atingir este objectivo é necessária a eliminação 
de inúmeras barreiras que normalmente separam diferentes sistemas de computação dentro 
de organizações, de maneira a que os computadores, dados, e outro tipo de recursos 
possam ser acedidos quando for necessário, independentemente da sua localização física. 
A solução para a realização desta visão da Grid é a utilização de standards para a sua 
construção, fazendo com que diversos componentes que formam um ambiente de 
computação moderno possam ser descobertos, acedidos, alocados, monitorizados, etc., de 
uma maneira geral, controlados como um sistema virtual único, mesmo que sejam de 
fabricantes diferentes ou pertencentes a organizações diferentes. A utilização de standards 
é necessária se quisermos criar sistemas ou componentes interoperáveis, portáveis e 
reutilizáveis, também contribui, através do uso de boas práticas, para o desenvolvimento de 
sistemas Grid seguros, robustos e escaláveis. 
A Open Grid Services Architecture (OGSA) é uma visão dos serviços Grid. Define 
um conjunto de interfaces, comportamentos, modelos de recursos e ligações para a 
integração, virtualização e administração de sistemas distribuídos. O standard OGSA foi 
criado em colaboração com o GGF. Neste standard estão definidos os requisitos 
necessários para construir sistemas e aplicações Grid para as áreas de e-science e e-
business. Os requisitos descritos pela norma são [1]: 
 
• Administração de execução 
• Dados 




• Auto administração 
• Informação 
 
A OGSA é apresentada como uma arquitectura orientada aos serviços, onde é definido 
um conjunto de características e comportamentos com o objectivo de criar um standard 
para os serviços Grid. Resolve problemas, tais como [1]: 
 
• Como criar uma identidade e efectuar a autenticação. 
• Como descobrir serviços. 
• Como negociar e monitorizar acordos relativos ao nível de serviços. 
• Como comunicar com organizações virtuais. 
• Como organizar hierarquicamente conjuntos de serviços, criando uma 
semântica escalável e consistente. 
• Como integrar o recurso a dados na computação. 
• Como controlar e monitorizar conjuntos de serviços. 
2.3.2 ­ OGSI 
 
Open Grid Services Infrastructure (OGSI), define mecanismos para criar, controlar e 
trocar informação entre entidades designadas por serviços Grid [2]. Um serviço Grid é, 
resumidamente, um Web Service que obedece a um conjunto de convenções, interfaces e 
comportamentos, que definem a forma como um cliente interage com esse serviço. Estas 
convenções e outros mecanismos da OGSI associados à criação e descoberta de serviços 
Grid, conferem às aplicações distribuídas, um estado controlado, sem falhas e seguro.  
A fisiologia da Grid, por outras palavras, a OGSA, integra soluções com mecanismos 
de Web Services para criar um sistema de framework para as tecnologias Grid, que pode 
ser baseado na OGSI [2]. A instância de um serviço Grid é um serviço que obedece a um 
conjunto de convenções, expressas através de interfaces, extensões e comportamentos da 
Web Service Definition Language (WSDL) [2]. Os serviços Grid são aproveitados para o 
controlo do estado distribuído, que normalmente é necessário em aplicações distribuídas 




O OGSI define um modelo de componentes que usa WSDL e XML para incorporar 
conceitos de Web Services com estado, tais como [2]: 
 
• Extensão de interfaces de web services. 
• Notificação assíncrona de mudança de estado. 
• Referências a instâncias de serviços. 
• Conjuntos de instâncias de serviços. 
• Estado do serviço de dados que aumenta o controlo das características do 
XML. 
 
Nesta especificação é definido o conjunto mínimo de extensões e interfaces 
necessários para o suporte à definição de serviços que obedecem à OGSA. Na OGSI são 
propostas especificações detalhadas para convenções que descrevem como os clientes 
criam, descobrem e interagem com uma instância de um serviço Grid. Ou seja, é 
especificado [2]: 
 
• Como é que as instâncias de serviços Grid são denominadas e referenciadas. 
• A base, as interfaces comuns e os comportamentos que todos os serviços Grid 
implementam. 
• As interfaces opcionais e comportamentos associados com organizações e 
Service Groups. 
 
No entanto, não é especificado como os serviços Grid são criados, controlados e 
destruídos dentro de um ambiente específico. Consequentemente, os serviços que 
obedeçam a esta especificação, não são necessariamente portáveis para alguns ambientes 
específicos, mas qualquer programa de um cliente que obedeça às convenções, pode 
invocar um serviço Grid que obedeça a estas especificações. 
2.3.3 ­ WSRF  
 
As interfaces de um serviço, normalmente implicam a necessidade de alguma forma 
de interacção persistente com os clientes desse serviço. De maneira simples, no uso de uma 
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interface particular, o resultado de uma operação, vai de alguma maneira influenciar a 
execução das operações seguintes. Normalmente, os Web Services não guardam estado 
nem têm recursos associados para o fazer, mas na tecnologia Grid, é necessário gerir e 
representar recursos e guardar o respectivo estado [10]. A Web Services Resource 
Framework (WSRF) é um conjunto de especificações para os Web Services da OASIS, 
onde a Globus Aliance e a IBM foram os maiores contribuidores para a sua realização. 
Esta permite designar recursos associados a Web Services e manter o seu estado durante 
períodos de tempo especificados [10]. 
A WSRF, tem como objectivo definir uma framework genérica para a modelação e 
uso de recursos persistentes, usando Web Services, fazendo com que a definição e 
implementação de um serviço e a integração e controlo de múltiplos serviços seja 
facilitada. Ou seja, faculta um conjunto de operações que os Web Services podem 
implementar para passarem a incluir estado, os clientes de Web Services comunicam com 
recursos que permitem que os dados possam ser armazenados e acedidos. Quando um 
cliente comunica com o Web Service, inclui, dentro do pedido, um identificador do 
recurso, encapsulado através do WS-Adressing. Tanto pode ser um endereço simples de 
URI como um conteúdo de XML complexo, que ajuda a identificar ou até descrever o 
recurso em questão. 
Com a noção de um recurso de referência, vem também a necessidade de um conjunto 
de standards para a definição de operações de Web Services para manusear as propriedades 
do recurso. Estas, podem ser utilizadas para ler e talvez escrever o estado do recurso, como 
se tivéssemos as variáveis e métodos pertencentes a um objecto. 
A framework WRSF é um conjunto de seis especificações de Web Services que 
definem como o WS-Resource, dentro do contexto de Web Services, modela e controla o 
estado dos mesmos. As especificações da WSRF são [30]: 
• WS-ResourceLifetime, que define mecanismos para a destruição de WS-
Resource, incluindo a troca de mensagens que permite que quem solicita a 
destruição de um recurso, o destrua imediatamente ou programe 
temporalmente um mecanismo de destruição.   
• WS-ResourceProperties, define como a definição de um tipo de WS-Resource 
pode ser associado com a descrição de uma interface de Web Services, define 
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também as trocas de mensagens necessárias para a obter, mudar e apagar 
propriedades de WS-Resource. 
• WS-Notification, define mecanismos para subscrever eventos e notificações 
usando um padrão baseado em tópicos de publicação/subscrição. 
• WS-RenewableReferences, define uma forma convencional de um WS-
Adressing referenciar através de uma política de informação, como obter a 
actualização da versão de um Endpoint quando este fica inválido. 
• WS-ServiceGroup, define uma interface para um conjunto de web services 
heterogénea. 
• WS-BaseFaults, define um tipo de base para erros em XML, para usar quando 




A WSRF é inspirada no trabalho feito pelo grupo de trabalho da OGSI do GGF. De 
facto, até pode ser vista como uma reconstrução direccionada para o futuro dos conceitos e 
interfaces desenvolvidos na OGSI, explorando os desenvolvimentos mais recentes na 
arquitectura dos Web Services, enquadrando esses conceitos e interfaces com o rumo que 
os Web Services estão a tomar [14]. O desenvolvimento destas especificações, foi feito 
fora do grupo de trabalho da OGSI por duas razões. Primeiro porque a rapidez era fulcral 
para evitar atrasos devido a esforços aplicados na implementação e estandardização da 
OGSI. Uma maneira para andar rapidamente foi começar com a criação de um rascunho 
das especificações, o qual não é o método utilizado pelo GGF, onde começam a partir de 
uma ideia já mais ou menos formada. A segunda razão foi devido ao facto das 
especificações da WSRF implicarem experiência em standards de Web Services, o que não 
se verificava no grupo de trabalho da OGSI.  
O principal motivo para a criação da WSRF, foi o desejo de integrar 
desenvolvimentos recentes da arquitectura dos Web Services, em particular WS-
Addressing nos standards dos sistemas Grid. Os benefícios que a WSRF traz, relativamente 




• A OGSI é uma especificação muito extensa, contendo demasiados 
pormenores, dos quais muitos opcionais, mas que com o uso de certas partes 
da especificação parecem ser obrigatórios. A WSRF decompôs a OGSI, 
construindo um conjunto de especificações funcional. 
• A OGSI não funciona bem com os Web Services existentes, usa o XML de 
uma forma agressiva e operações WSDL orientadas aos documentos. A WSRF 
diminui ligeiramente a utilização do XML. 
• A OGSI é, em demasia, orientada aos objectos, modela um recurso com estado 
como um Web Service que encapsula o estado do recurso. Algumas 
implementações de Web Services não integram criação e destruição de 
serviços dinâmicos. A WSRF alterou a base da arquitectura OGSI de maneira 
fazer uma distinção entre o serviço em si e as entidades do serviço que 
possuem estado. 
 
Como a construção da WSRF foi inspirada no trabalho efectuado na construção da 
OGSI, todos os conceitos essenciais desta, estão contidos na WSRF, apenas são 
introduzidas, em relação à OGSI, algumas mudanças nas mensagens e na sua semântica 
[30]. Consequentemente, é esperado que as alterações a efectuar num sistema baseado na 
OGSI para passar a usar a WSRF sejam poucas. 
Pelo facto de que a WSRF é baseada nas características dos standards dos Web 
Services e também por estar a ser adoptada pelos maiores fabricantes, significa que é 
esperada uma rápida integração nos produtos comerciais de Web Services, possibilitando 
um conjunto muito mais completo de produtos que podem integrar em sistemas baseados 
em WSRF. Em suma, hoje em dia as especificações da WSRF são as mais utilizadas, 




Computação Grid ou computação distribuída, são tipos especiais de computação 
paralela que têm como base computadores completos (com CPU, discos, alimentação, 
placa de rede, etc.) ligados à Internet através de uma interface de rede convencional, do 
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género da Ethernet. Os super computadores possuem vários CPUs ligados através de um 
BUS local de alta velocidade. 
A principal vantagem da computação distribuída é o facto de cada nó poder ser 
comprado como um hardware convencional, que quando combinado pode produzir 
recursos computacionais parecidos aos de alguns super computadores, mas neste caso com 
um custo monetário muito inferior. Isto deve-se ao facto do hardware convencional ser 
produzido em grandes quantidades, tornando-o mais barato comparando com o hardware 
necessário para um super computador, que fica mais caro devido à baixa produção do 
mesmo. A principal desvantagem, a nível de performance, é o facto de as ligações entre os 
vários CPUs e componentes de armazenamento não serem de alta velocidade, isto para o 
caso da computação distribuída. Este tipo de organização, no entanto responde bem em 
situações em possam estar ao mesmo tempo a ser executadas múltiplas tarefas de 
processamento, sem que seja necessário a troca de informação de resultados intermédios 
entre as mesmas.   
A escalabilidade de Grids dispersas geograficamente, é favorável, em geral devido ao 
facto de haver pouca necessidade de conexão directa entre os nós, se tivermos em conta as 
capacidades de comunicação da Internet pública. Os super computadores também têm 
como desvantagem o facto de necessitarem de muita energia eléctrica e muita capacidade 
de arrefecimento, criando alguns entraves à sua construção. Tanto os super computadores 
como a Grid possibilitam a execução de múltiplas computações paralelas ao mesmo tempo, 
que podem pertencer ao mesmo projecto ou a aplicações completamente diferentes. Mas, 
as infra-estruturas e tipo de programação necessárias para cada um dos tipos de 
plataformas são diferentes. 
A dificuldade e os custos relativamente ao desenvolvimento de programas para serem 
executados num ambiente de execução de um super computador são elevados, devido ao 
facto do super computador ter um sistema operativo exclusivo. Se um problema poder ser 
dividido em várias partes, uma camada da estrutura Grid pode permitir a execução de 
programas isolados e convencionais em várias máquinas, cada programa com uma parte 
diferente do problema. Desta maneira, é possível escrever programas numa máquina 
convencional, eliminando a complicação devido às múltiplas instâncias do mesmo 







Para este projecto, foram estudados os seguintes sistemas: 
 
• WRSF.NET 
• Globus Toolkit 
• Alchemi 
 





A introdução de estado nos Web Services por parte da WSRF, trouxe uma nova 
perspectiva para a computação Grid. A WRSF.NET é uma arquitectura Open Source que 
implementa o conjunto completo das especificações da WSRF e da WS-Notification na 
plataforma da Microsoft .NET [14].  
Na criação da WSRF.NET, o grupo de trabalho tirou partido da experiência adquirida 
aquando do desenho e implementação da OGSI na plataforma .NET, a OGSI.NET. 
Inicialmente, a OGSI.NET foi pensada de maneira a criar uma abstracção simples, baseada 
no standard OGSI, para Grids baseadas apenas em .NET [31]. Outra motivação para a 
criação da OGSI.NET foi a de conseguir interligar esta com as Grids baseadas em OGSI 
que correm em Linux/UNIX, mais concretamente o Globus Toolkit 3 [31]. Mas com a 
introdução do standard WRSF em 2004, o grupo de trabalho decidiu implementar este 
standard em .NET pelas mesmas razões e também para poder avaliar os conceitos da 
WRSF. A pouca reutilização de código desenvolvido para a OGSI.NET na implementação 
da WRSF.NET, foi devido a esta ser uma arquitectura que utiliza muitas ferramentas 
existentes da Microsoft. Ou seja, na OGSI.NET foi criada uma infra-estrutura separada, 







• Visual Studio .NET 
 
No entanto, foi necessário criar um produtor de WSDL próprio, visto a Microsoft não 
suportar atributos em classes deste tipo, apenas elementos. 
 
 
Figura 2. Fluxo de informação na WSRF.NET. 
 
Na figura 2 está representada a maneira como uma mensagem é processada pela 
WRSF.NET. A mensagem com pedido do cliente é recebida pelos IIS, os quais enviam o 
pedido para a ASP.NET. Aqui, é invocado o serviço correcto. Os WS-Resources estão 
implementados através de ADO.NET, de maneira a serem suportados pelas bases de dados 
da Microsoft (MS SQL Server, MSDE, MySQL). O resultado da invocação é depois 
enviado pela ASP.NET, através de uma mensagem do tipo SOAP, para os IIS que a 
reencaminham para o cliente.  
A segurança na WRSF.NET é baseada em WSE, a qual suporta WS-Security, WS-
SecureConversation e WS-Policy. Como a WSRF não determina como devem ser criados 




Figura 3. Execução através de WSRF.NET. 
 
A figura 3 representa um cenário que demonstra como uma pessoa escreve um serviço 
em WSRF.NET e como o utiliza. O cliente começa por enviar a uma máquina Windows, 
um login e uma password via WS-Security, é-lhe retornado um End Point Reference 
(EPR), que representa o Job iniciado. Para monitorizar o Job, o cliente faz uso das funções 
do WSResourceProperties. Quando o Job é concluído, o cliente recebe uma notificação 
através de WS-Notification. 
2.4.2 ­ Globus Toolkit 
 
A Globus é uma comunidade de colaboradores e utilizadores que contribuem para o 
uso e desenvolvimento de software open source e respectiva documentação, para 
computação distribuída e organizações virtuais. O Globus Toolkit (GT) já está a ser 
desenvolvido desde 1990, de maneira a suportar o desenvolvimento de aplicações 
computacionais distribuídas orientadas aos serviços. É um conjunto de bibliotecas e 
programas com intuito de serem aplicados em problemas comuns que ocorrem quando se 
constroem sistemas de serviços distribuídos e aplicações distribuídas. O GT fornece uma 
variedade de componentes e características, que incluem [9]: 
 
• Um conjunto de implementações de serviços relacionadas com a 
administração, circulação de dados, descoberta de serviços, etc. 
• Ferramentas para a construção, em Java, C e Python, de novos Web Services. 
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• Infra-estruturas de segurança, baseadas em vigorosos standards, para a 
autenticação e autorização. 
• Interfaces para a programação de aplicações, em diferentes tipos de 
linguagens, e de linhas de comando para aceder aos vários serviços e 
capacidades. 
• Documentação detalhada acerca destes componentes, as suas interfaces, e a 
maneira como podem ser aplicados na construção de aplicações. 
 
Estes componentes, permitem a estruturação de um rico “ecossistema” de 
componentes e ferramentas que compõem o GT. 
GT é desenhado de maneira a permitir que aplicações associem recursos distribuídos, 
quer seja computadores, dispositivos de armazenamento, serviços ou redes. Inicialmente, o 
trabalho desenvolvido pela Globus era motivado principalmente pela necessidade, a nível 
científico, de organizações virtuais. Actualmente, as aplicações a nível comercial 
começaram a tornar-se também importantes. Tanto no comércio como na ciência, de 
maneira a inovar, as tecnologias têm de evoluir de maneira a reduzir as barreiras para a 
associação de recursos. A associação normalmente é motivada pela necessidade de aceder 
a recursos ou serviços que dificilmente podem ser alojados localmente. 
Neste momento, o GT vai na versão 4, que faz um uso extensivo de Web Services de 
maneira a conseguir definir as suas interfaces e estruturar os seus componentes. Os Web 
Services permitem descrever, descobrir e invocar serviços através de mecanismos 
flexíveis, extensíveis e baseados em XML. Os seus protocolos de orientação aos 
documentos são apropriados para as interacções pouco vinculadas que muitos dizem ser 
preferíveis em sistemas distribuídos robustos. Estes mecanismos facilitam o 
desenvolvimento de arquitecturas orientadas aos serviços, ou seja, sistemas e aplicações 
estruturadas como serviços que comunicam entre si, em que as interfaces de cada serviço 
são descritas, operações são invocadas, o acesso é seguro, etc.  
Resumindo, o GT4 promove um conjunto de infra-estruturas de serviços que 
implementam interfaces para gerir recursos computacionais, de armazenamento, entre 
outros. 





• Um conjunto de implementações de serviço, que implementam uma infra-
estrutura de serviços muito útil. Estes serviços abordam questões relacionadas 
com controlo de execução (GRAM), acesso e comunicação de dados 
(GridFTP, RFT, OGSA-DAI), controlo de réplicas (RLS, DRS), monitorização 
e descoberta (Index, Trigger, WebMDS), controlo de credenciais (MyProxy, 
Delegation, SimpleCA), e controlo de instrumentos (GTCP). A maior parte são 
Web Services Java, mas alguns são implementados noutras linguagens e 
podem usar protocolos diferentes. 
• Três módulos que podem ser usados para alojar serviços desenvolvidos pelos 
utilizadores, escritos em Java, Python ou C, respectivamente. Estes módulos 
providenciam implementações ao nível de segurança, administração, 
descoberta, administração de estado, e outros mecanismos normalmente 
necessários à criação de serviços. 
• Um conjunto de bibliotecas, que permitem os programas dos clientes, escritos 
em C, Java ou Python, invoquem operações tanto no GT4 como em serviços 








Analisando os serviços do GT4, verifica-se que é mais do que apenas o somatório das 
capacidades individuais dos serviços que o compõem. Abstracções e mecanismos 
uniformes, significam que os clientes podem interagir com diferentes serviços, mas de uma 
maneira muito idêntica. Esta uniformidade, facilita a construção de sistemas complexos e 
interoperáveis e promove a reutilização de código em bastantes níveis [9]. 
Outra perspectiva da estrutura do GT4, está apresentada na figura 5, estão 
representados os principais componentes disponibilizados pelo GT4. Eles estão agrupados 
em 5 categorias [10]: 
 
• Common Runtime – oferece um conjunto de bibliotecas e ferramentas 
fundamentais essenciais para a construção tanto de Web Services, como de 
serviços de outro tipo. 
• Security – componentes que asseguram a segurança nas comunicações, é 
baseada na Grid Security Infrastructure (GSI). 
• Data Management – permite a administração de grandes aglomerados de dados 
dentro da organização virtual. 
• Information Services – inclui um agregado de componentes para a descoberta 
e monitorização de recursos dentro da organização virtual, muitas vezes 
designados por Monitoring and Discovering Services (MDS). 
• Execution Management – lida com a iniciação, monitorização, administração, 
organização temporal e coordenação de programas executáveis, designados 
normalmente, dentro da Grid, por jobs. 








Com crescimento exponencial do número de detentores de computadores, de redes 
locais e de conectividade à Internet, o conceito de computação Grid foi elevado a um nível 
global. Isto aliado ao facto de a maior parte dos computadores pessoais, tanto em 
ambientes empresariais como domiciliários, apenas utilizam, em média, um décimo das 
capacidades de processamento, tornou ainda mais interessante o conceito de computação 
Grid. 
Uma infra-estrutura de computação Grid baseada em ambientes Microsoft Windows, 
vai ter um papel importante na adopção de Grids por parte da indústria, devido à existência 
de um elevado número de máquinas a correr em ambientes Windows dentro dessas 
indústrias. Esta infra-estrutura vai permitir a união de toda a capacidade de processamento 
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não utilizada, criando um supercomputador virtual com o custo de apenas uma fracção do 
preço de um supercomputador real. No entanto, existem poucos sistemas de software para 
a computação Grid baseados em arquitecturas de orientação aos serviços. Para ultrapassar 
esta limitação, foi desenvolvido pelo Grid Computing and Distributed Systems (GRIDS) 
Laboratory da Universidade de Melbourne, uma framework para computação Grid baseada 
na plataforma da Microsoft .NET, esta framework é designada por Alchemi. 
Apesar da noção de computação Grid ser de alguma forma simples, transpô-la para a 
prática não é assim tão fácil, visto existirem alguns obstáculos. Os problemas chave são 
heterogeneidade, solidez, programação temporal, administração de recursos e segurança 
[7]. A plataforma .NET da Microsoft possui um conjunto de ferramentas que podem ser 
usadas para resolver todos estes problemas, em particular, suporte para execução remota 
(.NET  Remoting e Web Services), Multithreading, segurança, programação assíncrona, 
administração de execução e desenvolvimento em várias linguagens, fazendo com que seja 
ideal para criar uma plataforma para a camada de Middleware da computação Grid [7]. 
A Alchemi foi construída com o intuito de tornar a construção e desenvolvimento de 
software para a Grid o mais fácil possível, de uma maneira a não sacrificar a flexibilidade, 
escalabilidade, robustez e expansibilidade. As características suportadas pela Alchemi são 
as seguintes [7]: 
 
• Clusters de computadores pessoais baseados na Internet. 
• Nós individuais com execução dedicada ou não-dedicada. 
• Modelo de programação orientada aos objectos para aplicações Grid. 
• Modelo de Grid Job baseado em ficheiros. 
• Interface de Web Services que suporta o Jobs, proporcionando a 
interoperabilidade com outros tipos de Middleware da Grid. 
 
A arquitectura de camadas da Alchemi para um ambiente de computação Grid está 
representada na figura 6. A Alchemi segue um paradigma de programação paralela, no 
qual um componente central faz a distribuição de unidades de execução paralela para os 
nós de trabalho. Na Alchemi, a unidade de execução paralela é designada por Grid Thread 
e contém instruções de como ser executada no nó da Grid. O componente central é 





Figura 6. A arquitectura de camadas de um ambiente de computação Grid Alchemi. 
 
A Alchemi suporta dois modelos para construção de aplicações paralelas, um modelo 
baseado em Grid Threads e outro em Grid Jobs [33]. 
No modelo baseado em Grid Threads a unidade básica de execução paralela 
independente é a Grid Thread, onde o conjunto de várias Grid threads forma a aplicação 
Grid. Esta aplicação é dividida em duas partes: 
 
• Código local, código para ser executado localmente, ou seja, a Grid Thread e 
as suas dependências. 
• Código Remoto, código para ser executado na Grid, responsável pela criação e 
execução das Grid Threads. 
 
É a própria aplicação, código local, que cria instancias para a Grid Thread, que as 
executa na Grid e depois recolhe o resultado de cada Thread. 
No modelo baseado em Grid Jobs, a unidade básica de execução paralela é um 
processo. Neste modelo, a unidade de trabalho é composta por comando específico, 
ficheiros de entrada e de saída. Este é disponibilizado pela Alchemi devido a [7]: 
 
• Aplicações Grid já existentes. 
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• Interoperabilidade com outro tipo de Grid Middleware, que a Alchemi pode 
facultar através da Cross Platform Manager Web Service. 
 
As tarefas e os Jobs que as constituem, são representados através de ficheiros XML. 
 
Existem quatro tipos de nós que podem fazer parte da Grid, onde são responsáveis 
pela sua construção e execução de aplicações. Uma Grid da Alchemi, é composta por um 
Manager e um ou mais Executors configurados para comunicar com o Manager. Um ou 
mais Users ao ligar-se ao Manager, podem executar as suas aplicações no Cluster. Existe 
um nó opcional, designado por Cross Plataform Manager, que proporciona uma interface 
de Web Services para Grid Middleware de outro tipo. 
 
 
Figura 7. Componentes da Grid Alchemi e suas relações. 
 
A função do Manager na Grid, é a de fornecer serviços associados com a 
administração da execução de aplicações para a Grid e as suas Threads. Os Executors 
registam-se no Manager, o qual vai monitorizar o seu estado. As Threads que são recebidas 
dos Users, são colocadas num grupo e é-lhes programada a sua execução nos Executors 
disponíveis. As Threads são executadas, se não houver qualquer tipo de prioridade, 
segundo a regra First Come First Served. Os Executors devolvem o resultado das Threads 
finalizadas ao Manager, o qual é enviado para os Users. 
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O Executor recebe Threads provenientes do Manager, e executa-as. Um Executor 
pode ser configurado como dedicado ou não-dedicado. Dedicado significa que os seus 
recursos são controlados centralmente pelo Manager. Se for configurado como não-
dedicado, os seus recursos são controlados de uma maneira voluntária, é o seu proprietário 
que decide quando este contribui para a Grid. A execução dedicada é a mais indicada 
quando o Manager e o Executor estão na mesma LAN, enquanto que a execução não 
dedicada é mais adequada quando o Manager e o Executor estão ligados através da 
Internet. 
As aplicações para a Grid são executadas no nó do User. A interface de programação, 
abstrai o User da implementação da Grid e é responsável pelo envio de uma aplicação e 
suas Threads para execução, informando o User quando as Threads são finalizadas, 
devolvendo-lhe o resultado e em caso de erro, informando-o que a Thread falhou, 
juntamente com os detalhes do erro ocorrido. 
 
 GT 4 – Java WSRF.NET Alchemi 
Sistema Operativo Linux Microsoft Windows Microsoft Windows 
Linguagens de programação Java C#, C++, VBasic C# 
WSRF Sim Sim Sim 
Tabela 1. Comparação das características do Middleware. 
 
As características dos sistemas estudados, são muito parecidas, a característica 
principal é o facto de todas implementarem o standard WSRF. Para a escolha de qual 
sistema utilizar foi posto de parte o GT4, visto este correr em Linux e um dos aspectos do 
projecto é desenvolver uma aplicação para a plataforma .NET 2.0 da Microsoft. Para 
decidir entre a WSRF.NET e a Alchemi, procedeu-se à instalação de ambas as 
Frameworks. A instalação da WSRF.NET foi complicada e ao tentar testá-la deu erro ao 
carregar a biblioteca para o Visual Studio, o tutorial e restante documentação 
disponibilizado para a WSRF:NET não mostrou ser grande ajuda na resolução dos 
problemas. A instalação da Alchemi, foi fácil sem grandes problemas e a sua 
documentação demonstrou ser fácil de entender e com bons exemplos de programação. 
Depois de instalada a Alchemi, verificou-se que esta estava a funcionar bem, testando-a 
com uma aplicação exemplo fornecida pela Alchemi. 
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O sistema escolhido para utilizar no projecto foi a Alchemi, e as características que 
motivaram esta escolha foram: 
 
• Correr na plataforma .NET 2.0 da Microsoft. 
• Facilidade de instalação e configuração do software. 
• Boa documentação. 










3 - Sistema / Plataforma usada 
 
Após ter sido instalado o software Alchemi, e se ter verificado o seu correcto 
funcionamento, através da execução de uma das aplicações exemplo que a Alchemi 
fornece com o seu SDK (Software Development Kit), a aplicação PiCalculator. Com o 
intuito de compreender a estrutura de programação das aplicações desenvolvidas para o 
sistema Grid da Alchemi, prosseguiu-se com a análise da estrutura de programação da 
aplicação exemplo também fornecida com o SDK da Alchemi, a aplicação  
PrimeNumberGenerator. 
O passo seguinte consistiu em desenvolver uma aplicação que efectuasse o cálculo do 
factorial de um número na Grid, o desenvolvimento desta aplicação teve como objectivo 
testar e desenvolver os conhecimentos obtidos relativamente à estrutura de programação 




Esta aplicação, disponibilizada pela Alchemi no seu SDK, ao lhe ser indicada uma 
gama de números, gera 100 números aleatórios pertencentes a essa gama e verifica se são 
números primos. 
Da análise do código da aplicação, verificou-se que o mesmo foi estruturado da 
seguinte maneira: 
• Uma classe do tipo GThread, que deriva da biblioteca Alchemi.Core.Owner, 
com o atributo Serializable. Esta classe define as unidades de trabalho 
independentes que vão ser executadas simultaneamente na Grid. Contém 
também a maneira como vai ser processada a informação nos Executors da 
Grid. No caso específico do PrimeNumberGenerator,  verifica se um número é 
primo ou não. 
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• Outra classe, que contém a parte do código que corre na máquina local e que é 
responsável por criar as Grid Threads, enviá-las para a Grid, e tratar os 
resultados ou erros que elas devolvem. Esta classe é responsável pela conexão 
à Grid, definindo qual é o endereço do Manager, o porto de acesso do 




Para testar e aprofundar os conhecimentos obtidos da análise da aplicação 
PrimeNumberGenerator, e verificar quais são as dificuldades associadas ao 
desenvolvimento de uma aplicação para a Grid Alchemi, foi desenvolvida uma aplicação 
designada por Factorial, a qual efectua o cálculo do factorial de um número na Grid 
Alchemi. 
O algoritmo utilizado para o cálculo do factorial, não foi o mais eficiente, mas sim o 
mais intuitivo, visto o objectivo principal não ser ter o algoritmo mais eficaz, mas sim 
perceber os mecanismos de como tratar a informação a enviar e a receber da Grid. 
A abordagem do problema está representada no diagrama da figura 12. 
Inicialmente começa-se por pedir ao utilizador para introduzir um valor para o cálculo 
do factorial, a gama de valores para o cálculo do factorial é pequena, de 1 a 20, isto é 
devido à resolução permitida pelo tipo de variáveis utilizadas, não foi aprofundada essa 
limitação visto a aplicação ter um carácter didáctico. Seguidamente, efectua-se a ligação ao 
Manager. Após estar definido o valor para o qual se vai calcular o factorial e da ligação ao 
Manager estar efectuada, determina-se o número de Executors da Grid que estão livres, de 
maneira a repartir o cálculo do factorial pelos mesmos. Esta não foi a primeira abordagem. 
No início estava a ser dividido o cálculo do factorial num número fixo de Threads, mas de 
maneira a não criar uma fila de espera, rentabilizou-se o uso da Grid, ao dividir o 
processamento pelos Executors livres. Após a criação das Threads, procede-se ao envio 
destas para o Manager, o qual as encaminha para os vários Executors. Em cada Executor é 
efectuado parte do cálculo do factorial. No fim do cálculo parcial, é enviado o resultado 
para o Manager, o qual encaminha esse resultado parcial para aplicação a correr na 
interface do User. Depois de receber todos os resultados parciais, a aplicação efectua o 
cálculo do factorial a partir desses mesmos resultados parciais. No fim da aplicação, é 
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Depois de toda a preparação para o problema do projecto, construir uma aplicação 
para converter páginas de um ficheiro do tipo PDF para imagens do tipo PNG, procedeu-se 
ao seu desenvolvimento. A abordagem geral ao nível das sequências necessárias para 
resolver o problema foi bastante parecida à abordagem da aplicação para o cálculo do 
factorial. O nome dado à aplicação foi PdfToImage. 
Numa primeira fase, apenas houve uma preocupação em dividir o problema em 
Threads e enviá-las para a Grid, pondo os Executors a fazer uma tarefa bastante simples. 






1. Indicar o caminho para o ficheiro PDF a converter para imagens.  
2. Efectuar a ligação ao Manager. 
3. Retirar a informação acerca do número de Executors livres. 
4. Dividir o PDF num número de partes iguais, igual ao número de Executors 
livres. 
5. Criar Threads, cada uma com uma parte do PDF original. 
6. Enviar as Threads para o Manager.  
7. Receber os resultados do Manager. 
8. Imprimir no ecrã a quantidade de páginas dos PDFs que cada Thread levava e 




1. Extrair a parte do PDF original que vem na Thread. 
2. Verificar o número de páginas que este tem. 
3. Apagar o PDF do disco do Executor. 
4. Devolver ao Manager o resultado, ou seja, o número de páginas da parte do 
PDF original. 
 
Para efectuar operações com os ficheiros PDFs, dividir e contar o número de páginas, 
foi usada uma biblioteca desenvolvida no IEETA, a PdfLib.  
Os grandes desafios desta fase, estiveram relacionados em como enviar nas Threads, a 
biblioteca PdfLib necessária para contar o número de páginas do PDF e o próprio 
documento. O PDF foi passado nas Threads para os Executors como um byte array, a 





Figura 9. Diagrama de actividades da aplicação PdfToImage versão inicial. 
 
Na fase seguinte, foi adicionado ao código local a transformação das páginas do PDF 
para imagens PNG, ainda sem que estas fossem devolvidas para o Manager. Esta foi a fase 
em que foi investido mais tempo, primeiro porque para efectuar a transformação PDF para 
PNG é necessário um executável, ”pdftoppm.exe”, uma ferramenta do Xpdf, um software 
Open Source da Glyph & Cog que permite visualizar PDFs. Essa ferramenta converte 
ficheiros PDF para imagens. Como era um ficheiro que ia ser necessário a todas as 
Threads, optou-se por incluí-lo na lista de dependências das Threads, mas após muitas 
tentativas, não se conseguiu atingir esse objectivo. Dava para o pôr na lista, mas não foi 
encontrada uma maneira de lhe conseguir aceder para o utilizar nas Threads, a solução 
encontrada foi passá-lo como um byte array dentro da Thread. O problema seguinte, foi o 
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facto de não saber qual o directório que se estava a utilizar no executor, após algum tempo 
a analisar este problema, a solução encontrada foi, dentro da função main() da GThread 
definir o directório de trabalho. 
Obviamente, o passo seguinte foi adicionar o envio das imagens do Executor para o 
Manager. O método utilizado para isso foi de compactar as imagens num ficheiro ZIP e 
enviá-lo sob a forma de byte array. Para compactar as imagens foi utilizada a biblioteca 
Open Source, “ICSharpCode.SharpZipLib”, uma biblioteca ZIP para C#. Esta biblioteca 
foi também adicionada à lista de dependências, visto ser necessária em todas as Threads. 
Depois de recebidos os ficheiros ZIP, resultantes da execução das Threads, por parte do 
User, o código a correr na sua máquina, descompacta-as para uma pasta com o nome do 
PDF original localizada na raiz do computador. Para descompactar os ficheiros ZIP, 
também foi utilizada a biblioteca “ICSharpCode.SharpZipLib”. 
Ao testar o programa com o manual de utilizador da Alchemi, um ficheiro PDF com 
24 páginas que ocupa 463KB no disco, o programa funcionou perfeitamente. O próximo 
teste foi feito com uma tese, um ficheiro PDF com 390 páginas e que ocupa 264MB, 
passado algum tempo de processamento, os Executors retornaram um erro, “Espaço em 
disco insuficiente”. Perante este facto, a solução encontrada foi, antes de escrever o byte 
array nos Executors, procurar um disco ou partição com espaço suficiente para a conversão 
de PDF para imagens. Durante a conversão convém ter aproximadamente 6Mb livres no 
disco por cada página do PDF, 6MB*NumeroPáginasPDF é o espaço necessário para fazer 
a conversão. Este não vai ser o espaço ocupado pelas imagens quando o processo estiver 
concluído, vai ser necessário este espaço livre porque as paginas não são convertidas 
directamente para imagens PNG, são convertidas de PDF para um ficheiro do tipo PPM, 
que ocupa aproximadamente 6MB, e só depois são convertidas para PNG. Para encontrar 
espaço suficiente nos discos ou partições dos Executors, foi utilizada a biblioteca 













1. Indicar o caminho para o ficheiro PDF a converter para imagens.  
2. Efectuar a ligação ao Manager. 
3. Retirar a informação acerca do número de Executors livres. 
4. Dividir o PDF num número de partes iguais, igual ao número de Executors 
livres. 
5. Criar Threads, cada uma com uma parte do PDF original. 
6. Enviar as Threads para o Manager.  
7. Apagar os PDFs criados a partir do PDF original. 
8. Receber os resultados do Manager, os ficheiros ZIP. 
9. Criar a pasta para apresentar as imagens. 
10. Descompactar os ficheiros ZIP para a pasta das imagens. 
11. Imprimir no ecrã o caminho para as imagens criadas, a quantidade de páginas 




1. Procurar um disco ou partição no Executor com espaço suficiente para 
executar a conversão. 
2. Definir o directório de trabalho no local encontrado. 
3. Extrair a parte do PDF original que vem na Thread. 
4. Extrair o ficheiro ”pdftoppm.exe”. 
5. Converter as páginas do PDF para imagens PNG. 
6. Compactar as imagens num ficheiro ZIP. 
7. Enviar ao Manager o ficheiro ZIP. 










4 - Resultados 
 
Nesta secção, vão ser analisados os resultados obtidos com as várias aplicações que 
foram executadas na Grid. A aplicação Picalculator, fornecida com o SDK da Alchemi e 
que foi utilizada para testar a instalação da Grid, a qual calcula o valor de π com o número 
de dígitos definidos pelo utilizador. A aplicação Factorial, desenvolvida para testar e 
estudar a programação da Grid Alchemi. A aplicação PdfToImage, o objectivo deste 
projecto, a qual converte as páginas de um documento PDF em imagens PNG. 
  Os testes efectuados consistiram em variar o número de executors disponíveis na 
Grid, e a necessidade de capacidade de processamento (aumentar o número de dígitos no 
caso do PiCalculator, aumentar o factorial a calcular no caso do Factorial e, aumentar o 
número de páginas e tamanho do ficheiro PDF a converter no caso do PdfToImage), de 
seguida, registou-se o tempo de processamento de alguns ensaios para cada um dos casos. 
4.1 ­ Aplicação PiCalculator 
 
A aplicação PiCalculator foi testada de duas maneiras, uma apenas com um Executor 
ligado ao Manager, e com dois Executors ligados ao Manager. Os resultados são 




Número de Executors: 1. 
Capacidade Máxima de processamento disponível: 2,66GHz. 
Executor e Manager em máquinas diferentes. 
 
 100 Dígitos 200 Dígitos 300 Dígitos 
1ª Tentativa 00h:00m:14.3125s 00h:00m:32.171875s 00h:00m:46.96875s 
2ª Tentativa 00h:00m:14.40625s 00h:00m:32.656250s 00h:00m:45.09375s 
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3ª Tentativa 00h:00m:14.421875s 00h:00m:29.640625s 00h:00m:46.15625s 
4ª Tentativa 00h:00m:14.328125s 00h:00m:29.625000s 00h:00m:45.90625s 
5ª Tentativa 00h:00m:16.359375s 00h:00m:30.640625s 00h:00m:46.03125s 




Número de Executors: 2.  
Capacidade máxima de processamento disponível: 4,326GHz. 
Um dos Executors está a correr na mesma máquina que o Manager. 
 
 100 dígitos 200 dígitos 300 dígitos 
1ª Tentativa 00h:00m:09.671875s 00h:00m:17.625000s 00h:00m:25.734375s
2ª Tentativa 00h:00m:09.671875s 00h:00m:17.546875s 00h:00m:25.750000s 
3ª Tentativa 00h:00m:09.437500s 00h:00m:17.515625s 00h:00m:25.859375s 
4ª Tentativa 00h:00m:08.437500s 00h:00m:18.250000s 00h:00m:25.875000s 
5ª Tentativa 00h:00m:09.453125s 00h:00m:17.640625s 00h:00m:25.750000s 
Tabela 3. Tempo de processamento do PiCalculator. 
 
Ao analisar a tabela 2 e a tabela 3, verifica-se que o tempo de processamento para 100 
dígitos não sofre uma alteração muito grande com o aumento dos Executors, mas à medida 
que se vai aumentando a resolução do resultado do cálculo do pi, verifica-se que é cada vez 
mais significativa a diferença do tempo de processamento para as duas situações. Desta 
análise pode-se concluir que a Grid beneficia mais problemas complexos do que problemas 




A aplicação Factorial foi testada de duas maneiras, uma apenas com um Executor 
ligado ao Manager, e com dois Executors ligados ao Manager. Os resultados são 






Número de Executors: 1. 
Capacidade máxima de processamento disponível: 2,793GHz. 






 10! 15! 20! 
1ª Tentativa 00h:00m:01.1406615s 00h:00m:01.156287s 00h:00m:01.39066950s
2ª Tentativa 00h:00m:01.2031635s 00h:00m:01.312542s 00h:00m:01.15628700s
3ª Tentativa 00h:00m:01.1562870s 00h:00m:01.156287s 00h:00m:01.32181675s
4ª Tentativa 00h:00m:01.4687970s 00h:00m:01.156287s 00h:00m:01.15628700s
5ª Tentativa 00h:00m:01.1719125s 00h:00m:01.406615s 00h:00m:01.14066150s




Número de Executors: 2. 
Capacidade máxima de processamento disponível: 5,985GHz. 
Um dos Executors está a correr na mesma máquina que o Manager. 
 
 10! 15! 20! 
1ª Tentativa 00h:00m:01.8594345s 00h:00m:01.4219205s 00h:00m:01.218789s 
2ª Tentativa 00h:00m:01.2344145s 00h:00m:01.2187890s 00h:00m:01.218789s 
3ª Tentativa 00h:00m:01.2031635s 00h:00m:01.2031635s 00h:00m:01.218789s 
4ª Tentativa 00h:00m:01.2187890s 00h:00m:01.2031635s 00h:00m:01.250040s 
5ª Tentativa 00h:00m:01.1875380s 00h:00m:01.2031635s 00h:00m:01.187538s 





Figura 11. Gráfico da Grid, relativamente á primeira configuração. 
 
Pela análise da tabela 4, vê-se que o tempo que a Grid demora a calcular o factorial de 
10, 15 e 20 é praticamente o mesmo, isto porque como a aplicação só dá para calcular o 
factorial de valores baixos, não se torna uma aplicação que necessite de muita capacidade 
de processamento. O que pode ser verificado pelo gráfico da figura 11, a azul está 
representada a capacidade de processamento disponível para a Grid. A vermelho está 
indicada a capacidade de processamento usada pela Grid. Como se pode ver a Grid para o 
cálculo do factorial usou pouquíssima capacidade de processamento. 
Se compararmos a tabela de resultados do teste 2, Executors ligados ao Manager, com 
a do teste 1, um Executor ligado ao Manager, verificamos que a prestação da Grid fica pior 
para a situação de estarem dois Executors ligados ao Manager. A explicação para isto 
deve-se ao facto de o Factorial ser uma aplicação pouco complexa, que perde com a 
execução em paralelo, pois é perdido tempo na comunicação entre o Manager e os 
Executors, fica mais rápido ser for tudo executado na mesma máquina, a comunicação é 
mais rápida. 
Mas se formos a analisar os resultados desta aplicação relativamente ao objectivo da 
sua construção, pode-se dizer que foram bons. Pois o objectivo da construção desta 
aplicação era de perceber a estrutura base da programação da Grid Alchemi, e esse 






A aplicação PdfToImage foi testada, de quatro maneiras, uma apenas com um 
Executor ligado ao Manager, com dois Executors ligados ao Manager, com tês Executors 
ligados ao Manager e com quatro Executors ligados ao Manager. Os documentos PDF 
utilizados para estes testes têm as seguintes características: 
 
• Documento1: Manual Alchemi, 24 páginas, 463KB.  
• Documento2: The Gridbus Middleware Manual, 50 páginas, 3,06MB. 
• Documento3: Livro de C#, 1328 páginas, 12MB. 
 




Número de Executors: 1. 
Capacidade máxima de processamento disponível: 3,193GHz. 
Executor e Manager a correrem na mesma máquina. 
 
 Documento 1 Documento 2 
1ª Tentativa 00h:01m:56.6443575s 00h:04m:01.7889870s 
2ª Tentativa 00h:01m:56.5193535s 00h:04m:01.3514730s 
3ª Tentativa 00h:01m:56.5037280s 00h:04m:01.2577200s 
4ª Tentativa 00h:01m:56.3943495s 00h:04m:01.1170905s 
5ª Tentativa 00h:01m:55.4880705s 00h:04m:01.2340625s 










Número de Executors: 2 
Capacidade máxima de processamento disponível: 6,385GHz. 
Executors e Manager a correr em máquinas diferentes. 
 
 Documento 1 Documento 2 
1ª Tentativa 00h:01m:00.5488125s 00h:02m:08.3322315s 
2ª Tentativa 00h:01m:01.3925895s 00h:02m:07.0665660s 
3ª Tentativa 00h:01m:01.5019680s 00h:02m:04.3477290s 
4ª Tentativa 00h:01m:01.3925895s 00h:02m:07.2540720s 
5ª Tentativa 00h:01m:01.2519600s 00h:02m:08.4728610s 
Tabela 7. Tempo de processamento do PdfToImage para o teste 2. 
Teste 3: 
 
Número de Executors: 3 
Capacidade máxima de processamento disponível: 9,178Ghz. 
Um dos Executors está a correr na mesma máquina que o Manager. 
 
 Documento 1 Documento 2 
1ª Tentativa 00h:00m:54.1267320s 00h:01m:52.8358058s 
2ª Tentativa 00h:00m:54.9705090s 00h:01m:51.8581161s 
3ª Tentativa 00h:00m:54.1011240s 00h:02m:00.5194815s 
4ª Tentativa 00h:00m:56.3807096s 00h:01m:52.8942375s 
5ª Tentativa 00h:00m:53.2892168s 00h:01m:50.9723010s 










Número de Executors: 4 
Capacidade máxima de processamento disponível: 11,783Ghz. 
Um dos Executors está a correr na mesma máquina que o Manager. 
 
 Documento 1 Documento 2 Documento 3 
1ª Tentativa 00h:00m:47.5015200s 00h:01m:42.9876705s 00h:46m:06.1353885s
2ª Tentativa 00h:00m:46.6733685s 00h:01m:33.9092550s  
3ª Tentativa 00h:00m:47.3765160s 00h:01m:42.0657660s  
4ª Tentativa 00h:00m:46.0483485s 00h:01m:38.9562915s  
5ª Tentativa 00h:00m:45.5639580s 00h:01m:42.3571600s  







Tabela de tempos médios: 
 
 Documento 1 Documento 2 
Teste 1 116,31 s 241,34 s 
Teste 2 61,2176 s 127,0947 s 
Teste 3 54,5737 s 113,8160 s 
Teste 4 46,6327 s 100,0552 s 
Tabela 10. Tempos médios de processamento. 
 
 
Figura 13. Gráfico do tempo de processamento em função do número de Executors 
 

























Com a análise dos resultados, verifica-se uma grande melhoria da prestação da 
aplicação do teste 1 para os restantes testes. Já as melhorias relativas à introdução de 
Executors a um cenário que já continha dois Executors, não são assim tão significativas. Se 
fizermos uma análise relativa às melhorias da prestação relativamente ao aumento do 
número de páginas do ficheiro, conclui-se que ao adicionar Executors na Grid, as 
melhorias são mais significativas para ficheiros com mais páginas. 
Para o documento 3 apenas foi feita uma medida, e num cenário com 4 Executors, 
porque devido ao elevado número de páginas do documento, a aplicação leva muito tempo 
a ser executada. O tempo demorado pela aplicação PdfTImage para a conversão do 
documento 3 para imagens, foi elevado, em grande parte devido ao tempo que demorou a 
divisão do PDF em 4 partes para serem processadas uma em cada Executor, esta divisão 
demorou cerca de 15min. Tendo isso em conta, pode-se considerar que o tempo demorado 
pela aplicação foi bom. 
O teste da aplicação com a tese que é mencionada na secção problema/resolução da 
metodologia falhou, a falha ocorreu na fase de divisão do documento, o problema está 
relacionado com a biblioteca usada para fazer a divisão do documento, criou pelo meio das 
divisões do documento original, páginas de dimensões enormes sem qualquer conteúdo. 
Ao converter essas páginas para imagens, torna o processo muito lento, e os ficheiros PPM 
criados antes da conversão para PNG ocupam muito espaço, aproximadamente 600MB. 
Tendo em conta os erros e o tempo que advém da divisão dos documentos, é um 
aspecto da aplicação que se for aperfeiçoado, ao encontrar um novo método, vai trazer 







5 – Conclusões e trabalho futuro 
 
Este projecto foi bastante interessante, principalmente porque permitiu adquirir 
conhecimentos, ao nível da linguagem C# e de várias tecnologias utilizadas no 
desenvolvimento do projecto e que poderão ser úteis no futuro profissional. Ao 
desenvolver o projecto também permitiu ver quais as dificuldades de cumprir prazos, e 
adquirir experiência em cumpri-los, resolver situações imprevistas, planear e dividir bem 
as tarefas. 
Na altura de testes das Frameworks para a computação Grid, estava a pensar ser 
bastante mais complicado utilizar uma dessas Frameworks. Mas a Alchemi mostrou-se 
documentada o suficiente, através de manuais e exemplos, para que o seu uso não fosse 
muito complicado. 
Como trabalho futuro, ainda existem muitos melhoramentos a ser feitos na aplicação 
PdfToImage, tais como melhorar a interface com o utilizador, alterar o método de divisão 
dos PDFs, etc. Relativamente ao método de divisão dos PDFs, sugiro que se experimente 
uma nova biblioteca. 
Existe também a proposta de expor a funcionalidade da Grid a outras aplicações de 
uma forma transparente, criando um conjunto de métodos que podem ser utilizados como 
serviços em outras aplicações, permitindo fazer a integração das potencialidades da Grid 
em aplicações isoladas. Esta funcionalidade pode ser atingida criando uma dll, ou um Web 
Service, que disponibilize as funções da aplicação PdfToImage através de uma interface, 
abstraindo quem a vai utilizar de toda a complexidade de programação da Grid. O Web 
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1 – Instalar o Alchemi 
 
Os requisitos para a instalação do software da Alchemi eram os seguintes: 
 
• Microsoft .NET framework 2.0. 
• SQL Server 2000 ou MSDE 2000 (necessário ao funcionamento do Manager, 
não precisam de estar instalados na mesma máquina). 
 
Primeiro, foi instalado o Manager em apenas uma das máquinas, para isso, foi 
necessário criar uma base de dados no SQL Server, designada por Alchemi. Depois desta 
estar criada procedeu-se à instalação e configuração do Alchemi Manager. Este pode ser 
instalado de dois modos diferentes, como uma aplicação normal de ambiente Windows ou 
como um serviço do Windows. Foi optado pela instalação do primeiro modelo, uma 
aplicação normal de ambiente Windows. Depois de instalado, o Alchemi Manager foi 
configurado com a base de dados criada inicialmente. Para o Manager começar a ser 





Figura 15. Alchemi Manager. 
O Manager guarda os seus erros e produtos num ficheiro chamado “alchemi-
manager.log”. Este ficheiro, é uma boa base para verificar erros e controlar as operações 
do Manager.  
Ao instalar o Manager são criadas por defeito, três contas, cada uma com um login e 
uma password, essas contas são: executor, user e admin, que pertencem, respectivamente, 
ao grupo dos ‘Executors’, ‘Users’ e ‘Administrators’. 
 
  
Depois do Manager já estar configurado e a funcionar, passou-se ao seguinte passo: a 
instalação do Alchemi Executor em todas as máquinas. Tal como o Manager, o Executor 
também pode ser instalado de duas maneiras. Como uma aplicação normal de ambiente 
Windows ou então como um serviço Windows. Foi optado pelo modelo de uma aplicação 
normal de ambiente Windows. Depois de instalado, foi necessário configurar: 
 
• O endereço e porto do Manager, ao qual o Executor se vai ligar. 
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• Se a execução vai ser dedicada ou não-dedicada. Foi escolhida a execução 
dedicada, desta maneira, o executor está sempre a executar Threads. 
Para começar a executar o Executor é só clicar no botão Start. 
 
 
Figura 16. Alchemi Executor. 
 
Os erros e resultados do Executor são registados num ficheiro chamado “alchemi-
executor.log”. A execução de Threads por parte do Executor interfere pouco na utilização 
do CPU por parte de outras aplicações, este apenas utiliza ciclos de CPU que não estão a 
ser utilizados. 
 
Com o sistema Grid implementado. Testou-se o seu funcionamento. A Alchemi, 
fornece um Software Development Kit (SDK), o qual contém: 
 






A Alchemi Console é uma ferramenta de administração e controlo do sistema Grid. 
Nela, é possível ver um resumo das características do sistema, tais como, a capacidade de 
processamento total, a capacidade que está a ser utilizada, o número de Executors e as 
Threads que ainda não foram executadas.  
 
 
Figura 17. Alchemi console. 
 
Com a consola é também possível verificar quais os Executors que estão ligados ao 
Manager, as Threads que já foram executadas e as que estão para ser executadas, remover 
Executors e Threads segundo alguns critérios. 
 
A Alchemi.Core.dll é uma biblioteca, disponibilizada pela Alchemi, para criar 
aplicações Grid aptas a correr numa Grid da Alchemi. 
 
Os exemplos, consistem em pequenas aplicações Grid, ideais para testar a Grid e para 




Para testar a Grid, executou-se um dos exemplos que vinham no SDK da Alchemi, o 
PiCalculator, que calcula o valor de pi com o número de dígitos que for escolhido. Para o 
teste foi executado o cálculo do pi com 100 dígitos. Os resultados deste teste, são 
apresentados mais à frente, na secção de resultados. 
 
 
Figura 18. PiCalculator a correr na Grid. 
 
