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Abstract
The cosmic microwave background carries a wealth of cosmological information. It originates
from the roughly 380,000-year-old Universe, and has traversed through the entire history of
the Universe since. The observed radiation contains temperature anisotropies at the level of
few times 10−5 across the sky. By mapping out these temperature anisotropies, and their
polarisation over the full sky, we can unravel some fundamental mysteries of our Universe.
The cosmic microwave background was discovered by chance in 1965. Ever since the ﬁrst
discovery cosmologists have strived to measure its properties with increasing precision. The
latest satellite mission to map the cosmic microwave background has been the European Space
Agency’s Planck satellite. Planck measured the cosmic sky for four years from 2009 to 2013
with unprecedented combination of sensitivity, angular resolution and frequency coverage.
Planck’s observations conﬁrm the basic ΛCDM model, which is the most elementary model
explaining the observed properties of the Universe.
As the precision of measurements has improved, the data volumes have grown rapidly.
Modern-sized datasets require sophisticated algorithms to tackle the challenges in the data
analysis. In this thesis we will discuss two data analysis themes: map-making and residual
noise estimation. Speciﬁcally, we will answer the following questions: how to produce sky
maps, and low-resolution maps with corresponding noise covariance matrices from the Planck
Low Frequency Instrument data. The low-resolution maps and the noise covariance matrices
are required in the analysis of the largest structures of the microwave sky.
The sky maps for the Stokes I, Q, and U components from the Planck Low Frequency
Instrument data are built using the Madam map-maker. Madam is based on the generalised
destriping principle. In the destriping the correlated part of the instrumental noise is modelled
as a sequence of constant oﬀsets, called baselines. Further, a generalised destriper is able
to employ prior information on the instrumental noise properties to enhance the accuracy
of noise removal. We achieved nearly optimal noise removal by destriping the data at the
HEALPix resolution of Nside = 1024 using 0.25 s baselines for the 30 GHz channel, and 1 s
baselines for the 44 and 70 GHz channels — provided that a destriping mask, horn-uniform
weighting and horn-uniform ﬂagging was applied.
For the low- analysis we also provide maps at the resolution of Nside = 16. These
low-resolution maps were downgraded from the high-resolution maps using a noise-weighted
downgrading scheme combined with the Gaussian smoothing for the temperature component.
The resulting maps were adequate for the Planck 2015 data release, but for the ﬁnal round of
Planck data analysis the downgrading scheme will need to be revised.
The estimated maps will always contain some degree of residual noise. The analysis steps
after the map-making, component separation and power spectrum estimation, require solid
understanding of those residuals. We have three complementary methods at our disposal:
half-ring noise maps, noise Monte Carlo simulations, and the noise covariance matrices. The
half-ring noise maps characterise the residual noise directly at the map level, while the other
iv CONTENTS
methods rely on noise estimates. The noise covariance matrices describe pixel-pixel corre-
lations of the residual noise, and they are needed especially in the low- likelihood analysis.
Hence, it is suﬃcient to calculate them at the highest feasible resolution of Nside = 64, and
subsequently downgrade them to the target resolution of Nside = 16 using the same down-
grading scheme as for the maps. The diﬀerent residual noise estimates seem to show good
agreement.
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Chapter 1
Introduction
The Universe is intriguing. Countless generations before us have pursued to explain funda-
mentals about our Universe — its origin and fate. Further, literature is rich in culture-bounded
symbolic narratives, one being the Finnish national epic Kalevala, portraying how the world
came into existence. The Kalevala, compiled from our ancestors’ oral folklore and mythol-
ogy, depicts how the fragments of a teal’s egg grow into the Earth and the heavenly bodies
surrounding it:
One egg’s lower half transformed
And became the earth below,
And its upper half transmuted
And became the sky above;
From the yolk the sun was made,
Light of day to shine upon us;
From the white the moon was formed,
Light of night to gleam above us;
All the colored brighter bits
Rose to be the stars of heaven
And the darker crumbs changed into
Clouds and cloudlets in the sky.
However, our thirst for knowledge about the Universe is not quenched by folklores, but rather
by scientiﬁc research. The ﬁeld of cosmology, the study of the Universe as a whole, seeks
answers to questions such as: How did the Universe begin? What is it made of? And how
will it evolve? Equally important is to ask: How do we know? This thesis, for one, aims to
enlighten how we have gained the contemporary understanding of the Universe.
To do science we need observations and measurements. But how to study the beginning of
the Universe? The key is the constancy of speed of light [1]. The light travels mere 299 792
458 meters per every second through space [2]. Thus, we see the Sun as it was eight minutes
ago, and the Andromeda Galaxy as it was two million years ago. By extrapolating the idea,
the oldest light in the Universe would simply originate from the infancy of the cosmos.
A faint glow of ancient light, the cosmic microwave background (CMB), was discovered
by chance in 1965 [3, 4] — the year 2015, the International Year of Light, celebrated the
jubilee of the major discovery. This relic radiation dates back to the roughly 380,000-year-old
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Universe, and its detection is deemed to be one of the most vital discoveries in the ﬁeld of
physics during the twentieth century.
The CMB ﬁlls the entire sky and is remarkably isotropic — uniform in all directions.
However, the existence of rich structures in the present day Universe lead to theoretical rea-
soning that the CMB should possess tiny temperature anisotropies [5, 6, 7]. The ﬁrst detection
of the anisotropies in 1992 [8] matched the importance of the initial discovery in 1965. The
CMB is of fundamental signiﬁcance to observational cosmology, as the early history of the
Universe is imprinted in the radiation. It has enabled the shift of cosmology from a speculative
discipline to precision science.
The radiation that once emerged as hot and bright as the surface of a star has travelled for
about 13.8 billion years [9], the approximate age of the Universe. The Universe has, how-
ever, expanded [10, 11] by a factor of a thousand thereafter. The wavelength of the light has
stretched, i.e. redshifted, with the expansion to microwave wavelengths. As the wavelength
increases, the CMB cools to its present-day temperature of about 2.7 K above absolute zero
[12].
With optical telescopes the background space between stars and galaxies appears com-
pletely dark. Thus, to detect the faint primordial light delicate instruments are needed, such
as the European Space Agency’s Planck satellite [13]. The Planck satellite measured the
CMB for four years in chase of more subtle signatures — beyond the primordial temperature
anisotropies — it carries. The ever increasing precision of measurements, however, drives the
data volumes to grow rapidly. The modern-sized datasets require special care and sophisti-
cated algorithms to tackle the challenges in the data analysis.
1.1 Objectives and scope
This thesis focuses, after a more general introduction to the ﬁeld of CMB science and the
Planck satellite, to a few speciﬁc data analysis themes: map-making and residual noise esti-
mation. We will further limit ourselves to analysing the data from the Planck satellite’s Low
Frequency Instrument, as both instruments on board have a dedicated team to perform the
data analysis. The present author has been an active member of the Planck Low Frequency
Instrument Core Team.
This thesis will answer the following research questions.
1. How to produce the sky maps from the Planck Low Frequency Instrument data?
2. How to produce the low-resolution versions of the maps and corresponding noise co-
variance matrices, required in the analysis of the largest structures of the microwave
sky, from the Planck Low Frequency Instrument data?
The included publications contain extended descriptions and explanations, and the main re-
sults are summarised with necessary motivations in the introductory part of the thesis. The
articles can be divided into three categories, as illustrated in Figure 1.1. Paper I forms the ba-
sis for the thesis by studying the chosen map-making method, destriping, itself with polarised
data, while papers II and partly VI discuss one particular implementation of the destriping
algorithm, the Madam map-maker. Papers III–V and partly VI describe applications of the
Madam map-maker to the actual measured data as an answer to the ﬁrst research question.
Papers IV–VI answer also to the second research question. The present author’s task has not
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Paper II: 
Making cosmic microwave 
background temperature and 
polarisation maps with MADAM
Paper VI: 
Planck 2015 results. VI. LFI 
mapmaking
Paper III: 
Planck early results V: The Low 
Frequency Instrument data 
processing
Paper I:
 Destriping CMB temperature 
and polarisation maps
Paper IV: 
Planck 2013 results. II. Low 
Frequency Instrument data 
processing
Paper V: 
Planck 2015 results. II. Low 
Frequency Instrument data 
processing
APPLICATION
IMPLEMENTATION 
METHOD
Figure 1.1: Article relations. Paper I forms a basis for the thesis by studying the destriping
method with polarised data. Papers II and partly VI discuss one particular implementation of
the destriping algorithm, the Madam map-maker. Papers III–V and partly VI put the methods
into practice.
been to develop new map-making algorithms or implementations, but rather to validate, to
improve and to apply them in practice.
1.2 Structure of the thesis
This thesis is organised as follows. In Chapter 2 we review the features of the CMB, and what
information it carries about fundamental physics. Chapter 3 introduces the Planck satellite:
both the spacecraft itself and the main results from the mission are discussed. Chapter 4
concentrates on the map-making, and hence mainly on the ﬁrst and partly on the second
research question. Chapter 5 covers how we model residual noise in maps, and answers to
the noise modelling part of the second research question. In Chapter 6 we draw conclusions.
Chapter 2
Cosmic sky
Practically everything we know about the Universe derives from studying the light emitted or
reﬂected by objects in space. The light reveals information about objects’ chemical composi-
tions, temperatures, and distances to name a few. However, only a fraction of the electromag-
netic spectrum is visible to the human eye. While X-rays and gamma rays carry information
about high energy phenomena, the longer wavelengths, from infrared to radio, unveil for ex-
ample regions of star birth, cool dusty regions of space, and the cosmic microwave background
radiation.
The CMB serves as an open window to the early Universe, since it provides the most direct
observational link to the earliest times. As the light takes nearly 14 billion years to reach us,
it additionally records information about the evolution and history of the Universe. In this
Chapter we begin with an introduction to the standard model of cosmology and continue the
discussion with the description of the CMB. We will review what the patterns of the CMB
radiation reveal about fundamental physics, and at the same time motivate the ﬁeld of CMB
science. We will conclude with a brief discussion of astrophysical sources of microwave
emissions and the pre-Planck status of observations.
2.1 Standard paradigm
The early Universe was hot, dense, and rapidly expanding [14, 15, 3]. Primordial plasma
ﬁlled the Universe, and frequent scatterings maintained the photons and particles in a thermal
equilibrium. As the Universe expanded – the evolution dictated by general relativity [16] –
the temperature of primordial plasma fell.
When the Universe was a few minutes old, its temperature had fallen enough (T ∼ 109 K)
for the formation of nuclei of light elements. A process known as Big Bang Nucleosynthesis
produced roughly 75 %1 of 1H, 25 % of 4He, 10−4 % of 2H, 10−4 % of 3He and 10−9 % of 7Li
[17, 18, 19].
The Universe stayed completely ionised, and hence opaque, until the temperature was
cold enough for the formation of neutral atoms. When the temperature had fallen to about
3000 K, hydrogen was ﬁnally formed. This era, roughly 380,000 years after the Big Bang, is
known as either recombination, decoupling or last scattering. As the cosmic ionised gas, made
1Numbers are given as mass fractions of the total mass in ordinary matter.
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of electrons and protons, combined to neutral hydrogen, there were no longer free charges
to scatter the photons. The mean free path of photons rapidly increased, and the Universe
became transparent. The stream of free photons is observed today as the cosmic microwave
background [14, 20, 3, 4]. Due to the expansion of the Universe, the temperature of the CMB
has decreased by a factor of 1100 to T0 = 2.725 K today [12, 21]. A snapshot of the infant
Universe is preserved in the CMB.
This picture forms the standard framework of modern cosmology, the Hot Big Bang
model. The model stands on three solid observational foundations: the redshift of distant
galaxies [15], the Big Bang Nucleosynthesis, and the cosmic microwave background. How-
ever, the model does not provide a valid description of the Universe all the way to the very
beginning. Neither does it explain the initial state of the Universe, nor the origin of all the rich
structures observable in the cosmos.
A period of an exponential expansion, called inﬂation, lasting a fraction of a second in
the infant Universe was introduced to explain the initial conditions: ﬂatness, homogeneity
and isotropy of the Universe [22, 23, 24]. Inﬂation itself is not a physical theory but rather
a generic idea about events occurring before the standard Hot Big Bang, without disturbing
it. Additionally, inﬂation provides a source for the observed large scale structure [25, 26, 27].
Inﬂation stretched quantum ﬂuctuations to macroscopic ones, and they were imprinted on the
Universe as density ﬂuctuations.
The small ﬂuctuations in the initial conditions have evolved through gravitational instabil-
ity to the complex non-linear structures in the present Universe. First galaxies and stars were
forming after a few hundred million years [28]. They emitted intense radiation that reionised
the surrounding Universe. This reionisation left a detectable signature in the CMB [29, 30].
To complete the standard picture of the Universe, we need two additional components:
dark matter [31, 32, 19] and dark energy [33, 34, 19]. Dark matter is essential in aiding the
structure formation, and dark energy is needed to explain the observed accelerated expansion
of the late Universe. Dark matter, a nonstandard2 form of matter, interacts only through
gravity. It is thought to be cold, i.e. non-relativistic, at the era of structure formation. While
dark energy could be either a new form of energy or a modiﬁcation to general relativity,
cosmologists tend to refer to it generically as dark energy.
All the above ingredients are combined to form the standard model of cosmology, the
ΛCDM model. The Λ denotes cosmological constant, which is the simplest possible form
of dark energy as its energy density remains constant both in space and time, and the CDM
stands for cold dark matter. The ΛCDM model is the most elementary model, that explains
rather well the observed properties of the Universe:
• the existence and structure of the CMB,
• the abundances of light elements,
• the large scale structure, and
• the accelerated expansion of the Universe.
Figure 2.1 illustrates a brief summary of the most important epochs in the cosmological
standard model during the entire history of the Universe.
2Nonstandard in the particle physics sense.
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Figure 2.1: A brief history of the Universe. Figure is built on an image by European Space
Agency.
2.2 Cosmic microwave background
The cosmic microwave background is a goldmine for cosmologists. Fundamental physics
governing the evolution of the Universe imprints its subtle signatures on the radiation — and
it is our mission to uncover its mysteries.
The CMB radiation is highly isotropic, uniform in all directions [3, 8]. This implies that
everything in the observable Universe was in thermal equilibrium in the distant past. And
furthermore, the observed CMB electromagnetic spectrum reveals that the Universe was still
in thermal equilibrium at the time of photon decoupling, at redshift z ∼ 1100. The CMB
spectrum is well described with the thermal black-body function,
Bν(T0) =
2hν3
c2
1
e
hν
kBT0 − 1
, (2.1)
which has only one free parameter, the temperature today T0, whose best ﬁt value is 2.725 ±
0.001 K [12, 21]. The expansion of the Universe has shifted the temperature to colder values,
but in the absence of non-equilibrium interactions the spectrum itself has not changed. How-
ever, the observed CMB radiation is only nearly, not perfectly, isotropic: across the sky, its
temperature contains anisotropies at the level of few times 10−5 [8]. These minute diﬀerences
reﬂect the lumpiness of the Universe at the time of last scattering, and are essential for the
formation of complex structures in the later Universe. All these features — the electromag-
netic spectrum, the isotropy, and the tiny temperature anisotropies — support the inﬂationary
paradigm of accelerated expansion in the very early Universe. The extremely rapid expansion
disconnected regions initially in causal contact and turned quantum ﬂuctuations into nearly
scale-invariant CMB inhomogeneities.
We begin with a description of primary temperature ﬂuctuations that are intrinsic at the
last scattering surface, and continue the discussion with the CMB’s another property: polarisa-
tion. As secondary eﬀects also process the CMB signal during the photon’s journey to us, we
introduce them in Section 2.2.4. We conclude the introduction to the CMB by summarising
the cosmological parameters in Section 2.2.5.
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2.2.1 Temperature anisotropy
At the time of decoupling, there are perturbations at each scale. However, the scales that are in
causal contact, sub-horizon, behave diﬀerently than those which are super-horizon. The CMB
anisotropies at super-horizon scales arise from gravitational redshifting of photons climbing
out of potential wells at the last scattering surface, called the Sachs-Wolfe eﬀect [5]. On
smaller scales gravitational instability, seeded by the primordial perturbations, induce steadily
growing perturbations in the gravitational potential dominated by the CDM. However, the
photon pressure will try to push the compressed regions to re-expand. This sets up acoustic
oscillations in the photon-baryon ﬂuid. The state of the ﬂuid at the time of decoupling is
imprinted on the CMB as small-scale temperature anisotropies.
The temperature anisotropy δT (θ, φ) forms a two-dimensional function on the sphere.
Most commonly, these anisotropies are expressed as a spherical harmonic expansion,
δT (θ, φ) =
∞∑
=0
∑
m=−
aTmYm(θ, φ), (2.2)
that isolates the contributions from diﬀerent angular scales. Since the spherical harmonics
Ym form an orthonormal set of functions over the sphere, the multipole coeﬃcients aTm are
obtained as
aTm =
∫
Y∗m(θ, φ)δT (θ, φ)dΩ. (2.3)
The multipole  describes the angular size of the anisotropy pattern, while the order m
denotes its angular orientation. By examining the diﬀerent multipoles separately, we can
clarify their meaning.
• Monopole,  = 0. The CMB has a mean temperature of T0 = 2.72548 ± 0.00057K K
[12, 21, 35], which can be regarded as the monopole component of a CMB map. The
monopole term in equation (2.2) must be aT00 = 0 for a quantity representing a deviation
from average.
• Dipole,  = 1. The largest anisotropy is dominated by the Doppler shift caused by the
solar system motion with respect to the last scattering surface. This solar dipole has an
amplitude of 3.3645±0.002 mK [36], and the underlying fainter cosmological dipole is
diﬃcult to extract. Hence, we are mostly interested in the  ≥ 2 part of the expansion.
• Higher order multipoles,  ≥ 2. The anisotropies at higher multipoles are mostly due
to density perturbations in the early Universe, that are imprinted on the CMB at the
last scattering surface. By measuring them we can, for example, constrain some key
parameters describing our Universe. Some of the fundamental physics derivable from
measuring these anisotropies are identiﬁed in Sections 2.2.3 and 2.2.4.
If the CMB anisotropy is from statistically isotropic Gaussian random ﬂuctuations, all
the statistical information in the CMB is fully characterised by its theoretical angular power
spectrum
C ≡
〈
|aTm|2
〉
=
1
2 + 1
l∑
m=−l
〈
|aTm|2
〉
, (2.4)
where the angle brackets denote an ensemble average over skies with the same cosmology.
Due to the isotropic nature of the random process generating the perturbations, there is no
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preferred direction in the Universe, and the angular power spectrum is independent of m —
only the angular scale of the anisotropy matters, not its orientation.
Equation (2.4) is then all we can predict from theory. However, we can only make obser-
vations from a single realisation of the random process, i.e. from our Universe observed from
our location. The observed angular power spectrum can be deﬁned as
Cˆ =
1
2 + 1
∑
m
|aTm|2. (2.5)
Its expectation value is equal to the theoretical one,
〈
Cˆ −C
〉
= 0, but the actual value is not.
Cosmic variance,
〈(Cˆ −C)2〉 = 22 + 1C
2
 , (2.6)
poses a fundamental limit on determining the underlying theoretical power spectrum. The
variance is smaller for higher , because for each  we have 2+ 1 samples available. At large
scales, i.e. small , the accuracy of constraints from the CMB observations is limited by the
cosmic variance.
2.2.2 Polarisation
The CMB polarisation is a fundamental ingredient in any cosmological model [37]. The
presence of temperature anisotropies and free electrons at the last scattering surface will po-
larise the radiation, since the Thomson scattering thermalising the primordial plasma has a
polarisation-dependent diﬀerential cross-section [38],
dσ
dΩ
∝ |ˆin · ˆout|2, (2.7)
where ˆin and ˆout are the incident and scattered polarisation directions. The scattered radiation
intensity peaks when ˆin ‖ ˆout, i.e. in the direction parallel to the incident polarisation, and is
non-existent when ˆin ⊥ ˆout.
Figure 2.2 illustrates incoming rays from two directions. The electromagnetic ﬁeld os-
cillates transversely to the direction of wave propagation k. Scattering allows all radiation
polarised perpendicularly to both the incoming and outgoing directions to pass trough com-
pletely, while blocking any radiation polarised parallel to the outgoing direction. If the inci-
dent radiation is isotropic or has only a dipolar temperature variation, the scattered light would
be unpolarised, as the intensity along the two transverse directions are equal. However, if the
incident radiation has a quadrupolar temperature pattern, i.e. the incident radiation from per-
pendicular directions have diﬀerent intensities, the scattering would result in a net polarisation
aligned with the direction of cold spots. Quadrupole anisotropy around the scattering centre
will lead to linear polarisation, even if the incident radiation is unpolarised.
The temperature anisotropy has two distinct sources: scalar and tensor perturbations [39].
The scalar perturbations of the spacetime metric are primordial density perturbations, while
the tensor perturbations of the metric are gravitational waves. In consequence, the CMB
polarisation is also sourced by both the scalar and the tensor perturbations. For scalar per-
turbations the local temperature quadrupole develops when photons decouple from electrons,
just before the last scattering. If the transition from opaque to transparent Universe happens
instantaneously, the temperature quadrupole would have no time to form, and no CMB po-
larisation would emerge. The local quadrupole anisotropy arises from velocity gradients as
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Figure 2.2: Generation of CMB polarisation. Quadrupole temperature anisotropy at the last
scattering surface generates linear polarisation through Thomson scattering. Red lines repre-
sent radiation from hot spots and blue lines from cold spots. The resulting polarisation is in
the direction of cold spots.
the photon-baryon ﬂuid tends to compress in over dense regions, while the radiation pressure
pushes the high-density regions to re-expand. On the other hand, the primordial gravitational
waves, presumably generated during inﬂation, stretch and squeeze space in orthogonal direc-
tions, as illustrated in Figure 2.3. They serve as a natural source of temperature quadrupoles.
Both kinds of perturbations predict slightly diﬀerent polarisation patterns, which can be dis-
tinguished and studied with detailed measurements.
The polarisation signal and its cross-correlation with temperature anisotropies provide a
crucial consistency check for the ΛCDM model. Moreover, as the scattering of photons from
free electrons is a necessity for the CMB polarisation, its generation is well localised in time.
Hence, by measuring the CMB polarisation, we can directly probe the last scattering events.
Polarisation Observables
The polarisation state of light is completely described by the Stokes parameters: I, Q, U,
and V [38]. The I parameter is the total intensity, and Q and U describe linear polarisation,
while V measures the circular polarisation. In cosmology the primordial V = 0, since the
Thomson scattering is unable to generate circular polarisation. In terms of the Stokes Q and
U parameters, polarisation amplitude P and direction α are given as
P =
√
Q2 + U2, and
α =
1
2
tan−1
(
U
Q
)
.
(2.8)
The Q and U Stokes parameters are coordinate-dependent quantities. In a coordinate
rotation by an angle ψ they transform as
Q′ = Q cos(2ψ) + U sin(2ψ), and
U′ = −Q sin(2ψ) + U cos(2ψ). (2.9)
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Figure 2.3: Top row: The two modes (+,×) of gravitational waves. Bottom row: A gravi-
tational wave induces a temperature quadrupole by stretching (redshifting) and compressing
(blueshifting) space in perpendicular directions.
Equation (2.8) implies that the polarisation amplitude P is invariant under rotation, while the
angle α transforms to α − ψ deﬁning a constant orientation of the polarisation. The transfor-
mation rules of equation (2.9) can be written in a more concise form as
(Q ± iU)′(θ, φ) = e∓i2ψ(Q ± iU)(θ, φ), (2.10)
suggesting that Q± iU form spin-2 ﬁelds on the sphere. We expand them in terms of the spin-
2 spherical harmonics, ±2Ym(θ, φ), forming a complete and orthonormal system of tensor
functions on the sphere, as in [40],
(Q ± iU)(θ, φ) =
∑
≥2
∑
m=−
a±2,m ±2Ym(θ, φ). (2.11)
An alternative approach using tensor harmonics has been presented in [41]. Although the
formalism used there diﬀers notably from ours, the results in the end are naturally equivalent.
We can further decompose the polarisation ﬁeld into curl-free and divergence-free parts, called
E- and B-mode, respectively:
E(θ, φ) =
∑
≥2
∑
m=−
aEmYm(θ, φ),
B(θ, φ) =
∑
≥2
∑
m=−
aBmYm(θ, φ),
(2.12)
where
aEm = −
1
2
(a2,m + a−2,m),
aBm =
i
2
(a2,m − a−2,m).
(2.13)
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Figure 2.4: Typical E- and B-mode polarisation patterns. The E-mode is either radial or tan-
gential, while the B-mode has a curly pattern. The B-mode is not invariant under reﬂections.
The E- and B-modes are more fundamental than the polarisation Q and U ﬁelds on the
sky. Both polarisation modes have characteristic patterns on the sky, as illustrated in Figure
2.4. The E-mode is characterised with radial or tangential polarisation vectors, while the B-
mode polarisation vectors have vorticity. The E-mode polarisation is observed to be directed
radially around temperature cold spots and tangentially around temperature hot spots [42].
As Figure 2.4 implies, the two modes behave diﬀerently under parity transformations: the
E-mode remains unchanged whereas the B-mode changes sign. Also the primordial scalar
perturbations cannot produce B-mode polarisation, as long as the perturbations evolve linearly.
Only gravitational waves, in the linear theory, can generate primordial B-mode polarisation.
Due to its origin, the B-mode may contain unique information about the inﬂationary era of the
Universe.
2.2.3 Angular power spectra
To characterise fully the statistics of the Gaussian CMB perturbations only four angular power
spectra are needed: CTT , C
EE
 , C
BB
 and C
TE
 . The angular power spectra are deﬁned as
CXY =
1
2 + 1
∑
m=−
〈
aX∗ma
Y
m
〉
, (2.14)
where X, Y = T, E, B. The CTB and C
EB
 cross-spectra are expected to vanish due to par-
ity conservation. Examples of the theoretical angular power spectra for a set of parameters
describing the cosmological standard model is illustrated in Figures 2.5 and 2.6.
The peaks and troughs in the angular power spectra reveal the underlying physics of os-
cillating sound waves in the coupled baryon-photon ﬂuid driven by the dark matter perturba-
tions. Apart from competing gravitation and radiation pressures inducing the sound waves
in the ﬂuid, other eﬀects giving rise to unique signatures in the spectra are inﬂation, baryon
density, and photon diﬀusion to name a few. Inﬂation establishes the amplitude and tilt of the
spectrum, while the asymmetry in the peak heights of odd and even peaks is mostly accounted
by baryon density. Photon diﬀusion, on the other hand, causes exponential damping of the
oscillatory pattern at high  [6].
The horizon scale at decoupling extends roughly 1◦ on the sky. Only smaller regions had
time to compress, and hence we expect to see a peak in the TT spectrum at a corresponding
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Figure 2.5: Four observable angular power spectra calculated using the publicly available code
CAMB (http://camb.info) for a set of cosmological parameters (τ = 0.09 and r = 0.1).
Angular power spectra due to scalar perturbations are plotted in red, tensor perturbations in
grey, and their combination with additional eﬀect from gravitational lensing in black (dashed
line).
Figure 2.6: Same as in Figure 2.5, but plotted in logarithmic scale. Since the TE spectrum
contains both positive and negative values, we illustrate its absolute values.
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scale. Anisotropies at larger scales did not have time to evolve substantially revealing the ini-
tial conditions, the Sachs-Wolfe Plateau, at   100 corresponding to almost scale-invariant
perturbations. The position of the ﬁrst TT peak also reveals the ﬂat geometry of the Universe.
The intermediate and high multipoles show the acoustic peaks and damping tail. On suﬃ-
ciently small scales the photon-baryon ﬂuid underwent acoustic oscillations giving rise to the
distinct shape of the power spectrum. Because of photon diﬀusion, however, the oscillatory
pattern does not keep up without a bound. Polarisation EE spectrum is seen to peak at higher
 values and to anti-correlate with TT : between every peak in the TT there is one in the
EE, and between the TT and EE peaks there is one for TE. This is because the polarisation
anisotropies are sourced by the ﬂuid velocity. The BB spectrum is expected to peak around
the horizon scale at decoupling, and to be damped on scales   100.
2.2.4 Secondary anisotropies
En route from the last scattering surface, the CMB signal is processed due to both scattering
events and gravitational eﬀects. With ever increasing precision of measurements, these sec-
ondary anisotropies allow us to unravel puzzles of the evolving Universe at z  1000. We
will brieﬂy consider eﬀects including the Sunyaev-Zel’dovich eﬀect, reionisation, integrated
Sachs-Wolfe eﬀect and gravitational lensing.
The Sunyaev-Zel’dovich eﬀect
The Sunyaev-Zel’dovich eﬀect (SZ) arises from the Compton scattering of the CMB photons
by hot electron gas in galaxy clusters [43, 44]. The scattering creates a distinct spectral distor-
tion by transferring energy from the electrons to photons. The shift in the CMB temperature
is of the form
ΔT
T
= y f (x), (2.15)
with the Compton y-parameter being y =
∫
l.o.s dlσTne
kBTe
mec2
, and function f (x) = x coth( x2 ) − 4
describes the frequency dependence, since x = hνkBTCMB [45]. Here σT is the Thomson cross-
section, ne is the electron number density, Te is the electron temperature, kB is the Boltzmann
constant, mec2 is the electron rest mass energy, and the integration is along the line of sight.
The temperature distortion vanishes at a frequency of ν = 217 GHz for the measured CMB
temperature, TCMB = 2.725 K [46]. Hence, below 217 GHz the SZ eﬀect produces a tempera-
ture decrement and above an increment. An additional temperature shift, the kinetic SZ eﬀect,
arises from the bulk motion of the cluster, that is typically smaller than the thermal SZ eﬀect
[45].
The thermal SZ eﬀect can be used, for example, to detect individual galaxy clusters, and
to constrain some cosmological parameters such as the equation of state of the dark energy
and the Hubble constant. It is especially powerful in the search for new galaxy clusters, since
the temperature shift is redshift independent.
Reionisation
As the initially small inhomogeneities in the Universe grow to the ﬁrst highly nonlinear grav-
itationally collapsed regions, the ﬁrst generation of stars and quasars, their intense radiation
reionises the neutral hydrogen almost completely. Once again there are free electrons that
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scatter the CMB photons. The eﬀect of reionisation on the CMB is visible both at small angu-
lar scales, where it attenuates both the temperature and polarisation anisotropies, and at large
angular scales, where it is another source of polarisation [47]. Reionisation will enhance the
TE, EE and BB spectra at the lowest  values, seen as bumps at scales  < 10 in Figure 2.6.
These signatures will allow the measurement of the optical depth τ, the expectation value of
how many times a CMB photon scatters between the decoupling and today, and the search for
primordial gravitational waves.
Integrated Sachs-Wolfe eﬀect
The ordinary Sachs-Wolfe eﬀect [5] arises from the gravitational redshift at the last scattering
surface: photons released from either under- or over-dense regions fall down potential hills or
climb out of potential wells, while gaining or losing energy. This is manifested as blue- or
redshifted photon wavelengths, respectively. Whereas the integrated Sachs-Wolfe (ISW) ef-
fect [5, 48, 49] originates from the temporal variation of the gravitational potentials along the
line of sight. A decaying potential well induces a temperature increment for a CMB photon
traversing through a supercluster, and conversely a deepening potential will lead to a temper-
ature decrement. Accelerated expansion due to the dark energy in the late Universe causes
potential wells (superclusters) and hills (voids) to decay giving rise to the ISW contribution at
large angular scales, seen as a modest rise in Figure 2.6 at the smallest multipoles in the TT
spectrum (scales  < 10). The ISW eﬀect can be used to test the growth of structures in the
Universe, the nature and evolution of dark energy, and the theory of general relativity.
Gravitational lensing
Gravitational lensing aﬀects both the temperature and polarisation ﬁelds. Inhomogeneities
particularly at the late Universe distort the appearance of the CMB, as predicted by general
relativity. The bending of light implies that one is not looking exactly at the point on the last
scattering surface one assumes. Lensing does not generate new temperature anisotropy, but
merely shifts the existing ﬂuctuations around. On the temperature and E-mode polarisation
power spectra, it will leave the lowest multipoles unchanged, while smoothing the acoustic
peak structure on intermediate to small scales and creating power at the smallest scales [50].
Lensing will have the largest eﬀect on the polarisation B-mode, since even though it preserves
the brightness of the radiation, it does not preserve the nature of E- and B-modes. The lensing
will result in a shift of power from E to B at scales  > 100 [50], shown as a large bump in the
BB spectrum in Figure 2.5. The CMB maps can be used to reconstruct the intervening matter
distribution via the lensing eﬀect [51].
2.2.5 Cosmological parameters
The CMB anisotropy pattern is determined by the physics at decoupling, and it is processed
as the CMB travels through the Universe. Accordingly, the shape of the angular power spectra
depends on cosmological parameters. The state-of-the-art cosmological data are adequately
ﬁtted by only a handful of independent parameters [52, 9], while others are either ﬁxed at their
natural values or derived from the independent ones.
Conventionally, the cosmological standard model is parametrised with just six basic pa-
rameters, and the Universe is ﬁxed to be spatially ﬂat [53, 19]. Four of them (As, ns, ωb,
and ωm) characterise the physics at decoupling, while two others (ΩΛ and τ) describe the
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post-decoupling Universe. These independent parameters are summarised in Table 2.1, along
with their possible physical origin. Their values are mostly not predicted by the current theo-
ries. For example, the relative fractions of baryons, dark matter and dark energy are governed
by the physics beyond the Standard Model of particle physics. Table 2.1 also lists the ﬁxed
parameters and a few examples of the derived parameters.
The chosen set of cosmological parameters is neither unique nor is their number ﬁxed.
For the ΛCDM model diﬀerent choices of parameters are possible within the 6-dimensional
parameter space. But care must be taken, since diﬀerent variables may aﬀect the CMB features
in a similar way. Such parameters are called degenerate. Increase in the data quality and
volume will allow to extend the parameter space in the future. Some of the possible directions
for extensions are the currently ﬁxed parameters along with a few extended parameters listed
in Table 2.1. A number of the extended parameters relate to the inﬂationary era, hence ever
tighter constraints on them will allow us to rule out classes of inﬂationary models. Including
additional variables in the parameter estimation will generally increase their uncertainties and
may shift parameter values slightly.
2.3 Foregrounds
Until now, we have only discussed the CMB, which is packed with cosmological information.
But when observing the sky at microwave frequencies, there are also other signiﬁcant sources
of radiation: the Milky Way and other galaxies beyond our own. These foregrounds set a chal-
lenge to our thirst for understanding the primordial Universe. As the CMB originates beyond
all other light sources, we must acknowledge that the background signal we are interested in
could well be smaller than the contaminating foreground signals.
Galactic foregrounds
The main source of foreground contamination arises from our galaxy. Three distinct mech-
anisms have been identiﬁed: dust emission, synchrotron radiation and free-free emission
[54, 55, 56, 57].
• Dust emission. Interstellar dust consisting of small matter particles of various shapes
and sizes (from a few nm to some μm) emit thermal grey-body3 radiation that is dom-
inant at higher frequencies (ν > 100 GHz). Properties of the dust emission is deter-
mined by the grain size and dust temperature. The intensity is modelled as a power
law T ∝ T0νβ within the observed range of frequencies, with the temperature T0 and
spectral index β ≈ 2 varying over the sky. Observations also suggest the presence of
another dust correlated emission at frequencies below 30 GHz that could derive from
spinning dust grains. The dust emission is slightly polarised.
• Synchrotron radiation. Relativistic cosmic-ray electrons spiralling in magnetic ﬁelds
emit synchrotron radiation that is a major contaminant at lower frequencies (ν < 70
GHz). The intensity is modelled as a power law T ∝ ν−β, with a position and frequency
dependent spectral index that varies between 2 and 3. The galactic magnetic ﬁeld breaks
the local spatial isotropy, i.e. the galactic ﬁeld speciﬁes a direction at each location,
3Grey-body radiation has a similar spectrum as black-body radiation, but with lower emissivity ( ≤ 1). Thus a
grey-body absorbs and emits less energy than a black-body at the same temperature.
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Table 2.1: Cosmological parameters. The parameters labelled independent deﬁne the mini-
mal set of parameters, whose measured values characterise the observed Universe. Since the
present-day data is not yet descriptive enough to constrain further variables, they are kept
ﬁxed at their natural values. Using the independent and ﬁxed parameters one can determine
values of the derived parameters. In the future, the parameter space of the cosmological stan-
dard model is likely to be extended beyond the six basic parameters, or by letting the ﬁxed
parameters to vary.
Label Definition Physical Origin
Independent
As Amplitude of scalar perturbationsa Inﬂation
ns Spectral index of scalar perturbations Inﬂation
ωb Physical baryon densityb Baryogenesis
ωm Physical matter densityc Beyond-SM physics
ΩΛ Cosmological constant Unknown
τ Optical depthd First stars
Fixed
Ω0 Total density parametere Inﬂation
dns
d ln k Scale dependence of the spectral index
f Inﬂation
r Relative amplitude of tensor perturbationsg Inﬂation
w Dark energy equation of state parameterh Unknown
Derived H0 Hubble constant Cosmological epoch
t0 Age of the Universe Cosmological epoch
Extended
∑
mνi Neutrino masses Beyond-SM physics
nT Spectral index of tensor perturbations Inﬂation
fNL Non-Gaussianity Inﬂation
a The primordial density perturbation power spectrum is parametrised by As(k/k∗)ns−1,
where k∗ is a chosen reference scale.
b Physical density, ωi ≡ Ωih2, is the density parameter Ωi multiplied by the square of the
reduced Hubble constant h. The density parameter is deﬁned as Ωi ≡ ρi/ρc, i.e. density ρi
divided by the critical density ρc = 3H20/8πG. The reduced Hubble constant is deﬁned by
the equation H0 = 100h (km/s)/Mpc.
c The physical matter density is the sum of physical baryon and dark matter densities, ωm =
ωb + ωcdm.
d The optical depth gives the expectation value of how many times a CMB photons scatters
between the decoupling and today.
e The total density parameter, Ω0 = Ωm + ΩΛ, is ﬁxed to Ω0 = 1.
f The scale dependence of spectral index, running of the spectral index, is ﬁxed to dnsd ln k = 0.
g The relative amplitude of tensor perturbations, r = AT/As, where AT is the amplitude of
tensor perturbations, is ﬁxed to r = 0.
h The dark energy equation of state parameter is ﬁxed to w = −1 implying the case of the
cosmological constant.
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leading to polarised synchrotron radiation. Theoretically, a high degree of polarisation
is expected.
• Free-free emission. Free-free emission, or more commonly know as bremsstrahlung,
arises from electron-ion scattering. The name free-free refers to the unbound state of the
incoming and outgoing electron. The ions decelerate free electrons leading to thermal
radiation. The intensity is modelled as a power law T ∝ ν−β, with spectral index β ≈ 2.
Free-free emission does not dominate at any frequency, but is most evident at lower
frequencies. Free-free emission is not anticipated to be polarised, because the scattering
directions are random.
Extra-galactic point sources
In addition to the galactic foregrounds, extragalactic point sources aﬀect the CMB anisotropy
data. Point sources are objects whose angular size is much smaller than the angular resolution
of the experiment, therefore they appear in the data as point-like objects convolved with the
beam of the instrument. Known point sources are well-localised contaminants and easily re-
movable from the maps, but care must be taken with unresolved ones. Point sources inﬂuence
the CMB measurements at high angular scales and low frequencies, and do not signiﬁcantly
contaminate polarisation measurements [56, 58].
2.4 Status of observations before Planck
Ever since the initial discovery of the cosmic microwave background by Penzias and Wilson in
1965 [3], there has been intense activity to probe the cosmic microwave sky in greater detail.
Shortly after the ﬁrst report was out, the hunt for characterising the CMB spectrum and its
anticipated anisotropies began. The CMB dipole was only, however, veriﬁably detected in the
1970s [59, 60, 61], and the conclusive evidence for the thermal CMB spectrum and the higher
order anisotropies ﬂooded in as late as 1990 and 1992, respectively, from the NASA Cosmic
Background Explorer (COBE) [62] observations [12, 8]. The ﬁrst anisotropy measurements
were later supported and complemented by the results from number of ground-based and
balloon-borne experiments [63, 64, 65] as well as by the ﬁrst results from the NASAWilkinson
Microwave Anisotropy Probe (WMAP) [66] in 2003 [67]. These were subsequently revised
by the analysis of the 3- to 9-year WMAP data [68, 69, 70, 71], and supplemented by small
scale experiments such as the Atacama Cosmology Telescope (ACT) [72] and the South Pole
Telescope (SPT) [73]. All these missions not only unveiled the temperature anisotropies with
high precision, but also the tiny polarisation signal ﬁrst detected by the Degree Angular Scale
Interferometer (DASI) in 2002 [74].
The Far Infrared Absolute Spectrophotometer (FIRAS) instrument onboard the COBE
satellite measured the CMB spectrum with unprecedented accuracy. The observations are
well ﬁtted by a black-body function with temperature [12, 21, 35]
T0 = 2.72548 ± 0.00057K. (2.16)
Additionally, any deviations from the thermal spectrum have very stringent limits according
to the FIRAS ﬁndings [75]. No other satellite mission, since the COBE measurements in the
early 1990s, has re-examined the CMB spectrum, which would open a fascinating window
to the early Universe. The Primordial Inﬂation Explorer (PIXIE) [76] is one of the proposed
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Figure 2.7: The CMB spectrum: measured ﬂux as a function of frequency. Theoretical black-
body curves are superimposed for T = 2 K, T = 2.725 K, and T = 4 K. The ﬁgure is
reproduced from [56].
satellites to probe the CMB spectrum in greater detail. Figure 2.7 displays the CMB spectrum
data to date, and it is in remarkable agreement with the theoretical black-body spectrum.
The WMAP 9-year data served as the state-of-the-art dataset for the CMB anisotropy
measurements before the Planck data releases. Figure 2.8 illustrates the WMAP 9-year tem-
perature and polarisation amplitude maps over the full sky for each ﬁve frequency bands. The
slightly warmer regions in the temperature maps are depicted with reddish colours, while the
slightly cooler regions have bluish tones. The colour scale of the polarisation maps, on the
other hand, runs from negligible polarisation in the blue end of the scale to moderate in the red
end. The CMB appears as the mottled background in the temperature maps, while the polari-
sation maps show hardly any CMB polarisation. The bright Milky Way clearly dominates all
map images in the Galactic plane. In the WMAP 9-year analysis the Galactic foregrounds are
decomposed into the synchrotron, the free-free, the thermal dust, and the spinning dust like
components for the temperature measurements [52], whereas for the polarised foregrounds
its enough to take into account the synchrotron and the thermal dust emissions [77]. There
still remains room for experimental and theoretical improvements alike to gather a more pro-
found understanding of the foregrounds and their impact on the CMB research. The full sky
CMB map constructed from the WMAP 9-year data is shown in Figure 2.9 revealing the tiny
temperature ﬂuctuations originating from the early Universe.
Figure 2.10 unveils the pre-Planck understanding of the angular power spectra. The TT
spectrum is most evidently outlined by the WMAP 9-year data combined with the ACT and
SPT results, while the TE and EE power spectra are formed by data from numerous experi-
ments, including WMAP and QUaD4 [78]. Every spectrum features rather apparently several
4QUaD stands for QUEST (QU Extragalactic Survey Telescope) at DASI (Degree Angular Scale Interferometer).
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Figure 2.8: WMAP 9-year temperature (upper) and polarisation amplitude P =
√
Q2 + U2
(lower) maps in Galactic coordinates shown with a Mollweide projection. The tempera-
ture and the polarisation maps have been smoothed with 0.2◦ and 2.0◦ Gaussian beams, re-
spectively. The faint white lines in the lower maps show polarisation angles for HEALPix
Nside = 16 pixels where the signal-to-noise exceeds 1. The ﬁgures are reproduced from [52].
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Figure 2.9: The CMB map constructed from the WMAP 9-year data. The image reveals tem-
perature ﬂuctuations at ±200 μK scale, shown as colour diﬀerences. Image: NASA/WMAP
Science Team.
peaks and throughs caused by the acoustic oscillations before the photon decoupling, and the
TE anti-correlation, as expected in the cosmological standard model, is fairly visible. As
shown in [52], the TE spectrum reveals some excess signal at the lowest multipoles ( < 10)
compared to expectations from the temperature only analysis showing evidence for the early
reionisation.
As the polarisation anisotropies are very weak and demanding to measure, only upper
limits on the underlying BB spectrum existed. The ﬁrst indications of the lensing BB signal
came from the SPT [79] in 2013, and later from POLARBEAR [80, 81]. The ﬁrst controversial
claims of the direct detection of the BB power spectrum were released by the BICEP2 [82]
collaboration in 2014 [83].
The most robust constraints for the cosmological parameters, before any Planck cosmol-
ogy data was released, could be derived from the WMAP 9-year observations. The data were
ﬁtted well with the simplest six-parameter model, the ΛCDM model, for which we list the
best-ﬁt values in Table 2.2 [71]. The dataset did not show any convincing evidence for devi-
ations from the ΛCDM model, and was compatible with various other cosmological datasets
[71]. According to the observations, the Universe is comprised of ordinary matter (4.6 ±
0.1%), dark matter (24.0 ± 0.9%) and dark energy consistent with cosmological constant
(71.4 ± 1.0%). The geometry of the Universe is ﬂat within the limits of the observations,
and it is roughly 13.77 ± 0.06 billion years old. The primordial ﬂuctuations were found to
be Gaussian and adiabatic with a slight power-law scale dependence in agreement with the
simplest models of inﬂation.
Throughout the years, the continuous improvements in the quality of CMB data has ul-
timately provided a ﬁrm footing for the standard model of cosmology. In combination with
other astrophysical data, the CMB anisotropy measurements have been able to constrain cos-
mological parameters with high accuracy.
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Figure 2.10: Top: TT power spectrum estimates from the WMAP (in black), SPT (blue) and
ACT (orange) experiments. ΛCDM model ﬁtted to the WMAP data is shown in grey. Image:
NASA/WMAP Science Team. Bottom: TE and EE power spectra estimates from WMAP
(black), BICEP (cyan), BOOMERANG (magenta), CBI (red), DASI (orange), QUaD (blue),
CAPMAP (green), and QUIET (purple). The best-ﬁt model curve (light yellow) is based on
Planck’s temperature observations, but as the intention is to show the pre-Planck status of
polarisation data, the image serves its purpose well. Figures are reproduced from [19].
Table 2.2: Cosmological parameters estimated for the ΛCDM model from the WMAP 9-year
data in combination with external datasets [52]: the ACT and SPT CMB data, baryon acoustic
oscillation data and H0 measurements [71].
Label Value
Independent
As (2.464 ± 0.072) × 10−9
ns 0.9608 ± 0.0080
ωb 0.02223 ± 0.00033
ωm 0.1376 ± 0.0020
ΩΛ 0.7135+0.0095−0.0096
τ 0.081 ± 0.012
Derived H0 69.32 ± 0.80 (km/s)/Mpc
t0 13.772 ± 0.059 Gyr
Extended r0.002 < 0.13
Chapter 3
The Planck mission
The cosmic microwave background is accessible both from ground and space, but observa-
tions with ground-based or balloon-borne experiments are limited by the atmosphere and the
available ﬁeld of view. Although being more complex, space-borne mission are desired to
overcome these limitations.
The European Space Agency’s Planck satellite [13] is the successor of the NASA Cosmic
Background Explorer (COBE) [62] and Wilkinson Microwave Anisotropy Probe (WMAP)
[66]. The unprecedented combination of sensitivity, angular resolution and frequency cov-
erage with full sky measurements make Planck the most powerful CMB experiment realised
so far. The major milestones of the Planck mission are summarised in Table 3.1. The long
development process culminated in launch on 14 May 2009, and the Planck collaboration has
prepared three major data releases since. The Planck satellite was deactivated on 23 October
2013, and it was placed into a heliocentric orbit to prevent the endangering of future missions.
The ﬁnal results are expected in 2016.
In this Chapter we outline the main objectives of the Planck mission and brieﬂy describe
the satellite itself. We continue by summarising the data analysis pipeline, and conclude by
reviewing scientiﬁc highlights from the mission.
3.1 Objectives
The cosmic microwave background radiation is the single most important source of cosmo-
logical information. Planck was designed to study the early Universe and its subsequent evo-
lution. Planck provides answers to the key questions in modern science: how did the Universe
begin, how did it evolve in the past, and how will it continue to evolve in the future? The
ultimate goal of the Planck collaboration is to determine the geometry and contents of the
Universe, and radically limit the space of viable theories describing the earliest stages and
subsequent evolution of the Universe [13]. Additionally, Planck provides a wealth of data for
a broad range of astrophysics [13].
During its lifetime, Planck
• measured the CMB temperature ﬂuctuations with an accuracy set by fundamental as-
trophysical limits,
• measured the CMB polarisation, and
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Table 3.1: The Planck mission timeline.
Planck mission conceived 1992
Initial COBRASa and SAMBAb proposals presented to ESA 1993
ESA accepts the joint COBRAS/SAMBAc 1996
Launch May 2009
Observations commence Aug 2009
End of nominal mission Nov 2010
First data release (ERCSC) Jan 2011
End of HFI operations Jan 2012
Second data release Mar 2013
Spacecraft deactivated Oct 2013
Third data release Feb – Jul 2015
Final results expected 2016
a COsmic Background Radiation Anisotropy Satellite
b SAtellite for Measurement of Background Anisotropies
c Later the mission was renamed in honour of the German scientist and Nobel
prize winner Max Planck (1858-1947).
• extracted valuable information on the properties of extragalactic sources as well as about
the dust and gas in the Milky Way.
These measurements allow cosmologists, for example, to determine the values of the funda-
mental parameters describing our Universe, to test the diﬀerent inﬂationary models, and to
measure the Sunyaev-Zel’dovich eﬀect in thousands of galaxy clusters.
3.2 Spacecraft
Figure 3.1 illustrates the key components of the Planck satellite, and Table 3.2 summarises the
main characteristics of the spacecraft. Planck was built around two modules: one was devoted
for the payload and the other for service electronics [84]. The payload module consisted of
• a telescope with a projected diameter of 1.5 m,
• two instruments, the Low Frequency Instrument (LFI) operating at 20 K and the High
Frequency Instrument (HFI) operating at 0.1 K, for scientiﬁc measurements located on
the focal plane,
• a telescope baﬄe providing both straylight shielding and radiative cooling, and
• three conical ”V-groove” shields providing thermal isolation.
The service module, on the other hand, contained warm electronics, a solar panel, cryo-
coolers, an on-board computer, telecommand receivers, telemetry transmitters and an attitude
control system. During scientiﬁc operations the solar panel faced the Sun placing everything
else into a shadow.
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Figure 3.1: The main parts of the Planck satellite. The focal plane contains the instruments
for scientiﬁc measurements. Figure is reproduced from [84].
Table 3.2: The Planck satellite characteristics.
Diameter 4.2 m
Height 4.2 m
Total mass at launch 1912 kg
Payload mass 205 kg
Electrical power demand 1300 W
Operational lifetime 53 months
On-board data storage capacity 32 Gbit
Data transmission rate to ground (max) 1.5 Mbps
Daily contact period 3 h
Overall costa 700 MAC
a Overall cost includes the spacecraft, launch, mission
expenses, and science operations.
3.2.1 Instruments
Planck observed the microwave sky at nine frequency bands divided between two scientiﬁc
instruments. The Low Frequency Instrument made measurements at frequency bands nom-
inally centred around 30, 44, and 70 GHz, while the High Frequency Instrument covered
regions around 100, 143, 217, 353, 545, and 857 GHz. The frequency coverage was designed
to enclose both the peak of the CMB spectrum and the spectra of the Galactic foregrounds
suﬃciently broadly to allow for an accurate component separation. Figure 3.2 sketches the
footprint of the Planck focal plane on the sky, where black crosses mark the orientation of
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Figure 3.2: The footprint of the Planck focal plane on the sky. Each spot represents the beam
shape at the full width at half maximum. The black crosses mark the orientation of linearly
polarised detectors within each horn. The yellow arrow indicates the scan direction. Image:
ESA and the Planck Collaboration.
the linearly polarised detectors within each horn. Table 3.3 summarises the main instrumental
characteristics of both instruments.
The LFI included 22 pseudo-correlation radiometers connected to 11 corrugated feed-
horns [84]. All LFI radiometers were sensitive to one linear polarisation direction. The two
orthogonally-polarised radiometers in a horn are referred to as M and S radiometers. The
feedhorns guided the collected radiation from the telescope to the radiometers, which ampli-
ﬁed the signal using highly sensitive cryogenically cooled ampliﬁers. To suppress 1/ f -type
noise behaviour1 induced by the ampliﬁers, a pseudo-correlation method was adopted [85]:
the ampliﬁers simultaneously processed the sky signal and a signal from the stable 4 K ref-
erence load. For each radiometer, both the sky and load time-ordered data were separately
reconstructed and transmitted to the ground.
The HFI consisted of 52 bolometers fed by corrugated feedhorns [84]. In a bolometer
radiation is absorbed on a spider web or grid like surface for total power and polarisation-
sensitive measurements, respectively. The absorbed radiation heats the bolometer slightly and
changes its electrical resistance, while readout electronics monitor the resistance to record a
signal. The intensity of the incoming radiation dictates the amount of temperature change in
the bolometer, which in turn forces the shift in resistance. The HFI bolometers required ex-
tremely low operating temperature of 0.1 K to minimise thermal noise in them. Only the four
lowest frequency channels were capable of measuring the polarisation of incoming radiation,
while the two higher bands were only sensitive to the total power [13].
Even though the LFI and HFI were build from the state of the art components to do out-
standing observations on their own, it is the combination of the two instruments that give the
Planck satellite its extraordinary powers, the redundancy along with the control over system-
1Chapter 3.5.2 discusses the LFI noise properties.
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Table 3.3: The Planck instrument characteristics.
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a For the polarised HFI channels numbers are: the total number of
bolometers / the number of polarised bolometers.
b Eﬀective angular resolutions from [36].
c Eﬀective beam ellipticity from [36].
atics and foregrounds alike, required to achieve the scientiﬁc objectives of the mission.
3.2.2 Cooling system
To achieve the planned science goals, the instruments on board Planck satellite needed ex-
tremely low operating temperatures. The LFI radiometers operated at 20 K, while the HFI
bolometers required as low temperature as 0.1 K. These conditions were achieved as a series
of temperature steps using a combination of passive and active cooling systems [13, 84]. Pas-
sive cooling system consisted of the V-groove shields and the telescope baﬄe shown in Figure
3.1. The active cooling system relied on the vital pre-cooling provided by the passive cooling
system. The active stage comprised of three diﬀerent coolers that ultimately reached the ﬁnal
operating temperature of the HFI [13, 84].
3.3 Operations
The Planck satellite made its observations from the second Lagrangian, L22, point of the Sun-
Earth system. The location at the L2 minimised the amount of contamination from the solar,
terrestrial and lunar emissions to maintain the thermal stability of the systems. But Planck
did not sit still at L2, rather it orbited the Lagrangian point on a Lissajous trajectory, a quasi-
periodic orbital trajectory around a Lagrangian point, with an average amplitude of about 400
000 km and a 6 month period. Had it stayed exactly at L2, Planck would have been almost
2L2 is a meta-stable point in the Sun-Earth system. It is located 1.5 million kilometres away from the Earth, and
orbits the Sun at the same rate as the Earth.
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Figure 3.3: Illustration of Planck scanning the sky. The Planck satellite is placed on orbit
around L2, and its ﬁeld-of-view rotates at 1 rpm about the spin axis. The spin axis is turned
daily 1◦ to maintain the anti-sun direction of the scientiﬁc instruments. Figure is reproduced
from [84].
completely in the Earth’s shadow, and as a consequence its solar panels would have been left
unfunctional.
Planck accumulated data continuously during the mission. The collected data, roughly
13 Gbit per day, was downlinked daily to the ground over a three-hour contact period. The
on-board memory had capacity to store at least two days of data in case of a missed contact
period to secure continuity in the data at our disposal.
3.4 Scanning strategy, sampling and hits
Scanning strategy denotes the pattern how Planck’s focal plane scanned the sky. Planck was
continuously spinning around its principal axis at a rate of 1 rpm, the rate set immediately
after the launch. As the focal plane traced the sky at an angle of about 85◦ from the spin axis,
the ﬁeld-of-view of the satellite followed nearly great circles on the sky. Additionally, the spin
axis was shifted 1◦ per day in 2′ steps to maintain the anti-Sun direction of the satellite [84].
Figure 3.3 illustrates how the ﬁeld-of-view rotates around the spin axis gradually scanning the
whole cosmic sky. Such a scanning strategy does not, however, ensure full sky observations.
The Planck scanning strategy adopted a further cycloidal precession (7.5◦ amplitude, a 6-
month period) of the spin axis [86], which allowed Planck to cover the full sky in roughly six
to eight months, and twice in a year. In the data analysis we divide the entire duration of the
mission into six-month periods, called surveys, covering nearly the full sky. For the Planck
LFI we have eight surveys to analyse in total.
Planck’s spin axis was repointed on average every 45 minutes. The time between two con-
secutive repointings is called a pointing period. One detector covers the same circle repeatedly
on the sky during one pointing period to high accuracy. Some pointing periods have been ei-
ther temporarily lengthened or shortened, for example, to observe more closely Jupiter and the
Crab nebula. A repointing manoeuvre took typically around 5 minutes. The satellite pointing
during the manoeuvres is not considered known accurately enough for scientiﬁc work, and
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Figure 3.4: Number of observations per pixel, hitmaps, for Planck full mission data. Resolu-
tion in the LFI maps is Nside = 1024, while for the HFI maps it is Nside = 2048. Maps are
shown in Galactic coordinates and in logarithmic colour scale.
these data are omitted in the data analysis. Planck’s scanning strategy enables also observa-
tions from the same regions of the sky over various time scales and with suﬃciently diﬀerent
scanning directions to allow e.g. for a stable map solution for all three Stokes components.
A detector integrates signal for a time interval, whose inverse is the sampling rate of the
detector. Consecutive samples are collected with frequency fsample (see Table 3.3). We further
divide the sky into pixels using the Hierarchial Equal Area isoLatitude Pixelization (HEALPix)
scheme [87]. The HEALPixmap resolution is deﬁned by an Nside parameter. The total number
of pixels in a HEALPix map is Npix = 12N2side. One sample assigned entirely to a single pixel
on the HEALPix grid is called a hit. Figure 3.4 shows the full mission hitmaps, the number
of observations per pixel, at all Planck frequency channels. The chosen scanning strategy
resulted in a signiﬁcantly inhomogenous distribution of hits across the sky: the areas near the
ecliptic poles were observed more thoroughly than the others. Observations falling on the
same map pixels at diﬀerent times are called crossing points.
3.5 Systematics
The understanding of instrumental noise properties along with insight into other sources of
systematics is essential for the success of any scientiﬁc measurement. Systematics hinder
our ability to study the cosmological and astrophysical signals. They include eﬀects such
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as uncertainty in the pointing reconstruction, thermal ﬂuctuations in the satellite’s cooling
systems and glitches in the data caused by cosmic ray particles hitting the detectors. For a
thorough discussion of systematics aﬀecting Planck see [88] and [89], and references therein.
Next we consider two systematic eﬀects that are especially relevant for the remainder of the
thesis: the instrumental noise properties of the LFI and bandpass mismatch.
3.5.1 Bandpass mismatch
Polarisation is measured from the diﬀerence of two orthogonally-polarised radiometers within
a horn. The two radiometers have nearly identical frequency responses, bandpasses, to the
incoming radiation. A slight mismatch in the radiometer bandpasses would cause leakage
of foreground total intensity into a spurious polarisation signal. Whereas the CMB, whose
temperature is not frequency dependent, produces no spurious polarisation. For an in-depth
discussion see [90].
3.5.2 Noise
A detailed knowledge of the noise properties is not only used as a key ingredient in several
stages of the Planck data analysis, but also to monitor the system health. Any degradation or
damage would show as an evolution of the noise properties in time.
For a radiometer the noise in the detected signal consists of two independent components:
white (uncorrelated) and 1/ f (correlated) noise [91]. The noise is assumed to have Gaus-
sian distribution and zero mean. A non-zero mean would manifest itself just in the Stokes I
monopole component, which does not have signiﬁcance in the CMB anisotropy analysis.
The power spectral density (PSD) of the noise is approximately [91, II]
P( f ) =
⎧⎪⎪⎨⎪⎪⎩
σ2
fsample
[
1 +
(
fknee
f
)α]
( f ≥ fmin) ,
σ2
fsample
[
1 +
(
fknee
fmin
)α]
( f ≤ fmin) ,
(3.1)
where the ﬂat part represents the white noise and the power-law term, P( f ) ∝ f −α, the cor-
related noise. In the above equation σ2 is the white noise sample variance and fsample is the
sampling frequency. The correlated noise is modelled with three parameters fknee, α, and
fmin, which are knee frequency, slope, and minimum frequency, respectively. At the knee
frequency the two noise components contribute equally to the total power of noise. The mini-
mum frequency 1/ fmin sets the time scale over which the noise is correlated, and below fmin the
spectrum becomes ﬂat. As the noise estimation is performed by pointing periods, the longer
correlations are absent, and we have three free parameters to characterise the noise proper-
ties: σ, α and fknee. The analytical noise model is illustrated in Figure 3.5 for the LFI 28M
radiometer with Planck 2015 noise parameters.
The understanding of LFI’s noise properties have been reﬁned throughout the entire mis-
sion [III,IV,V, 92]. For the 2015 Planck analysis two diﬀerent sets of noise estimates were
derived from the ﬂight data: the DPC ones [V] and estimates especially intended for full fo-
cal plane 8 (FFP8) simulations [92], hereafter called the FFP8 estimates. These both use the
analytic 3-parameter model as a baseline, but one describes the entire mission with a single
set of noise parameters while the other lets them evolve in time. Table 3.4 lists the LFI DPC
noise estimates for each radiometer extending over the full duration of observations, and the
estimation procedure is described in [IV, V]. This simple model is adequate in many appli-
cations, but for instance noise simulations require more reﬁned noise description. The most
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Figure 3.5: Analytic noise model for LFI 28M radiometer. Shape of the curve is deﬁned by
three parameters: the white noise level, σ = 1.812 mK; the slope, α = −0.931; and the knee
frequency, fknee = 130.08 mHz.
representative characterisation is provided by the FFP8 estimates comprising of daily ﬁts, de-
scribed in [92], to the analytic model. Figure 3.6 illustrates the two white noise σ estimates
for the LFI 18M radiometer.
3.6 Planck analysis pipeline
The downlinked data was transferred via the mission operations centre (MOC) in Germany
to the two Data Processing Centres (DPC) in Italy and France. The raw data ﬂows through a
long data analysis chain, illustrated schematically in Figure 3.7, reaching ultimately the long-
awaited cosmological parameters. The data analysis pipeline is characterised by a tremendous
compression in the data volume, while preserving as much cosmological information as pos-
sible. The intermediate data products, maps and power spectra, are necessary to maintain the
computations feasible.
• Pre-processing. The pre-processing step converts the raw data into timelines usable
in the subsequent analysis steps. The raw data is cleaned of all major systematic ef-
fects, and calibrated to astrophysical units [42, 36]. The contribution from the solar and
orbital dipoles are also removed, and samples unusable for science are ﬂagged. The
pre-processing also provides the noise estimates, as well as the pointing information.
• Map-making. The map-making step compresses the timelines into sky maps. After
the pre-processing, the timelines contain still a contribution from low-frequency noise,
which is removed by an appropriate map-making algorithm (see Chapter 4). The prod-
ucts are pixelised maps of the Stokes I, Q and U components, along with the description
of residual noise in them (see Chapter 5).
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Table 3.4: Planck 2015 noise parameters for LFI radiometers as estimated by the LFI DPC.
Knee frequency Slope White noisea
fknee [mHz] α σ [mK]
Radiometer M S M S M S
70 GHz
LFI-18 14.82 17.78 1.060 1.180 4.553 4.146
LFI-19 11.72 13.71 1.207 1.111 5.144 4.926
LFI-20 7.96 5.67 1.198 1.298 5.212 5.507
LFI-21 37.89 13.27 1.247 1.205 4.003 4.971
LFI-22 9.68 14.80 1.424 1.237 4.356 4.715
LFI-23 29.65 59.03 1.073 1.211 4.476 4.790
44 GHz
LFI-24 26.78 88.30 0.942 0.908 3.159 2.734
LFI-25 20.07 46.37 0.845 0.904 2.834 2.698
LFI-26 64.42 68.19 0.918 0.758 3.295 2.887
30 GHz LFI-27 174.53 108.79 0.927 0.907 1.605 1.729LFI-28 130.08 43.08 0.931 0.900 1.812 1.633
a σ =
√
fsample · NETRJ, where NETRJ is the white noise sensitivity.
Figure 3.6: The Planck 2015 estimates of the white noise σ for the LFI 18M radiometer. The
Planck LFI data processing centre (DPC) estimate is ﬁt as a time-independent constant, while
the full focal plane 8 simulation (FFP8) estimate evolves in time. The mean of the FFP8 σ is
higher than the DPC value: 4.563 mK compared to 4.553 mK.
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Figure 3.7: Schematic illustration of the data ﬂow in the Planck analysis pipeline.
• Component separation. The Planck maps do not only contain signal from the CMB,
but a number of other astrophysical sources of microwave emission. The component
separation step aims to either remove or separate diﬀerent foreground components from
the CMB signal in order to provide clean maps for subsequent analysis steps. The sep-
aration is enabled by the multi-frequency observations, and therefore relies on diﬀerent
spatial and spectral characteristics of the emissions. Various methods, based on either
physical models of components or statistical methods, have been developed to achieve
the separation and to characterise remaining residuals [93, 94].
• Power spectrum estimation. Theoretical predictions of the CMB anisotropy are statis-
tical in nature. In the linear regime, anisotropies predicted by most inﬂationary models
generate Gaussian ﬂuctuations. Thus, the complete cosmological information in a sky
map is contained in its power spectra: all the information from Planck dataset can be
compressed into just a few thousand numbers. To be able to exploit the achieved reduc-
tion in the data volume in the last analysis step, we construct additionally a likelihood
function describing the probabilities of theoretical models in light of the observed data
[95].
• Parameter estimation. Once the full likelihood function is available, it can be used
to constrain the cosmological parameters. In the Markov Chain Monte Carlo (MCMC)
approach a random walk through the parameter space converges iteratively to the most
likely parameter values [96].
3.7 Scientiﬁc highlights from Planck
The Planck collaboration has made available three major data releases to the scientiﬁc com-
munity. The ﬁrst released dataset consisted of the Early Release Compact Source Catalogue
(ERCSC) — a list of unresolved and compact sources extracted from the ﬁrst complete all sky
survey [97]. The early release of the data facilitated follow ups using ground- or space-based
observatories. The second data release was based on the ﬁrst 15 months of temperature data,
nominal mission, and included the ﬁrst cosmology results from Planck [42]. The third data
release was based on the entire Planck mission, full mission, on both temperature and polar-
isation data [36]. The ﬁnal results from the Planck collaboration are expected in 2016, and
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improvements are anticipated especially due to the revised treatment of low- systematics.
The published data to date is available via the Planck Legacy Archive3, and science products
include:
• Cleaned and calibrated timelines for
each detector,
• Frequency maps,
• CMB maps,
• Angular power spectra,
• Likelihood,
• Foreground maps4,
• Lensing potential map,
• Compact source catalogues of both
Galactic and extragalactic sources,
• Catalogue of Galactic cold clumps,
• SZ source catalogue,
• Cosmological parameters,
• Constraints on B-modes5,
• Higher order statistics,
• Simulations6, and
• Noise covariance matrices and corre-
sponding low-resolution maps.
Figures 3.8–3.13 illustrate various science products from the 2015 data release: the inten-
sity and polarisation maps for each frequency channel, the foregrounds maps, a CMB map,
and the lensing potential map. All the depicted full sky maps highlight the unique combination
of Planck’s sensitivity, angular resolution and frequency coverage compared to the preceding
missions. Both the temperature and polarisation maps in Figures 3.8 and 3.9 show signiﬁcant
foreground contamination, which is strongly frequency dependent. The recent Planck data
combined with auxiliary datasets, the WMAP 9-year observations [52] and a 408 MHz survey
map [99], revealed the most detailed description of the astrophysical sky at Planck frequen-
cies, depicted in Figures 3.10 and 3.11 [94]. The present data allowed the reconstruction of
six primary emission mechanisms in temperature: the CMB, the synchrotron, the free-free,
the spinning dust, the thermal dust and CO line emissions [94]. Additionally, the thermal SZ
emission around two pre-chosen regions, the Coma and Virgo clusters, and a molecular line
emission between 90 and 100 GHz were identiﬁed from the temperature data [94]. The polar-
isation data is described by three primary emission mechanisms: the CMB, the synchrotron
and the thermal dust [94]. Further, the Planck’s view on polarised dust emission over the
full-sky is the ﬁrst of its kind [94]. The full-sky image of the CMB in Figure 3.12 emphasises
especially the precision of Planck’s instruments: the extracted temperature anisotropy map
presents in practice every detail there is extractable within the astrophysical limits. The full-
sky lensing potential map in Figure 3.13 is another pioneering data product from the Planck
collaboration.
After the recent Planck data release, the astrophysical sky is now known down to one
percent accuracy [94]. Figure 3.14 summarises our knowledge of microwave emissions from
another perspective: it illustrates the spectra of main microwave emissions for temperature
and polarisation alike. For the ﬁrst time the polarisation spectra are are based on observations
3http://archives.esac.int/pla2
4Planck collaboration has released following component maps: thermal dust (both T and P), synchrotron (T and
P), free-free emission, spinning dust and CO emission.
5In collaboration with BICEP2/Keck Array [98].
6The complete set of simulations can be accessed from http:crd.lbl.gov/cmb-data.
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Figure 3.8: The Planck 2015 temperature maps in Galactic coordinates. The colour scale is
designed to show the full dynamic range of the maps.
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Figure 3.9: The Planck 2015 polarisation maps for all polarisation sensitive channels, 30
to 353 GHz, in Galactic coordinates. Columns from left to right are the Stokes Q and U
components, and the total polarisation amplitude P. Bandpass correction has been applied to
the HFI maps (100 to 353 GHz), while the LFI ones are not corrected. Image: ESA and the
Planck Collaboration.
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Figure 3.10: The Planck 2015 component maps for temperature observations in Galactic coor-
dinates. From left to right, top to bottom: CMB, synchrotron, free-free, spinning dust, thermal
dust, line emission around 90 GHz, and CO line emissions. Images: ESA and the Planck
Collaboration.
Figure 3.11: The Planck 2015 polarisation amplitude, P =
√
Q2 + U2, maps at 30 GHz for
synchrotron radiation (left) and at 353 GHz for dust emission (right) in Galactic coordinates.
Images: ESA and the Planck Collaboration.
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Figure 3.13: Lensing potential map in Galactic coordinates. Colour diﬀerences in the map
highlight the distribution of matter in the Universe as seen projected on the sky. Grey areas
are masked due to bright foregrounds. Image: ESA and the Planck Collaboration.
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Figure 3.14: Planck 2015 microwave emission spectra for temperature (left) and polarisation
(right). Images: ESA and the Planck Collaboration.
alone [94]. These agree broadly with the WMAP 9-year results presented in [52], but diﬀer for
example in the relative amplitudes of synchrotron and spinning dust components [94]. More-
over, Planck polarisation data indicates that for the primordial B-mode searches no region of
the sky can be treated as dust-free [100]
The 2015 Planck data remains in excellent agreement with the ΛCDM model. The mea-
sured angular power spectra for TT , TE and EE are shown in Figure 3.15 along with the
best-ﬁt ΛCDM theoretical spectra — ﬁtted only to the Planck temperature and low- polarisa-
tion data. The used low- polarisation data derives from the LFI 70 GHz observations cleaned
with synchrotron and dust templates from 30 and 353 GHz channels, respectively. The Planck
data has reduced clearly the scatter of data, and every power spectrum now features beautifully
several peaks and troughs. The residuals are still larger than expected indicating the presence
of some unaccounted systematics [36].
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Figure 3.15: Planck 2015 CMB power spectra for TT (top), TE (lower left) and EE (lower
right). The best-ﬁt ΛCDM model is plotted in red in the upper panels, while residuals with
respect to the model are shown in the lower panels. Images: ESA and the Planck Collabora-
tion.
40 CHAPTER 3. THE PLANCK MISSION
Table 3.5: Cosmological parameters estimated from the Planck 2015 data for the ΛCDM
model [9]. The dataset consists of temperature, gravitational lensing and low- polarisation
data.
Label Value
Independent
As (2.139 ± 0.063) × 10−9
ns 0.9677 ± 0.0060
ωb 0.02226 ± 0.00023
ωm 0.1415 ± 0.0019
ΩΛ 0.692 ± 0.012
τ 0.066 ± 0.016
Derived H0 67.8 ± 0.9 (km/s)/Mpc
t0 13.799 ± 0.038 Gyr
Extended r0.002 < 0.11
Table 3.5 lists the Planck 2015 best-ﬁt cosmological parameters for the combined temper-
ature, gravitational lensing and low- polarisation data. Lensing is an essential ingredient in
the soup — Planck has detected it with the highest signiﬁcance so far [51]. The Planck obser-
vations conﬁrm the basic ΛCDM model by reducing the uncertainties of the key cosmological
parameters and constraining deviations even further [9]. The data does not indicate any need
for new physics, nor extensions to the 6-parameter model. According to Planck, the Universe
contains 4.9% of ordinary matter, 25.9% of dark matter and 69.2% of dark energy, and its
age is 13.8 billion years old. The simplest model of inﬂation is still favoured: Planck data
is consistent with an adiabatic, power-law spectrum of primordial density ﬂuctuations, whose
spectral index is signiﬁcantly diﬀerent from unity. The recent data also indicates a lower op-
tical depth, than inferred earlier from the WMAP 9-year data, implying a lower reionisation
redshift [9, 52]. Hence, the ﬁrst stars have more than 100 million extra years to form. Al-
though the high- polarisation data has been omitted in the formal parameter estimation, it
does provide encouraging support for the oﬃcial analysis [9].
The primordial gravitational waves have still remained elusive. A joint analysis of the
Planck polarisation data and BICEP2/Keck Array observations revealed that signiﬁcant part
of the reported BICEP2 signal [83] is explained by polarised dust emission [98]. Combined
data from the two experiments has pushed the upper limit on primordial gravitational waves
down to r0.002 < 0.09 [9]7.
The ﬁnal legacy of the Planck mission remains to be seen, but already Planck has achieved
its scientiﬁc objectives. Planck’s contribution to the understanding of the foregrounds has been
substantial. The foreground legacy will remain as a baseline for future experiments in the long
term. Planck has also taken the precision cosmology to the next level: main parameters are
known to great accuracy, and availability of low- polarisation data begin to pin down the
optical depth and the tensor-to-scalar ratio. Systematics, suspected anomalies, and tensions
with some astrophysical data will keep the worldwide community engaged for years to come.
7The most recent results on combined BICEP2/Keck and Planck data place even tighter upper limit, namely
r0.005 < 0.07 [101], where r0.005 ≈ 1.12r0.002 for small r [9].
Chapter 4
Map-making
Maps are common objects. We see and use them on a daily basis. Hence, the most intuitive
way of illustrating the collected CMB data visually is to project the data onto pixelised maps
of the sky. But these maps serve an even greater purpose: they act as a orders-of-magnitude
compression in the data volume to be analysed further.
Systematics and instrumental noise are present in every experiment, even if their min-
imisation has been the driving force in the instrumental design. The Planck Low Frequency
Instrument data are contaminated by a slowly varying 1/ f noise, which will alter the statisti-
cal properties of the maps — if left untreated. The correlated noise is most optimally handled
during the map-making process. Thus, in addition to simply visualising and compressing the
data, a proper map-making algorithm aims at removing the 1/ f noise, while processing the
CMB signal and white noise as little as possible.
In this Chapter we begin with an introduction to the map-making, and continue the discus-
sion with more sophisticated map-making algorithms, namely with destriping and generalised
destriping principles. Later we will consider low-resolution maps: why they are needed and
how they are produced. We will conclude the Chapter by describing the map-making proce-
dure for the Planck Low Frequency Instrument.
4.1 The map-making problem
The sky is scanned according to a chosen scanning strategy with a detector, and measured
samples are returned with the sampling rate of fsample. Each recorded measurement is a sum of
signal s and noise n, where the signal observed by a detector sensitive to one linear polarisation
direction is
s = I + Q cos(2ψ) + U sin(2ψ). (4.1)
Above, ψ is the orientation of polarisation sensitivity, that depends both on the momentary
orientation of the spacecraft, and on the detector’s orientation on the focal plane. Further, the
stream of data from the instrument is gathered in a time-ordered data (TOD) vector d of NTOD
elements,
d = s + n. (4.2)
We model the sky signal s as a pixelised map m of Npix pixels, while for a polarisation
sensitive experiment a given map contains one submap for each Stokes parameter: I, Q and
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U. Hence, the total number of elements in a map is 3Npix. A pointing matrix P of size (NTOD,
3Npix) encodes a linear transformation between s and m,
s = Pm, (4.3)
by relating each sample to the corresponding pixel on the sky. P is a sparse matrix: it has
only three non-vanishing elements (1, cos 2ψ, sin 2ψ) on each row, as each sample is sensitive
to only one pixel, deﬁned by the beam centre, of the sky. For observations with multiple
detectors, the full TOD vector can be obtained by appending TODs from individual detectors
end-to-end. The full data model becomes
d = Pm+ n. (4.4)
Estimating the map m from the TOD vector d in equation (4.4) is the heart of the map-making
problem.
In reality the sky is observed through an instrumental beam. In this context we assign
each sample entirely to a pixel hit by the beam centre, but the true underlying sky signal
is convolved with the instrumental beam. Observing with a symmetric beam will smooth
all pixels equally, but a non-symmetric beam will introduce unique smoothing pattern to each
pixel, that depends on the beam and the scanning strategy. We do not attempt to deconvolve the
instrumental beam during the map-making process, but such approaches have been discussed
in the literature [102, 103, 104, 105].
We also implicitly assume that the signal has a constant value across each pixel. This
is a good approximation when the pixel size is smaller than the beam. For the Planck LFI
the chosen map resolution corresponds to the average pixel size of 10–25% of the beam full
width at half maximum (FWHM) [VI]. By replacing s with Pm, we will lose information on
scales smaller than the pixel size. All angular scales will aﬀect the signal, but only the scales
larger than the pixel size are supported by the map. This loss of sub-pixel structure is called
pixelisation noise.
In addition to pixelisation noise, real data contain also other sources of signal variations
that are not captured by the signal model in equation (4.3). These include the bandpass mis-
match, beam shape mismatch, and in-pixel diﬀerences in the detector pointing, to name a few.
Therefore, when a given pixel is observed with a diﬀerent radiometer, with a diﬀerent orien-
tation of the beam, or the beam centre pointing in a slightly diﬀerent position within the pixel,
our measurement will yield a slightly diﬀerent signal. We refer to these signal variations as
signal error.
Once we have the observed data d, a map is most intuitively constructed by averaging all
the data falling into each pixel. In matrix notation, we can write the operation as
m˜ =
(
PTP
)−1
PTd, (4.5)
where PT projects the data into the right pixel, and a diagonal matrix PTP counts how many
times each pixel is observed. As the real experiments contain noise, we are more interested of
the weighted average,
m˜ =
(
PTW−1P
)−1
PTW−1d, (4.6)
where the weights are expressed as a diagonal weight matrix W. This is what we call binning.
In the absence of correlated noise, it is the most accurate map available. However, as the noise
is correlated in reality, it is necessary to develop more versatile map-making algorithms.
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4.2 Maximum likelihood map-making
Statistical properties of the noise nmay or may not be known prior to the map-making. With-
out loss of generality, we can assume that the noise vector has a zero mean, 〈n〉 = 0, with the
noise covariance matrix Cn,
Cn = 〈nnT〉. (4.7)
In addition, we assume that the noise has a Gaussian distribution with a probability density
function P(n),
P(n) = (2π detCn)−
1
2 exp
(
−1
2
nTC−1n n
)
. (4.8)
Assuming no prior knowledge of the sky signal or the input map, and inserting n = d−Pm
from equation (4.4) into equation (4.8), the likelihood of getting the input map given the data
is
L(m|d) = P(d|m) = (2π detCn)− 12 exp
(
−1
2
(d − Pm)T C−1n (d − Pm)
)
. (4.9)
Maximising the likelihood in equation (4.9) with respect to m is equivalent to minimising the
log-likelihood function,
χ2 = −2 lnL(m|d) = (d − Pm)T C−1n (d − Pm) , (4.10)
which yields the maximum-likelihood map (e.g. [53, 106])
m˜ =
(
PTCnP
)−1
PTC−1n d. (4.11)
The maximum-likelihood estimate m˜ leads to the minimum variance of the residual map,
Δm = m˜ − m, and is lossless in the sense that it contains ideally all the cosmological infor-
mation from the original TOD [107]. Such a map-making algorithm has been applied in the
COBE [108] and the ACT [109] experiments. For the modern-sized datasets, such as Planck
data, the maximum likelihood map-making is a computationally demanding task. We need
less resource intensive algorithms for faster turnround.
4.3 Destriping
The destriping method [110, 91, 111, 112, 113, I] is motivated by the presence of correlated
low-frequency noise in the data. The noise vector n is further divided into two components:
correlated noise and white noise. In the destriping approach we model the correlated noise
component by a sequence of constant oﬀsets, called baselines. The same oﬀset applies for
Nbase adjacent samples, as illustrated in Figure 4.1. Thus, we write our noise model as
n = Fa + w, (4.12)
where the vector w represents white noise, the vector a contains unknown baseline amplitudes,
and the matrix F of size (NTOD,Nbase) projects them into the TOD. We can write the matrix F
explicitly as
F =
⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝
 Nbase×1 0 0 . . .
0  Nbase×1 0 . . .
0 0  Nbase×1 . . .
...
...
...
. . .
⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠ . (4.13)
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Figure 4.1: A six-minute slice of simulated 1/ f noise from papers [I,II] along with 1 min and
0.625 s baselines. The baseline length, Nbase, equals 4608 and 48 samples, respectively. The
shorter baselines mimic the 1/ f noise pattern more closely.
No prior knowledge of the baseline amplitudes is required in the destriping approach.
We can express the destriping method in the maximum likelihood form as well [113]. The
white noise is assumed to be the result of a Gaussian random process and uncorrelated,
〈wtwt′ 〉 = σ2t δtt′ , (4.14)
with diagonal white noise covariance matrix,
Cw = 〈wwT〉 = diag
(
σ21, σ
2
2, . . .
)
. (4.15)
Therefore, the probability of the TOD vector d given the input map m and the baseline ampli-
tudes a is
P(d|m, a) = (2π detCw)− 12 exp
(
−1
2
wTC−1w w
)
, (4.16)
where w = d − Pm− Fa. We can once again write the function to be minimised as
χ2 = (d − Pm− Fa)T C−1w (d − Pm− Fa) . (4.17)
We want to minimise equation (4.17) with respect to both m and a.
Minimising equation (4.17) with respect to a yields an equation for baseline amplitudes
FTC−1w ZFa˜ = F
TC−1w Zd, (4.18)
where
Z = − P
(
PTC−1w P
)−1
PTC−1w . (4.19)
Because the matrix FTC−1w ZF is singular [113, I], we cannot solve the baseline amplitudes by
directly inverting the equation (4.18). It is commonly solved through the iterative conjugate
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gradient method [114, 113]. The matrix Z acts on a TOD by subtracting from each sample
the weighted average of all the samples hitting the corresponding pixel. The operation Zd
on the right-hand side of equation (4.18) yields zero for a constant TOD vector, and hence
results in a zero baseline solution. Therefore, the destriping cannot determine the absolute
monopole of a map. The resulting arbitrary monopoles can be removed from the maps during
a post-processing step.
The ﬁnal destriped map is obtained by minimising equation (4.17) with respect to m for a
given set of baseline amplitudes a˜,
m˜ =
(
PTC−1w P
)−1
PTC−1w (d − Fa˜). (4.20)
The output map in equation (4.20) can be understood as follows: we ﬁrst clean the data by
subtracting the solved baselines, d − Fa˜, and afterwards bin the processed data to a map. The
binning operator,
(
PTC−1w P
)−1
PTC−1w , corresponds to the operator in equation (4.6), where the
weights are now given by the white noise covariance.
Equations (4.18) and (4.20) summarise the destriping method. It is suitable for Planck-
like scanning strategies with enough redundancy from observing the same pixels on the sky
at diﬀerent times. A given pixel must also be sampled with at least three suﬃciently diﬀerent
polarisation directions in order to reliably solve for the Stokes I, Q, and U components in it.
We asses the goodness of a pixel through the block-diagonal matrix
PTC−1w P, (4.21)
whose each 3 × 3 block represents the inverse of the white noise covariance within the pixel.
If the ratio of the smallest to the largest eigenvalue for a block is below some predetermined
limit, we exclude the pixel from our analysis. We should also use short enough baselines to
capture correlated noise at frequencies below the knee frequency, as the destriping principle
is built on a noise model that ignores correlated noise at frequencies above 1/Nbase. The eﬀect
of destriping on simulated data is illustrated in Figure 4.2, where a map from the same dataset
is presented with and without destriping.
Further, the two-step approach of destriping allows us to diverge from the maximum-
likelihood solution to reduce systematics [II,VI]. As a consequence, the residual noise will
be slightly increased. However, the residual noise is easier to account for in the later analysis
steps than remaining systematics. Instead of weighting the diﬀerent radiometers according to
Cw, we can replace the values on the diagonal with horn-uniform weights, for example. They
are deﬁned as
Ch =
2
σ2M + σ
2
S
, (4.22)
where σM and σS are the white noise sensitivities of M and S radiometers in a horn. This
weighting will reduce the leakage from temperature to polarisation due to systematics, as the
polarisation map will be solved solely from the diﬀerence of the M and S radiometer TODs.
The change in the weighting scheme will also induce a modiﬁcation to equation (4.21). The
white noise covariance of a map is now obtained as(
PTC−1h P
)−1
PTC−1h CwC
−1
h P
(
PTC−1h P
)−1
. (4.23)
We can also reduce the uncertainty in the baseline determination by applying a destriping mask
when solving for the baseline amplitudes, since the signal error is the largest at the Galactic
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Binned map
Destriped map
−500 500μK
Figure 4.2: The eﬀect of destriping on simulated data from paper [II]. Top: Binned map.
Bottom: Destriped map. The binned map appears stripy due the 1/ f noise, while the destriping
brings out the CMB and foreground signals. In reality the binned map is exaggeratedly stripy,
as the pre-processing already removes correlations on times scales longer than a pointing
period. Maps are shown in Galactic coordinates.
plane. By masking out the strong foreground regions, we reduce the risk of identifying their
signal falsely as noise and ﬁtting baselines to those signal patterns. All the samples are again
used when binning the ﬁnal map. The residual noise will increase slightly due to masking.
4.4 Generalised destriping
If the noise spectrum is reliably known prior to the map-making, we can utilise this informa-
tion to enhance the accuracy of noise removal. From the known noise spectrum P( f ), we can
4.5. LOW-RESOLUTION MAPS 47
calculate the noise prior Ca,
Ca = 〈aaT〉, (4.24)
to constrain baseline amplitudes. The noise prior contains eﬀectively the correlations of noise
sample averages, called reference baselines. The noise prior is constructed from the noise
estimates as derived in [II].
Since the white noise and correlated noise components are assumed independent, the total
noise covariance is
Cn = 〈nnT〉 ≈ FCaFT + Cw. (4.25)
This introduces an additional term into equation (4.17) to be minimised,
χ2 = (d − Pm− Fa)T C−1w (d − Pm− Fa) + aTC−1a a. (4.26)
As before, we want to minimise equation (4.26) with respect to both m and a. The baseline
equation (4.18) acquires an extra term due to the noise prior, while the destriped map equation
(4.20) remains the same. The baseline amplitudes are now obtained as a solution of(
FTC−1w ZF + C
−1
a
)
a˜ = FTC−1w Zd, (4.27)
where Z is deﬁned in equation (4.19). Equation (4.27) can be solved through conjugate gradi-
ent method.
The extra constraint allows the extension of the destriping algorithm to very short baselines
[II, VI]. Without the extra constraint, the amount of crossing points is not enough to determine
the baseline amplitudes of short baselines. Additionally, the noise prior suppresses uncertainty
in the baseline determination due to signal error, which increases rapidly with decreasing
baseline length [II, VI]. Further, if the total noise covariance is of the form (4.25), the map
estimate given by equations (4.27) and (4.20) is equal to the maximum-likelihood map in
equation (4.11) [115]. When baseline length approaches the limit of one sample, the output
map approaches the maximum-likelihood solution.
4.5 Low-resolution maps
Previous sections have introduced map-making algorithms used to process measured data into
sky maps. The maps are commonly produced at resolution Nside = 1024 for the Planck LFI
to take full advantage of the ﬁne angular resolution of the instruments. These high-resolution
maps, however, cannot be utilised by all applications due to the sheer size of the problem at
hand. For example, the power spectrum estimation was performed using diﬀerent methods
in the low- and high- regions [95]. The low- approach relies on the availability of noise
covariance matrices to be described in Section 5.3. We are able to compute the noise covari-
ance matrices at resolution Nside = 64, but for many applications these matrices would be too
large for an eﬃcient usage. Therefore, we provide low-resolution maps and the corresponding
noise covariance matrices at a target resolution of Nside = 32 or lower.
Calculating the low-resolution maps directly at the low target resolution would be the
simplest approach. However, this implies that the destriping is also performed at the target
resolution, while the map-making methods introduced above are based on an assumption that
the pixel substructure is negligible. Noise-wise this direct method would indeed be desirable
as it will lead to the lowest residual noise in maps, but the signal error would blow up due
to the pixel substructure [II, VI]. Hence, the direct method is inapplicable for realistic data,
48 CHAPTER 4. MAP-MAKING
and we need to downgrade the high-resolution maps to the low resolution. The resolution
downgrading can be performed either in pixel or in harmonic domain, and they will lead to
diﬀerent signal and noise characteristics in the resulting maps.
In the map resolution downgrading two unwanted artefacts may arise: aliasing of power
and ringing. They can be characterised as follows. Aliasing is related to the discrete nature
of samples. Spherical harmonics discretised using the HEALPix form a linearly independent
system up to max = 3Nside − 1. Hence, any power beyond  = 3Nside will be aliased as a
power at the scales of interest. Visually ringing appears as wave-like patters in maps near
sharp transitions in signal. Sharp cut-oﬀs in harmonic expansions may generate ringing.
Pixel domain
The pixel space methods rely on combining high-resolution subpixels into larger low-resolution
ones through weighted sums. Speciﬁcally, the downgrading is achieved by applying to the
high-resolution map the operation
D =
(
PTlowW
−1Plow
)−1
X
(
PThighW
−1Phigh
)
, (4.28)
where
Xqp =
⎧⎪⎪⎨⎪⎪⎩1, p subpixel of q0, otherwise (4.29)
sums the high-resolution pixels to the low-resolution ones, and matrixW describes the weights.
The subscripts high and low refer to high- and low-resolution versions of the pointing matrix.
The same matrix X is also used to downgrade the pointing matrix, Plow = PhighXT. Thus, the
downgraded map becomes
m˜low = Dm˜high. (4.30)
For polarisation sensitive experiments we must take into account, when averaging the
high-resolution pixels, that the polarisation Stokes Q and U vectors are coordinate-dependent
quantities. Our implementation of the pixel domain downgrading includes a step of parallel
transporting polarisation vectors from the high-resolution subpixels to the low-resolution pixel
centres before averaging, which is not yet part of the standard ud grade of HEALPix package.
• Naive downgrading. The naive method represents a special case of pixel domain meth-
ods with uniform weights, W =  . Concretely, we simply calculate the averages of the
high-resolution subpixels. The downside of the approach is aliasing of power from
small scales.
• Noise-weighted downgrading. In the noise-weighted scheme the weights are given by
the white noise covariance, W = Cw [116]. We explicitly use the pixel space white noise
covariance matrices given by equation (4.21) or its variant in the downgrading. The
resulting map is analogous to a one that is directly binned onto the low target resolution
from the data destriped at the high resolution. Compared to the naive downgrading, the
noise-weighted scheme leads to lower residual noise, but stronger signal distortions, if
samples are unevenly distributed within the large pixel. The noise-weighted method
suﬀers also from aliasing.
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Harmonic domain
Harmonic-space methods include a step of expanding the pixel domain representation of a
map as spherical harmonics. Such an expansion can be convolved with a smoothing window
to reduce aliasing from angular scales not supported by the target resolution. The smoothed
expansion is then synthesised into a low-resolution map by sampling the expansion values at
the new pixel centres. Explicitly, we apply to the high-resolution map the operation
S = Y†lowKYhigh, (4.31)
where Y is the matrix that returns the spherical harmonic expansion of a map, a = Ym, and
K is the smoothing kernel describing the smoothing operation. Now, the downgraded map
becomes
m˜low = Sm˜high. (4.32)
• Gaussian smoothing. Gaussian smoothing is deﬁned by a window function [117]
K = e−
1
2 [(+1)−s2]σ2 , (4.33)
where spin s is 0 for temperature and 2 for polarisation, and σ is deﬁned through
the beam FWHM, FWHM =
√
8 ln 2σ. The Gaussian window will provide gradual
smoothing. However, it is not exactly zero at any ﬁnite , which may leave some power
at scales unsupported by the target resolution. Figure 4.3 illustrates the shape of the
Gaussian window for a beam whose FWHM is 440′. The Gaussian window clearly
aﬀects every multipole, and is non-zero at 3Nside.
• Cosine smoothing. Cosine smoothing limits the eﬀect of window function to a band of
multipoles. It is deﬁned as [118]
K =
⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
1  ≤ 1
1
2
[
1 + cos
(
(−1)π
2−1
)]
1 ≤  ≤ 2
0  ≥ 2,
(4.34)
where parameters 1 and 2 are used to deﬁne the range of damping. Typical choices for
the two parameters are 1 = Nside and 2 = 3Nside, where Nside is the target resolution.
The power is exactly zero above the 2. The band boundaries can be adjusted to make
the smoothing either more gradual to reduce ringing or sharper to conﬁne the window
eﬀects. Figure 4.3 illustrates the shapes of the cosine windows for two diﬀerent 1
values, 1 = Nside or 2Nside, while for both windows 2 = 3Nside. One provides more
gradual smoothing, while the other leaves more multipoles unaﬀected.
Recap of downgrading methods
Figures 4.4 and 4.5 summarise the eﬀects of diﬀerent downgrading schemes on a simulated
Planck LFI 70 GHz sky map. The input map shown on the top row of Figure 4.4 contains
contributions from the CMB, the foregrounds, and the instrumental noise. The target resolu-
tion for the downgraded maps is Nside = 16. Visual inspection of the map images does not
reveal large diﬀerences within the classes of methods. All the approaches display generally
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Figure 4.3: Examples of Gaussian and cosine window functions for the resolution Nside = 16.
The Gaussian windows is deﬁned with the beam FWHM= 440′, while the two cosine windows
diﬀer by the 1 (either 1 = Nside or 2Nside), but for both 2 = 3Nside. Gaussian window
provides gradual smoothing, but leaves some power even at  = 3Nside. The cosine windows
leave a band of multipoles unaﬀected, and swiftly damp the power between 1 and 2.
the same broad features, only the maps downgraded in the harmonic domain appear smoother.
The cosine smoothed maps show unexpectedly ringing around the Milky Way, and the ringing
does not vanish even when 1 approaches zero. The used lower bound, 1 = Nside, was chosen
such that the ringing does not appear too striking. The -space comparison in Figure 4.5, on
the other hand, shows larger diﬀerences. Both pixel space methods suﬀer from aliasing above
 ∼ 10, while the application of smoothing windows clearly mitigate the problem.
Naturally, we can also combine diﬀerent downgrading schemes to achieve suitable end
products, as we did for the Planck 2015 analysis (see 4.6.2 for details). In the oﬃcial scheme,
we combined the noise-weighted downgrading with the Gaussian smoothing for the tempera-
ture component. This led to adequate low-resolution maps for the Planck 2015 publications.
Applying the smoothing window to the Stokes Q and U components might be desirable in
the future, as they also exhibit signiﬁcant aliasing. The chosen scheme may lead to shifting
of pixel centroids: in the regions where hit counts change rapidly, the large low-resolution
pixel acquire a value based on the low-noise sub-pixels. This shifting will aﬀect the frequency
channels diﬀerently, and confuse the component separation.
Cosine smoothing seems beneﬁcial based on many factors: it is simple, it aﬀects only a
band of multipoles, and it alleviates the aliasing eﬀect. We have refrained from changing the
oﬃcial downgrading scheme for the time being. For the ﬁnal Planck data release the oﬃcial
downgrading scheme will need to be revised.
4.6 Map-making for the Planck LFI
We have considered the diﬀerent map-making aspects from the theoretical point of view so
far. In this Section we will summarise the actual map-making procedure and the oﬃcial
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Figure 4.4: The eﬀect of diﬀerent downgrading methods on a simulated map. First row:
Simulated high-resolution map for Planck LFI 70 GHz channel, which is used as an input
for diﬀerent downgrading schemes. The input map contains contributions from the CMB,
the foregrounds, and the instrumental noise. The target resolution for the downgraded maps
is Nside = 16. Second row: Naive downgrading. Third row: Noise-weighted downgrading.
Fourth row: Gaussian smoothing with a FWHM= 440′ beam. Fifth row: Cosine window
smoothing with 1 = Nside and 2 = 3Nside. Sixth row: Oﬃcal Planck 2015 downgrading
scheme, which comprises of the noise-weighted downgrading and the Gaussian smoothing
for the temperature component. The columns are the Stokes I, Q and U, respectively. All
maps are shown in Galactic coordinates.
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Figure 4.5: The eﬀect of diﬀerent downgrading methods on a simulated map in -space. We
have ﬁrst calculated the angular power spectra of each map shown in Figure 4.4 with Anafast
of HEALPix package, and we display ratios for each map C with the input map C. For a
more meaningful comparison we have deconvolved the polarised pixel window functions and
possible smoothing windows from the downgraded map spectra. The pixel domain methods
show aliasing above  ∼ 10, while the harmonic domain methods leave more multipoles intact.
downgrading scheme applied in the Planck 2015 data release, as described in [VI].
4.6.1 High-resolution maps
The high-resolution maps from the Planck LFI data were produced using the Madam map-
maker [115, II] designed for Planck-like experiments. Madam is build on the generalised
destriping principle, introduced in Section 4.4. It takes as an input the calibrated and prepro-
cessed timelines, the pointing information and the noise estimates, and returns as a primary
output the sky maps of the Stokes I, Q and U components.
Madam oﬀers us ﬂexibility to control the accuracy of the output maps and the required
computational burden through multitude of runtime parameters. As always, we aimed to
remove the correlated noise as accurately as possible during the map-making, but also to
reduce the eﬀect of systematics to the extent possible during the Madam runs. The most critical
parameter, the baseline length, controls the noise removal, while for instance the inclusion of
a destriping mask and a modiﬁed weighting scheme alleviate the systematics. The parameter
settings used in the Planck 2015 LFI map-making are justiﬁed in papers [II,VI] based on
simulations.
Simulations presented in papers [II,VI] indicate that the residual noise decreases with
decreasing baseline length, and hence it should be set as short as possible, given the ﬁnite
computational resources. Using the noise prior, built from the noise parameters listed in Table
3.4, allowed us to reduce the baseline length well below one minute for more accurate noise
removal. We applied the same prior throughout the entire mission assuming that the noise
properties had remained stable enough. The decline of residual noise ceases mostly around 1
second baselines, hence we chose to destripe the 30 GHz maps with 0.25 second baselines,
and the 44 and 70 GHz maps with 1 second baselines. The knee frequencies are higher for the
30 GHz channel, hence the shorter baselines. These baselines were found to be short enough
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for nearly optimal noise removal.
However, such a short baselines will increase the signal error [II,VI]. By taking advantage
of the Madam’s two-step approach, we can use a destriping mask during the baseline determi-
nation, even if all samples are used to bin the output maps. As the mask leaves a bit less data
for solving the baselines, it will show up as a slightly increased residual noise. The destriping
mask covered regions with strong foreground emissions, which additionally reduced errors
arising from high signal gradients and the bandpass mismatch between detectors.
Furthermore, we can deviate from the maximum-likelihood estimates of baselines by al-
tering the destriping resolution or the weighting scheme of diﬀerent radiometers. Using too
low destriping resolution will shoot up the signal error [VI], while the residual noise will de-
crease mildly for lower destriping resolutions. We chose to destripe and bin the maps at an
equal resolution of Nside = 1024. The applied horn-uniform weighting scheme, on the other
hand, reduces leakage from temperature to polarisation by ensuring that the polarisation map
is solved only from the diﬀerence of the two orthogonally-polarised radiometers in each horn
[VI]. This also required the usage of uniform ﬂagging: if a sample from one radiometer of a
horn was unusable for science, we dropped the corresponding sample for the other radiometer
too. The ﬂagging was achieved by setting the white noise variance to inﬁnity for the sample
in question, eﬀectively dropping out the sample from analysis, but maintaining the time se-
quence and the correct noise correlation properties. Flagged data arose due to the satellite’s
manoeuvring periods, missing data, gain saturations and the crossing of bright objects. Fur-
thermore, Madam’s rcond parameter was used to exclude pixels with insuﬃcient variations in
the observing directions, since their signals cannot be decomposed into Stokes I, Q and U
components reliably enough. The criterion has been rcond > 0.01, meaning that the ratio of
the smallest to the largest eigenvalue of the matrix (4.21) or its variant for the pixel in question
cannot exceed the given limit.
The 2015 release of the Planck data includes a large number of sky maps for the LFI
channels available from the Planck Legacy Archive. We show examples of the Planck LFI full
mission frequency maps in Figure 4.6.2, where the top row contains the intensity maps for
each channel, and the two other rows consists of the Stokes Q and U maps, respectively. The
spurious monopoles have been removed from all the released maps using the ﬁtting procedure
described in [V], but the polarisation maps are not corrected for the bandpass mismatch eﬀect.
The LFI high-resolution maps have served as an input for many subsequent analysis steps
including the component separation [93, 94] and the construction of a thermal SZ eﬀect map
[119].
4.6.2 Low-resolution maps
The Planck LFI low-resolution maps are constructed by downgrading the high-resolution
maps described in Section 4.6.1 to the low target resolution. For most applications resolu-
tion Nside = 16 is suﬃcient, but occasionally low-resolution maps are also used either at
resolutions Nside = 8 or 32.
We chose to downgrade the sky maps using the noise-weighted scheme combined with
the Gaussian smoothing of the temperature component [VI], as described in Section 4.5. In
practice one Nside = 16 low-resolution map was constructed as follows. The high-resolution
map was ﬁrst noise-weighted to an intermediate resolution of Nside,mid = 32. And afterwards,
the Stokes I component was expanded in spherical harmonics and convolved with a Gaus-
sian beam of FWHM = 440′ to prevent aliasing due to high frequency power in the map.
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The low-resolution I map was then synthesised at the target resolution. The last step of res-
olution downgrading for the Stokes Q and U components, however, was performed by the
naive averaging of intermediate resolution pixels, to minimise possible signal distortion. The
chosen downgrading scheme would leave the corresponding noise covariance matrices, to be
described in Section 5.3.6, singular. Hence, we regularised the problem by adding some white
noise to both the maps and matrices. Speciﬁcally, we add 2 μK for the Stokes I component,
and 0.02 μK for the Stokes Q and U.
Figure 4.6.2 illustrates the Planck 2015 full mission low-resolution maps for each LFI
frequency channel, both in temperature and in polarisation. These maps contain also the
bandpass mismatch eﬀect.
The low-resolution maps for the full mission and a special mission, the full mission except
for surveys 2 and 4, are available from the Planck Legacy Archive for each LFI frequency
channel. In the Planck 2015 data release the LFI low-resolution maps were used as an input
for the low- polarisation likelihood [95].
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Chapter 5
Residual noise characterisation
The estimated map, m˜, will always contain some degree of residual noise. The subsequent
analysis steps, the component separation and the power spectrum estimation, require solid
understanding of the noise residuals, as they will be critical for the reliability of the analysis.
We deﬁne the residual map as the diﬀerence between the input map m and the estimated
map m˜,
Δm = m˜− m. (5.1)
The diﬀerence is nontrivial, since part of the instrumental noise escapes our noise model,
and slips to the resulting map. Destriping will pick out only the correlated noise below the
baseline frequency, fbase = 1/tbase ≡ fsample/Nbase, and removes the statistically most probable
realisation. We take signal errors to be absent, and consider that the diﬀerence (5.1) contains
only noise residuals.
In this Chapter we will review three methods for modelling the noise residuals in the sky
maps described in Chapter 4. The ﬁrst method, half-ring diﬀerence maps, measures most
directly the residual noise, while the other approaches, simulations and noise covariance ma-
trices, rely on noise estimates at our disposal. We will conclude the Chapter by summarising
the main results.
5.1 Half-ring maps
To characterise the residual noise directly at the map level, we construct half-ring maps from
observations. Each pointing period is split in two — the ﬁrst halves are used to construct one
map, while the second halves create the other. If necessary, long pointing periods are ﬁrst
divided into 1 hour chunks at maximum. The two half-ring maps are then calculated using the
same map-making pipeline as described in Section 4.6.1.
The resulting half-ring maps contain nearly identical sky signal, but due to instrumental
noise they are not equal. The sky signal cancels out in the diﬀerence map revealing the residual
noise. A given pixel of a half-ring noise map is then constructed as [III]
mhr =
mhr1 − mhr2
wh
, (5.2)
where mhr1 and mhr2 are pixel values from the two half-ring maps, and wh is a weighting factor.
57
58 CHAPTER 5. RESIDUAL NOISE CHARACTERISATION
The weighting factor is given by [III]
wh =
√
(h1 + h2)
(
1
h1
+
1
h2
)
, (5.3)
where h1 and h2 are the hit counts of mhr1 and mhr2 for the pixel in question, respectively. The
weighting factor takes into account the diﬀering hit counts in the two half-ring maps. If the
hit counts are equal the weighting factor reduces to wh = 2, but for most pixels it is greater
than 2.
Since the half-ring noise maps are independent of any noise model and constructed from
the same data as the actual maps, they are valuable in characterising the residual noise. As the
half-ring noise maps contain noise from the diﬀerence of two half-ring maps, the white noise
will have correct statistics. But the half-ring noise maps will only capture the noise that is not
correlated on time scales longer than the half of a pointing period.
Figure 5.1 shows the two half-ring maps and the corresponding half-ring noise map for
the Planck 2015 LFI 70 GHz full mission temperature data as an example. As expected the
two half-ring maps appear nearly identical, while the visual impression of the half-ring noise
map is dominated by white noise.
5.2 Simulations
Simulations is a catch-all term for mimicking artiﬁcially the Planck data. We can simulate
the data as truthfully as possible, or by singling out an issue for a reﬁned study. We use the
simulations, for example, to validate and verify the data analysis pipelines, to quantify the
signiﬁcance of a given eﬀect, or to evaluate uncertainties in the analysis of the ﬂight data. The
Planck data releases have been supported by extensive simulation sets, containing maps of the
CMB, the foreground components, the systematic eﬀects and the instrumental noise, to meet
the various needs in the data processing. But in this context, in order to estimate the residual
noise after map-making, the simulated noise maps are the most vital.
We generate a simulated noise TOD based on the noise estimates described in Chapter
3.5.2. The noise TOD is further processed to a map using the map-making pipeline described
in Section 4.6.1. To reduce scatter in results, we produce numerous noise realisations - the
largest simulation sets may contain up to 10 000 noise Monte Carlo (MC) realisations. As the
residual noise in the sky maps will eventually aﬀect the power spectra estimates, we need to
quantify its expected contribution, noise bias N,
NXY = 〈CXY,noise〉, where X, Y = T, E or B. (5.4)
To estimate the noise biases, we compute angular power spectra from each noise MC map
using Anafast from the HEALPix package, and average the spectra over all available realisa-
tions.
The Planck 2015 data release is supported with the 8th Full Focal Plane (FFP8) simulation
set1 [92]. The noise Monte Carlo simulations rely on the FFP8 noise estimates, and contain
10 000 realisations for each map type. The maps in the FFP8 set have been calculated with
1The simulations can be accessed from http:crd.lbl.gov/cmb-data.
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Figure 5.1: Top & Middle: Examples of the half-ring maps calculated from the Planck 2015
LFI 70 GHz full mission temperature data. The ﬁrst and second halves of each pointing period
are divided into two separate maps. Bottom: Noise map produced from the diﬀerence of the
two half-ring maps above. The maps are shown in Galactic coordinates, and smoothed with a
FWHM = 14′ beam to enhance their visual appearance.
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Madam/TOAST, a TOAST2 port of Madam [115, II], to allow for eﬃcient calculations at high per-
formance computing centres3. Figure 5.2 illustrates the full mission noise biases derived from
the FFP8 simulations for each Planck LFI frequency channel. For comparison, we also show
the corresponding estimates from the half-ring maps for the auto-spectra. The two estimates
seem to agree broadly, but the half-ring spectra exhibit expectedly large scatter, as they are
calculated just from single realisations. Hence, we omit the half-ring noise map cross-spectra
from Figure 5.2 altogether, but they would be consistent with ±1σ regions of the noise MCs.
5.3 Noise covariance matrices
To describe the pixel-pixel correlations of the residual noise, we construct noise covariance
matrices (NCVM) in pixel space. The noise covariance matrix is deﬁned as
N = 〈ΔmΔmT〉, (5.5)
where Δm is the map residual from equation (5.1). The NCVMs will encode the full statistical
understanding of the map uncertainty, when the noise is assumed Gaussian with zero mean
and signal errors are considered absent. For unbiased map estimate, 〈m˜〉 = m, equation (5.5)
translates to
N = 〈m˜m˜T〉 − mmT. (5.6)
Inserting the maximum-likelihood map estimate (4.11) above, the noise covariance matrix
assumes the form
N =
(
PTC−1n P
)−1
. (5.7)
For generalised destriping, we can replace the time domain noise covariance Cn with the
approximation from equation (4.25). The NCVM becomes
N =
(
PT
(
FCaFT + Cw
)−1
P
)−1
, (5.8)
and by applying the Woodbury formula4 the inverse of the noise covariance matrix can be
determined as [115, 116]
N−1 = PTC−1w P − PTC−1w F
(
FTC−1w F + C
−1
a
)−1
FTC−1w P. (5.9)
To construct a noise covariance matrix, we only need as an input the noise estimates, the
pointing information, and the baseline length. The diﬀerent matrices in equation (5.9) are
then constructed from these inputs.
5.3.1 Inversion
Implementing equation (5.9) in practice requires an inversion of a symmetric 3Npix × 3Npix
matrix for a polarisation sensitive experiment. We can write the inverse matrix as an eigen
2Time Ordered Astrophysics Scalable Tools (TOAST) package described in https://theodorekisner.com/
software/toast/index.html.
3The work was divided between NERSC and CSC.
4(A + UCV)−1 = A−1 − A−1U
(
C−1 + VA−1U
)−1
VA−1
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Figure 5.2: Noise bias levels at 30 GHz (top), 44 GHz (middle), and 70 GHz (bottom) from 10
000 FFP8 noise Monte Carlo realisations. The noise MC mean is plotted in cyan, median in
blue, and ±1σ region in light grey. For comparison, we show also estimates from the half-ring
maps for the auto-spectra in darker grey. The cross-spectra for the half-ring maps are omitted
due to broad scatter, as they are calculated just from single realisations, but they would be
consistent with the light grey bands.
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decomposition as
N−1 =
3Npix−1∑
i=0
1
λi
eˆieˆ
T
i , (5.10)
where λi are the eigenvalues and eˆi the corresponding eigenvectors. The inverted matrix is
obtained as
N =
3Npix−1∑
i=0
λieˆieˆ
T
i . (5.11)
However, as the destriping algorithm cannot resolve the monopole of the temperature map,
the noise covariance matrix becomes singular. To regularise the matrix, we project out the
ill-determined mode corresponding to the smallest eigenvalue λ0 [116],
Nreg =
3Npix−1∑
i=1
λieˆieˆ
T
i . (5.12)
The matrix size scales as N2pix ∼ N4side, thus the inversion becomes quickly computationally
unfeasible for increasing Nside. Therefore, due to resource limitations, we cannot construct
the NCVMs at the native map resolution. In practice, we limit the matrices to resolutions of
Nside = 64 and lower. One notch higher resolution would expand the matrix size yet again by
a factor of 16, from 162 GB to nearly 2.6 TB.
5.3.2 Linear operations
As described in Section 4.5, we apply downgrading and smoothing operators, D and S, re-
spectively, to the high-resolution maps when constructing the corresponding low-resolution
maps. For consistency, the same operations must be applied to the noise covariance matrices.
For any linear operator L acting on a residual map Δm,
ΔmL = LΔm, (5.13)
we can write the covariance as
NL = 〈ΔmLΔmTL〉 = L〈ΔmΔmT〉LT = LNLT. (5.14)
And further, decomposing N into its eigenvalues and eigenvectors, the modiﬁed noise covari-
ance matrix becomes
NL =
∑
i
λiLeie
T
i L
T =
∑
i
λi
(
Lei
) (
Lei
)T . (5.15)
Thus, as the above formulation justiﬁes, it is suﬃcient to simply modify the eigenvectors
[116].
5.3.3 Regularisation
If the chosen downgrading scheme includes a smoothing operation, this may lead to a singular
covariance matrix, where the number of pixels is larger than the number of non-zero eigen-
values. If needed, we regularise the matrices by adding a small amount of white noise to the
diagonal of the NCVMs. The level of regularisation noise is chosen to be 2 μK RMS for the
Stokes I, and 0.02 μK RMS for the Stokes Q and U at Nside = 16 resolution [VI].
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5.3.4 Visualisation
Each row and column of N is a covariance map of the corresponding pixel. Hence, we can
visualise the noise covariance matrices using the standard HEALPix tools. We normalise the
covariance map into correlation coeﬃcients,
Corr(Δmp,Δmq) ≡ 〈ΔmpΔmq〉√
〈Δm2p〉
√
〈Δm2q〉
, (5.16)
giving a value between 1 and −1. The correlation coeﬃcient automatically acquires value 1
for the reference pixel. We further set the value in the reference pixel to zero to bring out the
ﬁner details of the correlation structure. For each image the reference pixel p is ﬁxed, while q
assumes all values between 0 and Npix − 1. A noise covariance matrix is illustrated in Figures
5.5 and 5.6 as an example.
5.3.5 Validation
Having both the half-ring noise maps and the massive set of noise simulations at hand, we can
utilise them to study the validity of the noise covariance matrices. Direct insight is achieved
through comparing the noise biases and the χ2 testing.
Validation through noise bias
We can derive an analytic formula for the noise bias of a noise covariance matrix, and compare
the prediction with the estimates from the half-ring noise maps and the noise MC simulations.
They will reveal us at which angular resolutions the given noise covariance matrix functions
properly. We deﬁned the noise bias in equation (5.4) as the expectation value of the angular
power spectra of noise only maps. We begin the derivation by applying the deﬁnition of
angular power spectra from equation (2.14) in practice,
NXY = 〈CXY,noise〉 =
1
2 + 1
∑
m=−
〈aXmaY∗m〉, where X, Y = T, E or B. (5.17)
The spherical harmonic coeﬃcients for a residual noise map can be written as
am =
3Npix−1∑
i=0
Ymi Δmi, (5.18)
and the noise bias becomes
NXY =
1
2 + 1
∑
m=−
∑
i, j
YXmi Ni jY
Ym∗
j . (5.19)
Finally, we write the noise covariance matrix using the eigen decomposition from equation
(5.11). We implement the noise bias calculation as [116]
NXY =
1
2 + 1
∑
m=−
∑
i
λiY
X
 eˆi
(
YY eˆi
)†
. (5.20)
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Validation through χ2 test
Another tool for comparing the residual noise estimates are the χ2 tests. For each noise map
m, be it a half-ring noise map or a simulated noise map, we compute the reduced χ2 value,
χ2 =
mTN−1m
Ndof
, (5.21)
where N is the noise covariance matrix, and Ndof is the degrees of freedom. For a polarisation
sensitive experiment, the total number of the degrees of freedom is 3Npix, but the presence of
ill-conditioned eigenmodes will reduce the degrees of freedom accordingly. For unregularised
smoothed noise covariance matrices we take the eﬀective number of the degrees of freedom
to equal the number of non-zero eigenvalues. The distribution of reduced χ2 will peak at 1 for
a covariance matrix that models perfectly the properties of given noise maps, and for diﬀering
values leaves room for improvements.
5.3.6 Planck LFI noise covariance matrices
The formulation of the noise covariance matrix in equation (5.9) describes the noise correla-
tions of a sky map destriped and binned at equal resolutions using equations (4.19), (4.20), and
(4.27). Since we create the maps at a native resolution of Nside = 1024, we should construct
the NCVMs at the same resolution and subsequently downgrade both to the target resolution
for an exact agreement. This, however, is computationally unfeasible as the matrix size would
be a colossal 10 PB. Therefore, we determine the noise covariance matrices at a suitable inter-
mediate resolution, which is not necessarily the target resolution, and afterwards downgrade
them to the target resolution. For consistency, we apply the same smoothing and downgrading
operations to both the sky maps and the NCVMs. Additionally, the noise covariance matrix al-
gorithm models neither the eﬀect of destriping mask nor horn-uniform weighting, introduced
to reduce systematics during the high-resolution map-making. We have performed series of
simulations to assess the impact of these simpliﬁcations and the eﬀect of diﬀerent runtime
parameters to the quality of noise covariance matrices. We ﬁrst discuss the lessons learned
from the simulations, and later recap the oﬃcial pipeline and the Planck LFI NCVM results.
We used the FFP8 pipeline [92] to create an additional set of noise MC simulations, but
now we let the map-making parameters to vary. We modiﬁed the baseline length, the de-
striping resolution, the weighting scheme, and the inclusion of destriping mask. We chose
to perform the simulations for the 30 GHz channel, which required the least computational
resources. For all parameter combinations we generated 100 noise-only map realisations. We
also produced complementary noise covariance matrices by varying the baseline length and
the destriping resolution in the computations. Figures 5.3 and 5.4 summarise the results from
the simulations.
In Figure 5.3 the number of idealisations in the pipeline reduces from top to bottom. We
include one eﬀect at a time, such that the last panel illustrates a realistic simulation, except for
the initial resolution of the NCVM. The starting point in panel A is an idealised case, where
both the noise maps and the NCVM have been calculated at resolution Nside = 32 with one
sample baselines (0.03125 s). In panels B and C we have downgraded all products to resolu-
tion Nside = 16 and regularised them, respectively. As expected, the eﬀects of the downgrading
and the regularisation are marginal on the χ2 results. The baseline length is the key parameter
in the noise covariance matrix computations, as seen from panels D–F. Reducing the baseline
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Figure 5.3: Reduced χ2 statis-
tics for the simulated Planck
2015 LFI 30 GHz full mission
data. The level of idealisations
decrease from top to bottom,
one step at a time.
Panel A. An ideal simulation:
both the noise covariance ma-
trix and the noise Monte Carlo
simulations are produced with
equal parameter settings. The
baseline length is 1 sample and
the resolution is Nside = 32.
Panel B. The ideal simulation
is downgraded to Nside = 16
using the oﬃcial downgrading
scheme.
Panel C. The regularisation
noise is added to the down-
graded products.
Panel D. The baseline length is
increased to 8 samples in the
noise MC.
Panel E. The baseline length is
increased to 2 samples in the
NCVM.
Panel F. The baseline length is
increased to 8 samples in the
NCVM.
Panel G. The destriping and
map resolution is increased to
Nside = 1024 in the noise MC
map-making.
Panel H. The horn-uniform
weighting is applied in the
noise MC map-making.
Panel I. The destriping mask is
applied in the noise MC map-
making. The parameter set-
tings in panel I are equivalent
to true LFI map and NCVM
production, except for the ini-
tial resolution of NCVMs.
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Figure 5.4: Reduced χ2 statistics for simulated 30 GHz full mission data. The initial resolution
of the noise covariance matrix is varied from Nside = 16 to Nside = 64.
length in the NCVM calculation below 0.25 s does improve the results, but at the same time
computations become more demanding. Panels G–I show the eﬀects of changing the destrip-
ing resolution to the realistic value of Nside = 1024, using the horn-uniform weighting, and
including the destriping mask, respectively, in the noise MC simulations. The last two eﬀects
contribute less than the baseline length and the destriping resolution.
We examine the impact of the initial resolution of the NCVM further in Figure 5.4, where
the initial resolution of the matrix is varied from Nside = 16 to 64. These reduced χ2 tests have
been calculated with the actual FPP8 simulation set. The highest initial resolution provides
the best agreement. Increasing the initial resolution beyond Nside = 64 is likely to improve
results further, but the expected improvement would be small for a huge computational eﬀort.
Based on the simulations, we decided to produce the LFI noise covariance matrices as fol-
lows. We used the Madam/TOAST implementation of the NCVM formalism, which takes as an
input the pointing information and the noise estimates. The FFP8 noise estimates, described
in section 3.5.2, were used in the calculations. The output of Madam/TOAST consists of the
inverse noise covariance matrices deﬁned by equation (5.9), speciﬁcally one inverse matrix
per radiometer for a given time period. For all LFI frequency channels we used 0.25 second
baselines and the matrices were calculated at the highest feasible resolution of Nside = 64. The
individual inverse matrices were merged together to form the actual inverse NCVMs. These
inverse matrices were then inverted and subsequently downgraded to the target resolution,
Nside = 16, using the same downgrading scheme as applied to the maps. The noise-weighted
downgrading scheme combined with the Gaussian smoothing for the temperature component
leads to a singular covariance matrix: the number of pixels in the map is larger than the num-
ber of non-zero spherical harmonics after the smoothing operation, resulting in a signiﬁcant
number of zero eigenvalues. We regularise the products by adding a small amount of white
noise to matrices. The level of regularisation noise was chosen to be 2 μK RMS for the Stokes
I component, and 0.02 μK RMS for the Stokes Q and U at Nside = 16 resolution. The 70 GHz
full mission noise covariance matrix computation took approximately 6 hours of wall-clock
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time and 23 000 CPU hours on the Cray XC40 at CSC.
The Planck 2015 data release included noise covariance matrices both for the full mission
and the subset of data covering all surveys except 2 and 4. These NCVMs are available from
the Planck Legacy Archive. Figure 5.5 illustrates the II, QQ and UU elements of the Planck
2015 LFI 70 GHz full mission noise covariance matrix for ﬁve diﬀerent reference pixels. The
reference pixel is located on the north ecliptic pole on the ﬁrst row, and step by step moves
towards the ecliptic, presented on the last row, along a meridian. The strongest correlations
are seen with the neighbouring pixels, and along the scanning directions. Moreover, the corre-
lation pattern changes signiﬁcantly as the reference pixels is altered. Figure 5.6, on the other
hand, illustrates the correlation of a single pixel with the rest of the sky as described by the
LFI 70 GHz full mission noise covariance matrix. The reference pixel is 1248 in the HEALPix
nested pixelisation scheme at Nside = 16 resolution. The noise covariance matrix has been
normalised to show correlation coeﬃcients, and the value in the reference pixel is set to zero
to highlight the ﬁner details of the correlation structure.
In the Planck 2015 analysis the LFI noise covariance matrices have been used in the low-
polarisation likelihood along with the corresponding low-resolution maps [95]. The likelihood
was based on the LFI 70 GHz low-resolution maps cleaned with the LFI 30 GHz and the HFI
353 GHz data.
5.4 Comparing the residual noise estimates
At low multipoles we have three complementary methods for characterising the residual noise:
the noise covariance matrices, the FFP8 noise simulations and the half-ring noise maps. Fig-
ures 5.7 and 5.8 compare these estimates against each other. Figure 5.7 shows the noise bias
estimates for all methods. As there is only one half-ring noise map realisation, its spectrum
shows much stronger variations than the other estimates. All the methods seem to agree
broadly. At places the noise bias derived from the noise covariance matrix underestimates
the true noise level indicated by the FFP8 simulations. Figure 5.8 illustrates the reduced χ2
statistics for the Planck 2015 LFI full mission noise covariance matrices. The χ2 test were cal-
culated for 10 000 FFP8 noise MC realisations, and for comparison with the half-ring noise
map also. For the LFI 70 GHz channel, which is the most important for the cosmological
parameter estimation, the noise covariance matrix seems to model the residual noise most
precisely.
Figures 5.2 and 5.9 compare the high-resolution residual noise estimates: the half-ring
noise maps and the FFP8 simulations. The noise biases were found to agree well. Figure 5.9,
on the other hand, compares the half-ring noise maps and the FFP8 simulations as a fraction
of the white noise level in the high- region. The mean Cs were calculated for the multipole
range  = 1150–1800. Both the simulations and the half-ring noise maps predict slightly
higher noise than the white noise estimates, which indicates that there is some residual 1/ f
noise even in the high- region. The error bars on the noise simulations include only the
statistical variation.
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II QQ UU
−0.005 0.005
Figure 5.5: The II, QQ and UU elements of the Planck 2015 LFI 70 GHz full mission noise
covariance matrix for ﬁve diﬀerent reference pixels (top to bottom). The noise covariance
matrix has been normalised to show the correlation coeﬃcients, and the reference pixel is set
to zero to highlight the ﬁner details of the correlation structure. As the reference pixel moves
from the north ecliptic pole to the ecliptic, the correlation pattern changes signiﬁcantly. The
noise covariance matrix is shown in Galactic coordinates.
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Figure 5.7: Noise bias levels at 30 GHz (top), 44 GHz (middle), and 70 GHz (bottom). The
noise biases from the Planck 2015 LFI full mission noise covariance matrices are plotted in
purple, the noise MC statistics from 10 000 FFP8 simulations are plotted in cyan (for the
mean), blue (median) and lighter grey (±1 sigma region), as well as the estimate from the
half-ring noise map in darker grey.
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Figure 5.8: Reduced χ2 statistics for the Planck 2015 LFI full mission noise covariance ma-
trices. The χ2 test have been calculated for 10 000 FFP8 noise MC realisations. Vertical lines
mark the reduced χ2 value for the half-ring noise maps.
Figure 5.9: Comparing residual noise estimates for Planck 2015 release at high multipoles,
as a fraction of white noise level (blue). The orange dots show estimates from the half-ring
maps, while the purple dots illustrate the mean of 10 000 FFP8 noise simulations. The error
bars include only the statistical variation. For the half-ring maps and the noise simulations the
shown values have been calculated as the mean of the noise spectra for the range  = 1150–
1800.
Chapter 6
Conclusions
The cosmic microwave background carries a wealth of cosmological information. Planck was
the most recent satellite mission to map the microwave sky. Planck’s unprecedented combi-
nation of sensitivity, angular resolution and frequency coverage with full sky measurements
have oﬀered us an unparalleled view of the cosmos. As the precision of measurements has in-
creased tremendously since the ﬁrst CMB observations, the need for developing sophisticated
algorithms to tackle the data analysis work has also been evident. This thesis discussed two
main topics in the Planck analysis pipeline: the map-making and the residual noise estimates
with emphasis on the noise covariance matrices.
Map-making serves as a crucial step for both data reduction and noise removal, but also
allows us to inspect the collected data visually. The presence of correlated low-frequency
noise in the Planck data has motivated the destriping approach to the map-making. A de-
striper models the correlated noise as a sequence of constant oﬀsets, called baselines. For the
Planck LFI map-making we have adopted the Madam map-maker as our standard tool. Madam
is built on the generalised destriping principle, which can additionally employ prior informa-
tion on the noise properties to enhance the accuracy of noise removal. Based on the noise and
signal simulations, we chose to destripe the Planck 2015 pre-processed data at the resolution
of Nside = 1024 using 0.25 second baselines for the Planck LFI 30 GHz channel, and 1 second
baselines for the 44 and 70 GHz channels. These values were shown to achieve nearly op-
timal noise removal, while keeping the signal error under control, provided that a destriping
mask was applied. To reduce unwanted systematics further, we also utilised the horn-uniform
weighting and ﬂagging. We do not expect major changes in the map-making pipeline for the
ﬁnal round of Planck data analysis.
The estimated maps contain always some degree of residual noise. The analysis steps
following the map-making, especially the component separation and the power spectrum esti-
mation, require solid understanding of those residuals. We have three diﬀerent methods at our
disposal. The half-ring noise maps characterise the residual noise directly at the map level,
while the noise simulations and the noise covariance matrices model the residual noise based
on noise estimates. Noise covariance matrices, describing the pixel-pixel correlations, encode
in theory the full statistical information of the residual noise. The Planck 2015 data release
was supported by the half-ring noise maps, the FFP8 simulation set containing 10 000 noise
maps for each map type, and the set of noise covariance matrices.
The noise covariance matrices at the native map resolution of Nside = 1024 would be, how-
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ever, of colossal size, and impossible to be utilised in the subsequent analysis steps. There-
fore, we provide a low-resolution dataset consisting of low-resolution maps and correspond-
ing noise covariance matrices at a suitable resolution of Nside = 16. We chose to downgrade
the high-resolution sky maps using the noise-weighted scheme combined with the Gaussian
smoothing of the temperature component. The chosen downgrading scheme leaves the cor-
responding noise covariance matrices singular. Hence, we regularised the problem by adding
some white noise to both products. For the Planck legacy release, the downgrading scheme
will require a revision. Will the noise-weighted scheme still remain preferable, or does the co-
sine smoothing perform better? At least we should consider applying the smoothing window
to the Stokes Q and U components also.
We used the Madam/TOAST implementation to produce the Planck 2015 noise covariance
matrices. They were ﬁrst constructed at an initial resolution of Nside = 64 using 0.25 second
baselines for all LFI channels. Afterwards we downgraded the matrices to the target resolution
with the same downgrading scheme as applied to the maps, including also the regularisation
step. In the coming data analysis round decreasing baseline length below 0.25 second, com-
putational resources permitting, would improve results a little. The residual noise estimates
from the three methods seem to show good agreement.
The ﬁnal results from the Planck collaboration are expected in 2016, and improvements
are anticipated especially due to treatment of low- systematics. But already Planck has had
a major impact in the ﬁelds of cosmology and astrophysics. The 2015 Planck data remains
in excellent agreement with the cosmological standard model: the Universe is ﬂat with nearly
scale-invariant adiabatic density ﬂuctuations and is composed of dark energy, dark matter,
baryons, electrons, neutrinos and photons. If there is new physics to be discovered beyond
the ΛCDM model, its signatures in the CMB are very weak and beyond the reach of current
datasets. From the future CMB missions we do not expect great advances from the tem-
perature measurements, but detailed studies of the CMB electromagnetic spectrum and the
possible discovery of B-mode polarisation would open up new observational frontiers.
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