A detailed surface chemistry mechanism is proposed for chemical vapor deposition of diamond films, which extends the growth-by-methyl mechanism proposed by Harris to treat any CH, radical, m=O-3, as a growth monomer. Numerical computations were performed in which the mechanism was coupled to a model for the boundary layer above the substrate, for conditions typical of diamond deposition in an atmospheric-pressure thermal plasma. The predicted linear growth rate increases strongly as the boundary layer thickness S is decreased, and the results indicate a strong dependence of the diamond growth chemistry on 6. For relatively thick boundary layers (modest velocities of the reactant jet) growth is dominated by CH,. For very thin boundary layers (high velocities) the model predicts that growth is dominated by C. For the transition region where C and CH, each contribute about 40% to growth, CH, also contributes about 17%. The carbon conversion efficiency is also predicted to peak in the transition region, and drops sharply for very thin boundary layers.
I. INTRODUCTION
Models for the chemical kinetics occurring at the surface of a chemical-vapor-deposited (CVD) diamond film have focused mainly on the methyl radical and/or acetylene as the primary growth monomers. Harris and coworkers developed a model for diamond growth by methyl radicals reacting on the unreconstructed (100) surface,* ( 100) -type steps," and the reconstructed ( 100) -(2 x 1) :H surface.3 Belton and Harris4 presented a mechanism for diamond growth from acetylene on the (110) surface. Frenklach and co-workers5>6 have modeled the growth kinetics treating CH3 and GH, as interdependent growth monomers.
These types of models have been coupled to models for gas-phase chemistry and species transport to predict diamond growth rates under various conditions. In particular, the Harris methyl mechanism has been employed by to simulate diamond growth in several types of CVD systems, including hot filament, oxygen-acetylene flames, and thermal plasmas. We recently" used the Harris methyl mechanism to model experiments we had conducted using an inductively coupled radio-frequency (rf) plasma operating at atmospheric pressure. 'U We found, as had Goodwin, that the agreement between predicted and measured growth rates was remarkably good, as shown in Fig. 1 . Although the close quantitative agreement is fortuitous-Harris estimates an uncertainty of two orders of magnitude in growth rates predicted using his mechanism'-the excellent agreement for the qualitative trend for various growth conditions supports the view that the proposed mechanism must at least capture some essence of the problem.
In spite of the success of the Harris methyl mechanism in predicting growth rates for a variety of systems, including thermal plasmas, we 'c-" and others7P'3 have noted that under thermal plasma conditions another potentially important growth species is monatomic carbon vapor. That is because atomic carbon is an abundant species in thermal plasmas, at least in the high-temperature plasma core. The peak temperature in an atmospheric-pressure plasma, whether generated by direct current (dc) or by rf induction, is -10 000 K, and reactants injected into such a plasma are typically exposed to temperatures of at least 4000-5000 K. Figure 2 shows the calculated equilibrium composition versus temperature, at atmospheric pressure, for our typical experimental inputs of hydrogen, methane, and argon. We see that above 4000 K the system is almost fully dissociated, while below about 3500 K the equilibrium C concentration drops sharply. Therefore the potential role of C as a growth monomer is significantly enhanced in thermal plasmas compared to ,other diamond CVD methods, although it should also be pointed out that peak temperatures in an oxygen-acetylene flame can approach 3500 K.
The favorable energeticsi4 and high reactivity15 of atomic C as a potential growth species have both been noted, so if the carbon atoms present in the core of a thermal plasma could be transported to the substrate it is reasonable to suppose that they could be important contributors to diamond growth. However, C atoms are destroyed in the thin boundary layer which exists between the plasma and the growing diamond film. Therefore, whether or not C atoms can play a significant role in thermal plasma reactors may depend on the boundary layer thickness, which in turn is related to the velocity of the jet which impinges upon the substrate. In addition the core of a thermal plasma is characterized by virtually complete dissociation of hydrogen, and H atoms, which play several crucial roles in diamond growth, are also destroyed in the boundary layer. Thus thinner boundary layers favor greater fluxes of both H atoms and C atoms to the surface. On the other hand, CH3 is produced in the boundary layer and has a more complicated dependence on boundary layer thickness.
In our previous work '"-12 we estimated diamond growth rates from C by simply assuming an effective sticking probability for C atoms at the surface. A value of 0.1 
B** C appeared to yield good agreement with our experimental growth rates, although that calculation ignored contributions to growth from CH3. In this paper we extend the Harris methyl mechanism to account for growth by any CH, radical, where m =0-3. Thus C, CH, CH,, and CH3 are all included as growth monomers. We describe this mechanism and then utilize it in numerical simulations to examine the effect of boundary layer thickness on the diamond growth chemistry under thermal plasma conditions. Recently Coltrin and Dandy16 included C as a growth monomer in a computational study of diamond deposition with a 30 Torr dc plasma jet, and found that C could be an important contributor to growth given sufficiently high degrees of hydrogen dissociation. The present work is significantly different than their study. A major difference is that our model accounts for reactions of C at diradical sites, and includes CH and CH2 as potential growth monomers. Our results suggest that both the diradical channel and CH2 can be significant growth contributors. A second major difference is that the pressure regimes considered are quite different, our interest being in atmospheric-pressure plasmas. In our case the degree of hydrogen dissociation is not a free parameter, since hydrogen is virtually completely dissociated in the hot free stream under the conditions we consider, but then recombines in the boundary layer. The important free parameter then, which can actually be varied experimentally, is boundary layer thickness.
II. SURFACE GROWTH MECHANISM
FIG. 2. Calculated equilibrium composition vs temperature, for a wellmixed system at atmospheric pressure. The molar inputs correspond to typical experimental conditions for our rf thermal plasma experiments: ArrH,:~=11:1:0.02.
We take as our starting point the "trough" mechanism proposed by Harris' and subsequently modified by Harris and Belton* and Harris and Goodwin.3 The latter work proposes both a "trough" and a "dimer"15 mechanism to account for growth on a reconstructed ( 100) surface, but the authors argue that the trough mechanism is rate limiting.
We consider the unit surface structures shown in Fig.  3 . Asterisks represent radical sites, with the number of asterisks denoting the number of unpaired electrons. The distinction between H* and *H is that the former represents a secondary radical site, the latter a tertiary radical site. We have indicated this by including a C-C bond on the upper left of *H. Effectively this accounts for the possible existence of a ( 111 )-oriented terrace! and for the different reactivity of secondary versus tertiary radical sites. "M" denotes an adsorbed methyl group. "B" indicates that a carbon atom has formed a bridge bond to the carbon atoms on each side of the trough, which propagates the diamond structure.
To account for the fact that any Ct radical from the gas phase could react at the surface in much the same way as CHs, we consider scenarios for arrival at the surface of C, CH, and CH,. Figure 3 shows the 12 surface structures in our mechanism. Eight of these are included in the Harris mechanism-HH, H*, *H, **, M*, HM, HM*, and B. We have added the four structures labeled HM**, HM***, B*, and B**. The group of structures HM, HM*, HM**, HM*** are generated by adsorption of a C, radical, respectively, CHs, CH,, CH, C, at the radical site in H*. Similarly, adsorption of CH2, CH, or C at the diradical ** produces B, B*, and B**, respectively. As growth occurs in parallel all over the surface, the structures B, B*, and B** in effect regenerate HH, H*, and **, respectively, raised by one monolayer and rotated by 90" on the (100) growth plane. 
3 so that, together with reactions involving recombination of H atoms with surface radicals, it produces a value ofe.12 for the destruction probability of H atoms at the surface at 1200 K (Ref. 19). bReference 3. 'Set to match molecular dynamics simulations (Refs. 17, 18) . dSet to be twice as high as the rate constant for reaction ~12. 'Set to be twice as high as the rate constant for reaction ~11. 'Set equal to the rate constant for reaction ~8.. sSet equal to the rate constant for reactions ~14 and ~16. 'Set equal to the rate constant for reactions s4 and ~15. 'Set equal to the rate constant for reaction ~12. jset equal to the rate constant for reaction sll. ' The value of AG& assigned for this reaction is consistent with Table 11 , and corrects an error in The surface reactions we consider are given in Table I . Reactions sl-s19 are included in the Harris methyhnechanism,2'3 while reactions s20-~31 extend the mechanism to account for growth from C, CH, and CH,.
For forward rate constants kf we have used the values estimated by Harris and Goodwin,3 with the following exceptions. For reactions involving recombination of a gasphase H atom with a surface radical we have used kf= 1.7~ 10t3, which corresponds to the sticking probability of 0.44 calculated for H atoms at ( 111 )-surface radical sites at 1200 K in molecular dynamics simulations by Brenner et al. 17~18 For reactions involving abstraction of H atoms from the surface by gas-phase H atoms, returning H2 to the gas phase, we have modified the pre-exponential term in the rate constant in Ref. 3 so that, together with the value assumed above for recombination reactions, it reproduces the recent experimental measurement by Harris and Weiner" of the destruction probability of H atoms on polycrystalline diamond, for which he found a value of 0.12 at a surface temperature of 1200 K.
For reactions ~20 and ~21, which involve gas-phase C atoms reacting with either a single radical or a diradical site, we have estimated that the rate constant is twice its value for the analogous reactions involving CH,, reactions sll and ~12. One expects C atoms to be more reactive at these sites than is methyl, and a factor of 2 seems reasonable by analogy to gas-phase reactions involving either C or CH3 with hydrocarbon radicals. For example, Miller and Bowman" assign a rate constant of 3.00~ 1013 cm3 s-l for the reaction CH,+CH2=($H4+H, but 5.00X10t3 for the reaction C+CH2=CzH+H.
Similarly, they give 1.4~ 1013 (evaluated at 1200 K) for CHs+CHs=C,H,, but 5.00~ 1013 for C+CH, =qH,+H.
We do not suggest that this analogy provides a precise quantitative basis for relating the reactivity of C at a surface radical site to that of CH3, only that a factor of two difference seems reasonable lacking better information.
Reactions s22-~27 involve H atoms arriving at sites on an HM radical, either to be adsorbed or to abstract an atom from the methyl group. We have used the same rate constants here as in the analogous adsorption/abstraction reactions in the methyl mechanism. For reactions s28+31, which involve CH and CH, arriving at either single radical or diradical sites, one could argue that an enhancement factor would be justified, compared to the same reactions for CH, (reactions sll and s12), and that the enhancement factor should be smaller than the factor of 2 we assumed for C atoms. For simplicity, however, we assigned CH and CH2 the same reactivity as CH3.
We have neglected reactions in which C, radicals add to radical sites in the HM group to form an ethyl group, denoted in Refs. 1 and 2 as HE. These reactions might divert growth away from diamond toward the formation of linear hydrocarbon chains. Our justification for neglecting this path is ( 1) for simplicity, as it would require the addition of several additional new structures (HE*, HE**, etc.) to our model; and (2) Harris and co-workers"' found that HE formation had a negligible effect on diamond growth in their model, because very little was formed, and that which was formed quickly reverted to the diamond growth path. The chemistry in the extended mechanism is so similar to that in the methyl mechanism that this particular result is not expected to change, at least for the surface temperature considered. In any case mechanisms for the formation of nondiamond carbon are beyond the scope of the present work. Table I also gives the standard Gibbs free-energy change AGc for each of the reactions listed, evaluated at 1200 K. We use AGc to determine the reaction equilibrium constants Kq and hence the rate constants k, of the reverse reactions, k,= kf/'Kq. Harris and Goodwin3 used molecular mechanics to calculate standard free energies at 1200 K for the surface structures in their mechanism. We have extended their results using simple additivity rules21 to estimate Ge for HM**, HM***, B*, and B**. Table II shows the values of @ at 1200 K which we used for the surface structures considered in our mechanism. Our values for HM** and HM*** were estimated by using additivity with reference to the values given by Harris and Goodwin for HM and HM*, for which 6'c differs by 39.2 kcal/mol. It will thus be noted that reactions s4, ~26, and ~27, each of which involves abstraction of an H atom from an adsorbed methyl group, are all assigned the same value of AGc. Our values for B* and B** were estimated by noting that the group (B,B*,B**) is analogous to (HH,H*,**). Harris and Goodwin calculate a free energy for B which exceeds the value for HH by 22.5 kcal/mol. We added that quantity to their values for H* and ** to estimate Gc for B* and B**. Uncertainties in the free energies of B, B*, and B** are of negligible consequence in our mechanism, as it can be seen that all reactions in Table I which produce these structures have large negative values of A@, and thus are essentially irreversible.
III. NUMERICAL MODEL
In previous work11P'2 we described a model for a twodimensional (axisymmetric) rf plasma reactor with geometry, flow rates, induction coil current and frequency, pres- The results of this model are taken as input to a onedimensional model for the chemistry in the boundary layer above the diamond growth substrate. The domain for this calculation extends from the substrate out to a location where the plasma model indicates that the temperature is 4000 K. The boundary layer model follows an approach similar to that of Goodwin and Gavillet,2' with the exception that the temperature profile calculated by the plasma model is retained-the energy equation is not re-solved-in view of the fact that the temperature gradient at 4000 K is generally nonzero for a thermal plasma. That is, our model does not treat a strictly defined thermal boundary layer, which for a thermal plasma may extend out to much is the velocity at the outer edge of the boundary layer.
higher temperatures, but rather a "chemically reacting boundary layer," somewhat arbitrarily defined as the region between the substrate and the 4000 K isotherm. Our reason for the choice of this temperature is that above -4000 K chemical equilibrium is a reasonably good assumption, while below -4000 K chemical nonequilibrium begins to become significant for the impinging jet. This comment applies in particular to the H-atom concentration, whose superequilibrium is a driving force for nonequilibrium of the entire chemical system. The boundary layer model solves the fluid continuity and momentum equations (made one dimensional under a similarity transformation for stagnation-point floods), taking as a boundary condition the velocity at the outer edge of the boundary layer calculated by the plasma model. Coupled to these equations, we solve species transport equations for 22 species in the C-H-Ar system, undergoing 68 homogeneous chemical reactions. Both ordinary diffusion and thermal diffusion are accounted for. A complete list of the reactions, rate constants, and literature sources appears in Table III. The species boundary conditions are that chemical equilibrium at 4000 K is assumed at the edge of the boundary layer, while at the surface the species equations are coupled to the surface growth mechanism described in the preceding section. We utilized the Sandia SPIN software package24 to provide thermodynamic and transport properties and to solve the system of boundary layer and surface equations. A typical calculation of the boundary layer/surface code required 135 cpu s on a Cray-2 or. 95 cpu s on a Cray X-MP supercomputer.
IV. RESULTS
We first consider a base case which corresponds to the conditions which produced the "best" diamond film (as determined by scanning electron microscopy and Raman spectroscopy) in our earlier series of experiments with an atmospheric-pressure rf plasma reactor depositing films on molybdenum substrates (case 12 in Ref. 11; case D in Ref. 12) . In this case the total flow rates were as follows: argon, 44 shn; HZ, 4 slm; methane, 0.08 slm. The boundary layer thickness S, as defined above and as calculated by the plasma model, was 2.0 mm, and the calculated velocity at the boundary layer edge was 10.0 m/s. The surface temperature was measured to be 1320 K by a two-color optical pyrometer. However, in all of the calculations shown here we take the surface temperature to be 1200 K, as this was the temperature for which Harris and Goodwin reported their surface structure thermodynamic property calculations and for which Harris measured the H atom destruction probability. Our calculations predict an increase in growth rate as surface temperature increases, but we do not expect this to affect the qualitative trends discussed below. Figure 4 shows the calculated concentration profiles for selected species across the boundary layer. At the outer edge of the boundary layer almost all available carbon is seen to be in the form of monatomic carbon (its concentration there is more than 70 times greater than its nearest competitor, CH), but near the surface the C mole fraction drops sharply to 2X lo-'. In contrast the CHs mole fraction at the boundary layer edge is only 6 x lo-', whereas at the surface it is about 2X lo-*.
The results of our numerical experiment, in terms of predicted growth rates versus boundary layer thickness, are shown in Fig. 6 . The predicted growth rate increases more than exponentially as S decreases, ranging from 10 pm/h for 6G2.0 mm to 660 pm/h for S=O. 1 mm. Figure  6 also shows the contributions to the growth rate from each of the monomers considered. For S=2.0 mm over 90% of growth is attributed to methyl. As S is reduced the absolute growth rate from CHs increases, but the growth rates from CH, and especially C increase faster. Finally, for 6=0.67 mm (corresponding to V&z90 m/s) the calculated contributions from C and CHs are equal. At that point C and CHs each contribute 41% while CH, contributes 17% and CH about 1% to the growth rate. The absolute growth rates attributed to CH,, CH,, and CH all ~ peak for some value of S and then decline for smaller values, whereas the growth rate from C continues to increase. For very thin boundary layers, S <0.5 mm, C becomes the dominant growth species. Under our simple model for the relationship between flow velocity and boundary layer thickness, S=O.5 mm corresponds to Va=l60 m/s, and V,= 1000 m/s is required to achieve 6=0.2 mm. The sonic velocity for argon at 4000 K is 1180 m/s, so that for values of 6 below about 0.2 mm supersonic flow is required.
V. DISCUSSION
The total growthirate for this case calculated by our model is 9.7 pm/h, in reasonable accord with the measured growth rate (at a surface temperature of 1320 K) of 17 pm/h. (As noted above, factors of 2 in growth rate are considered to be within the uncertainties of the model.) Of this total calculated growth rate, CHs as monomer contributes 93%, CH2 contributes 4.6%, C contributes 2.0%, and CH contributes 0.1%. While the contributions from the other C, radicals are not negligible, growth as predicted by our model is dominated here by CHs.
The results of the numerical exercise presented above suggest that thermal plasma diamond CVD can be divided into two regimes--Lcgrowth by methyl" and "growth by C"-depending upon the boundary layer thickness. For relatively low-velocity plasmas, as with rf plasmas which . are not accelerated through a nozzle, one is in a growthby-methyl regime, and this may explain why the -10 pm/h growth rates obtained by our group" and by Owano et al. ' have been well predicted by the Harris methyl mechanism. On the other hand, for dc plasma jets the velocities are typically several hundred m/s, and growth rates approaching 1 mm/h have been reported in this case,26 in accord with the growth rates we calculate for very thin boundary layers. According to our results, one is here in the growth-by-C regime. We now consider a numerical experiment, in which the The results in Fig. 6 can mainly be attributed to the base case conditions are assumed except that the boundary effect of boundary layer thickness on species transport to layer thickness is systematically reduced. To reduce 6, we the surface. This is demonstrated in Fig. 7 , which shows compress the temperature profile calculated by the plasma model for our base case by an appropriate linear scaling factor, and we increase the velocity at the outer edge of the boundary layer according to Va Sv2, based on the analytical result for constant-property stagnation-point flow."3 This is illustrated in Fig. 5 . It can be seen, as discussed above, that the temperature gradient is not zero at the edge of these boundary layers. Therefore some caution needs to be exercised in comparing our values of 6 with other calculations in which a conventional thermal boundary layer is assumed for a thermal plasma. 7'25 This comment applies also to V,, which is the value of the fluid velocity at the location where the temperature equals 4000 K. The value of Va may differ from the "free-stream velocity" of the conventional hydrodynamic boundary layer.
Boundary layer thickness (mm) FIG. 6 . Calculated diamond growth rates and contributions from the C, radicals considered in the model as growth monomers vs boundary layer thickness.
the surface mole fractions versus boundary layer thickness for the active species considered in our mechanism. The H-atom concentration at the surface increases strongly as S is reduced, and this feature is itself a major factor in the increased growth rates which are calculated. However, it is also evident that the curves representing the surface mole fractions of C, CH, CHz, and CH3 are almost directly transferable to the growth rate contributions shown in "J Thus as S is reduced the H concentration profile stays higher, which in turn causes the C concentration to stay higher. The CHs situation is quite different, because CHs is produced in the boundary layer. For temperatures below -2500 K the CH, concentration Boundary layer thickness (mm) FIG. 7 . Calculated'mole fractions at the surface, for the active gas-phase species considered in the model, as a function of boundary layer thickness.
, increases rapidly. Therefore the surface concentration of CH, is relatively insensitive to the total boundary layer thickness, except for values of S below -0.4 mm, where the boundary layer starts to become thin relative to a characteristic length for methyl generation, causing the CH3 surface concentration to drop. There are several reaction paths available in our mechanism for diamond growth. Figure 9 shows the fractional contributions to growth, versus boundary layer thickness, for several reactions which add a carbon atom to the diamond lattice. When CH3 is the growth monomer almost all growth passes through *M, proceeding via reaction ~15, *M+H=B +H,. However, when C atoms are the growth monomers we find that several paths play a significant role. Consider the case where S=O. 1 mm, for which 96% of growth monomers are C atoms. As Fig. 9 shows, in this case 36% of growth still passes through *M, while 29% proceeds via **, 17% via HM***, 14% via HM**, and 3% via HM*.
In our mechanism a C atom is adsorbed if it arrives at either a single radical or a diradical site (*H, H*, or **>. If it arrives at a diradical site it directly grows the diamond lattice via a bridge bond. That is why this reaction contributes as much as it does to growth, even though ** sites occupy only about 1% of the surface in our calculations, compared to 26% for *H and 3% for H* (at S=O. 1 mm). If on the other hand a C atom arrives at a single radical site, it forms HM***. Clearly several further reactions are required to generate *M, so it may seem surprising that this is such a prevalent path. The explanation is as follows.
When an H atom arrives at HM***, it is five times as likely (according to the rate constants in our mechanism) to be adsorbed, forming HM**, as to abstract an H atom, forming B**. Again, when an H atom arrives at HM**, it is five times as likely to be adsorbed, forming HM*, as to abstract the H atom to form B*; and so forth. Thus the greater likelihood of H-adsorption than of H-abstraction events (where both are feasible) finally leads to HM, which is saturated. The next arriving H atom can produce *M (with a finite probability) but cannot be adsorbed. Because higher jet velocities are required to achieve higher linear growth rates, these do not necessarily correspond to higher carbon conversion efficiencies, where we define conversion efficiency as the fraction of carbon atoms (in any form) in the gas phase which end up in the diamond film. Figure 10 shows our calculated conversion efficiency versus boundary layer thickness. The conversion efficiency is predicted to plateau, under our conditions, peaking at 4.4%, with the plateau roughly spanning the region from S=O.5 to 1.0 mm, for which V8=40-160 m/s. The conversion efficiency is seen to drop sharply for boundary layers thinner than 0.5 mm.
For a given mass flow rate the jet velocity is increased by constricting the flow, e.g., with a nozzle of specified exit diameter. Therefore higher jet velocities come at the expense of the size of the area which can be uniformly coated. Based on the trends indicated here, one can then distinguish among three regimes. If one's goal is to maximize the linear growth rate of a small area (as might be the case, for example, in single-crystal growth), and if the cost of feedstock gases is not a major consideration (or if they can be recycled) then one would want to operate at the highest jet velocities. If, on the other hand, one wanted to coat a large area uniformly (for example for thermal management substrates or large-area optical coatings) then a rather low velocity is more appropriate. For example, Kohzaki et al. " used a low-velocity rf thermal plasma to grow uniform diamond films over lo-cm-diam substrates at 30 pm/h. It should be noted, however, that if the boundary layer is too thick (for convective transport systems such as thermal plasmas) then no diamond can be grown, as we have previously reported under atmospheric-pressure conditions for the case S=5 mm (Refs. 11, 12) ; this is probably attributable to inadequate transport of atomic hydrogen to the substrate. Finally, for the case where large-area deposition is not crucial and where one wishes to maximize linear growth rate without sacrificing carbon conversion efficiency (perhaps, for example, in coating cutting-tool inserts) the intermediate regime of moderate jet velocities appears to be most appropriate. According to the results in Figs. 6 and 10 this corresponds to the region where growth is dominated by neither CH, nor C, but where each contributes significantly, and where CH2 also contributes over 10% to the total growth rate.
VI. SUMMARY AND CONCLUSIONS
We have presented a model for diamond growth which extends the Harris methyl mechanism to account for any CH, radical, m =0-3, as a growth monomer. For thermal plasmas, in which the free-stream temperature exceeds 4000 K, monatomic carbon vapor is a potentially important participant in diamond growth. Numerical calculations indicate that the contribution of C becomes more important as boundary layer thickness is reduced by increasing the velocity of the reactant jet. For modest velocities, as in an rf plasma not accelerated through a nozzle, the model indicates that the dominant growth monomer is CH, . For high velocities, as in a dc arcjet, the model indicates that growth is dominated by C. In the transition region the model indicates that CH, may also be a significant contributor to growth. CH was found to contribute at most about 1% to the total growth rate in these calculations.
The total growth rates predicted by this mechanism are in reasonable accord with experimental measurements with both low-and high-velocity plasmas. However, just as Harris has emphasized regarding his methyl mechanism, we reiterate that the model presents an idealized view of the surface of a polycrystalline diamond fihn. There are no direct measurements of any of the heterogeneous rate constants utilized (measurements of the H-atom destruction probability provide only a global constraint), nor indeed have C concentrations been measured, to our knowledge, in a diamond CVD system. (However, C atoms have been observed in flames, and several of the rate constants used for gas-phase reactions involving C are based on careful studies, e.g., the recent measurements of Dean and Hanson.28'29) Nevertheless, it is reasonable to suppose that C atoms, if present at the surface, would be at least as likely to serve as growth monomers as would CHs. Boundary layer thickness then becomes a crucial factor in determining C transport to the surface. Measurements of C-atom profiles would obviously be desirable. Unfortunately our calculations indicate that the cases where the contribution of C are the greatest are also those where the boundary layer 3922 dimensions ( 100-500 pm) pose significant experimental challenges both for optical and mass spectrometric techniques.
