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Abstract While the theory of operator approximation with any given ac-
curacy is well elaborated, the theory of best constrained constructive opera-
tor approximation is still not so well developed. Despite increasing demands
from applications this subject is hardly tractable because of intrinsic diffi-
culties in associated approximation techniques. This paper concerns the best
constrained approximation of a non-linear operator in probability spaces. We
propose and justify a new approach and technique based on the following ob-
servation. Methods for best approximation are aimed at obtaining the best
solution within a certain class; the accuracy of the solution is limited by the
extent to which the class is suitable. By contrast, iterative methods are nor-
mally convergent but the convergence can be quite slow. Moreover, in practice
only a finite number of iteration loops can be carried out and therefore, the
final approximate solution is often unsatisfactorily inaccurate. A natural idea
is to combine the methods for best approximation and iterative techniques
to exploit their advantageous features. Here, we present an approach which
realizes this.
The proposed approximating operator has several degrees of freedom to
minimize the associated error. In particular, one of the specific features of the
approximating technique we develop is special random vectors called injec-
tions. They are determined in the way that allows us to further minimize the
associated error.
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1 Introduction
Let Ω be a set of outcomes in probability space (Ω,Σ, µ) for which Σ is a σ–
field of measurable subsets of Ω and µ : Σ → [0, 1] is an associated probability
measure. Let x ∈ L2(Ω,Rm) and y ∈ L2(Ω,Rn) be random vectors, F :
L2(Ω,Rn) → L2(Ω,Rm) be a non-linear map and x = F(y). It is assumed
that F is unknown, and x and y are available.
We propose and justify a new method for the constructive F approxima-
tion such that first, an associated error is minimized and second, a structure
of the approximating operator satisfies the special constraint related to the
dimensionality reduction of vector y.
1.1 Motivation
For the last decades, the problem of constructive approximation of non-linear
operators has been a topic of profound research. A number of fundamental
papers have appeared which established significant advances in this research
area. Some relevant references can be found, in particular, in [11], [5], [6], [14],
[2], [10], [3], [1], [4], [13], [7], [8, 9], [12].
The known related results mainly concern proving the existence and unique-
ness of operators approximating a given map, and for justifying the bounds
of errors arising from the approximation methods. The assumptions are that
preimages and images are deterministic and can be represented in an ana-
lytical form, that is, by equations. At the same time, in many applications,
the sets of preimages and images are stochastic and cannot be described by
equations. Nevertheless, it is possible to represent these sets in terms of their
numerical characteristics, such as the expectation and covariance matrices.
Typical examples are stochastic signal processing [15–19], statistics [20–24],
engineering [25–28] and image processing [29,30]; in the latter case, a digitized
image, presented by a matrix, is often interpreted as the sample of a stochastic
signal.
While the theory of operator approximation with any given accuracy is well
elaborated (see, e.g., [11], [5], [6], [14]), [2], [10], [3], [1], [4], [13], [8], [7], [9],
[12]), the theory of best constrained constructive operator approximation is still
not so well developed, although this is an area of intensive recent research (see,
e.g., [31–36]). Despite increasing demands from applications [17–19,21–23,25–
28,30–34,36–46] this subject is hardly tractable because of intrinsic difficulties
in best approximation techniques, especially when the approximating operator
should have a specific structure implied by the underlying problem.
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We wish to extend the known results in this area to the case when the
sets of preimages and images of map F are stochastic, and the approximating
operator we search is constructive in the sense it can numerically be realized
and, therefore, is applicable to problems in applications.
1.2 Short description of the method
More specifically, we develop a new approach to the best constructive approxi-
mation of a non-linear operator F in probability spaces subject to a specialized
criterion associated with the dimensionality reduction of random preimages.
The latter constraint follows from the requirements in applications such as
those considered in [20–24, 26, 41, 42]. In particular, in signal processing and
system theory, a dimensionality reduction of random signals is used to optimize
the cost of signal transmission. It is assumed that the only available informa-
tion on F is given by certain covariance matrices formed from the preimages
and images. This is a typical assumption used in the applications such as those
considered, e.g., in [15–23,37, 38, 44–46]. Here, we adopt that assumption. As
mentioned, in particular, in [50–55], a priori knowledge of the covariances can
come either from specific data models, or, after sample estimation during a
training phase.
The problem we consider (see (6) below) concerns finding the best ap-
proximating operator that depends on 2p+ 2 unknown matrices Gj and Hj ,
for j = 0, . . . , p and p more unknown random vectors v1, . . . ,vp. We call
v1, . . . ,vp the injections. Here, p is a non-negative integer p. The injections
v1, . . . ,vp are aimed to further diminish the associated error. The difficulty is
that 3p+2 unknowns should be determined from a minimization of the single
cost function given in (6).
The solution is presented in Section 3 and is based on the following ob-
servation. Methods for best approximation are aimed at obtaining the best
solution within a certain class; the accuracy of the solution is limited by the
extent to which the class is satisfactory. By contrast, iterative methods are nor-
mally convergent but the convergence can be quite slow. Moreover, in practice
only a finite number of iteration loops can be carried out and therefore, the
final approximate solution is often unsatisfactorily inaccurate. A natural idea
is to combine the methods for best approximation and iterative techniques to
exploit their advantageous features.
In Section 3, we present an approach which realizes this. First, a special
iterative procedure is proposed which aims to improve the accuracy of approxi-
mation with each consequent iteration loop. Secondly, the best approximation
problem is solved providing the smallest associated error within the chosen
class of approximants for each iteration loop. In Section 4, we show that the
combination of these techniques allows us to build a computationally efficient
and flexible method. In particular, we prove that the error in approximating F
by the proposed method decreases with an increase of the number of iterations.
An application is made to the optimal filtering of stochastic signals.
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2 The proposed approach
2.1 Some special notation
Let us write x = [x(1), . . . ,x(m)]
T and y = [y(1), . . . ,y(n)]
T where x(i),y(j) ∈
L2(Ω,R), for i = 1, . . . ,m and j = 1, . . . , n, and x(ω) ∈ Rm and y(ω) ∈ Rn
for all ω ∈ Ω.
Each matrix A ∈ Rm×n defines a bounded linear transformation A :
L2(Ω,Rn) → L2(Ω,Rm). It is customary to write A rather then A since
[A(x)](ω) = A[x(ω)], for each ω ∈ Ω.
Let us also denote
‖x‖2Ω =
∫
Ω
m∑
j=1
[xj(ω)]
2dµ(ω) <∞. (1)
The covariance matrix formed from x and y is denoted by
Exy =
{∫
Ω
x(i)(ω)y(j)(ω)dµ(ω)
}m,n
i,j=1
. (2)
The Moore-Penrose pseudo-inverse [47] of matrix M is denoted by M †.
2.2 Generic structure of approximating operator
Let v1, . . . ,vp be random vectors such that vj ∈ L2(Ω,Rqj ), for j = 1, . . . , p.
We write y = v0 and q0 = n. As mentioned before, we call v1, . . . ,vp the in-
jections. This is because v1, . . . ,vp contribute to the decrease of the associated
error as shown in Section 4.4 below. The choice of v1, . . . ,vp is considered in
Section 4.2 where each vj , for j = 1, . . . , p, is defined by a non-linear transfor-
mation ϕj of y, i.e., vj = ϕj(y). To facilitate the numerical implementation of
the approximating technique introduced below, each vector vj , for j = 1, . . . , p,
is transformed to vector zj ∈ L2(Ω,Rqj ) by transformation Qj so that
zj = Qj(vj , Zj−1), (3)
where Zj−1 = {z0, . . . , zj−1}. The choice of Qj is considered in Section 3.1.
Further, for i = 0, 1, . . . , p, let Gi ∈ R
m×ri , Hi ∈ R
ri×qi where ri is given,
0 < ri < r and
r = r0 + . . .+ rp. (4)
Here, r is a positive integer such that r ≤ min{m,n}.
It is convenient to set Q0 = I and z0 = v0 = y. To approximate F , for a
given reduction ratio
c = r/min{m,n},
Best approximations of non-linear mappings: Method of optimal injections 5
we consider operator T p : L2(Ω,Rq0 )× . . .× L2(Ω,Rqp)→ L2(Ω,Rm) repre-
sented by
T p(v0, . . .vp) = G0H0z0 + . . .+GpHpzp, (5)
where Gj : L
2(Ω,Rrj ) → L2(Ω,Rm) and Hj : L2(Ω,Rqj ) → L2(Ω,Rrj ), for
j = 0, 1, . . . , p, are linear operators (i.e. Gj and Hj are represented by m× rj
and rj × qj matrices, respectively. Recall, we use the same symbol to define a
matrix and the associated liner operator).
Importantly, operators H0, . . . , Hp imply the dimensionality reduction of
vectors v0, . . . ,vp. This is because Hizi ∈ L2(Ω,Rri) where 0 < ri < r ≤
min{m,n}, for i = 0, . . . , p.
We call p the degree of T p. It is shown below that T p approximates an
operator of interest F : L2(Ω,Rn)→ L2(Ω,Rm) with the accuracy represented
by theorems in Sections 3.3, 3.4 and 4.4.
2.3 Statement of the problem
Let F : L2(Ω,Rn) → L2(Ω,Rm) be a continuous operator. We consider the
problem as follows: Given x,y and r0, . . . , rp, find matrices G0, H0, . . . , Gp, Hp
and vectors v1, . . . ,vp that solve
min
z1,...,zp
min
G0,H0,...,Gp,Hp
∥∥∥∥∥∥F(y)−
p∑
j=0
GjHjzj
∥∥∥∥∥∥
2
Ω
(6)
subject to
Gj ∈ R
m×rj and Hj ∈ R
rj×qj , (7)
and
Ezizj = O, for i 6= j, (8)
where i, j = 0, . . . , p and O denotes the zero matrix (and the zero vector).
It will be shown in Section 3 below that the solution of problem (6) - (8)
is determined under a special condition imposed on vectors v1, . . . ,vp.
2.4 Specific features of problem in (6)-(8)
The proposed approximating operator T p has several degrees of freedom to
minimize the associated error. They are:
- ‘degree’ p of T p,
- matrices G0, H0, . . . , Gp, Hp,
- injections v1, . . . ,vp,
- values of r0, . . . , rp in (4), and
- dimensions q1, . . . , qp of injections v1, . . . ,vp.
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It is shown in Sections 3.4, 3.3 and 4.4 below that both the optimal choice
of G0, H0, . . . , Gp, Hp and injections v1, . . . ,vp, and the increase in r0, . . . , rp
and q1, . . . , qp leads to the decrease in the error associated with approximating
operator T p.
Injections v1, . . . ,vp represent a new special feature of the proposed tech-
nique.
Further, we would like to mention that the utility of transformations Q0,
. . . , Qp is twofold. First, they lead to a faster numerical realization of the
proposed method. This is because the transformations imply the condition (8)
which allows to represent problem in (6) and (7) as a set of simpler problems
each of which depends on the single pair Gj , Hj , for j = 0, . . . , p (see (17)
and (20) below). It allows us to avoid numerical difficulties associated with
computation of large matrices. Details are given in Section 3.2 that follows.
Second, transformationsQ0, . . . , Qp allow us to determine injections v1, . . . ,vp
in the optimal way developed in Section 4.2 below.
3 Preliminary results
Here, we consider the determination of pairwise uncorrelated vectors z1, . . . ,
zp and the solution of a particular case of the problem in (6), (7), (8) where
a minimization with respect to z1, . . . , zp is not included. These preliminary
results will be used in in Section 4 where the solution of the original problem
represented by (6), (7), (8) is provided.
Definition 1 Random vectors z0, . . . , zp are called pairwise uncorrelated if
the condition in (8) holds for any pair of vectors zi and zj , for i 6= j, where
i, j = 0, . . . , p. Two vectors zi and zj belonging to the set of the pairwise
uncorrelated vectors are called uncorrelated.
For j = 0, . . . , p, let N (M (j)) be a null space of matrix M (j) ∈ Rqj×qj .
Definition 2 Random vectors v0, . . . ,vp are called jointly independent if
M (0)v0(ω) + . . .+M
(p)vp(ω) = O,
almost everywhere in Ω, only if vj(ω) ∈ N (M (j)), for j = 0, . . . , p.
Definition 3 Random vector vj , for j = 0, . . . , p, is called the well-defined
injection if
Γzj = ExzjE
†
zj zj
Ezj x 6= O, (9)
where zj is defined by (3). Otherwise, injection vj is called ill-defined.
An explanation for introducing Definition 3 is provided by Remark 1 below.
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3.1 Determination of pairwise uncorrelated vectors
Theorem 1 Let random vectors v0, . . . ,vp be jointly independent. Then they
are transformed to the pairwise uncorrelated vectors z0, . . . , zp by transforma-
tions Q0, . . . , Qp as follows:
z0 = Q0(v0) = v0 and, for j = 1, . . . , p, (10)
zj = Qj(vj , Zj−1) = vj −
j−1∑
k=0
EvjzkE
†
zkzk
zk. (11)
Proof Suppose that the condition in (8) holds for z0, . . . , zi−1. Then, for ℓ =
0, . . . , i− 1,
Ezizℓ = E[(vi −
i−1∑
l=0
EvizlE
†
zlzl
zl)z
T
ℓ ]
= Evizℓ −
i−1∑
l=0
EvizlE
†
zlzl
Ezlzℓ
= Evizℓ − EvizℓE
†
zℓzℓ
Ezℓzℓ = O. (12)
The latter is true because by Lemma 1 in [56],
EvizℓE
†
zℓzℓ
Ezℓzℓ = Evizℓ .
Thus, by induction, (8) holds for any i = 0, . . . , p. 
The solution device of the problem in (6)-(8) is based, in particular, on the
solution of the problem
min
G0,H0,...,Gp,Hp
∥∥∥∥∥∥F(y)−
p∑
j=0
GjHjzj
∥∥∥∥∥∥
2
Ω
(13)
subject to (7) and (8). In the following Section 3.2, matricesG0, H0, . . . , Gp, Hp
that solve this problem are given.
3.2 Determination of matrices G0, H0, . . . , Gp, Hp that solve the problem in
(13), (7) and (8)
First, recall the definition of a truncated SVD. Let the SVD of matrix A ∈
R
m×n be given by A = UAΣAV
T
A , where UA = [u1 u2 . . . um] ∈ R
m×m, VA =
[v1 v2 . . . vn] ∈ R
n×n are unitary matrices, and ΣA = diag(σ1(A), . . . ,
σmin(m,n)(A)) ∈ R
m×n is a generalized diagonal matrix, with the singular
values σ1(A) ≥ σ2(A) ≥ . . . ≥ 0 on the main diagonal. For k < m, j < n and
ℓ < min(m,n), we denote
UA,k = [u1 u2 . . . uk], VA,j = [v1 v2 . . . vj ], ΣA,ℓ = diag(σ1(A), . . . , σℓ(A)),
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and write
ΠA,L =
rank (A)∑
k=1
uku
T
k and ΠA,R =
rank (A)∑
j=1
vjv
T
j .
For r = 1, . . . , rank (A),
[A]r =
r∑
i=1
σi(A)uiv
T
i ∈ R
m×n, (14)
is the truncated SVD of A. For r ≥ rank (A) we write [A]r = A (= Arank (A)).
Theorem 2 Let v0, . . . ,vp be well-defined injections and vectors z0, . . . , zp
be pairwise uncorrelated. Then the minimal Frobenius norm solution to the
problem in (13) is given, for j = 0, . . . , p, by
Gj = UΓzj ,rj and Hj = U
T
Γzj ,rj
ExzjE
†
zjzj , (15)
Proof For j = 0, . . . , p, let Sj = GjHj , and let S = [S0, . . . , Sp] and w =
[zT0 , . . . , z
T
p ]
T . Then, for x = F(y),
‖F(y)−
p∑
j=0
Sjzj‖
2
Ω = tr
{
(Exx − ExwS
T − SEwx + SEwwS
T )
}
, (16)
whereExw = [Exz0 , . . . , Exzp ] and by Theorem 1, matrixEww is block-diagonal,
Eww = diag[Ez0z0 , . . . , Ezpzp ]. Thus,
SEwwS
T = S0Ez0z0S
T
0 + . . .+ SpEzpzpS
T
p ,
SEwx = S0Ez0x + . . .+ SpEzpx.
Therefore, (16) implies
‖F(y)−
p∑
j=0
Sjzj‖
2
Ω =
p∑
j=0
‖F(y)− Sjzj‖
2
Ω − tr {pExx} , (17)
where
‖F(y)− Sjzj‖
2
Ω = ‖F(y)− Sjzj‖
2
Ω
= tr{Exx − ExzjS
T
j − SjEzjx + SjEzjzjS
T
j }
= ‖E1/2xx ‖
2 − ‖Exzj(E
1/2
zjzj )
†‖2 + ‖(Sj − ExzjE
†
zjzj )E
1/2
zjzj‖
2
= ‖E1/2xx ‖
2 − ‖Exzj(E
1/2
zjzj )
†‖2 + ‖SjE
1/2
zjzj − Exzj (E
1/2
zjzj )
†‖2 (18)
because
E†zjzjE
1/2
zjzj = (E
1/2
zjzj)
†
and
ExzjE
†
zjzjEzjzj = Exzj (19)
(see [57]).
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Let us denote by Rm×nrj the set of all m × n matrices of rank at most rj .
In the RHS of (18), only the last term depends on Sj. Therefore, on the basis
of [24, 58–62], the minimal Frobenius norm solution to the problem
min
Sj∈R
m×n
rj
‖F(y)− Sjzj‖
2
Ω, (20)
for j = 0, . . . , p, is given by
Sj = GjHj = UΓzj ,rjU
T
Γzj ,rj
ExzjE
†
zjzj . (21)
Then (15) follows from (21). 
Remark 1 Definition 3 of the well-defined injections is motivated by the fol-
lowing observation. It follows from (15) that if, for all j = 0, . . . , p, vector
vj is such that Γzj = O, then Gj = O and Hj = O. In other words, then
approximating operator T p = O.
Therefore, in Theorem 2 above and in the theorems below, vectors v0, . . . ,vp
are assumed well-defined.
3.3 Error analysis associated with the solution of problem in (13), (7) and (8)
In Theorem 3 of this section, we obtain the constructive representation of the
error associated with the solution of problem in (13), (7) and (8). In Theorem
4, we show that the error can be improved by the increase in the dimensions
of injections v1, . . . ,vp. Further, Theorems 3, 4 and 5 establish that the error
is also diminished by the increase in the degree of approximating operator T p.
The error associated with T p(v0, . . . ,vp) =
p∑
j=0
GjHjzj is denoted by
ε(p)
GH
= min
G0,H0,...,Gp,Hp
‖F(y)−
p∑
j=0
GjHjzj‖
2
Ω.
Let us denote the Frobenius norm by ‖ · ‖.
Theorem 3 For j = 0, . . . , p, let Aj = Exzj (E
1/2
zjzj )
†, rank (Aj) = sj and
sj ≥ rj + 1. For k = 1, . . . , sj, let σk(Aj) be a singular value of Aj. Let
G0, H0, . . . , Gp, Hp be determined by (15). Then
ε(p)
GH
= tr{Exx} −
p∑
j=0
rj∑
k=1
σ2k(Aj) (22)
In particular, the error decreases as p increases.
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Proof In the notation introduced in (14), matrix GjHj in (15) is represented
as GjHj = [Exzj (E
1/2
zjzj )
†]rj (E
1/2
zjzj )
†. Therefore in (18),
‖GjHjE
1/2
zjzj − Exzj (E
1/2
zjzj)
†‖2
= ‖[Exzj(E
1/2
zjzj)
†]rj (E
1/2
zjzj )
†E1/2zjzj − Exzj (E
1/2
zjzj )
†‖2
= ‖[Exzj(E
1/2
zjzj)
†]rj − Exzj (E
1/2
zjzj )
†‖2
= ‖[Aj ]rj −Aj‖
2
=
sj∑
k=rj+1
σ2k(Aj). (23)
because [Exzj (E
1/2
zjzj )
†]rj (E
1/2
zjzj)
†E
1/2
zjzj = [Exzj (E
1/2
zjzj )
†]rj . Further, since
‖Exzj(E
1/2
zjzj )
†‖2 = ‖Aj‖
2 =
sj∑
k=1
σ2k(Aj), (24)
then (17), (18), (23) and (24) imply (22). 
Let us write
Aj = {aki(j)}
m,qj
k,i=1 and Aj − [Aj ]rj = {bki(j)}
m,qj
k,i=1
where aki(j) and aki(j) are entries of matrices Aj and Aj − [Aj ]rj , respectively.
Let us also denote
γk,(j) =
m∑
i=1
(
a2ki(j) − b
2
ki(j)
)
, γ(j) = max{γ1,(j), . . . , γqj ,(j)}, γ = maxj=1,...,p
γ(j),
α
0
= tr{Exx −
p∑
j=0
AjA
T
j } and q = q1 + . . . ,+qp.
In the following theorem we show that injections v1, . . . ,vp are useful in
the sense as their dimensions increase, so the error associated with the solution
of problem in (13), (7) and (8) is diminished.
Theorem 4 Let v1, . . . ,vp be well-defined injections and let matrices G0, H0,
. . . , Gp, Hp be defined by Theorem 2. Then the associated error decreases as
the sum q of dimensions of injections v1, . . . ,vp increases. In particular, there
is β ∈ (0, γ] such that, given α ≥ α
0
, then
α
0
≤ ε(p)
GH
≤ α (25)
iff
q ≥
tr {Exx} −
r0∑
k=1
σ2k(A0)
β
. (26)
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Proof It follows from (17), (22), (18) and (23) that
ε(p)
GH
= ‖F(y)−GjH0z0‖
2
Ω +
p∑
j=1
‖F(y)−GjHjzj‖
2
Ω − tr {pExx}
= tr {Exx} −
r0∑
k=1
σ2k(A0) +
p∑
j=1
‖F(y)−GjHjzj‖
2
Ω − tr {pExx} (27)
where
‖F(y)−GjHjzj‖
2
Ω = tr {Exx} −
(
‖Aj‖
2 −
∥∥[Aj ]rj −Aj∥∥2)
= tr {Exx} −
qj∑
k=1
m∑
i=1
(
a2ki(j) − b
2
ki(j)
)
.
Therefore,
ε(p)
GH
= tr {Exx} −
r0∑
k=1
σ2k(A0)−
p∑
j=1
qj∑
k=1
m∑
i=1
(
a2ki(j) − b
2
ki(j)
)
. (28)
Here,
qj∑
k=1
m∑
i=1
(
a2ki(j) − b
2
ki(j)
)
> 0 since by (23),
‖Aj‖
2 −
∥∥[Aj ]rj −Aj∥∥2 = rj∑
k=1
σ2k(Aj) > 0. (29)
Thus, (27) - (29) imply that ε(p)
GH
decreases as qj increases, for j = 1, . . . , p,
and p increases.
Further, (22) implies
ε(p)
GH
≥ tr{Exx} −
p∑
j=0
sj∑
k=1
σ2k(Aj) = tr
Exx −
p∑
j=0
AjA
T
j
 = α0 . (30)
Since
0 <
p∑
j=1
qj∑
k=1
m∑
i=1
(
a2ki(j) − b
2
ki(j)
)
≤ γ
p∑
j=1
qj = γq,
then
p∑
j=1
qj∑
k=1
m∑
i=1
(
a2ki(j) − b
2
ki(j)
)
= qβ. (31)
Therefore, (28), (30) and (31) imply
α0 ≤ ε
(p)
GH
= tr {Exx} −
r0∑
k=1
σ2k(A0)− qβ.
thus, if ε(p)
GH
≤ α then (26) is true. Conversely, if the latter is true then ε(p)
GH
≤ α.

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Remark 2 An empirical explanation of Theorem 4 is that the increase in q
implies the increase in the dimensions of matrices H1, . . . , Hp in (5) and (15).
Hence, it implies the increase in the number of parameters to optimize. As
a result, for a fixed parameter r given by (4), the accuracy associated with
approximating operator T p improves. Further, it follows from (26) that, as
q increases, ε(p)
GH
tends to α0 which is the error associated with the full rank
approximating operator Sh (see (35) and (39) below).
Remark 3 By Theorem 3, the error associated with solution of problem (13)
decreases as degree p of the approximating operator T p increases. At the same
time, the increase in degree p of approximating operator T p may involve an
increase in parameter r (see (4)). However, by a condition of some applied
problem in hand, r must be fixed. In the following Theorem 5, under the
condition of fixed r, the case of decreasing the error as the degree p of the
approximating operator increases is detailed.
Theorem 5 Let r and rj , for j = 0, . . . , p, be given. Let g be a nonnegative
integer such that g < p and let ℓg = rg + rg+1 + . . .+ rp. If
rg+1+...+rp∑
k=rg+1
σ2k(Ag) <
p∑
j=g+1
rj∑
k=1
σ2k(Aj), (32)
where
p∑
j=g+1
rj∑
k=1
σ2k(Aj) =
p∑
j=g+1
qj∑
k=1
m∑
i=1
(
a2ki(j) − b
2
ki(j)
)
, then
ε(p)
GH
< ε(g)
GH
, (33)
i.e., for the same r, the error associated with the approximating operator of
higher degree p is less than the error associated with the approximating operator
of lower degree g.
Proof We write r = r0 + . . .+ rg−1 + ℓg. Then
ε(g)
GH
= tr{Exx} −
g−1∑
j=0
rj∑
k=1
σ2k(Aj)−
ℓg∑
k=1
σ2k(Ag)
= tr{Exx} −
g−1∑
j=0
rj∑
k=1
σ2k(Aj)−
rg∑
k=1
σ2k(Ag)−
rg+1+...+rp∑
k=rg+1
σ2k(Ag). (34)
Thus, (22) and (34) imply (32) and (33). 
Remark 4 The RHS in (32) increases as the dimension qj of at least single
injection vj , for j = g + 1, . . . , p, increases while the LHS does not depend on
qj . In other words, one can always find qj , for j = g + 1, . . . , p, such that the
inequality in (32) is true.
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3.4 Particular case: no reduction of vector dimensionality
An important particular case of the problem in (13), (7) and (8) is when matrix
GjHj , for j = 0, . . . , p, is replaced with a full rank matrix Pj ∈ R
m×qj . Then
operator Sh given by
Sh(v0, . . .vp) =
h∑
k=0
Pkzk (35)
is called the full rank approximating operator.
Theorem 6 Let vectors z0, . . . , zp be pairwise uncorrelated. Then the minimal
Frobenius norm solution to the problem
min
P0,...,Ph
‖F(y)−
h∑
k=0
Pkzk‖
2
Ω, (36)
is given, for k = 0, . . . , h, by
Pk = ExzkE
†
zkzk
. (37)
Proof Similar to (17),
‖F(y)−
h∑
j=0
Pjzj‖
2
Ω =
h∑
j=0
‖x− Pjzj‖
2
Ω − tr {hExx} . (38)
It is known (see, for example, [16, 20, 21]) that the minimal Frobenius norm
solution to the problem
min
Pj
‖x− Pjzj‖
2
Ω
is given by (37). 
Theorem 7 Let Aj = Exzj (E
1/2
zjzj )
†. The error associated with the minimal
Frobenius norm solution to the problem in (36) is represented by
min
P0,...,Ph
‖F(y)−
h∑
j=0
Pjzj‖
2
Ω = tr{Exx} −
h∑
j=0
‖Aj‖
2. (39)
Proof For Pj determined by (37),
‖F(y)− Pjzj‖
2
Ω
= tr{Exx} − ‖Exzj(E
1/2
zjzj )
†‖2 + ‖PjE
1/2
zjzj − Exzj (E
1/2
zjzj )
†‖2. (40)
Here,
‖PjE
1/2
zjzj − Exzj (E
1/2
zjzj )
†‖2
= ‖ExzjE
†
zjzjE
1/2
zjzj − Exzj (E
1/2
zjzj )
†‖2
= ‖Exzj(E
1/2
zjzj )
† − Exzj (E
1/2
zjzj )
†‖2 = 0.
That is,
‖F(y)− Pjzj‖
2
Ω = tr{Exx} − ‖Exzj(E
1/2
zjzj )
†‖2. (41)
Then (39) follows from (17) and (41). 
14 Anatoli Torokhti, Pablo Soto-Quiros
4 Solution of problem given by (6), (7), (8)
Now we are in the position to consider a solution of the original problem in
(6), (7), (8).
4.1 Device of solution
In comparison with the problem in (13), (7), (8), a specific difficulty of the
original problem in (6), (7), (8) is a determination of p additional unknowns,
injections v1, . . . ,vp.
The device of the proposed solution is as follows. First, in (10)-(11), the
pairwise uncorrelated random vectors z0, . . . , zp are denoted by z
(0)
0 . . . , z
(0)
p .
In (15), matrices Gj and Hj , for j = 0, . . . , p, are denoted by G
(0)
j and H
(0)
j ,
respectively. The associated error is still represented by (22).
Then, for i = 0, 1, . . ., searched injections v
(i+1)
1 , . . . ,v
(i+1)
p and matrices
G
(i+1)
1 , H
(i+1)
1 , . . . G
(i+1)
p , H
(i+1)
p are determined by the iterative procedure
represented bellow. In particular, it will be shown in Theorem 11 below that
v
(i+1)
1 , . . . ,v
(i+1)
p and G
(i+1)
1 , H
(i+1)
1 , . . . G
(i+1)
p , H
(i+1)
p further minimize the
associated error. The i-th iterative loop of the iterative procedure consists of
the steps as follows.
The i-th iterative loop, for i = 0, 1, . . . .
Step 1. If i = 0, denote z˜
(0)
k = z
(0)
k , for k = 1, . . . , p, and go to Step 3.
Otherwise, go to Step 2.
Step 2. Given v
(i)
1 , . . . ,v
(i)
p , find pairwise uncorrelated random vectors
z
(i)
1 . . . , z
(i)
p . Recall that z0 = v0 = y and that z
(i)
1 . . . , z
(i)
p are such that
E
z
(i)
k
z
(i)
j
= O, for k 6= j. The latter condition implies a simplification of the
computational procedure for determining G1, H1, . . . , Gp, Hp in Step 5 below.
Since z
(i)
1 . . . , z
(i)
p are not determined from an error minimization problem,
they are updated in the next Step 3.
Step 3. Given v0 = y, G
(i)
0 , H
(i)
0 , . . . , G
(i)
p , H
(i)
p , find z1, . . . , zp that solve
min
z1,...,zp
‖F(y)−
p∑
k=1
G
(i)
k H
(i)
k zk‖
2
Ω. (42)
The solutions are denoted by z˜
(i+1)
1 , . . . , z˜
(i+1)
p . Also denote
ε(i+1)z = ‖F(y)−
p∑
k=0
G
(i)
k H
(i)
k z˜
(i+1)
k ‖
2
Ω, (43)
where, for k = 0, we set G
(i)
0 = G
(0)
0 and H
(i)
0 = H
(0)
0 , for all i = 1, 2, . . ..
Step 4. For Z˜j−1 = {z˜
(i+1)
0 , . . . , z˜
(i+1)
j−1 }, find vj that solves the equation
z˜
(i+1)
j = Qj(vj , Z˜j−1), (44)
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for j = 1, . . . , p, and denote it by v
(i+1)
j . We call v
(i+1)
j the optimal injection.
Step 5. Given z˜
(i)
1 , . . . , z˜
(i)
p , find G1, H1, . . . , Gp, Hp that solve
min
G1,H1,...,Gp,Hp
∥∥∥∥∥F(y)−
p∑
k=1
GkHkz˜
(i)
k
∥∥∥∥∥
2
Ω
. (45)
The solution of problem (45) is denoted by G
(i+1)
1 , H
(i+1)
1 , . . . , G
(i+1)
p , H
(i+1)
p .
Further, denote
ε
(i+1)
GH = ‖F(y)−
p∑
k=0
G
(i+1)
k H
(i+1)
k z˜
(i)
k ‖
2
Ω, (46)
where, as before, for k = 0, we set G
(i+1)
0 = G
(0)
0 and H
(i+1)
0 = H
(0)
0 , for all
i = 0, 1, . . ..
Step 6. If ε
(i+1)
z = min{ε
(i+1)
GH , ε
(i+1)
z } then denote
ε(i+1) = ε(i+1)z . (47)
If ε
(i+1)
GH = min{ε
(i+1)
GH , ε
(i+1)
z } then set
ε(i+1) = ε
(i+1)
GH . (48)
Step 7. If, for a given tolerance δ,
‖ε(i+1) − ε(i)‖2Ω ≤ δ, (49)
the iterations are stopped. If not then Steps 2-7 are repeated to form the next
iterative loop.
For i = 0, 1, . . . , we denote
T (i,i+1)p (v0,v
(i+1)
1 , . . . ,v
(i+1)
p ) =
p∑
k=0
G
(i)
k H
(i)
k z˜
(i+1)
k (50)
and
T (i+1,i)p (v0,v
(i)
1 , . . . ,v
(i)
p ) =
p∑
k=0
G
(i+1)
k H
(i+1)
k z˜
(i)
k . (51)
The above steps of the solution device are consummated as follows.
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4.2 Determination of z˜
(i+1)
j and v
(i+1)
j in Steps 3 and 4
Theorem 8 For i = 0, 1, . . ., j = 1, . . . , p and all ω ∈ Ω, the solution of
problem (42) is given by
z˜
(i+1)
j (ω) = (G
(i)
j H
(i)
j )
†x(ω). (52)
Proof Similar to (17), the cost function in (42) is represented as follows:∥∥∥∥∥∥F(y)−
p∑
j=0
G
(i)
j H
(i)
j zj
∥∥∥∥∥∥
2
Ω
=
p∑
j=0
∥∥∥F(y)−G(i)j H(i)j zj∥∥∥2
Ω
− tr {pExx} . (53)
Here,
‖F(y)−G
(i)
j H
(i)
j zj‖
2
Ω =
∫
Ω
‖F(y)(ω)−G
(i)
j H
(i)
j zj(ω)‖
2dµ(ω). (54)
For j = 1, . . . , p, vector zj(ω) ∈ R
qj of the smallest Euclidean norm of all
minimizers that solves
min
zj(ω)
‖F(y)(ω)−G
(i)
j H
(i)
j zj(ω)‖
2
is given by (see [63], p. 257)
zj(ω) = z˜
(i+1)
j (ω) = (G
(i)
j H
(i)
j )
†x(ω).
Thus, (52) is true. 
Further, we wish to find optimal injections v
(i+1)
1 , . . . ,v
(i+1)
p , i.e., those
that satisfy (44) where Qj is represented by (11) written in terms of z˜
(i+1)
0 ,
. . . , z˜(i+1)p . Then (11) and (44) imply, for j = 1, . . . , p,
(G
(i)
j H
(i)
j )
†x(ω) = vj(ω)−
j−1∑
ℓ=0
Evj z˜ℓE
†
z˜ℓz˜ℓ
(G
(i)
ℓ H
(i)
ℓ )
†x(ω). (55)
In the RHS of (55), for a notation simplicity, we write z˜ℓ instead of z˜
(i+1)
ℓ .
Thus, optimal injection v
(i+1)
j , for j = 1, . . . , p, should satisfy (55) where
vj should be replaced with v
(i+1)
j . The latter is determined by Theorem 9
below where, for i = 0, 1, . . . , j = 1, . . . , p and ℓ, k = 0, . . . , j, we denote
γ
(i)
ℓ (ω) = E
†
z˜
(i+1)
ℓ
z˜
(i+1)
ℓ
z˜
(i+1)
ℓ (ω), B
(i)
jk = (G
(i)
j H
(i)
j )
†
h∑
s=0
F (0)s Ez˜(0)s z˜(i+1)k
(56)
and A
(i)
ℓk = E
†
z˜
(i+1)
ℓ
z˜
(i+1)
ℓ
E
z˜
(i+1)
ℓ
z˜
(i+1)
k
. (57)
Here, γ
(i)
ℓ (ω) ∈ R
qℓ×qℓ , B
(i)
jk ∈ R
qj×qk and A
(i)
ℓk ∈ R
qℓ×qk .
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Theorem 9 Let z˜
(i+1)
0 , . . . , z˜
(i+1)
p be given by (52) and let
B(i) = [B
(i)
j0 , . . . , B
(i)
j,j−1] and A
(i) = {A
(i)
ks }
j−1
k,s=0, (58)
where B(i) ∈ Rqj×q, A(i) ∈ Rq×q and q = q0 + . . . + qj−1. Then v
(i+1)
j , for
j = 1, . . . , p, is determined by
v
(i+1)
j (ω) = (G
(i)
j H
(i)
j )
†x(ω) +
j−1∑
ℓ=0
C
(i)
jℓ γ
(i)
ℓ (ω), (59)
where matrices C
(i)
j0 , . . . , C
(i)
j,j−1 are defined by
[C
(i)
j0 , . . . , C
(i)
j,j−1] = B
(i)(I −A(i))†. (60)
Here, C
(i)
jℓ ∈ R
qj×qℓ , for ℓ = 0, . . . , j − 1.
Proof We write (55) as
vj(ω) = (G
(i)
j H
(i)
j )
†x(ω) +
j−1∑
ℓ=0
Evj z˜ℓE
†
z˜ℓz˜ℓ
(G
(i)
ℓ H
(i)
ℓ )
†x(ω),
i.e.,
vj(ω) = (G
(i)
j H
(i)
j )
†x(ω) +
j−1∑
ℓ=0
[∫
Ω
vj(ξ)[z˜
(i+1)
ℓ (ξ)]
T dµ(ξ)
]
γ
(i)
ℓ (ω). (61)
Let us now replace vj(ω) with v
(i+1)
j (ω) and write equation (61) as follows:
v
(i+1)
j (ω) = α
(i)
j (ω) +
∫
Ω
K
(i)
j (ω, ξ)v
(i+1)
j (ξ)dµ(ξ), (62)
where
α
(i)
j (ω) = (G
(i)
j H
(i)
j )
†x(ω) and K
(i)
j (ω, ξ) =
j−1∑
ℓ=0
[z˜
(i+1)
ℓ (ξ)]
T
γ
(i)
ℓ (ω). (63)
Recall that in (63), matrices G
(i)
j andH
(i)
j depend on v
(i)
j (ω), not on v
(i+1)
j (ω).
Therefore, equation (62) is a vector version of the Fredholm integral equation
of the second kind [64] with respect to v
(i+1)
j (ω). Its solution is provided as
follows. Write (62) as
v
(i+1)
j (ω) = α
(i)
j (ω) +
j−1∑
ℓ=0
C
(i)
jℓ γ
(i)
ℓ (ω), (64)
where
C
(i)
jℓ =
∫
Ω
v
(i+1)
j (ξ)[z˜
(i+1)
ℓ (ξ)]
T dµ(ξ).
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Let us now multiply both sides of (64) by [z
(i+1)
k (ω)]
T , for k = 0, . . . , j− 1,
and integrate. It implies∫
Ω
v
(i+1)
j (ω)[z˜
(i+1)
k (ω)]
Tdµ(ω)
=
∫
Ω
α
(i)
j (ω)[z˜
(i+1)
k (ω)]
T dµ(ω) +
j−1∑
ℓ=0
C
(i)
jℓ
∫
Ω
γ
(i)
ℓ (ω)[z˜
(i+1)
k (ω)]
T dµ(ω)
and
C
(i)
jk = Bjk +
j−1∑
ℓ=0
C
(i)
jℓ A
(i)
ℓk , (65)
where, for k = 0, . . . , j − 1,
B
(i)
jk =
∫
Ω
α
(i)
j (ω)[z˜
(i+1)
k (ω)]
T dµ(ω)
= (G
(i)
j H
(i)
j )
†
∫
Ω
[
h∑
s=0
F (0)s z
(0)
s (ω)
]
[z˜
(i+1)
k (ω)]
Tdµ(ω)
= (G
(i)
j H
(i)
j )
†
h∑
s=0
F (0)s Ez(0)s z˜(i+1)k
∈ Rqj×qk (66)
and
A
(i)
ℓk =
∫
Ω
γ
(i)
ℓ (ω)[z˜
(i+1)
k (ω)]
T dµ(ω)
= E†
z˜
(i+1)
ℓ
z˜
(i+1)
ℓ
E
z˜
(i+1)
ℓ
z˜
(i+1)
k
∈ Rqℓ×qk . (67)
Let C(i) = [C
(i)
j0 , . . . , C
(i)
j,j−1] ∈ R
qj×q. Then the set of matrix equations in (65)
can be written as a single equation
C(i) = B(i) + C(i)A(i) (68)
or
B(i) = C(i)(I −A(i)). (69)
If matrix I −A(i) is invertible then (69) implies
C(i) = B(i)(I −A(i))−1. (70)
If matrix I −A(i) is singular then instead of equation (68) or (69) we consider
the problem
min
C(i)
‖B(i) − C(i)(I −A(i))‖2. (71)
Its minimal Frobenius norm solution is given by [47]
C(i) = B(i)(I −A(i))†. (72)
Thus, injection v
(i+1)
j we search follows from (64), (70) and (72). 
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4.3 Determination of matrices G
(i+1)
1 , H
(i+1)
1 , . . . , G
(i+1)
p , H
(i+1)
p in Step 5
In Step 5, matrices G
(i+1)
1 , H
(i+1)
1 , . . . , G
(i+1)
p , H
(i+1)
p solve problem (45). At
the same time, the problems in (13) and (45) differ in the notation only. There-
fore, in Step 5, matrices G
(i+1)
1 , H
(i+1)
1 , . . . , G
(i+1)
p , H
(i+1)
p are determined, in
fact, by Theorem 2 where only the notation should be changed. Neverthe-
less, to avoid any confusion, we below provide Theorem 10 where matrices
G
(i+1)
1 , H
(i+1)
1 , . . . , G
(i+1)
p , H
(i+1)
p are represented. To simplify the notation in
Theorem 10 , we set
Γzj = Γz˜(i)
j
, Exzj = Exz˜(i)
j
and Ezjzj = Ez˜(i)
j
z˜
(i)
j
. (73)
Theorem 10 Let v0,v
(i)
1 , . . . ,v
(i)
p be well-defined injections and vectors z˜
(i)
1 ,
. . . , z˜(i)p be pairwise uncorrelated. Then in the notation (73), the minimal
Frobenius norm solution to the problem in (45) is given, for j = 1, . . . , p,
by
G
(i+1)
j = UΓzj ,rj and H
(i+1)
j = U
T
Γzj ,rj
E
xz
(i)
j
E†zjzj . (74)
Proof The proof follows from the proof of Theorem 2. 
4.4 Error analysis of the solution of problem in (6), (7), (8)
Theorem 11 Let G
(0)
0 , H
(0)
0 , and G
(i)
k , H
(i)
k and z˜
(i)
k , for k = 1, . . . , p, i =
0, 1, . . . , be determined by Theorem 2 and 8, respectively. Let ε(i) be the as-
sociated error defined by (47) and (48). Then the increase in the number of
iterations i implies the decrease in the associated error, i.e.,
ε(i+1) ≤ ε(i). (75)
Proof Let us consider the initial case of the proposed method when i = 0.
(i) The case i = 0. For i = 0, the i-th iteration loop represented in Section
4.1, implies
ε(1)z = min
z1,...,zp
‖x−
p∑
k=1
G
(0)
k H
(0)
k zk‖
2
Ω.
Here, for j = 1, . . . , p, G
(1)
j = G
(0)
j and H
(1)
j = H
(0)
j . Therefore,
ε(1)z = min
z1,...,zp
‖x−
p∑
k=1
G
(1)
k H
(1)
k zk‖
2
Ω,
i.e., for any z1, . . . , zp,
ε(1)z ≤ ‖x−
p∑
k=1
G
(1)
k H
(1)
k zk‖
2
Ω.
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In particular, for z1 = z˜
(0)
1 , . . . , zp = z˜
(0)
p ,
ε(1)z ≤ ‖x−
p∑
k=1
G
(1)
k H
(1)
k z˜
(0)
k ‖
2
Ω = ε
(1)
GH
and
ε(1)z ≤ ‖x−
p∑
k=1
G
(0)
k H
(0)
k z˜
(0)
k ‖
2
Ω = ε
(0).
Let us denote
ε(1) = ε(1)z . (76)
Then
ε(1) ≤ ε(0). (77)
For i = 1, 2, . . . , let us prove inequality (75) by induction. To this end, we
first consider the basis step of the induction which consists of cases i = 1 and
i = 2.
(ii) The basis step: Case i = 1. If i = 1 then the i-th iteration loop (see
Section 4.1) implies
ε
(2)
GH = minG1,H1,...,Gp,Hp
∥∥∥∥∥x−
p∑
k=1
GkHkz˜
(1)
k
∥∥∥∥∥
2
Ω
=
∥∥∥∥∥x−
p∑
k=1
G
(2)
k H
(2)
k z˜
(1)
k
∥∥∥∥∥
2
Ω
,
i.e., for all Gk and Hk with k = 1, . . . , p,
ε
(2)
GH ≤
∥∥∥∥∥x−
p∑
k=1
GkHkz˜
(1)
k
∥∥∥∥∥
2
Ω
.
In particular, for Gk = G
(1)
k and Hk = H
(1)
k with k = 1, . . . , p,
ε
(2)
GH ≤
∥∥∥∥∥x−
p∑
k=1
G
(1)
k H
(1)
k z˜
(1)
k
∥∥∥∥∥
2
Ω
. (78)
Further, because for k = 1, . . . , p, G
(1)
k = G
(0)
k and H
(1)
k = H
(0)
k then
min
z1,...,zp
‖x−
p∑
k=1
G
(1)
k H
(1)
k zk‖
2
Ω = min
z1,...,zp
‖x−
p∑
k=1
G
(0)
k H
(0)
k zk‖
2
Ω. (79)
Therefore, z
(2)
k = z
(1)
k , for k = 1, . . . , p (see (42)). Thus, (78) and (79) imply
ε
(2)
GH ≤
∥∥∥∥∥x−
p∑
k=1
G
(1)
k H
(1)
k z˜
(2)
k
∥∥∥∥∥
2
Ω
= ε(2)z . (80)
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But since G
(1)
k = G
(0)
k and H
(1)
k = H
(0)
k , for k = 1, . . . , p, then
ε(2)z = ε
(1)
z . (81)
Then by (76), (80) and (81),
ε
(2)
GH ≤ ε
(1)
z = ε
(1). (82)
Because of (80) we denote
ε(2) = ε
(2)
GH . (83)
Then (82) and (83) imply
ε(2) ≤ ε(1). (84)
(iii) The basis step: Case i = 2. In this case, ε
(i+1)
z in (43) is written as
ε(3)z = min
z1,...,zp
‖x−
p∑
k=1
G
(2)
k H
(2)
k zk‖
2
Ω = ‖x−
p∑
k=1
G
(2)
k H
(2)
k z˜
(3)
k ‖
2
Ω.
That is, for any z1, . . . , zp,
ε(3)z ≤ ‖x−
p∑
k=1
G
(2)
k H
(2)
k zk‖
2
Ω.
In particular, for zk = z˜
(2)
k and k = 1, . . . , p,
ε(3)z ≤ ‖x−
p∑
k=1
G
(2)
k H
(2)
k z˜
(2)
k ‖
2
Ω,
where by (79), z˜
(2)
k = z˜
(1)
k . Thus,
ε(3)z ≤ ‖x−
p∑
k=1
G
(2)
k H
(2)
k z˜
(1)
k ‖
2
Ω. (85)
At the same time,
ε
(3)
GH = minG1,H1,...,Gp,Hp
∥∥∥∥∥x−
p∑
k=1
GkHkz˜
(2)
k
∥∥∥∥∥
2
Ω
=
∥∥∥∥∥x−
p∑
k=1
G
(3)
k H
(3)
k z˜
(2)
k
∥∥∥∥∥
2
Ω
.(86)
But z˜
(2)
k = z˜
(1)
k , therefore, G
(3)
k , H
(3)
k solve, in fact,
min
G1,H1,...,Gp,Hp
∥∥∥∥∥x−
p∑
k=1
GkHkz˜
(1)
k
∥∥∥∥∥
2
Ω
,
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i.e., G
(3)
k = G
(2)
k , H
(3)
k = H
(2)
k . Therefore, (86) implies
ε
(3)
GH =
∥∥∥∥∥x−
p∑
k=1
G
(2)
k H
(2)
k z˜
(1)
k
∥∥∥∥∥
2
Ω
= ε
(2)
GH (87)
and (85), (87) imply
ε(3)z ≤ ε
(3)
GH = ε
(2)
GH . (88)
Denote ε(3) = ε
(3)
z . By (83), ε(2) = ε
(2)
GH . Then
ε(3) ≤ ε(2). (89)
The inductive step. Let us suppose that, for s = 1, 2, . . . , if z˜(2s) = z˜(2s−1),
and ε(2s) = ε
(2s)
GH and ε
(2s−1) = ε
(2s−1)
z then
ε(2s) ≤ ε(2s−1). (90)
Below, we show that then (75) is true.
To this end, for s = 1, 2, . . . , let us consider case i = 2s. We have
ε(2s+1)z = min
z1,...,zp
‖x−
p∑
k=1
G
(2s)
k H
(2s)
k zk‖
2
Ω = ‖x−
p∑
k=1
G
(2s)
k H
(2s)
k z˜
(2s+1)
k ‖
2
Ω.
That is, for any z1, . . . , zp,
ε(2s+1)z ≤ ‖x−
p∑
k=1
G
(2s)
k H
(2s)
k zk‖
2
Ω.
In particular, for zk = z˜
(2s)
k and k = 1, . . . , p,
ε(2s+1)z ≤ ‖x−
p∑
k=1
G
(2s)
k H
(2s)
k z˜
(2s)
k ‖
2
Ω,
where by the above assumption, z˜
(2s)
k = z˜
(2s−1)
k . Thus,
ε(2s+1)z ≤ ‖x−
p∑
k=1
G
(2s)
k H
(2s)
k z˜
(2s−1)
k ‖
2
Ω = ε
(2s)
GH , (91)
i.e.,
ε(2s+1)z ≤ ε
(2s)
GH . (92)
Denote
ε(2s+1) = ε(2s+1)z . (93)
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By the assumption, ε(2s) = ε
(2s)
GH . Then (92) implies
ε(2s+1) ≤ ε(2s). (94)
We also need the following. By (45), G
(2s+1)
k and H
(2s+1)
k solve
min
G1,H1,...,Gp,Hp
∥∥∥∥∥x−
p∑
k=1
GkHkz˜
(2s)
k
∥∥∥∥∥
2
Ω
. (95)
But by the assumption, z˜(2s) = z˜(2s−1). Therefore, (95) is equivalent to
min
G1,H1,...,Gp,Hp
∥∥∥∥∥x−
p∑
k=1
GkHkz˜
(2s−1)
k
∥∥∥∥∥
2
Ω
. (96)
Thus,
G
(2s+1)
k = G
(2s)
k and H
(2s+1)
k = H
(2s)
k , (97)
and, in particular, ε
(2s+1)
GH = ε
(2s)
GH .
Further, for s = 1, 2, . . . , let us now consider the case i = 2s+ 1. Then
ε
(2s+2)
GH = minG1,H1,...,Gp,Hp
∥∥∥∥∥x−
p∑
k=1
GkHkz˜
(2s+1)
k
∥∥∥∥∥
2
Ω
=
∥∥∥∥∥x−
p∑
k=1
G
(2s+2)
k H
(2s+2)
k z˜
(2s+1)
k
∥∥∥∥∥
2
Ω
.
Therefore, for any Gk and Hk,
ε
(2s+2)
GH ≤
∥∥∥∥∥x−
p∑
k=1
GkHkz˜
(2s+1)
k
∥∥∥∥∥
2
Ω
. (98)
In particular, for Gk = G
(2s+1)
k and Hk = H
(2s+1)
k ,
ε
(2s+2)
GH ≤
∥∥∥∥∥x−
p∑
k=1
G
(2s+1)
k H
(2s+1)
k z˜
(2s+1)
k
∥∥∥∥∥
2
Ω
. (99)
Then (97) implies
ε
(2s+2)
GH ≤
∥∥∥∥∥x−
p∑
k=1
G
(2s)
k H
(2s)
k z˜
(2s+1)
k
∥∥∥∥∥
2
Ω
, (100)
But the RHS in (100) is ε
(2s+1)
z . Denote ε(2s+2) = ε
(2s+2)
GH and recall that by
(93), ε(2s+1) = ε
(2s+1)
z . Therefore, (100) implies
ε(2s+2) ≤ ε(2s+1). (101)
Thus, (75) is true. 
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Further, the following observations are a basis for Theorem 12 considered
below. Let us denote
f(S, z) = f(S0, . . . , Sp, z0, . . . , zp) = ‖x−
p∑
j=0
GjHjzj‖
2
Ω, (102)
where, for j = 0, 1, . . . , p, Sj = GjHj , S = [S0, . . . , Sp], z = [z0, . . . , zp]
T and
z0 = y.
For i = 1, 2, . . ., we also write S(i) = [S
(1)
0 , S
(i)
1 , . . . , S
(i)
p ] and z˜
(i−1) =
[z˜
(i−1)
0 , z˜
(i−1)
1 , . . . , z˜
(i−1)
p ]
T where z˜
(i−1)
0 = y.
LetM be a metric space. Following [65] (p. 134), we call α ∈ M a cluster
point of sequence {xn} ⊂ M if every neighborhood of α contains infinitely
many terms of the sequence. A more precise characterization of the cluster
point is as follows.
Definition 4 Let B(α, ǫ) ⊂ M be an open ball with center α and radius ǫ.
Point α is called a cluster point [65] of a sequence {xn} ⊂M iff for each ǫ > 0,
m ∈ N, there is n ≥ m such that xn ∈ B(α, ǫ), for all n ≥ m.
Definition 5 Let P ∗ = (S∗, z∗) be a cluster point of sequence {P (j)} =
{(S(j), z(j))}, for j = 1, 2, . . . . Point Sz∗ is called a best response to S if
Sz∗ ∈ arg min
S∈K1
f(S, z∗).
We wish now to find a coordinate-wise minimum point of f(S, z). To this
end, we define compact sets K1 and K2 such that
K1 = {S : 0 ≤ f(S, z
(i−1)) ≤ f(S(i), z˜(i−1))} (103)
and
K2 = {z : 0 ≤ f(S
(i), z)) ≤ f(S(i), z˜(i−1))}. (104)
Theorem 12 Let S ∈ K1 and z ∈ K2. Let S(i) and z˜
(i) be determined by
Theorems 2 and 8, respectively, and let P (i) = (S(i), z˜(i−1)). Then any cluster
point of sequence {P (i)}, say P ∗ = (S∗, z∗) , is a coordinate-wise minimum
point of f(S, z), i.e.,
S∗ ∈ arg min
S∈K1
f(S, z∗) and z∗ ∈ arg min
z∈K2
f(S∗, z).
Proof Since each Kj , for j = 1, 2, is compact, then there is a subsequence
{P (jt)} = {(S(jt), z(jt))} such that P (jt) → P ∗ when t → ∞. Consider entry
S(jt) of P (jt). Let Sz∗ and Sz(jt) be best responses to S associated with z
∗
and z(jt), respectively. Then we have [66]
f(Sz∗ , z
(jt)) ≥ f(Sz(jt) , z
(jt)) ≥ f(S(jt+1), z(jt+1)) ≥ f(S(jt+1), z(jt+1))
By continuity, as t→∞,
f(Sz∗ , z
∗) ≥ f(S∗, z∗). (105)
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It implies that (105) should hold as an equality, since the inequality is true by
the definition of the best response Sz∗ . Thus, S
∗ is the best response for z∗,
or equivalently, S
∗
is the solution for the problem arg min
S∈K1
f(S, z∗).
The proof is similar if we consider entry z(jt) of P (jt). 
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