Comparison results for highly degenerate parabolic equations with
  univariate convex data and optimal strategies for options on trading accounts by Kampen, Jörg & Vecer, Jan
ar
X
iv
:1
70
6.
04
50
3v
1 
 [m
ath
.PR
]  
14
 Ju
n 2
01
7
Comparison results for highly degenerate
parabolic equations with univariate convex data
and optimal strategies for options on trading
accounts
Jo¨rg Kampen, Jan Vecer
October 2, 2018
Abstract
For linear multivariate purely second order highly degenerated parabolic
equations with univariate convex data, monotonicity of coefficient matri-
ces implies monotonicity of the related value functions. For multivariate
data, comparison holds only for trivial coefficients, where we recover and
extend existing results for uniformly elliptic equations to highly degener-
ate equations by a different method of proof based on Green’s identity.
The results extend to multivariate parabolic equations with first order
terms and monotonically increasing univariate data. Related convexity
criteria are derived from this new perspective. The univariate data are
assumed to have some upper bound on exponential growth. Extensions
of the argument to lognormal coordinates allow for applications beyond
power options. Representation formulas of Greeks are implied. Multivari-
ate comparison with univariate data is used in order to determine optimal
strategies for multivariate passport options. These optimal strategies re-
veal new features of multivariate passport options compared to univariate
passport options due to correlation effects. Passport option values are
determined by HJB-Cauchy problems with control spaces of measurable
bounded functions. Especially the values of optimal strategy functions
of passport options, where the control space of strategy values forms a
hypercube, are located on the inverse images of the vertices of that cube
under the rotation matrix mapping which defines the diagonalization of
the correlation matrix of the underlying assets. Especially, multivariate
passport options cannot be reduced to lookback options as in the univari-
ate case. However multivariate passport options inherit from univariate
passport options the feature that optimal strategies prescribe switching
between long and short limit positions on a high frequency basis. This
corresponds to control spaces of measurable functions, where more than
Ho¨lder regularity cannot be expected. As this is often not feasible, it is
interesting to introduce a new product of symmetric passport options with
positive trading position constraints. The comparison result is applied to
this new product in the case of one underlying share (next to a money
account), where optimal strategies prescribe a maximal limit position in
the lower asset at each time. Hence, coefficients related to optimal strate-
gies are not continuous in general, but in a more regular class which is
more interesting from the trading perspective and from the point of view
of regularity theory than the case of classical passport options.
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1 Introduction
Natural sufficient conditions for the existence of smooth densities for parabolic
equations of second order were established by Ho¨rmander in [8]. Later in the
1980’s Gaussian priori estimates of these densities and of multivariate spatial,
time and mixed derivatives of arbitrary order were established from the point of
view of Malliavin calculus in [12]. Our interest in this paper is to combine these
results with Green’s identity and related properties of the adjoint of fundamental
solutions in order to obtain comparison results for multivariate pure diffusions
with univariate convex data. This extends generalizations of Hajek’s univariate
comparison results obtained in [11]. The Ho¨rmander condition seems natural in
this context, because
a) stronger conditions of degeneracy may lead to regularity constraints or even
non-existence of densities,
b) comparison of jump diffusions does not hold in general since it does not hold
for simple Poisson processes as is shown in [19].
Furthermore, the restriction of univariate data is essential as the result cannot
be extended to multivariate data. Here we give a different proof of a result
obtained in [17]. We also extend convexity criteria to the class of highly de-
generate parabolic equations of pure second order. No-go results of comparison
for multivariate data results are strengthened also in the sense that exponential
upper bounds for the univariate data are allowed. This allows for applications to
power options, where the payoff has polynomial growth conditions in lognormal
coordinates which transfers to exponential growth conditions for normal coordi-
nates. Even these growth conditions can be weakened, as we show in section 4.
Fortunately, comparison results with univariate data are sufficient in order to
determine optimal strategies for multivariate forms of classical passport options,
and of a new class of symmetric passport options which are considered in the
essentially univariate case of one share and one money account. A review of
the literature on passport options and an introduction to this new product is
given in the last section of this paper. Additional applications concerning the
representations of Greeks are considered in section 5.
2 Comparison for univariate data and the ad-
joint of the fundamental solution
First, let us consider pure diffusions of second order on the domain D = [0, T ]×
R
n, where T > 0 is arbitrarily large and and Rn is the n–dimensional Euclidean
space, i.e., we consider Cauchy problems of the form

Lv ≡ vt −
∑n
i,j=1 aij
∂2v
∂xi∂xj
= 0
v(0, x) = f(x),
(1)
on the domain D with spatially dependent coefficients aij : R
n → R which
form a nonnegative coefficient matrix (aij) ≥ 0 at each x ∈ R
n. Since we
have local convexity violation for nontrivial diffusions with multivariate payoffs
2
(see below), and since some optimal control problems of practical interest can
be formulated with restricted forms of payoffs, we are interested especially in
univariate data, i.e., data of the form
f(x) = h(x1) (2)
after appropriate renumeration of the components of x = (x1, · · · , xn)
T . Note
that convexity criteria and comparison transfer to stochastic sums. Uniform
ellipticity simplifies the argument a bit, but our methods apply to Ho¨rmander
diffusions as well, and we will prove our results in the latter case. We denote
the fundamental solution of (1) by p. The adjoint equation is
L∗u ≡ ut +
∑
i,j=1
∂2
∂xi∂xj
(aiju) = 0, (3)
where we denote the fundamental solution of (3) by p∗. For any regular functions
u, v ∈ C1,2, we have Green’s identity for variable coefficients
vL∗u− uLv = (uv)t −
n∑
i=1
∂
∂xi

 n∑
j=1
(
uaij
∂v
∂xi
− vaij
∂u
∂xj
− uv
∂aij
∂xj
) . (4)
Now let u, v be the fundamental solutions of Lv = 0 and L∗u = 0 respectively.
We consider
v(σ, z) = p(σ, z; s, y), u(σ, z) = p∗(σ, z; t, x), t > s. (5)
Let ǫ > 0 be small enough such that s+ǫ < t−ǫ, and let BR = {z ∈ R
n||z| ≤ R},
whereR is much larger than |x|, |y|. Integrating equation (4) over [s+ǫ, t−ǫ]×BR
and using Lv = 0 and L∗u = 0, the left side of (4) becomes zero, and we get
the equation∫
BR
u(t− ǫ, z)v(t− ǫ, z)− u(s+ ǫ, z)v(s+ ǫ, z)dz
=
∫ t−ǫ
s+ǫ
∫
∂BR
(
∑n
i=1
∂
∂xi
[∑n
j=1
(
uaij
∂v
∂xi
− vaij
∂u
∂xj
− uv
∂aij
∂xj
)]
(σ, z)dSdσ,
(6)
where ∂BR denotes the boundary of BR, and where the right side of (6) is a
surface integral over the boundary ∂BR of the ball BR. We are interested in
conditions, where the right side of (6) converges to zero as R ↑ ∞. We then
have ∫
Rn
u(t− ǫ, z)v(t− ǫ, z)dz =
∫
Rn
u(s+ ǫ, z)v(s+ ǫ, z)dz,
or
∫
Rn
v(t− ǫ, z)p∗(t− ǫ, z; t, x)dz =
∫
Rn
u(s+ ǫ, z)p(s+ ǫ; s, y)dz.
(7)
In the limit ǫ ↓ 0 we get
v(t, x) = u(s, y), (8)
and, similarly for any h ∈ Rn, we have
v(t, x+ h) = u(s, y + h). (9)
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Next, for directions h, consider finite difference quotients
D+h u(s, w) =
u(s, w + h)− u(s, w)
h
,D−h u(s, w) =
u(s, w)− u(s, w − h)
h
, (10)
and
D2hu(s, w) =
D+h u(s, w)−D
−
h u(s, w)
h
, (11)
and for multiindices α, let Dαh denote the coordinate versions of these difference
equations. Then
Dαhv(t, x) = D
α
hu(s, y) (12)
holds for all 0 ≤ |α| ≤ 2, and if the finite difference of the right side of (6) goes
to zero as R ↑ ∞ and h ↓ 0, then we get indeed
Dαxv(t, x) = D
α
y u(s, y) (13)
Such a formula can then be used in partial integration in order to obtain com-
parison results, but as convex functions usually have some growth at spatial
infinity, such partial integrations are useful only for approximating functions,
i.e., for data which live in a suitable functions space such as H2 ∩ C2, where
H2 denotes the standard Sobolev space of order 2, i.e., the space where the
derivatives up to second order are in L2.
Before we introduce the Ho¨rmander conditions, we consider a simple set of
conditions such that comparison holds. Here, we mention the more specific con-
dition of uniform ellipticity, since this is a typical condition used in the literature.
Indeed, for some applications, such as passport options, global regular existence
results for the associated Hamilton-Jacobi-Bellmann equations are unknown or
may not exist if the control space is not regular (as is the case especially for
classical multivariate passport options). Next, we state the uniform ellipticity
condition.
(C) A uniform ellipticity condition holds, i.e., there exist 0 < λ < Λ <∞ such
that for all sli, 1 ≤ i ≤ n and σ ∈ [0, T ]
λ|z|2 ≤
∑
ij
aijzizj ≤ Λ|z|
2. (14)
The second order coefficients aij themselves and their partial derivatives
up to second order are bounded and Ho¨lder continuous.
Next, we consider the univariate data condition .
(D) For a finite constant c > 0, the convex univariate data f satisfy for some
small ǫ > 0 and all x ∈ R
|f(x1)| ≤ c exp
(
c|x1|
2−ǫ) . (15)
Remark 2.1. Note the constant c in the exponent in (15). For lognormal coor-
dinates x1 = ln(S1) a power option payoff f(S1) = S
m
1 = exp(mx1) satisfies the
condition D. The argument for a comparison considered here can be adapted to
this situation.
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Next, let us reconsider the assumption C above. Ho¨lder continuity and
boundedness of second derivatives of aij implies that a) we have Lipschitz con-
tinuous matrix entries σ = (σij) such that σσ
T = (aij), and that b) the adjoint
density exists and is positive (as the density itself). Lipschitz continuity of σ im-
plies that ordinary stochastic ODE-theory is available and implies the existence
of strong solutions of associated stochastic ODEs without reference to ellipticity
conditions. Furthermore, the comparison arguments below depend essentially
on an integrated Green’s identity which leads to relation of finite differences of a
density and its adjoint, and a priori estimates such that the right side in (6) goes
to zero as the radius R goes to infinity. Hence this argument does not depend
on uniform ellipticity of the operator. Indeed, what is essentially needed is the
existence of a smooth density and appropriate a priori upper bounds such that
the right side of the Green’s identity in (6) goes to zero as the radius R goes
to infinity. Hence the Ho¨rmander estimates which are strengthened a bit by
Kusuoka and Stroock in the context of Malliavin calculus (cf. [12]) are the ap-
propriate estimates. We next introduce this class of highly degenerate parabolic
equations defined by Ho¨rmander.
For positive natural numbers m,n, consider a matrix-valued function
x→ (vji)(x), 1 ≤ j ≤ n, 0 ≤ i ≤ m, x ∈ R
n (16)
on Rn, and m smooth vector fields
Vi =
n∑
j=1
vji(x)
∂
∂xj
, (17)
where 0 ≤ i ≤ m. These vector fields define a Cauchy problem on [0,∞)× Rn
for the distribution p of the form

∂p
∂t
= 12
∑m
i=1 V
2
i p+ V0p
p(0, x; y) = δy(x),
(18)
where δy(x) = δ(x− y) is the Dirac delta distribution with an argument shifted
by the vector y ∈ Rn. The density with arguments (t, x) is smooth on (0,∞)×Rn
for all parameters s < t and y ∈ Rn if for all x ∈ Rn we have
Hx = R
n. (19)
Here, for each x ∈ Rn the set Hx = ∪
∞
n=0H
n
x is defined inductively as follows.
For n = 0 let
H0x := span
{
Vi(x)|1 ≤ i ≤ m
}
, (20)
and given Hnx for n ≥ 0 define
Hn+1x := H
n
x ∪ span
{
[Vj , Vk] (x), | 0 ≤ j, k ≤ m
}
, (21)
and where [., .] are the Lie bracket of vector fields. We say that the Ho¨rmander
condition (H) for (18) is satisfied, if
∀x ∈ Rn Hx := ∪
∞
n=0H
n
x = R
n. (22)
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Usually this goes with the assumption that the coefficients of the vector fields are
smooth (i.e., C∞) and bounded with bounded derivatives, i.e., vji ∈ C∞b (R
n).
Linear growth for the functions vji themselves is allowed such that we use the
weaker assumption of coefficients with linear growth and bounded derivatives
of arbitrary order or vji ∈ C
∞
b,l (R
n) in symbols. If the equation in (18) equals
a pure diffusion without drift as in (1), then we speak of a pure Ho¨rmander
diffusion. Note that in this case
1
2
m∑
i=1
V 2i + V0 =
n∑
ij
ahjk
∂2
∂xj∂xk
(23)
for some matrix-valued function x → (ahjk(x)) which is elliptic at each x ∈
R
n. Here the upper script h just reminds us that the coefficient matrix (ahij)
represents the second order coefficient matrix of a pure Ho¨rmander diffusion.
The relation to diffusion processes is via (ajk) = σσ
T , where the condition H
ensures that the latter condition exists. The main result in [12] extending the
analysis in [8] is
Theorem 2.2. Consider a d-dimensional diffusion process of the form
dXt =
d∑
i=1
σ0i(Xt)dt+
d∑
j=1
σij(Xt)dW
j
t (24)
with X(0) = x ∈ Rd with values in Rd and on a time interval [0, T ]. Assume
that σ0i, σij ∈ C
∞
lb . Then the law of the process X is absolutely continuous with
respect to the Lebesgue measure, and the density p exists and is smooth, i.e.
p : (0, T ]× Rd × Rd → R ∈ C∞
(
(0, T ]× Rd × Rd
)
. (25)
Moreover, for each nonnegative natural number j, and multiindices α, β there
are increasing functions of time
Aj,α,β , Bj,α,β : [0, T ]→ R, (26)
and functions
nj,α,β,mj,α,β : N× N
d × Nd → N, (27)
such that ∣∣∣∣∣ ∂j∂tj ∂|α|∂xα ∂|β|∂yβ p(t, x, y)
∣∣∣∣∣
≤
Aj,α,β(t)(1+x)
mj,α,β
t
nj,α,β exp
(
−Bj,α,β(t)
(x−y)2
t
)
.
(28)
Moreover, all functions (26) and (27) depend on the level of iteration of Lie-
bracket iteration at which the Ho¨rmander condition becomes true.
Theorem 2.2 is also sometimes formulated in a probabilistic manner. We
note
Corollary 2.3. In the situation of Theorem 2.2 above, solution Xxt starting at x
is in the standard Malliavin space D∞, and there are constants Cl,q depending
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on the derivatives of the drift and dispersion coefficients such that for some
constant γl,q
|Xxt |l,q ≤ Cl,q(1 + |x|)
γl,q . (29)
Here |.|l,q denotes the norm where derivatives up to order l are in L
q (in the
Malliavin sense).
However, the upper bounds of spatial derivatives obtained in [12] are not
finite on the whole space, an effect which limits existence of regular global
solutions of Ho¨rmander difffusions. Since these upper bounds are natural in
general, we have no comparison without existence of global regular solutions.
This has to be investigated on a case by case basis. For our method we need
Ho¨lder continuity for spatial derivative up to second order for the solution of
the the pure Ho¨rmander diffusion problem. Therefore we include existence of
global regular solutions in the following assumption.
(HE) We assume that the Ho¨rmander condition in (22) is satisfied and that we
have a pure Ho¨rmander diffusion, i.e., that the condition in (23) is satisfied
for the coefficient matrix (aij) in (30) below. Furthermore we assume that
the Cauchy problem in (30) has a global classical solution which is in C2,α,
i.e., a classical solution in C1,2 with finite spatial Ho¨lder norms for spatial
derivatives up to second order on the whole domain of Rn.
We remark that there is no loss of generality if we assume the coefficient matrices
to be symmetric. The main comparison results is
Theorem 2.4. Let (aij), (a
′
ij) be two matrices of component functions which
equal n × n-matrices σσT and σ′σ′T respectively, and such that the conditions
in Theorem 2.2 hold for σij . assume that f(x) = h1(x1) satisfies condition D.
Assume that condition(HE is satisfied for (aij), (a
′
ij) . On the domain [0, T ]×R
n
consider a Cauchy problem of the form

Lv′ ≡ vt −
∑n
i,j=1 aij
∂2v′
∂xi∂xj
= 0,
v′(0, x) = h1(x1),
(30)
and an analogous Cauchy problem with coefficient functions ((a′ij) respectively.
If (aij) ≤ (a
′
ij) in the sense that (a
′
ij)− (aij) is a nonnegative matrix, i.e., has
nonnegative eigenvalues, and a11 < a
′
11, then v < v
′ on the domain (0, T ]×Rn.
The existence assumption in (HE) can be eliminated if we know existence for
other reasons, e.g., if the assumptions D and C hold, because uniform ellipticity
and regularity of coefficients together with the growth and data condition in D
implies existence. Therefore, we have
Corollary 2.5. Let (aij), (a
′
ij) be two matrices of component functions which
satisfy the condition C, and assume that f(x) = h1(x1) satisfies condition (D).
We compare the solution of (1) with data (2) with the solution of the Cauchy
problem 

Lv′ ≡ v′t −
∑n
i,j=1 aij
∂2v′
∂xi∂xj
= 0,
v′(0, x) = h1(x1),
(31)
If (aij) ≤ (a
′
ij) in the sense that (a
′
ij)− (aij) is a nonnegative matrix, i.e., has
nonnegative eigenvalues, and a11 < a
′
11, then v < v
′ on the domain (0, T ]×Rn.
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Proof. (Martingale theorem.) For a small ǫ, consider a convolution h1,ǫ = h1∗sp
Gǫ ∈ C
∞ and such that h1,ǫ remains convex and limǫ↓0 h1,ǫ = h1 (pointwise).
For example Gǫ may be chosen to be a heat kernel, i.e., the fundamental solution
of pt − ǫpx1x1 = 0. Next, for small δ > 0 and large R define
hR1,δ =:


h1(x) if |x| ≤ R
h1(x) exp(−δ|x−R|
2) if |x| > R,
(32)
and let hR1,ǫ,δ = h
R
1,δ ∗spGǫ. The latter is not convex anymore, but convex on the
large interval [−R,R], and we have limǫ,δ↓0,R↑∞ hR1,ǫ,δ = f pointwise. Let p, p
′ be
the fundamental solutions of pt−
∑n
i,j aijpxixj = 0 and of p
′
t−
∑n
i,j a
′
ijp
′
xixj
= 0.
The value functions v, v′ have the representations
v(t, x) =
∫
Rn
h1(y1)p(t, x; 0, y)dy, (33)
and
v′(t, x) =
∫
Rn
h1(y1)p
′(t, x; 0, y)dy, (34)
and the approximative value functions have the representations
vǫ,δ,R(t, x) =
∫
Rn
hR1,ǫ,δ(y1)p(t, x; 0, y)dy (35)
and
v′ǫ,δ,R(t, x) =
∫
Rn
hR1,ǫ,δ(y1)p
′(t, x; 0, y)dy. (36)
We have p, p′ > 0 by assumption C and there exists an adjoint fundamental
solution, i.e., 〈Lv, u〉 = 〈v, L∗u〉, where L is the operator of (31), and L∗ is
the adjoint operator. In order to use partial integration and the adjoint, we
introduce rotated coordinates x˜ such that x˜→ h1,ǫ,δ(x˜) becomes a function on
the whole domain of Rn which is inH2∩C2 with respect to this multidimensional
domain. Since x1 → h
R
1,ǫ,δ(x1) is univariate, we can always consider small
rotations such that x˜ =
∑n
j=1 λjxj , where λj > 0, 1 ≤ j ≤ n and such that
λ1 is close to 1 and λj , j 6= 0 are small. Let p˜ and p˜
′ denote the corresponding
fundamental solution in rotated coordinates, i.e., corresponding to p, p′ via the
rotation transformation outlined. Next, we use the relation (6) which leads to
(12), or for multiindices 0 ≤ |α| ≤ 2 we have
Dαx˜ p˜(t, x˜; s, y˜) = D
α
y˜ p˜
∗(s, y˜; t, x˜), t > s, (37)
where p˜∗ is the adjoint of p˜. Let y˜ → hR,λ1,ǫ,δ(y˜) = h
R,
1,ǫ,δ(y1) denote the rotational
transform of the data. Then we have
Dαx˜ v˜
ǫ,δ,R(t, x˜) =
∫
Rn
h
R,λ
1,ǫ,δ(y˜)D
α
x˜p(t, x˜; 0, y)dy
=
∫
Rn
h
R,λ
1,ǫ,δ(y˜)D
α
y˜ p˜
∗(0, y˜, t, x˜)dy˜
=
∫
Rn
(
Dαy˜ h
R,λ
1,ǫ,δ(y˜)
)
p˜∗(0, y˜, t, x˜)dy˜.
(38)
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Note that p˜∗ > 0 by (37) and assumption (C). Now let A˜ = (a˜ij) and A˜′ =
(
a˜′ij
)
denote the coefficient matrix in transformed rotated coordinates such that for
all 1 ≤ i, j ≤ n and all x˜, x, we have a˜ij(x˜) = aij(x) and a˜
′
ij(x˜) = a
′
ij(x). Assume
that p˜ is fundamental solution of
u˜
ǫ,δ,R
t − Tr
(
A˜D2u˜ǫ,δ,R
)
= 0, (39)
where we consider this problem along with some data u˜(0, x˜) = hR,λǫ,δ (x˜), and
where
Tr
(
A˜D2u˜ǫ,δ,R
)
=
n∑
j=0
A˜ij
(
D2jku˜
ǫ,δ,R
)
δik, (40)
and compare this to a solution
u˜
′ǫ,δ,R
t − Tr
(
A˜′D2u˜′ǫ,δ,R
)
= 0 (41)
with the same data. For δu˜ = u˜′ − u˜, we get
δu˜
ǫ,δ,R
t − Tr
(
A˜′D2δu˜ǫ,δ,R
)
= Tr
(
(A˜′ − A˜)D2u˜ǫ,δ,R
)
. (42)
As we have zero data for the difference, we have
δu˜ǫ,δ,R(t, x˜) =
∫ t
0
∫
Rn
Tr
(
(A′ −A)D2u˜ǫ,δ,R
)
(s, y˜)p˜′(t, x˜; s, y˜)dy˜ds. (43)
Now let (t, x˜) be given. For R2 ≫ |x˜| and δ, ǫ > 0 small, we observe from (38)
that for given T we may choose R large enough
∂2u˜ǫ,δ,R
∂x˜21
(s, y˜) > 0, |y˜| ≤
R
2
, s ∈ [0, T ] (44)
where for λ1 close to 1 and λi, 2 ≤ i ≤ n small this term dominates the other
Greeks. We conclude that(
(a˜′11 − a˜11)
∂2u˜ǫ,δ,R
∂x˜2
)
(s, y˜) > 0, |y˜| ≤
R
2
, s ∈ [0, T ] (45)
is the dominating term in Tr
(
(A′ −A)D2u˜ǫ,δ,R
)
in a ball of radius R2 . Outside
that ball (since |x˜| ≪ R2 ) p˜
′(τ, x˜; s, y) becomes small such that from (43) we get
δu˜ǫ,δ,R(τ, x˜) > 0, R large, ǫ, δ small, (46)
which relation holds also in the limit δ, ǫ ↓ 0 and R ↑ ∞.
Next, we give consider variations of the argument above for comparison and
derive convexity criteria for pure Ho¨rmander diffusions as further corollaries. A
further simple conclusion is that for pure Ho¨rmander diffusions with spatially
nonconstant coefficients there are multivariate convex data such that convexity
and comparison are locally violated.
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For smooth convex data f : Rn → R, consider the function vf := v − f ,
where v satisfies the equation (1). Since f is independent of time, we obviously
have 

v
f
t −
∑n
i,j=1 aij
∂2vf
∂xi∂xj
−
∑n
i,j=1 aij
∂2f
∂xi∂xj
= 0
vf (0, x) = 0.
(47)
Hence, we have the representation
vf (t, x) =
∫ t
0
∫
Rn
(∑n
i,j=1 aij
∂2f
∂xi∂xj
)
(s, y)p(t, x; s, y)dyds, (48)
where p is the fundamental solution of pt −
∑n
i,j=1 aij
∂2p
∂xi∂xj
= 0.
For data
fRǫ,δ =:


fǫ(x) if |x| =
√∑n
i=1 x
2
i ≤ R
fǫ(x) exp(−δ|x−R|
2) if |x| =
√∑n
i=1 x
2
i > R,
(49)
we get the representation
∂2v
f,R
ǫ,δ
∂xi∂xj
(t, x) =
∫ t
0
∫
Rn
(
D2yiyj
(∑n
i,j=1 aij
∂2fRǫ,δ
∂xi∂xj
)
(s, y)
)
p∗(t, x; s, y)dyds.
(50)
In the case of univariate data this simplifies considerably to
∂2v
h1,R
ǫ,δ
∂xi∂xj
(t, x) =
∫ t
0
∫
Rn
(
D2yiyj
(
a11
d2hR1,ǫ,δ
dx2
1
)
(s, y)
)
p∗(t, x; s, y)dyds. (51)
From (50) we get convexity criteria and failure of convexity of the value func-
tion for all nontrivial regular bounded coefficient matrices and some convex
data. From (51) we get partial convexity and comparison for regular bounded
coefficients and univariate convex data. In order to state the convexity criterion,
we need assumptions for more general data. We assume
(D’) For a finite constant c > 0 the convex data f : Rn → R satisfy for some
small ǫ > 0 and all x ∈ Rn
|f(x)| ≤ c exp
(
c|x|2−ǫ
)
. (52)
We may abbreviate the coefficient matrix by A = (aij) and the Hessian of the
data f by D2f . Alexandrov’s result (cf. [1]) tells us that D2f exists almost
everywhere for convex functions, but in order to have a pointwise well-defined
Hessian everywhere, we may convolute with a heat kernel of small dispersion,
i.e., with fundamental solutions of qǫt = ǫ∆q
ǫ in order to have smooth convex
approximations at hand. We denote fǫ = f ∗ q
ǫ, where ′∗′ denotes convolution.
In the following, we say that a regular function is convex if its Hessian is nonneg-
ative. We say that a function is strictly convex , if its Hessian is positive at all
arguments of the domain Rn. In the following we assume that the assumptions
D’ and HE hold. Alternatively, we may assume that D’ and C hold of course.
Now we have
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Corollary 2.6. Assume D’ and HE hold for data and coefficients. Then the
solution function v of (1) is convex if
Tr
(
AD2fǫ
)
is convex , (53)
for ǫ > 0 small, or if the Hessian is a nonnegative
(
D2xixjTr
(
AD2fǫ
))
≥ 0 on
the whole domain and for any small ǫ > 0.
Proof. If the assumptions C and D’ hold, then the limit δ ↓ 0 and R ↑ ∞ of
(50) exists on both sides of the equation for arbitrary small ǫ > 0. Since p∗ > 0
by assumptions C and D’ and Tr
(
AD2fǫ
)
is convex for ǫ > 0 small, this limit
of (50) shows that the value function vfǫ is convex for small ǫ > 0. Finally, if v
f
is convex, then v is convex.
The latter criterion is sufficient and rather strong in the sense that it es-
sentially says that the time derivative of the value functions has a nonegative
Hessian. Let us assume that f ∈ C2 for a moment. In order to have an iff-
criterion, we need to consider the critical set Cr, where Cr := {x|D
2f(x) = 0}.
If x ∈ Cr and f is convex then D
2
xixj
f(x) ≥ 0 such that this x ∈ C is a minimum
for any partial second order derivative of f . It follows that D3xixjxkf(x) = 0
and D4xixjxkxlf(x) ≥ 0.The latter very simple but effective observation about
the behavior of regular convex functions at critical points is also made in [17].
We can combine this observations with our observations so far. This means that
the sufficient criterion of if criterion of Theorem 2.6 becomes an ’iff’-criterion if
we restrict the sufficient criterion to the critical set Cr. We have
Corollary 2.7. Assume D’ and HE hold for data and coefficients. Then the
solution function v of (1) is convex iff
∀x ∈ Cr Tr
(
AD2f
)
is convex in U, (54)
where U is a local neighborhood of x, or if for all x ∈ Cr the Hessian is a
nonnegative
(
D2xixjTr
(
AD2fǫ
)
(x)
)
≥ 0 for any small ǫ > 0.
This criterion is sufficient and necessary, and we can use it in order to obtain
a partially different proof of comparison for univariate data. Note, however,
that the main idea of connecting Green’s identity for variable coefficients with
properties of the relations between (derivatives) the fundamental solution and
(derivatives) of its adjoint. We have
Corollary 2.8. Assume D’ and HE hold for data and coefficients. Then the
local convexity criterion of Corollary 2.7 holds.
Proof. We assume that h1 ∈ C
2 and that the assumptions D’ and HE hold. Then
the limit with δ, ǫ ↓ 0 and R ↑ ∞ of (51) holds and we have the representation
∂2vh1
∂xi∂xj
(t, x) =
∫ t
0
∫
Rn
(
D2yiyj
(
a11
d2h1
dx2
1
)
(s, y)
)
p∗(t, x; s, y)dyds. (55)
Consider the critical set Ch1 := {x|D
2h1(x1) = 0}. If x ∈ Ch1 and h1 ∈ C
2
is convex, then D2xixjh1(x1) ≥ 0 such that this x ∈ Ch1 is a minimum for any
partial second order derivative of h1. It follows that D
3
xixjxk
h1(x1) = 0 and
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D4xixjxkxlh1(x1) ≥ 0, where only D
4
x1x1x1x1
h1(x1) ≥ 0 may be different from
zero for x ∈ Ch1 . We get
∀x ∈ Ch1
(
D2xixj
(
a11
d2h1
dx21
)
(s, x)
)
= a11(s, x)δ1iδ1j
∂2
∂xi∂xj
d2h1
dx21
≥ 0 (56)
and the local convexity criterion is satisfied. Comparison follows.
Essentially, in the latter corollary we have derived a generalization of the
locally convexity preserving condition in [17] where a uniform ellipticity con-
dition in [17] is generalized to the condition (HE), and the polynomial upper
bound in [17] is generalized to an exponential upper bound in D’. Recall this
condition. Let L =: ∂
∂t
− Lsp with L as in (1). Assume that HE and D’. For
regular functions f : Rn → R and arbitrary ’directions’ u ∈ Rn define as usual
Duf(x) = lim
h↓0
f(x+ hu)− f(x)
h
, Duuf(x) = lim
h↓0
Duf(x+ hu)−Duf(x)
h
.
(57)
Then the condition in Corollary 2.7 can be rephrased by saying that under the
condition (D’) and (HE) the operator L is called locally convexity preserving at
x ∈ Rn if there exists a neighborhood U = U(x) of x in Rn with respect to the
standard topology such that
∀u ∈ Rn ∀convex f ∈ C2(U) (Duuf(x) = 0⇒ Duu (Lspf) (x) ≥ 0) (58)
This is a reformulation of the condition in Corollary 2.7 is stated in [17] under
the restricted condition C, and where a more restrictive condition than D or D’
was imposed on the data, i.e., in [17] it is assumed that the data have a poly-
nomial upper bound. Under these restricted conditions equivalent conditions
for convexity preservation can be obtained (cf. [17]). We mention that these
criteria can be generalized to the condition (HE), but the data condition of a
polynomially upper bound is essentially used. However this is enough in order
to assert that the local convexity condition is violated for multivariate data f
in general a fortiori.
Corollary 2.9. Assume D’ and HE hold for data and coefficients.Then for all
nonconstant coefficients there are data such that convexity of the value function
is locally violated.
Proof. For polynomially bounded data and the condition C the proof in [17]
applies. If the conditions HE and D hold, then a solution can be represented
by limits of solution functions of parabolic problems which satisfy C and have
polynomial bounded data, where the convexity is locally violated. The violation
of convexity is then preserved in the limit.
Remark 2.10. Note that we consider the essential case of time-homogeneous
models in this paper. Convexity criteria are satisfied for purely time dependent
coefficients for analogous extensions of condition C, of course.
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3 Applications to finance I: Representations of
Greeks and beyond power options
Consider functions u, v with Lv = 0 and L∗u = 0 respectively, where for for
fixed x+ h, y + h
v(σ, z) = p(σ, z; s, y + h), u(σ, z) = p∗(σ, z; t, x+ h), t > s. (59)
Integrating equation (4) over [s+ ǫ, t− ǫ]×BR and using Lv = 0 and L
∗u = 0
we observed that the left side of (4) becomes zero, and that the right side of the
resulting equation∫
BR
u(t− ǫ, z)v(t− ǫ, z)− u(s+ ǫ, z)v(s+ ǫ, z)dz
=
∫ t−ǫ
s+ǫ
∫
∂BR
(
∑n
i=1
∂
∂xi
[∑n
j=1
(
uaij
∂v
∂xi
− vaij
∂u
∂xj
− uv
∂aij
∂xj
)]
(σ, z)dSdσ,
(60)
converges to zero as R ↑ ∞. We then have∫
Rn
u(t− ǫ, z)v(t− ǫ, z)dz =
∫
Rn
u(s+ ǫ, z)v(s+ ǫ, z)dz,
which is
∫
Rn
v(t− ǫ, z)p∗(t− ǫ, z; t, x+ h)dz =
∫
Rn
u(s+ ǫ, z)p(s+ ǫ, z; s, y+ h)dz
or
∫
Rn
p(t− ǫ, z; s, y)p∗(t− ǫ, z; t, x+ h)dz
=
∫
Rn
p∗(s+ ǫ, z; t, x)p(s+ ǫ, z; s, y + h)dz
(61)
In the limit ǫ ↓ 0 the integrand on the left side contributes only for z = x + h
and the integrand on the right side contributes only for z = y + h such that
indeed
v(t, x+ h) = u(s, y + h), (62)
where h ∈ Rn was free fixed choice.
Hence, the relation holds for finite difference quotients
D+h u(s, y) =
u(s, y + h)− u(s, y)
h
,D−h u(s, y) =
u(s, y)− u(s, y − h)
h
. (63)
Similarly for higher order finite differences. Hence for h ↓ 0 and any multiindex
α we get indeed
Dαxv(t, x) = D
α
y u(s, y). (64)
In the notation above with h = 0 we have
v(t, x) = p(t, x; s, y), u(s, y) = p∗(σ, z; t, x), t > s. (65)
Such a formula can then be used in partial integration and for the representa-
tions of Greeks. For a Cauchy problem of a second order linear equation with
fundamental solution p and initial data f at time t0 we have the representation
vf (t, x) =
∫
Rn
f(y)p(t, x; t0, y)dy =
∫
Rn
f(y)p∗(t0, y; t, x)dy (66)
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For spatial derivatives we get the representation (138)
vf (t, x) =
∫
Rn
f(y)Dαxp(t, x; t0, y)dy =
∫
Rn
f(y)Dαy p
∗(t0, y; t, x)dy (67)
If f ∈ H2 ∩ C2, then the derivatives can be shifted to the payoff functions.
Next we consider a application concerning growth conditions of initial data for
problems written in lognormal coordinates, where we observe that we can im-
prove on the data assumption (D) if some boundary conditions are satisfied. In
finance, diffusions of second order are usually considered in lognormal coordi-
nates xi = ln(si) or si = exp(xi) on the domain D
s = [0, T ]×Rn+, where T > 0
is arbitrarily large and and where Rn+ denotes the set of positive real numbers.
For the transformed value functions we have
vs(t, s) := v(t, x),
∂vs
∂si
=
∂v
∂xi
dxi
dsi
=
∂v
∂xi
1
si
, sisj
∂2vs
∂si∂sj
=
∂2v
∂xi∂xj
, (68)
and the Cauchy problem in (1) becomes a Cauchy problem on the domain Ds
of the form 

Lsv ≡ vst −
∑n
i,j=1 a
s
ijsisj
∂2vs
∂si∂sj
= 0,
vs(0, s) = f s(s),
(69)
where we assume univariate data
f s(s) := f(x) = hs(s1) := h(x1), (70)
and where
asij(s) := aij(x), (71)
again after appropriate renumeration of the components of s = (s1, · · · , sn)
T
and x = (x1, · · · , xn)
T respectively. Here we mention that option value problems
are often given in the form of a final value problem which can be obtained from
(69) by a time transformation τ = T − t. Here, we stick with Cauchy problem
formulation for convenience. Note that the constant c > 0 in the assumption D
above is arbitrary such that power options, i.e., options with payoff hs(s1) = s
m
1
for some integer m, are subsumed. However,e if we have natural zero boundary
conditions of the value functions at si = 0 for all i then we can weaken the data
condition to
(Ds) For a finite constant c > 0 the convex univariate data f satisfy for some
small ǫ > 0 and all s1 ∈ R+
|f s(s1)| ≤ c exp
(
c|s1|
2−ǫ) . (72)
In order to observe that this generalization is possible note first that the adjoint
equation is
L∗su ≡ u
s
t +
∑
i,j=1 sisj
∂2
∂si∂sj
(asiju
s) = 0. (73)
We may denote the fundamental solution of (3) by p∗s. Then for regular functions
us, vs ∈ C1,2 on [0, T ]× Rn+ we have Green’s identity for variable coefficients
vsL∗us − usLvs = (usvs)t
−
∑n
i=1 si
∂
∂si
[∑n
j=1
(
usasijsi
∂vs
∂si
− vsasij
∂us
∂sj
− usvssj
∂asij
∂sj
)]
,
(74)
14
and for fundamental solutions us, vs to Lsv
s = 0 and L∗su
s = 0 we may integrate
this identity over s+ǫ < t−ǫ with ǫ > 0 as before, and over B+R := {s ∈ R
n
+||s| ≤
R} for large R.
4 Applications to finance II: Passport options,
symmetric passport options, and optimal strate-
gies
Options on a traded account have been widely studied in the previous litera-
ture. In the simplest setup, the client is free to trade in two underlying assets
subject to specific contractual limits. At the time of the maturity, he can keep
the profits from this trading strategy while his losses are forgiven. Some of
the contracts within this family, like passport options, have been even actively
traded. However, the popularity of such contracts has been rather small. For
univariate passport options passport options can be subsumed by lookback op-
tions. However, this does not hold for multivariate passport options, as optimal
strategies have a much more complicated structure, a consequence, which we
draw below from the comparison theorem above. Secondly, mathematical opti-
mal strategies, e.g. for a passport call written on one share imply high frequency
trading between short and long limit positions. For multivariate passport op-
tions this statement has to be modified according to the correlation structure
of the underlying assets, as we observe below. High frequency trading between
short and long limit positions may be related may be also related to the opin-
ion that passport options are expensive. But up to possible costs for handling
the transactions passport options, the costs are just replication costs. Extreme
short positions may also be unpopular to such an extent that they may be re-
stricted by law from time to time. Another reason may be the fact that the
previously considered contracts treat the two underlying assets asymmetrically.
In this traditional setup, the restriction of the trading position is set to only one
asset and the residual wealth is invested in the second asset. For the passport
option, the restriction on the position in the first asset is [−1, 1], meaning that
the agent can take any position between long and short. The position in the
second asset is given by the residual wealth.
Passport options were introduced in [9]. The authors derived the optimal
strategy in the geometric Brownian motion model, which is achieved by a short
position when the traded account is negative and a long position when the
traded account is positive. They also found the corresponding option value by
solving the corresponding pricing partial differential equation. Henderson and
Hobson (2000) showed that the same strategy remains optimal in the presence
of stochastic volatility. Shreve and Vecer (2000) considered more general trad-
ing limits on the first asset. The optimality of the solution was proved using
the probabilistic arguments based on a comparison theorem of Hajek (1985).
Vecer (2001) later showed that Asian options are special cases of options on a
traded account when the restriction on the first asset has a specific determin-
istic form and found a novel pricing partial differential equation. Delbaen and
Yor (2002) showed that the strategy for the passport option remains optimal
when the portfolio rebalancing is restricted to a discrete time. Kampen (2008)
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considered multivariate passport options, where the traded account consists of
more than one asset, and observed that optimal strategies may depend on the
sign of the correlations between assets. However a full determination of optimal
strategies for multivariate passport options was not given in this note. We shall
do this below. Then in a second step we consider a basic example of a symmetric
passport option with just one share and one money account. We shall discuss
the advantages of this idea. We also find interesting optimal strategies very
different from optimal strategies of classical passport options which illustrate
the practicability of this new product.
First let us extend the results known so far for multivariate passport options.
First recall the structure of the product itself. Given a trading account
Π = Π∆ =
n∑
i=1
∆iSi, where dSi = σiSidWi, S(0) = x ∈ R
n (75)
with n lognormal processes (Si)1≤i≤n, where correlations of Brownian motions
Wi are encoded in (ρij)1≤i,j≤n, and qi ∈ [−1, 1] are bounded trading positions,
the price of a classical passport option is given by the the solution of an optimal
control problem
sup
−1≤∆i≤1, 1≤i≤n
Ex,p (f(Π∆)) , f convex, exponentially bounded, (76)
for the trading positions ∆i ∈ [−1, 1], and where p indicates the initial value of
the portfolio variable. Actually, we may assume that the volatilities are functions
of the assets as long as the regularity assumptions on the coefficients above in
(C) are satisfied. As we shall observe below, the comparison result above then
implies that an optimal strategy maximizes the basket volatility, i.e.,
sup
−1≤∆i≤1, 1≤i≤n
√∑n
i,j=1 ρij∆i∆jσiσjSiSj∑n
i=1 Si
. (77)
Hence, signs of correlations (and space-time dependence of the signs of corre-
lations) can change an optimal strategy essentially. This indicates also that
multivariate mean comparison results are significant extensions of univariate
results. However, the mathematically determined optimal strategies are strate-
gies which switch between maximal short and long positions with high frequency
such that standard passport option are considered to be expensive. Let us go
deeper into this result and draw some new consequences. Note that the strategy
processes ∆ define a family of value functions
vδ(t, s, p) := E[(Π∆(T ))
+|S(t) = s,Π(t) = p]. (78)
which satisfy a pure diffusion equations. These value functions can be compared
for regular volatility matrices, i.e. regular strategies δ = (δ1, · · · , δn) especially,
according to the comparison result above. For simplicity of notation, we rewrite
the volatility matrix of the underlying assets in the form
(σσT )(δ) := (δiσiSiρijδjσjSj) . (79)
Components of this matrix may be denoted by (σσT )ij(δ). Let ΣΣ
T (δ) the
volatility matrix where σσT (δ) is augmented by the basket volatility term on the
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diagonal (corresponding to the quadratic variation of Π) and by the correlation
term related to the correlations of the portfolio variable and the underlyings.
For time to expiration τ = T − t the passport option value function vp satisfies
the HJB-equation
∂vp
∂τ
− sup−1≤δi≤1,1≤i≤n Tr
(
ΣΣT (δ)D2vp
)
= 0, (80)
which has to be solved along with the initial condition vp(0, s, p) = (p −K)+.
Here in the expression −1 ≤ δi ≤ 1, δi refers to the value of a strategy function
also denoted by δi for simplicity of notation. Here, D
2vp is the Hessian with
respect to the variables (p, s). The supremum of the volatility matrix over the
set of regular strategies is outside the regular control space required (say C3b )
by the comparison result in general, but comparison over regular control spaces
leads to the monotonicity condition
δ, δ′ ∈ C3b , (σσ
T )(δ) < (σσT )(δ′)⇒ vδ < vδ
′
on (0, T ]× Rn+ (81)
Here, note that we have expiry at τ = 0 which corresponds to t = T . The
limit or optimal strategy is a function which is just measurable in general, and
the order of matrices means that the difference (σσT )(δ′)− (σσT )(δ) is positive
definite.
Next let us go deeper into the question of existence of global solutions to the
HJB-equations. First we have to remark that we cannot expect the existence
of classical solutions, i.e., solutions which exist in C1,2. Standard estimates for
classical solutions of second order HJB-Cauchy problems even require data in
C3 (cf. [13] and [14]) in contrast to the Lipschitz-continuous data usually given
in finance theory. However, as we have only measurable coefficients in the case
of classical passport options, there are deeper reasons that we can only expect
continuous or Ho¨lder continuous solutions. Therefore it seems natural to con-
sider such problems in the context of viscosity solutions. We do not need to
reconsider this theory here, and refer to the clasical reference in [2] and to [5]
for the special case of HJB- equations.
The difficulties of regularity of solution related to lower regularity of coeffi-
cients may be a reason for considering discrete time control spaces (as Delbaen
did). In this case the semi-group property of the operators ensures that we can
reduce the HJB-problem to Cauchy problems with regular coefficients at each
time step where the control remains constant. Superficially, this seems flexible
enough as we may have variable time step sizes and arbitrarily small time step
sizes. We may consider a partition of the time horizon interval [0, T ]. However,
continuous time control spaces have an interest in their own since we are inter-
ested in limit behavior. We are interested in limit behavior because it reveals
new features which are not apparent in discrete models. This is true in many
areas of scientific modelling. The control space has to be just large enough in
order to construct the optimal strategy as a limit from strategies of this control
space, where the limit has not to be a part of that control space if we know that
it is well-defined for other reasons.
For each natural number N ≥ 1 consider a discretization of a finite time
horizon [0, T ], i.e., a set of adjacent intervals ∆ST,N :=
{
∆Ti |0 ≤ i ≤ 2
N − 1
}
,
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where ∆Ti =
[
T i
2N
, T i+1
2N+1
]
. The comparison result then implies that an op-
timal strategy function δ = (δ1, · · · , δn) : ∆
S
N × R
n
+ → [−1, 1]
n for a classical
multivariate passport option on n uncorrelated assets with a discrete time set{
ti =
i
2N |0 ≤ i ≤ 2
N − 1
}
has its values at the vertices of the hypercube [−1, 1]n.
Indeed such a strategy is independent from the asset values (a further difference
to symmetric passport options introduced below, which is an interesting feature
of the latter ne type of product). For the former product we may define the
strategy function as a piecewise constant step function on the time intervals
∆Ti which is Lebesgues measure for each N sure. Such a construction lead to
natural limit control spaces of measurable functions as N ↑ ∞. Such control
spaces may be considered for classical passport options. We call them natu-
ral Lebesgues-measurable control spaces. The strategy function members of
such natural Lebesgue-measurable control spaces can also be constructed from
spaces of smooth functions with bounded derivatives, and we call the limit HJB-
Cauchy problems with natural Lebesgue-measurable control spaces the associ-
ated HJB-Cauchy problems.
Next, what can we expect about solutions of HJB-Cauchy equations with
measurable coefficients (related to optimal strategies)? Well, the best estimates
for parabolic equations in this case are based on the works of Nash and de
Giorgi. Especially de Giorgi’s estimates were adapted and extended to parabolic
equations and quasilinear parabolic equations in [15]. However, these estimates
require an uniform ellipticity condition as in C, and they provide no more than
Ho¨lder continuous solutions. We cannot expect more in our framework of highly
degenerate parabolic equations with measurable coefficients. In this generality
a regularity and existence theory is not available, but viscosity solutions can be
established in specific cases.
Therefore for the purpose of this paper, it is natural to impose the following
extended assumption for HJB-equations related to multivariate classical pass-
port options.
HEHJB) For a HJB Cauchy problems in (80) we assume that the condition HE
holds for smooth strategy functions δi with bounded derivatives. For a
natural Lebesgues-measurable Limit control space of strategy functions
we consider the associated HJB-Cauchy problem. Then this HJB-Cauchy
problem is assumed to have a unique viscosity solution on the time interval
[0, T ].
Now the matrix order in (81) corresponds to the basket volatility order√∑n
i,j=1(σσ
T )ij(δ)∑n
i=1 Si
<
√∑n
i,j=1(σσ
T )ij(δ′)∑n
i=1 Si
(82)
such that we can indeed consider the order of basket volatilities in order to
determine optimal strategies. This is worth noting in our context since the
stochastic sum Π =
∑
i S
∆
i := ∆iSi with increment dΠ = d(
∑n
i=1 dS
∆
i ) =∑n
i=1 dS
∆
i have the representation (with some standard Brownian motion W˜ )
dΠ
Π
=
√∑
ij
(σσT )ij(∆, S)dW˜ . (83)
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Note that the HJB-equation in (80)depends on n + 1 variables corresponding
to the processes Π, S1, · · · , Sn with a univariate payoff which depends only on
the variable p corresponding to the portfolio process Π. The comparison result
above can be applied then directly. We do not need the representation in (83) in
order to obtain optimal strategies, but this representation shows that optimal
startegies maximize the volatility of the corresponding stochastic sum process,
which is remarkable. With this preparations we get the following result.
Theorem 4.1. For a passport call written on n assets as above assume that
the assumption HEHJB is satisfied. Then any optimal strategy maximizes the
basket volatility function
σB(δ, s) :=
√√√√ n∑
ij
(σσT )ij(δ) =
√
< Qsδ,ΛQsδ > (84)
where sδ = (δ1s1, · · · , δnsn)
T are the weighted asset values and QTΛQ = (σiρijσj)
with eigenvalue matrix Λ = diag(λi, 1 ≤ i ≤ n), i.e. Q = (qij) denotes the di-
agonalization matrix for the volatility matrix (σiρijσj). As a consequence any
optimal strategy satisfies at any time
δopt ∈ {QT δqvc|δ
q
vc ∈ VC} (85)
where VC denotes the set of strategy functions with values in the set of vertices
of the cube [−1, 1]n, i.e.,
VC := {δ| δ : [0, T ]× R
n
+ × R→ {−1, 1}
n is a measurable function}. (86)
Here, δqvc(t, s, p) = (δ
q
vc1(t, s, p), · · · , δ
q
vcn(t, s, p)) and for a matrix Q and a
vector function δ the expression Qδ =
(∑
j q1jδj , · · · ,
∑
j qnjδj
)T
is under-
stood pointwise. Optimal strategies are then determined as follows. Start with
(t, s, p) → δoptvc (t, s, p) = (δ
opt
vc1(t, s, p), · · · , δ
opt
vcn(t, s, p)) ∈ VC where each compo-
nent is determined by the corresponding one-dimensional marginal problem (for
each 1 ≤ i ≤ n passport option written on Si where all Sj for j 6= i are set to
zero). Then QT δoptvc is an optimal strategy of the multivariate passport option.
Proof. Follows from the assumption HEHJB, the construction of a natural con-
trol space of measurable functions and the comparison theorem.
The result above has the interesting consequence that correlations can have
the effect that in situations of special correlations an investor who follows an
optimal strategy may switch between long and short limit positions of one asset
or some assets and does not invest in some or all other assets at all. Nevertheless
the high frequency switching strategy between long and short positions which
is known for marginal univariate problems is somehow preserved in an optimal
strategy of the multivariate problem. From a financial point of view multivariate
passport options cannot be subsumed by lookback options as in the univariate
case, because the optimal strategies are much more complex. Nevertheless the
high frequency shifting of huge amount of sums between large long and short
positions survives essentially at least for some of the underlyings in an optimal
strategy. This may be considered as impractical.
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Furthermore, the fact that the trading constraints on the assets are asym-
metric for classical options on a traded account limits the applicability of such
contracts. If we consider a foreign exchange type option with the underlying
currencies dollar and euro, the contract with asymmetric constraints would be
different from the perspective of the dollar and the euro investor. This is not the
case for the plain vanilla options, where a call option from the perspective of the
first currency is a put option from the perspective of the second currency. This
leads to a natural question, whether we can formulate an option on a traded
account with the symmetrical treatment of the two underlying assets.
The approach that treats both assets symmetrically is rather straightfor-
ward. Instead of imposing an absolute restriction on the position in the first
asset, one can simply require a relative restriction in terms of the fraction of
the current wealth. The most natural restriction is to allow the client to invest
any proportion of his wealth to the first asset, so the α fraction of the invested
wealth in that asset is in the interval [0, 1]. Obviously, this is symmetric with
respect to the second asset as the residual wealth proportion 1 − α invested in
the second asset is restricted to the same interval [0, 1]. Moreover, this approach
generalizes to any number of assets, so we can formulate the symmetric problem
for an arbitrary number of assets N . This is a very natural approach as the in-
vestors are typically free to invest any portion of their wealth to assets of their
choice, corresponding to [0, 1] fraction of their total wealth. The problem of find-
ing the optimal strategy that maximizes the option value is rather complex for
any N > 2, and thus we limit ourselves only to N = 2 in this application section.
Imposing symmetric trading restrictions is only the first necessary step for
the symmetric treatment of the underlying assets. We also need to use the ref-
erence asset that treats the individual assets symmetrically. A reference asset
candidate here is an index consisting of 50% of both assets. In the following
text, we mathematically formalize the definition of the option on a traded ac-
count that treats both assets symmetrically. This is model independent. Next,
we assume geometric Brownian motion dynamics and first derive the evolution
of the asset prices with respect to the index. In the following step, we find the
evolution of the actively traded account with respect to the index. In order to
find the optimal strategy, we need the above generalization of Hajek’s compar-
ison theorem (which extends a comparison result for stochastic sums published
in Kampen (2016)) and adapt it to our problem. It is still true that the optimal
strategy has the largest volatility with respect to the index, which is interest-
ing in itself as the resulting portfolio has the largest price variance and thus
it determines the maximal possible distributional departure in the sense of L2
norm from the index that can be achieved by an active trading. This strategy
is well known stop-loss strategy, which invests all the wealth in the weaker asset.
So let us consider just two underlying assets, let us call them S and M . For
instance, they can represent a stock market and a money market for the stock
market type contracts, or two currencies in the foreign exchange type contracts.
These are the names of the assets with no numerical value rather than the prices.
The price SM (t) of the asset S with respect to the asset M is defined as how
many units ofM are needed at time t to acquire a single unit of the asset S. As
the price is a number representing a relationship of two assets, we systematically
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use the above two asset notation in the following text to reflect it. The asset
appearing in the subscript is traditionally referred to as a reference asset or a
numeraire. We will use different reference assets in our analysis. For simplic-
ity, we consider only assets that have its own martingale measure, such as the
stocks that reinvests dividends or the money markets. For instance, the prices
expressed with respect to a reference assetM are PM martingales, in particular
SM (t) is a P
M martingale. Assets that do not have its own martingale measure,
such as the currencies, can be linked to the corresponding money markets using
the proper discounting.
We can further simplify the setup and introduce the following scaling
SM (0) = 1.
The investor creates a self-financing portfolio X by starting at X(0) = S(0) =
M(0) and at time t:
X(t) = ∆S(t)S(t) + ∆M (t)M(t). (87)
A natural restriction we consider in this paper is
∆S(t) ≥ 0, ∆M (t) ≥ 0, (88)
so he is not allowed to be short in any of the funds. The constraint in Equation
(88) means that the investor is free to invest any fraction between [0, 1] of his
wealth X into the stock market S with the remaining fraction of his wealth
going to the money market M . This follows from Equation (87) by using X as
a numeraire:
1 = ∆S(t)SX(t) + ∆
M (t)MX(t). (89)
The lower bound condition in one of the markets imposes an upper bound
condition in the second market, so the positions are constrained by
XS(t) ≥ ∆
S(t) ≥ 0, XM (t) ≥ ∆
M (t) ≥ 0, (90)
This is a very natural condition. Moreover, it treats both assets equivalently,
imposing the same restriction. Note that the upper bounds are random and
depend on the current value of the investor’s wealth X . A trivial observation
is that X must be always non-negative with zero wealth being an absorbing
boundary.
Remark 4.2 (Relationship to passport options). The constraint for the uni-
varaite classical passport option is on the position in the stock market only
a ≤ ∆S(t) ≤ b,
the position in the second market M follows from
∆M (t) = XM (t)−∆
S(t)SM (t).
In particular, it can be negative even in the situation when we constrain the
investor to have a positive position in S(t) by requiring ∆S(t) ≥ a ≥ 0. The
condition is not symmetric for both assets, the imposed restriction does not treat
them equivalently. This is arguably one of the main reasons why such contract
is not appealing to the investors. Moreover, the traded account can become
negative in contrast to the situation that treats both assets symmetrically.
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For preservation of the symmetry of the contract, it is necessary that the
reference asset also treats both assets equally. One obvious choice is to use
N(t) = 12 (S(t) +M(t)). (91)
The asset N can be regarded as an index consisting of the two assets, or equiv-
alently, a basket of the two assets.
The contact on the actively traded account can be then defined by a payoff
at the terminal time T
(XN (T )−K)
+ units of N(T ) (92)
for some contractually defined strike K. As XN (0) = 1, the strike that corre-
sponds to the at the money option is equal to K = 1. In order to preserve the
symmetry, the contract has to be settled in the index N rather than a single
asset S or N . For instance, if the contract is written on two currencies, say
dollar and euro, the contract seen from the position of the investor or the euro
investor is identical. Next we exemplify the previous discussion in the conext
of a GBM model. We note that the following considerations can be generalized
rather straightforwardly to the case of variable volatilities. The seller of the
option must be ready to cover any trading strategy used by the holder of the
contract. In order to indicate the dependence of the portfolio on the strategy we
may sometimes write X∆ := X in the following. The fair price of the contract
corresponds to the trading strategy ∆S(t) that maximizes the expectation of
the
E
N (X∆N (T )− 1)
+. (93)
Let us assume geometric Brownian motion model for the stock price SM (t), so
dSM (t) = σSM (t)dW
M (t). (94)
Any discounting is already incorporated in the money market M and the price
SM (t) is P
M martingale. Similarly, the inverse price
dMS(t) = σMS(t)dW
S(t) (95)
is a PS martingale. The relationship between WM (t) and WS(t) is
dWS(t) = −dWM (t) + σdt. (96)
From the self-financing trading assumption, the evolution of the trading portfolio
X is
dXM (t) = ∆
S(t)dSM (t) (97)
and
dXS(t) = ∆
M (t)dMS(t). (98)
In order to find the optimal strategy, we need to find price evolutions with
respect to the index N .
Lemma 4.3. The evolution of the price MN(t) under the probability measure
PN is given by
dMN(t) =
1
2
σMN (t)(2 −MN(t))dW
N (t). (99)
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Proof. Note that
MN(t) =
M(t)
1
2 (M(t) + S(t))
=
2
1 + SM (t)
(100)
and thus
dMN (t) = d
(
2
1 + SM (t)
)
= −
(
2
(1 + SM (t))2
)
σSM (t)dW
M (t) +
(
2
(1 + SM (t))3
)
σ2S2M (t)dt
=
(
2
(1 + SM (t))2
)
σSM (t)
[
−dWM (t) +
σSM (t)
(1 + SM (t))
dt
]
=
(
2
(1 + SM (t))2
)
σSM (t)dW
N (t)
= σMN (t)
(
SM (t)
(1 + SM (t))
)
dWN (t)
=
1
2
σMN (t)SN (t)dW
N (t)
=
1
2
σMN (t)(2 −MN (t))dW
N (t).
The process MN(t) must be P
N martingale, which determines WN (t) as
dWN (t) = −dWM (t) +
σSM (t)
(1 + SM (t))
dt (101)
= −dWM (t) +
1
2
σSN (t)dt.
The SDE in Equation (91) is interesting on its own as it represents the
evolution of the asset with respect to the index. From the definition of N in
Equation (91), we have
2 =MN(t) + SN (t), (102)
constraining the MN (t) process between 0 and 2:
0 ≤MN(t) ≤ 2.
One can think about MN(t) as the scaled proportion of the money market M
in the index N . The price MN(t) has the largest volatility when MN (t) = 1, or
in other words, when M(t) = S(t). The process MN(t) loses volatility in two
extreme cases, when MN(t) = 0 and when MN (t) = 2. The first case corre-
sponds to SM (t) =∞, so the assetM is worthless in comparison with the asset
S, the second case corresponds to SM (t) = 0 when the asset S is worthless in
comparison with the asset M .
Note that from the symmetry of the problem, we have immediately
dSN (t) = −
1
2
σSN (t)(2 − SN (t))dW
N (t). (103)
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It also follows from Equation (102).
Now we are ready to compute the evolution of XN (t).
Lemma 4.4. The evolution of the actively traded portfolio X with respect to
the index N follows:
dXN (t) =
1
2
(
XN (t)− 2∆
S(t)
)
σSN (t)dW
N (t). (104)
Proof. We have
dXN (t) = d(XM (t) ·MN(t))
= XM (t)dMN (t) +MN(t)dXM (t) + dXM (t)dMN (t)
= XM (t)
1
2
σMN (t)SN (t)dW
N (t) +MN(t)∆
S(t)σSM (t)dW
M (t)
−∆S(t)σSM (t)
1
2
σMN(t)SN (t)dt
=
1
2
σXN (t)SN (t)dW
N (t)−∆S(t)σSN (t)
[
−dWM (t) +
1
2
σSN (t)dt
]
=
1
2
(
XN (t)− 2∆
S(t)
)
σSN (t)dW
N (t).
From ∆S(t) = XS(t) −∆
M (t)MS(t), we also have an alternative represen-
tation
dXN (t) = −
1
2
(
XN (t)− 2∆
M (t)
)
σMN (t)dW
N (t). (105)
For a given convex payoff function f The related symmetric passport option
price function vsp has the representaion
vδ(t, x, y) = sup
0≤∆, 0≤∆S≤XN
E(t,s,x) (f(XN )) . (106)
where SN (t) = x,X
∆
N (t) = y are initial values of the respective processes at
time t.
For a given stochastic strategy ∆ we may define a value function
vδ(t, x, y) := EN [(X∆N (T )− 1)
+|SN (t) = x,X
∆
N (t) = y]. (107)
Let us consider the transformation to normal coordinates uδ(τ, z1, z2) := v
δ(t, z1, z2),
where τ = T − t z1 = ln(x) and z2 = ln(y). The stochastic strategy ∆ corre-
sponds to a strategy δ in value space which is a function of the underlyings.
The function uδ satisfies the initial- boundary value problem
uδτ −
1
8
σ2(2− exp(z1))
2uδz1z1 +
1
4
σ2(2− exp(z1))(exp(z1)− 2δ)u
δ
z1z2
−
1
8
σ2(exp(z1)− 2δ)
2uδz2z2 = 0. (108)
with initial condition
u(0, z1, z2) = (exp(z2)− 1)
+). (109)
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We impose natural boundary conditions at spatial infinity, and have an addi-
tional finite boundary condition at z1 = log(2). We get
uδτ −
1
8
σ2(2 − 2δ)2uδz2z2 = 0, at z1 = log(2). (110)
This equation corresponds to the process
dXN (t) =
1
2
(
XN(t)− 2∆
S(t)
)
σSN (t)dW
N (t) (111)
such that we can apply Hajek’s result at the boundary where z1 = log(2). Hence
we know δ = 0 at {(τ, z1, z2)|z1 = log(2)} a priori. We may say that δ lives
in reduced control space if δ ∈ Cc := {δ ∈ C
3|δ|z1=ln(2) = 0}. The boundary
condition reduces to
uδτ −
1
2
σ2uδz2z2 = 0, at z1 = log(2), (112)
and such a boundary condition can be considered if the volatilities are regular
functions. In case of constant volatilities the latter condition simplifies to
uδ(t, log(2), z2) = exp(z2) ·N(d+)−N(d−), (113)
where d± =
z2± 12σ2τ
σ
√
τ
. The problem may be considered on the domain D =
[0, T ]× (−∞, log(2)] × R. There are three further issues here concerning com-
parison: a) in which space does the strategy function δ live?; b) the problem has
a boundary in finite space, and comparison has to be adapted to this situation,
and c) the spatial part of the operator is not strictly elliptic. We formulate the
comparison theorem in regular strategy spaces and for a regularized problem.
More precisely, we modify the asset dynamics, where for small ǫ > 0 we define
dSǫN = −
1
2
σSN (t) (2− SN (t)) dW
N,ǫ(t) (114)
where WN,ǫ(t) is constructed by adding a small perpendicular process, i.e.,
dWN,ǫ(t) = dWN + ǫdW⊥,N ,
〈
dWN , dW⊥,N
〉
= 0 (115)
The corresponding equation for uδ,ǫ gets an additional factor (1 + ǫ)2 in the
second term of the equation (108) and becomes strictly elliptic. Concerning
issue a) we compare C3 strategies in order to prove an identity for derivatives
of the density and its adjoint up to second order. The issue in b) is addressed
in the proof of the following theorem.
Theorem 4.5 (Comparison Theorem). Let δ, δ′ ∈ C3c and ǫ > 0 be strategies
of the value functions uδ,ǫ, uδ
′,ǫ defined on the domain D. Then the order of
these value functions is induced by the order of the volatility of the portfolio term
alone, i.e., for τ ∈ (0, T ]
1
8
σ2(x− 2δ)2 <
1
8
σ2(x− 2δ′)2 ⇒ uδ,ǫ(τ, .) < uδ
′,ǫ(τ, .). (116)
Proof. For small positive angle θ consider the transformed coordinates(
z˜1
z˜2
)
=
(
cos(θ) sin(θ)
− sin(θ) cos(θ)
)(
z1
z2
)
(117)
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Multiplying with the inverse (rotation by −θ), we observe that − sin(−θ)z˜1 +
cos(−θ)z˜2 = sin(θ)z˜1+cos(θ)z˜2 = z2 such that both coefficients sin(θ), cos(θ) in
the sum representation of z2 are positive for θ positive and small. Let u
δ,θ and
uδ
′,θ denote the value functions in rotated coordinates. Recall that we have a
reduced boundary condition which does not depend on δ (due to the application
of the classical Hajek result on the boundary). For the sake of comparison of
both functions we can reduce to zero boundary conditions and extend both
functions trivially to the whole space. These trivial extensions to the whole
space may be denoted still by uδ,θ and uδ
′,θ for simplicity. The latter reduction
simplifies classical representations of the value functions uδ and uδ
′
and classical
representations of their derivatives up to second order. Especially, we can avoid
the boundary terms in these representations (boundary layer terms). Here, by
classical representations we mean the classical representations of solutions of
initial boundary value problems in terms of the fundamental solutions.
Remark 4.6. Such reductions to zero boundary conditions seem to be not famil-
iar to all readers in the probabilistic community. We shall give a more detailed
description of this step in the more interesting case of multivariate symmetric
passport options in a subsequent paper.
In this context we remark that for almost all regular functions δ the fun-
damental solution is well-defined. Hence in these transformed extended coordi-
nates, the problem is defined on the whole space where initial data are defined
as a payoff of a weighted sum (exp(z2)− 1)
+ = (exp(sin(θ)z˜1 +cos(θ)z˜2)− 1)
+.
For a payoff f define for small δ0 > 0 and large R an approximation of the
payoff function
fRδ0(w) =:


f(w) if |w| ≤ R,
f(w) exp(−δ0|w −R|
2) if |w| > R,
(118)
and let fRǫ,δ0 be a smoothed version of f
R
δ,0 (smoothing close to identity). Note
that the function fRǫ,δ0 is in H
2 ∩ C2. Let uδ,θ,ǫ,δ0,R be a value function of
the regularized (i.e., strictly elliptic approximation) form of the equation (108)
in rotated coordinates with data fRǫ,δ0(sin(θ)z˜1 + cos(θ)z˜2), let p
δ,θ,ǫ,δ0,R be the
corresponding fundamental solution, and let p∗,δ,θ,ǫ,δ0,R be its adjoint (backward
and forward equation density in probabilistic terms). The approximative value
function itself and the multivariate spatial derivatives of order |α| ≤ 2 have
essentially the representation
Dαz˜ u
δ,θ,ǫ,δ0,R(τ, z˜1, z˜2) =
∫ τ
0
∫
Rn
fRǫ,δ(ξ)D
α
z˜ p
δ,θ,ǫ,δ0,R(τ, z˜1, z˜2;σ, ξ1, ξ2)dξ1dξ2dσ,
(119)
where we can suppress the identical boundary term due to the reduction indi-
cated above. Next, for w = (w1, w2) and σ < s < τ define
v(s, w) = pδ,θ,ǫ,δ0,R(s, w;σ, ξ1, ξ2)
u(s, w) = p∗,δ,θ,ǫ,δ0,R(s, w; τ, z˜1, z˜2).
(120)
Let Lv = 0 and L∗u = 0 abbreviate the equations for u, v (approximative
equations for (108)). We may assume that ǫ > 0 is small enough such that
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σ+ ǫ < s < τ − ǫ. Integrating over the domain [σ+ ǫ, τ − ǫ]×BR (where BR is
the 2-dimensional ball of radius R around the origin) we have
0 =
∫ τ−ǫ
σ+ǫ
∫
BR
(uLv − vL∗u)(s, w)dwds
=
∫
BR
(u(τ − ǫ, w)v(τ − ǫ, w)− v(σ + ǫ, w)u(σ + ǫ, w))dw + r∗BR ,
(121)
where limR↑∞ r∗BR = 0 for the reminder term which follows from C
3-regularity
of coefficients and an a priori estimates of the densities. Next, for directions h,
consider finite difference quotients D+h u(s, w) =
u(s,w+h)−u(s,w)
h
, D−h u(s, w) =
u(s,w)−u(s,w−h)
h
, D2hu(s, w) =
D
+
h
u(s,w)−D−
h
u(s,w)
h
, and for multiindices α, let Dαh
denote the coordinate versions of these difference equations. Then from (121),
we get for all 0 ≤ |α| ≤ 2
0 =
∫
R2
((Dαhu)(τ − ǫ, w)v(τ − ǫ, w)− (D
α
h (v)(σ + ǫ, w)u(σ + ǫ, w))dw
=
∫
R2
((Dαhu)(τ − ǫ, w)p
δ,θ,ǫ,δ0,R(τ − ǫ, w;σ, ξ1, ξ2)
−(Dαhv)(σ + ǫ, w)p
∗,δ,θ,ǫ,δ0,R(σ + ǫ, w; τ, z˜1, z˜2))dw
(122)
We conclude that
(Dαz˜ v)(τ, z˜) = (D
α
ξ u)(σ, ξ). (123)
Hence we can do partial integration and obtain comparison for arbitrary small
θ which is preserved in the limit θ ↓ 0.
The regular control space C3 does not contain the volatility-maximizing
function I(z1 ≤ 0) = I exp(z1) ≤ 1) or I(x ≤ 1) of the portfolio term. Define
the sequence of functions hǫ, where
hǫ(z1) =


1 if z1 ≤ −ǫ,
exp
(
−1− ǫ
z1
)
if −ǫ ≤ z1 ≤ 0,
0 else.
(124)
Let δǫ ∈ C∞ be defined by a convolution of hǫ with a smoothing Gaussian
kernel which is close to identity. Then this a sequence of functions δǫ which
is monotonically increasing as ǫ decreases and limǫ↓0 δǫ = δopt = I(x ≤ 1).
According to the Comparison Theorem we have
vδ
ǫ
(t, x, y) = lim
ǫ↓0
E
N [(X∆
ǫ
N (T )− 1)
+|SN (t) = x,X
∆ǫ
N (t) = y] (125)
and stochastic ODE theory shows that the limit vδ
opt
(t, x, y) exists as ǫ ↓ 0.
Theorem 4.7 (Optimal strategy). The optimal strategy maximizing EN [XN (T )−
K]+is given by
dX¯N (t) =
1
2
(SN (t)− 2 · I(SN (t) ≤ 1)))σX¯N (t)dW
N (t). (126)
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Proof. According to the Comparison theorem, the optimal strategy maximizes
the absolute value of the dWN (t) term. The optimal position ∆S(t) is attained
at one of the ends of the interval for its possible range. When ∆S(t) = 0, the
absolute value reduces to
XN (t).
When ∆S(t) = XS(t), the absolute value is equal to
−XN(t) + 2XS(t).
Thus ∆S(t) = 0 is optimal when
XN (t) ≥ −XN (t) + 2XS(t),
which is equivalent to
S(t) ≥M(t).
∆¯S(t) =
{
XS(t), S(t) ≤M(t),
0, S(t) ≥M(t),
(127)
and
∆¯M (t) =
{
0, S(t) ≤M(t),
XM (t), S(t) ≥M(t),
(128)
More succinctly,
∆¯S(t) = X¯S(t) · I(SN (t) ≤ 1), ∆¯
M (t) = X¯M (t) · I(SN (t) ≥ 1). (129)
Thus it is optimal to be fully invested in the weaker asset. The evolution of the
optimal portfolio is given by
dX¯N (t) =
1
2
(
X¯N(t)− 2∆
S(t)
)
σSN (t)dW
N (t) (130)
(131)
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Appendix A: Value function representation, the adjoint, and derivatives
We consider some observations of Section 3 in more detail. For x, y, h ∈ Rn
fixed we consider
v(σ, z) = p(σ, z; s, y + h), u(σ, z) = p∗(σ, z; t, x+ h), t > s. (132)
We have Lv = 0 and L∗u = 0 , and integrating equation (4) over [s+ǫ, t−ǫ]×BR
we have∫
BR
u(t− ǫ, z)v(t− ǫ, z)− u(s+ ǫ, z)v(s+ ǫ, z)dz =
∫ t−ǫ
s+ǫ
∫
∂BR
(
∑n
i=1
∂
∂xi
[∑n
j=1
(
uaij
∂v
∂xi
− vaij
∂u
∂xj
− uv
∂aij
∂xj
)]
(σ, z)dSdσ.
(133)
aij and
∂aij
∂xj
are usually assumed to be bounded. However for the purpose
of estimating the right side of (133) it is sufficent that aij is of linear growth
and that all the other assumption in [12] are matched. In theis case we ahe
apolynomial grwoth factor time a Gaussian where we have an exponential decay
as the Euclidean distances |(σ, z) − (s, y + h)| and |(σ, z) − (s, x + h)| become
large. Hence, the right side of (133) goes to zero as R ↑ ∞, and we have∫
Rn
u(t− ǫ, z)v(t− ǫ, z)dz =
∫
Rn
u(s+ ǫ, z)v(s+ ǫ, z)dz,
which is
∫
Rn
v(t− ǫ, z)p∗(t− ǫ, z; t, x+ h)dz =
∫
Rn
u(s+ ǫ, z)p(s+ ǫ, z; s, y+ h)dz
(134)
In the limit ǫ ↓ 0 in the integrand on the left side we have p∗(t− ǫ, z; t, x+h)→
δ(z−(x+h)) and in the integrand on the right side we have p(s+ǫ, z; t, x+h)→
δ(z − (y + h)) such that indeed
v(t, x+ h) = u(s, y + h), (135)
where h ∈ Rn was free fixed choice.
Hence, the relation holds for finite difference quotients
D+h u(s, y) =
u(s, y + h)− u(s, y)
h
,D−h u(s, y) =
u(s, y)− u(s, y − h)
h
, (136)
and
D2hihju(s, y) =
D+hiu(s, y)−D
−
hi
u(s, y)
hj
=
u(s, y + hi)− 2u(s, y) + u(s, y − hi)
hjhi
(137)
for second order finite differences. Applying regularity of v and u , for h ↓ 0 (or
hi, hj ↓ 0 and any multiindex α we get indeed
Dαxv(t, x) = D
α
y u(s, y). (138)
For the understanding of Greek representations it is useful to reconsider for
29
any fixed h ∈ Rn we first observe
limǫ↓0
∫
Rn
u(t− ǫ, z)v(t− ǫ, z)dz = limǫ↓0
∫
Rn
u(s+ ǫ, z)v(s+ ǫ, z)dz,
iff
p(t, x+ h; s, y + h) = limǫ↓0
∫
Rn
p(t− ǫ, z; s, y + h)p∗(t− ǫ, z; t, x+ h)dz
= limǫ↓0
∫
Rn
p∗(s+ ǫ, z; t, x+ h)p(s+ ǫ, z; s, y + h)dz = p∗(s, y + h; t, x+ h)
for t > s.
(139)
Let {ei}1≤i≤n be the Eucledean basis of Rn. For any given 1 ≤ i ≤ n and hi
the mean value theorem inplies that for some y∗ih1, y
∗
ih2 ∈ [y, y + hiei] we have
limhi↓0
p(t,x+hiei;s,y+hiei)−p(t,x;s,y+hiei)
hi
= limhi↓0
p(t,x+hiei;s,y))−p(t,x;s,y)+pyi (t,x+hiei,s,y∗ih1)hi−pyi (t,x;s,y∗ih2)hi
hi
= limhi↓0
p(t,x+hiei;s,y))−p(t,x;s,y)
hi
+ limhi↓0(pyi(t, x+ hiei, s, y
∗
ih1)− p(t, x; s, y
∗
ih2))
= pxi(t, x; s, y)
(140)
Similarly
limhi↓0
p∗(s,y+hiei;t,x+hiei)−p∗(s,y;t,x+hiei)
hi
= limhi↓0
p∗(s,y+hiei;t,x))−p∗(s,y;t,x)+p∗xi(s,y+hiei,t,x
∗
ih1)hi−pxi (s,y;t,x∗ih2)hi
hi
= limhi↓0
p∗(s,y+hiei;t,x))−p∗(s,y;t,x)
hi
+ limhi↓0(p
∗
yi
(s, y + hiei, t, x
∗
ih1)− p(s, y; t, x
∗
ih2))
= p∗yi(s, y; t, x).
(141)
Invoking (139) the terms in (140) and (141) are equal, i.e., for all t > s, x, y ∈ Rn
pxi(t, x; s, y) = p
∗
yi
(s, y; t, x). (142)
Then we may start with these expressions and shifted versions
pxi(t, x+ h; s, y + h) = p
∗
yi
(s, y + h; t, x+ h), (143)
and repeat the argument above which leads to identities as in (138). The fi-
nite difference difference approximations above can be used in order to develop
computation schemes for the Greeks (with derivative shifts for f ∈ C|α| ∩H |α|
Dαx v
f (t, x) =
∫
Rn
f(y)Dαxp(t, x; t0, y)dy =
∫
Rn
f(y)Dαy p
∗(t0, y; t, x)dy. (144)
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