A binary Cayley graph is a Cayley graph based on a binary group. In 1982, Payan proved that any non-bipartite binary Cayley graph must contain a generalized Mycielski graph of an odd-cycle, implying that such a graph cannot have chromatic number 3.
Introduction
For classic notation we will follow that of [1] . A binary Cayley graph is a Cayley graph Cay(Γ, Ω) where Γ is a binary group (i.e., x + x = 0 for any element x), and Ω is any subset of Γ (normally not including element 0). The vertices of the graph are the elements of Γ, and two vertices u and v are adjacent if and only if u − v ∈ Ω. Thus Cay(Γ, Ω) is a simple graph when element 0 is not in Ω. Hypercubes are the most famous examples of binary Cayley graphs. In fact, for this reason, binary Cayley graphs often are referred to as cube-like graphs.
Other examples of binary Cayley graphs, which are essential for this work, are the projective cubes. A projective cube of dimension d, denoted PC d , is defined as the Cayley graph Cay(Z d 2 , {e 1 , e 2 , · · · , e d , J}) where (e 1 , e 2 , . . . , e d ) is the canonical basis and J is the all-1 vector. Projective cube of dimension d can be built from hypercube of dimension d + 1 by identifying antipodal vertices. From this fact comes their name. It can also be built, equivalently, from the hypercube of dimension d by adding edges between antipodal pairs of vertices. This satisfies the Cayley graph definition given here. In some literature they are also referred to as folded cubes. Projective cubes are studied for their highly symmetric structures. Homomorphisms to projective cubes capture some important packing and edge-coloring problems, see [4, 5] .
A graph G is a core if it does not admit a homomorphism to a proper subgraph of itself.
In this work we show the importance of projective cubes in the study of homomorphisms of Cayley graphs on binary groups. Among other properties, we will need the following results: Theorem 1.1 (Naserasr 2007 [4] ). The projective cube of dimension 2k − 1 is bipartite. Projective cube of dimension 2k is of odd girth 2k + 1. Furthermore, any pair of vertices of PC 2k is in a common cycle of length 2k + 1. Corollary 1.2. The projective cube of dimension 2k is a core.
In [6] , Payan proved a surprising result that there is no binary Cayley graph of chromatic number 3. His proof was an implication of the following stronger result based on the following definition. Let G be a graph on vertices v , finally we add one more vertex w which is is joined to all vertices v k i . We will use the following result of Stiebitz, see [3] for a proof. Lemma 1.3 (Siebitz 1985 [10] ). Let C be an odd-cycle. Then for any i, χ(M i (C)) = 4.
Payan proved the following stronger statement: Theorem 1.4 (Payan 1998 [6] ). Given a binary Cayley graph Cay(Γ, Ω) of odd-girth
This in particular implies that the projective cube of dimension 2k contains the graph M k (C 2k+1 ) as a subgraph. This fact is also implied from the following view of the projective cubes.
First, recall that for any pair of integer n, k with k < n, the graph K(n, k) is the Kneser graph of k among n. Its vertex set is made by the n k subsets of [1 · n] of size k, two of them being adjacent if they are disjoint. Now, for an integer k, and a set A of size 2k + 1. Vertices of PC 2k can be regarded as the partitions (A,Ā) of A. We always assume A is the smaller part. Two such vertices (A,Ā) and (B,B) are adjacent if either A orĀ is obtained from B by adding one more element. This implies that the subgraph induced by vertices (A,Ā) with |A| = k is isomorphic to the Kneser graph K(2k + 1, k). To find M k (C 2k+1 ) in this graph, just take v In Section 2, we strengthen the result of Payan proving that: Theorem 1.5. Given a binary Cayley graph Cay(Γ, Ω) of odd-girth 2k + 1, the projective cube PC 2k is a subgraph of (Γ, Ω).
Since a k-coloring of a graph G is equivalent to a homomorphism of G to K k , the corollary of Payan's theorem can be restated as follows: Theorem 1.6 (Payan 1998 [6] ). If a non-bipartite binary Cayley graph admits a homomorphism to K 4 , then any such homomorphism must be a surjective mapping.
Considering the fact that K 4 is isomorphic to PC 2 , we introduce the following conjecture in generalization of Theorem 1.6.Conjecture 1.7. If a non-bipartite binary Cayley graph admits a homomorphism to PC 2k , then any such homomorphism must be an onto mapping.
In Section 3, we reduce this conjecture to properties of homomorphisms among Projective cubes only. Then we prove a special case.
Power graphs and pseudo-duality
Given a set A, the power set of A is the set of all subsets of A. It is denoted by P(A). This set forms a binary group together with the operation of symmetric difference. In fact it is isomorphic to (Z |A| 2 , +), each subset being represented by its characteristic vector. For a graph G, let G denote the Cayley graph Cay(P(V (G)), E(G)). This is the graph whose vertices are the subsets of vertices of G where two vertices are adjacent if their symmetric difference is an edge of G. It is worth noting that E(G) is the smallest Cayley subset which makes the natural injection of G into G a homomorphism. Recall that a homomorphism is an edge preserving mapping of vertices.
The graph P n is the path on n vertices. The power graph P n consists of two connected components each isomorphic to the hypercube of dimension n − 1. For a cycle, C n , the power graph C n consists of two connected components each isomorphic to the projective cube of dimension n − 1.
In general the following holds.
Lemma 2.1. For a graph G, an integer n and a Cayley graph H on Z n 2 , there exists a homomorphism from G to H if and only if there exists a homomorphism from G to H.
We will prove Lemma 2.1 in a much more general form, encompassing all varieties of groups. Let V be a variety of groups, that is, a class of groups defined by a set of equations. For instance the variety of abelian groups is defined by the equation xy = yx, and the groups Z n 2 are (up to isomorphism) the finite members of the variety of groups defined by the equation x 2 = 1. For a graph G, we denote by F V (G) the free group on the vertex set of G in the variety V, and S V (G) the following subset of F V (G):
The general form of Lemma 2.1 is the following.
Lemma 2.2. Let Cay(A, S) be a Cayley graph, where A is a group in V. Then for a graph G, there exists a homomorphism of G to Cay(A, S) if and only if there exists a homomorphism of Cay(
, then there exists a homomorphism from G to Cay(A, S). Now suppose that there exists a graph homomorphism φ : G → Cay(A, S). Then φ extends to a group homomorphism φ : F V (G) → A, and it is easy to see that φ is also a graph homomorphism of Cay(
Note that when V is the variety of all groups, then F V (G) is simply the free group on V (G), and Lemma 2.2 presents Cay(F V (G), S V (G)) as the smallest Cayley graph into which G admits a homomorphism. By a result of Sabidussi [7] reformulated in [2] , every vertex-transitive graph is a retract of a Cayley graph. Therefore Cay(F V (G), S V (G)) is also the smallest vertex-transitive graph into which G admits a homomorphism. In particular, the chromatic number of Cay(F V (G), S V (G)) is equal to that of G; since the chromatic number is defined in terms of homomorphisms into complete graphs, which are Cayley graphs. The fractional chromatic number of G is defined in terms of homomorphisms to Kneser graphs (see [9] ), which are seldom Cayley graphs (see [8] ) but nonetheless vertex-transitive; therefore the fractional chromatic number of Cay(
When V is the variety of abelian groups, then the chromatic number of the Cayley graph Cay(F V (G), S V (G)) is again equal to that of G, since the complete graphs are also Cayley graphs on abelian groups. However the fractional chromatic number of Cay(F V (G), S V (G)) may be larger than that of G. For instance, it can be shown that the fractional chromatic number of the Petersen graph P is 5 2 , while that of Cay(F V (P ), S V (P )) is 3. Now, the finite groups in the variety V defined by the identity x 2 = 1 are all isomorphic to Z n 2 for some n. Therefore only the complete graphs whose number of vertices is a power of 2 are Cayley graphs on groups in V, so for an arbitrary graph G, even the chromatic number of Cay(F V (G), S V (G)) ( which is equal to G) may be larger than that of G. In essence, Corollary 1.6 goes a step further than this observation, by stating that the number 3 does not even belong to the range of chromatic numbers of Cayley graphs of groups in V.
Note that C n consists in two disjoint copies of PC n−1 . Thus if C 2k+1 maps to a binary Cayley graph G, then, by Lemma 2.1, the projective cube PC 2k maps to G. Furthermore, if 2k + 1 is the length of the shortest odd-cycle of G, then in any mapping of PC 2k to G no two vertices of PC 2k can be identified. This proves the claim of Theorem 1.5.
Mapping binary Cayley graphs to projective cubes
By restating Payan's theorem with the language of homomorphisms, we obtain Theorem 1.6. This led us to formulate Conjecture 1.7, suggesting that what makes 4-coloring so special is the fact that PC 2 is isomorphic to K 4 .
In the context of this conjecture, note that since G is not bipartite it contains an odd-cycle. Let 2r + 1 be the length of a shortest odd-cycle of G. Since G maps to PC 2k and since the odd-girth of PC 2k is 2k + 1, we have r ≥ k. On the other hand Theorem 1.5 tells us that G contains PC 2r as a subgraph. Since PC 2r itself is a binary Cayley graph, Conjecture 1.7 is equivalent to the following conjecture.
Conjecture 3.1. Given r ≥ k, any mapping of PC 2r to PC 2k must be onto.
When k is equal to 1, this conjecture is equivalent to Payan's theorem and is implied by the fact that M k (C 2k+1 ) is a subgraph of PC 2k as mentioned in the introduction. The case when k is equal to r is also equivalent to stating that PC 2k is a core as observed by Corollary 1.2. In the next theorem we verify the conjecture for k = 2 and r = 3. In other words we prove that any homomorphism of PC 6 into PC 4 should be surjective. We start with a couple of observations that might be useful in general case. 4 Observation 3.2. If f : PC 2k+2 → PC 2k is a homomorphism and f (x) = f (y), then x and y have a common neighbor, i.e., they are at distance 2.
Proof. Vertices x and y belong to a cycle of length 2k + 3 in PC 2k+2 . If they are not at distance 2, then there would be a cycle of odd length strictly smaller than 2k + 1 in PC 2k which is a contradiction.
Proof. Using the poset notation, and without loss of generality we may assume that the vertex associated with the empty set is in f −1 (x). Then every other vertex in f −1 (x) must be a 2-subset of [1 · 2k + 3]. Moreover they must be at distance 2 from each other, so that each pair of 2-subsets in f −1 (x) have a non-empty intersection. In order to reach four such 2-subsets, there has to be a fixed element (say i) in all of them. Let a be the vertex associated with the set {i} in PC 2k+2 , we then have
Observation 3.4. If there exists a homomorphism of PC 6 into PC 4 which is not surjective and such that a vertex of PC 4 has a pre-image of size 6, then there exists a homomorphism of PC 6 into PC 4 which is not surjective and with no vertex of PC 4 being the image of 6 vertices of PC 6 .
Proof. Let f be a homomorphism of PC 6 into PC 4 which is not surjective and such that a vertex x of PC 4 has a pre-image of size 6. By Corollary 3.3, there exists a vertex a of PC 6 such that f −1 (x) ⊆ N (a). Without loss of generality, we may assume that a is the vertex associated with the empty set and that f −1 (x) is made of the singletons from {1} to {6}. Let y be the image of the singleton {7}. It cannot be the image of 7 vertices (otherwise it would be the whole neighborhood of a vertex in PC 6 but each of the neighbors of {7} has one of its neighbors mapped to x). Therefore, mapping the singleton {7} to x does not create a new vertex of PC 4 being the image of 6 vertices of PC 6 . One can easily check that it is still a homomorphism and it remains not surjective. We thus have built a homomorphism from PC 6 to PC 4 which is not surjective and with strictly less vertices of PC 4 being the image of exactly 6 vertices of PC 6 . We may keep doing so until there is no such vertex.
Observation 3.5. Let f be homomorphism of PC 6 into PC 4 . If there is a vertex x of PC 4 with a pre-image of size 5 or more, then there is a vertex y adjacent to x with a preimage of size 5 or more. Moreover the common neighbor of the vertices in the pre-image of y is adjacent to the common neighbor of the vertices in the pre-image of x.
Proof. With Corollary 3.3, we may assume that f −1 (x) = {{1}, {2}, {3}, {4}, {5}}, the empty set being the common neighbor of the pre-image of x. This last set has twentyone neighbors in PC 6 that must be mapped to the five neighbors of x. One of these neighbors of x, must have a pre-image of size 5 or more. Let it be y. The only vertices having more than five neighbors in N (f −1 (x)) are the vertices associated with singletons. Therefore the common neighbors to the vertices of the pre-image of y is a singleton which is adjacent to the empty set. Theorem 3.6. Any homomorphism of PC 6 into PC 4 must be onto.
Proof. For a contradiction, let f : PC 6 → PC 4 be a homomorphism which is not onto. By Observation 3.4, we may assume that for every vertex x in PC 4 , the size of f −1 (x) is not equal to 6.
We consider two cases: Case 1. There is a vertex x such that |f −1 (x)| = 7. We may assume that the pre-images of x are exactly the singletons. Then f maps the twenty-one vertices of size 2 into the five neighbors of x, thus there should be a neighbor y of x which is the image of five such vertices. These five vertices must share a common element (same arguments as for Corollary 3.3). Therefore, we may consider that they are associated with the sets {1, 2}, {1, 3}, . . . , {1, 6}. By mapping the empty set and the 2-subset {1, 7} we still have a non-surjective homomorphism with no pre-image of size 6 (same arguments as for Observation 3.4). Therefore, we may assume that f −1 (x) = N (∅) and f −1 (y) = N ({1}). The remaining 2-subsets (which are the 2-subsets of [2 · 7] ) have to be mapped to the four other neighbors of x. Among the 3-subsets, the ones containing the element 1 have to be mapped to the four other neighbors of y. The remaining sets are the 3-subsets of [2 · 7] . In PC 6 , they induce a matching, each set being matched to its complement within [2 · 7] .
The fifteen 2-subsets of [2 · 7] have to be mapped within the four neighbors of x which are not y. Two such sets can have the same image only if they share an element. Therefore, the restriction of f to these vertices induce a coloring of the vertices of K(6, 2). Since K(6, 2) is 4-chromatic, the four neighbors of x have a non-empty pre-image. Same argument works for the neighbors of y.
In PC 4 there are six vertices which are neither adjacent to x nor to y. These six vertices induce a matching in PC 4 . Each of the 3-subsets of [2 · 7] has to be mapped simultaneously to a neighbor of a neighbor of x and a neighbor of a neighbor of y. So these twenty vertices are mapped to the aforementioned six vertices of PC 4 . Both sets induce matchings in their respective graphs, hence if a vertex a is mapped to a vertex z, the match of a has to be mapped to the match of z. In other words, if some vertex z is not in the image of f , its match is not either. Since f is not onto, there must be two such vertices. Thus, all twenty vertices have to be mapped to four vertices and one of these four vertices must have a pre-image of size more than 5. By Corollary 3.3, its pre-image is included in the neighborhood of some vertex in PC 6 . But there is no such 5-tuple among the twenty considered vertices. This is a contradiction.
We note that we may actually map the twenty remaining vertices of PC 6 to the six remaining vertices of PC 4 , and then obtain a homomorphism of PC 6 into PC 4 .
Case 2. For every vertex x of PC 4 , |f −1 (x)| ≤ 5. In this case we first note that if |f −1 (x)| = 5 then all five neighbors of x must be in the image of f . Otherwise, the twenty-one neighbors of f −1 (x) are mapped to only four vertices and therefore we have a neighbor z of x with |f −1 (z)| ≥ 6. Since f is not onto, there is a vertex z in PC 4 with an empty pre-image. Then every neighbor is the image of at most four vertices from PC 6 .
Case 2.1 Suppose there is a neighbor t of z which has a pre-image of size 4. Without loss of generality, and using Observation 3.2 and symmetry arguments, either
Then there are twenty vertices in N (f −1 (t)) and they must map to four vertices only. So N (f −1 (t)) should be partitioned into four sets of size 5, each part being vertices with a common neighbor in PC 6 . But the only vertices having five neighbors in N (f −1 (t)) are the vertices associated with the empty set, {1, 2}, {1, 3}, and {2, 3}. Thus they should be the center of such partitions, we then denote the corresponding parts by P ∅ , P {1,2} , P {1,3} and P {2,3} . Private neighborhoods give us that vertices {4}, {5}, {6} and {7} are in P ∅ , vertices {1, 2, 4}, {1, 2, 5}, {1, 2, 6} and {1, 2, 7} are in P {1,2} , vertices {1, 3, 4}, {1, 3, 5}, {1, 3, 6} and {1, 3, 7} are in P {1,3} , and finally vertices {2, 3, 4}, {2, 3, 5}, {2, 3, 6} and {2, 3, 7} are in P {2,3} . Moreover, each set then contains exactly one of the four other vertices in N (f −1 (t)), i.e., {1}, {2}, {3}, {1, 2, 3}. Suppose x is the image of five vertices of P ∅ . By Observation 3.5, there must be a neighbor y of x in PC 4 and a neighbor a of the empty set in PC 6 such that five of the seven neighbors of a are mapped into y, let N ′ (a) be these five vertices. Note that for each b in {1, 2, 3}, three of the neighbors of {b} are already mapped into t, so a cannot be a singleton included in {1, 2, 3}. We may then assume without loss of generality that a is the singleton {4}. Then we observe that for any choice of N ′ (a), this set N ′ (a) will have a neighbor in each of the sets P ∅ , P {1,2} , P {1,3} , P {2,3} . Therefore vertices t, y, f (P ∅ ), f (P {1,2} ), f (P {1,3} ) and f (P {2,3} ) would induce a K 2,4 in PC 4 which is a contradiction.
Case 2.1.2 If f −1 (t) = {{1}, {2}, {3}{4}}. The set f −1 (t) has nineteen neighbors in PC 6 and they should map, by f , to only four neighbors of t in PC 4 . Thus the neighborhood of f −1 (t) is partitioned into four sets, three of which are of size 5 and the last one of size 4. The ones of the size 5 must be common neighbors of a vertex in PC 6 and the central vertex itself must be of the form {i}, but only one such i can 7
be in {5, 6, 7}. So without loss of generality we may assume that the first two parts of size 5 are subsets of N ({1}) and N ({2}). Furthermore since {1, 2} can only be in one of these two parts, we assume it is not in the first one. Thus the first part is precisely P = {{1, 3}, {1, 4}, {1, 5}, {1, 6}, {1, 7}}. Let x be the image of P . Then each neighbor of ∅ and {1, 2} except {2} is also a neighbor of a vertex in P . Furthermore, f ({2}) = t is also adjacent to x. Then if we change f only in these place, namely defining f ′ (∅) = f ′ ({1, 2}) = v and f ′ (a) = f (a) otherwise, we will have a have new homomorphism, f ′ , whose image is a subset of the image of f . This new homomorphism f ′ would have a vertex with a pre-image of size 7. But by the Case 1, it is impossible. Case 2.2 We finally focus our attention on the case where every neighbor of z is the image of at most three vertices of PC 6 . We remind the reader that we are under the assumption that pre-image of each vertex has size at most 5. With all these assumptions we prove the following claim: Let a be the common neighbor of the vertices in f −1 (x). Note that z and x are not adjacent and, therefore, have two common neighbors. Each of these two common neighbors is the image of at most three vertices of PC 6 . Thus the twenty-one vertices of N (f −1 (x)) must be partitioned into five sets three of which are of size 5 and the other two of size exactly 3. Then y must be the image of one of the parts of size 5 but these five elements can only be a common neighbor of vertex b at distance 1 from a. This concludes the proof of Claim 1.
Having this observed note that there is no vertex mapped to z and each neighbor of z is the image of at most three vertices, thus at least forty-nine vertices are mapped to the vertices at distance 2 from z. And, therefore, at least nine of them are the image of five vertices. These nine vertices induce a subgraph isomorphic to P − , that is the Petersen graph minus a vertex. Now we consider a mapping g of P − which sends each of these nine vertices to the center of their pre-images under f . By Claim 1, this is a homomorphism of P − into PC 6 . But P − contains a C 5 while PC 6 has odd-girth 7. This contradiction concludes the proof of Theorem 3.6.
From these results, one can derive the following Corollary.
Corollary 3.7. Let G be a binary Cayley graph of odd-girth 7. If G admits a homomorphism to PC 4 , then any such mapping must be onto.
Concluding remarks
Conjecture 3.1 can be strengthened in two steps each of which may give a new idea for proving it. The first strengthening is based on the following notation:
Given a graph G and a positive integer l we define the l-th walk power of G, denoted G (l) to be a graph with vertices set of G as its vertices where two vertices x and y being adjacent if there is a walk of length l connecting x and y in G. It follows from this definition that if ϕ is a homomorphism of G to H, then ϕ is also a homomorphism of G (l) to H (l) . Since PC ) ≥ 2 2k .
It seems then that the methods of algebraic topology used for graph coloring are the best tools to prove this conjecture. To this end we suggest the following stronger conjecture, we refer to [3] for definitions and details required for this conjecture. is 2 2k connected.
Finally, for odd values of k the projective cube PC k is a bipartite graph and homomorphism problems to or among these graphs are trivial. However the theory becomes more complicated under the notion of signed graph homomorphisms and signed projective cubes as studied in [5] . Analogue of this work for the case of singed projective cubes is under development.
