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Ergodic BSDEs driven by G-Brownian motion and applications
Mingshang Hu ∗ Falei Wang†
Abstract
The present paper considers a new kind of backward stochastic differential equations (BSDEs)
driven by G-Brownian motion, which is called ergodic G-BSDEs. Firstly, the well-posedness of
G-BSDEs with infinite horizon is given by a new linearization method. Then, the Feynman-Kac
formula for fully nonlinear elliptic partial differential equations (PDEs) is established. Moreover,
a new probabilistic approach is introduced to prove the uniqueness of viscosity solution to elliptic
PDEs in the whole space. Finally, we obtain the existence of solution to G-EBSDE and some
applications are also stated.
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1 Introduction
In 1990, Pardoux and Peng [28] established the existence and uniqueness theorem for nonlinear BSDEs,
which generalize the linear ones of Bismut [3]. After that, the researchers made great progress in this
field. In particular, the BSDEs theory provides a powerful tool for the study of mathematical finance
(see [8, 13]), stochastic control (see [31]) and PDEs (see [27, 29]).
It is well known that BSDEs with a deterministic terminal time provide a probabilistic represen-
tation for solutions to quasi-linear parabolic PDEs, whereas the BSDEs with a random terminal time
are connected with quasi-linear elliptic PDEs (see [4, 14, 30, 38]). The BSDEs with infinite horizon
can be seen as a special case of BSDEs with a random terminal time. Based on it, Fuhrman, Hu
and Tessitore [15] (see also [6, 7, 11, 37] for more details) introduced the following Markovian ergodic
BSDE (EBSDE):
Y xs = Y
x
T +
∫ T
s
[f(Xxr , Z
x
r )− λ]dr −
∫ T
s
Zxr dWr,
where (Wr)r≥0 is a cylindrical Wiener process in a Hilbert space and X
x is the solution to a forward
stochastic differential equation starting at x and taking values in a Banach space. In this equation,
the constant λ is the “ergodic cost”, which provides an efficient alternative tool for the study of
optimal control problems with ergodic cost functionals (see also [1, 2]). Moreover, by virtue of a
EBSDE approach, Hu, Madec and Richou [23] (see also [22]) studied the large time asymptotics of mild
solutions to semi-linear PDEs under the so called weak dissipative assumptions (in infinite dimension).
In particular, they also gave an explicit rate of convergence. Based on the randomization approach
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introduced by [24], Cosso, Fuhrman and Pham [9] obtained the long-time behavior of solutions to fully
nonlinear HJB equations under dissipativity conditions, where the diffusion term may be degenerate.
Recently, Peng introduced a sublinear expectation–G-expectation theory, which non-trivially gen-
eralizes the classical case (see [34, 35] and the references therein). Under the G-expectation framework,
the G-Brownian motion and the corresponding stochastic calculus of Itoˆ’s type are also established.
Moreover, the existence and uniqueness theorem of G-BSDEs and nonlinear Feynman-Kac formula for
fully nonlinear PDEs are also obtained in [18, 19](see [21] for further research). In a different setting,
Soner, Touzi and Zhang [39] established the the so-called 2BSDEs theory, which shares many simi-
larities with G-BSDEs. For more research on this topic, we refer the reader to [36] and the references
therein.
The present paper is devoted to studying the following type of Markovian BSDE driven by G-
Brownian motion with infinite horizon, which is called G-EBSDE: for all 0 ≤ s ≤ T <∞,
Y xs = Y
x
T +
∫ T
s
[f(Xxr , Z
x
r ) + γ
1λ]dr +
∫ T
s
[gij(X
x
r , Z
x
r ) + γ
2
ijλ]d〈B
i, Bj〉r −
∫ T
s
Zxr dBr − (K
x
T −K
x
s ),
(1)
where γ1 is a fixed constant and γ2 is a given d × d symmetric matrix satisfying γ1 + 2G(γ2) < 0,
(Bt)t≥0 is a d-dimensional G-Brownian motion and X
x is the solution to a stochastic differential
equation driven by G-Brownian motion starting at x. Our aim is to find a quadruple (Y, Z,K, λ)
satisfying G-EBSDEs (1), where Y, Z are integrable processes in the G-expectation space, K is a
decreasing G-martingale and λ is a real number.
For this purpose, we firstly introduce a new kind of linearization method to show that the BSDE
driven by G-Brownian motion with infinite horizon has a unique solution under some certain con-
ditions. Note that the linearization methods in [4] and [19] cannot be applied directly to deal with
this problem due to the structure of G-expectation space. In addition, the comparison theorem for
G-BSDE with infinite horizon is also obtained. Then, we establish the fully nonlinear Feynman-Kac
formula for elliptic PDEs and introduce a new probabilistic method to tackle the uniqueness of vis-
cosity solution to elliptic PDEs in Rn, which improves the one in [27]. Finally, we prove that the
G-EBSDE (1) has a solution (Y x, Zx,Kx, λ). The G-EBSDE (1) provides an alternative approach for
the study of the following ergodic elliptic PDEs:
G(H(D2xv,Dxv, λ, x)) + 〈b(x), Dxv〉+ f(x,Dxvσ(x)) + γ
1λ = 0,
which is a completely new fully nonlinear PDE. Moreover, with the help of G-EBSDEs theory, we
could study the large time behaviour of solutions to fully nonlinear PDE and optimal ergodic control
problems under model uncertainty. Indeed, G-EBSDEs theory provides a potential method to study
ergodic problems in the nonlinear expectation framework, see [17].
The paper is organized as follows. In section 2, we present some preliminaries for G-BSDEs. The
existence and uniqueness theorem for G-BSDEs with infinite horizon is established in section 3. In
section 4, we obtain the fully nonlinear Feynman-Kac formula for elliptic PDEs. Section 5 is devoted
to the study of G-EBSDEs and some applications are stated in section 6.
2 Preliminaries
The main purpose of this section is to recall some basic notions and results of G-expectation theory,
which are needed in the sequel. The readers may refer to [18], [32], [33] and [34] for more details.
Let Ω = C0([0,∞);R
d) be the space of all Rd-valued continuous functions on [0,∞) starting from
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the origin, endowed with the distance
ρ(ω1, ω2) :=
∞∑
N=1
2−N [( max
t∈[0,N ]
|ω1t − ω
2
t |) ∧ 1],
and B be the canonical process. For each T > 0, denote
Lip(ΩT ) := {ϕ(Bt1 , ..., Btn) : n ≥ 1, t1, ..., tn ∈ [0, T ], ϕ ∈ Cb.Lip(R
d×n)}, Lip(Ω) := ∪
T
Lip(ΩT ),
where Cb.Lip(R
n) is the space of all bounded Lipschitz functions on Rn.
Let Sd be the space of all d × d symmetric matrices. For each given monotonic and sublinear
function G : Sd → R, Peng constructed a sublinear expectation space (Ω, Lip(Ω), Eˆ, (Eˆt)t≥0) called
G-expectation space. Indeed, for each ξ ∈ Lip(Ω) with the form of
ξ(ω) = ϕ(ωt1 , ωt2 , · · · , ωtk), 0 = t0 < t1 < · · · < tk <∞,
we define the conditional G-expectation by
Eˆt[ξ] := ui(t, ωt;ωt1 , · · · , ωti−1)
for each t ∈ [ti−1, ti), i = 1, . . . , k. Here, the function ui(t, x;x1, · · · , xi−1) parameterized by (x1, · · · , xi−1) ∈
R
(i−1)×d is the solution of the following G-heat equation:
∂tui(t, x;x1, · · · , xi−1) +G(D
2
xui(t, x;x1, · · · , xi−1)) = 0, (t, x) ∈ [ti−1, ti)× R
d
with terminal conditions
ui(ti, x;x1, · · · , xi−1) = ui+1(ti, x;x1, · · · , xi−1, x), for i < k
and uk(tk, x;x1, · · · , xk−1) = ϕ(x1, · · · , xk−1, x). The G-expectation of ξ is defined by Eˆ[ξ] = Eˆ0[ξ].
In this space the corresponding canonical process Bt(ω) = ωt is called G-Brownian motion.
Denote by LpG(Ω) the completion of Lip(Ω) under the norm |Eˆ[| · |
p]|1/p for each p ≥ 1. Denis et
al. [12] proved that the completions of Cb(Ω) (the set of all bounded continuous functions on Ω) and
Lip(Ω) are the same. Similarly, we can define L
p
G(ΩT ) for each T > 0. In this paper, we shall only
consider non-degenerate G-Brownian motion, i.e., there exist some constants 0 < σ2 ≤ σ¯2 < ∞ such
that, for any A ≥ B
1
2
σ2tr[A−B] ≤ G(A) −G(B) ≤
1
2
σ¯2tr[A−B].
Theorem 2.1 ([12, 20]) There exists a weakly compact set P of probability measures on (Ω,B(Ω))
such that
Eˆ[ξ] = sup
P∈P
EP [ξ] for all ξ ∈ L
1
G(Ω).
P is called a set that represents Eˆ.
Let P be a weakly compact set that represents Eˆ. Then we define the following capacity
c(A) := sup
P∈P
P (A), A ∈ B(Ω).
A set A ⊂ B(Ω) is polar if c(A) = 0. A property holds “quasi-surely′′ (q.s.) if it holds outside a polar
set. In the following, we do not distinguish between two random variables X and Y if X = Y q.s..
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Definition 2.2 Let M0G(0, T ) be the collection of processes in the following form: for a given partition
{t0, · · ·, tN} of [0, T ],
ηt(ω) =
N−1∑
j=0
ξj(ω)1[tj,tj+1)(t),
where ξi ∈ Lip(Ωti), i = 0, 1, 2, · · ·, N − 1. For each p ≥ 1, denote by M
p
G(0, T ) the completion of
M0G(0, T ) under the norm |Eˆ[
∫ T
0 |ηs|
pds]|1/p.
For each 1 ≤ i, j ≤ d, denote by 〈Bi, Bj〉 the mutual variation process. Then for two processes η ∈
M2G(0, T ) and ξ ∈ M
1
G(0, T ), the G-Itoˆ integrals
∫
ηsdB
i
s and
∫
ξsd〈B
i, Bj〉s are well defined, see Li-
Peng [25] and Peng [34]. Let S0G(0, T ) = {h(t, Bt1∧t, · · ·, Btn∧t) : t1, . . . , tn ∈ [0, T ], h ∈ Cb,Lip(R
n+1)}.
For each p ≥ 1 and η ∈ S0G(0, T ), we set ‖η‖SpG = |Eˆ[supt∈[0,T ] |ηt|
p]|
1
p and denote by SpG(0, T ) the
completion of S0G(0, T ) under the norm ‖ · ‖SpG.
Now, consider the following type of G-BSDEs in a finite interval [0, T ] (in this paper we always
use Einstein convention):
Yt = ξ +
∫ T
t
f(s, Ys, Zs)ds+
∫ T
t
gij(s, Ys, Zs)d〈B
i, Bj〉s −
∫ T
t
ZsdBs − (KT −Kt), (2)
where
f(t, ω, y, z), gij(t, ω, y, z) : [0,∞)× Ω× R× R
d → R
satisfy the following properties:
(H1) There exists a constant β > 0 such that for any y, z, f(·, ·, y, z), gij(·, ·, y, z) ∈ M
2+β
G (0, n) for
each n > 0;
(H2) There exists a constant L1 > 0 such that
|f(t, y, z)− f(t, y′, z′)|+
d∑
i,j=1
|gij(t, y, z)− gij(t, y
′, z′)| ≤ L1(|y − y
′|+ |z − z′|).
For simplicity, we denote by S2G(0, T ) the collection of processes (Y, Z,K) such that Y ∈ S
2
G(0, T ),
Z ∈M2G(0, T ;R
d), K is a decreasing G-martingale with K0 = 0 and KT ∈ L
2
G(ΩT ).
Theorem 2.3 ([18]) Assume that ξ ∈ L2+βG (ΩT ) and f , gij satisfy (H1), (H2) for some β > 0. Then
equation (2) has a unique solution (Y, Z,K) ∈ S2G(0, T ).
We have the following estimates.
Theorem 2.4 ([18]) Let ξl ∈ L2+βG (ΩT ) , l = 1, 2 and f
l, glij satisfy (H1),(H2) for some β > 0.
Assume that (Y l, Z l,K l) ∈ S2G(0, T ) is the solution of equation (2) corresponding to the data (ξ
l
f l,glij). Set Yˆt = Y
1
t − Y
2
t , Zˆt = Z
1
t −Z
2
t . Then there exists a constant C depending on T , G, L1 such
that
Eˆ[ sup
t∈[0,T ]
|Yˆt|
2] ≤ C{Eˆ[ sup
t∈[0,T ]
Eˆt[|ξˆ|
2]] + Eˆ[ sup
t∈[0,T ]
Eˆt[(
∫ T
0
hˆsds)
2]]},
Eˆ[
∫ T
0
|Zˆs|
2ds] ≤ C{‖Yˆ ‖2S2
G
+ ‖Yˆ ‖S2
G
2∑
l=1
[||Y l||S2
G
+ ||
∫ T
0
hl,0s ds||L2G ]},
where ξˆ = ξ1 − ξ2, hˆs = |f
1(s, Y 2s , Z
2
s ) − f
2(s, Y 2s , Z
2
s )| +
∑d
i,j=1 |g
1
ij(s, Y
2
s , Z
2
s ) − g
2
ij(s, Y
2
s , Z
2
s )| and
hl,0s = |f
l(s, 0, 0)|+ |glij(s, 0, 0)|.
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Note that the estimate for Z is different from the classical case because of the existence of the
decreasing G-martingale K. We also have the explicit solutions of linear G-BSDEs. For convenience,
assume d = 1. Consider the following linear G-BSDE in finite horizon [0, T ]:
Yt = ξ +
∫ T
t
fsds+
∫ T
t
gsd〈B〉s −
∫ T
t
ZsdBs − (KT −Kt), (3)
where fs = asYs + bsZs +ms, gs = csYs + dsZs + ns with bounded processes (as)s∈[0,T ], (bs)s∈[0,T ],
(cs)s∈[0,T ], (ds)s∈[0,T ] ∈M
p
G(0, T ) and (ms)s∈[0,T ], (ns)s∈[0,T ] ∈M
p
G(0, T ), ξ ∈ L
p
G(ΩT ) for some p > 1.
Then we construct an auxiliary extended G˜-expectation space (Ω˜, L1
G˜
(Ω˜), EˆG˜) with Ω˜ = C0([0,∞),R
2)
and
G˜(A) =
1
2
sup
σ2≤v≤σ¯2
tr
[
A
[
v 1
1 v−1
]]
, A ∈ S2.
Let (Bt, B˜t)t≥0 be the canonical process in the extended space.
Suppose {Xt}t∈[0,T ] is the solution of the following G˜-SDE:
Xt = 1 +
∫ t
0
asXsds+
∫ t
0
csXsd〈B〉s +
∫ t
0
dsXsdBs +
∫ t
0
bsXsdB˜s. (4)
It is easy to verify that
Xt = exp(
∫ t
0
(as − bsds)ds+
∫ t
0
csd〈B〉s)E
B
t E
B˜
t , (5)
where EBt = exp(
∫ t
0
dsdBs −
1
2
∫ t
0
d2sd〈B〉s), E
B˜
t = exp(
∫ t
0
bsdB˜s −
1
2
∫ t
0
b2sd〈B˜〉s).
Lemma 2.5 ([19]) In the extended G˜-expectation space, the solution of the G-BSDE (3) can be
represented as
Yt = (Xt)
−1
Eˆ
G˜
t [XT ξ +
∫ T
t
msXsds+
∫ T
t
nsXsd〈B〉s],
where {Xt}t∈[0,T ] is the solution of the G˜-SDE (4). Moreover,
(Xt)
−1
Eˆ
G˜
t [XTKT −
∫ T
t
asKsXsds−
∫ T
t
csKsXsd〈B〉s] = Kt.
The following estimate is important for our future discussions, whose proof will be given in the
appendix.
Lemma 2.6 Suppose the processes (Y, Z,K) ∈ S2G(0, T ) is the solution to the following equation
Yt = ξ +
∫ T
t
fsds+
∫ T
t
gsd〈B〉s −
∫ T
t
ZsdBs − (KT −Kt) + (K¯T − K¯t),
where K¯t ∈ L
p
G(Ωt) is a decreasing G-martingale for some p > 1. Moreover, ξ is bounded by some
constant ρ1, ms, ns are bounded by some constant ρ2 and as + σ
2cs ≤ −ρ3 for some constant ρ3 > 0.
Then
Yt ≤ ρ1 exp(−ρ3(T − t)) +
1 + σ2
ρ3
ρ2.
If we further assume that K¯t = 0, then
|Yt| ≤ ρ1 exp(−ρ3(T − t)) +
1 + σ2
ρ3
ρ2.
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3 G-BSDEs with infinite horizon
For simplicity, we consider the G-expectation space (Ω, L1G(Ω), Eˆ) with Ω = C0([0,∞),R) and σ¯
2 =
Eˆ[B21 ] ≥ −Eˆ[−B
2
1 ] = σ
2 > 0. But our results and methods still hold for the case d > 1.
This section is devoted to studying the following type of BSDEs driven by G-Brownian motion
with infinite horizon,
Yt = YT +
∫ T
t
f(s, Ys, Zs)ds+
∫ T
t
g(s, Ys, Zs)d〈B〉s −
∫ T
t
ZsdBs − (KT −Kt), 0 ≤ t ≤ T <∞.
(6)
In the rest of this section we shall make use of the following assumptions on the generators of
G-BSDEs.
(H3) There exists a constant µ > 0 such that (f(t, ω, y, z)− f(t, ω, y′, z))(y− y′)+ 2G((g(t, ω, y, z)−
g(t, ω, y′, z))(y − y′)) ≤ −µ|y − y′|2.
(H4) |f(s, 0, 0)|+ σ¯2|g(s, 0, 0)| ≤ L2 for some constant L2.
Definition 3.1 A triplet of processes (Y, Z,K) is called a solution of equation (6) if the following
properties hold:
(a) (Y, Z,K) ∈ S2G(0,∞), where S
2
G(0,∞) = ∩
T
S
2
G(0, T );
(b) Yt = YT +
∫ T
t
f(s, Ys, Zs)ds+
∫ T
t
g(s, Ys, Zs)d〈B〉s −
∫ T
t
ZsdBs − (KT −Kt), 0 ≤ t ≤ T <∞.
In this paper we only consider the case that Y component of the solution to G-BSDE (6) is
bounded. Indeed, G-BSDE (6) may have more than one solution.
Example 3.2 Taking f(s, y, z) = −y and g = 0, one can easily show that (cet, 0, 0) is a solution to
equation (6) for each constant c. However, it has a unique bounded solution (0, 0, 0).
Remark 3.3 Remark that (H3) is necessary to ensure the uniqueness of solution to equation (6). For
example, taking f(s, y, z) = y and g = 0, one can easily check that (ce−t, 0, 0) is a bounded solution
for each constant c.
Remark 3.4 In order to state the main idea, we content ourselves with the case that f(s, 0, 0) and
g(s, 0, 0) are bounded. Indeed, (H4) can be weakened by a slightly more involved estimates (see, e.g.
[38]).
The following result will be frequently used in this paper, which can be seen as a new version of
linearization method for G-BSDEs.
Lemma 3.5 For each given ε > 0, there exist four bounded processes aεs(y, y
′, z), bεs(z, z
′, y′), cεs(y, y
′, z),
dεs(z, z
′, y′), such that
aεs(y, y
′, z) + 2G(cεs(y, y
′, z)) ≤ −µ,
|f(s, y, z)− f(s, y′, z′)− aεs(y, y
′, z)(y − y′)− bεs(z, z
′, y′))(z − z′)| ≤ 4L1ε,
|g(s, y, z)− g(s, y′, z′)− cεs(y, y
′, z)(y − y′)− dεs(z, z
′, y′))(z − z′)| ≤ 4L1ε.
Moreover, for each T > 0 and Y, Y ′, Z, Z ′ ∈ M2G(0, T ), a
ε
s(Ys, Y
′
s , Zs), b
ε
s(Zs, Z
′
s, Y
′
s ), c
ε
s(Ys, Y
′
s , Zs),
dεs(Zs, Z
′
s, Y
′
s ) are in M
2
G(0, T ).
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Proof. Denote:
aεs(y, y
′, z) := l(y, y′, z)
f(s, y, z)− f(s, y′, z)
y − y′
−
µ
1 + σ2
(1− l(y, y′, z)),
cεs(y, y
′, z) := l(y, y′, z)
g(s, y, z)− g(s, y′, z)
y − y′
−
µ
1 + σ2
(1− l(y, y′, z)),
where l(y, y′, z) = 1|y−y′|≥ε +
|y−y′|
ε 1|y−y′|<ε. It is obvious that a
ε
s(y, y
′, z), cεs(y, y
′, z) are continuous
functions in (y, y′, z). Thus for each T > 0, we conclude that aεs(Ys, Y
′
s , Zs), c
ε
s(Ys, Y
′
s , Zs) are in
M2G(0, T ) for each Y, Y
′, Z ∈M2G(0, T ).
From assumption (H3), we obtain that
aεs(y, y
′, z) + 2G(cεs(y, y
′, z)) ≤l(y, y′, z)(
f(s, y, z)− f(s, y′, z)
y − y′
+ 2G(
g(s, y, z)− g(s, y′, z)
y − y′
))
+ (1− l(y, y′, z))(−
µ
1 + σ2
+ 2G(−
µ
1 + σ2
))
≤− µ.
Note that |aεs| ≤ L1 . Then by assumption (H2), we also derive that
|f(s, y, z)− f(s, y′, z)− aεs(y, y
′, z)(y − y′)|
≤ |f(s, y, z)− f(s, y′, z)|1|y−y′|<ε + |a
ε
s(y, y
′, z)(y − y′)|1|y−y′|<ε
≤ 2L1|y − y
′|1|y−y′|<ε ≤ 2L1ε.
Finally, we set
bεs(z, z
′, y′) := l(z, z′, y′)
f(s, y′, z)− f(s, y′, z′)
z − z′
+ L1(1− l(z, z
′, y′)),
dεs(z, z
′, y′) := l(z, z′, y′)
g(s, y′, z)− g(s, y′, z′)
z − z′
+ L1(1 − l(z, z
′, y′)).
One can easily check that the last two inequalities also hold true.
Now we state the main result of this section, concerning the existence and uniqueness of solutions
of BSDE (6).
Theorem 3.6 Let assumptions (H1)-(H4) hold. Then the G-BSDE (6) has a unique solution (Y, Z,K)
belonging to S2G(0,∞) such that Y is a bounded process.
Proof. Uniqueness: Suppose that (Y 1, Z1,K1) and (Y 2, Z2,K2) are both solutions of the G-BSDE
(6). Set (Yˆ , Zˆ) = (Y 1 − Y 2, Z1 − Z2). Since both Y 1 and Y 2 are bounded continuous processes, we
can find some constant C > 0 such that |Yˆ | ≤ C. Then we have for any T > 0,
Yˆt +K
2
t = YˆT +K
2
T +
∫ T
t
fˆsds+
∫ T
t
gˆsd〈B〉s −
∫ T
t
ZˆsdBs − (K
1
T −K
1
t ),
where fˆs = f(s, Y
1
s , Z
1
s ) − f(s, Y
2
s , Z
2
s ), gˆs = g(s, Y
1
s , Z
1
s ) − g(s, Y
2
s , Z
2
s ). From Lemma 3.5, for each
given ε > 0, we set aεs := a
ε
s(Y
1
s , Y
2
s , Z
1
s ). Thus
f(s, Y 1s , Z
1
s )− f(s, Y
2
s , Z
1
s ) = a
ε
sYˆs + f(s, Y
1
s , Z
1
s )− f(s, Y
2
s , Z
1
s )− a
ε
sYˆs.
Moreover, we can get aεs ∈M
2
G(0, T ). Similarly, we can define b
ε
s, c
ε
s and d
ε
s. Consequently,
fˆs = a
ε
sYˆs + b
ε
sZˆs −m
ε
s, gˆs = c
ε
sYˆs + d
ε
sZˆs − n
ε
s,
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where |mεs| := |fˆs − a
ε
sYˆs − b
ε
sZˆs| ≤ 4L1ε and |n
ε
s| := |gˆs − c
ε
sYˆs − d
ε
sZˆs| ≤ 4L1ε. Recalling Lemma 2.6
and letting ε→ 0, we deduce that
Yˆt ≤ C exp(−µ(T − t)), ∀T > 0, q.s..
Therefore by sending T to infinity yields that ∀t ≥ 0, Y 1t ≤ Y
2
t , q.s.. By a similar analysis, we also
have Y 2t ≤ Y
1
t , q.s.. Thus it follows from the continuity of Y
1 and Y 2 that Y 1 = Y 2, q.s.. Then
recalling the uniqueness of solution to G-BSDE in finite horizon, we can also get the uniqueness of
(Z,K), which is the desired result.
Existence: Denote by (Y n, Zn,Kn) ∈ S2G(0, n) the unique solution of the following G-BSDE in
finite horizon:
Y nt =
∫ n
t
f(s, Y ns , Z
n
s )ds+
∫ n
t
g(s, Y ns , Z
n
s )d〈B〉s −
∫ n
t
Zns dBs − (K
n
n −K
n
t ), 0 ≤ t ≤ n.
Using the same method as in the proof of uniqueness, we have
Y nt =
∫ n
t
(f(s, 0, 0) + fs)ds+
∫ n
t
(g(s, 0, 0) + gs)d〈B〉s −
∫ n
t
Zns dBs − (K
n
n −K
n
t ),
where fs = f(s, Y
n
s , Z
n
s )− f(s, 0, 0), gs = g(s, Y
n
s , Z
n
s )− g(s, 0, 0). Then for each ε > 0, we can get
fs = a
n,ε
s Y
n
s + b
n,ε
s Z
n
s −m
n,ε
s , gs = c
n,ε
s Y
n
s + d
n,ε
s Z
n
s − n
n,ε
s ,
where |mn,εs | ≤ 4L1ε and |n
n,ε
s | ≤ 4L1ε. By Lemma 2.6, we derive that
|Y nt | ≤
L2
µ
+ 4(1 + σ¯2)ε
L1
µ
, q.s..
Then letting ε→ 0, we can obtain that
|Y nt | ≤
L2
µ
, q.s.. (7)
Now we define Y n, Zn and Kn on the whole time axis by setting
Y nt = Z
n
t = 0, K
n
t = K
n
n , ∀t > n.
Fix t ≤ n ≤ m and set Y˜ = Y m − Y n, Z˜ = Zm − Zn. As in the proof of uniqueness, we use the
same kind of linearization. Thus
Y˜t +K
m
t = K
m
m +
∫ m
t
f˜sds+
∫ m
t
g˜sd〈B〉s −
∫ T
t
Z˜sdBs − (K
n
m −K
n
t ),
where f˜s = f(s, Y
m
s , Z
m
s )−f(s, Y
n
s , Z
n
s )+1s>nf(s, 0, 0), g˜s = g(s, Y
m
s , Z
m
s )−g(s, Y
n
s , Z
n
s )+1s>ng(s, 0, 0).
Then for each given ε > 0, we have
f˜s = a
m,n,ε
s Y˜s+ b
m,n,ε
s Z˜s−m
m,n,ε
s + 1s>nf(s, 0, 0), gˆs = c
m,n,ε
s Y˜s+ d
m,n,ε
s Z˜s−n
m,n,ε
s + 1s>ng(s, 0, 0),
where |mm,n,εs | ≤ 4L1ε and |n
m,n,ε
s | ≤ 4L1ε. Therefore using the same strategy implies that
|Y˜t| ≤
L2
µ
exp(µt)(exp(−µn)− exp(−µm)), q.s.. (8)
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Thus, we get for each 0 < T ≤ n ≤ m,
lim
m,n→∞
Eˆ[ sup
t∈[0,T ]
|Y nt − Y
m
t |
2] = 0.
Consider the following G-BSDE in finite horizon [0, T ]:
Y nt = Y
n
T +
∫ T
t
f(s, Y ns , Z
n
s )ds+
∫ T
t
g(s, Y ns , Z
n
s )d〈B〉s −
∫ T
t
Zns dBs − (K
n
T −K
n
t ).
By Theorem 2.4, we also conclude that
lim
m,n→∞
‖Zn − Zm‖M2
G
(0,T ) = 0.
Consequently, there exist two processes (Y, Z) ∈ S2G(0,∞)×M
2
G(0,∞) such that
lim
n→∞
Eˆ[ sup
t∈[0,T ]
|Y nt − Yt|
2 +
∫ T
0
|Znt − Zt|
2dt] = 0.
Moreover, from equations (7) and (8), we get that |Yt| ≤
L2
µ and |Y
n
t − Yt| ≤
L2
µ exp(−µ(n− t)), q.s..
Denote
Kt := Yt − Y0 +
∫ t
0
f(s, Ys, Zs)ds+
∫ t
0
g(s, Ys, Zs)d〈B〉s −
∫ t
0
ZsdBs.
Then we have Eˆ[|Kt −K
n
t |
2]→ 0. Moreover, K is a G-martingale. Indeed, for each 0 ≤ t < s,
Eˆ[|Eˆt[Ks]−Kt|] = Eˆ[|Eˆt[Ks]− Eˆt[K
n
s ] +K
n
t −Kt|]
≤ Eˆ[Eˆt[|Ks −K
n
s |]] + Eˆ[|K
n
t −Kt|]
= Eˆ[|Ks −K
n
s |] + Eˆ[|K
n
t −Kt|]→ 0.
Thus we get Eˆt[Ks] = Kt, which completes the proof.
Remark 3.7 The main difficulty to prove Theorem 3.6 is the explicit solutions of linear G-BSDEs,
which is different from the linear case. Then in the above proof we introduce a new version of
linearization method to obtain the existence and uniqueness of G-BSDE with infinite horizon. In
particular, it also provides a new prior estimate for G-BSDEs (see equation (7)).
By the same way as in the proof of Theorem 3.6, we also have the following comparison theorem.
Theorem 3.8 (Comparison Theorem) Let (Y i, Zi,Ki), i = 1, 2 be the solution of BSDE (6) with
generators f i and gi such that Y i is a bounded process. Moreover f i and gi satisfy assumptions (H1)-
(H4). If f1(s, Y is , Z
i
s)− f
2(s, Y is , Z
i
s) + 2G(g
1(s, Y is , Z
i
s)− g
2(s, Y is , Z
i
s)) ≤ 0 for some i, q.s., then for
each t, Y 1t ≤ Y
2
t , q.s..
4 Fully nonlinear Feynman-Kac formula for elliptic PDEs
In this section, we shall give the fully nonlinear Feynman-Kac Formula for G-BSDEs with infinite
horizon. Let Bt = (B
i
t)
d
i=1 be the corresponding d-dimensional G-Brownian motion. Consider the
following type of G-FBSDEs with infinite horizon:

Xxs = x+
∫ s
0 b(X
x
r )dr +
∫ s
0 hij(X
x
r )d〈B
i, Bj〉r +
∫ s
0 σ(X
x
r )dBr,
Y xs = Y
x
T +
∫ T
s
f(Xxr , Y
x
r , Z
x
r )dr +
∫ T
s
gij(X
x
r , Y
x
r , Z
x
r )d〈B
i, Bj〉r
−
∫ T
s
Zxr dBr − (K
x
T −K
x
s ),
(9)
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where b, hij : R
n → Rn, σ : Rn → Rn×d, f , gij : R
n × R × Rd → R are deterministic continuous
functions. Consider also the following assumptions:
(B1) hij = hji and gij = gji for 1 ≤ i, j ≤ d, |f(x, 0, 0)| + 2G(|gij(x, 0, 0)|) is bounded by some
constant α;
(B2) There exist some constants L, α1 > 0 and α2 > 0 such that
|b(x)− b(x′)|+
∑
i,j
|hij(x)− hij(x
′)| ≤ L|x− x′|, |σ(x) − σ(x′)| ≤ α1|x− x
′|,
|f(x, y, z)− f(x′, y′, z′)|+
∑
i,j
|gij(x, y, z)− gij(x
′, y′, z′)|
≤ L(|x− x′|+ |y − y′|) + α2|z − z
′|.
(B3) There exists a constant µ > 0 such that (f(x, y, z) − f(x, y′, z))(y − y′) + 2G((gij(x, y, z) −
gij(x, y
′, z))(y − y′)) ≤ −µ|y − y′|2.
(B4) G(
n∑
i=1
(σi(x)−σi(x
′))T (σi(x)−σi(x
′))+2(〈x−x′, hij(x)−hij(x
′)〉)di,j=1)+〈x−x
′, b(x)−b(x′)〉 ≤
−η|x− x′|2 for some constant η > 0, where σi is the i-th row of σ.
(B5) η − (1 + σ¯2)α1α2 > 0.
By Theorem 3.6, there exists a unique solution (Xx, Y x, Zx,Kx) to G-FBSDEs (9) under (B1)-(B3).
The assumptions (B4) and (B5) are called strong dissipativity assumptions and they ensures the
ergodicity of the diffusion process X in the linear case (see [9], [15] and [37]).
The following result is important in our future discussion.
Lemma 4.1 Assume X˜ is the solution of the following G˜-SDE:
X˜t = 1 +
∫ t
0
dsX˜sdBs +
∫ t
0
bsX˜sdB˜s,
where (bs)s∈[0,∞), (ds)s∈[0,∞) are in M
2
G(0, T ) for any T > 0 and bounded by α2. Then the following
properties hold:
(i) EˆG˜[|Xxt −X
x′
t |X˜t] ≤ exp(−ηt+ (1 + σ¯
2)α1α2t)|x− x
′|;
(ii) there exists a constant C¯ depending on G,α1, α2 and η, such that
Eˆ
G˜[|Xxt |X˜t] ≤ C¯(1 + |x|), ∀t > 0.
Proof. Without loss of generality, assume d = 1. It is obvious X˜ is a G˜-martingale. Then
Eˆ
G˜[|Xxt −X
x′
t |X˜t] ≤ Eˆ
G˜[|Xxt −X
x′
t |
2X˜t]
1
2 Eˆ
G˜[X˜t]
1
2 = EˆG˜[|Xxt −X
x′
t |
2X˜t]
1
2 .
Next we shall give the estimate of |Xxt −X
x′
t |
2X˜t. Set X¯t = X
x
t − X
x′
t , C = η − (1 + σ¯
2)α1α2 and
ϕ¯s = ϕ(X
x
s )− ϕ(X
x′
s ) for ϕ = b, h, σ. Applying the G-Itoˆ formula yields that
exp(2Ct)|X¯t|
2X˜t − |x− x
′|2
= 2C
∫ t
0
exp(2Cs)|X¯s|
2X˜sds+ 2
∫ t
0
exp(2Cs)〈X¯t, b¯s〉X˜sds+
∫ t
0
exp(2Cs)ξsX˜sd〈B〉s
+Mt + 2
∫ t
0
exp(2Cs)〈X¯s, σ¯s〉dsX˜sd〈B〉s + 2
∫ t
0
exp(2Cs)〈X¯s, σ¯s〉bsX˜sds
= 2C
∫ t
0
exp(2Cs)|X¯s|
2X˜sds+ Λ
1
t + Λ
2
t +Nt +Mt,
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where
Λ1t = 2
∫ t
0
exp(2Cs)[〈X¯s, b¯s〉+G(ξs)]X˜sds,
Λ2t = 2
∫ t
0
exp(2Cs)〈X¯s, σ¯s〉bsX˜sds+ 2
∫ t
0
exp(2Cs)〈X¯s, σ¯s〉dsX˜sd〈B〉s,
ξt = 2〈X¯t, h¯t〉+ |σ¯t|
2, Nt =
∫ t
0
exp(2Cs)ξsX˜sd〈B〉s − 2
∫ t
0
exp(2Cs)G(ξs)X˜sds,
Mt = 2
∫ t
0
exp(2Cs)〈X¯s, σ¯s〉X˜sdBs +
∫ t
0
exp(2Cs)|X¯s|
2dsX˜sdBs +
∫ t
0
exp(2Cs)|X¯s|
2bsX˜sdB˜s.
Then by assumption (B4), we obtain that
Λ1t ≤ −2η
∫ t
0
exp(2Cs)|X¯s|
2X˜sds, Λ
2
t ≤ 2(1 + σ¯
2)α1α2
∫ t
0
exp(2Cs)|X¯s|
2X˜sds.
Note that Nt is a decreasing G-martingale and Nt ≤ 0. Thus we conclude that
exp(2Ct)|Xxt −X
x′
t |
2X˜t ≤ |x− x
′|2 +Mt.
In sprit of Mt is a symmetric G-martingale, we derive that
Eˆ
G˜[exp(2Ct)|Xxt −X
x′
t |
2X˜t] ≤ |x− x
′|2.
Consequently,
Eˆ
G˜[|Xxt −X
x′
t |X˜t] ≤ exp(−ηt+ (1 + σ¯
2)α1α2t)|x− x
′|,
and the first inequality holds.
Denote κs = exp(Cs) and ϕˆs = ϕ(X
x
s ) − ϕ(0) for ϕ = b, h, σ. Then it follows from the G-Itoˆ’s
formula that
κt|X
x
t |
2X˜t − |x|
2 − C
∫ t
0
κs|X
x
s |
2X˜sds− M¯t
≤ 2
∫ t
0
κs〈X
x
s , b(X
x
s )〉X˜sds+ 2
∫ t
0
κsG(2〈X
x
s , h(X
x
s )〉+ |σ(X
x
s )|
2)X˜sds+ 2
∫ t
0
κs〈X
x
s , σ(X
x
s )〉bsX˜sds
+ 4
∫ t
0
κsG(〈X
x
s , σ(X
x
s )〉ds)X˜sds,
≤ 2
∫ t
0
κs〈X
x
s , bˆs〉X˜sds+ 2
∫ t
0
κsG(|σˆs|
2 + 2〈Xxs , hˆs〉)X˜sds+ 2
∫ t
0
κs〈X
x
s , σˆs〉bsX˜sds
+ 4
∫ t
0
κsG(〈X
x
s , σˆs〉ds)X˜sds+ Λ
3
t ,
with
M¯t =2
∫ t
0
κs〈X
x
s , σ(X
x
s )〉X˜sdBs +
∫ t
0
κs|X
x
s |
2dsX˜sdBs +
∫ t
0
κs|X
x
s |
2bsX˜sdB˜s,
Λ3t =2
∫ t
0
κs〈X
x
s , b(0)〉X˜sds+ 2
∫ t
0
κsG(2〈σ(0), σˆs〉+ σ
2(0) + 2〈Xxs , h(0)〉)X˜sds+ 2
∫ t
0
κs〈X
x
s , σ(0)〉bsX˜sds
+ 4
∫ t
0
κsG(〈X
x
s , σ(0)〉ds)X˜sds,
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where we have used that ϕs = ϕˆs + ϕ(0) and the sublinearity of G in the last inequality,
In spirit of assumption (B4), we get that
κt|X
x
t |
2X˜t ≤ |x|
2 + M¯t − C
∫ t
0
κs|X
x
s |
2X˜sds+ Λ
3
t . (10)
Recalling ab ≤ ca
2
2 +
b2
2c for each c > 0. Then we can find a constant C˜ depending only on η,G, α1, α2
and b(0), h(0), σ(0), so that
Λ3t ≤ C
∫ t
0
κs|X
x
s |
2X˜sds+ C˜
∫ t
0
κsX˜sds.
Consequently, taking expectation on both sides of equation (10), we derive that
Eˆ
G˜[exp(Ct)|Xxt |
2X˜t] ≤ |x|
2 + C˜ exp(Ct).
Thus, it follows that
Eˆ
G˜[|Xxt |X˜t] ≤ Eˆ
G˜[|Xxt |
2X˜t]
1
2 ≤
√
C˜ + |x|,
which completes the proof.
Under assumptions (B1)-(B5), we define
u(x) := Y x0 , x ∈ R
n.
Lemma 4.2 u is a bounded continuous function. Moreover, there exists some constant M depending
only on L, η, α1, α2 and G such that
|u(x)− u(x′)| ≤M |x− x′|.
Proof. Without loss of generality, assume d = 1. By Theorem 3.6, Y xt is bounded by
α
µ . In particular,
|u(x)| ≤ αµ . Denote Y˜ = Y
x−Y x
′
, Z˜ = Zx−Zx
′
. Using the same kind of linearization as in Theorem
3.6, we get
Y˜t +K
x′
t = Y˜T +K
x′
T +
∫ T
t
f˜sds+
∫ T
t
g˜sd〈B〉s −
∫ T
t
Z˜sdBs − (K
x
T −K
x
t ),
where f˜s = f(X
x
s , Y
x
s , Z
x
s ) − f(X
x′
s , Y
x′
s , Z
x′
s ), g˜s = g(X
x
s , Y
x
s , Z
x
s ) − g(X
x′
s , Y
x′
s , Z
x′
s ). Consequently,
by Lemma 3.5, we get for each ǫ > 0
f˜s = a
ǫ
sY˜s + b
ǫ
sZ˜s +m
ǫ
s +ms, gˆs = c
ǫ
sY˜s + d
ǫ
sZ˜s + n
ǫ
s + ns,
where ms = f(X
x
s , Y
x′
s , Z
x′
s ) − f(X
x′
s , Y
x′
s , Z
x′
s ), ns = g(X
x
s , Y
x′
s , Z
x′
s ) − g(X
x′
s , Y
x′
s , Z
x′
s ) and |m
ǫ
s| ≤
2(L+ α2)ǫ, |n
ǫ
s| ≤ 2(L+ α2)ǫ, a
ǫ
s + 2G(c
ǫ
s) ≤ −µ. Recalling Lemma 2.5, we obtain that
Y˜0 ≤ Eˆ
G˜[XǫT Y˜T +
∫ T
0
msX
ǫ
sds+
∫ T
0
nsX
ǫ
sd〈B〉s] + Eˆ
G˜[
∫ T
0
mǫsX
ǫ
sds+
∫ T
0
nǫsX
ǫ
sd〈B〉s],
≤ EˆG˜[XǫT Y˜T + (1 + σ¯
2)L
∫ T
0
|Xxs −X
x′
s |X
ǫ
sds] + Eˆ
G˜[
∫ T
0
mǫsX
ǫ
sds+
∫ T
0
nǫsX
ǫ
sd〈B〉s], q.s., (11)
where {Xǫt }t∈[0,T ] is given by
Xǫt = exp(
∫ t
0
(aǫs − b
ǫ
sd
ǫ
s)ds+
∫ t
0
cǫsd〈B〉s)E
B
t E
B˜
t .
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Here EBt = exp(
∫ t
0 d
ǫ
sdBs −
1
2
∫ t
0 |d
ǫ
s|
2d〈B〉s) and E
B˜
t = exp(
∫ t
0 b
ǫ
sdB˜s −
1
2
∫ t
0 |b
ǫ
s|
2d〈B˜〉s). Thus
|Xxt −X
x′
t ||X
ǫ
t | ≤ exp(−µt)|X
x
t −X
x′
t |X˜
ǫ
t ,
where
X˜ǫt = 1 +
∫ t
0
dǫsX˜
ǫ
sdBs +
∫ t
0
bǫsX˜
ǫ
sdB˜s.
From Lemma 4.1, we conclude that
Eˆ
G˜[|Xxt −X
x′
t |X
ǫ
t ] ≤ exp(−µt− ηt+ (1 + σ¯
2)α1α2t)|x− x
′|.
Thus by equation (11) and sending ǫ→ 0, we deduce that
u(x)− u(x′) ≤ exp(−µT )
α
µ
+
(1 + σ¯2)L
µ+ η − (1 + σ¯2)α1α2
|x− x′|,
Letting T → ∞, we obtain u(x) − u(x′) ≤ (1+σ¯
2)L
η−(1+σ¯2)α1α2
|x − x′|. In a similar way, we also have
u(x′)− u(x) ≤ (1+σ¯
2)L
η−(1+σ¯2)α1α2
|x− x′|, which is the desired result.
Now we shall present the main results of this section.
Lemma 4.3 For each (t, x) ∈ [0,∞)× Rn, we have Y xt = u(X
x
t ).
The proof will be given in the appendix.
Theorem 4.4 u(x) is the unique bounded continuous viscosity solution of the following PDE:
G(H(D2xu,Dxu, u, x)) + 〈b(x), Dxu〉+ f(x, u,Dxuσ(x)) = 0, (12)
where
Hij(D
2
xu,Dxu, u, x) = 〈D
2
xuσi(x), σj(x)〉 + 2〈Dxu, hij(x)〉 + 2gij(x, u,Dxuσ(x)).
Proof. The uniqueness of viscosity solution of equation (12) will be given in appendix. Applying
Lemma 4.3, we obtain for each δ > 0,
u(x) =u(Xxδ ) +
∫ δ
0
f(Xxr , u(X
x
r ), Z
x
r )dr +
∫ δ
0
gij(X
x
r , u(X
x
r ), Z
x
r )d〈B
i, Bj〉r
−
∫ δ
0
Zxr dBr −K
x
δ ,
which can be seen as a G-BSDE in finite horizon [0, δ]. Then we can prove that u is a viscosity solution
of equation (12) by a similar way as the proof of Theorem 4.5 in [19]. Indeed, it is easier than the
one of[19] in our case, since there is no time variable (see also [27, 38] in the linear case). The proof
is complete.
In the next theorem, we shall discuss the sign of the solution of equation (12).
Theorem 4.5 Suppose moreover that −f(Xxs , 0, 0) + 2G(−gij(X
x
s , 0, 0)) ≤ 0 for each s > 0. Then
u(x) ≥ 0.
Proof. It follows from Comparison Theorem 3.8 that ∀t ≥ 0, Y xt ≥ 0. In particular, for t = 0, we
deduce that u(x) ≥ 0.
Remark 4.6 In order to state the G-EBSDE, we establish the fully nonlinear Feynman-Kac formula
for elliptic PDEs under stronger assumptions (B1)-(B5). However, the assumptions (B4) and (B5) can
be removed as the linear case through a uniform continuity argument. These more technical details
are left to future work.
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5 Ergodic BSDEs driven by G-Brownian motion
In this section, we shall study the following type of (Markovian) ergodic BSDEs driven by G-Brownian
motion under assumptions (B1), (B2), (B4) and (B5) (µ = 0):
Y xs = Y
x
T +
∫ T
s
[f(Xxr , Z
x
r ) + γ
1λ]dr +
∫ T
s
[gij(X
x
r , Z
x
r ) + γ
2
ijλ]d〈B
i, Bj〉r −
∫ T
s
Zxr dBr − (K
x
T −K
x
s ),
(13)
where γ1 is a fixed constant and γ2 is a given d× d symmetric matrix satisfied γ1 + 2G(γ2) < 0 as in
introduction.
As in [4], we start by considering an infinite horizon equation with strictly monotonic drift, namely
for each ǫ > 0, the G-BSDEs:
Y x,ǫs = Y
x,ǫ
T +
∫ T
s
[f(Xxr , Z
x,ǫ
r ) + γ
1ǫY x,ǫr ]dr +
∫ T
s
[gij(X
x
r , Z
x,ǫ
r ) + γ
2
ijǫY
x,ǫ
r ]d〈B
i, Bj〉r
−
∫ T
s
Zx,ǫr dBr − (K
x,ǫ
T −K
x,ǫ
s ). (14)
From Theorem 3.6, we immediately have
Lemma 5.1 The G-BSDE (14) has a unique solution (Y x,ǫ, Zx,ǫ,Kx,ǫ) belonging to S2G(0,∞) such
that Y x,ǫ is a bounded process. Furthermore, |Y ǫ,xt | ≤
α
−(γ1+2G(γ2))ǫ .
Then denote vǫ(x) := Y x,ǫ0 . Then by Lemma 4.2, we have
Lemma 5.2 There exists some constant M > 0 independent of ǫ such that
|vǫ(x)− vǫ(x′)| ≤M |x− x′|.
Denote v¯ǫ(x) = vǫ(x) − vǫ(0). Then |v¯ǫ(x)| ≤ M |x| and ǫvǫ(0) ≤ α−γ1−2G(γ2) . Note that v¯
ǫ(x) is
a M -Lipschitz function for each ǫ. Thus by a diagonal procedure we can construct a sequence ǫn ↓ 0
such that v¯ǫn(x)→ v(x) for all x ∈ Rn and ǫnv
ǫn(0)→ λ, where λ is a real number.
Theorem 5.3 Suppose assumptions (B1), (B2), (B4) and (B5) hold. Then for each x, the G-EBSDE
(13) has a solution (Y x, Zx,Kx, λ) ∈ S2G(0,∞)× R such that |Y
x
s | ≤M |X
x
s |.
Proof. Denote Y xt := v(X
x
t ) and Y¯
x,ǫn
t := Y
x,ǫn
t − v
ǫ(0) = v¯ǫn(Xxt ) for each n. Then we have for
each T > 0,
Y¯ x,ǫns = Y¯
x,ǫn
T +
∫ T
s
[f(Xxr , Z
x,ǫn
r ) + γ
1ǫnY¯
x,ǫn
r + γ
1ǫnv
ǫn(0)]dr −
∫ T
s
Zx,ǫnr dBr − (K
x,ǫn
T −K
x,ǫn
s )
+
∫ T
s
[gij(X
x
r , Z
x,ǫn
r ) + γ
2
ijǫnY¯
x,ǫn
r + γ
2
ijǫnv
ǫn(0)]d〈Bi, Bj〉r.
Note that v¯ǫn(x) converges to v(x) uniformly on any compact subset of Rn. Then for each N > 0, we
get that
lim
n→∞
Eˆ[ sup
t∈[0,T ]
|Y¯ x,ǫnt − Y
x
t |
2]
≤ lim
n→∞
Eˆ[ sup
t∈[0,T ]
|v¯ǫn(Xxt )− v(X
x
t )|
21|Xxt |≤N ] + limn→∞
Eˆ[ sup
t∈[0,T ]
|v¯ǫn(Xxt )− v(X
x
t )|
21|Xxt |≥N ]
≤ lim
n→∞
sup
|x|≤N
|v¯ǫn(x) − v(x)|2 + 2M2
Eˆ[ sup
t∈[0,T ]
|Xxt |
3]
N
= 2M2
Eˆ[ sup
t∈[0,T ]
|Xxt |
3]
N
.
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Recalling Proposition 4.1 in [19] and letting N →∞, we conclude that
lim
n→∞
Eˆ[ sup
t∈[0,T ]
|Y¯ x,ǫnt − Y
x
t |
2] = 0.
Applying Theorem 2.4 (note that C can be taken as a generic constant independent of n, since ǫn is
uniformly bounded), there exist two processes Zx,Tt and K
x,T
t such that
lim
n→∞
Eˆ[
∫ T
0
|Zx,ǫnt − Z
x,T
t |
2dt] = 0, lim
n→∞
Eˆ[|Kx,ǫnt −K
x,T
t |
2] = 0.
Moreover, (Y x, Zx,Tt ,K
x,T
t ) satisfies the following equation
Y xs =Y
x
T +
∫ T
s
[f(Xxr , Z
x,T
r ) + γ
1λ]dr +
∫ T
s
[gij(X
x
r , Z
x,T
r ) + γ
2
ijλ]d〈B
i, Bj〉r
−
∫ T
s
Zx,Tr dBr − (K
x,T
T −K
x,T
s ).
By the uniqueness of solution to G-BSDE, it is obvious (Zx,Tr ,K
x,T
r ) = (Z
x,S
r ,K
x,S
r ) for S > T . Set
(Zxt ,K
x
t ) = (Z
x,T
t ,K
x,T
t ) for some T ≥ t. Then (Y
x, Zx,Kx, λ) satisfies equation (13). The proof is
complete.
Based on the G-EBSDE, we could show the following fully nonlinear ergodic elliptic PDE has a
viscosity pair solution:
G(H(D2xv,Dxv, λ, x)) + 〈b(x), Dxv〉+ f(x,Dxvσ(x)) + γ
1λ = 0, (15)
where
Hij(D
2
xv,Dxv, λ, x) =〈D
2
xvσi(x), σj(x)〉+ 2〈Dxv, hij(x)〉 + 2gij(x,Dxvσ(x)) + 2γ
2
ijλ.
Definition 5.4 (i) A viscosity pair subsolution (resp. suppersolution) of (15) is a pair (u, λ) with
a real number λ and a upper (resp. lower) semicontinuous function u, such that for all x ∈ Rn and
ϕ ∈ C2(Rn) satisfying ϕ(y)− u(y) ≥ (resp. ≤)ϕ(x)− u(x) for each y ∈ Rn, we have
G(H(D2xϕ,Dxϕ, λ, x)) + 〈b(x), Dxϕ〉+ f(x,Dxϕσ(x)) + γ
1λ ≥ (resp. ≤)0.
(ii) A viscosity pair solution of (15) is a pair (u, λ) with a real number λ and a continuous function
u, such that it is simultaneously a viscosity pair subsolution and a viscosity pair suppersolution.
Remark 5.5 Note that the equation (15) is a fully nonlinear elliptic PDE in (D2xv, λ), which is
different from the previous works (see [2, 9, 16, 23] and the references therein).
Theorem 5.6 Assume assumptions (B1), (B2), (B4) and (B5) hold. Then ergodic PDE (15) has a
viscosity pair solution (v, λ).
Proof. Consider (v, λ) given in Theorem 5.3. For each x, denote Y xs := v(X
x
s ). Then we have for
each T > 0,
v(Xxs ) = v(X
x
T ) +
∫ T
s
[f(Xxr , Z
x
r ) + γ
1λ]dr +
∫ T
s
[gij(X
x
r , Z
x
r ) + γ
2
ijλ]d〈B
i, Bj〉r
−
∫ T
s
Zxr dBr − (K
x
T −K
x
s ). (16)
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By the nonlinear Feynman-Kac formula in [19], we obtain v is the unique viscosity solution to the
following parabolic PDE:{
∂tφ(t, x) +G(H(D
2
xφ,Dxφ, λ, x)) + 〈b(x), Dxφ〉+ f(x, 〈σ1(x), Dxφ〉, . . . , 〈σd(x), Dxφ〉) + γ1λ = 0,
φ(T, x) = v(x).
Then by the Definition 5.4, one can easily check that (v, λ) is a viscosity pair solution of (15).
Remark 5.7 Note that the nonlinear expectation theory is a useful tool to deal with nonlinear ergodic
problems and we intend to carry over these ideas to more general cases, for example, HJB equations
and nonlinear “invariant measures” (see [17]).
It is obvious the solution to G-EBSDE (13) is not unique. Indeed the equation is invariant with
respect to addition of a constant to Y . However we have a uniqueness result for λ under some
additional condition.
Theorem 5.8 If for some x ∈ Rn, (Y ′,x, Z ′,x,K ′,x, λ′) ∈ S2G(0,∞)×R verifies equation (13). More-
over, there exists some constant cx > 0 such that
|Y ′,xs | ≤ c
x(1 + |Xxs |).
Then λ′ = λ.
Proof. Without loss of generality, assume d = 1 and λ ≥ λ′. Set (Yˆ , Zˆ, λˆ) = (Y x−Y ′,x, Zx−Z ′,x, λ−
λ′). Then we have for each T and ǫ,
Yˆt +K
′,x
t = YˆT +K
′,x
T +
∫ T
t
[fˆs + γ
1λˆ]ds+
∫ T
t
[gˆs + γ
2λˆ]d〈B〉s −
∫ T
t
ZˆsdBs − (K
x
T −K
x
t ),
where fˆs = f(X
x
s , Z
x
s ) − f(X
x
s , Z
x,′
s ) = b
ǫ
sZˆs + m
ǫ
s, gˆs = g(X
x
s , Z
x
s ) − g(X
x
s , Z
x,′
s ) = d
ǫ
sZˆs + n
ǫ
s,
|mǫs| ≤ 2α2ǫ and |n
ǫ
s| ≤ 2α2ǫ. By a similar analysis as in Theorem 3.6, we obtain
Yˆ0 ≤ Eˆ
G˜[XǫT YˆT +
∫ T
0
γ1λˆXǫsds+
∫ T
0
γ2λˆXǫsd〈B〉s] + Eˆ
G˜[
∫ T
0
mǫsX
ǫ
sds+
∫ T
0
nǫsX
ǫ
sd〈B〉s]
≤ EˆG˜[XǫT YˆT ] + Eˆ
G˜[
∫ T
0
(γ1λˆ+ 2G(γ2λˆ))Xǫsds] + 2(1 + σ¯
2)α2T ǫ,
where {Xǫt }t∈[0,T ] is the solution of the following G˜-SDE:
Xǫt = 1 +
∫ t
0
dǫsX
ǫ
sdBs +
∫ t
0
bǫsX
ǫ
sdB˜s.
By the G-Itoˆ’s formula, we derive that EˆG˜[
∫ T
0
(γ1λˆ + 2G(γ2λˆ))Xǫsds] = Eˆ
G˜[(γ1 + 2G(γ2))λˆXǫTT ] =
(γ1 + 2G(γ2))λˆT . Consequently,
Yˆ0 ≤ Eˆ
G˜[XǫT YˆT ] + (γ
1 + 2G(γ2))λˆT + 2(1 + σ¯2)α2T ǫ.
Recalling Lemma 4.1, there exists some constant C such that
Eˆ
G˜[|XǫT YˆT |] ≤ C(1 + |x|).
Thus letting ǫ→ 0, we can find some constant C depending on G and cx, C¯ such that for each T ,
λ− λ′ ≤
C
T
(1 + |x|).
Consequently, letting T →∞ yields that λ ≤ λ′, which concludes the result.
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6 Applications
6.1 Large time behaviour of solutions to fully nonlinear PDEs
In this section, we shall apply the G-EBSDEs to obtain the large time behaviour of solutions to fully
nonlinear PDEs where the diffusion term may be degenerate. Let us consider the following G-EBSDE:
Y xs = Y
x
T +
∫ T
s
[f(Xxr , Z
x
r )− λ]dr +
∫ T
s
gij(X
x
r , Z
x
r )d〈B
i, Bj〉r −
∫ T
s
Zxr dBr − (K
x
T −K
x
s ), (17)
and the fully nonlinear ergodic PDE:
G(H(D2xv,Dxv, x)) + 〈b(x), Dxv〉+ f(x,Dxvσ(x)) = λ, (18)
where
Hij(D
2
xv,Dxv, x) =〈D
2
xvσi(x), σj(x)〉 + 2〈Dxv, hij(x)〉 + 2gij(x,Dxvσ(x)).
From the section 5, the G-EBSDE (17) and the fully nonlinear ergodic PDE (18) both have solutions.
Moreover, the constant λ in the ergodic equation (18) is unique.
For each Lipschitz function ϕ : Rn → R, consider the following fully nonlinear parabolic PDE:{
∂tu(t, x)−G(H(D
2
xu,Dxu, x))− 〈b(x), Dxu〉 − f(x,Dxuσ(x)) = 0,
u(0, x) = ϕ(x).
(19)
Denote uT (t, x) := u(T − t, x) for each T > 0. Then uT (t, x) is the unique viscosity solution of PDE:{
∂tu
T (t, x) +G(H(D2xu
T , Dxu
T , x)) + 〈b(x), Dxu
T 〉+ f(x,Dxu
Tσ(x)) = 0,
uT (T, x) = ϕ(x).
Theorem 6.1 Under assumptions (B1), (B2), (B4) and (B5), there exists a constant C such that,
for each T > 0,
|
u(T, x)
T
− λ| ≤
C(1 + |x|)
T
.
In particular,
lim
T→∞
u(T, x)
T
= λ.
Proof. For convenience, assume d = 1. Recalling nonlinear Feynman-Kac formula in [19], we obtain
for each s ∈ [0, T ],
uT (s,Xxs ) = ϕ(X
x
T ) +
∫ T
s
f(Xxr , Z
x,T
r )dr +
∫ T
s
g(Xxr , Z
x,T
r )d〈B〉r −
∫ T
s
Zx,Tr dBr − (K
x,T
T −K
x,T
s ).
From equation (16), we conclude
Yˆt +K
x
t = YˆT +K
x
T +
∫ T
t
[fˆs + λ]ds+
∫ T
t
gˆsd〈B〉s −
∫ T
t
ZˆsdBs − (K
x,T
T −K
x,T
t ),
where (Yˆ , Zˆ) = (uT (·, Xx· ) − Y
x, Zx,T − Zx), fˆs = f(X
x
s , Z
x,T
s ) − f(X
x
s , Z
x
s ) = b
ǫ
sZˆs + m
ǫ
s and
gˆs = g(X
x
s , Z
x,T
s ) − g(X
x
s , Z
x
s ) = d
ǫ
sZˆs + n
ǫ
s for each ǫ > 0. Here |m
ǫ
s| ≤ 2α2ǫ and |n
ǫ
s| ≤ 2α2ǫ. By a
standard argument, we derive that, in the extended space,
Yˆ0 ≤ Eˆ
G˜[XǫT YˆT +
∫ T
0
λXǫsds] + 2(1 + σ¯
2)LTǫ = EˆG˜[XǫT YˆT ] + λT + 2(1 + σ¯
2)α2T ǫ,
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where {Xǫt }t∈[0,T ] is the solution of the following G˜-SDE:
Xǫt = 1 +
∫ t
0
dǫsX
ǫ
sdBs +
∫ t
0
bǫsX
ǫ
sdB˜s.
Denote by C0 a constant that depends only on v and ϕ, which is allowed to change from line to line.
Consequently, we have
u(T, x)−v(x)−λT ≤ EˆG˜[XǫT |ϕ(X
x
T )−v(X
x
T )|]+2(1+ σ¯
2)α2T ǫ ≤ C0Eˆ
G˜[XǫT (1+ |X
x
T |)]+2(1+ σ¯
2)α2T ǫ.
In a similar way, we can also get
v(x) + λT − u(T, x) ≤ C0Eˆ
G˜[XǫT (1 + |X
x
T |)] + 2(1 + σ¯
2)α2T ǫ.
Sending ǫ→ 0 and recalling Lemma 4.1, there exists some constant C depending on G and M,C0, L
such that for each T ,
|u(T, x)− v(x) − λT | ≤ C(1 + |x|),
which ends the proof.
Remark 6.2 Suppose f(x, z) and g(x, z) are independent of z. One can easily show that
vǫ(x) = lim
T→∞
Eˆ[exp(−ǫT )Y x,ǫT +
∫ T
0
exp(−ǫs)f(Xxs )ds+
∫ T
0
exp(−ǫs)gij(X
x
s )d〈B
i, Bj〉s]
=Eˆ[
∫ ∞
0
exp(−ǫs)f(Xxs )ds+
∫ ∞
0
exp(−ǫs)gij(X
x
s )d〈B
i, Bj〉s].
Then we obtain
lim
T→∞
1
T
Eˆ[
∫ T
0
f(Xxs )ds+
∫ T
0
gij(X
x
s )d〈B
i, Bj〉s]
= lim
ǫ→0
ǫEˆ[
∫ ∞
0
exp(−ǫs)f(Xxs )ds+
∫ ∞
0
exp(−ǫs)gij(X
x
s )d〈B
i, Bj〉s]
= λ,
which can be seen as Abelian-Tauberian Theorem under G-expectation framework.
Remark 6.3 Note that Fujita, Ishii and Loreti [16] (see also [26] for further research) studied the
asymptotics of semi-linear PDE through analytic approaches under nondegeneracy assumption on the
diffusion term.
Remark 6.4 Remark that from the results of Chapter V in Peng [34], we can extend our result to the
case that the sublinear function G is degenerate and f, g is independent of z. In a different setting,
Cosso, Fuhrman and Pham [9] used a tricky BSDE approach to obtain the large time behavior of
solutions to general HJB equations, where f does not contain z. An interesting question is how to
obtain the rate of convergence.
6.2 Optimal ergodic control under model uncertainty
The objective of this section is to study optimal ergodic control problems under the model uncertainty.
Let U be a closed subset of Rn. We define a control us ∈ M
2
G(0,∞) as a U -valued process. Let
R : U 7→ Rd and κ : Rn × U 7→ R be two bounded L-Lipschitz functions. Moreover, |R(u)| ≤ α2. For
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each control us ∈M
2
G(0,∞), we introduce the following Girsanov transformation under G-expectation
framework, which is given in [19]. For each T > 0 and ξ ∈ L2G(ΩT ), consider the following G-BSDE:
Yt = ξ +
∫ T
t
R(us)Zsds−
∫ T
t
ZsdBs − (KT −Kt),
Then E˜ut [ξ] := Yt is a consistent sublinear expectation and B
u
t := Bt −
∫ t
0
R(us)ds is a G-Brownian
motion under E˜u.
Under the model uncertainty, the nonlinear ergodic cost corresponding to u and the starting point
x is
J(x, u) = lim sup
T→∞
1
T
E˜
u[
∫ T
0
κ(Xxs , us)ds]. (20)
Our purpose is to minimize costs J over all controls. Then define the Hamiltonian in the usual way
f(x, z) = inf
u
(κ(x, u) +R(u)z). (21)
From section 5, the G-EBSDE (17) (g = 0) has a solution (Y x, Zx,Kx, λ) such that
|Y xs | ≤M |X
x
s |.
Theorem 6.5 Suppose assumptions (B1), (B2), (B4) and (B5) hold. If for some x ∈ Rn, (Y, Z,K, λ′) ∈
S
2
G(0,∞)× R satisfies equation (17). Moreover, there exists a constant c
x > 0 such that
|Ys| ≤ c
x(1 + |Xxs |).
Then for any control u ∈ M2G(0,∞), we have J(x, u) ≥ λ
′ = λ, and the equality holds if and only if
for almost every t
f(Xxt , Zt) = κ(X
x
t , ut) +R(ut)Zt.
Proof. It is obvious that λ′ = λ. Since (Y, Z,K, λ) is a solution of the ergodic G-BSDE (17), we have
Ys =YT +
∫ T
s
[f(Xxr , Zr)− λ]dr −
∫ T
s
ZrdBr − (KT −Ks)
=YT +
∫ T
s
[f(Xxr , Zr)− λ]dr −
∫ T
s
ZrdB
u
r −
∫ T
s
ZrR(ur)dr − (KT −Ks),
Consequently,
λT + E˜u[KT ] =E˜
u[YT − Y0 +
∫ T
0
[f(Xxr , Zr)− ZrR(ur)]dr].
Note that E˜u[KT ] = 0, we obtain
λ ≤
1
T
E˜
u[YT − Y0 +
∫ T
0
κ(Xxs , us)ds].
From Remark 5.3 in [19] and Lemma 4.1, we have E˜u[|YT |] ≤ C(1 + |x|). Consequently,
lim
T→∞
1
T
E˜
u[|YT − Y0|] = 0.
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Thus, we obtain that
J(x, u) = lim sup
T→∞
1
T
E˜
u[
∫ T
0
κ(Xxs , us)ds] ≥ λ.
In particular, if f(Xxt , Zt) = κ(X
x
t , ut) +R(ut)Zt, we derive that
λ = lim sup
T→∞
1
T
E˜
u[YT − Y0 +
∫ T
0
κ(Xxs , us)ds] = J(x, u),
which completes the proof.
Remark 6.6 From the above proof, if lim sup is changed into lim inf in the equation (20), then the
same results hold. Moreover, the optimal value is given by λ in both cases.
Appendix
A.1 The proof of Lemma 2.6
Proof. We only prove the first inequality, since the second one can be obtained in a similar way.
Note that (Y + K¯, Z,K) can be seen as the solution to the following linear G-BSDE:
Y ′t = ξ + K¯T +
∫ T
t
f ′sds+
∫ T
t
g′sd〈B〉s −
∫ T
t
Z ′sdBs − (K
′
T −K
′
t)
with
f ′s = asY
′
s + bsZ
′
s +ms − asK¯s, g
′
s = csY
′
s + dsZ
′
s + ns − csK¯s.
Using Lemma 2.5, we conclude that
Yt + K¯t =(Xt)
−1
Eˆ
G˜
t [XT (ξ + K¯T ) +
∫ T
t
(ms − asK¯s)Xsds+
∫ T
t
(ns − csK¯s)Xsd〈B〉s]
≤(Xt)
−1
Eˆ
G˜
t [XT (ξ +
∫ T
t
msXsds+
∫ T
t
nsXsd〈B〉s]
+ (Xt)
−1
Eˆ
G˜
t [XT K¯T −
∫ T
t
asK¯sXsds−
∫ T
t
csK¯sXsd〈B〉s],
where X is given by (4). Then it follows from Lemma 2.5 that
Yt ≤ (Xt)
−1
Eˆ
G˜
t [XT ξ +
∫ T
t
msXsds+
∫ T
t
nsXsd〈B〉s]. (22)
Note that as + σ
2cs ≤ −ρ3 and exp(−
∫ t
0 bsdsds)E
B
t E
B˜
t is a G˜-martingale, we conclude that
(Xt)
−1
Eˆ
G˜
t [XT ] ≤ exp(−ρ3(T − t)),
which together with inequality (22) imply that
Yt ≤ ρ1 exp(−ρ3(T − t)) +
1 + σ2
ρ3
(1− exp(−ρ3(T − t))ρ2.
The proof is complete.
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A.2 The proof of Lemma 4.3
In order to prove Lemma 4.3, we consider the following type of G-FBSDEs with infinite horizon: for
each t ≥ 0 and ξ ∈ L4G(Ωt),


Xt,ξs = ξ +
∫ s
t
b(Xt,ξr )dr +
∫ s
t
hij(X
t,ξ
r )d〈B
i, Bj〉r +
∫ s
t
σ(Xt,ξr )dBr,
Y t,ξs = Y
t,ξ
T +
∫ T
s
f(Xt,ξr , Y
t,ξ
r , Z
t,ξ
r )dr +
∫ T
s
gij(X
t,ξ
r , Y
t,ξ
r , Z
t,ξ
r )d〈B
i, Bj〉r
−
∫ T
s
Zt,ξr dBr − (K
t,ξ
T −K
t,ξ
s ).
Using the same method as in Lemma 4.2, we have the following.
Lemma A.1 Under assumptions (B1)-(B5), there exists a constant M depending only on L, α1, α2, η
and G such that
|Y t,ξt − Y
t,ξ′
t | ≤M |ξ − ξ
′|.
Set
u(t, x) := Y t,xt , (t, x) ∈ [0, T ]× R
n.
Lemma A.2 u(t, x) is a deterministic function of (t, x). Moreover, u(t, x) = u(x) for each t ≥ 0.
Proof. Denote by (Y n,x, Zn,x,Kn,x) the unique solution of the following G-BSDE in [0, n]:
Y n,xs =
∫ n
s
f(Xxr , Y
n,x
r , Z
n,x
r )dr +
∫ n
s
gij(X
x
r , Y
n,x
r , Z
n,x
r )d〈B
i, Bj〉r −
∫ n
s
Zn,xr dBr − (K
n,x
n −K
n,x
s ),
and (Y n,t,x, Zn,t,x,Kn,t,x) the unique solution of the following G-BSDE in [t, n+ t]:
Y n,t,xs =
∫ n+t
s
f(Xt,xr , Y
n,t,x
r , Z
n,t,x
r )dr +
∫ n+t
s
gij(X
t,x
r , Y
n,t,x
r , Z
n,t,x
r )d〈B
i, Bj〉r −
∫ n+t
s
Zn,t,xr dBr
− (Kn,t,xn+t −K
n,t,x
s ).
By the proof of Theorem 3.6, we get lim
n→∞
Y
n,x
0 = u(x) and limn→∞
Y
n,t,x
t = u(t, x). Since (Bt+s−Bt)s≥0
is also a G-Brownian motion, we have Y n,x0 = Y
n,t,x
t . Thus u(x) = u(t, x) and this ends the proof.
Lemma A.3 For each ξ ∈ L4G(Ωt), we have
u(ξ) = Y t,ξt .
Proof. By Lemma A.1, we only need to prove Lemma A.3 for bounded ξ ∈ L4G(Ωt). Thus for each
ε > 0, we can choose a simple function ηε =
∑N
i=1 xi1Ai , where (Ai)
N
i=1 is a B(Ωt)-partition and
xi ∈ R
n, such that |ηε − ξ| ≤ ε. It follows from Lemma A.1 that
|Y t,ξt − u(η
ε)| = |Y t,ξt −
N∑
i=1
u(xi)1Ai | = |Y
t,ξ
t −
N∑
i=1
Y
t,xi
t 1Ai | =
N∑
i=1
|Y t,ξt − Y
t,xi
t |1Ai ≤Mε.
Noting that |u(ξ) − u(ηε)| ≤ Mε, we get |Y t,ξt − u(ξ)| ≤ 2Mε. Since ε can be arbitrarily small, we
obtain Y t,ξt = u(ξ).
The proof of Lemma 4.3. It is easy to check that X
t,Xxt
s = Xxs for s ≥ t. Then by the uniqueness
of G-BSDE (9), we obtain Y
t,Xxt
t = Y
x
t , which yields the desired result by applying Lemma A.3.
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A.3 Uniqueness of viscosity solution to fully nonlinear elliptic PDEs
Theorem A.4 Under assumptions (B1)-(B5), if u˜(x) is a bounded continuous viscosity solution to
equation (12), then
u = u˜.
In order to prove Theorem A.4, we need the following lemmas.
Lemma A.5 For each bounded and continuous function φ ∈ Cb(R
n), Eˆ[φ(Xxt )] is a continuous func-
tion of (t, x).
Proof. Assume φ is bounded by M > 0. For each given N > 0 and T > 0, for any t, t′ < T ,
x, x′ ∈ Rn, we have
|Eˆ[φ(Xxt )]− Eˆ[φ(X
x′
t′ )]| ≤ Eˆ[|φ(X
x
t )− φ(X
x′
t′ )|]
≤ Eˆ[|φ(Xxt )− φ(X
x′
t′ )|1{|Xxt |≤N}∩{|Xx
′
t′
|≤N}]
+ Eˆ[|φ(Xxt )− φ(X
x′
t′ )|(1{|Xxt |≥N} + 1{|Xx′
t′
|≥N})]
≤ Eˆ[|φ(Xxt )− φ(X
x′
t′ )|1{|Xxt |≤N}∩{|Xx
′
t′
|≤N}] +
2M
N
(Eˆ[|Xx
′
t′ |+ |X
x
t |]).
Note φ is uniformly continuous on {x : |x| ≤ N}. Then for each given ǫ > 0, there is a constant ρ > 0
such that
|φ(z)− φ(z′)| ≤
ǫ
2
whenever |z − z′| < ρ and |z|, |z′| ≤ N.
From Proposition 4.1 in [19], we obtain
Eˆ[|Xxt −X
x′
t′ |] ≤ CT (|t− t
′|
1
2 + |x− x′|),
where CT depends on L, α1, G, n and T . Then, by Chebyshev’s inequality, there is δ > 0 such that
c(|Xxt −X
x′
t′ | ≥ ρ) <
ǫ
4M
whenever |x− x′| ≤ δ and |t− t′| ≤ δ. Consequently,
|Eˆ[φ(Xxt )]− Eˆ[φ(X
x′
t′ )]| ≤ Eˆ[|φ(X
x
t )− φ(X
x′
t′ )|1{|Xxt −Xx
′
t′
|<ρ}∩{|Xxt |≤N}∩{|X
x′
t′
|≤N}]
+ Eˆ[|φ(Xxt )− φ(X
x′
t )|1{|Xxt −Xx
′
t′
|≥ρ}] +
2M
N
(Eˆ[|Xx
′
t′ |+ |X
x
t |])
≤ ǫ +
2M
N
(Eˆ[|Xx
′
t′ |+ |X
x
t |])
whenever |x− x′| ≤ δ and |t− t′| ≤ δ. Thus we get
lim sup
(t′,x′)→(t,x)
|Eˆ[φ(Xxt )]− Eˆ[φ(X
x′
t′ )]| ≤ ǫ+
2M
N
(Eˆ[|Xx
′
t′ |+ |X
x
t |]).
The proof is complete by letting ǫ ↓ 0 and then N →∞.
Now we consider the following type of G-BSDEs on [0, T ] with T > 0: for each t ∈ [0, T ] and
x ∈ Rn,
Y t,T,xs =φ(X
t,x
T ) +
∫ T
s
f(Xt,xr , Y
t,T,x
r , Z
t,T,x
r )dr +
∫ T
s
gij(X
t,x
r , Y
t,T,x
r , Z
t,T,x
r )d〈B
i, Bj〉r
−
∫ T
s
Zt,T,xr dBr − (K
t,T,x
T −K
t,T,x
s ), (23)
22
where φ is a continuous function bounded by M > 0. In particular, denote (Y T,x, ZT,x,KT,x) =
(Y 0,T,x, Z0,T,x,K0,T,x). Then we denote u¯(t, x) = Y t,T,xt . Note that there exists a sequence Lipschitz
functions {φm}∞m=1 bounded by M such that
|φ(x) − φm(x)| ≤
1
m
1{|x|≤m} + 2M1{|x|>m}.
Then let (Y t,T,m,x, Zt,T,m,x,Kt,T,m,x) be the unique S2G(0, T )-solution of G-FBSDEs (23) with ter-
minal condition Y t,T,m,xT = φ
m(Xt,xT ) and denote u¯
m(t, x) = Y t,T,m,xt .
Lemma A.6 ([19]) Under assumptions (B1) and (B2), u¯m(t, x) is the unique viscosity solution of
the following fully nonlinear PDE with terminal condition u¯m(T, x) = φm(x):{
∂tu+G(H(D
2
xu,Dxu, u, x)) + 〈b(x), Dxu〉+ f(x, u,Dxuσ(x)) = 0,
u(T, x) = φ(x).
(24)
Moreover, u¯m(t,Xxt ) = Y
T,m,x
t for each t ∈ [0, T ].
Lemma A.7 Assume (B1) and (B2) hold. Then we have
(1) There exists a constant C depending on M , T , G, L, α and α2 such that
‖Y t,T,m,x‖S2
G
(t,T )+ ‖Z
t,T,m,x‖M2
G
(t,T )+ ‖Y
t,T,x‖S2
G
(t,T )+ ‖Z
t,T,x‖M2
G
(t,T ) ≤ C, ∀x ∈ R
n,m ≥ 1;
(2) lim
m→∞
Eˆ[ sup
s∈[t,T ]
|Y t,T,m,xs − Y
t,T,x
s |
2] = 0;
(3) u¯(t, x) is a bounded and continuous function;
(4) lim
m→∞
u¯m(tm, xm) = u¯(t, x) for each given (tm, xm) ∈ [0, T ]× R
n with (tm, xm)→ (t, x).
Proof. Note that φm and f(x, 0, 0), gij(x, 0, 0) are uniformly bounded. Applying Proposition 3.5 and
Corollary 5.2 in [18], we obtain (1). By Theorem 2.4 and Theorem 3.3 in [40], we can find a constant
C˜ depending on M , T , G, L, α and α2 (may vary from line to line), such that,
lim
m→∞
Eˆ[ sup
s∈[t,T ]
|Y t,T,m,xs − Y
t,T,x
s |
2] ≤ lim
m→∞
C˜((Eˆ[|φ(Xt,xT )− φ
m(Xt,xT )|
3])
2
3 + Eˆ[|φ(Xt,xT )− φ
m(Xt,xT )|
3])
≤ lim
m→∞
C˜(
1
m2
+
Eˆ[|Xt,xT |
3] + (Eˆ[|Xt,xT |
3])
2
3
m2
) = 0. (25)
In particular, lim
m→∞
u¯m(t, x) = u¯(t, x).
Now we prove lim
m→∞
u¯(tm, xm) = u¯(t, x) for each given (tm, xm) ∈ [0, T ]×R
n with (tm, xm)→ (t, x).
Without loss of generality, we assume tm ≤ t and gij = 0. Using the method as in (2) and Lemma
A.5, we can obtain
lim
m→∞
Eˆ[ sup
s∈[t,T ]
|Y tm,T,xms − Y
t,T,x
s |
2 +
∫ T
t
|Ztm,T,xms − Z
t,T,x
s |
2ds] = 0. (26)
By equation (23), we have
u¯(t, x) + (Kt,T,xT −K
t,T,x
t ) = φ(X
t,x
T ) +
∫ T
t
f(Xt,xr , Y
t,T,x
r , Z
t,T,x
r )dr −
∫ T
t
Zt,T,xr dBr.
23
Taking expectation on both sides yields that
u¯(t, x) = Eˆ[φ(Xt,xT ) +
∫ T
t
f(Xt,xr , Y
t,T,x
r , Z
t,T,x
r )dr].
Consequently,
|u¯(t, x)− u¯(tm, xm)| ≤ Eˆ[|φ(X
t,x
T )− φ(X
tm,xm
T )|+
∫ t
tm
|f(Xtm,xmr , Y
tm,T,xm
r , Z
tm,T,xm
r )| dr
+
∫ T
t
|f(Xt,xr , Y
t,T,x
r , Z
t,T,x
r )− f(X
tm,xm
r , Y
tm,T,xm
r , Z
tm,T,xm
r )| dr]
≤ Eˆ[(t− tm)
1
2 (
∫ t
tm
3(|f(Xtm,xmr , 0, 0)|
2 + |LY tm,T,xmr |
2 + |α2Z
tm,T,xm
r |
2) dr)
1
2
+
∫ T
t
(L|Xt,xr −X
tm,xm
r |+ L|Y
t,T,x
r − Y
tm,T,xm
r |+ α2|Z
t,T,x
r − Z
tm,T,xm
r |) dr
+ |φ(Xt,xT )− φ(X
tm,xm
T )|].
By Lemma A.5, (1) and equation (26), we derive that
lim
m→∞
|u¯(t, x) − u¯(tm, xm)| = 0,
and u is a bounded continuous function.
From (3), we get that
lim
m→∞
|u¯m(tm, xm)− u¯(t, x)| ≤ lim
m→∞
|u¯m(tm, xm)− u¯(tm, xm)|+ lim
m→∞
|u¯(tm, xm)− u¯(t, x)|
= lim
m→∞
|u¯m(tm, xm)− u¯(tm, xm)|.
By equation (25), we obtain
lim
m→∞
|u¯m(tm, xm)− u¯(t, x)| ≤ lim
m→∞
C˜(
1
m
+
Eˆ[|Xtm,xmT |
3]
1
2 + Eˆ[|Xtm,xmT |
3]
1
3
m
) = 0.
The proof is complete.
By Lemmas A.6, A.7, Theorem 6.1 in [5] and Proposition 4.3 in [10], we have the following result,
which is the nonlinear Feynman-Kac formula for parabolic PDE.
Lemma A.8 Under assumptions (B1) and (B2), u¯(t, x) is the unique viscosity solution of the fully
nonlinear PDE (24) with terminal condition u¯(T, x) = φ(x). In particular, u¯(t,Xxt ) = Y
T,x
t
Now we give the proof of Theorem A.4.
The proof of Theorem A.4. For each T > 0, by the definition of viscosity solution, we obtain u˜
is the unique viscosity solution of the fully nonlinear PDE (24) with terminal condition φ(x) = u˜(x).
Then it follows Lemma A.8, u˜(Xxt ) = Y
T,x
t for each t ∈ [0, T ], where
Y T,xs =u˜(X
x
T ) +
∫ T
s
f(Xxr , Y
T,x
r , Z
t,T,x
r )dr +
∫ T
s
gij(X
x
r , Y
T,x
r , Z
T,x
r )d〈B
i, Bj〉r
−
∫ T
s
ZT,xr dBr − (K
T,x
T −K
T,x
s ). (27)
By the uniqueness of solution to G-BSDE in finite horizon, it is obvious (Zx,Tr ,K
x,T
r ) = (Z
x,S
r ,K
x,S
r )
for S > T . Set (Zxt ,K
x
t ) = (Z
x,T
t ,K
x,T
t ) for some T ≥ t. Then (u˜(X
x
t ), Z
x
t ,K
x
t )t≥0 satisfies equation
(9). Applying Theorem 3.6, we obtain u˜(Xxt ) = u(X
x
t ). In particular, u˜(x) = u(x), which is the
desired result.
24
Remark A.9 In this section, we introduce a new method to prove the uniqueness of the viscosity
solutions to elliptic PDEs in Rn, which non-trivially generalize the ones of [27] for fully nonlinear case.
In particular, this method can be applied to deal with more general elliptic PDEs, for example, the
usual HJB equations.
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