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RESUMO 
O Problema je L:~cahzacão Simoles <SPU cons1ste r.a determ1raçãc da 
: 'T!'"Wr•!::ar ::;:; cu.sr.-::s max1m.:.zar ':Is lucros > de sat1sfazer orocuras previarnento= 
conne::tdas. E:m geral s~o c:~nslderaOos custos f'1xos de mst.alação e custos ele 
!:.rans.oortes entre ::;ervl'?OS e dest1natártos. 
O Problema de Locallza9ão S1mples e um problema NP-dif1cll que embora 
tenha wma estrutura simcles e bastante abrangente no sentido em Que, 
pequenas modificações, permlte obter a formulação de muitos outros problemas 
~est..: trabalho, c ·:Jmeçar i:!mOs por :..presentar alguns dos princioais problemas 
de lacalizaç:ão e sua formalização 
Serão 3.0resentados alguns dos melados de r::!solução do Problema de 
Localização Simoles que tÊm s1do orooost.os na literatura . Uma alen9ão es~ec1al 
será dedicada a um método e xacto, propost.o por Bilde - Krarup e Erlenkot.ter, czue 
até hoJe tem vindo a ser considerado o melhor melado de resolução. 
Por -f:.m sera fetta uma apresent ação do metade ''3Lmulated Annealing" para a 
r<:<solu9ão de problemas ,je optimtzação combmatória e das implementações Que dele 
realizámos para a r.:sol'JÇão aproximada do SPL. Serão apresentados resultados 
•:omputac1ona1s c omparahvos, para um conjunto de problemas retirados da 
literatu1~a. rala lbos =. ji'-Jersas alternativas ouanto à escolha da solução imcial e 
dos valere~ a .at.ribuir aos oar-imetros do melado. 
UST A DE ABRE'v1A TURAS 
CP - Pr~blema d~ Cobertura 
:rL -Problema de l::~callzação com restr1ç:Ões de caoac1dade 
:?L - i=ro::!e:-,~ ce !:-.=al:z:;.yão d.:.n~mlcõ 
:SRS -Dual da re!anç;ão Lnear .:art.e do pro o lema de lo-ealizaçãa 
simole:: 
DWRS -Dual da relaxação linear fraca do orobl.:ma d.: lücalização 
s1mples 
GDPL -Problema de l~caliza9ão dinâmica generaliza do 
MPL - ?roblema ae localização de mulli-serv1ços 
po - Problema da ;:art.:.ção 
SCPL -Problema de localizaç3:a estocastico cem restrições de 
·:-apac1dade 
SPL - Frablema de locahzação sem restrições de capacidade 
SPL-S - Problema :1e localização .=imoles (sem restrições agregadas; 
SPL-W -Problema de localização s1mples com res t.r1ções agregadas 
SPLM -Pr-oblema de l::calização sem r-=slrições de caoacidade com vanos 
SRS - Re laxação llnear tarte do probiema de localização .:;imoles 
~JRS - Relaxação Enear fraca do pr-oblema de localização s 1moles 
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O>REVE OOTA !">ISTÓR!CA 
A necessidade de resoluyão de problemas de localizayão, tais como 
localizayão de fábricas, serviyos de urgência, locahzayão de armazéns, 
localizayão de eauicamentos, costas de dislribuiyão, redes de dados, ele . está 
na origem do interesse por este lema cor parle dos mvestigadores ligados ás 
mais diversas áreas desde economia e gestão até à engenharia, geografia e, 
evidentemente, matemática . 
É a partir do lniCl.o do!i anos 60, coincidindo com o mcremenlo da 
ulilizayão do computador, que a teoria da localizayão começa a surgir de forma 
estruturada . Até então, acenas alguns trabalhos disoersos foram oublicados, o 
crimeiro dos Quais se deve a FERMAT, sobre o problema i-mediana Que data do 
inlcio do séc. XVII e aue ele enunciou do segumle modo : "dados tr~s pontos no 
pl;;mo, determinar um Quarto ponto de modo a Que a soma das dist~ncias deste aos 
três pontos dados seja mlnima" ; posteriormente, em 1857, SYLVESTER pÕe cela 
primeira vez o problema i-centro que formulou assim : " p.-etende-se determinar o 
menor circulo Que contenha um determinado número de pontos do plano". O centro 
do circulo é a localizayão minimax de um serviço em relayão ao conjunto de 
pontos. ALFRED WEBER é lido como o primeiro autor a introduzir um modelo de 
localizayãa num livro publicado em 1909 . O modelo era resultante dum problema 
de localizaç:ão de um armazém dli! modo a que a soma das distSncias a um cornunto 
de clientes, distribuidos no espaço, fosse m~nima. A localização óptima foi obtida 
vlii 
cor um método geométrico . Em !937, WEISZFELD, apresenta um método iterat.ivo 
para determinar : " a localização de um ponto de forma a aue a soma ponderada 
das dlStânclas Euclideanas desse oonto a n oontos dados seJa mi.mma." Este 
método publicado num JOrnal Japonês f oi prat.lcament.e desconhec1do até final dos 
anos 60, tendo, por isso, sido desenvolvido por outros autores nos finais dos 
anos 50 . Entr e t anto, outras publicações foram surgindo, mas de uma for ma 
dispersa . 
Em 1974 Francis e Golds t ein publicaram uma bibliografia sobre 
localização com 226 referências e em 1985 Domschke e Orexl publicaram uma 
bibliografia sobre este mesmo t ema com 1800 referências. Sem pensarmos que 
qualquer delas seja exaustiva, como o dizem os prÓprios autores, pensamos oue 
esta observação nos dá uma ideia sobre a forma como cresceu, durante esta 
década, o interesse pela resolução destes problemas, tendo como resultado este 
aumento explosivo de literatura sobre o assunto . 
À med1da Que aumenta o número de investlgadores a debruo;:ar-se 
sobre o tema maior é o grau de especialização. Assim, embora haja problemas 
clássicos como, cor exemplo, o problema de localização simples, oue se 
consideram razoavelmente r esolvidos, no sentido em Que existem algoritmos que 
permitem obter boas soluções (suboptimais, em geral), continuam a ser 
desenvolvidos algoritmos para melhorar, modificar, ou estender outros já. 
existentes . Para além dista, as múltiplas aplicações da problema de localização 
simples a siluayões concretas, tão diversas, têm levado ao aparecimento de uma 
familia de formulações de modelas de localização/ distribuição que não pára de 
crescer. Tal famÜia cobre problemas que variam complexidade , desde 
localização de um só serviço / multi-serviços, um só nÍvel/vários nlveis, 
est.illcos/dinSmicos, determ1nÍsllcos/estocást1cos No QUe diz resoe1to a 
técnicas de resolução, são 1gualmente variadas lnCluindo, soluções intu1t.ivas, 
heurlsticas, exactas, etc.. Por estas razões, cont.J.nUa a ser um tema de 
investigação actual . 
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CAPÍTULO 1 
INrnODUÇ ÃO 
Dwma forma genér1ca pode dtzer-se aue os problemas de locã.llz=:;:ão 
::ons:..=• . .;m na d.;termmação da l·:;calização de fabricas, armazer.s . .::autoament.:$, 
:!e nc:lo ;. mm1m1zar :.=: custes ":''anrniz;,r : s lucres ) de sausfazer :. ~rocura 
C.m ~-=ral, r. a c:...:;:t.cs ilxos ae l,Stalação e custo5 :12 transporte .;nt.re ::r:.g;::ns e 
dest;.r.atarlc;:, as;.es. em grande parte dos c;,sos , prcporclonal5 às dist.àncl3S. 
f'4ão ex1st.e uma estrutura umfi::ada c:n .. e oermlt.a uma classificação 
aefir:.t.l,a dos r..odelos de localização. v'E!Ja m-::E FranCIS (1983), Alkens 1!985), 
!?~:.- :Jeau e Chiu <1999) 
E treauent.e e:ncontrar na literatura, wma classlftcaçã~ em três categorias 
- modelos cont~nuos também chamados plana.-es ; 
- modelos de localização cü5c.-etos; 
- modelos de ~ocallz3ção =m redes 
Quando o conJunto de localiza?Oes possl ve1s 2 o plano ou um .::;:ubconJunto 
ces~e. não v.az1o, o modelo correspondente e um modelo de locallzação cont.muo 
ou modelo planar. O número da locahzações possive1s e mT1mto e não são 
con.::;:lOE:rados custos fixas. Estes modelas envolvem d1stâncias Euclideo.nas ou 
outras ma1s gara1s, d1stâncias lp, de que a Euclide ana é caso !=larllcular cem p: 2. 
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As incógmtas são as coordenadas dos eou1pamentos a instalar . Por serem 
continuas, estes modelos são ma1s tratáve1s sob o conto de vista anaÚ.t.icc, mas 
são pouco rea~st.as, como veremos a seguir Por 1sso, são utilizados, na ma1or 
carle dos casos, cara fornecer mformaçães de l100 oualilalivo ou em lermos de 
viztnhança, na tomada de dec1sÕes Os métodos de solução utilizados são, em 
geral, métodos de Programação Não Linear . 
Os modelos a oue chamámos de localização discretos, são modelos em aue 
as localizações oossive1s são orev1amenle conhec1das, em número finito e em oue 
as decisões são influenciadas celas custos fixos de instalação . Estes modelos 
são ma1s flexlveis oue os anter1ores ooraue oermitem alterações das 
localizac;:ões, provocadas por irregularidades do terreno ou caracterÍsticas dos 
serviços ou clientes, sem oue a estrutura do problema seja alterada . Os métodos 
utilizados na obtenção de soluções são métodos de Programação Inteira ou 
Combinatória . 
Os modelos de localização em redes são modelos em oue a conjunto de 
localizat;:ões possÍveis é uma rede formada por um número finito de arcos. 
Qualouer ponto da rede, Quer seJa extremidade dum arco, Quer seja conto 
intermédio, cede ser um local de crocura ou localização do servit;:o . Os métodos 
utilizados na procura de soluyões são habitualmente os métodos utilizados nos 
modelos discretas. Isto poroue é geralmente cosslvel identificar um conjunto 
finito de localizações na rede oue contenha uma solut;:ão óotima. A motivayão 
para este tipo de modelos resulta das numerosas situações práticas em Que há 
necessidade de alocação de serVÜfOS junto de redes de transportes ou 
comunicações . 
Podemos dizer oue a teoria dos modelas de localização em redes pode ser 
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v1st.a como uma t.eo"ia 1ntermétha entre as t.eor1as de modelos conhnuos e de 
modelos discretos . Se cor um lado o conJunto de localizações oossi.ve1s é 
continuo, cor outro t~m proor1edades que oermlt.em resolvê-los cor métodos 
utilizados cara modelos discretos . 
Neste trabalho iremos debruçar-nos sobre um problema oue é um caso 
particular de modelos discretos · 
" O Problema de Localização Simples " 
Este problema pode enunc1ar-se de uma forma breve do segu1nle modo: 
" Há n clientes para atender a partir de m serviços possÍveis. Pretende-se 
decidir quais dos serviços devem ser abertos de modo a que cada cliente seja 
atendido a partir de um e um só serviço ao menor custo possÍvel ". 
A sua simplicidade, ouer em lermos de enunciado, ·Quer em termos de 
formulação, e a sua grande importância prática l evaram a c:;ue investigadores de 
diversas origens o procurassem resolve r e aplicar a uma grande variedade de 
s1tuaç:ões concretas . Em consequência disto, ele aparece na literatura sob 
variadiss1mas des1gnações, c onforme as aplicaç:ão a que se destina ou a Üngua 
em oue é feita a publicaç:ão . Praticamente podem encontrar·se títulos que 
resultam de todas as combinações dos adjectivos ( uncapacited, simole, ootimaD 
com os substantivos (plant, wharehouse, Facilit~:~, site> seguidos da palavra 
"location" . Existe por isso também uma grande variedade de algoritmos exactos, 
heuristicas, relaxaç:ões, para obter soluções cara este problema . 
Para simplificar, passaremos a utilizar a sigla SPL para o problema de 
localizaç:ão simples que resulta de " Simcle Plant Location ". 
O SPL pode class1ficar-se como um problema discreto, determinisllco, com 
um s6-serviç:o, um s6-nivel, e sob o ponto de vista de comclexidade " intratável " 
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( NP-hard ), isto é, pertence à classe dos problemas não solúve1s em tempo 
polinom1al, Garey e Johnson <1979 ). 
No caoitulo 2, faremos uma classJ.flcação e apresenta~o de alguns dos 
ori.ncJ.oaJ.s modelos de locahzação 
No caoÍtulo 3 estudaremos o SPL no Que se refere à complexJ.dade e 
aoresentação de alguns dos métodos mais utilizados para a sua resolução 
No caoÍt.ulo 4, acresent.aremos o Algor1tmo Simulated Anneallng apllcaoo a 
problemas de ootimização combJ.natória. Faremos um estuda comparat.lvo de duas 
versões do algoritmo Simulated Annealing que implementámos para o SPL, 
utilizando soluções iniciais oseudo-aleat.Órias e soluções iniciais obtidas cor 
uma heuri.st.ica primal-dual. Aoresent.aremos resultados computacionais obtidos 
pelos dois métodos, celas corresoondent.es algorit.mos de aot.imizaçãa local e 
ainda pelo mélodo de Ajust.ament.o do Dual aoresenlado por Erlenkott.er (1978). 
CAPÍTULO 2 
PROBLEMAS DE LOCALIZAÇÃO 
2.1 - HODELOS DE LOCALIZAÇÃo PLANARES 
Nest.es mocelo~ locallzações ::1as eQUlPament.os E3.D tratadas 
ma.t.am:.ucament.e como ccr,tos do olano, os custos s~a proporc:..;:;nais as d1stânci=..s 
e estas são det.erm!.nadas de acordo com alguma das me tricas lp .:JUE definimos a 
M .:'ormulação .:lo problema "''O ca.=o de localizaç-ão de t..m so serviço oara 
ja ir.st.alada.= e 
2.1.1 - PROBLEMA DE LOCAU2AÇÃo PLANAR 
Formulação do P,-cblema: 
Mm WOO = 
X 
em aue 
n = número de clientes; 
(2.! 1) 
w j = constantes de oraoarclonalidade dos custos em relação 
às distâncias , 
X = Cx 1. , x2 ) é: a localiza ção do novo serv1ço; 
Y,; = Cy11 , ':J 12> é a localização dos clientes ; 
lp <X , Y} é a dist.ânc1a do novo serv1ço ao cliente J , 
definida cor 
10 <X , Yi = ( I x1 - Y,;11" + I x2 - Y,;2f >1.1". p}: L 
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Lav e, Morr1s e Wesolowsky ( 1988 ) analisam estes modelos, nos casos de 
distâncias rectangulares, o=!, Euclidea.nas, QUE correspondem a o=2, e distânc!as 
10 em geral. enunciando algumas das orooriedades das funções 10, nomeadamente, 
sobre a convexidade destas funções, para valores de p}:i, e , portanto, de WOO; 
descrevem alguns algoritmos para a determinação da localização óot.ima do novo 
serviç:o, como, por exemplo, o algoritmo de Weiszfeld . Primeiro, para d1st.âncias 
Euclideanas, e deoo1s a sua generalização ao caso de distâncias lp com p;é2 
Os modelos planares envolvem cert as hipóteses básicas oue limitam o seu 
realismo e consequentemente reduzem o seu interesse. Vejamos algumas dessas 
hioóteses: 
(Hil - Um plano é uma aprox1mação adeauada de uma superflcie esfér1ca . 
[H2l - Qualauer ponto do plano é uma possl vel localização . 
(H3J - Os serviços a localizar são considerados pontos ( tendo oor isso 
área nula>. 
(H4J - As distâncias a percorrer, entre os serviços a localizar e os já 
existentes, podem ser adeQuadamente representadas por uma distância 10 . 
[H5l - Os custos de transporte são directamente orooorcionais às 
distâncias 10 utilizadas, com constantes de proporcionalidade independentes dos 
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valores dessas dlstâncl.as . 
Q-16] - Os custos fixos POdem ser i~ados 
CH?l - Não há problemas de dislribu1ção associados . 
Como se pode ver, com facilidade, estas hioóteses são muita restritivas 
VeJamos, o•ra exempllficar, a hicótese Hi : a aproxl.mação da superflcie 
esférica ao plano é , na maior parle dos casos, muito grosse1ra, serv indo acenas 
cara problemas de localização reg1onal, o oue poderá levar à reJeição dos 
modelos planares. No seu livro "Fac1lilies Location" Leve, Morris e Wesolowsky 
(!988), expÕem algumas var1anles do modelo planar de localização de um só 
serviço que procuram eliminar alguns dos inconvenientes suscitados pelas 
hipóteses anteriormente enunciadas . Assim, no que diz respeito a [Hil, 
apresentam um modelo Que utiliza distSncias med1das em arcos radianos sobre a 
superfÍcie esférica de ra10 unitário. A formalizayão ( 2 .1.1) passará a ser : 
Min W <X>= 
X 
em oue : 
= número de clientes; 
<2.1.2) 
w j = constantes de croporcionalidade dos custos em relação 
às dist~ncias; 
X = <x 1 , x2 ) são a latitude e longitude do novo serviço; 
Y j = (y )i , Y )2> é a localização dos cliente ( latitude, 
longitude ); 
A <X , Y j) é a menor dist~ncia ( medida em radianos) sobre a 
superfÍcie da esfera entre o novo serviço e o cliente j. 
Para t al, são feitas a lgumas adaptações no Que se refere às noções de 
d1st.ânc1a, conJuntos convexos e funções convexas na suoerflcie esférica . 
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A h1oót.ese CH2l é 1gualment.e mu1t.o forte cerque cede origmar soluções do 
lico localização no meio dum lago ou num outro local eventualmente ainda mais 
absurdo! Hodelos destes têm pouca probabilidade de mteressar os orgãos de 
dec1são, a não ser em casos muito esoecÍficos . Nest.es casos o aue pode esperar· 
se é aue pelo menos na vizinhança haJa algum local ace1tável. 
Quanto à hipÓtese [H3) ela cede ser restr1l1Va ou não, tudo deoende das 
caracterlst.lcas do oroblema; se se trata da localização de uma máauina numa 
f ábrica, por exemplo, a área é importante, mas se se trata da localização de uma 
fábrica numa região já a hipótese (H3l é irrelevante . 
A hicótese CH4J é ma1s restritiva do cue carece, isto ooroue há uma 
tendência natural cara utilizar a distância usual ( Euclideana ) cue raras vezes 
aorox1ma de modo satisfatório a distância percorrida entre clientes e serviços. 
Na realidade o percurso é, em geral, feito através de ruas. estradas ou outras 
vias de comunicação cuja medida nada tem a ver com a distância Euclideana . 
Mas talvez a maior critica aos modelos planares resulte da hipÓtese (H6l, 
isto ooroue desprezam os custos fixos de preoaração e instalação dos serviços. 
Ora, ao desprezá-los estamos a assumir cue eles são os mesmos seja Qual for o 
local de instalação e, desse modo, não influenciam a localização óctima, o oue é 
manifestamente um erro grave, visto cue, como sabemos, os custos fixos podem 
influenciar de forma decisiva a escolha do local, sendo portanto, deste ponto de 
vista, mais aconselhável um modelo de programação inteira mista . 
oossh,ela econcomJ.a.s .::e escala, ;;. segur,da, coroue nã:o consJ.oera a cosali:illid.ade 
::E r.aver ~r-.;:.erac;:ão .:::n:.re u novo serviço e o~,;t.ros Ja lilSlalados , i'actcr ::ue 
Exisler.. 01..:lr2s :ariantes de modelos de lccalização planares modelos 
dinám1.::.os, no caso de r-.a ... e: r a possibilidade: de o serviço v1r a ser re-alc.caoç, r.o 
~utt..;rc, .je·Jidc, por exemplo, a a~~er3.çÕes de cu.=:tos de lranscort-e, alteraç3es r.a 
l"ios r..odelos 1!":\.Jlti-s;:r. :;:os, :e nào e xist .:.r flu:.:o .a;"'tre cr.Jalc;uer ;:ar de 
t""'='VC•S :=sr•Jiço:;, C3.da um deles pode ser tratado individualmentE, dando origem a 
t.anlo.:; modelas de •.;m s ó serv iço quantos os serviços c;ue se pretendem mstalar; 
s.:: ws novos .:;ervl'?OS são ~nterdecendenles tâm de ==r ooti;;uzados 
:~;;,i...i.J.t.aneamentE . T.:r e rr.os . então a r.nnimizaçãu de uma fun~ão de custos ~~r~ os 
novo.=: =:;erviço:; ou-=. e soma de duas: a função de custos em .. re se.""VlÇOS = ::E::nla: 
=om ccnst.ant.e5 de pr:~oorcionalidade w ij e 3. i unção de c:..:stos entre novos 
l~-::allz3.çã.o .::::s m :er','l'?05 G'...l2 m1mrr:lza. o custo total A formulação será a 
2 .1.2 - PROBLEHA DE LOCALIZAçÃo PLANAR HUL TI-SERVIÇOS 
M1n Wf'1'. X ) = 
X 
m·i "1 
+:L: :L "ik 
l=i k::l+l 
em oue 
= número de novos serviços a instalar; 
= número de cllentes; 
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w1J = cantantes de prooorcionalidade dos custos (os custos 
supõem-se orooorcionais às dis:tânc1as entre novos 
serviços e os clientes); 
v i J = constantes de orooorc1onalldade de custos relativas 
às d1st.ânc1as entre novos serviços; 
X; = <xü , xi2) é a localização do novo serviço i; 
Y j = (y Jl , Y j 2 ) É! a localização dos clientes; 
lp <X , , Y} é a d1st.S.ncia do serviço l ao cliente J , 
lp ()(; , X k) é a d1st.ânc1a entre o nov o serv1ço 1 e o novo 
serviço k 
As d1stâncias entre novos serviços devem ser consideradas apenas uma 
vez, o aue é traduzido pela representação da carresoondente lermo na função 
objectivo . 
Se m=i, o problema reduz-se ao pr oblema de localização de um só s erviço. 
As hioót.eses oue se aplicam aos modelos de um só serviço continuam a ser 
válidas neste cas o. 
Quando se passa de um problema de localização de um só serviço para um 
Problema de localizayão multi-serviços há uma série de Questões oue se podem 
côr tais como: aual o número Óptimo de serviços a instalar?; auais as áreas de 
-11-
serviços aue estão assOCiadas ?; aual o impacto das interacções entre serviços 
sobre as localizações dos novos serviços? 
Para um estudo ma1s detalhado destes modelos, aue não constituem o nosso 
obJectlvo orÍ.ncloal, veJa-se, cor exemplo, Lave , Horr1s e Wesolowskl (1988), 
Francis e White (1993), P Hansen, H. Labbé, D.Peelers, Thisse<1987). 
Z2 - MODELOS DE LOCALIZAÇÃO EH REDES 
Problemas de escolha de localização de serviços ou eauioamenlos junto de 
vias de comunicação já ex1slent.es tais como linhas férreas, estradas ou outras 
de modo a minimizar custos de lransoorle, oroduç:ão, tempos de atendimento, 
foram a mot.ivação cara o desenvolvimento destes modelos de localização em 
r edes . 
Os modelos contÍnuos envolvem a minimização de uma função de custos, 
t empos, ele , Que está dependente de uma distância lp. Ora, estas distâncias dão 
valores aproximados das reais distâ.ncus percorr1das numa rede de transportes, 
seja estrada, linha Térrea, linha fluvial, corredor aéreo ou QualQuer outra via 
de comunicação e, sendo assim, poraue não trabalha,- directamente com a prÓpria 
rede? E f'oi deste modo que surgiram os modelos de localização em redes alguns 
dos quais são análogos aos modelos planares, substituindo as distSncias lp por 
distS.ncias na rede, entendidas estas como comprimentos dos caminhos ma1s 
curtos entre dois pontos da rede 1 . 
Para os modelos de localização em redes, as hipóteses H!, H2, H4, dos modelos 
Planares, deixam de ter sentido; a hipÓtese H3 ainda se mantém e a hipótese H5 é 
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substllu1da pela croporc10nalidade dos custos às distâncias na rede. As 
h1cóteses H6 e H? cedem manter-se ou não. conforme a natureza do problema. 
Pode dizer-se oue f'oi a carhr da oublicação do artigo de Hakimi (1964) 
"Optimal location or sw1tching centers and the absolute centers and medians or a 
graoh" oue se 1niciou o estudo dos modelos de localização em redes . 
Neste grupo de modelos estão mcluidos os de o-mediana, o-centro e 
cobertura . 
Na excosiç:ão aue se segue des1gnaremos cor :R a rede e cor V o conjunto 
de vértices da rede , 1.e., V = ( v 1 , v2 , . .. , V,; , ... , Vn } . 
22.i - PRO!ll..EMA P-t-EDIANA 
O problema o-med1ana cons1ste na localização de o serviços numa rede com 
n comunidades a serv1r de modo a oue a soma das distâncias ponderadas entre 
comumdades e serv1ços seJa mlnima. 
Existem inúmeras situa9Ões concretas em que tais problemas se pÕem. 
Podemos referir, para exemplificar, a localiza9ão de escolas, de centrais de 
distribuição de tráfego telefónico, de estações de correio, etc. 
Para a formulação do problema da o-mediana, comecemos por considerar o 
problema i-mediana. Podemos retomar a formula9ão (2.1.1) do problema continuo, 
1Para 1.:ma deflnição malS rigorosa de rede e ~lguns conceitos 
relacLonados tais como dist~ncia na rede e propriedades, veja-se, por exemplo, 
Berge (!966) e Hansen, Labbé, Peeters. Thisse (1987). 
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subst1 tu1ndo as dlsiâ.ncias 10 por dist.Snc1as na rede . As comumdades 
corresoondem aos vért.1ces { v 1, v2, .. . vn ) da rede e as ligações entre elas aos 
arcos A cada vért1ce assoc1a-se um peso 1.111 , não negativo, aue representa o 
peso relat1vo da resoect.1va comumdade (pooulayão, por exemplo>. As distâncias 
são os ccmprlmenlos dos arcos aue ligam as comumdades. O problema cans1ste na 
determmaç:ão de um conto , s 1 , da rede oue m1mmize a soma das distâncias 
ponderadas às comunidades. Tem-se então: 
PROBLEMA i-MEDIANA 
Min W(s)= (2.2.1> 
sE !R 
A soluç:ão é chamada a mediana absoluta e o conjunto de medianas 
chamado oon;unto mediana. 
Resulta da defimção aue a med1ana oode ser QualQuer ponto da rede, L e . 
um vértice ou um ponto interior de um arco . Contudo, Hakimi (1964) demonstrou 
Que existe sempre uma solução Óptima para este problema localizada num vértice 
da rede . Devido a esta propriedade de optimalidade nos vértices resulta aue 
para determinar a mediana absoluta basta considerar localizações em vértices . 
Hakimi demonstrou também que a solução Óptima pode ser obtida am tempo 
Polinomial, calculando a soma das distS.ncias ponderadas para cada vértice, v 1 , e 
seleccionando o vértice de menor soma. 
Se em vez de um serviço pretendermos instalar D para servir n 
comunidades de modo a aue a soma das distâncias ponderadas seja mlnima 
-14-
teremos, naturalmente, a generahzayão do oroblema anterior que se chama p-
mediana. 
Formulação do Problema 
M1n W<S) = 
s 
IS I= p , S ç; !R 
<2.22) 
Em que S é um conjunto de pontos da rede, vértices ou pontos interiores 
aos arcos e em que d( vi , S) = min C d< vj, s), s E S ). 
O conJunto s * de p pontos que mmimJ.za a função W<Sl é chamado p -mediana 
da rede O teorema de Hakimi continua a verificar-se, neste caso, i . e . , a solução 
Óptima para este problema é: formada por um conjunto de vértices da rede . A 
formulaç:ão combinatória do problema p4 mediana o ode então aoresent.ar-se do modo 
seguinte : 
Formulação Comb1natária 
n 
Min W(S) = 2: !f!in d ij 
SÇ V i=i 1ES 
(2.2 .3) 
I S I = p 
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Em Que os d iJ r epresentam as distânc1as ponderadas entre os v ért1ces i 
e J 
Mais ad1ante faremos ref'erilnc1a a uma outra formulação do proble:ma o-
mediana. em termos de crogramação mle1ra 
222 - PROBLEMA P - CENTRO 
O problema D - centro ccns1sle na det.enru.nação de um conJunto, s•, de c 
pontos da r ede, !R, de modo a oue a máx1mo das distânc1as ponderadas dos 
vértices da rede a esse conJunlo s eJa mini ma . 
Este problema pÕe-se em algumas situações concretas , como por exemplo, 
instalação de serviços de emergência, bombeiros, hospitais, ele, em Que o 
critério de ootimalidade oode ser a mmimização do temoo máximo de resposta ou 
a mimmização da d1stS.ncia máx1ma entre comumdades e serviços, i .e ., a 
optimização do oior caso . As localizações resultantes são os centros. 
Os problemas o-centro e o-mediana estão relacionados, diferem acenas na 
f'un9ão objectivo e. toram ambos introduzidos por Hakimi <1964). Os métodos cara 
resolver os dois problemas são diferentes. 
O problema i-centro ou problema minimax consiste na determina9ão de um 
ponto s* da rede, !», aue minimiza a máxima distância às comunidades . A sua 
formula9ão é a seguinte : 
PROBLEMA i-CENTRO ( HINIHAX ) 
~~n !)1 G(s) = jr-;,17 . . ,n w J d(s , v) 
Em que w J > 0, representa o peso da comumdade j . 
Ao oonto s 1 chama-se i-centro. 
A formulação do problema p - centro será a seguinte· 
Formul ação do Problema 
t S t = p, SÇ !R . 
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(2.2.4) 
<2.2.5) 
O resultado estabelecido cor Hakimi cara o problema p-mediana na que se 
r efere à lacahzação da solução óctima num conJunto de vértices da rede não se 
verifica cara o problema o-centro Podem obter-se melhores soluções para o 
problema p-cenlro, se f'ori:!m perm1lidas localizações nos arcos da rede. Es t e 
problema, em c;ue se suprime a restrição de que os centros se lacahzem em 
vértices da rede é chamado p-centro absoluto . Ainda pode ser considerada uma 
versão mais geral do o-centro em que a procura pode também estar localizada 
em Qualauer ponto da rede , o-centro geral. 
Hakimi (1964) propÔs um algoritmo para resolver por um processo gráfico 
o croblema i-centro absoluto oue não é generalizável a croblemas c-centro 
absoluto com p)i . Muitos algoritmos têm sido propostos para este problema, 
VeJam-se, por exemplo, Singer (1968) aue propês um método heuristico para a 
delermmação de p - centros absolutos, Minieka <1970) prooôs resolv~-lo por uma 
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sucessão de oroblemas de cobertura, Christ.ofides (1975), Kariv e Haklmi (1979). 
VeJam-se a1nda os artigos de "survey'' publicados por J .Haloern e O. Maimon 
<1982) e B.Tansel, L. Francis, T Lowe (1983) 
22.3 - PROB..EHA DA COBER~ 
O problema. de localiza.9ão de serv1yos de emergenc1a pode, em certos 
casos, ser formulado como um problema de cobertura. Isto acontece, por exemplo, 
Quando o Que se pretende é determinar o conjunto de serviços de cardinalidade 
mlnima de modo a oue a dist.ânc1a máxima ent.re comunidades e serv1ços mais 
oróximos não exceda determinado valor, oréviamenle fixado . Se for ooslo deste 
modo, t eremos um problema oue pode ser formulado como um Problema de 
Cobertura 
A solu9ão deste problema deverá ser formada por um comunto de serviços 
em Que toda a comumdade seJa coberta por algum serviço a uma distâr:Cla Que 
não ultrapasse o valor préviamenle f'ixado. 
A sua formulação combinatória do problema de cobertura será a seguinte : 
Formulação Combinatória 
MinI SI (2.2 .6) 
wj dC ""i, Sl~ d, j =1, ... ,n. (2.2 .7) 
-18-
em Que 
I S I= cardinal de S; 
= disl~nc1a máxltOa entre comumdades e serv1ç:os; 
w j = ceso da comunidade J _ 
Para c ada valor do parS.melro d l eremos um problema de cobertura 
diferente 
A sua formulação em lermos de programação inle1ra seria; 
em oue: 
Hm L, '='i 
1EI 
yl E (0,1}, iEI. 
':1 i = 1, se o serviço i for aberto 
= O, caso contrário. 
d = dist~ncia máxima entre comunidades e serviços; 
<2.2.8) 
(2 .2 .9) 
<2.2.10) 
a ji = 1, se a comunidade j estiver a uma dist.ânc1a de i não 
superior a d; 
= O, caso contrário . 
As restrições (2 .2 .9) garantem a cobertura de oualouer comunidade j por 
algum serviço localizado a uma dist.S.ncia não superior a d. 
Es t.e pr oblema designado por Problema de Cobertura Minima foi estudado 
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par vários autores de entre os quais refer1mos, Toregas e ReVelle {1971> e 
Toregas, Swa1n, Re Velle e Bergman (1971), Khuma~ojala (1972), A. Neebe (1988) A 
maior parte dos invesllgadores tenta r esolver o problema fixando um valor 
tolerável para a distSncia máxuna, Neebe seu artigo " A P.-ocedure for 
Locating E:mergency-Service Faci.lities ror All Possible Response Distances" 
parle de um valar pequeno para a dist ância máxima d , va.lor para o qual lodos 
os serv1yos têm que estar abertos e va1 aument.ando esse valor at.é um limite em 
•JUe basta um serv1ço para cobrir todas as comunidades . Procura, assim, 
determ1nar o número de serviços que ser1am necessários cara todos os valores 
possive1s de d, desde o menor valor da dist.ânc1a até ao malar, utllizando, para 
cada problema uma versão modificada do algoritmo de Lemke, Salkin e Spielberg 
<1971>. 
O problema pode a1nda p6r-se como um Problema. de Cobertura de Custo 
Mimmo, caso em que a formulação difere da anter1or apenas na função obJectivo 
Que neste caso seria subst.ituida por· 
Mm L f"L '=~ i 
1El 
com os f" i a recresentarem os custos fixos de instalação dos serviços . 
(2.2 .8') 
Pode ainda acontecer oue cor alguma razão, por exemclo restrições 
orçamentais, não seja passlvel instalar todas as serviços Que fazem parle da 
cobertura . Neste caso, pode tomar-se uma de duas ooções, ou aumentar o 
orçamento ou relaxar as restrições de cobertura de lodos os clientes . Quando 
esta última é escolhida, o oue se procura é maximizar a oooula.çã~ aue oode ser 
atendida a partir de um número K de serviços, garantindo aue a distância ao 
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serVlÇO QUE a atende não é suoerlor ao valor a prevlament.e fixado . Tem-se, 
então. um croblema chamado Problema de Cobertura Máx1ma, que é formalmente 
equivalente ao K-mediana, Church e ReVelle (1976). 
Neste problema o objectivo é maximizar o número de pessoas atendidas e a 
sua formulação será a seguinte 
PROBLEMA DE COBERTURA HÁXIHA 
Formulação do Problema 
em Que : 
Hax F<Y, X> = Max L 2: dii xii 
y I X iEi jEJ 
L xij 
JEJ 
i, iEI, 
xlj ~O, iEI, jEJ, 
Y;E (O , 1], j E J, 
L: ~:~j = K. 
jEJ 
(22.12) 
(2 .2 .13) 
<2.2.14) 
<22.15) 
<2.2.16) 
(2.2.17) 
= ( 1, 2, ... , m), conjunto de localizações possÍveis para os 
serviços; 
= C !, 2, ... , n), conjunto de comunidades; 
K = número de serviços Que cedem abrJ.r-se; 
~ J = 1, se o serviyo J for aberto 
= O, caso contrár io. 
= d1stâ.nc1a máx1ma de serviç:o; 
di = número de clientes da comumdade i oue estão a uma 
distância não sucericr a a de algum dos serviços 
COSSlVElS, 
d lJ = d 1 , se algum client e da comurudade l e~tiver a uma 
distânc1a de J não suoer1or a d; 
= O, caso contrário. 
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x ij = proporção de client es da comunidade i ou e são a tendidos 
a partir do serviço j . 
2.3 - MODELOS DE LOCALIZAÇÃO DISffiETOS 
Os modelos planares e os modelos em redes t~m usualmente três 
lim1tações: qualQuer conto do plano ou da rede é posslvel candidato à 
localização do novo serviço; os parâmetros de custos estão associados aos 
serviços oue vão ser localizados e não aos locais onde vão ser instalados; as 
suas funções de custos, podem não incluir custos fixos . Como estas limitações 
são inaceitáveis para grande número de casos surgem, então, os modelos a Que 
chamàmos "discretas" de acorda com a classificação oue tem vindo a ser 
adoptada na literatura, vejam-se R.Francis, L.HcGinnis e J.White (1983), P . Hansen, 
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H Labbé, D. Peelers, J Thisse (1987) 
Nestes modelos há um número finito de loca1s onde podem ser ins t alados 
os serviços, os Quais cedem ser gerados cor modelos olanares , também chamados 
"site-genera.ting models", e/ou cor soluções de compromisso de múlticlos 
abJechvos, ou a1nda por outros crlt.er1os . As auest.Ões a que se oret.ende aue 
respondam são do t.i.oo: 
Quantos serv iças (equipamentos> devem ser instalados? Quais? Com que 
dimensão? Que serviços servem auais clientes ? 
!'~estes modelos, os contos não são deslocados até se encontrar a melhor 
localização, como acont.ec1a nos modelos de localização em redes; há m passiveis 
loca1S préviament.e definidos, de entre os Quais vão ser seleccionados os Que, 
satisfazendo as restrições de crocura, de dimensão, de número, etc ., minimizam a 
soma de custes de prcduç:ão/distribuiç:ão e custos fixes . Por esta razão, são 
também chamados " site-selecting locatlon-allocation models", embora dentro dest a 
des.l.gnaç:ão ca1bam t ambém os modelos de cobertura nos Quals se pret ende 
determinar o menor número de serviços aue é necessário para sat isfazer 
determinados nivelS de procura . 
Como já referimos, são tão variadas as aplicações em oue estão envolvidos 
estes modelos, oua têm originado uma não menos variada gama de formulações e 
algoritmos para resolver os problemas oue lhes estão assoc1ados . 
Iremos primeiramente dar uma ideia sobre algumas dessas formulações e 
em seguida debruçar-nos-emos sobre o "Problema de localização Simoles" que é 
SlmultSneamente o de formulação mals s1mples e mais antiga, datando do inlcio 
dos anos 60 . O grande interesse aue este problema tem suscitado, segundo 
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Krarup e Pruz an (1983 ), deve-se, não só à transoarÊnc1a da s u a estrutura, mas 
t ambém ao contributo aue tem dado cara a r esolução de outros oroblemas de 
planeamento ma1s complexos Por outro lado, a sua estrutura é, em certo sentido, 
bastante abrangente; 1slo pora ue o número de serviços a abr 1r não é 
préviamenle fixa do, a capacidade ilimit ada, a est r utura de custos de 
distribuição é linea r e, deste modo, pe rm1le modificações aue podem le va r a 
"ormulações ma1s realistas originando outros problemas . 
Ass 1m o Problema de Localiz ação Simples, SPL , que é um pr oblema : 
Minimização < custos fixos + custos lineares} 
discreto 
estático 
....n só-serviço 
detenninlst.ico 
pode ser modificado de moda a transf ormar-s e num problema de custos não 
lineares, d inâmi co, múltiplos serviços, procura est ocástica , e l e . 
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2.3.1 - PROBLEMA DE LOCAI..IZAÇÃo SEH RESTRiçêEs DE CAPAClDADE 
O problema de lacahzaç:ão sunples consiste na det.erm1nação de 
conJunto de locais em que devem ser instalados sarviços para atender 
comunto de clientes de modo a oue todos os clientes sejam atendidos a partir de 
um e um só serVl(fO (fábrlca, armazém, etc) ao menor custo posslvel. Como Já 
referimos anteriormente este problema é tratado sob as mais variadas 
designações, consoante as aplicações . Oot.àmos pela t.ermmolog1a segumt.e: 
- ao problema., chamaremos ---+ Proble ma de Localização Simples - SP L; 
- às or igens, chamar emos -+ s erviços - localidade i ; 
- aos destinos, chamaremos ---+ c lientes - localidade j . 
Supõe-se que os serviços têm capac1dade ilimitada, de modo que, em 
prÍncioio, aualquer serv1ço pode sat1sfazer toda a procura. Consideraremos como 
objectiva a min.i.miza9ãa de custos totais, custas fixas e custos de atendimento. 
Diremos Que um serv190 i é "aberto" ou "fechado", para sigmficar a decisão de o 
"instalar" ou "não mstalar" na localidade i. 
A for mulação do SPL em termos de programação inteir a : 
PROBLEMA DE LOCAI..IZAÇÃo SIH?I..ES 
Formulação do Pr oblema 
< SPL> H.i.n :Í: fi ~i + L L cij XL' 
iEI lEI jEJ 
<2.3.11 
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C2.3.2) 
':1'1 - )(LJ :!:0, lEI, j EJ, (2 .3 .3) 
XL} E co ' 1), i.EI, j EJ , (2 .3.4) 
.ylE (0 I 1), lEI, (2 .3.5> 
em oue : 
Y i = 1, se o serviço i for aberto 
= O, caso contrário; 
x li 1, se o cliente j for atendido no serviço i 
O, caso contrário; 
F 1 custo fixo de i nstalação do serviço i; 
c1 j custos de atender o cliente j no serviço i ; 
= (1,2, ... ,m); conjunto de locais em Que potencialmente 
poderão vir a ser instalados os serviços; 
= C 1,2, ... .n ); conjunto de clientes . 
Os custos cij de satisfazer a procura do cliente j a partir do serviço i 
são função dos custas de produção, p j , dos custos de transporte de i para j , 
tij, da Procura do cliente j, dj, assim, por exemplo : c1j = dj ( Pj + tij) . 
As restrições (2.32) asseguram aue a procura de cada cliente 
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ccmolet.amente sallsfeila, as restrições (2 .3 .3) garantem que a procura dos 
chent.es é satisfeita a oart.ir de serv1ços abertos . 
As rest.r1r;ões (2 3 4 i de 1nlegrahdade das variáveis x lJ podem ser 
substituídas por (2 .3 . 4' l 
X JJ ~ o I i€!, jEJ, (2.3.4') 
sem perda de generalidade, v isto oue as variáve1s estratégicas são as var1áveis 
d 1 Uma vez fixado o vector de variáve1s binárias ( y! ) É fácil encontrar uma 
soluç:ão inteira oara o SPL {2.3.D - (2 .3 .5), bastando cara tal afectar cada 
cliente, J, ao serv1ço i , "aberto", de custo mi.n1mo cara j. Pelo Que acabamos de 
dizer é usual encontrar a formulação do SPL como problema de programação 
inteira mista <2.3.1) - (2.3.4') - (2.3.5) . 
2.3.2 - PROBLEHA DE LOCAUZAÇÃD SEM RESTRIÇÕES DE CAPACIDADE 
COH VÁRIOS NÍVEIS 
Este problema surge quando num sistema de distribuição exJ.ste 
hJ.erarauJ.a de eauipamentos entre a orJ.gem e o destinatário. É exemplo deste tipo 
de situaç;ão a neces!Õ;idade de localizar simultâneamente fábricas e armazéns 
e/ou armazéns de diversas dimensões para estabelecer o fluxo entre fábricas e 
retalhistas. 
Passaremos a apresentar a formulação matemática do problema de 
localização a dois nlveis de aue é exemplo a localização de fábricas e armazéns 
num sistema de produção, caso aue foi apresentado por Kaufman, Eede e Hansen 
<1977) num artigo em aue desenvolveram um algoritmo aue utiliza um método 
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"branch-and-bound" para resolver o problema de d.lslrlbUlção a do1s nÍve1s . A 
generahzação desta formulação a ma1s nive1s intermédios faz-se de 19ual modo. 
Tcha e Lee em (1984) f izeram a generalização deste modelo considerando a sua 
for mulação no caso de haver v ar1os nlveis de armazens ou serv1ças mt.ermedios 
entre a or1gem ( fábrica ) e o destmat.ário { cliente ). Neste croblema o objectivo 
e selecclonar, cara cada nÍvel, um conJUnt o de fábricas / armazéns a abrir 
dentro de um conJunto de oot.enc1a1s candidatos em cada nlvel, de modo a Que, os 
custos t otais de distribuição e custos fixos de mst.alação seJam mÍnimos . Quando, 
alguma das mercadonas não prec1sa de ut11izar todos os niveis mt.erméd1os, 
cr1am-se variáve1s art.ific1ais " dummy " cara as introduzir no modelo . Neste 
artigo Tcha e Lee desenvolvem um algor1tmo "branch-and-bound" oue é baseado no 
procedimento dual ascendente de Erlenkotter, Bilde e Krarup com algumas 
modifica9Ões Dotamos pela formula9ão a dois n~ve1s, acresentada cor Kaufman, 
Eede e Hansen, coroue é mais SimPles, sem cerda de generalidade 
Formulação do Problema 
<SPLH> Mm L f' iyi +L gjzj + 2: L L cijk xijk 
1EI jEJ iEI jEJ kEK 
L 2: xijk = 1, k E K, 
lEI jEJ 
Yi -L Xijk 2:0, LEI, kEK, 
jEJ 
<2.3.6> 
(2.3 .7l 
. (2.3 .8) 
am Que· 
xi.Jk ~O. iEI, j EJ, kEK, 
'Ji., zJ E {O, 1), iEI, jEJ 
Yt = 1, se a fábr1ca / servtço for acerto 
= O, caso contrario. 
z J = 1, se o armazém / serviço for aberto 
= O, caso contrário . 
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(2.3 .9> 
(2.3.10l 
(2 .3.1D 
(2 .3.12) 
x tjk = percentagem de procura / clientes satisfeita/ atendidos 
a partir da fábrica / serviço i através do armazém/ 
serviço J. 
f 1 =custo fixo de instalação da fábrica / serv1ço 1. 
gj = custo fixo de instalação do armazém / serviço J. 
c 1Jk = custos de satisfazer a procura do cliente k a partir 
da fábrica /serviço i através do armazém j . 
I = (1,2, ,1 ), conjunta de locais em oue poderão vir a ser 
instaladas as fábricas / serviços. 
J = (1,2, .. ,m ) , conjunto de locais em oue poderão vir a 
ser instalados os armazéns/ serviços. 
K = (1,2, ... ,n }, conjunto de clientes 
Os custos ciik incluem custos de matérias primas e respectivo transporte 
cara a fábrica i, custos de produção e m i, custos de tranocrte de i para j, 
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custos de armazenagem em J e custos de transporte de j para o cliente k 
As restrições (2 .3 .7) asseguram oue a procura de cada cliente 
comolet ament.e satisfeita, as restrições <2 .3 .8 ) e (2 .3 9) garantem oue a procura 
do chente k só oode ser satisfe1t.a a partir da fábrica i e do armazém j se 
estes forem abertos . As restrições (2 .3 .10> garantem oue para cada fábrica oue 
abre, abre um armazém ao lado, condição oue foi imposta na formulação do 
problema fe1ta por Kaufman e al . No entanto, se esta condição não for exigida, 
as restrições <2 .3 .10> cedem âbviamente sucrim1r-se . As rest.r1ções (2.3.11) 
garantem oue os niveis de procura do cliente k a partir de i e at.raves de j são 
não negativos . 
Nos modelos anteriores estivemos a considerar distribuição de um só-
produto (ou prestação de um só serviço); no entanto, em muitas situayões podem 
p8r-se estes mesmos problemas, mas com vários produtos dando origem a 
extensões dest.es genér1camente designados cor multi-orodutos/ multi-serviços e 
CUJa apresentação passaremos a fazer no parágrafo seguinte 
2.3.3 PROBLEHA DE LOCAUZAçÃD DE l-U. TI-SERVIÇOS SEM RESlRIÇÕES 
DE CAPACIDADE 
L.Jarszawski e Peer C1973l introduziram a problema de localização multi-
serv1ços. A motivação cara o problema resultou da necessidade de resolver um 
Problema de engenharia civil oue envolvia um grande projecto de construção. 
Nesse projecto havia necessidade de definir os locais em oue deviam situar-se 
três unidades de fabrico de produtos fundamentais: massa de clmii!ntc, blocos e 
aço . Cada unidade produzia apenas um destes produtos e deveria ser localizada 
-30-
de tal modo que cada um dos 38 destmos candidatos pudessem ser serv idos de 
forma eficiente Este modelo t em um oarl1cular 1nleresse para slt.ua9Ões de 
fábr1cas cue fa zem as vendas dos seus orodutos directamente ao pÚblico e em 
cue a armazenagem é orât.icamente inexistente. 
s a 
Formulação do problema 
< HPL > 
em que : 
L Xijp 1, JEJ, p E P, <2.3 .14) 
<EI 
<2.3.15) 
(2.3 .16) 
x iJP ~ 0, iEI, j€J, pEP <2.3 .17) 
Yip E (0 , i}, iEI , pEP . <2.3 .18) 
Yjp = 1, se a fábrica i é aberta para produzir o produto p 
= O, caso contrário; 
x ijp = percentagem de procura do cliente J cara o produto P 
satisfeita a partir da fábrica i; 
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f lP = Custo fixO de instalação da fábr1ca i a produzir O 
produto p; 
c1JD = cust os de produção e dislribu1ção cara sat.1sfazer a 
procura dos clientes j , do produto p, a partir da 
fábrica i 
= (1,2, ... , m } conJunto de loca1s em oue cederão vir a 
ser instaladas a:s: fábricas ou serviços . 
(1,2, ... , n ) , conjunto de cl1enles . 
,c {1,2, . , k ), conjunto de produtos ou serviços . 
Se o número de orodutos, I< for igual a 1 o problema reduz-se 
problema de localização simples, SPL. 
Warszawski <1973), aoresentou dois métodos cara resolver o HLP 
melado "branch-and-bot.ond" e um melado heur~st.ico . Para o método "branch-and-
bound" desenvolveu do1s métodos cara de terminar minorantes em cada nodo da 
árvore de ramificação. Um deles permitia obter melhores minorantes, mas mais 
l ento; o outro, mais rápido, mas a originar m1noranles mais fracos . 8. Khumawala 
e W. Neebe \1978) apresentaram duas sugestões aue permitem melhorar os 
minorantes obtidos pelo segundo método . Como o método "branch-and-bound" ocupa 
muito tempo de computador em problemas de grande dimensão, Warszawski prop8s 
um método heuri.stico, mais rápido, em oue eram primeiramente resolvidos 
Problemas de localização simples , um para cada produto; se todas as restrições 
(2 .3 .15), 
L Yjp~i ,'r:/i, 
pEP 
fossem satisfeitas então a solução encontrada seria a solução Óptima do MPL. 
Se para algum r se tivesse 
L Yro>1 
pEP 
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então, 1sto Sl9nificava oue a fábrica localiz ada em r estava a produz1r ma1s do 
aue um produto, e procedia-se a uma realocaçãa das fábricas oue estivessem 
nessas condições de modo a oue o acréscimo sofrido pelo ml.liorant.e aue se obtém 
relaxando as reslr1ções de não interferênc1a (2.3.15), fosse mÍmmo. Este 
processo repetia-se ate aue todas aouelas restrições fossem satisfeitas, isto 
é, até aue deixasse de haver sit.uaç:ões ce conflito. 
Karkazis e Boffey <1981) desenvolveram dois algoritmos baseados no dual 
para resolver o MLP . Estes algoritmos a Que chamaram MulliBKE e HILLCLIMB 
resultaram, da passlbilidade de reduzir a resolução do HLP à resoluç:ão de 
subproblemas SPL. O Mult.iBKE resultou da aplicação do algoritmo dual 
ascendente de Bilde , Krarup e Erlenkotter e o HILLCLIHB da aplicação de 
OPllmização subgradiente resolução dos subproblemas SPL . São ali 
apresentados res ultados computaciona~s e é feita a comparação com 
resultados obtidos por Warszawski, utilizando para tal os mesmos quatro 
exemplos , concluindo pela malar eficiÊncia de qualQuer dos s eus algoritmos . 
2.3.4 - PROBLEMA OE LOCALIZAÇÃO DINÂMICA SEM RESTRIÇÕES OE 
CAPACIDADE 
O probl ema de localização dinSmic a surge quando as deci sões s obre a 
localizaç ão ce dem decender do temco. Wars zaws ki no seu a rtigo (1973) incluiu 
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algumas soluções para a versão dmS:m1ca do SPL . Esta versg'o foi também 
suger1da cela seu problema concreto ligado à construção c1vil. A necessidade de 
mudar as localizações das unidades de orodução de mas :o a de cimento, ar;o. etc .• 
de acordo com as solicitações, levaram à formulação do oroblemii. dinâm1co oue a 
seguir 3.presentamos· 
Formulação do .oroblema 
em Que: 
<OPU Hm L :2:::: L ciJt Xiit + L L rit '='it + 
lEI jEJ tET iEI tET 
L xijt 
lEI 
i, jEJ, tET, 
2: xijt ~ m '='it , lEI, tET, 
jEJ 
xijt L O, lEI, j EJ, tET, 
'='it E (0 I !}, lEI I tET 
'='it = 1, se a fábr ica i é/está instalada no instante t 
= O, caso contrário. 
(2 .3.20> 
(2.3.21) 
(2.3.22) 
(2.3.23> 
xijt = percentagem de procur a do cliente j aue no instante l 
é satisfeita pela fábrica i ; 
fit = custos fixos da fábr ica i no instante t aue são 
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mdecendentes de realocações < como por exemplo, custos 
de capital e de manutenção); 
g Lt = custos fixos de mst.alação/realocayão da fábrica 1 no 
instante t.; 
cl.Jt = custos de produção e distribuição para sat.1sf'azer a 
procura dos clientes i , no instante t, a carlir da 
fábrica 1 , 
= (1,2, ... , n ) ccmunto de loca1s em oue cederão vir a 
ser 1nstaladas as fábricas ou serviços; 
= ( 1,2, ... , m ) , conJunto de clientes; 
T = {1,2, . . , k ), instantes em Que poderão vir 
a ser instaladas as fábricas ou serviços; 
T' = T- C i l. 
Como cede notar~se existe uma grande semelhança entre a formulação do 
HPL e do DPL , cedendo o último ser prat1camente obtido do primeiro pela 
subslltuu;~ão do Índice de produtos ( mercador1as l pelo ind1ce t.emoo. A prmcipal 
d1feren9a entre os dois modelos está nas componentes de custos. No modelo 
dinS.mico, há cara além dos custos fixos de inslala9ão, os custos de realoca9ão 
Quando esta lem lugar de um instante para o seguinte. Warszawski, testou dois 
métodos para resolver e.:;:te problema, um baseado na programa9ão dinS.mica e 
outro baseado no maior rendimento marginal. 
Erlenkotter e Van Roy (1982), apresentaram uma generaliza9ão deste 
modelo, introdu:nndo um novo parS.metro para separar, no tempo, as decisões de 
localização das decisões de procura. A formulação do problema por eles 
apresentada é a seguinte: 
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Formul.:~yão do Problema 
<GDPU Mm L 2: 2: L cijt xijwt + LL rit <Jit <2 .3 .24) 
wEI.J 1EI J EJ t ET t ET LEI 
1, J EJ, wEI.J, <2.3.25> 
<2.3.26> 
x l j wt :?: O, iEI. j EJ, wEW, tET, <2.3.27> 
Yit E (0 ' 1), i EI I tET <2.3.28) 
em c:ue· 
~ Lt = i, se a fábrica i é instalada no instante t 
= O, caso contrário. 
x iJwt = o~rcentagem de procura do cliente j no instante w Que 
é satisf eita pela fábrica i no instante t, 
f lt = custo fixo de instalação da fábrica i no instante ~ ; 
cliwt = custos de oroduç:ão e distribuição para satisfazer a 
procura do cliente j , feita no instante w , a partir 
da f' ábrica i no instante t. 
= {1,2, ... , n ) conjunto de locais em oue poderão vir a 
ser instaladas as fábricas ou serviç:cs; 
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= (1,2, , m ) , conJunto de clientes, 
1J = (1,2, ... , l ), conjunto de mst.anles em oue poderão v1r 
a ser feitas encomendas; 
T = (1,2, ... , k ), conJunto de 1nst.ant.es em aue cederão vir 
a ser abertas ou fechadas ~s fábricas ou serviços . 
Num determinado instante, t, pode considerar-se I = 10 U Ic , em oue I0 , 
r epresenta o conjunto de locais em que os serviços podem vir a ser abertos e 
10, o conjunto de loca1s em que os serviços podem ser f echados . Assim se Yit = 1, 
para i E Ic , significa oue o serviç:o foi aberto a té ao instante t , l.:llt = i, para 
i E 10 , significa oue no instante t se decide abrir o serviço i 
Para assegurar aue um serviço não atende clientes antes de ser aberto 
ou depois de ler fechado, consideram-se os custos c1Jwt = M , para w< t e iE 
lo e para w > t e i E Ic , com M um número oos1tivo suficientemente grande . 
Er lenkotter e Van Roy (1982) implementaram um algoritmo "branch-and-
bound" a Que chamara m DYNALOC, em Que está incorporada uma versão 
especializada do método dual ascendente de Bilde, Krarup e Erlenkotter para a 
resolução do problema estático de localização SlmPles, SPL . Neste artigo, 
mostra-se que, o GDPL pode ser considerado um problema estático, SPL, em oue 
as "oseudo" localizações são todas as combinações de i com t. U,t), em oue i oode 
ser aberta ou fechada e os "pseudo" clientes são todas as combinações, (j,w), de 
clientes j com per lodos w . Apesar disso, não utilizaram métodos de resolução do 
SPL nem mesmo o OVALOC, algoritmo "branch-and-bound" cara resolver o SPL, QUe 
fora implementado por Erlenkotter (1978) e se mostrou bastante eficiente . As 
razões oue levaram â implementação de um novo algoritmo são ali apresentadas 
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e lÊ:m a ver com o espaço de memór1a que ser1a necessário para este problema e 
com algumas oarticular1dades deste problema aue não são consideradas no 
DUALOC. 
Neste arl i.go, além de apresentarem o método, DYNALOC oara resolver o 
GDPL são amda aoresent.ados resultados comoutacionais obtidos pelo algoritmo 
e comparados com os aue hav iam s1d0 obtidos por Roodman e Schwartz (1975> cara 
problemas d1nSm1cos, com os obtidos por Er lenkotler ( 1979) na utilizaTão do 
aJustamento do dual versus aJustamento do Pf'1mal-dual ai 1molementado, e ainda 
com um conJunto de problemas d1nSmicos construidos a partir dos problemas 
estáticos de Kuehn-Hamburger <1963>. Tendo concluido oue o DYNALOC é ma1s 
ráoido em qualQuer daaueles casos. Por último são feitas algumas extensões 
deste algontmo nomeadamente a problemas dinSmicos com restrições de 
capacidade . 
2.3.5 - PROilLEHA DE LOCALIZAÇÃo G0-1 RESTRIÇÕES DE CAPACIDADE 
O problema de localização com restrições de capacidade surge, como é 
evidente, Quando há limitações de alguma natureza, sejam de produção, espaço ou 
outras . Para este oroblema a formulação em programação mista é a sec;Juinte: 
Formulação do Pr-oblema 
(CPU (2 .3 .29> 
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sa 
(2 .3 .30) 
(2.3 .31) 
x l J ~O. i EI, j EJ, <2 .3 .32> 
'=~i E {0 , 1), lEI. <2.3.33) 
IJ i = 1, se a fábrica (serviço ) i for aberto 
= O, caso conlrário; 
x J.j = Quantidade de procura do cliente j satisfeita a partir 
da fábrica i ; 
f 1 = custo fixo de instalação da fábrica < sarviço ) i. 
c 1J = custos unitár1os de produção e distribuição para 
satisfazer a procura do cliente j a partir da fábrica i; 
si = um limite superior da capacidade da fábrica <servi9o> i; 
d j = a procura do cliente j; 
conjunto de locais em que poderão vir a ser instaladas 
as fábricas ou serviços; 
conjunto de clientes . 
As restrições (2.3.30) asseguram que a procura de cada cliente é 
comolet.ament.e satisfeita; as restrições <2.3.31) garantem que a procura dos 
clientes é satisfeita a partir de fábricas abertas. 
Note-se aue em muitas situações oode haver necessidade de incluir no 
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grupo de rest.r1ç:Ões <2 3 .31> outras de tloo J~ x i j l: ~1 Yt , iEI , isto é, 1ncluir 
r estrições Que conlemolem situações do lioo: só interessa abrir uma fábrica ou 
serv1ço, desde que os nwels de produção (procura) seJam superiores a certos 
valores Nesse caso, bastava fazer uma ligeira mod1ficaçãa à formulação 
anterior. Transformar as rest.riyões (2 .3 .3D, agora alargadas às restrições l , em 
r est.riçê5es de igualdade, introduzmda variáveis de desvio, suoeriarment.e 
lim1ladas celas diferenças entre os niv e1s máx1mas e m.Ímmos de oferta, s 1 e ~1 , 
r esoect.ivament.e; adlCJ.onar as restrições x1J ~ uiJ , em cue u1J = s 1 - i. i , se j 
for destino em c;ue há desvio e u1J = .,.., se o desvio for nulo. Os métodos mais 
utilizados na resolução destes problemas são de tipo "branch~and-bound" . 
Beasley (1988> apresenta uma formulação do problema cue considera mais geral, 
oor incluir restrições do tioo das cue acabámos de referir e ainda restrições 
no número de serviços a abrir . Apresenta ainda um algoritmo para resolver 
problemas CPL de grande dimensão. O algoritmo oerm1te determmar minorantes da 
soluyão Óptima, utilizando uma relaxação Lagrangeana da formulação inteira 
mista do problema que goza da propriedade de integralidade, Geoffrion(1974) 
Numa tentativa de melhorar os minorantes obtidos pelo dual lagrangeano, Beasley 
desenvolveu um processo iterativo em Que se pocura fa zer um ajustamento de 
multiolicadores, utilizando ootim1zação subgradiente, e se resolve o dual 
lagrageano cara os multiplicadores ajustados. Para completar a resolução do CPL 
implementou um "branch-and-bound" em cue utilizou como majorante o valor de uma 
solução admissivel, obtida de uma forma simples e como minorantes os Que ali 
calculou via relaxação Lagrangeana e optimização subgradiente . O algoritmo foi 
testado para problemas com 500 armazéns e 1000 clientes. Van Roy <1986) 
desenvolveu um algoritmo cue é mais rápido do Que o apresentado por Beasley 
cara problemas de cecuena dimensão. 
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2.3.6 - PROBLD1A ESTocÁsTICO DE LOCAUZAÇÃo COH RESTRIÇÕES DE 
CAPACIDADE 
Est.e problema sur9e quando as crocuras são variáveis aleatórias. A sua 
formulação oara o casa um só orodut.o/ serviço é a segu1nt.e: 
Formulação do Problema 
(SCPU Mm L Fiyi + 2: L ciixij -r 
lEI iEiui' jEJ 
<2 .3 .34> 
z; =L xij JEJ, (2.3.35) 
'EI 
L xij ~si lE IU 1', (2.3.36) 
jEJ 
zJ ~o . iEJ, <2.3.37) 
Xij :20, iEI, jEJ, (2.3.38> 
yiE (0 I 1), i E IU 1' . <2.3.39) 
em czue : 
Y 1 = 1, se o serv1ç:o i ter aberto 
= O, caso contrário; 
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x ij = Quantidade de procura do cliente j satisfeita a partir 
do serviço i; 
r 1 = custo fixo de instalação do serviço i; 
cij = custos unitários de croduyão e distribuição cara 
satisfazer a procura do cliente j a cart.ir do serviço i; 
s 1 = um limite superior da capacidade do serviço i ; 
z j = total recebido em j de todas as origens; 
? }v> = função densidade de probabilidade da procura do 
cliente j ; 
h j = custo unitário de armazenagem em j; 
P j = custo cor cada unidade cuja procura ainda não foi 
satisfeita em j; 
= conjunto de locais em czue estão instalados os serviços 
abertos; 
I' = conjunto de locais propostos para virem a ser 
instalados novos serviços; 
= conjunto de localizações de clientes candidatos. 
As restrições (2.3.35) são de definição dos z j ; as restrições <2.3.36> 
estabelecem limites superiores para a oferta . 
Estes modelos não têm merecido grande at12nção por parte dos 
investigadores e isso deve~se carte ao facto de os erros oue são 
introduzidos no modelo ao utilizar uma função densidade de probabilidade 
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apr oximada para a orocura se sobreporem aos que resultam de inlroduzl.r 
modelo determinlstico l radJ.Clonal um valor esoerado dessa mesma orocura . 
Outras versões de problemas discretos poderiam ser f ormuladas como, por 
exemolo, problemas de localizaç:ão c om vár1os n~veis e vários produtos, problemas 
de localizayão d1nâm1ca com restriç:ões de caoac1dade, ele ., ele .. 
Procurámos descrever de forma breve alguns dos prmcioais problemas de 
localizayão cue têm v1ndo õ ser postos . Várias contri buições t êm sido dadas no 
sentido de sistemat1zar a t.eor1a de localização das qua1s referimos, por 
exemplo : Francis e a U 19B3l, Tansel e a1.<1983a, b>, Krarup e Pruzan (1983), 
Aikens(i985), Domschke e Drexel (1985), Lave , Horris e Wesclowsk~::~ <1988), Hansen, 
Labbé Peeters e Thisse {!987), Brandeau e Chiu (!989). Brandeau e Chiu, 
apresentam uma lista de 50 problemas de localização Que consideram mais 
representativos e procuram dar uma ideia sobre a forma como se relacionam, 
formalizam, ouais os principai s métodos utilizados na sua resolução e 
bibliografia . 
CAPÍT\.LO 3 
PROBLEMA DE LOCALIZAÇÃO SIMPLES 
SPL 
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Neste caoÍtulo 1remos tratar o problema de locallzação s1moles . Faremos 
r e-fer&nclã à sua ccmcleXldade ccmcut.aclonal. Apres entaremos alguns dos melados 
ma1s utilizados na sua resolu9ão : met.odos aprox1mados< heuristicos 2 relaxações), 
metades heur~st.icos baseados no dual e métodos exactos. 
3.1 - FORHQAÇÃD MATEMÁTICA 
Retomemos a formulação inteira do SPL Já apresentada em 2 .3.1 
<SPU (3 .1.1) 
L xij 1, ;EJ, (3 .12) 
lEI 
Y, - xl} ~o. iEI, i EJ, (3.1.3> 
xliE (0, i) , iEI, jEJ, <3.1.4) 
em Que · 
l::IJ.E {0, 1), iEI . 
IJ l = 1, se o serviço i for aberto 
= O, caso contrário; 
x li = 1. se o cliente j for atendido no serviço i 
O, caso contrário; 
fi = custo f i xo de instalação do serviço i ; 
c 1J custos de a t ender o cliente j no serviço i <cedem 
incluir custos de croduyão , transporte ou outros); 
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(3 .1.5) 
I = conjunto de locais em QUe colencialmente poderão vir a 
ser instalados os serviços; I = { 1,2, ... ,m ); 
= conjunto de clientes ; J = ( 1,2, ... ,n ) . 
As restrições (3 .L2l asseguram Que todo o cliente é atendido; as 
r estrições (3 .1.3) garantem que a procura dos clientes é satisfeita a partir de 
fábricas abertas. 
As restrições\3 .1 .4) de integralidade das variáveis xij podem ser 
substi luidas cor : 
xii ~O, iEI, jEJ, (3 .1.4') 
sem perda de generalidade, visto Que as variáveis estratégicas são as variáveis 
!ii . Uma vez fixado o vector de variáveis binárias ( l::lj ) é fácil encontrar uma 
soluyão inteira para o SPL <3.1.1l - (3.1.5), como iremos ver . Pelo Que acabamos de 
dizer podemos formular o SPL como problema de programação inteira mista 
<3.1.1)- <3.1.4'), (3.1.5). Esta formulação corresponde a uma situação concreta aue 
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ocorre com alguma frea~ncia em que cada cllente pode ser servido parcialmente 
por malS do aue um serv iço . São exemolos do problema de programação inteira 
oura, a afectação dos habitantes de det ermlnada zona a determinada central 
telefónica; do problema de programação mista, o abastecimento de um retalhist a a 
part ir de várias f ábricas . 
É frequente encontrar uma outra formalização do SPL que resulta de 
subst.itu1r na formalização <3 .1 .1) - (3 .1.4'), (3 .1.5) o conjunto de restrições , 
I.J i. - x i J ~0, i EI, j EJ, (3 .1.3) 
pelo comunto de restrições agregadas: 
(3 .1.3') 
emoue n= I JI . 
Teremos então as duas formalizações do SPL como problema de 
orogramação mista Que a seguir se apresentam no auadro 3 .1. 
A v antagem da formalização condensada a aue chamámos SPL - W sobre a 
SPL - S é a redução das mxn restrições (3 .!.3 ) a m restrições (3 .1.3' ). As 
duas formalizações são eQuivalentes, isto é, a solução Óptima não é afectada . No 
entanto, Quando se utilizam métodos baseados na relaxação linear em Que as 
restrições <3 .1.5) de integralidade das variáveis w1 são substituidas por 1,11 ~O , 
iE\ I , isto deixa de ser verdadeiro, porQue a região admissivel do SPL-S, 
definida por <3.1.2), (3.1.3) e w1 ~o. xij~ O, iE I, jEJ, está estritamente contida 
na região admissivel do SPL-W, definida por <3 .1.2), (3.1.3') e Yi~O, xij~ O, iE I , 
JEJ, razão cela Qual se chama à primeira, "forte" ( Strong), e à segunda, com 
restrições agregadas, "fraca" ( Weak ) . 
<3.12) 
(3.1.3) 
<314) 
(3.1.5) 
SPL-S SPL-W 
(3 1.1> Min L rl Yi + L L cij x i j (3 .1.1) 
i EI 1EI J EJ 
L xiJ 
1EI 
1, i EJ, 
yi - x1J~O, l EI. j EJ 
Xjj }: o . i EI, jEJ 
IJiE (0, 1), i EI. 
L xij 1, j EJ, < 3 .1.2 } 
1EI 
nJJ1 -Lxij ~o. l EI <3 .1.3' > 
jEJ 
Xij ~o. l EI, j EJ, ( 3 .1 .4) 
( 3 .1.5 ) 
Quadro 3 .1 
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Como referimos anteriorment e , uma vez decidido aual o conjunto de serviços 
que vão ser a bertos, I+ s; I , a af ectação de cllent.es a serviços é t rivial. Em 
parllcular, afecta-se o client e j ao serviço " abert o" k E z+- de custo mln1mo, c kj 
= m~~z+ ciJ . 
O custo total correspondente ao conjunto de serviços z+ será : 
Como cada cliente é atendido num só serviç:o, aue corresconde a dizer aue 
" o SPL goza da propriedade de afectação simples", a SPL pode tratar-se como 
Problema de oot.imizaç:ão combinat.ór ia com a seguinte formulação : 
-47-
Formulação Combinatória do SPL 
Hm ( "' min cij PÇT ~ 1EP +:L r;J lEP 
Nesta formulação do SPL o problema resume-se à identificação do 
subcomunto P de I, cara o qual é mlnimo o custo total; esse conjunto indicará o 
conjunto de serviços a abrir . Esta forma de tratar o problema evita a 
formulação 1nle.1ra e tem t.ldo um papel imcorlante na implement ação de 
algoritmos cara a sua resolução . 
32 - PROBLEHAS DE LOCAUZAÇAO, PARTIÇÃO E aJBER~ 
Os Problemas da Partição (pp) e da Cobertura (CP> cedem ser considerados 
como casos particulares do SPL. Se tivermos presente a formulação do problema 
de cobertura de custo m1nimo (2.2.8') - <2.2.10) : 
Hin 2: fi Yi 
iEI 
2: aji Yi ~ 1, jEJ, 
iEI 
!:li E C 0,1), iEI . 
<2.2.8') 
<2.2.9> 
<2.2.10) 
É fácil de ver que este pode ser considerado um SPL particular em que : 
- os custos fixos, f' i , são os mesmos; 
- os cij = O, ou cij = oo ; 
a _ {i, se c lJ = O 
l J - O, se c 1j = oo 
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Inversamente, Cat"'a Qualquer problema de cobertura, podemos definlr um 
SPL com os mesmos custos fixos e em Que: 
{
O , se a 1J = 1 
c = 
lJ oo , se a1j =O 
Quando nas restr1ções (2.2.9) se substitui o sinal }: cela smal de = , temos um 
problema de oartição . 
Note-se que no Que diz respeito à formulação do SPL é habitual 
considerar as origens em linhas e os destinos em colunas . Assim, para 
estabelecermos esta relação entre o SPL e o CP utilizámos a transoosta da 
matriz Amxn = [ aij J de zeros e uns da formulação do SPL. 
3 .3 - a:H'\..EXIDADE COH'UT AC!I:J'.IAL 
Os algoritmos para resolver problemas de oolimização podem classificar-
se em : 
- Algoritmos polinomiais 
- Algoritmos exponenciais . 
Um algoritmo diz-se " Algoritmo em tempo polinomial" para um problema ( P> 
se cara t.odas as instSncias de CP> , oosslveis conjuntos de dados, o seu t.empo de 
execução, medido número de operações elementares, for limitado 
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suoer1orment.e cor uma função oolinomial da dimensão dos dados. Se for n essa 
dimensão e k o grau do colinómio, diz-se QUe o t.emoo de computao;:ão do algoritmo 
é Q( nk) o oue s1gmflca Que é suoer1ormente limitado por C nk, para alguma 
constante coslt.iva C e oualouer n~O . Semcre aue um algor1lmo não é colinomial 
diz-se" Algoritmo exponencial" . 
Como a classificação dos algoritmos em polinomiais ou "bons" e 
exponenciais ou "maus" é feita a partir da análise do pior caso coroue é feita 
para todas as possÍveis mstâncias dos dados, pode acontecer que para uma 
particular instânc1a dos dados o algoritmo exponenc1al dê origem a menor 
esforço computacional do oue um polinomial. 
Uma ouestão oue se cõe perante det.ermmado problema de oot.imização 
combinatória é a de saber se haverá algum algoritmo polinomial aue o resolva . 
Para analisar estes problemas segundo a teoria da complexidade computacional é 
necessário encontrar os "problemas de decisão" aue lhe estão associados, isto é, 
problemas QUe t~m a.pena.s uma de dua.s soluções passiveis : "sim" ou "não". Assim, 
por exemplo, no caso do SPL o problema de decisão, n<SPU que lhe está 
a.ssociado é : 
Para uma dada instância ( m ; n ; C ; f ) e um dado valor constante 
oositivo, K. haverá uma solução para o SPL de valor não suoerior a K? 
Em aue m é o número de origens, n o número de destinos, C é a matriz de 
custos de atendimento e f é o vector de custos fixos . 
Para grande número de problemas de optimização combinatória é posslvel 
provar a eauivalancia., em lermos de complexidade compulaciona.l, entre problemas 
de optimização e problemas de decisão n aue lhe estão associados, Papadimitriou 
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e Sle1glilz <1982> . No entanto 1st.o não é válido cara lodos os croblemas de 
opllmlzação combmat.ór1a . Ass1m, a eXLsl~ncla de algor1lmos polinomla.ls cara 
problemas de optimização cermlt.e concluir a exisl~nCla de algor1lmos polinomiais 
para os corresoondent.es croblemas de dec.1são, o recÍcroco só em certos casos é 
verdadeiro. 
Diz-se Que um problema de decisão pertence à classe , , se existir algum 
algor1lmo determmistico em tempo polinomial que o resolva, diz-se oue um 
problema de dec1são pertence à classe Jn' , se a. sua solu9ão puder ser 
verificada em tempo colinomial. As iniciais NP, resultam de '1--bndet.erministic 
Polinomial time" o oue significa aue um problema pertence à classe X'P, se puder 
ser resolvido por um algoritmo não determinlstico em tempo polinomiaL 
A classe ,ç:.N"P, como fácilmente se vê . Se 'P*-'"' é uma questão que se 
mantém em aberto . 
Cook (1971) e Karp (1972) introduz1ram o conceito de classe de problemas 
NP-completos Que passamos a def ln ir. 
Diz-se que um problema de decisão U é NP-ha.rd , intratável, se Qualouer 
problema n· E Jf'P for polinomialmente transformável em n ' isto significa QUe a é 
oelo menos tão d1ficil como Qualquer problema de .H"Jl . 
Um problema U diz-se NP-completo. se for NP-hard e pertencer à classe 
Jf3' . Podemos então, dizer que a classe de croblemas NP-completos é constituida 
cor um conjunto de problemas equivalentes no sentido em aue " se algum deles 
for solúvel por um algoritmo polinomial todos o serão ". 
Podemos concluir oue para justificar oue determinado problema é NP-hard 
basta encontrar um problema conhecido, NP-comcleto, aue seja transformável em 
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lemDO pe1inom1al no problema dado. Garey e Joh"lson (1979) apresentam uma lista 
de problemas NP-complelos da Qual fa z parte o problema da cobertura . Ora, 
v1mos na seccão anterior Que este pode ser cons1derado um caso particular do 
SPL e daÍ POdemos conclu1r Que 
" O Problema de Locali.za.ção Simples é 1'-P- hard ". 
3.4 - 1-ÉTDDOS DE RESCLUÇÃD 
Existe uma grande var1edade de algorilmaã qua tam vmdo õl. ser ulllizados 
na resolu~j:ão do SPL . Como o SPL é um oroblema de crogramação linear inteira 
todos os algoritmos cue genéricamenle se aolicam à resolução daaueles cedem 
também ser aplicados ao SPL. No entanto, a generalidade pode ter um elevado 
preço em lermos de tempo de resolução o aue leva à procura de algoritmos 
especÍficos para resolver determinado problema, geral motlvados pela 
estrutura particular do respectivo problema. 
Assim, podemos encontrar para resolver o SPL heurlsticas, relaxaç:ões, 
algoritmos exactos. 
3.4.1 - ..a.RÍSTICAS 
Os primeiros métodos utilizados para resolver o SPL foram heurlst.icos. 
Estes métodos permltem obter solu9ões admisslveis, aproximadas, só 
excepcionalmente Óptimas, num curto esca9o de tempo. Continuam a desenvolver-se 
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heurisbcas cara encontrar solugões a.dmissi.veis do primal e do dual pais est.as 
fornecem maJOrantes e minorantes da soluyão óot.ima, oermit.indo a valiar a 
Qualidade da solução aproximada ou reduzir o tempo de computação Quando 
ut..1lizados em algor1t.mos "branch-and-bound" A solução obtida pela heurlstica 
cede ser suficiente para dar resposta ao problema, ou oode também ser utilizada 
como conto de partida cara um algoritmo exacto; tudo deoende da Qualidade da 
solução aue seJa reQuerida. 
Dum modo geral podemos dizer Que 
SPL result.am de três ideias fundamema.1s. 
heuri.s t.i.cas desenvolvidas cara o 
A primeira procura soluções admlsslveis, utilizando regras que lhe 
oarmit am a máxima melhoria em cada passa, dando por isso origem às heurÍsticas 
de tipo "greedy " . 
A segunda é a de "pesauisa local ", parte de uma solução admissivel, 
procura fazer trocas, fechando serviços, abrindo outros na vizinhança, na 
tentativa de obter uma melhor solução admissivel, dando origem às heuristicas 
ditas de " tiDO melhorativo" ou "por trocas " ou ainda de "pesquisa local " . 
A terceira .1.deia, mais recente, é a de construir soluções heurÍsticas 
primais e duais, aos pares, através das condições de desvio complementar para 
as relaxações lineares, dando origem aos algoritmos heuristicos chamados 
"primais-duais ". A heuristica primal-dual oue maior impacto teve para a 
r esolução do SPL foi a "Dual Ascendente" oue faz parte do algoritmo OUALDC de 
Erlenkot.ter que descreveremos mais adiante . 
É frequente encontrar estas ideias utilizadas conjuntamente num mesmo 
algoritmo. Assim, porque ex1ste uma grande variedade de heuristicas, apenas para 
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exemolificar, vamos refer1r, em oarticular, dois métodos heuri.st.icos aue foram 
dos crtmetros métodos apresentados cara o SPL. O prtmel.rO, deve-se a Kuehn e 
Hamburger <1963) foi procost.o para localizar armazéns, e pode hoje ser 
cons1derado um método heuristtco "greed':l melhorativo" Este algorlt.mo é formado 
de duas partes: o programa prÍnc1oal Que é chamado "rot.lna de adição '', parte de 
uma configurayão inicial baseada na procura local, e prossegue abrindo os 
serv1ços um a um de modo a aue o custo total de cada configuração sofra c 
ma1or decresctmo posslvel, ate Que nenhum serviço cessa ser aberto sem que 
isso aumente o custo total, a abertura é seauencial de tal modo Que um servtço 
uma vez aberto, mantém-se assim na solução final. A segunda parte é uma 
subrotina que elimma serviços económicamente sem interesse devido à 
proximidade de outros aue foram posteriormente abertos pela heurlstica greedy 
e em segulda, partindo desta solução .. admissivel, analisa as trocas entre 
serviços abertos e fechados, efectuando-as sempre aue tal represente melhoria 
para a função objectivo. O processo pára auando tiver sido encontrada uma 
solu9ão QUe não possa ser melhorada por tais trocas. 
Por sua vez, Manne (1964), apresentou um método heurlstico para o SPL, 
"Stee,pest Ascent One Point Move Algorlthm", SAOPHA, aue é também considerado 
de tipo " greedJ,J melhorativo ". Nesta heuristica parte-se de uma solução inicial 
adm.lsslvel, em termos de !:i i ), que pode ser Qualauer das 2m -1 passiveis, 
exceptuando a solução (Q,O, Q) em que todos os serviços estão fechados; 
decais move-se para cada uma das m solu9ões adjacentes oue resultam de 
substituir um J,Ji pelo seu complementar, o Que corresponde a fazer trocas entre 
serviços abertos e fechados, seleccionando a que originar um maior decréscimo 
para a função objectivo . A SAOPHA termina auando o movimento para qualquer 
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ponto adJacente não int.rodUZJ.r oualcuer melhoria em relação à solução corrente . 
Os métodos heurÍst.1cos são base para muitos outros algoritmos 
aproxunados, e podem também ser úteis para algorü.mos exactos aue necessitem 
de soluções 1mc1ais admissÍve1s ou mesmo, como dissemos já, cara obter soluções 
finais . Só oue, nesta Úllima hipÓtese, é importante saber se a solução encontrada 
se afasta muito ou pouco do valor óotimo, isto é, avaliar o erro cometido Quando 
se adoct.a acuela solução . 
Vár1as têm s1do as medidas utilizadas cara avaliar precisão das 
soluções obtidas cor métodos heurÍst1cos. 
O desvio absoluto : 
.. (3.4 .1) 
em cue Z representa o valor da solução aproximada obtida cela heurlstica e z'* o 
valor Óptimo. Este deSVlO tem POUCO interesse prático, porQue ê_ sensÍ.vel à 
mudan9a de escala nos dados . 
O desvia relatiYa: 
(3 .4 .2) 
é mais significativo, embora seja considerado uma medida inadequada para o SPL 
por Cornuejols, Fisher e Nemhauser (1977), por não satisfazer à seguinte 
propriedade Que consideram essencial : 
"Uma modificação dos dados que adicione uma constante 6 ao valor da 
Função objectivo para aualquer solução admissivel, deixando a execução da 
heuristica inalterada, deve deixar inalterada a medida do erro". 
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Ora tal não acontece, cais se cor exemolo for adicionada a const.ante S a 
uma lU"Iha da matriz de custos C=[c 111 do SPL, o valor de aualauer solução vem 
adic1onado de B, a execução da heuri.stica não sofre alteração e o valor do erro 
relat.ivo é alterado, POlS cassará a ser: 
(3.4 3) 
podendo aumentar ou diminuir conforme o $ escolhido. 
Neste mesmo artigo, C .F .N .• crocõem para medida do erro : 
(3.4.4) 
em aue Zr é um valor aue resulta da análise do cior caso, 1.e ., ( Zr - z* ) 
representa c máximo desvio oossi.vel entre um valor obtido cela heurlstica aue 
está em análise e o valor óot.imo; 9r mede o desvio da solução encontrada cela 
heur~st1ca em relação ao pior desv1o possÍvel . 
Para problemas de grande dtmensão em que zJ: é desconhectdo, utiliza-se : 
(3 .4 .5) 
em aue ~ representa um limite inferior para o valor Óptimo, obtendo-se deste 
modo um limite superior para o erro cometido . Nestes casos as heurlsticas 
baseadas no dual da relaxação linear do SPL. oue permitem obter soluções 
Primais e duais, desempenham um cacel importante. Os valores das soluç:ões duais 
admissÍveis oue constituem limites inferiores, ~ , são utilizados para obter 
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limites suoeriores dos desvios dos valores das soluções primais, obtidos pela 
heurÍStica, em relação ao valor óollmo e, à ooster1or1, permitem avaliar a 
QUalidade da solução 
3.42 - RELAJCAÇ1'Es LII'EARES 
As relaxações das restrições de integralidade nas formulações do SPL 
QUe designámos SPL-S e SPL-W, deram origem ás chamadas ",qelaxação linear 
rorte" < SRS l e " Relaxação linear fraca " < WRS >. 
Estas relaxações lineares t&m tido uma grande import~ncia prâ.tica para a 
resolução do SPL. não só ooraue servem de base para muitas algoritmos 
aproximados Que se baseiam em técnicas de programação linear, mas também 
pcro.ue a sua resolução ou a dos duais permite obter m1noranles a,ue são depois 
utilizados em algoritmos de tipo "branch-and-bound". 
O cálculo de majorantes e m1norantes é de uma grande import~ncia para 
resolver o SPL e, como é sabido, a sua cualidade pode reduzir muito o tempo de 
computação necessário para obter a solução por um método "branch-and-bound" . 
Põe-se, então, a cuestão da escolha entre a SRS e a WRS, isto é, há aue optar 
entre a Qualidade dos limites e a rapidez com aue podem ser obtidos. No caso do 
SPL esta auestão nem sempre é fácil de resolver, embora grande número de 
autores se incline claramente para a SRS por razões aue exporemos mais 
adiante. 
No auadro 3.2 apresentam-se as formulações das duas relaxações . 
Relaxações lineares do SPL 
Relaxação Forte Relaxação Fraca 
SRS 
(3 4 6) (3.4 .6) 
Hin L F! '=~.t +L L ciJ x1J 
1EI 1EI J EJ 
(3 4 .7) 
(3.4 8) 
(3.4 .9) 
L xi.J 
tE I 
1, J El, 
Y1 - x , 1 ~0, i.EI, J EJ 
xij ~O, i E!, jEJ 
<3 4_10) '='i~ O , iEI 
L xi.J 
iEI 
i , J EJ, < 3.4 .7 ) 
n~J1 -2::XiJ ~o. i EI <3.4 .8' > 
JEl 
xij ~O , i.EI, j EJ, C 3.4.9 ) 
'ii(! o I i EI. (3.4 .10 ) 
Quadro 3.2 
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Vejamos algumas das v antagens ou inconvenientes da escolha de uma ou 
outra ou suas duais. A relaxação forte, SRS, tem n(m+i) restrições e mC2n+i) 
variáveis, incluidas as de desvio, enQuanto a relaxação fraca apresenta apenas 
m+n restrições e m(n+2> variáveis, incluidas as de desvio também. Em lermos 
computacionais esta redução do número de variáveis e restrições representa 
uma clara vantagem oara a WRS; no entanto, como cada restrição agregada 
reoresent.a a soma de n restrições da SRS, ent.ão aualauer solução admissivel da 
SRS será admissivel cara a. WRS, ma.s o reclcroco não é, em gera.l, verda.deiro . A 
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reg1ão .:.dm.tssivel da SRS esta contida na reg1ão adm1ssÍ.vel da WRS, o que 
sigm.fica que a SRS dá melhores aorox1mações e isto oode represent ar 
grande vantagem, cor exemolo, quando utihzada em algoritmos "branch-and-bound", 
cela econom1a de t.emoo de comoutaç;ão c:ue cede representar . 
A relaxação linear f raca cara além de ter menos restrições pode ser 
resolv1da cor insoecç:ão . O resultado que acabamos de referir deve-se a 
Efroymson e Ray (1966) e pode resum1r-se na seguinte prooosição 
Proposição 3 .i 
Se fi}:Q, para 1EI, existe uma solução óptlma ( '.11 , x1 ) cara a relaxação 
linear fraca do SPL com x~j)j = 1 em Que l(j) é o serv1ço de menor custo para 
o cllente J ' l .e., ci(j)j =Té1 ( CiJ + f /n ) ' para todo o J E J , xrj = o ' nos 
restantes casos, e em que y~ = (1/ n) 2':: x~,., oara todo o 1E I. O 
• JEJ .. 
Scielberg (1969>, observou CiUe o dual do HRS também solúv el por 
lnscecção. 
Se forem v = <v 1 , v 2 , ... , Vn) e w = (w 1 , w2 , ... , wm> as variáveis duais 
assoc1adas às n restrições , 
e às m desigualdades, 
:Ex1J=1,JEJ lEI 
n yi ~f1xiJ:l0, iE! 
respectivamente, teremos a seguinte formalização do dual do WRS 
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Dual da Relaxação Unear Fraca. 
mWRS) Max L v j (3 411) 
JEJ 
(34 .12) 
(34 13) 
(3.41.1) 
v J ~em restr ição de sinal. 
Para maximJ.zar o ? v i basta maxim1zar cada v j separadamente, isto é, 
J 
basta escolher cada vJ = min1 Er ( w1 + c 1J ) o que por sua vez implica que a 
escolha ócllma é w1 = f'/n, como result a imed1alament.e de {3 .4 .12) e (3 .4.!3>. 
Proposição 3 2 
O v alo r' da solução Óptima do dual , DWRS, da relaxayão linear fraca , WRS 
do SPL, é içual ao va:lor Óptimo do WRS e lçual J~min1 (cLi + f 1 I n ) . O t empo 
necessário para a obter• é O (mn) O 
O facto de a relaxayão linear fraca só em casos muito excepcionais ler 
solução inle1ra e a má qualidade dos limites infenores que permite obter t~m 
levado a que a maior parte dos autores a abandonem e optem pelo 
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desEnvolv1ment.o de técnicas oara resolver problemas de grande dlJTiensão com 
vista a resolução da SRS. 
A relaxação hnear forte cara além de oroduz1r m1norant.es de boa 
aualidade, no senlldo em oue pouca enumeração reouerem, Quando aolicados a 
algoritmos de tipo "branch-and-bound" tem solução Óptima 1nteira em grande 
número de casos 
O e xemplo simples ·::~ue :. seguir apre:entamos cermite ilustrar o aue 
acabamos de afirmar 
EXEMPLO - 31 
Consideremos o problema de localização Slmoles, SPUm=5,n=6> com os 
seguintes dados: 
12 8 3 2 l 13 5 C= lo1jJ = 9 2 3 f:: ( fi ) = 
10 10 4 
J 2 
Utilizando a Prooosição 3.1 para determinar a solução Óptima da relaxação 
linear fr:t.ca, WRS. obtivemos os resultados seguintes· 
Da resolução da relaxação linear farte, SRS , obt.ivemos a solução · 
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Como se vê é inlelra e portanto comc1de com a solução Óptima do SPL. 
Note-se lambem a diferença entre os minorantes fornecidos pelas duas 
relaxações. 
Balinski U965), PeVelle <: Swam (1970>, Schrage <1975> entre outros 
observaram QUE "para todas as mstâncias dum SPL a: re!a)('ação linear forte, 
SRS, ! o?m solução Óptima J.nteJ.rs em grande oercentagem dos casos" 
Horris (1978) procurou JUstificar que a observação anterior, conhecida 
conJectura de Balin=ki era Quase correcta. Para tal utilizou dnco 
comuntos de 100 problemas gerados aleatór1ament.e e concluiu QUE em cerca de 
96% dos casos as soluções Óptimas do SPL e do SRS eram coincJ.dentes Estes 
resultados v1eram estimular o desenvolvimento de técnicas para resolver 
problemas lineares de grande dimensão lendo em vista a resaluyãa da SPL. 
Algar1t.mos de decomoasição de Benders e Dant.zig*Wolfe, simolex modificado, 
dualidade Lagrangeana, ootimizaç:ão subgrad1ent.e, et.c ., são apenas alguns 
exemplos dos métodos que t~m s1do aplicados à resoluç:ão do SRS. 
Heis recentemente:, t.,gm s1do desenvolvidos algorn.mos que resolvem o dual 
da relaxação linear fort.e e cwe apresentam algumas vantagens · 
- permitem obter bons minorantes para a solução Óptima do SPL; 
- é fácil gerar soluções inteiras do primal a partir de soluções do dual, 
como iremos ver . 
Entre os métodos baseados no dual da relaxação linear forte do SPL, 
destaca-se um método aue foi desenvolvido independentemente por Bilde e KraruP 
(1967) e por Erlenkott2r (1978) e aue é largamente aceite como o mais potente 
Para resolver o SPL. Dos dois algoritmos fazem oart.e heurlst.icas designadas 
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'Maxlmlzação do limite inferior" no algoritmo de Bilde e Kraruc e "Dual 
g,scendente'' no algorit.rr.o de Erlenkot.ter QUE são essenc1alme:nte idênticas e que 
geram soluções auase Oot.1mas do dual da SRS Com base nas solu9Ões admissiv e1s 
do dual, geram-se soluções admissÍveis do crunal 
3.4.3 - ALGORITMOS EXACTOS 
Os algoritmos cue consicierámos anter1crment.e cerm1tem obter soluções 
aorox1ma.das No caso das heurÍsticas, as soluções aproximadas são admisslve1s; 
no caso das relaxações as soluções são acrox1madas, mas não adm1ssive1s, a não 
ser que a relaxação tenha solução ôotima int.e1ra aue, em tal hicótese, co1nc1dirá 
com a solução Óollma do SPL . Iremos agora fazer referênc1a a métodos oue 
permitem determinar a solução óct.ima do SPL. 
As primeiras tentativas cara determinar a solução aclima do SPL datam 
de 1963. Stollstelmer(1963), tentou resolvê~lo, utilizando um método de 
enumeração comoleta; Balinski e Wolfe <1963), oroouseram um método baseado na 
decomposição de Benders. No entanto, oualouer destes métodos foi abandonado em 
resultado da experiência comput.acJ.onal. Pode dizer~se que a orimeJ.ro algoritmo 
aceitável para det.erm1nar a solução exacta do SPL foi desenvolvido por 
Efroymson e Ray (1966) e, independentemente, por Zimmerman <1967). 
Este algoritmo de t.ioo "branch-and-bound" é baseado na relaxação linear 
fraca, WRS, do SPL, i.e .• utiliza os minorantes obtidos oor aouela relaxação. 
Podemos dividir os algoritmos exactos em dois grupos : 
- algoritmos baseados na resolução da relaxação linear do SPL; 
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- algortlmos baseados na resolução do dual. 
Nos algortimos do prlffiElrO gruco, a resolução das relaxações lineares 
forte , SRS, ou fraca, WRS, do SPL permite obter mtnoranles cara o valor da 
solu9i'o ócllma Que são decms ut.illzados r.um ubranch-and-bound" . 
Os algoritmos do segundo grupo, ma1s recentes, e t.ambém mais eficientes , 
baseiam-se na resolução do dual da relaxaoyào linear, DSRS, ou do dual 
Lagrangeano cara obter os m1norantes aue uma vez mais são ut.llizados num 
branch-and-bound" E neste gruco que se situa o algoritmo DUALOC, desenvolvido 
par Er'lenkolter <1978) e aue descreveremos a seguir por s;:r cansider ado o mais 
eticiente cara resolver o SPL 
Estes algoritmos exactos ou oot.imais são em geral preteridos em relação 
a algoritmos suboctimus por necessitarem de grande escaço de memória de 
computador e muito lemoo de cáculo . 
3.4.3.1 - ALGORITMOS BASEADOS NA RESOLUÇÃo 00 DUAL 
Como já d1ssemos o algoritmo Que t em vindo a ser considerado mais 
eficiente cara resolver o SPL é um algoritmo "branch-and-bound" baseado na 
resolução do dual da relaxação linear for te do SPL, desenvolvido por Bilde-
Kraruo (1967) e independentemente por Er lenkot.le.r U978). 
O algoritmo de Bilde e Kraruo foi publicado e m 1967 em DimamarQu~s e a 
sua oublica9ão em lngl~s só v1ri a. a ser f'eila em 1977 . Em 1978, Erlenkolter, sem 
ler t.ido conhecimento prévio do algorllmo de Bilde e Kraruo, oublicou um artigo 
em Que apresentou um algoritmo a Que chamou, DUALDC, Que vai um pouco mais 
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longe do oue o algoritmo de 8 - K , na medida em oue utiliza as violações das 
condiyões de desvJ.o complementar para melhorar as soluções obtidas oelo dual 
ascender.Le, utilizando para tal um mét.edc heurÍsllco a chamou " AJustamento do 
dual" Se amda assim, a solução encontrada não for Óptima cara o S?L, os 
m1norante::; encontrados oor estes procedimentos são utilizados num "branch-and-
bound" Que completa o algorllmo de Erlenkotter 
É oortant.o e.ste al9Drllmo oue começaremos POr descrever. Ao longo da 
descr1-;:ão orocL.r.arem.::~::; fazer referênc1a.:;: às suas semelhar.ças com o algorn.mo 
je Eilde e Kraruo 
Cons1dererr.os em or1meiro lugar a formalização (3.4.6) - (3 4.10l da 
relaxação llnear forte, SRS, e do seu dual, DSRS. 
~3 4 6) 
(3.4.7) 
(3 4.8) 
(3 .4 .9) 
PRIHAL - SRS 
L xij 1, jEJ, 
'EI 
~· 1 - x1i~o. LEI, iE 1 
xu ~o I lEI, jEJ 
<3 .4 10) ~di ~o I iEI . 
DUAL - 0SRS 
(3.4 .15) 
L w 1J s: ri , LEI, (3.4.16 > 
JEJ 
vj - "'iJ S: ci.j , iEI,jEJ (3.4.17) 
wij ~ O , iEI, jEJ, (3.4.18) 
Quadro 3.3 
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Podemos elunmar reslriç.Ões e var1áve1s dest.a formulação do dual. 
observando aue 
a) Em oualauer solução áouma as restr1ç:Ões (3 4.17> e <3.4.18) podem ser 
substiluidas cor ""iJ = max (O, v 1 - c 1J ); 
b) Em Qualauer soluç:ão óotima vJ = mi7 { ciJ + wiJ } 
Então existe uma solução Óct.ima para o dual, DSRS, oue satisfaz 
seguinte igualdade 
max 2: vj = L mmi <c:.1 ... ""ii) <3.4 .19) 
JEJ JEJ 
Sem alterar o valor da função objectivo do dual, podemos obter duas 
formulações, eauivalenles, que envolvem na forma expÜcit.a apenas as variáveis 
Ass1m. leremos uma formulação aue envolve na forma expÜcit.a as var1áveis 
wi.J, Que foi a utilizada no algoritmo de Bilde e Krarup <1967), e designada por· 
Haximizaç:ão do Limite Inferior 
(3.4.20> 
s .a 
(3.4.21) 
""ii ~0, iEI. j EJ (3.4.22) 
Ora, pelo teorema da dualidade forte em programação linear, 
e, portanto, 
S se cara Qualquer Escolha das variáveis v i considerarmos os w1J iguais 
ao menor valor, não negativo, oosslvel 
(3.4.23) 
a adm1ssib1lidade manter-se-á e o valor da função obJecti•Jo não será alterado e 
teremos a seguinte formulação do dual, designada " Dual Condensado" cue Envolve 
apenas as var1á.Ve1S v j na forma exoHcita . 
Dual Condensado 
(3.4.24) 
(3.4 25) 
A resolução de QualQuer destas formas eQuivalentes permite obt.er um 
limite inferior para o valor da solução éct1ma do SPL . No ent.ant.o, como a ideia 
de utilizar métodos baseados no dual é a obtenção de minorantes cara serem 
posteriormente utilizados em algoritmos "branch-and-bound", não há necessidade 
de dete rmmar a solução éct1ma do dual para realizar estes objectivos . lst.o 
POrque , na maior1a dos casos, soluções sub-optlma1s são perfeitamente 
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suficientes para o cancelamento dos nodos da a vore de ram1ficação num 
intervalo de tempo mullo menor 
Como conseauênc1a d1sso, mu1los autores tem procurado 1molementar 
algor1~mos em cwe se conjuguem a cualidãde das soluções do duaL ~ub-octimais, 
com t.E.JTlPOS de comouta~o 
Foi nesse sentido oue surgJ.ram as heurÍ.st1cas ''MaximJ.zação do Lim1te 
Infer ~cr " de Bilde e Krarup, e:m Que f oi ut ilizada a versão do dual nas variáveis 
e... !.J : "Dual Ascendente'' de Erlenkotler, em aue f'ai ut.lhzada a versão do dual 
nas var1av e1s Y J , ( Dual Conaensado ). Estas duas heurlstJ.cas são semelhantes e 
ambas procuram obter os melhores m1norantes para posterior aplicação num 
"branch-and-bound" Descreveremos o OUALOC por ser uma versão mais refinada 
na medida em que inclui ainda uma subrotina Que pode permitir melhorar a 
solução do dual. 
DUALOC 
O OUALOC é um algortlmo exact o cara resolver o SPL e aue pode resumir-
se nos seguintes procedimentos · 
1 - Dual Ascendente - heuri.stica de tipo "dual-greedy" Que perm.1.le obter 
soluções duais adm.1.ssÍ.ve.1.S e const.ru.1.r soluções inte.1.ras do pr.1.mal a part.1.r 
daQuelas; 
Ajustamento do Dual - heurlstlca de l.1.00 melhorallvo aue procura 
reduzir as violações das condições de desvio comclemenlar, melhorando as 
soluções obtidas pela Dual Ascendente; 
Se pelos procedimentos anteriores não foi encontrada a solução Óclima do 
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SPL , comclela-se o processo aplicando as soluções encontradas a um algoritmo 
3 - Branch-and- bound 
Em cada nodo da árvore de ramificação reoer.em-se os orocedimenlos Dual 
Ascendent.e e Ajustamento do Dual 
Antes de descrever o algorltmo vamos fazer :;.lgumas considerações 
orev1as sobre a construção de soluções adm1ssive1s do pr1mal a parl:.lr das 
solucões do dual e definir a notação oue ser2 utilizada 
Para constru1r as soluções admissl ve1s do or1mal a partir de soluções do 
dual, ut.1lizam-se as condições de desvio complementar para a solução óotima do 
SRS 
(3.4.26) 
(3.4.27) 
Adootaremos a segu1nte notação 
( y~ , x t ) = solução oobma do or1mal, SRS; 
( vf ) = solu9ão óot.lma do dual, DSRS; 
( v j ) = soluÇ?ãO adm!SS~vel do dual ; 
I* = ( i : L max ( 0, vj - cu)= fi ), 
JEJ 
conjunto de serviyos para os quaJ.s as restri9Ões 
(3 4 16) do dual condensado se verificam 
como igualdades; 
z+ "' conjunto mlmmo de servJ.9os tais Que para todo o 
JEJ se tenha vj- cij~O para algum i E z+, z+ç_ z*; 
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= ( 1 E r+ . ci+(J1 J 1~~~ ciJ ) , iEJ, 
1 e_, i +(J1 e o serviço do cornunto r+ de menor 
custo cara o cliente j , 
< !:i+, ;< + ) = solução mt e1ra admlssi.vel do SPL, construida a 
cart1r da solução do dual do seguinte modo · 
{ 
1 , 1 E r + 
o , ~ E r+ 
(3.4.28) 
X+ - {1 I i = 1+ ( J)' J E ] 
!J - O , nos restantes casos 
Esta solução satisfaz à condição de desvio complementar (3.4 26), mas pode 
violar a condição <3 .4 27) Se satisfizer às duas condições, prova·se que a 
solução ass1m construida é Óptima int.e1ra e , portanto, é solução óot1ma do SPL . 
Se as cond1çÕes (3.4.27) forem violadas, isso s1gmfica aue a desigualdade vj -
ciJ > O se ver1fica para ma1s do oue um Índice 1 E I+, uma vez que ~r= xt = 1, 
apenas para o Índice i oue corresponde ao serv1ço de custo mlnimo . 
Se for zp o valor da função objectivo cor respondente à solução mte1ra 
do primai oue acabámos de constru1r e zÕ o valor da função obJecllvo do dual 
corresoonoent.e à solução { v j } , podemos estabelecer a segumte relação entre 
as violaçõs das cond1ções de desv1a camolementar e a diferença 
através do lema oue a seg1.ar enunc1amas e demonst ramos porque a 
demonstração torna mais oerceodvel a forma cama se desenvolve a algar1tmo . 
Lema 
zp - zD =L .2:' max (O, vj -cij ). 
iEI+,l::el•(;) 
Demonstração 
;EJ 
zD zD +L [ F1 - 2:max {O, vj - cij)) 
=:L 
JEJ 
1EI",.. JEJ 
- :L 
;EJ 
2: max (O, vJ- cij ~ 
iE!+.i;êl-(j) 
zP - L L max {O, vj - ciJ ) 
1EI+,i#i+(j) jEJ 
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o 
Se não houver violação das cond19Ões de desvio comolement.ar, então zô = 
zp e a solução .inteira é óot1ma do SPL O DVALOC desenvolve-se procurando 
reduzir o mai s ooss~vel essas violações 
1 - t-EURÍSTICA DUAL ASCENDENTE 
Esta heurisllca oarte de uma solução admlssivel v j = TJ? cij , j E J e va1 
orocurando aumentar cada v j para o ciJ imediatamente superior até Que todos os 
vj estejam impossibilitados de aumentar pelo facto de algumas das restrições: 
L max {O, vj - cij) !. fi, 1EI (3.429) 
JEJ 
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se verificarem como igualdades. Se algum v J puder a1nda crescer, mas a 
passagem para o c !J imediatamente supenor implicar a violaç:ão de alguma das 
restr19Ões (3 4 29), será acre:;centado do maximo permitido cela restri9ão. Quando 
todos os vJ estiverem imcoss1bilitados de aumentar, o processo termina. 
~ntes de iniciar o proce3sO é necessário ordenar os custos c LJ por ordem 
náo decrescente oara cada J , des1gnaremos oor c~ , oara k = 1,2, , m, os 
custos ordenados e mclu1remcs um custo art.1fic1al cj+1 = +oo Destgnaremas 
oor J+ ; J o conJunto Oe .mdices j tais que v j e candidato a aumentar . No .J.nicio, 
ALGORITMO 
1 - Inicialização 
Se 
s1 = r!- L. max (O, vi- cij) ~O, tE I ; 
jEJ 
k(j) = m1n ( k· vj ~ c1 } 
k(j) = k(j) + 1 . 
2 - Fazer j = 1 e S = O. 
3 - Se j e; J+ , ir para o casso -+[1] . 
5 -Se fazer: 
11. j = c~(j) - v j S = 1 , l<(j) = k(j) + 1 
6 -Para c ada LEI tal aue vi - ciJ ~O fazer 
si = s1 - A1 
VJ : VJ + Ô, J 
7 - Se J '#:- n , fazer J = j + 1 e voltar ao passo -+[]! . 
8 - Se 6 = 1 , voltar ao passo .... [l]. 
FlH 
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O algont mo Dual ~scenaenle permit e obter uma solução dual a partir da 
aual se pode const.ruir uma solução pr1mal admissivel, 1nte.ira, pelo processo 
descnto em (3.4 29). Se este par de soluções satisfizer as condições de desvio 
complementar (3 .4 .27), então as soluções são oot.imas , zf; = zQ e a solução é 
Óptima para o SPL . 
Se houver v iolação das condições (3 .4 .27), então, zp - zj) > O 
algor1lmo prossegue, procurando reduz1r este g;sp2 ou mesmo eliminá-lo através 
de um ajustamento dos valores das var1áve1s duais, procedimento 3. aue 
Erlenkot.ter deu o nome de "Ajustamento do Dual" Para fazer esse ajustamento, 
escolhe-se algum J ' para o oual a condição (3 .4 .27> seJa violada e reduz-se vj. 
baixando o seu valor para o c;.j' imediatamente inferior a vj. Com esta 
redução pelo menos duas restr1ções saturadas do tipo, j~J max ( 0, vj - cij } = 
f 1 deixarão de o ser, e, ass1m, outros vj poderão agora ser aumentados. Haverá 
uma red1slr1buição dos recursos e, com ela, um possÍvel aumento de zQ com a 
conseauent.e. redução do gap . 
Antes de procedermos à descrição do Ajustamento do Dual vamos definir 
2Esle gap não é o "gap de duahda.de" no sentido r1goroso do termo, mas um 
limite superior daQuele . 
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alguma notação que não foi utllizada no Dual Asc'=fldent.e 
c ma<t:.> = T~f ( clJ v i - ciJ > O ) , j E J; 
rJ = c 1 si = o 1\ v; - cu ~o > , ; E J, 
Ij = C i E r+ vj - c 1j >O J , ; E J, 
Jt = C J I~ = ( i ) ) 1 E I . 
'lote-se oue 
- J~ e o comunto de chent.es que só podem ser at.end1dos a partir de 1 o 
Que f3.z de i um serviço essencJ.al. 
- Se 1 Ijl ~ 1, 'V j, a solução ( '/+, x+> Que corresponde ao conJunto de 
serviços abertos, z+, é óotima . 
- Quando a condição (3.4 .27) não 
eQuivale a ter I Ijl > 1 . 
verificada para algum j , isso 
- Se para algum ; , I Ijl > 1 , define-se a origem i'(j) E r+, como a 
segunda melhor or1gem para atender o cliente j , isto é· 
c 1'<;>; = min cij 
iEI+.i"#i+(j) 
2 - AJUST AHENTD DO DUAL 
ALGORITMO 
1 - Inicializar j = 1 
2 - Se [rj[ ~ 1 , ir cara o passo -.[1] 
4 - Para cada i E r tal aue vj > ciJ ~azer 
5 - F:azer 
a) J+ = J;+{J) U J i>(j) I e executar o Dual Ascendente ; 
o> ,;,mohar J+, J + = J + U ( J ) e reoetlr o Dual Ascendente. 
c) Fazer J+ = J e reoeur o Dual Ascenoente 
6- Se v j # ;~~ .,. O. I { v j diferente do valor 1niciall voltar a -t [ZJ . 
7 - Se J "# n I J = j + i .;< voltar a ..... ~ . 
FIM 
Com o passo 5 -b) pretende-se distribuir pelas restantes v ar lá veis v j , 
recursos oue não tenham sido absorv1dos pelos acréscimos feitos nas variáveis 
A execução do passo 5-c) tem por objectivo termmar o processa com uma 
solução admissivel do dual ( v j } . 
Se o valor da função objectivo do dual melhorou em relação ao valor 
obtido anteriormente, repetir o Ajustamento do Dual pode ainda introduzir alguma 
melhoria, 1slo, claro, se entretanto não foi encontrada a solução Óptima . 
Se as execuções do Dual Ascendente e AJustamento do Dual não permitirem 
obter a solução óotima inte1ra, comolet.a-se o algoritmo com um "branch-and-
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ocund", ut.J.li zandc os valores das solu9ões encontradas, + + ZD e Zo , oara 
minorantes e maJorantes, respectivamente. Passamos a descrever as regras deste 
''branch-and-bound" ~ue são simples, dada a qualidade dos maJorantes e 
mLnorantes que entretanto foram obtidos 
3 - BRANCH-AND-BOJND 
- RamL(icação 
,.... ram1fLca9ãc e fe1ta a oart.lr do serviço de custo m~mmo que contribua 
para a violação das condições de desvio complementar C3.4.27) E QUE 
r:;:: rlmeirament.e for encontrado, isto é . 
2 - Inicia-se a ramificação a partir de um serviço i que se fixa fechado . 
3 - A pesQuisa dos nodos da árvore é feita em profundidade. O 
r etrc.cesso é felt.o pelo processo Last-ln-First-UJt < UFO ). 
4 - Fixa-se a serviço i aberto, substituindo o custo fixo ri , por F1 = O 
e de seguida restabelece-se a admissibilidade do dual Para isso, é necessário 
reduzir a c 1J todos os v 1 tais aue vj > ciJ para o serviço i aberto e, além 
disso, adicionar à função objectivo do dual, z 0, o custo fixa, fi , do serviço 
aberto. Deste modo, o valar da função objectivo do dual não será alterado 
Porque, se: jfJ max (O, vj- cij) = f'1 , i E r+, a redução dos vj> cij a ciJ 
produzirá um decréscimo em z 0 igual f 1 , se adic1onarmos f 1 a zo o valor 
mant.er-se-á depois da redução dos v i' 
Com esta redução algumas das variáveis desvio f l- J~ max ( O, v j - c iJ ) 
aumentaram e, portanto, repet.em-se os procedimentos Dual Ascendente e 
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AJustamento do Dual. 
5 - O cancelamento dos nodos faz-se ou poraue se encontrou uma 
solução óoll.ma mleira, ou cor comoaração dos valores de z0 com outros valores 
de soluções Ja encontradas anteriormente . 
A SllTIPlicidade e eficiência do ponto de vista comout.aclDnal da heuristica 
dual ascendente, tem levado a aue numerosos investigadores tenham procurado 
adaot.á-la à resolução de outros problemas Hagnant.i e Wong (1988) publicaram um 
artigo em aue conflrmam as ootenciahdades daouele método e mostram a sua 
eficiêncla quando acllcado a problemas de grande dimensão . Faremos referência 
a algumas dessas aolicações mais adiante na última secção. (3.4.18), deste 
caoit.ulo . 
Para llust.rar a aplicação do método Dual Ascendente e Ajustamento do 
Dual, aoresentamos a seguir os resultados da resolu9ão dum oroblema orooosto 
por Khuma~ala (1972) . No capÍtulo 4, apresentaremos resultados obtidos par a 
outros oroblemas . 
O exemolo é um SPL ( m=5, n=8) . 
EXEMPLO - 3.4.1 
Vamos considerar duas hipóteses para o vector de custos fixos : 
(a ) f = (fi ) = ( 100 , 70 , 60, 110, 90 ); 
( b ) f : (fi): ( 200 '200' 200' 400' 300 ). 
A matriz de custos, designada cor C é a oue a seguir se apresenta. 
-77-
Halr1z de custos Cmxn= [ ciJ ) 
ciJ 
i\ J 1 2 3 4 5 6 7 8 
1 120 180 100 +~ 60 +~ 180 +~ 
2 210 +~ 150 240 55 210 110 !65 
3 180 190 110 195 50 +~ +~ 195 
4 210 190 150 180 65 120 160 120 
5 170 150 110 150 70 195 200 +~ 
Para o vector de custos fixos cons1derados na hiPÓtese (a), os resultados 
obtidos foram os que se apresentam a seguir 
itera9ã.o 
o = 1 < vj ) = ( 170, 180, 110, 180, 55, 195, 160 , 155> 
<si > = < 40, 20, 55 , O, 20 ) 
zb 4 v/= 1205 ; 
J 
o = 2 ( vj ) = ( 180 , 190, 110, 180, 60, 195, 160, 155> 
<s~ ) = < 20,15,50,0,0> 
zb 4: v/ = 1230; 
J 
o =- 3 ( vj ) = ~ 180, 190, 110, 180, 65, 195, 1E.Q, 155> 
<s~> : (15, 10, 45,0,0) 
zb = 7 v/= 1235 
Em oue s 1 =fi- L max ( O, vj - clj) são as vanáve1s de desvio; 
v/ = varÜlVels dJu~~s para a 1teração p e zD é o valor da solução dual. 
O conJunto, I+ = (4,5) 
,.;., solucão orlmal <':I+, x·) 
x51 = xsz = x53 = x54 = x45 = x46 = x47 = x49 = 1 
O valor da solução or1mal zf, = 1235 =zD . A solução e Óolima. 
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Para o vector de custos fixos, considerada na hioót.ese (b) os resultados 
oblidos foram 
iteração 
fJ =1 < vj ) = < 210, 190, 150, 240, 65, 245, 195, 235) 
<si ) = ( 30, O, 70, 65, O > 
zô= :Lv/=1530 ; 
J 
r~ = c 2 , s > zP = t6os. 
Como v6 > c 26> c56 , a solução orimal viola as condições de 
desv1o com~Jlementar e aplica-se o aJustamento do duaL 
jr61 = 2 . 1+<6> = s . 1'<61 = 2 , J~+<G> =c 2 >, Jf.c6> = c 5,7,8 >. 
Se act.uahzarmos os valores de si , reduzmdo v6 para 210 
e somando â = 75 a s 2, s 4 e s 5 teremos (si) = ( 30, 75, 70, 140, 75). 
Aplicando o ajuslament.o do dual obtivemos os seguintes resultados · 
P = 2 ( vj ) = ( 210, 220, 150, 240, 65, 245, 195, 235) 
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csf > = ( O, O, o, 35, 10 > 
z1 = L v/= 1560, 
r+- ~ < 1 • z ) zP = 1sso. 
As soluções dual e or1mal melhoraram , aplica-se de novo a 
aJustamento do dual .Como v5
2 > c 15> c 25 , J z~J = 2 , 1+<S> = 2, 
J;+<s> "" < z ), JJ.cs> = 0 
Se actuahzarmos os valores de s l , reduzmdo v5 
2 para 60 
-= somando .l = 5 a s 1, s2 e s3 teremos {s l ) = ( 5, 5, 5, 35, !OL 
Aolicando de nova o aJustamento do dual obtivemos os seguintes 
resultados 
P = 3 C vj ) = < 210, 225, 150, 240, 60, 250, 195, 235J 
<s~ > = C O, O, O, 25, O ) 
zl, = L v/" = 1565. soluyão ôct.1ma dual; 
I+ ~ ( 1 , 2 ) zp = 1580. 
Como zp - zD > O, e Já não há possibilidade de aumentar z 0 há 
necessidade de aplicar um" branch- and- bound" para obter a solução Óptima . 
Como dissemos a DUALOC continua a ser considerado o método de 
resolu9ão ma1s eficiente para o SPL, no entanto, têm SJ.do procosta:. algumas 
modJ.ficayões , ligeiras, a QUe vamos fazer refer~ncia Já em seguida . 
A primeJ.ra referência vai para uma modificayão proposta pelo próprJ.o 
Erlenkotter <1982), à heuristica AJustamento do DuaL Neste artigo em que e 
aoresentado um algoritmo baseado no dual cara o problema de localizaoyão 
dinâmico , DYNALOC, ele orocõe Que em vez da heurÍstica Ajustamento do Dual se 
Lllilize uma heurlst.ica de Ajustamento Primal-Dual. A prJ.ncipal diferença entre 
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os do1s crocediment.os consiste no seguinte· quando se aclica o ajustamento do 
dual a solução do crimal só é calculada aoós este orocedimenla ter termmado; 
auando se aplica o aJustamento prunal-dual a solução do orimal é actualizada de 
cada vez aue a solução dual e alt.erada. No DUALOC é utilizado um contador para 
controlar o número de vezes aue é executado o ajustamento do dual; 
aJustamento orimal-dual ;:ste contador faz-se igual a zero sempre que ocorra 
alguma melhoria cara o obJectivo dual. 
T.::ha, Ro, Voo Ci988) oropus.::ram um método de resolução para o SPL que 
poo2 considerar-se um DUALOC modificado. A modificação proposta é a 
substJ.t.wção da heurÍstica Dual Ascendente cela heur.Íst.ica a aue chamam 
" HeurÍstica Aditiva Baseada no Dual" 
A diferença entre as duas heuris ticas reside essencialmente na forma 
como são calculadas as variàve1s de desvio. Essa forma diferente de definir as 
var1áve1s de desvio resultou da interpretação económica do dual da relaxação 
linear do SPL <Dual Condensado) 
Assim no algoritmo de Erlenkolt.er, parte-se de um conjunto vaz1o de 
serviços abertos e vão-se ajustando a3 variáveis duais v j o.ue representam os 
rendimentos de atender o cliente j, até que a d1f'erença entre custos fixos de 
1nstalação do serV!ÇO e rend1menlo Üau1do obl1do a part.lr de l , si = r i - L 
JEJ 
max ( O, v j - cij ) ~ O , cara 1E I , se anule. Se si = O, abre-se o serv1ço i 
No algontmo orocosto por Tcha e al. parle-se também dum conjunto vazio 
de serv1ços abertos. z* = 0, e são utilizadas vartãveis de desvto, S l = - fi + 
2:: max ( 0, v j - c ij ) , para l E f* com um papel semelhante ao das var1áve1s de 
~~~t1o do algontmo Dual Ascendente. Estas var1áve1s são diferentes poraue o 
somatório restringe-se ao conjunto de clientes iEJi cujos custos, c 1 j, a oartlr 
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de serv1ços fechados são menores do oue os custos mimmos correntes, c.i.1{j),J , a 
part1r de serv190s 1 E r'1 , abertos À med1d;o. que os ""J aumentam os Si ~ O vão 
aument.anoo e quando algum atmge o valor zero o correscondente serv1ço 1 ~ E 11 
e adlClOnado ao conJunto r• Act.uahzam-se os COnJUntos I1 = z1 u ( l 1J I r* = i* 
- ( .t*J e J+ = J+ - { 1 : vl ~ c1 :.~ 1 ) Procede-se então a actuahza9ão dos Si para 
1 pertencente ao novo !1 Nessa actualização pede haver um acrésc1mo de tempo 
de computação em relação ao algorit.mo de Erlenkott.er . Contudo, este efeito ~ode 
ser atenuado pelo Tacto de o conJunto J+ ser actuahzado e , conseQuentemente 
r eduzido. 
Segundo Tcha e al., esta substituição das var1á.ve1s si por s1 apresenta a 
•Jantagem de as segundas t raduzirem o ganho Que re=:ulta, .:m termos de 
ren01mento ÜQuldo, da abertura de um determlnado serviço Que se encontrava 
f echado . Enquanto Que os s L representam o rendimento total. São apresentados 
r esultados comoutacionals da aplicação da heurÍstica a resolu9ão do SPL nas 
Jersões e;;.tá.t.ica e dinSm1ca ;; :;~o comparados esses resultados com os: obtidos 
pelo Dual Ascendente. Concluem que esta heurÍstica fornece melhores 
aproximações, em geral, emcora com ligeiros acréscimos de tempo computacional 
;;:m alguns casos. 
3.4 .4 - DUAL ASCENDEN1E E RELAXAÇÃO LAGRANGEANA 
A teoria da Relaxação Lagrangeana, Geoffrion (1974), veio cerm1tir a 
unificação de vários métodos utilizados na obtenção de minorantes/majorantes 
do:; valores Óptimos de problemas de programação linear inteira, tendo em vista 
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a aplicação a mi!lodos "branch-and-bound" 
A Relaxaç:ão Lagrangeana consiste em identificar um determinado conjunto 
de reslr1ções Que ponderadas com um comunto de multiplicadores são 
introduzidas na funç:ão obJectivo Com a suoressão dest.e conJunto de rest.riyões, 
"complicantes ", obtém-se um problema que é ma1s fácil de resolver e cuJO valor 
óollmo é um minorante/maJorante da solução da problema imcial, consoante se 
trate de um problema de mmimização / maximização . 
mista 
Consideremos o segu1nle problema geral de programação linear inteira 
( p ) 
s.a 
Ax~b 
8 X 2: d 
X ~ 0 , 
xj , inteiro , JE I. 
Em Que b, c e d são vectores, A, B são matrizes e o conJunto de lndices I 
designa o conjunto de var iáveis que são inteiras. 
A Rela xação Lagr angeana de \P) relativa ao conjunto de restrições A x ~ b 
e a um vector de multiplicadores ). ~ O é definida por: 
( PR>. ) zl ().) = min [c x + >.. (b - Ax )] 
Bx}: d 
x ~o 
xj , inteiro, j E I. 
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No caso do SPL podemos cons1derar duas relaxa9Ões Lagrangeanas . A 
primeira, considerando como conJunto de restrições "complicantes", y i - x ij ~ O , 
l E!, j E 1 com um veclor de mult.iolicadores associados, w lJ , não negativos; a 
s egunda, cons1derando como restrições "complicantes", lti x i J = 1, i EJ com o 
corresoondent.e vector de mult.iohcadores v J , sem restrição de sinal. Vamos 
apresent ar a f'ormalizaç:ão das duas r elaxações e em seguida analisar, em 
particular, a or1metra. 
Relaxação Lagrangeana do SPl 
1- (f'Rw) 
L Xij 1, jEJ, (3.4 .31) 
iEI 
xij ~0, iEI, j EJ, (3.4.32) 
yiE (0 I 1), iE! . (3.4 .33) 
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2- <PRv> 
(3.4 .34) 
(3.4.35) 
(3.4 36) 
ld1E (0, 1), i€1. (3.4 .37) 
Cons1deremos a relaxação Lagrangeana do problema ( PRw ) . 
Se suposermos fixados os wij , para minim1z ar a função em x e y v&:-se 
f'ácilmente, a partir de (3 .4 .30>, oue apenas interessa abrir os serviços, i , ( '='i = 
1) oara os qua1s, f' i - L w ij ~ O Então o problema ( PRw > pode formalizar-se 
jEJ 
do segum t.e modo: 
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(3.4 .39) 
xli ~0, l EI , j EJ . <3 .4.40) 
Se os wij foram f ixados de tal modo oue se tenha, f i -L wij< O, oara 
j EJ 
algum i. , então, podemos reduz1r os wlj de modo oue aouela diferença se anule . 
Esta redução dos w i.j , provoca um acréscimo no valor do mlnimo, z l ( w ), e uma 
conseQuente melhor1a do minorante do valor da solução Óptima. Ficamos assim 
com uma região adm1sslvel para os multiplicadores reduzida a : 
Aw = { wij : fi -L wij ~O , iEI , wij ~O, iE I , j E J ) . 
j EJ 
Para obter os melhores minorantes passiveis, a partir da relaxação 
Lagrangeana, há oue resolver o problema dual lagrangeano, i. e., maximizar em w, 
a função zl(w) . Mas, pelo oue v imos anteriormente, só interessa considerar os 
w l j E Aw Se chamarmos zl °Cwl à restr1ção de zL (w ) à região A141, esta pode ser 
calculada, directamente, por inspecr;ãa, determinando os mlnimos das colunas da 
matriz ( C + W ), e adicionando : 
(3.4.41) 
A solução da relaxar;ão Lagrangeana seria então : 
{
1 , se 2,)'ij =fi 
Y i = O , nos restantes casos (3.4.42) 
{
1 , 1 = 1+ ( j) , J E J 
x ii = O , nos restantes casos 
Maxim1zando zl 0<w> , w E Aw , t eremos: 
s .a 
"'ii ;::o, i EI , iEJ . 
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<3.4 43) 
<3 .4 .44) 
(3.4 .45) 
(3.4 .46) 
Se t.i vermos cresenles as formulações do dual da relaxação linear do SPL, 
variáve1s wij , (3.4.20) - (3 .4 .22) e nas variáveis vj , (3.4 .15) - (3 .4.18), 
utilizadas cor Bilde - Kraruo e Erlenkct.ter, rescecli.vament.e, e a formulação do 
problema dual Lagrangeano (3 .4 .44) - <3.4 .46) verificamos aue são eQuivalentes, 
isto é , todas conduzem ao mesmo "problema de maximização do limite inferior" da 
solução Óptima do SPL e consequentemente às mesmas soluções . 
Em termos de relaxação Lagrangeana os algoritmos "Maxlmização do Limite 
InFerior " de Bilde - Krarup e " Dual Ascendente" de Erlenkolter podem ser 
considerados relaxayão Lagrangeana parametrizada, na medida em QUe os 
multiplicadores são obtidos através de sucessivos ajustamentos . 
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3 .4.5 - ALGL!-S ElCEH"l.OS DE PR08LEHAS A QUE TEM SIDO APLICADO O 
ruAL ASCENDENTE 
A eficiência do método Dual Ascendente tem despertado interesse oor 
parle dos investigadores aue por 1sso o têm procurado aplicar a diversos 
problemas. Refer1mos alguns exemplos dessas aplicações : "Árvore de Sleiner", 
Wong (19841; " Problema de localização sem reslrio;::ões de capacidade com várias 
niveis", Tcha e Lee, <1984); "Problema de localização dmâm1ca", Van Roy e 
Erlenkot.t.er, <1982>; "Problema de afectação generalizado", Fisher, Jaikumar, Van 
Wassenhove, (1986), "Problema da partição", Fisher e Kedia, Ci986l e mais 
recentemente, Balakrishnan, Hagnanti e Wong (1989>, publicaram um artigo em oue 
mostram as potencialidades do dual ascendente para resolver uma grande 
variedade de modelos de "Network Desism", NDP, e fazem uma generaliza9ão do 
método para problemas NOP . Essa generaliza9ão abarca os algoritmos propostos 
para os casos particulares anteriormente referidos e ainda outros Que podem 
ser englobados neste grupo de problemas de Network Design . 
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CAPÍTULO 4 
SIMULA TED ANNEALLING 
4 1 - INTRODUÇÃo 
,.lts heuru;t1cas de 't100 melhorat.lvo" ou 'r:;.or trocas const1tuem urna 
classe u,;porlam,.:; oe neurist.1ca.=o para problemas de opt.lmlzaç.&o comb1natoria, 
NP-hard. Estas neur1sticas oart.em de uma solução 1nicial admissiVel e procuram 
modificá-la fazendo um n1~mero limitado de trocas, relativament e a uma v iz1nhança 
~réviament.: oefinida, com o objectlVO de encontrar '.Jma =:oluçio :n2lhor t-,;o 
em.ant.o. as trocas so se e fectuam, auando da1 resultar melhoria 1med1ata para a 
.:-unção ~bJect.::;o. A par:.gem ~corre ouanao e encom.rada ·.una solução opt1ma 
~~=al, relativ.ament~ a ~· izinhanç:a ore .'lamente defimda, isto .é: auando nennuma 
melhona for possÍvel na referida v1z1nhança Como estes problemas podem ter 
' ar1os óot1mos laca1.:; e ~reouente correr o programa varias vezes utilizardo 
oontos de partida arbitráriamente escolhidos, existindo semore o risco de 
ficarmo s presos a s oluções locais de ma aualidade 
Com o obJectivo de reduzir esse ri~co, t em vindo a ser proposto um novo 
m~todc aproximado oara problemas de opllm1za9ão combinatór1a, NP-hard, 
jesigna.do "Simulated Annea.ling" Es t e m-=:todo pode ser -::cnsiderado uma versão 
generahzaCla da heurÍstica por trocas 
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As heuri.sticas cor trocas ca.rtem de uma solução admissivel e produzem 
uma sequência de soluções, na VlZlnhança, que acenas são ace1les quando dai 
resultar melhoria cara o valor da função obJectivo . O simulated annealJ.ng cede 
ser consJ.derado uma heuri.stica cor trocas, mas em oue estas são aleatorizadas, 
L.MT\a vez que, se a troca origmar melhor1a cara a função objectivo, é aceit.e; se a 
troca piorar o valor da função objectivo, a aceitação ou rejeu;ão é feita de 
acordo com um critério probabiÜstico, podendo ass1m ser ace1t.es soluções que 
piorem o valor da função objectivo. A probabilidade de ace1tação de trocas que 
piorem o valor da solução corrente é calculada através de uma função aue 
depende da d1ferença entre os valores das duas soluções e dum par&metro de 
controlo, a temperatura 
O conceito de "annealing" em optimização combinatória, foi introduzido no 
inicio dos 80 por Kirkpatrick, Gelatt & Vecchi, (1983;1984) e 
independentemente por Cern'd (1985>. A ideia resultou da forte semelhança que 
ex1ste entre o processo de annealing dos sÓlidos, na Fisica, e o processo de 
resolução de problemas de optimização combinatória . 
As expectativas criadas pelo slmulated annealing na obtenção de melhores 
soluções e a facilidade de implementação do algoritmo t~m dado origem a que 
vários investigadores se debrucem sobre ele . Como resultado disso, t.~m surgido 
diversas publicações sobre aplicações do simulated annealing a problemas 
variados, tais como o problema do caixeiro viajante, Kirkpatrick <1984), Cerny 
(1985), Johnson, Aragon, HcGeoch & Schevon <199Q), problema da partição dum 
grafo, Kirkpalrick <1984>, Johnson, Aragon, HcGeoch & Schevon (1989), problema 
de afectação Quadrática, Burkard & Rendl (1984), Wilhelm & Ward <1987), 
Problemas de escalonamento, Eglese & Rand <1987), emparelhamento máximo, Sasaki 
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e HaJek (1988) ele . Para uma bibliografia ma1s detalhada sobre as aclicac;:ões, 
vejam-se, por exemplo, Van Laarhoven & Aart.s (1987), Collins, Eglese, Golden 
C1988), E. Aart.s, J Korsl <1989> . 
Para se perceber melhor o algoritmo s1mulated annealing, começaremos por 
estabelecer a correspondência entre um problema de optimização combinatâria e 
o sistema flsico aue motivou a utilização do simuliii:ted annealing em problemas de 
optimização . Em seguida descreveremos o algoritmo de uma forma genérica, e por 
fim, faremos a sua aplicação ao oroblema de localizac;:ão simples, SPL. 
42 - ANol\I....OGlA FÍsiCA 
Na Flsica da matéria condensada, annealing é conhecido como um processo 
térmico Que oerm1le obter estados de baixa energia de um sÓlido Quando 
submetido a um banho Quente . O processo é formado pelos dois cassas seguintes: 
- Aumentar a temoeratura do banho auente até um valor suficientemente 
grande de modo a oue o sólido se funda . 
- Baixar a temperatura cuidadosamente < careful annealing ) até oue o 
ordenamento das partlculas se complete, dando origem ao chamado ground state 
ou estado fundamental do sólido. 
Na fase Üouida as oart.lculas do sÓlido movem-se aleatóriamente e a 
energia do sistema é elevada. No estado fundamental, as partlculas estão 
arrumadas numa malha altamente estruturada e a energia do sistema é mlnima . 
Este estado de arrumação das part.lculas do sólido só é posslvel Quando a 
temperatura máxima do banho for suficientemente alta e o abaixamento for 
suficientemente lento. Se assim não for, apenas serão conseguidos estados meta-
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estáveis, em vez do estado fundamentaL 
O processo opost o ao annealing é destgnado oor auenching e corresoonde 
ao abaixamento inslant.S:neo da temperatura dando também origem a estados mela-
estáveis . 
O processo Que sumár lamente acabamos de descrever corresponde ao 
processo de forma9ão de um cristal perfeitamente estruturado, no caso de ser 
consegutdo o estado de energta mÍ.mma, estado Fundamental; de formação de um 
c ristal de má qualid•de, o u m&somo u m vidro3, n o c•sc de serem atingidos 
ast.ados meta-est.av ets . 
O elevaoo número de part.iculas que se encontram em Quaisouer amostras 
macroscópicas de Üquidos ou sólidos, número Que é da ordem de 1023 por 
cent.Lnet.ro cúbico, permtle concluir sobre a imposstbtlidade de obs ervar 
experimentalmente o comportamento de um qualQuer sistema em eQuiÜbrio térm1co, 
sendo apenas possi.vel observar o comportamento mais provável do sistema . Para 
isso, utiliza-se um conjunto de configuraç:ões ld@nticas do s1stema a partir das 
auais se calculam o comportamento médio do sistema e desvios em torno dessa 
média . Cada configuração, definida por um conJunto de posições atómicas, ( r i ), 
do sistema é ponderada cela seu factor de orobabilidade de Boltzmann, exp(-
k E i T ) em que E i é a energia da configuração, K8 é a constante de Boltzmann, e B 
T é a t e mperatura. 
A Hecâmca Estatistica é uma disciplina da Flsica da matéria condensada 
:lAqui vidro é entendido no seguinte sentido: "produto inorgânico de fusão 
oue Foi arreFecido até Ficar rÍgido sem crlStaliz ar" . Def1nição da Amer1can 
Society for Testing and Materials. 
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em aue são desenvolvidos métodos cara analisar oroor1edades agregadas dos 
átomos Que se encontram em amostras de ÜauJ.dos ou sóhdos . Para tal, recorre 
com f'reau~nc1a a técn1cas da simular;:~c . Hatropolis Rosenblut.h, Teller&Teller 
<1953) propuseram um algor1t.mo, no âmb1t.o da Mecânica Est.atlstica, para s1mular 
a evolução de um sóhdo submet.J.do a um banho auente à temperatura, T, até ao 
estado de eQuilÍbrio t.érmJ.co . Este algoritmo gera, cor simulação, uma sucessão 
de estados em eau1ÜbrJ.o a uma dada temperatura. Em cada passo é gerado cor 
deslocamento aleatório de um átomo um novo est.ado Sejam E 1 e E J as energias 
dos estados corrente e seguinte, resoectivament.e. Se a diferença de energia for 
menor ou igual a zero, i e ., .0. E = EJ- E1 ~ O, o estado j é ace1te como estado 
corrente ; se L\ E> O, estado j é ace1te com uma probabilidade aue é dada cor : 
P< L\E ) = exc ( E~- :J) 
B 
(4 .2 .1) 
em aue T é a temperatura do banho Quente e k8 a constante de Boltzmann . 
Através dum gerador de números cseudo-aleatórios uniformemente distribuidos 
em <O , 1>, escolhe-se um número oseudo-aleatório aue é comparado com a P<â.E); se 
esta for suoerior aceita-se j como estado corrente, se for inferior, mantém-se a 
configuração anter1or . Recetindo este procedimento muitas vezes gera-se um 
grande número de transições e desse modo consegue-se fazer a simulação do 
processo de abaixamento lento da temperatura ( car-ef'ul a.nnealing ), de modo a 
que seJa atingido o estado de eauiÚbrio térmico. Dal a designação simulated 
annealing . 
A regra de aceitação aue acabámos de descrever é conhecida como 
critério de He tropolis e o algoritmo em aue foi introduzida Algori tmo de 
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Hetropolis . O eautD.brto t.érm1co de um sólido é caracterizado pela d1st.r1bmção 
de Boltzmann . Essa distribuição permtle obter a probabilidade de um sólido est.ar 
no estado 1 com energ1a E1 à t emperatura T. e é dada cor : 
(4 .2 .2l 
em aue X é a vartável aleat.ór1a aue designa o estado corrente do sólido e zm é 
a função de reparUção . A função de reoartição Z<Tl é definida cor : 
zm = L exo ( ~ ~~ ) , 
J B 
(4.2.3) 
em aue o somatório se estende ao conjunto de todos os estados passiveis . 
Estados fundamentais ou configurações prÓXlmas destas são extremamente 
entre todas as poss.Í.v ets conflgurações de um corpo macroscópico . 
Det.erminar o estado de ener91a mlmma dum sistema , estado fundamental , é um 
problema de optimização não menos difÍcil do aue os encontrados em oot.lmJ.zação 
combinatória, Quando se pretende determmar a solução de custo mlnimo . 
Existe uma certa analogia entre o processo de simulação proposto por 
Hetrooolis para gerar estados em equiÜbrio a uma determinada temperatura e o 
processo iterat1vo utJ.li:c:ado nas heurlsllcas de tipo melhorativo com a função 
custo a desempenhar o papel de energ1a . Nas heurlsticas de tipo melhorativo, 
são geradas soluções que apenas são aceites quando baixam o custo . Isto 
eQuivale a apenas aceitar configurações do sistema Que baixem a energ1a o que 
daria origem a um arrefecimento rácido ( auenching ). E desse modo as soluções 
encontradas seriam quase sempre meta-estáveis, isto é, soluções de má qualidade . 
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No simula.ted annealing são gerados estados Que podem ser aceites, ainda Que da 
sua acelt.ayão resulte um aumento de energJ.a do sistema Esta aceitação é feita 
de acordo com o cntério de Hetropolis . 
A analog1a Que acabámos de verificar entre estes do1s processos levou 
Kirkoalrlck, Gelatl e Vecchi (1983>, a mostrar como era oossivel t.ransoôr o 
processo simulated annealing para problemas de optimização combinatória, 
fazendo corresoonder estados do s1st.ema fÍs1co a soluções adm1ssive1s do 
problema de optimização; energ1a dos estados a custos das soluções ; estado de 
energia m~mma a solução Óolima do problema de oollmização. Como a t.emoerat..ura 
do s1slema fÍSJ.CO não t..mha equ1valente no problema de opt.lmização, 1ntroduz1ram 
um parSmetro Que desempenha o papel de tamperatura e Que É utilizado no 
algoritmo como parâmetro de controlo 
O que se pretende ao aplicar o simulated annealing a problemas de 
ootimiza9ão combinatória é tentar obter melhores soluções do que as obtidas por 
heuristtcas de tioo melhorativo. Como dissemos Ja, o processo de pesoutsa local 
corresponde ao processo de arrefecimento brusco, auenching. Isto porque, se a 
temperatura baixa bruscamente de um valor elevado até T=O•, nenhuma transição 
pode levar a um estado de energta superior, situação aue é correspondente a só 
aceitar transições para soluções que baixem o valor da função objectivo, num 
problema de minimização. As consequ~ncias deste procedtmento são, no caso do 
sistema fisico, soluções meta-estavets e soluções de má qualldade no problema de 
ootimiza9ão . Se em vez do arrefecimento rápido for utilizado um processo de 
arrefecimento lento (caretul annealing) ao qual corresponde o algoritmo 
simulated anneal.tng é de esperar que, tal como acontece na sistema fÍsico, seja 
possÍ.vel encontrar melhores soluções . Neste sentldo, o simulated annealing pode 
constderar-se uma versão melhorada ou uma generalização dum 
heur.Í.sttco de t.too melhoralJVo 
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método 
Podemos resumir a analogta coue acabámos de estabelecer entre o sistema 
Flstco e o problema de optimização no segumt.e Quadro 
ESTADO FÍSICO 
Energia 
Estado fundamental 
Arrefecimento Rápido 
Careful Annealing 
PROBLEMA DE CFTlMIZAÇÃO 
Solução Admissivel 
Custo 
Solução Óptima 
Optimização Local 
Simulated Annealing 
Quadro 4 .1 
4.3 - ALGORITMO SIHlA..ATED ANI-EAUNG 
Como já dissemos o algorü.mo .=;imulated annealin!t pode considerar-se uma 
generalização do método heurlstico de tipo melhorativo. Começaremos oor fazer, 
de uma forma breve, a descrição de um algoritmo de ootimização de lioo 
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melhorativo porcue isso facilita a descrição do algoritmo simulated annealing e 
permite justificar de uma forma ma1s clara a afirmação anterior 
Dada uma det.ermtnada inst.Sne1a de um problema de opllmlzayãc 
combJ.nat.ória, procura-se oor um qualquer processo uma solução admissivel, S, e 
suponhamos cue o seu custo é c<S>. Para def'tmr um algoritmo de l1oo melhorativo 
há que definir vizinhança, NCS), de uma dada solução S As trocas processam-se 
entre soluções da vizmhan'Ya . A solução final pode não ser Óptima, mas É a de 
menor custo da viz1nhança 
O algo,- itmo de optimização local pode resum1r-se no segu1nt.e 
ALGORITMO 
- Inic1ahzação 
!.i - Procurar uma solução inicJ.al S e calcular o custo ( S ) 
2 - Reoelir o seguinte · 
2 .i - Se S' for uma solução não testada da vizmhança de S, 
calcular custo ( S') . 
2.2 - Se o custo ( S') < custo ( S ) , fazer S = S' . 
3 - Voltar a 2 . 
FIM. 
Estes algoritmos apresentam, como já referimos, o inconveniente de 
Poder mos ficar presos a .:;oluções locais, por vezes d1stantes da solu9ão Óptima. 
O simulat.-=d annealing oferece :xoectativas de oue este inconveniente seja 
minorado por permitir que sejam aceites soluções oue pioram o valor da fum;ão 
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obJeCtivo . A ace!t a9ão dessas soluções ocorre sob a influência de um gerador de 
números cseudo-aleat.6r.tos uruformemente dlslrlbuldos E;ffi (Q, i ) e de um parâmet.ro 
de cc.ntrolo, a temperatura . 4 
Tal como acontecia no algoritmo de oct.imlzação local, parte-se de uma 
solução adm1ssÍvel, defme-se um orocesso de geração de soluções e um crlt.érlo 
de ace1tar;:ão . É neste crlt.ério de ace1tação QUE r eside a pri.ncioal diferença 
entre os dois algoritmos . 
O algoritmo simulated anneali.ng pode resumir-se nos seguintes cassas 
ALGORITMO 
!. - Inicialização : 
1.1 - Escolher um valor micial para a temperatura To>O . 
1.2 - Escolher um parâmetro de ari"'ef'ecimento , 0< r (1 . 
1.3 - Procurar uma solução inicial S e calcular o custo CSl 
2 - Reoeltr o segumte a t é ser atingida a temperatura de congela9ão. 
2 .1 - Reoetir L vezes o seguinte : 
2 .1.1 - Seleccionar, aleatóriamenle, uma solu9ão S' 
da vizinhança de S . 
2 .1.2 - Calcular ó = custo ( S' ) - custo ( S ). 
4 Como o simulated annealing aplicado a problemas de aotimi:za'?ãa 
combinatória resultou da analog1a com a processo de annealing da Flsica, os 
l ermos fls1cos ah adoptadas conllnuaram a ser utilizados pelos autores Que o 
l g,m aplicado a problemas de optlmização combinatória. 
2.1.3 - Se !J. ~O , J.l"' para -t I 2.1.61 
2 1 4 - Calcular 3 probab1lidade P < !J. > = exo ( - 11. I n . 
Gerar um número pseudo·aleat.ório p E ( O, 1 ) 
2 .1.5 - Se P ( !J. ) < p , rejeitar a lransi9ão. Ir para ~ ITIIJ 
2 1 6 - AceLtar a transição 
Fazer S = S' 
Custo ( S ) = Custo C 5 ) + t& 
Voltar a -t ITIIJ 
2.2 - Se critério de oaragem for verde1ro ---+ FIH 
2 3 - Reduzu·· a temperatura 
Fazer T = rT , O < r < 1 . 
:3. - Voltar a ---+ [n:J 
FIM . 
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Como podemos observar pela descrição do algoritmo oue acabámos de 
fazer nele estão contidos dois ciclos. O primeiro, repete-se para valores 
decrescentes de T, obtidos por aplicação do factor de redução r, até c:ue 
nenhuma melhoria na função objectiva pareça provável. Este processo de 
abaixamento do parâmetro T, corresponde ao arrefeclment.o lento na Flsica, 
processo Que termina quando é atingido o estado de congelação ( frozen ), estado 
ouase estável de energia localmente miníma. O segundo ciclo, contido neste, 
repete-se para cada valor da temperatura, T, L vezes, sendo este nUmero L o 
nUmero de transições geradas para cada valor do parS.metro T. Faremos 
referênc1a ma1s adiante a alguns dos métodos que tÊm vmdo a ser utilizados 
cara definir o 5istema de parâmetros de entrada, questão extremamente 
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importante ouer para a convergênc1a do algor.Lt.mo cuer para a sua efic.1ência . 
Para valores de ó. > O e T > O , exp <-MT>, é um número do mtervalo 
(0,1) e oode interpretar-se como probabilidade que depende de t1 e T 
Inicialmente, cara valores elevados de T, a probabilidade de serem a.ce1les 
grandes deteriorações é grande, mas à medida cue o valor de T v a1 ba1xando, 
essa crobab11idade diminui, sendo acenas ace1les pequenas deteriorações 
Finalmente, ouando T ~ O, a probabilidade de aceitar t.rans.1çÕes cue aumentem o 
valor da função obJectivo tende para zero e práticamente deixarão de ser 
aceites deteriorações. Para ilustrar o que acabamos de afirmar, 'JEJa-se o 
gráfico da fig 4 .2 em cue se representa o custo médio das soluyêíes aceites para 
100 valores decrescentes da temperatura . O problema a Que se refere o gráfico 
é o problema das 33 cidades, Karg e Thompson (1964), com custos fixos f 1 = 2000 
Ao transportar o algoritmo simulated annealing para a optimização 
combinatória, t emos estado a cons1derar apenas a analogia com o processo de 
s1mulação do anneal.z.ng na Fls1ca em que este se base1a. É possÍvel, no entanto, 
justificar matemátlcamer,te o algoritmo simulated annealing com base na teoria 
das cadeias de Markov finitas, formalizando mat.emáticamente a noção de 
eauiÚbno do sistema Fisico como distribUlç:ão de equllibrlo de uma cadela de 
Harkov. 
Vár1os autores se têm dedicado à formalização matemática, justificação 
teórica e estudo da convergência deste algoritmo, vejam-se por exemplo, Gidas 
(1985), Hit.ra, Romeo e Sangiovanni-Vicentelli (1986), Sasaki e Hajek (1988), H.L. 
Aarts e J . Korst (1989) . 
J. Korst, H.L.Aarts (1989) apresentam alguns dos prmClPals resultados 
teóricos que têm s1do estabelecidos oara o algoritmo simulated annealing, entre 
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os qua1s se encontram teoremas em que são enunctadas as condições que 
garantem Que o algorJ.tmo converge assint.ót.icamente cara o conJunto de soluções 
ópt1mas globaJ.s, i e ., assintóticamente, o algorllmo cerm1te obter, uma solução 
Óptima com orobab11idade igual a um 
Da demonstração da convergência as!imlélica, resulta oue o simulated 
annealins necess1la de um número infinito de t.rans1çÕes cara atingir a solução 
óclima Isto levaria a oue, em oualauer implementação orática, fosse gerada uma 
5ucessão de cadeias de Harkov, infinitas, homogéneas, cara valores descendentes 
da temperatura o oue é claramente imoralicavel. Korst e Aarls mostram oue, cede 
descrever-se o algoritmo si.mulated annealing como uma sucessão de cadelas 
homogéneas, f initas, geradas para valores decrescentes da temperatura . Isto 
corresponde a cons1derar o processo como uma combinação de cadeias 
homogÉneas numa só cadeia não homogénea. Deste modo, em vez de uma sucessão 
de cadelas homogeneas infinitas passarlamos a ter uma só cadela mfinit.a não 
homogénea. Korst e Aarts demonstram oue o algoritmo simulated annealing assim 
formulado ainda converge assint.oticament.e para o conjunto de soluções Óptimas 
desde que o arr~fecimento seja suficientemente lento. 
Em oualouer das formulações do simulated annealing, consideradas 
anteriormente, o algoritmo só permite obter a solução Óptima a partir de um 
número infinito de transições o oue é impraticável. Recorre-se então a 
aproximações da convergência a~smtótica oue, como é evidente, só perm1tem 
obter soluções sub-oplimais 
Vamos a seguir apresentar uma imolementação do algoritmo, primeiramente 
de uma forma genérica e depois, em particular, para o problema de localização 
simcles , SPL. 
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4 .3 .1 - ARREFECn-tENTO ESCALONADO 
Pela descrição do algor1lmo que fizemos anteriormente e pelo que 
dissemos sobre a formalizaç:ão matemát..lca do simulated annealing facilmente se 
conclui que uma implemenlaç:ão do algori.tmo em tempo polinomial pode ser feita , 
gerando cadelas homogéneas, finita s, p ;;.ra valores de<crescent.es do parâ me tro d e 
controlo, a temperatura. Para isso, ha que especificar, pre viamente, um conjunto 
de parâmetros oue combinados no chamado " c ooling s chedule" vão d e pois 
governar c. convergência do algorJ.tmo . 
Um arr efecimento escalo nado expressão que passaremos a adoptar para c 
cooling schedule, especifica · 
de: 
1 - Uma sucessão finita de valores do pa râme tro de controlo, T, através 
- Valor J.nicial do parâmetro de cont.rolo - Temperatura inicial - To; 
- Factor de redu9ão da temperatura - ratio de arrefecimento - r; 
- Um valor final do oarâme t.ro de cont.rolo - Temperatur a de congelação 
especi ficado por um c rit.ério de paragem - a . 
2 - Um número finito de transições para cada valor do pa râmetro T, i. e. : 
- comoriment.o f'in i t.o oara cada c adeia d e Harkov homogénea- L. 
Pa r a além da escolha dest.e conjunt.o de parâmet ros que são necessár ios a 
c;ualauer imolement.açã o do simu late d annealing há a inda que definir para cada 
problema especifico, c omo acont.ecia na optimização local : 
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- O que e uma solUI;;ão. S , 
- Qual o custo ca solução S; 
- Quais as sol~.;ç:Ões que estão na vizmhança de S , 
- Como det.ermmar uma solução mictal, So; 
- Como transitar de urna solução S cara uma solução vizinha, S' 
Existe grande variedadE de possibilidades de escolha do 
arrefeclmento escalonado Que result.a das comomações pass~ve1s do conJunto da 
oarâmet.ros oue int.erv~m na sua deTlnição_ Dai QUe a Qualidade da; soluç:õas, 
t.emoo de execuç:.ãa, ccnvergÊnc1a ao algorlt.mo esteJam fortemente dependente• 
dacuelas e.=:colhas. Acresce ainda o facto de o mesmo conJunto de ooor•ilmetroa 
ood=r tJroduzir soluções difer=nt.P....-= devido <~.o carácter al~atóri.o do al;:oritmo 
Msllil, e difÍcll a vallar a ehc1ênc1a do al9orlt.mo ou comoará-lo com outros da 
oot.1mização loc.:J., anouéanlo não for possÍvel dat.ermmar um arrefecimento 
probl-=.ila a que é aolica:::o . 
A procura de um conJUnto óotimo de parâmetros de entrada é dQ 9r1.r1Ci& 
interesse clentlfico e tem servido de tema oara varic;s arllgos, vej.m--sg, DO,.. 
=x-=molo, Van Laarhoven e Aarts <1987>. KH Hoffrr,ann e P Salamon (1930) 
-=~::, da t.Empa-aUJT"a ~ exponencial, ser.do a k..éeima. í-,e.'l'"<eer.a>..;;ra. 
TJ?To 'f rk 143JJ 
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exemplo, o chamado arrefecimento linear em oue a k-ésima temperatura 
C constante. con•Jenienteme!"lt.e escolhida Aarts Van Laarhoven t1985> 
apresentaram um outro ~recesso alternativo, em que 
T _ _2t_ 
k+i -<1+a:k T k)' (4 .33) 
com ak uma constante convenientemente determi nada Este ~roce;;o sugerido 
pe los r esultacas ::latEmát.icos Eobre a converg~ncia do algoritmo, f oi 
·:1esenvol vido, analisado e t estado por E . Aarts e J Kors t C!9B9l, tendo concluído 
que conduz a um algor~tmo de e xecução em tampo oolinomlal. embora não permita 
dar Qualauer garantia s obre o desvio da solução obtida em relação ao valor da 
soluyão óotima . 
D Johnson e al-<1989) utilizaram vános tipos de arrefec1mento 
2:x: t.ensas experimentações que fizeram e concluíram não haver razão que 
justifica5.se, de uma forma clara, a substituição do arrefecimento exponencial, 
oroposto por Kirkpatrick, Gelatt e Vechi por oualouer dos outros . Aarts e Van 
Laarhoven (1988) chegaram a conclusões semelhant es, i.e., CiUe o tipo de 
arrefecimento utilizado não influencia significativamente os resultados, desde 
que seja escolhido cuidadosamente. 
K.H .Heinz e P . Salamon <1990>, procuram tratar o problema da determinaç:ão 
do conjunto parSmetros do simulated annealing como um problema de optimizaç:ão. 
Começ:aram por escolher a funç:ã"o a optinuzar, de entre varias passiveis, 
escolheram a energia média/ custo méd.1o final. Formalizaram o problema como um 
~.~oblema de minimização da energLa média final num número finito de trans.1çÕes, 
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N, feitas de acordo com o cr1tério de Hetrocolis Testaram numéricamente o 
metade para um escaço cem tr~s e:slados . Compararam os resultados obtidos par 
este método com os resultados obtidos utilizando as arrefecimentos linear e 
exponencial. Conclu1ram que este método apresentava, para o mesmo tempo de 
annealing, vantagem em relação aos anteriores, da ordem de 103, em termos de 
energia média Final. Jushf'icando-se cortante a continuação da investigação no 
~enlido de o generalizar a esoaços com mais estados . 
4.3.2 - APLICAÇÃo AO PROBLEMA DE LDCAUZAÇÃD Sll-'Pl.ES 
Vamos descrever seguida alguns aspectos particulares da 
1mplementaçãa QUE fizemos do algoritmo simulated annealing aplicado ao SPL. 
Procuraremos fazer a descr1ção utlllzando como refer~nCla os 1lems enunciados 
na secção anterior 
! - O SPL é um problema de minimizayão de custos fixos mais cuslos de 
alendlmenlo . Não lem restrições no nUmero de serv1ças. 
SOLUÇÃO - S é qualquer subconJunto do conjunto de locallzações 
POSSlVElS : i:S: 1 SI :S: m ; a afectação de clientes a serv190s é trivial, afectam-se 
clientes a origens de custo mlnima. 
2 - O CUSTO é soma de custos fixos de instalação de serviços 
·:usto= de atendimento de clientes. 
3 - VIZU•iHANÇA de S. Se I for o conjunto de localizações oosslveis 
Para os serviços e I ! I = m , define-se vizinhança de S · 
N <S> = C S' Ç I · I S'-Sl ~ i A I S - S'l ;5;; i ) . 
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Isto é, uma solu9ão é vizinha de S, se for obtida de S pelo f=:cho de um 
3erviço, a abertura de um novo serviço ou abertura de um e fecho de outro 
4 - A SOLUÇÃO INICIAL - So. 
As soluções lnlClõlS QUe ut.11izámos foram heurÍsticas e pseudo·aleatónas . 
A heuri.stica que ut.1lizámos para obter as soluções iniciais foi a dual 
c;scendente, de Erlenkotter . As razões desta escolha foram : por um lado, utilizar 
uma boa solução de part.ida pode ser de grande interesse quer em termos da 
qualidade da solução, c:;uer em termos de t emoo de execução; por outro lado, a 
oualldade da solução obtida por este melado heurlst!co que, como se sabe, 
r esolve o problema em grande número de casos. 
Considerámos ainda outra hipótese, que comparámos com a primeira e que é 
mais usual nas implement.ações de simulated annealing, em que a solução de 
partida é formada por um conjunto de serv1ços, escolhidos aleatôriamente. 
Utilizámos para isso um gerador de números pseudo-aleatórios uniformemente 
s!istribuidos 2m [i,ml. A cardinalidad;;: da solução que adoptámos foi igual à da 
solução obtida pelo método anterior 
5 - A TRANSIÇÃO de S para S'. 
As v1zinhanças podem ser de três cardinalidades diferentes, !Sl, !1-Sl e !Sf 
* 11-Sl. Escolhe-se, aleatóriamente, para aual destes lioos vamos transitar e 
depois disso, escolhe-se, aleatóriamente, um serviço para fechar, s E S ou um 
servi9o para abrir, s'E ( I - S) ou um par aleatório (s , s'} E S x ( I - S) para se 
proceder à troca. A nova solu9ão será, respectivamente· 
S' = S -(s) , sE S , S' = S U (:::') , s'E I - S ; S' = S - C s )U { s' ), s E S, s'E 8' 
Calcula-se o custo de S', ajustando o custo fixo e adici onando-lhe 
-106-
impi..:=menr.:;.ção d~ annc?ali.n;> resta apenas refer1rmo-nos i forma como escolhemos 
os oarâmelros de. arrefacuno:nta escalonõdo. 
4 32.1- ARREFECIHENTD ESCALONADO . RESLLTADOS COHP\JTACIDNAIS 
0 ara mcstrar como i.".".plamentár..os o simu!ated armeallr.g aplicado ao SPL 
~arras ut.ilizar do:s ~roolem;;3, re:t.i.rados da literatura. o problema de localizayão 
da 33 cidade.s, SPU33x33) e a ;:::;roblema de localização das 57 cidades S?U57x57). 
Ms matrizes cas distâncl~S QUE utüizâmos foram retiradas de Karg e Thompson 
ü964). hS .Lnst.ânc.Las e:scolhlcas foram : 
o ..... oblema SPLC33x33) SPU57x57) 
2000 
--+ Ai 3000 --+ 91 
':u.=:tos .Pixos 2500 
--+ M2 4000 --+ 82 
3000 
--+ A3 5000 --+ 93 
O critério de escolha foi a de terem necessitado de mais tempo de 
resolução pelo algor1tmo de Erlenkotter. 
Pelas razões que Já apontámos anteriormente, optámos pelo a.-,-efecimento 
-;xponencial proposto por Kirkpatrick, Gelatl e Vechi · 
T k = To r rk 
Vamos ainda introduzi:-- ü conceito de ratio de aceitação a temr;erat-.,-a t 
que iremos utilizar ao longo da ex:posiç:ão. 
Define-se rati.o de aceitação à t emperatura t, como sendo 
x m número de transições aceites 
numero de translçÕes propostas 
T emperat.tra inicial -To 
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Para escolher o valor do Oii.rSmetro inicial To, ensa~âmos três métodos : 
- Executar o programa para diversos valores iniciais da t:mceratura 2 
escolher um valor que dê um r allo de c.celtação aproximado a um v alor 
previamente fixado; 
- Escolher para To um valor suficientemente elevado de modo que 
cralicamente todas as transições sejam ace1tes ; 
- Executar o programa, partindo de um valor baixa da temperatura e 
aumentar progressivamente esse valor, multiplicando por um factor r > 1, até se 
atinsür- um valor T, tal que X (T) ~ 1 
Dotámos cela primeiro porque as dois Últimos nos conduziam a 
temperaturas muito elevadas e o tempo de execução aumentava muito, sem c;ue se 
tivesse grande vantagem em termos de Qualidade da solução final. 
Da ex~eriência que tivemos verificámos ainda Que ~artir de temperaturas 
iniciais correspondentes a rat.ios de aceitação su~eriores a O .5, não era 
vantajoso, tendo em conta o aumento de tempo de execução do algoritmo versus 
oualidade da solução obtida 
Nos Quadros 4 2 4 .3 a~resentamos o ratio de aceitação, X(To), para 
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diferentes valores da temperatura inicial, To As soluções miciais são obtidas 
pela heurist.1ca dual asce:ndent.e no ouadra 4.2 e cseudo~a.leat.órias no Quadro 4.3. 
To \ P Ai A2 .. 3 a, B2 93 
1000 12 .1 146 16.7 10.7 8 .6 59 
2000 25 .0 198 19.3 19.5 11.7 12.4 
4000 40.4 32.7 37 3 29.2 21.8 20 5 
6000 49.7 44 2 42 o 32.4 31.4 29 .3 
I 
!0000 534 52 3 55.3 .126 43.7 378 
15000 69 1 66 .8 618 52 .9 52 .1 49.3 
Quadro 4 2 
To \ P Ai A2 A3 a, a2 93 
1000 29 .1 22.5 19.7 15 8 14 .8 11.5 
2000 35 .0 32.2 26.6 22.9 20.5 20.1 
4000 45.5 45 .9 39.5 32.8 33.9 33.1 
6000 56 .3 50.6 46.9 39 .7 37.3 36.5 
10000 63 .7 59.4 60.7 52.9 50.2 47 .7 
15000 69.1 70.1 69.0 58.5 57.2 57 .7 
Quadro 4 3 
Como pode observar-se, cs valores obtidos partmdo de soh,;ç:Ões cseudo-
:;,leatérias são superiores aos obtidos partindo de soluções obtidas c e la 
heurÍ.silca dual ascendente, como ser l a de esperar. 
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À medida oue a t empera tura v a1 baixando a percentagem de solu9Ões 
acellcs C!J.mlnUl e Slmultâneament.e c custo médio das soluções ace1les va1 
baixando também. Nas fig 4 i e &ig 4 2 reoresenlam~se os gráficos de x.ct> e 
custo médio das soluções ace1 les para o problema EPL C33x33 ; f 1 = 200Q) e para 
100 valores decrescentes d:t temperatura 
Apresentam-se a seguir os ouadros dos resultados QUE obtivemos para 
'Jalores diferentes de To esc:~lhidos a partir de diferentes v alores de X<To> para 
=st.e mesmo conJunto de problemas_ Consideram-se duas h ipót.es;;s : soluções 
ini.cuiz pseudo-aleatórias, designadas no Quadro por hioótese H-(a) ; soluções 
m.t.c1a1s obl1das pela heurÍ.st.1ca dual ascendente, des1gnadas cor h1oót.ese H - (b). 
b. ccluna des ignada cor àX,, r:cre:=enta o "me lhor" desvio relativo em relação à 
- t 
soluç;ão Óptima tJ. = z ~~ z l: 100 A "média" representa a média das soluções 
aceites cara o mesmo núrr:ero de soluções geradas . 
Problema Ai 
To 010r média melhor óctima &% H 
10000 42423 27625 21220 20363 42 (a ) 
48126 24259 20790 20363 21 (b ) 
6000 34049 24318 20863 20363 2.46 C a> 
40442 23723 20726 20363 1.78 (b) 
4000 30946 23150 20756 20363 193 (a ) 
34077 22992 20696 20363 1.63 (b) 
2000 25786 23188 20766 20363 1.97 C a ) 
26296 22952 20363 20363 0.0 (b) 
Quadro 4.4 
RATIO DE ACEITACAO 
•11110 
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fig . 4 1 
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fig. 4 .2 
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Problema A2 
To cio r média melhor 6ct.ima dX H 
10000 43682 29930 22252 22127 0.5 (a) 
46946 26213 22474 22127 1.56 (b) 
ECOO 41674 26272 22361 22!27 1.06 (a) 
4265! 25212 22361 22127 1.06 (b) 
4000 33309 23095 22462 22127 1.52 (a) 
35077 22413 22463 22127 1.52 (b) 
2000 28184 23848 22290 22127 0.74 (a) 
35077 23857 22252 22127 0.56 (b) 
Quadro 4 5 
To pior me':dia melhor Óplima ax H 
10000 47620 29009 24316 23474 3.6 (a) 
44861 27892 23790 23474 1.35 <b> 
6000 42544 27430 24294 23474 3 .5 <a> 
40371 27355 23474 23474 0.0 (b) 
4000 34324 26949 23474 23474 0.0 (a) 
36321 26167 23474 23474 0.0 (b) 
2000 30341 26344 23474 23474 0.0 (a) 
29216 25418 23474 23474 0.0 (b) 
Quadro 4 .6 
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Problema 8 1 
To pior média. melhor óctima A'l. H 
10000 60154 38945 32684 32136 L? (a) 
54051 37793 32452 32136 0.9 (b ) 
6000 51752 37830 33002 32136 2 .7 <a> 
61635 38600 32452 32136 0.9 (b) 
4000 45379 35928 32547 32136 1.3 (a) 
46751 35632 32452 32136 0 .9 (b) 
zooo 41289 35455 33126 32!36 31 (a ) 
39742 33849 32394 32136 0 .8 (b ) 
Quadro 4.7 
Problema a2 
To PlOr média melhor óolima A'l. H 
10000 66476 41606 35909 35547 1.02 (a) 
54070 39489 35623 35547 0.21 (b) 
6000 52495 39601 35692 35547 0.41 <a> 
54445 38477 35623 35547 0.21 (b) 
4000 46663 38763 36309 35547 2 .14 <a> 
5 1923 39082 35902 35547 0 .99 (b) 
2000 46335 38076 35547 35547 o (a) 
39887 38694 35907 35547 1.01 (b) 
Quadro 4 .8 
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Problema 93 
To PlOr media melhor óctima &X H 
10000 67440 45367 39344 38547 2.07 Cal 
60314 44063 38909 38547 0.93 (b) 
6000 61166 43413 39025 38547 !.24 Cal 
56051 38969 38742 38547 0.51 (b) 
4000 53808 41807 38742 38547 0.51 Ca l 
S3399 41905 38742 38547 0 .51 (b ) 
2000 46218 40740 38742 38547 0.51 Ca l 
48133 40764 38742 38547 0.51 (b) 
Quadro 4.9 
Pudémos observar oue cara o mesmo número de runs a qualidade das 
soluções obtidas, partindo de t.emcerat.uras muito elevadas é inferior à das 
soluções obtidas oara t.emceraluras mais baixas. Para além disso, oart.ir de 
temperaturas muito elevadas provoca, em geral, grandes acréscimos de tempo de 
execução 
É de notar tambem Que a Qualidade das soluções obtidas partindo de 
soluções iniciais não aleatórias, (b), foi dum modo geral bastante superior à das 
::;oluções obtidas oartindo de soluções iniciais aleatórias, (a) como pode ver-se 
o=la coluna A% 
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Factor de redução da temperatura ( Ratio de arreFecimento) - r 
O oarSmet.ro r controla 
Testámos vários valores de r 
forma como se processa o arr-efecimento. 
verificámos não haver interesse em fazer 
r edut;Ões bruscas, i.e ., considerar valores de r < 0 .7, o aue confirma o oue vem 
sendo d.1.to na literatura . Podemos dizer que para valores de r< 0 .7 e utilizando 
como solução mJ.cJ.al a solução obhda pela heurist1ca dual ascendente não 
obtivemos oualqwer melhoria ~m 5 runs de annealing. No quadro 4 10 
3.pre=:e'itamo= r:sul t.ados obt idos o=.ra difer entes valores de r 
Concluimos t ambém das exoer1ment ações aue fizemos aue os valores de r 
de vEm situar-se no i nt.::rv :;.lo, 0 .7 ~ r ~ 0 .95. Valores S1Jperiores a 0 .95, 
aumentavam sigmficat1vamente os tempos de execução sem QUE dai resultasse 
melhoria significativa para os valores das soluções obtidas . 
Comoriment.o das cadeias - L 
O parS.metro L define o número de iterações a uma dada temperatura, i. e 
a número máximo de transições 3. uma dada temperatura . Tomámos para valor de L 
a d1mensãa máxima das vizinhanças, uma ve z QUe são de dimensões diferentes. 
Experimentámos outras valores de L , coma par exemplo, L = 3%m e ainda uma 
dimensão variável que vai aumentando à medida que a temperatura vai baixando. 
Com este procedimento, procura-se aumentar a tempo de perman~nc1a em 
t emperaturas mais baixas devido ao facto de a probabilidade de aceitação 
diminu1r à medida que a temperatura vai ba1xando, veja-se fig 4.1. Esta escolha 
do parâmetro L parece-nos bastante ;;.dequada porque permite obter melhores 
r esultadas, como já referimos . Pensamos que conjugar um valar de r não muito 
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alevaoo com um parâmetro L, a.daptat.lvo, que per·mita aJustar o compr.:.ment.o da 
cadeia à medida aue a t.emcerat.ura vai baixando é uma boa forma de proceder . 
L= I N I 
P\ r 07 0.8 0 .9 0 .95 ncd 
21285 20783 21219 21073 5 
A1 20625 20756 21037 20825 10 
20509 20756 20933 20925 15 
22989 23020 22861 23381 5 
A2 22989 22361 22391 22418 10 
I 2:2127 22361 22391 22418 15 
24599 24858 24858 24858 5 
A3 23999 24294 23474 23474 10 
23474 23627 23474 23474 15 
33724 32684 33061 33593 5 
81 32547 32684 32562 33066 10 
32547 32684 32562 32881 15 
36354 35909 35962 36354 5 
Bz 35623 35909 35962 36354 10 
35623 35909 35692 35649 15 
38968 39876 39934 39070 5 
83 38617 39344 38918 39070 10 
38617 38742 38881 39070 15 
Quadro 4.10 
Este procedimento pode levar a que se passe muito tempo a analisar 
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=oL?~es, por vezes receo:.id3.:;; 
Lk = !11)k..f. I N I 
P\ c 07 os 09 0.95 ncd 
21285 20783 21219 21073 
..,1 20625 20726 208 13 20652 10 
20363 20393 20353 20609 15 
22989 :3020 22861 23381 
Az 2212., 22252 22474 22474 10 
22127 22252 22252 2229? 15 
24599 24858 24858 24858 
A3 23474 23474 23474 23474 10 
23474 23474 23474 23474 15 
328H 32804 33097 32779 
B1 32156 32658 32290 32779 10 
32136 '?2547 32156 32779 15 
35909 35962 36270 36309 
22 35547 35777 36270 36309 10 
35547 35617 35623 35617 15 
39344 38742 38617 39070 
E3 38742 38742 38617 38981 10 
38617 385 47 38617 38981 15 
i 
Qua dro 4.11 
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No ouadro 4 11 ::;ão aoresentados os melhores ·.Jalores das soluções 
obt 1das cara diversos . ~lares je ,.... ut.llizando comcrimentos de cadeia 
3.daotatlv os· Lk = (1 Ú'+ IN I em que K e contador ao numero de reduç:ões da 
•~emoerat.ura e ncd reor eser,ta o r.úmero a:: cadeias 
Na passagem do cuadro 4 10 cara o auadro 4 .11 foram mantidos os valores 
da t emperatura inicial cara podermos c.nalisar o efe1to produzido pela alteração 
na d1mensão das cadelas 
No Q'..ladro ..:. 12 :;.present.am-::e o::; desvios ~ercentuai::; em :"'elaç.ão a 
solução éot ima jas :::oluç,Ões obtidas dois auadrc::; =.nt.eriores São 
comoarados os v alores oOtldos cara L = I N I e Lk = I N I * (i..i)k aue ser~o 
designadas no quadro por ( a ) e ( b ), respectivamente. 
Da observação do quadro 4 .12 cede concluir-se que as cadeias dE 
comorlmento adaotativo produzem, em geral, soluções de melhor aualidade . Pode 
t ambem verlflcar-se aue, para cadelas de comor1mento adaotat1vo Lk = INI I (1 .!)k 
e com 10 r eduções de temperatura, se conseguem resultados iguais ou superiores 
aos c;ue se c:.btêm cem 15 reduções e- c.ade1as de comor1ment.o L = I N I ( 75% dos 
casos J Isto pode s.lgmficar Que sem aumentar r..uit.o o tempo de execução se 
conseguem melhores resultados ut1hzando cadelas de compr1mento Lk = I N I * Bk . 
O critério de escolha para o factor de ampliação, (!,, QUE começámos por 
adaotar, foi o de utilizar um factor de ampliação igual ao inverso do factor de 
r edução da temperatura . Verif'icimos que um tal critério levava a QUe factores 
::fe a mpliação da cadeta muit o elevados nem sempre oroduz1am melhores resultados 
e aumentavam consJ.derávelmente o temoo de execução . Dal a escolha de um factor 
,je ampliação mais moderado, .13=1.1. 
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A% (melhor desvio cercentual> 
0.7 08 09 0.95 
ncd (a) (b) (a ) (b) (a ) (b) (a.) (b) 
4 .5 45 2 06 2.06 4 2 4 .12 3.49 2 68 
Ai 10 1.29 1.3 1.93 1.78 3 .31 2 21 2.27 1.42 
15 a 71 o 193 0.15 28 2 .27 1.21 
389 168 4 03 4 74 3 32 310 5.67 1 57 
Az !O 3.89 !.06 0.55 L19 1.57 1.32 1.57 
15 o !.06 056 1.19 0 .56 1.32 0 .78 
4 .79 4 53 5 .89 1.65 5 .89 3.01 5 .89 3 22 
A3 !O 2 24 3 49 o 
15 o 0 .65 o 
5 4 94 2.11 17 2 .08 2.87 2.99 4 .53 2 .0 
21 10 1..28 0.06 1.7 1.62 1.33 o 48 2.89 2 .0 
15 1.28 1.7 1.28 1.33 0.06 2.32 2.0 
2.27 102 102 1.17 1.17 2.03 2.27 2.14 
a2 10 0 .2 o 1.02 0.65 1.17 2 .03 2.27 2 .14 
15 0.21 1.02 0 .19 0.41 0.21 0.29 0.2 
5 1.09 2.07 3 .45 0 .51 36 0.18 1.36 1.36 
83 10 0.18 0.51 2.07 0.5 1 0.96 0.18 1.36 113 
15 0.18 0.18 0.51 0.87 o 18 1.36 1.13 
Quadro 4.12 
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Apresentamos :=. seguir um auadro de resultados em QUe s:e comparam os 
resultados ·:.btidos parü -:lif'erent.::s valorEs de L. 
Como oode observar·se no Q'.Jadro 4 13 os melhorES resultados foram 
obtidos para comprimentos de cadeia adapt.alivos. No entanto um f actor de 
ampliação da cadeia mu1l0 elevado nem sempre produziu melhores resultados e 
=.umenta considerávelmente o tempo de execução 
P\ L '3*m I N I lN I l(Li)k I N FE <L25)k 
Ai 20929 20756 20726 20398 
A2 22449 22989 22127* 22127* 
A3 23790 24294 23474. 23474. 
81 32546 32547 32156 32598 
a2 36339 35909 35617 36!03 
83 38617 39344 38742 38617 
Quadro 4 .13 
t t-..1 t - cardinalidade máxima esperada da vizinhança ; 
k - é contador do número de reduções da temperatura . 
z * - valor opllmo da solução. 
Para evitar que seJam geradas cadeias de grande dimensão definimos um 
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hm!t.e suoertor para Lk = I N I ~ 13k ~ [ Em resultado das exoer~ências Cl'..JE! 
..:izemos carece-nos ser antaJosa uma solução de comoromisso entre o valor do 
parâmetro r e um factor adapt.at.tvo para o comprimento da cadeia, podendo 
ass1m utilizar-se valores de r mais b:sixos, o QUE permite reduzir o tempo gasto 
sem preJudicar a Qualidade da solução . 
Critér1o de paragem - 11 
.J cri~Ério de ,c3ragem do algoritmo corresponde a temperatura de 
congelação do orocesso tis1co. Vt.lhzámos cara crlt.ério de paragem do algor1tmo 
um parâmetro a que chamamos " e Que representa a percentagem de solu9Ões 
aceites ao longo de uma cadeia Exoerimentámos um crit2rio que consistia em 
declarar o processo congelado quando ao longo de uma cadeia a percentagem de 
aceitaç.ão fosse mfer1or a 2% , i.e. a < 0.02. Em resultado da excerigncia 
,·erificámos cue cor vezes acontece cue para determmados 'Valores da 
temperar..ura, ocorrem, pontualmente, valores baixos da percentagem de aceitação 
e decai~ para valere: inferiores de T as percenta·3ens aumentam, podendo ainda 
encontrar-s-e Valores com algum significado. Pareceu-nos mais adequado optar 
por um cntério de paragem, proposto por Johnson e alH989J e oue consiste em 
utilizar um contador para o número de vezes QUe cada cadeia é percorrida com 
uma percentagem de aceitação ~ O .02 Este contador é feito igual a zero 
:emcre que haja alguma transição para uma solução melhor. Se a contador atingu· 
um valor préviamente fixado, sem owe haja melhoria, declara-se o processo 
congelado e o algor1tmo pára. No nosso caso adoptámos o valor 3 para o 
contador anteriormente d2finido 
Na nossa imolementayão introduz1mos ainda um parSmetro, nru, que define 
à partida quantas vezes SE cret.ende executar o annealin9 
Em conclusão, a a:::colha dos parâmetros que são ma1s a.deQuados para cada 
problema é de grande !.moortância para a imolement.ação do algorn.mo e varia de 
1nstâ.nc1a para 1nst.âroc!.a, au;da Que a dimensão do oroolema seJa a mesma 
Para os problemas que lemos vindo a testar a escolha QUE nos pareceu 
ma1s adequada f'oi a que a =eguir 2JJre=entamos no quadro 4 14 
I 
I 
I 
I I I Problema To r L nru L r.ru 
Ai ,000 0.8 I N I 10 I N I~ ~k 5 
Az 5000 0.7 I N I 10 I N I* ~k 5 
A3 4.000 08 I N I 10 I N I~ f3k 5 
81 10000 0.8 I N I 10 INIJ~k 5 
Bz 10000 07 t N I 10 I N I* ~k 5 
83 10000 0.8 I N I 10 I N I* ~k 5 
To X(To) :::=: 04 O 7 ~r~ 0.95 L~ [ {3 = 1.1 o ~ k 
Quadro 4 .14 
0 número de ,~uns, nru=iO f'oi adoptado JJara c adeias de com;::lrimento L=IN! 
e nru = 5 para cade1as de comor1mento L = JNI fi (3k . O cr!.tér1o de par agem f'm o 
que anteriormente descrevemos . 
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Nos c;uadros 4 15 e 4 16 são apresentados os resultados obtidos para este 
conJunto de parâmetros e cara o conJunto de problemas Que temos vinda a t.ast.ar. 
No Quadro 4 15 são cons1derados resultados, utilizando soluções de 
part.lda oblloas oela h2urist.1ca dual ascendente; no quadro 4 16 os resultados 
referem-se a soluc;::ões de partida pseudo-aleat.órias. Foram consideradas cadelas 
de compr1mento L = INI e o número de runs do simulated annealing foi nr.u=iO. 
,;presentam-se ainda os t.emcos médios de execução, lm, e o número de vezes, f', 
c;ue foi obtida a solução Óptima 
p PlOr média melhor nru f tm 
Ai 20640 20529 20363
1 5 1 
20799 20571 203631 10 3 196.72 
Az 22652 22291 221271 5 2 
22652 22287 221271 10 4 260.04 
A3 23752 23529 23474
1 5 4 
23799 23550 234741 10 7 197.12 
81 32576 32505 32156 5 o 
32985 32450 321361 10 1 598.94 
Bz 35962 35673 35547
1 5 1 
35547% 
I 
36644 35813 10 2 455.22 
83 39427 38993 38617 5 o 
3942? 38847 385471 10 2 467.31 
Quadr o 4.15 
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p pior média melhor nru f tm 
Ai 20914 20568 20393 5 o 
20914 20574 20363. 10 i 237 .52 
Az 22652 22291 zz=• 5 3 
I 22652 22287 zz=• i O 5 2!3 .7.:1 
'-3 23752 23529 23474~ 5 4 
23799 23550 23474* 10 8 I 276.02 
si 3288! 32385 32136* 5 i 
35374 32818 321361 i O 2 944 52 
Bz 36070 35860 356i7 5 o 
36070 357?7 355471 10 1 853.51 
83 38742 38679 385471 5 i 
39963 38822 385471 i O 1 815 .47 
Quadro 4 16 
Da observação dos quadros 4.15 e 4 16 podemos tirar algumas conclusões: 
- Os dois algoritmos permitiram obter as solt..oções Óptima ·~ de todos os 
;:orcblemas em !O runs; 
- Os r.::sultados obt.ldos partindo de soluções m iciais não aleatórias 
foram, em geral, superiores; 
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- Para a:..:atro dest.es problemas foi obtida a solução Ó;Jtl~.a em 5 runs, 
~ua.ndo fcram utilizadas :;oll .. 9Ces micia1:; não aleat.Ór1as; 
- Os tempos d:: execucão5 <não mcluem input, mas i.ncluem outoutj foram 
inferiores aos aue foram cbt.1dos oartmdo de soluções pseudo-aleat.orias 
- O pior desv1o em relação à solução Óptima foi, em geral, inferior 
'~bt.ido partiildo de soluçõe:; pseudo-3.leatór1as. 
Nos quaaros 4 !7 e 4 18 aprese~tam-se re=o_Jltados comparativos dos 
;alares das o:1elhores soluções obtldas pelas duas 1mplement.ações :!o srmulated 
3.nn-.:aling com 05 v;dores das soluções obtidas pelos a.lgor1tmos de ootimizao;:ão 
local correspondentes :amparam-se ainda esses r-:=sultados cem •:l5 CI'.JE foram 
obtidos pelas heur1sticas Dual Ascendente e AJust.amento do Dual. Os c.lgoru.mos 
de optimização local CLOCAL1/ LOCAL2> apenas diferem dos correspondenles 
algoritmos simulated annealing <ANNEAL1/ANNEAL2) na critério de ace1tao;:ão. 
No auadra 4.17 ·=amparam-se os resultados obtidos para o mesmo número 
~proxJ.mado de salu9ães geradas. No quadro 4.18 comparam-se os resultados 
obtidos da u~llização dos diversos algontmos. 
5 Toda.s as im.olement.a.~Se;; foram feitas em Fortran 77 num Hicrocam.outador 
iBH-compaÜvel, AT 286, tendo-se ut.11izado o Hicrosofi. Fortran Compller versão 
4 O. Para gera.r os números aleatórios foi utilizado um gerador de números 
PS.:!Udo-aleatórios l.õmf"ormemente distribuídos em [0,11, apresentado em "Numerical 
Recipes - The Art of Scie~tif'ic Computing " cor William HPress, 2rian Flanner~;;~, 
Saul Teukolsky, Cambrige University Press !986. 
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p 
.;NNEAL! LOCAL! -,Nt..JEf..L2 LOCAL2 ~JUSTA-DUAL 
I 20775 20363'* 
-
20929 20609 20503 
"2 22651 22127'* 22270 22290 23137 
"3 2347"* 23861 23...,90 23752 23474* 
31 32452 32136J- 32547 32136* 32136!{ 
Ez 35649 35547" 35623 35751 35547* 
B3 38623 38547f 38547J 38751 38617 
Quadr(; .i 1' 
I 
p I ANNEAL1 LOCAL1 ANNEAL2 LOCAL2 AJUSTA-DUAL 
,!.,i 20363* 20363* 20363* 20609 20503 
·-z 22!27:i 22127;J.: 2212'"'"* 22290 23137 
"3 234-?.:.l 23861 2386! 23752 23474if 
=1 32156 32314 32136'*' 32270 32!:?6* 
I 
==-z 35547* 36008 35617 36142 35547* 
83 38617 38547* 38547l 38751 38617 
Quadro 4 18 
ANNEAL! I LOCAL! .:;oluçâa ir,ici3.l So - pnmal - dual 
ANNEALZ/ LOCAL2 =:wluç:ão inicial So - pseudo-aleat.ória 
AJUSTA - DUAL (leur1stlcas Dual Ascendente e AJustamento do Gual 
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4.4 - CONCLUSÕES 
O Algari:7lo S"imul=.t€d Annealing c.are.ce so:=r uma toa alt.errat.iva 
::!lgorJ.tmc HJUSt.ament.o Primal-úual porc;ue perm1t.iu obter soluç:Ges .:J;;,ltmas 
ma10r nUmero de <::ã..:::os nos oroblemas aue testámos 
Quando confrontado algorJ.tmos de oot1mJ.Za9ão local 
corn::soondentes pe~mJ.tiu cbte:r melhor·es resultados o que nos leva a concluir 
:::~ue a introdução do cri!:.ério de Metrooolis oossJ.bihta 3. melhoria da quaiidade 
jas .:::oluç5es cb".ldas, =:moor=. com a~r~sc1oos signFicativos de temoa 
,., ef'J.ci.@nc:a do al3cntmo ast.a for·lemente dependente d::. e.:::colha dos 
+.es::..amos e oue r;:;sultau de e:coeri.menta9ão comoutacional, estará longe de ser :>. 
escclha 6ot.ima. 
?ensamcs que a in·-Jestigaç:ão nest3. área ::ieve ::er dirig1da no sent1do de 
:ptimi=ar o ar:-efecimento escal•:Jnada 
I·Jo c:;ue =:e refere :. escolha da solução imciai p.arece-nos que uma solução 
não aieator ia apresenta vantagens em termos de tempo <: qualidade das soluções 
Pensamos ainda que, à meoida c;ue a dimensão do problema aumentar, 5'=! 
torna.rá ma1.::: evidente o interesse da aplicação do Algo,~ltmo Simulated Annealing. 
O Als:~.-itmo Simulated Annealing permitira provavelmente obter resultados 
muito mais sigmfio~tivos em outros problemas de apt.im1zação combmatória cara 
:JS ouais n3:a existam a.lgontmos tão "bons" como oara o SPL, para a oual c 
DUALOC de Erlenkotter (1978) continua a .:er ~..;m excelente algor1tmo de 
resolu9ão . 
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