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ABSTRACT

Simulating protein complexes on large time and length scales is often intractable
at the atomistic resolution. To address this challenge, we have developed new approaches
to integrate coarse-grained (CG), mixed-resolution (referred to as AACG throughout this
dissertation), and all-atom (AA) modeling for different stages in a single molecular
simulation.
First, we developed a top-down multiscale modeling approach — a new
approach, which combines CG, AACG, and AA modeling — to simulate peptide selfassembly from monomers. We simulated the initial encounter stage with the CG model,
while the further assembly and reorganization stages are simulated with the AACG and
AA models. Further, a theory was developed to estimate the optimal simulation length
for each stage. Finally, our approach and theory have been successfully validated with
three amyloid peptides. which highlight the synergy from models at multiple resolutions.
This approach improves the efficiency of simulating of peptide assembly process.
Furthermore, it serves as proof of concept that applying flexible resolution during the
simulation, to adapt to efficiency or accuracy.
Second, we gained proof of principle from simulating five heterodimeric models
of two G protein-coupled receptors (GPCRs) in the lipid-bilayer membrane on the ns-toμs timescales. In these simulations of different resolution levels, we observed consistent
structural stability, while the AACG and CG models show two- and four-times faster
protein diffusion than the AA models, in addition to 4- and 400-fold speedup in the
simulation performance. Our findings enable synergy from the combination of AA,
AACG, and CG models, which lay the foundation to combine these models in one single
simulation. It is also feasible to alternate among different models to represent an efficient
solution to investigate complex biophysical systems.
To investigation of environmental sensing of histone-like nucleoid-structuring
(H-NS) protein, we also apply AA models to simulate H-NS protein at multiple spatial
scales. The environmental sensing ability is reflected by residues at binding sites or
filaments mechanical properties. With AA simulation of dimers, we investigated
potential of the mean force (PMF), to quantitively determine the sensitivity of the
environmental change of binding site. The simulation of H-NS tetramers reveals that the
site2 rather than site1 takes responsibility for environmental sensing. Through the
simulation of H-NS filaments, we were able to reveal the movement of the DNA binding
domain, which is sensitive to environmental sensing, also influence the H-NS stability.
Then we extended our investigation to H-NS orthologs from different organism. Our
findings revealed the adaptive evolution of H-NS in different organism.
Our multiscale modeling approaches can be useful tools to simulate biological
complexes. We applied different combination of AA, AACG, and CG models of the same
system. Our new computational methodology advanced the ability to simulate large
systems or long process more efficiently. Our methodology is readily adaptable to other
systems, based on the need of sampling, properties of interest, and simulation efficiency.
In any circumstances where balance will be reached between efficiency and highresolution, multiscale modeling would be significantly valuable in molecular modeling.
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CHAPTER 1: INTRODUCTION
1.1. CLASSICAL MOLECULAR DYNAMICS
Classical molecular dynamics (MD) can provide information about the dynamics
of proteins or other biological systems with the atomistic level details at a femtosecond
or picosecond time resolution. (Hollingsworth 2018, Hospital 2015, Dror 2012) Though
quantum mechanics can provide valuable information at a subatomic level by solving
Schrödinger equation, classical MD is more practical for biological complexes because
it is far more efficient while is able to show details at atomic level.
In general, MD is a computational method to give a view of the dynamic
evolution of the system at atomic or molecular level. In a classical MD simulation, the
interactions between particles are described by the parameters and the energy function of
a force field. A typical force field usually includes the terms of bond term, angle term,
dihedral term, and nonbonded term (electrostatic and van der Waals forces). The
parameters of a fore field are usually obtained from quantum mechanical computations
and experimental measurement. The position and velocity of each particle is calculated
of a particle is determined by its velocity and spatial coordinate. At each time step, the
status of a particle is calculated by numerical solution of Newton's equations of motion.
An example of the algorithm is shown in the flowchart in Fig. 1.1. As a result, MD
simulations provide the time evolution of the whole system. An intuitive idea to model a
system is to represent each atom by one bead in simulation. Different types of bead can
be defined to indicate the elements and various properties. The modeling method of
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showing all atoms in the system is called all-atom (AA), to distinguish from coursegrained (CG, see Section 1.2) and all-atom/coarse-grained (AACG, see Section 1.3).

Figure 1.1. Illustration of the basic Molecular Dynamics algorithm (Verlet
algorithm).
Reprint from Ref. (Hospital 2015).

The Nobel Prize in Chemistry 2013 was awarded jointly to Drs. Martin Karplus,
Michael Levitt and Arieh Warshel for developing multiscale models for complex
chemical systems. They have laid the foundation for MD simulations in the 1960s (Lifson
1968, Levitt 1969). However, in the 1970s, MD was first used in a protein simulation
(McCammon 1977). It is a simple model containing only a protein of 58 amino acid
residues without hydrogen atoms. The potential energy was represented by a sum of
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terms associated with bond lengths, bond angles, dihedral angles, hydrogen bonds, and
non-bonded (van der Waals and electrostatic) interactions. (McCammon 1977). MD is
often used to study the conformational changes of proteins and biological complexes,
such as G protein-coupled receptors (GPCRs). (Liao 2017, Liao 2017, Yuan 2014)
Because of the high temporal resolution, it is able to capture any conformational state
within the transitional pathways. MD can also be used to reveal protein-ligand binding
sites or binding orientations. Applications such as free energy perturbation or potential
of the mean force can quantitively reveal the binding force between proteins and ligands
(Zeevaart 2008, Cournia 2017, You 2019). Finally, as the force field covers more types
of molecule, MD is capable of simulating nucleic acids, membrane lipid, and polymers.
(Zhang 2015, Venable 2019)
The improvement of MD capacity is closely related to computational hardware.
In our research, GPU servers can speed up the simulation up to 10- to 102- fold than CPU
servers (Table 1.1). Also, people have developed different low-resolution models to
further improve the efficiency with acceptable loss of accuracy, such as CG model, and
AACG model. Usually the AA models are able to cover the time scales of 10-11 ~ 10-6
s and length scales of 10-9 ~10-7 m, while CG can be used to simulate larger systems at
longer time scales with the sacrifice of details (Fig. 1.2).
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Figure 1.2. Application ranges for molecular modeling at different resolutions.

Table 1.1. The benchmarks of MD on CPUs vs GPUs.
The system includes 4-mellitin or 27-melittin, as well as solvent. Analysis of simulation
efficiency on CPUs (Intel E5-2650 v4) and GPGPUs (GeForce GTX 1080 Ti) using the
software program Desmond (AACG and AA) and GROMACS (CG).
4-melittin
AACG
Number of Atoms
Performance on CPUs (ns/day)
Performance on GPGPUs
(ns/day)

AA

~24,000 ~65,000

27-melittin
CG

AACG

AA

~120,000 ~180,000 ~510,000

36.3

11.4

389

8.7

1.5

6327

175

-

112

19.3
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1.2. MULTISCALE MOLECULAR MODELS
An intuitive idea to model a system is to represent each atom by one bead in
simulation. Different types of bead can be defined to indicate the elements and various
properties. The modeling method of showing all atoms in the system is called all-atom
(AA), to distinguish from course-grained (CG) and all-atom/coarse-grained (AACG).
Though the representation method of atoms of AA model are unique, there are various
force fields comes from different optimizations, such as OPLS(Harder 2016),
CHARMM(Best 2012), etc. Because of its fine representation of atoms, AA models
usually provide most accurate results while it is also most time-consuming method.
Therefore, AA models may not always be the priority choices, given the current
computational techniques. The demand of simulating biological systems at large time
scales or spatial scales promote the development of low-resolution models, such as CG
and AACG.
The representation of atoms in CG models are coarser than AA models. Usually,
a CG bead is a pseudo-atom representing for a group of atoms at their center of mass.
(Fig. 1.3) As a result, the degrees of freedom are reduced. Usually the CG force fields
are optimized to match AA force fields. It leads to a smoother surface of energy surface.
Therefore, conformational change can overcome energy barrier easier, (Fig. 1.3) and thus
it is capable of a longer simulation or larger system than AA.

5

Figure 1.3. All-atom versus coarse-grained mapping and energy landscape.
The figure illustrates the effect of the smoothening of the energy landscape in a coarsegrained model as compared to an all-atom model. The flattening enables efficient
exploration of the energy landscape in search for the global minima, while avoiding traps
in the local minima. Reprint from Ref. (Kmiecik 2016).
Aimed at biological complexes of different molecules and various size, CG models
of different resolution or force field have been developed. Martini CG is one of the most
widely used CG model. A Martini CG bead represents for four heavy (non hydrogen)
atoms. Its parameter sets cover protein, lipid, solvent, and DNA. (Fig. 1.4) Nonbonded
interactions are controlled by a Lennard-Jones (LJ) 12-6 potential, electrostatic
interactions are defined by the Coulombic energy function. The nonbonded parameters
have been adjusted to reproduce experimental thermodynamics data of the free energy of
hydration, free energy of vaporization and partition free energies between water and a
number of organic phases. Bonded parameters were systematically adjusted to satisfy the
overlap with the radial distribution function (RDF) resulting from all-atom MD
simulations of corresponding atom groups. In Martini CG model, the diffusion constants
6

can be 2- to 10-fold larger than AA models. It speeds up the CPU time ~1000-fold.
(Marrink 2013)

Figure 1.4. Martini mapping examples of selected molecules.
(A) Standard water particle representing four water molecules, (B) Polarizable water
molecule with embedded charges, (C) DMPC lipid, (D) Polysaccharide fragment, (E)
Peptide, (F) DNA fragment, (G) Polystyrene fragment, (H) Fullerene molecule. In all
cases Martini CG beads are shown as cyan transparent beads overlaying the atomistic
structure. Reprint from Ref. (Marrink 2013).

AACG is a mixed resolution model developed under the collaboration between
the Li group and Dr. John Shelley from Schrödinger Inc. (Shelley 2017) The basic idea
is that in a biological system, the proteins are usually of interest, so they are represented
as all-atom in AACG. In AACG, the solvent adopts CG representations. It originally
designed for peptide aggregation.

7

The AACG potentials cover the standard and modified amino acids, the backbone
capping groups, Na+ and Cl- ions, the POPC lipid, and the cosolvents (i.e. isopropanol,
isopropylamonium, acetamide, and acetate). The AACG energy function resembles the
one of the OPLS force field, (Jorgensen 1996) which has the bonded and non-bonded
terms. Most of the parameters for the bonded terms remained the same as in the OPLS
force field for the proteins/peptides, while some small adjustments were made for the
torsions. The non-bonded terms involving the CG region adopted a polynomial form, but
the pair-wise Coulombic and 12-6 Lennard-Jones potentials were retained for the AA
region. With a number of long AA simulations as references, the initial AACG potentials
were generated with the force-matching method. Further improvement was carried out
by identifying the cause of distortions in the protein structures and adding incremental
changes to the potentials. Within the CG region and between the AA and CG regions,
several hundred cycles of adjustment were made, as automated by local computer
programs.
The development of the AACG model was based upon many AA simulations of
pure POPC membranes, globular proteins, a transmembrane protein, and small peptides.
The potentials with a number of integral membrane proteins (like class A and class B
GPCRs) in the POPC bilayer (Chapter 2) and peptides (i.e. melittin, chignolin, and Trpcage) in water (Shelley 2017). The self-assembly of 20 melittin molecules was simulated.
These results show evidence to support the effectiveness and transferability of the AACG
potentials.
Overall, AACG method speedups by a factor of 3−4 for CPU time reduction and
another factor of roughly 7 for diffusion. Several examples are shown in Table 1.1. It is
8

computationally efficient for biological system has huge solvent component, such as
membrane protein system, while provide comparable accuracy to AA models.
1.3. STATEMENT OF PURPOSE
Until recently, various MD techniques have been developed for different
resolution or targeting on different properties. While the consistency of these three model
resolutions was confirmed for protein complexes in our previous work, we present in
Chapter 3 a top-down simulation protocol according to the sampling needs arising during
the early steps of peptide self-assembly (Fig. 1.5). We systematically evaluated the
accuracy and efficiency of different protocols to combine the CG, AACG, and AA
models. We used a model peptide, melittin, since the assembly of which has been
extensively studied by various experimental and computational approaches over the
decades. On the basis of rich prior knowledge and the finite assembly of melittin, we
developed our top-down approach and a theory to optimize the simulation protocol. To
validate our approach, we carried out extensive top-down simulations of three amyloid
peptides, which show the synergy of models at different resolutions. The top-down
approach reported in this work presents practical guidelines for self-assembly
simulations at larger length and time scales. It also may serve as the proof of concept for
future simulation studies to include more model resolutions.
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Figure 1.5. A cartoon scheme to illustrate the process of the top-down approach.
The approach includes the CG modeling at the initial stage of self-assembly, then
converting the system into AACG model at growth stage, and applying AA model at the
mature stage.in the end. The scheme on the right is the cover of JCTC (March 12, 2019).
The approach, described in Chapter 3, was to apply three different computational
models (AA, AACG, and CG) in MD simulations, to systematically study the complexes
formed by two human G protein-coupled receptors (GPCRs). It for the first time showed
the consistency among the AA, AACG, and CG models in describing protein complex
structures. Also, the accuracy and efficiency of these models needed for applications to
study challenging biological systems were compared from a practical standpoint.
In Chapter 4, we will focus on the investigation of environmental sensing of
histone-like nucleoid-structuring (H-NS) protein and its adaptive evolution in different
organism. Our findings suggest that site2 in H-NS oligomers is sensitive to the change
of temperature and ionic strength while site1 is robust to physiochemical changes. We
also show that the mechanical stability of H-NS filaments decreases under high salt or
high temperature condition. An extensive investigation on H-NS and its orthologs from
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different organism reveals the residue-levels substitution of H-NS orthologs, which
provide evidence for the molecular mechanisms of adaptive evolution.

1.4. CHALLENGE AND PROSPECT
The multiscale modeling methods have proven to be extremely useful for studying
the complexes at large time scale or spatial scale. They enable the simulations at large
time scale or spatial scale compared to AA models. Also, only the most relevant and
biologically important aspects of that data will be produced, multiscale modeling
methods avoid a large amount of irrelevant details. In our cases, for example, we are
interested only in the aggregation process of the peptides (see Chapter 2), the backbone
dynamics of the GPCR (see Chapter 3), and the environmental sensing ability of H-NS
protein (see Chapter 4). We thus generally need to identify the functional group involved
in the physiological mechanism in advance.
Despite the advanced simulation efficiency, it is still challenging for multiscale
modeling methods to simulate the physiological processes at long time scales. Many
important physiological processes involve time scales of hours or even years in
organelles or cells. For example, intra-cellular deposits of tau protein accumulate years
accompanied by the Alzheimer's disease. As the enhancement in computing power, such
as GPUs and high performance computing, boosts our ability to simulate biological
systems at larger time scales than ever before, we can expect that we will be able to tackle
such physiological processes. However, new models, especially the CG models, are still
needed to focus on large protein complexes in MD simulations. In our case, we simulated
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the infinite H-NS filaments with both AA models and low-resolution models. We found
that the low-resolution models fail to describe the filaments movement as consistently as
AA models. Usually parameters of CG force fields are validated by a variety of
biomolecules in AA simulations or experimental data. However, more adaptive, and
coarser models are still desired to improve the efficiency of multiscale modeling
methods.
Besides the simulation of biological systems, multiscale modeling methods can
be transferred to simulate chemical processes. For example, the top-down approach
simulating the peptide self-assembly can be adapted to the polymer self-assemble.
However, in typical MD force field, the bond and angle terms usually do not allow
covalent bonds breaking or forming during the simulation. The design of reaction force
fields is key to adapt multiscale modeling methods in simulating polymer self-assembly.
Recently, reactive force-field has been developed to focus on the simulations of chemical
reactions at AA level. However, the force field at CG level which allows to simulate
polymer self-assembly at chemically relevant length scales is still a blank at present. In
summary, we believe our multiscale modeling methods provide great opportunity to
adaptively change the resolution on demand. Currently, more adaptive models are still
required to strengthen the ability of scale-bridging of the multiscale models, so that MD
simulations will become faster and cheaper.
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CHAPTER 2: A TOP-DOWN MULTISCALE APPROACH TO SIMULATE
PEPTIDE SELF-ASSEMBLY FROM MONOMERS
Zhao, X., Liao, C., Ma, Y.T., Ferrell, J.B., Schneebeli, S.T., Li, J. (2019) Top-down
multiscale approach to simulate peptide self-assembly from monomers, Journal of
Chemical Theory and Computation. 2019, 15, 3
2.1. BACKGROUND
Self-assembly or aggregation of peptides is implicated in the development of
many human illnesses, especially those related to the neurodegenerative processes.
(Irvine 2008, Aguzzi 2010, Murphy 2002) They are also being studied to explore
potential treatments for microbial infections (Bednarska 2016, Zhao 2013) as well as
various cancers. (Rady 2017, Silva 2014) While computer modeling and simulations
have been widely used as an effective means to gain microscopic insight into the
conformational changes and pathways, (Morriss-Andrews 2015, Wu 2011, Sieradzan
2012) it remains mostly intractable for all-atom (AA) models to achieve chemically
relevant scales for entire assembly processes. (Morriss-Andrews 2015, Wu 2011, Wang
2008, Carballo-Pacheco 2016) Multiscale simulations that combine models at various
resolutions — like coarse-grained (CG) and AA models — represent a promising
solution to balance the computational cost and accuracy. (Zhang 2009, Praprotnik 2008)
Current methods of multiscale simulation are categorized by how information is
transferred between different resolutions (Ayton 2007) — in serial or in parallel. The
serial multiscale method carries out modeling at different resolutions in sequence, which
takes advantages of sampling efficiency at lower resolutions and detailed accuracy at
higher resolutions. It has been applied to problems that are currently difficult to simulate
with the AA models. (Rohrdanz 2014, Rzepiela 2010, Perlmutter 2011, Barz 2012)
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Furthermore, a straightforward setup of the serial simulation is the so-called top down
modeling, which starts from the least detailed model and recovers the details until a fully
atomistic model is obtained. However, serial top-down simulations have never been
systematically tested with more than two resolutions. Many key issues remain to be
investigated, such as transformations between multiple resolutions, effectiveness of
sampling, and optimization of the simulation protocol. To address these problems, we
have developed a top-down approach of serial multiscale simulations — to study peptide
self-assembly using CG, AACG, and AA models consecutively
While the consistency of these three model resolutions was confirmed for protein
complexes in our previous work, (Liao 2017) the simulation protocol — especially to
determine the optimal or essential simulation length at each resolution — has remained
largely empirical in prior efforts. (Rzepiela 2010, Perlmutter 2011, Barz 2012) Distinct
from prior efforts, we present in this work a top-down simulation protocol according to
the sampling needs arising during the early steps of peptide self-assembly (also known
as pre-polymerization). (Arosio 2015, Lomakin 1996) In current practice, typical peptide
concentrations used in AA molecular dynamics (MD) simulations are much higher than
the experimental (micromolar) and the physiological (micromolar to picomolar) ones.
Our top-down approach is designed to better mimic the physiological condition or
compare with experiments. Specifically, the CG models are useful to study the initial
encounter process, due to the large separation of monomers and the high computational
cost required to effectively consider their diffusion. (Mansbach 2017) The AACG model
with atomic detail only for the peptides or proteins provides good efficiency to simulate
the further assembly. With the most structural detail, the AA model (including an explicit
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AA solvent model) is suitable for capturing delicate interactions like hydrogen bonds,
hydrophobic packing, and solvation. With reverse mapping tools from prior (Wassenaar
2014) and this work (see Section 2.2.3), our top-down approach starts with CG sampling,
intermediates with the AACG model, and ultimately obtains atomistic details of the
assembly after AA refinement.
Focusing on the top-down simulation approach, we systematically evaluated the
accuracy and efficiency of different protocols to combine the CG, AACG, and AA
models. We used a model peptide, melittin, the assembly of which has been extensively
studied by various experimental and computational approaches over the decades.
(Terwilliger 1982, Raghuraman 2007, Sun 2015, Schlamadinger 2012, Upadhyay 2015)
The monomer-to-tetramer and coil-to-helix transitions of melittin in aqueous solutions
have been long known. (Miura 2012, Othon 2009, Bello 1982, Talbot 1979) On the basis
of rich prior knowledge and the finite assembly of melittin, we developed our top-down
approach and a theory to optimize the simulation protocol. To validate our approach, we
carried out extensive top-down simulations of three amyloid peptides, which show the
synergy of models at different resolutions. The top-down approach reported in this work
may serve as the proof of concept for future simulation studies to include more model
resolutions. It also presents practical guidelines for self-assembly simulations at larger
length and time scales.
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2.2. METHOD AND MODELS
2.2.1. Model preparation and Setup
In this work, we used two melittin models: (1) four melittin in a box of aqueous
solution, which has been simulated in the AA simulation in our prior work, (Liao 2015)
and (2) melittin in a box of aqueous solution, which was prepared with a python script
to generate a 3 ´3 ´3 arrays of melittin in the crystal structure (chain A of PDB: 2MLT),
and solvated in System Builder with counter ions. The CG models were prepared by
CHARMM-GUI. (Qi 2015) For the 4-melittin and 27-melittin systems, the number of
atoms and performance for each resolution is shown in Table 2.1. The CG models were
converted to AACG by (1) CHARMM-GUI from CG to AA, and (2) python script from
AA to AACG. The conversion between AACG and AA were achieved by python scripts.
From AACG to AA models, the CG site of water in the AACG model are replaced by
the oxygen atom and adding two hydrogen atoms)

Table 2.1. Analysis of simulation efficiency on CPUs (Intel E5-2650 v4) and
GPGPUs (GeForce GTX 1080 Ti) using the software program Desmond (AACG
and AA) and GROMACS.
4-melittin
AACG
Number of Atoms
Performance on CPUs (ns/day)
Performance on GPGPUs
(ns/day)

AA

~24,000 ~65,000

27-melittin
CG

AACG

AA

~120,000 ~180,000 ~510,000

36.3

11.4

389

8.7

1.5

6327

175

-

112

19.3
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Our simulations were carried out in the software programs Desmond (Bowers
2006) (AA and AACG) and GROMACS (Wassenaar 2013) (CG). All the simulations
were performed in the NPT ensemble (310 K, 1 bar) and underwent stages of
minimization, equilibration, and production. We employed the OPLS3 force field
(Jorgensen 1996) for our the AA models, the AACG force field (Shelley 2017) for our
AACG models, and the MARTINI force field (Qi 2015, Marrink 2007) for our CG
models. All MD simulations were summarized in Table 2.2.

Table 2.2. Summary of all simulations.
System Description
100-ns AACG + 20-ns AA
50-ns AACG + 10-ns AA + 50-ns
AACG + 10-ns AA

Size

Box dimensions

(AA)

(nm)

~65,000

9×9×9

4 melittin, 2 replicas

~65,000

9×9×9

4 melittin, 2 replicas

9×9×9

4 melittin, 3 replicas,

12-ns AACG + 100-ns AA

~65,000

18-ns AACG + 100-ns AA

~65,000

40-ns AACG + 100-ns AA

~65,000

70-ns AACG + 100-ns AA

~65,000

12-ns AACG + 100-ns AA

~65,000

18-ns AACG + 100-ns AA

~65,000

40-ns AACG + 100-ns AA

~65,000
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Note

rebuilt
9×9×9

4 melittin, 3 replicas,
rebuilt

9×9×9

4 melittin, 3 replicas,
rebuilt

9×9×9

4 melittin, 3 replicas,
rebuilt

9×9×9

4 melittin, 3 replicas,
transform

9×9×9

4 melittin, 3 replicas,
transform

9×9×9

4 melittin, 3 replicas,
transform

9×9×9

4 melittin, 3 replicas,

70-ns AACG + 100-ns AA

~65,000

400-ns Martini CG

~120,000

17× 17 ×17

27 melittin, 2 replica2

100-ns AACG

~180,000

17× 17 ×17

27 melittin, 2 replica2

100-ns AA

~510,000

17× 17 ×17

27 melittin, 2 replica2

3-ns CG + 13-ns AACG + XX-ns AA

~89,600

14× 14 ×14

27 prion, 2 replicas

4-ns CG + 29-ns AACG +XX-ns AA

~366,000

20× 20 ×20

3-ns CG + 16-ns AACG + XX-ns AA

~84,000

14× 14 ×14

27 β-a1622

10-ns AA

~1,700

-

Implicit Solvent

transform

27 α-synuclein, 2
replicas

2.2.2. Data Analysis
(1) All the data analyses were carried out in VMD Tcl scripts and in-house Python
programs. In particular, hydrogen bond, average separation, helicity were analyzed in
VMD, (Humphrey 1996) and surface area was analyzed in GROMACS. Visualization
was performed with VMD, Pymol, and Maestro.
(2) Average separation. We use the average distance between Cα of Pro14
(monomers) or geometric center (oligomers) in each melittin peptide.
(3) Calculation of diffusion coefficients. We follow the method developed in our
prior work (Liao 2017) to calculate the diffusion coefficients of peptides. A speedup
factor of 4 is used in CG models. The value for different type of oligomers are different.
In 27-melittin system, we use the average of all peptides over the whole trajectory.

19

(4) Identification of hydrogen bonds. The cutoff of a hydrogen bond is 4 Å and
60°between heavy atoms. The values of hydrogen bonds are calculated by the average
of last 1.4 ns (AACG) and 1 ns (AA) in the trajectories.
(5) Surface area. For AA and AACG, probe radius is 0.14 ns. For CG model,
probe radius is 0.26 nm (de Jong 2013).
(6) Resolution transformation protocol. AA and CG models can interconvert by
CHARMM-GUI (http://www.charmm-gui.org). We also transform the AACG model to
the AA model with in-house Python scripts.
(7) The machine-learning method for oligomer identification. To classify peptide
oligomers in the aggregates, it is useful to develop a systematic method with a machinelearning algorithm. Therefore, we created a K-mean clustering algorithm implemented
in a Python program with the Scikit-learn machine-learning library. Each peptide is
represented by the Cα atom of Pro14. For the system with 27 melittin peptides, the
algorithm processes a snapshot from the simulations (taking the periodic boundary
condition into consideration) and tests the number of clusters. In each step, our program
defines the number of clusters and performs the assignment of clusters. The average
distance between any two peptides in a cluster (annotated as the parameter d) is
computed. The optimal cluster assignment is achieved when the parameter d is below a
cutoff of 22 Å, which is set according to our prior AA simulations. Finally, the oligomeric
states are analyzed for each peptide cluster.
(8) Simulation Efficiency. We compared the simulation efficiency (in ns/day) of
the CG, AACG, and AA models on 24-core central processing units (CPUs) and generalpurpose graphics processing units (GPGPU). Compared to the equivalent AA model, the
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simulation speedup of the CG and AACG models is 3–6 times on CPUs and up to 260
times on GPGPUs (Table 2.1). Given the performance data collected with a 20-core CPU,
our 27-melittin self-assembly simulation requires 70.7 days with our top-down approach
and a minimum of 126.7 days (assuming a ~4x speedup with the MARTINI-CG model
and a ~2x speedup with our AACG model based on our earlier work (Liao 2017) with
AA modeling, suggesting a minimum of 2x speedup for a system of ~510,000 atoms.

2.2.3. The Serial Top-down Simulation

A serial top-down simulation starts from the CG simulations, followed by AACG
and AA simulations in a sequence (Fig. 2.1). The CG simulations were carried out with
the GROMACS (Berendsen 1995) package, while the AACG and AA simulations were
with Desmond (Schrödinger, Inc.). All CG simulations were performed with the
MARTINI22p force field. (Monticelli 2008) AACG simulations were performed with
our recently developed AACG force field (Shelley 2017) where proteins keep atomic
details and water molecules are presented as single-site beads. All-atom simulations were
performed with the OPLS force field (Harder 2016) with the SPC water model. First, we
constructed the CG model with separated peptide monomers in solvent and carried out
MD simulations until we observed ~20% of monomers have self-assembled. Then, we
converted the CG to the AACG model for the next simulation stage (through the CGAA-AACG resolution transformation) and simulated the AACG system until the selfassembly process was almost completed (~100%). In the last stage, we converted the
AACG model to AA model with two solvent recovery protocols, which are compared in
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the discussion below. All the simulations were performed in the NPT ensemble (310 K,
1 bar) and underwent minimization and equilibration before the production stage.
Hydrogen atoms were constrained using the SHAKE algorithm in the AA and AACG
models, and the LINCS algorithm in the CG models.

Figure 2.1. Cartoon illustration of the CG, AACG, AA serial stages in the top-down
multiscale approach for peptide assembly.
The snapshots are from the initial model, final CG model, and final AA model of the 27
melittin system. Equilibrations were carried out at the beginning of each stage.
2.2.4. Determination of the Assembly Cutoffs to Switch Resolutions
We first performed the AACG+AA simulations of four melittin peptides, which
were simulated with the AACG models for 12, 18, 40, and 70 ns respectively and AA
models for 100 ns. With the details in the Results section, we observed that the AACG
model well balances the simulation efficiency and structure order with sufficient
sampling to complete or near complete self-assembly (or ~100% peptides in oligomers).
However, excessive sampling does not improve the assembly stability as well as the
secondary structures of the peptides.
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Furthermore, we tested a 15-ns CG + 40-ns AACG simulations of 27 melittin
peptides. Although abundant evidence from experiments and AA simulations shows that
oligomers larger than tetramer are difficult to form, “over-aggregation” occurs after 5 ns,
presumably due to the insufficient treatment of the electrostatic repulsion among the
cationic peptides in the CG models (Fig. 2.2). It seems to suggest at 5 ns or 20% of the
peptide in oligomers is optimal to avoid “over-aggregation”. Thus, based on the melittin
model, we used 20 and 100% assembly as the cutoffs to switch respectively from CG to
AACG and from AACG to AA models.

Figure 2.2. Oligomer distribution in the first 100-ns of the MARTINI CG simulation
and the 40-ns AACG simulation.

2.2.5. Optimization of the Top-down Approach
To determine the optimal length for each simulation stage, we started from classic
theory to describe a standard Wiener process (Karatzas 1998) (also known as Brownian
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motion) with a minimum model: two peptides in distance d at time t. The diffusion
propagator P(x, t), which represents the probability of finding a peptide at position x at
time t with the other peptide as a reference, is a Gaussian function given by
𝑃(𝑥, 𝑡) =

𝑥2

1
√4𝜋𝐷𝑡

𝑒 −4𝐷𝑡

(2 − 1)

where D is the diffusion coefficient. The aggregation probability P2 of two
peptides is a function of time t
∞

𝑦+𝑟

𝑃2 (𝑡) = ∫ 𝑃1 (𝑦, 𝑡) 𝑦 ∫
−∞

𝑃1 (𝑥, 𝑡) 𝑑𝑥𝑑𝑦

(2 − 2)

𝑦−𝑟

Given that d is on the order of nm, while D and t are on the order of µm2/s and ns
respectively, 𝑑/√𝜋𝐷𝑡 is below 1. Therefore, we can expand the integral of Eq. 3-2 as a
polynomial and Eq. 3-2 can be approximated with truncation of high-order terms:
∞

𝑦+𝑟

𝑃2 (𝑡) = ∫ 𝑃1 (𝑦, 𝑡) 𝑦 ∫
𝑦−𝑟
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1
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−∞

=

=

𝑃1 (𝑥, 𝑡) 𝑑𝑥𝑑𝑦

−∞

1
𝑦+𝑟
𝑦−𝑟
[ √𝜋 (𝐸𝑟𝑓 (
) − 𝐸𝑟𝑓 (
))]} 𝑑𝑦
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√4𝐷1 𝑡
√4𝐷1 𝑡

∞

1
√4𝜋𝐷1 𝑡

∫ 𝑒

√4𝜋𝐷1 𝑡
−

𝑦2
4𝐷1 𝑡
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𝑦+𝑟
𝑦−𝑟
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) − 𝐸𝑟𝑓 (
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(2 − 3)

We can rearrange Eq. 3 and define the target probability P(t) as a constant, and
thus we have the essential simulation length t as a function of peptide separation and
diffusion
𝑡=𝑄

𝑑2
𝐷1

(2 − 4)

where d is the distance between two neighboring peptides associated with and
concentration, D1 is the monomer diffusion coefficient, and Q is a universal,
dimensionless coefficient. In particular, the coefficient Q is determined by the simulation
setup and condition (d), monomer diffusion coefficient (D1), as well as the time (t) when
assembly level of melittin is 20% (for CG model cutoff) or 100% (for AACG model
cutoff). Generally, Eq. 3-4 provides a semi-quantitative estimation of the essential
simulation length, reflecting a realistic physical picture — when the simulation condition
and the target assembly level remain the same, the shorter simulation is needed with
smaller separation or faster diffusion of the peptide. Based on the studies of melittin, we
were to use Eq. 3-4 to estimate the optimal lengths for the CG and AACG simulations
for other peptides.

2.2.6. The MAP Algorithm to Identify Peptide Oligomers

The self-assembly simulation with a large number of peptides is challenging to
analyze, especially regarding the oligomer distribution which is key to gain insight into
the assembly progress. Thus, we developed a machine-learning algorithm to identify
peptide oligomers (MAP), implemented as a Python program with the Scikit-learn library
(Fig. 2.3). The core step of the MAP method is based on the K-mean clustering of the
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peptide centroid (defined as the Cα atom of the centroid residue, e.g. Leu13 of the 26residue melittin). For each system, the algorithm processes a snapshot from the
simulation (taking the periodic boundary condition into consideration) and tests the
number of clusters. In each step, our program defines the number of clusters and performs
the assignment of clusters. The average distance between any two peptides in a cluster
(annotated as the parameter d) is computed. For example, the optimal cluster assignment
for melittin is achieved when the parameter d is below a cutoff of 25 Å, which is set
according to our prior AA simulations. (Liao 2015) For other peptide systems, we set the
cutoff as 2.5 times of the monomer radius of gyration. With a given cutoff for intercluster distance, MAP finds out the minimum number of clusters, which allows the
average distance between two peptides in each cluster is within the cutoff. Each cluster
assignment is further examined to confirm the oligomeric state, based on the number of
backbone contacts within 1.8 times of the monomer radius of gyration. Further, a cluster
is confirmed when every two peptides in the cluster share backbone C pair contacts over
the minimum (twice of the chain length); otherwise, two or more smaller clusters are
assigned. Finally, with all the cluster confirmed or adjusted, the overall oligomeric
distribution is summarized and reported.
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Figure 2.3. An example of oligomer identification in 27-melittin system by our MAP
algorithm.
Each spot represents the Cα atom of the middle amino acid residue (Pro14) in each
melittin; spots with the same color are in the same oligomer.
2.2.7. Transformation versus Reconstruction of Solvent Model
To convert the explicit solvent model from AACG to AA resolution, we have
tested two solvent recovery protocols: (1) transformation and (2) reconstruction. To
transform the single-site AACG water model to AA model, we directly substituted them
by oxygen atom types and added two hydrogen atoms each. An alternative recovery is to
reconstruct/regenerate new all-atom water molecules after we removed all the single-site
beads of water in the AACG model. Comparing with the reconstruction protocol, the
tetrameric states were significantly stabilized with higher helicity using the
transformation protocol (Fig. 2.4(B) and 2.4(C) as well as Figs. 2.5 and 2.6). Thus, the
transformation protocol is chosen in our top-down approach to recover the detailed water
model and reduce the perturbation to the peptide intra- and inter- molecule interactions.

27

Figure 2.4. Comparison of four AACG+AA protocols
(a), (b), (c) and (d) indicate the protocol that starting with 12-, 18-, 40-, and 70- ns AACG
simulation, respectively ,then transformed it to AA model, 100ns MD simulations
(A)The AACG snapshots before transformation to AA models in dimeric, didimeric,
tetrameric, and tight tetrameric states for protocols (a), (b), (c), and (d), respectively. The
geometric centroid distances are labeled. (B) Plots of the average separation over time.
The magenta plot represents the smoothed AACG data, while the red, yellow and cyan
plots represent the smoothed AA data from three simulation replicas. (C) Histograms of
the helicity percentage, the assembly solvent accessible surface area, and the number of
hydrogen bonds of different protocols in comparison with 100-ns AACG simulation and
pure AA simulations. The red and cyan bars represent the average value from the last 1
ns in the 100 ns AACG and AA, respectively, while the standard deviations are shown
in blue lines.
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Figure 2.5. Average separation of different AACG+AA strategies with water
‘rebuilt’ for AA simulations.
Each plot represents the protocol (a), (b), (c), and (d), respectively. Three replicas are
shown in each plot.

Figure 2.6. Comparison of two protocols that convert the solvent from AACG to AA
models.
Analysis of four-melittin aggregation in the AA+AACG simulations of protocol (a), (b),
(c) and (d). The red, cyan and yellow bars represent the average value from the last 1 ns
in the AACG, AA with water “transform” protocol, and AA with water ‘rebuild’
protocol, respectively.

2.2.8. Attempt of Implicit Solvent Models & Discrete Molecular Dynamics
In addition, we attempted to compare our top-down approach with an implicit
solvent model using the all-atom model with four melittin peptides. Despite many
applications of implicit solvent models in protein folding and structure prediction,(Li
2011, Zhao 2011, Chen 2008, Lee 2017, Kleinjung 2014) few have been reported for
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peptide assembly system. We simulated the implicit solvent system using the
Generalized Born using Molecular Volume (GBMV) model in the CHARMM (Brooks
1983) program, and the Generalized Born model augmented with the hydrophobic
solvent accessible surface area (GBSA). Within our simulations, we did not observe
melittin assembly with implicit solvation models due to slow diffusion of the melittin
molecules (GBSW) or repulsive interaction (GBSA) in comparable time with CG or
AACG models. While much effort is needed to investigate this finding in the future, at
this point we simply conclude that an explicit solvent model is essential, especially for
the seeding stage of peptide assembly when diffusion is demanding to sample.
Other serial multiscale approaches, such as Discrete Molecular Dynamics (DMD)
simulations with the four-bead CG models (four CG beads to represent an amino acid
residue) followed by AA simulations. (Barz 2012, Urbanc 2010) As far as we notice,
DMD employs discrete step function potentials (instead of the continuous potential used
in conventional MD), and thus is more suitable to simulate peptides that are known to
self-assemble to infinite structures like Aβ. Our top-down approach, with less accuracy
sacrificed to speed, is designed to simulate general peptides (for example, peptides that
self-assemble to finite structures like melittin). As a matter of practice, our top-down
approach currently employs available CG, AACG, and AA force fields, which does not
require development and validation of the function potentials as the DMD simulations.
Moreover, our approach also allows incorporating coarser-grained models (or more
model resolutions) to the current implementation, as well as direct transformation (or
back mapping) from the coarse-grained peptide and/or water models to the AA models.
In distinction, the transformation of the four-bead CG models to the AA models in the
30

DMD simulations is via the united-atom representation.(Barz 2012) It remains to be
tested for the DMD-based multiscale approach with more than two model resolutions.
Finally, the DMD approach was reported to overestimate the number of contacts within
peptide dimers, (Barz 2012) while our top-down approach may allow more accurate
prediction provided the tests on several peptides.
2.2.9. Peptide Diffusion.
Table 2.3. Diffusion coefficients and simulation performance.
System size (number of atoms)

Performance (ns/day)

Diffusion coefficient (μm2/s)

AA

AACG

CG

AA

AACG

CG

AA

AACG

CG

A

221,615

71,111

17,718

3.2

15

1530

4.1 ±1.8

6.8 ±1.6

11.8 ±1.8

B

217,816

68,226

19,980

3.3

15

1362

3.7 ±2.0

6.3 ±1.6

13.9 ±2.4

C

227,763

68,934

21,067

2.5

14

1306

2.0 ±0.6

6.7 ±2.0

11.0 ±1.7

D

224,190

70,708

19,271

2.5

15

1408

3.1 ±0.8

7.1 ±2.3

13.5 ±2.0

E

213,470

68,457

17,410

3.3

14

1526

3.3 ±0.9

4.4 ±1.0

11.1 ±2.1

We observed faster diffusion of the melittin peptides in the AACG models (Table
2.3), but comparable diffusion coefficients for the CG and AA models for the peptides
in solvent systems. Importantly, there is a correlation between the order of oligomers (n,
as an integer between 2 to 4) and the diffusion coefficient (Dn), which can be described
as:
𝐷𝑛 = 𝐷1 𝑛−𝛼

(2 − 5)

With the diffusion coefficient not scaling linearly with the coarse grained level,
we obtained a universal exponent α at the value of 0.70 ± 0.12 (Fig. 2.7), in good
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agreement with a classical theory of polymer self-diffusion using the Rouse-Zimm
model. (Zimm 1956, Doi , Griffiths 1998) This theory predicts that the diffusion
coefficient D is inverse proportional to Mα, where Mα is the molecular mass and is a
temperature-dependent factor. Assuming the mass of a melittin molecule (M1) equals 1.0
in a customized unit system, we can directly derive Eq. 3-5 from the Rouse-Zimm model.
The correlations not only show the consistency of the CG, AACG, and AA models and
simulations with prior theory, but also allow for predictions of oligomeric diffusion
coefficients of melittin and other peptides that self-assemble.

Figure 2.7. Linear regression analysis with the diffusion coefficients (µm2/s)
calculated from our CG, AACG, and AA simulations.
The slopes represent the values of -a in each model. a = 0.70 ±0.12.
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2.3. RESULTS AND DISCUSSTION
2.3.1. Top-down AACG+AA Simulations of Four Melittin Assembly Suggests an
Optimal Protocol
We first combined the AACG and AA models to simulate the assembly of four
separated, partially folded melittin peptides. The initial model was from our prior AA
simulations (Liao 2015) for fair comparison of the results. To test the assembly process
in the AACG model, we carried out a 100 ns MD simulation (Fig. 2.8). We observed a
similar trend of stepwise assembly as in the AA simulations, (Liao 2015) but in a much
faster fashion (the dimer and tetramer formed within 10 and 40 ns, respectively).
However, the helicity content of the assembly from the AACG simulations tended to be
lower (28.2 ± 4.9%) compared to measurements from CD spectra (~60%) (Othon 2009)
and our prior AA simulations (47 ±2%). (Liao 2015)

33

Figure 2.8. Plots of serial 100-ns AACG + 20-ns AA simulation for the 4-melittin
system.
Two replicas are shown in red and blue, respectively, and the dash line indicates the
transformation from AACG to AA. The RMSDs were measured with the crystal structure
of melittin tetramer (PDBID: 2MLT).
To examine if successive AA simulations improve the accuracy of the peptide
secondary structures, we carried out successive AA simulations starting from different
stages of the AACG simulation. We designed four different protocols, labeled as
protocols (a), (b), (c), and (d), by taking the AACG structural snapshots at 12, 18, 40,
and 70 ns, transformed it to AA model, and then started 100-ns MD simulations. The
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time points were chosen so that the melittin peptides were in dimeric, didimeric,
tetrameric, and tight tetrameric states for protocols (a), (b), (c), and (d), respectively (Fig.
2.3(A)). Each model (containing peptides, counter ions, and water) was recovered from
the AACG to the AA resolution, equilibrated for ~1 ns, and further simulated for 100 ns
with three replicas. We compared these four AACG+AA protocols, in terms of the
average separation, the melittin helicity, the solvent accessible surface area, and the
number of hydrogen bonds (Fig. 2.3(C)).
In protocol (a), where successive AA simulations were transformed from early
stage of AACG with melittins in low assembling state, we observed that a majority of
the melittins were separate at the end of 100-ns AA simulations (Fig. 2.3(B)). As the
systems were transformed from longer AACG times as in protocols (b), (c), and (d)
where melittins mostly assembled or had already aggregated, the melittins were able to
maintain their tetrameric state, particularly in (c) and (d). Given the general lower helical
conformations in AACG, (Shelley 2017) the overall helicity percentage in (a)-(d) tend to
be lower in comparison with our previous AA simulations. (Liao 2015) Protocol (c)
maintains similar helicity percentage as AACG (28.2 ±4.9%), and exhibit similar surface
area (83.4 ±4.0 nm2) as our previous AA simulation results (85.4 ±5.5 nm2). (Liao 2015,
Andersson 2013) Furthermore, protocol (d) with a longer AACG time resulted in a lower
helicity content and fewer total H-bonds than protocol (c). This is probably because, for
the tight tetramer formed at the AACG stage, inter-peptide hydrogen bonds are more
favored than the intra-peptide ones (Table 2.4), leading to the less helical structure which
needs much longer AA simulations to equilibrate. In general, protocol (c) exhibits the
highest helicity content and total H-bonds and lowest surface area in all protocols (Fig.
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2.3(C)), with the best agreement to the AA simulation. Notably, it is important to balance
the AACG time to avoid excessive inter-peptide interactions like hydrogen bonds, which
leads to lower helicity content. Therefore, we may achieve the maximum accuracy for
the AACG+AA protocol with sufficient but not excessive sampling at the AACG stage
of the multiscale approach.
Table 2.4. Detailed H-bonds count before/after the AA simulation stage in each
AACG+AA protocol.
Protocol

Intra-peptide

Inter-peptide

Total

(a)

4.9 ±1.5/10.1 ±3.1

43.1 ±8.6/31.3 ±7

48 ±9/41.3 ±8

(b)

3 ±2/9.7 ±3.3

29.6 ±5.9/32.4 ±3.6

32.6 ±5.7/42.2 ±4

(c)

10.1 ±3.6/12.7 ±3.0

38.1 ±7.8/39.4 ±6.3

48.2 ±8.3/52.2 ±6.5

(d)

10.5 ±2.2/14.3 ±3.1

38.1 ±4.6/30.6 ±5.7

48.5 ±5.4/44.8 ±6.5

2.3.2. Top-down CG, AACG and AA Simulations of 27 Melittin Assembly Show the
Accuracy and Efficiency
To advance our capacity to study larger systems of peptide assembly, we further
explored the CG simulation stage in addition to the AACG+AA protocol. In the CG
system, 27 melittins (PDBID: 2MLT) were solvated in a periodic box of 168×168×168
Å3 with any two Cα atoms of monomers separated by over 30 Å and were simulated for
400 ns. After 70-ns CG simulation, almost no change in the assembly state was
observed— with a monomer, a dimer, three trimers, two tetramers and a heptamer
(Fig. 2.10). We took snapshots every 10 ns from CG simulation starting from 10 ns,
continued with successive 100-ns AACG and 100-ns AA simulations to check if the
heptameric structure would break into smaller assemblies during the procedure.
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However, we did not observe the dissociation of the heptamer from successive
AACG+AAs after the heptamer was formed in CG simulation. Since the tetramer is
considered as the natural and functional state of melittin, (Miura 2012) we optimized our
top-down approach by choosing the early stage of the CG simulation (~5 ns) with low
oligomerization, followed by a 35-ns AACG and a 100-ns AA stage (Fig. 2.9)

Figure 2.9. Assembling state analysis of 27-melittin system.
(A) Smoothed scatter plot of assembling state over time in 15 ns of CG simulation, two
replicas are in magenta and cyan, respectively. “Over-aggregation” of melittin may occur
after 5 ns. (B) The integrated counted by the number of monomers in the oligomeric
states, trimers, and tetramers. The snapshots of initial model, final CG model, and final
AA model are shown in Fig. 3.1.

The top-down approach can be better demonstrated by oligomer analysis with the
MAP algorithm. We simulated the seeding process with the CG model and obtained the
initial assemblies of 4 dimers and 3 trimers, and then the process of melittin growth was
successfully fulfilled with a dominant population of 5 tetramers at the following AACG
stage (Fig. 2.9). The helicity (45~50%) was greatly improved at the AA stage (Fig. 2.10),
which better agrees with experimental measurement (Othon 2009) and our previous
simulations(Liao 2015). This result highlights the importance of the AA stage for
modeling the maturity process for further stabilization of the melittin assemblies.
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Figure 2.10. (A) Average helicity percentage over time in the AACG (red) and AA
(green) stages.
The raw data is plotted with thin lines, and the smoothed data in solid thick lines. The
data for an extension of the AACG stage is shown with the dotted red plot. (B) Surface
area changing over time in the CG (blue), AACG (red), and AA (green) stages. The data
for an extension of the CG stage is shown with the dotted blue plot. Our top-down
simulation (solid lines) shows a better description of melittin assembly compared to a
long CG simulation (dotted lines). (C) Final snapshots of two replicas with the same
protocol: 5 ns CG + 35 ns AACG + 100 ns AA. The same aggregates are in the same
color scheme: monomer is in green; dimer is in cyan, trimer is in magenta, tetramer is in
yellow, and pentamer is in pink.

2.3.3. Top-down Simulations of Four Peptides Validate Our Theory and Approach
For validation, we have carried out further tests with melittin self-assembly at a
large separation (27 peptides at a minimum of 60 Å between any two of them), as well
as the aggregation of three amyloid peptides (27 peptides at a minimum of 30 Å between
any two of them). These amyloid peptides are the GNNQQNY segment from the yeast
prion protein Sup35 (PDBID: 1YJP), the amyloid-β (Aβ)(16-22) (PDBID: 2MXU), and
the α-synuclein (α-syn)(35-55) (PDBID: 2N0A). We measured the diffusion coefficients
38

of the monomers for GNNQQNY peptide, Aβ(16-22), and α-syn(35-55) at different
stages in preparation for Eq. 3-4 (Fig. 2.5). Accordingly, we estimated the optimized CG
simulation lengths as 3, 3, and 4 ns (~20% of peptides in oligomeric states) and the
AACG simulation lengths as 13, 16, and 29 ns (~100% of peptides in oligomeric states)
for the GNNQQNY peptide, Aβ(16-22), and α-syn(35-55) systems respectively. Guided
by the estimations from Eq. 3-4, we carried out CG and AACG simulations with
corresponding simulation time, and then continued with 100 ns AA simulations.
Table 2.5. Diffusion coefficient (µm2/s) of different assembles in CG, AACG, and
AA.
Dni

d

Aggregation

(nm)

time (ns)

4

7

223

(Liao 2015)

230

2

7

60

(Liao 2015)

AACG

640

3

4.7

5

(Shelley 2017)

4-melittin

AACG

640

4

7

35

(Zhao 2019)

27-melittin

CG

214

2

4

10

(Zhao 2019)

AACG

480

4

5

35

(Zhao 2019)

System

resolution

4-melittin

AA

230

AA

20-melittin

-

nf

(µm2/s)

Ref.

Note: † Extrapolated from the linear fitting

After the 3 or 4 ns CG simulations, 18-26% of peptides were in oligomeric states
for the GNNQQNY peptide, Aβ(16-22), and α-syn(35-55) systems (Fig. 2.11), which
were then transformed and simulated in the AACG stage. In the end of each designed
length of AACG simulations, the GNNQQNY peptide system formed a pentamer and a
22mer; the Aβ(16-22) system formed a 27mer, and the α-syn(35-55) system formed a
tetramer, a heptamer, and a 16mer. It is obvious that further aggregation is favorable after
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low oligomerization (like dimer, trimer, tetramer), which is known as a natural process
for these amyloid peptides. (Irvine 2008, Wang 2008)

Figure 2.11. The integrated monomer/oligomer number distribution counted by
number of peptide individuals.
In successive CG+AACG+AA top-down protocol for the GNNQQNY peptide, Aβ(1622), α-syn(35-55) and melittin systems with final snapshots on the right. The CG, AACG,
AA stages for each system are marked with blue, red, and green lines on the top frame
of each histogram plot. Four colors, red, green, cyan, and orange are used to represent
peptide individuals on the right.
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For the 27 melittins at a large separation (60 Å), 20 and 140 ns were estimated for
the CG and AACG stages by Eq. 3-4. It is noted that, instead of tetramers, trimers were
majorly formed within the simulation time, compared with the smaller separation (30 Å)
systems. As a trimer prefers to bind to a monomer in order to form a tetramer, (Quay
1983) the competition between a trimer and a trimer/dimer for a monomer become the
control stage toward tetramer formation. Also, in order to form tetramers from trimers,
the disassociation process of trimers has to take place, which is much longer than the
expectation based on our theory. Overall, we have validated our top-down approach
systematically by melittin and 3 amyloid peptides systems, which generate reasonable
simulation time length to start with for unknown dispersed peptide systems for selfassembly and aggregation studies.
Through the optimization of AACG+AA to CG+AACG+AA protocols, we have
developed our top-down theory and approach to sample peptides assembly and
aggregation in the balance of efficiency and accuracy. The diffusion coefficients in
different resolution simulations of CG, AACG, and AA, were in good agreement with
the classical theory of polymer self-diffusion model, (Zimm 1956, Doi , Griffiths 1998)
by which we can use an interpolation method to estimate the diffusion coefficients at
higher assembly levels. With the diffusion coefficients and initial conditions, we
estimated the simulation lengths for each simulation of different resolutions from Eq. 34, which was derived from the equation of the Wiener process. (Karatzas 2012) From our
application on self-assembly/aggregation of melittin and three amyloid peptides, ~20%
and ~100% oligomeric states were subsequently achieved in CG and AACG within
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reasonable simulation length, the latter of which serve as good maturity states for AA
simulations. For a peptide like melittin, that adopts a helical conformation as its natural
form, our top-down approach shows better helicity content compared to experimental
(Othon 2009)/AA (Liao 2015) values in the large system (27-melittin, ~510,000 atoms)
than the small system (4-melittin, ~65,000 atoms). The helicity content difference could
be a result of hydrogen bonds competition between folding (intramolecular hydrogen
bonds) and assembly (intermolecular hydrogen bonds). The faster self-assembly occurs
with the smaller system, which decreases the helicity. The slower self-assembly occurs
with larger system, and thus the helicity content is more close to the experimental (Othon
2009) and AA (Liao 2015) values.

The secondary structure contents are shown in Fig. 3.8. The GNNQQNY has a β
contend of ~5%, and α content of 1%. Though GNNQQNY assemblies are usually rich
in β content (van der Wel 2010) they can also be amorphous in secondary structure.
(Srivastava 2015) Such a secondary structure content may also due to the temperature
setting (310K), high temperature leads to slower secondary structure formation and lower
β content. (Nasica-Labouze 2012) The β content in Aβ(16-22) is ~ 9%, which is
consistent with prior works (Xie 2013), in which β strand is neglectable in oligomers
larger than 8mers. In other simulations starting from amorphous monomers, Aβ(16-22)
maintains ~10% β constant when t is ~ 102 ns (t* ~ 102). (Cheon 2011) The α-syn(35-55)
has a β content of ~ 8% and α content of ~1%, showing a decreasing secondary structure
percentage. It suggests that α-syn(35-55) tends to form “off-pathway” amorphous
aggregates (Mor 2016) under our condition.
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2.4. CONCLUSIONS
In conclusion, we have developed and validated a top-down approach to simulate
peptide assembly from dispersed monomers, with model systems of melittin and three
amyloid peptides. This innovative approach allows simulating one model construct
consecutively at CG, AACG, and AA resolutions, facilitated by transformation tools. A
simple equation is also derived based on the classic model of the Wiener process and
successfully validated. Our theory may provide a practical guide to utilize our top-down
approach to study general peptide assembly phenomena from monomers, and eventually
achieve valuable atomic details for future biomedical and materials applications.
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CHAPTER 3: MULTISCALE MODELING OF GPCR
Liao, C., Zhao, X., Liu, J., Schneebeli, S.T., Shelley, J.C., Li, J.. (2017) capturing the
multiscale dynamics of membrane protein complexes with all-atom, mixed-resolution,
and coarse-grained models. Physical Chemistry Chemical Physics, 2017, 19, 9181–9188.
3.1. BACKGROUND
Many membrane proteins form supramolecular complexes, which impacts the
dynamics and function of these macromolecules considerably. (George 2002, Marsh
2015) However, membrane proteins complexes are particularly difficult to study in the
native or native-like environments at the molecular level. (Sachs 2006) Current computer
modeling — especially with molecular dynamics (MD) simulations — goes a long way
in helping to elucidate the molecular structures and dynamics of these complexes.
(Stansfeld 2011) Nevertheless, simulation of these large, dynamic, and complex systems
at long timescales or even experimental relevant timescales are still challenging for
conventional MD simulations using atomic models. (Grossfield 2011)
3.1.1. Models of Different Resolution
Fully or partially coarse-grained models with reduced structural details such as
the MARTINI, (Marrink 2013) the SIRAH, (Machado 2016) the PACE, (Han 2013) the
ADRES, (Bouwens 2007) and the recently developed AACG models (Shelley 2017) are
thus indispensable to achieve higher simulation efficiencies. However, more effort is
needed to evaluate, improve, and verify the accuracy of these models with reduced
resolutions, especially for challenging heterogeneous systems such as protein dimers
(Liao 2016) or oligomers (Periole 2017) in biological membranes. Furthermore, the
potential synergistic benefits arising from combining multiple computational models at
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different resolutions still remain underexplored, with questions of modeling consistency
and combination strategies left largely unanswered.
In this chapter, we utilize three different computational models in MD
simulations, to systematically study the complex formed by two G protein-coupled
receptor (GPCR) systems: A2A receptor (A2AR) and the dopamine D2 receptor (D2R)
in a 1-palmitoyl-2-oleoyl-sn-glycero-3-phosphocholine (POPC) bilayer.
These two GPCRs — A2AR and D2R — are well known to co-localize in the
brain. (Ferre 1991, Salim 2000) It has been shown that antagonism of A2AR increases
the affinity of D2R for dopamine, while stimulation of A2AR signaling can decrease the
dopamine-induced activation of D2R. (Ferre 1991, Salim 2000) Also, stimulation of
D2R-Gi/o coupling was found to dampen A2AR activation. (Ferré 2007, Ferre 2008)
Such

a

reciprocal

antagonistic

interaction

is

likely

attributed

to

protein

heterodimerization in the membrane. (Azdad 2009, Kamiya 2003) Consequently, the
A2AR-D2R dimer interface is considered an emerging target for treating conditions
including Parkinson’s and Alzheimer’s diseases. (Masino 2012, Perreault 2014) Thus,
elucidating the molecular details of the dimeric structures and dynamics with computer
modeling will likely contribute to the discovery of new ways (e.g. dual-acting small
molecules) (Dalpiaz 2012, Jörg 2015, Soriano 2009) to modulate interactions of the
proteins at their interfaces.
To date, experimental and modeling studies have identified multiple A2AR-D2R
interfaces at the molecular level. It is well accepted that A2AR and D2R can form a
variety of complexes which have contacts of different helices or loops at the interfaces.
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For instance, using FRET (Förster resonance energy transfer) and BRET
(bioluminescence resonance energy transfer), Canals et al. proposed the most probable
interface to exist between the transmembrane helices (TM) 5 and/or 6 (TM5/6) from D2R
and TM4 from A2AR in living cells. (Canals 2003) Borroto-Escuela and coworkers in
their experiments discovered, on the other hand, a corresponding interaction between the
C-terminus of A2AR and the intracellular loop (ICL) 3 that connects TM5 and TM6 in
D2R. (Borroto-Escuela 2010) Additionally from modeling, they also suggested an
interface between TM4/5 of D2R and TM4/5 or TM1/7 of A2AR. (Borroto-Escuela
2010) Moreover, using docking and short MD simulations, Prakash and coworkers
obtained a refined model, which oriented TM1 of A2AR toward TM5 of D2R when ICL1
of A2AR was in direct contact with ICL2 of D2R. (Prakash 2012) These abovementioned observations all seem to distinguish the A2AR-D2R interface from the
symmetric TM4 interface suggested for the D2R homodimer. (Gao 2017) Given the fact
that very few membrane protein heterooligomers are thoroughly characterized to the
molecular level, the wealth of prior knowledge about the A2AR-D2R heterodimer
enables us to compare the performance of different computational models, while in return
MD simulations using these models can provide new biophysical insight to complement
prior findings. In this work, we systematically simulated five most relevant complexes
formed by A2AR and D2R (Fig. 3.1) in the lipid bilayer, to capture the protein complex
dynamics on the ns-to-μs timescales. It for the first time showed the consistency among
the all-atom (AA), mixed-resolution (AACG), and coarse-grained (CG) models in
describing protein complex structures. Also, the accuracy and efficiency of these models

46

needed for applications to study challenging biological systems were compared from a
practical standpoint.

Figure 3.1. Cartoon illustrations of the five most relevant A2AR-D2R complexes at
the end of the all-atom simulations
(A2AR in red and D2R in cyan) overlapped with corresponding rhodopsin dimers (grey
cartoon, PDBID: 1N3M). (A) TM4/5-TM4/5, (B) TM4-TM4, (C) TM5/6 (A2AR) TM1/2/3 (D2R), (D) TM1/2/3 (A2AR) - TM5/6 (D2R), and (E) TM1/H8-TM1/H8.

3.2. MODELS AND METHODS

3.2.1. Model Preparation
A2AR models (res. 1-326. Uniprot ID: P29274) were extracted from the final
frames of prior atomic simulations, (Schellenberg 2013) while three D2R model (res. 37414 as a short form. Uniprot ID: P14416-2) were constructed using homology modeling
with the crystal structure of the human dopamine D3 receptor (D3R, PDBID: 3PBL, 50%
sequence identity) as a template. We used the Maestro program (Schrödinger, Inc.) to
connect S259 and P260 in the ICL3, which were disconnected in the D2R homology
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models. Each D2R homology model was refined with a 100-ns atomic MD simulation in
the POPC bilayer and the TIP3P water model with a 15-Å buffer distance. The most
stable D2R model from the refinements was selected for further modeling.

We built the dual-acting ligand models to distinguish models of different
complexes. The binding of these ligands to the A2AR-D2R complexes has been proven
by prior experiments. (Jörg 2015) The two moieties (ZM 2411385 and ropinirole) were
connected by an alkane chain of seven or eleven carbon atoms (Fig. 3.2). The native
distance between the ZM 2411385 center and the center of the A2A pocket is 2.4 Å
(PDBID: 3EML). The native distance between the eticlopride molecule center and the
center of the D3 pocket is 5.6 Å (PDBID: 3PBL). These values were used as reference
distances of binding in our analysis. To build the ligand-bound complex models, the
moieties were aligned to the ligand positions in the reference crystal structures, and the
linkers were built to connect them in Maestro (Schrödinger, Inc.) Since ropinirole (pKa
value ~10) may be either protonated or deprotonated in our 40 different complex models,
80 ligand-bound complex models were constructed and simulated with the simulated
annealing (SA) method in Desmond v3.
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Figure 3.2. Cartoon illustration of a stable ligand-bound model (complex A with the
TM4/5-TM4/5 interface).
Left: The ligand molecule is in the green sphere representation, while the GPCRs are in
cartoon representations (A2AR in red and D2R in cyan).
Right: The chemical structures of the dual-acting ligands. The ZM 2411385 and
ropinirole moieties are highlighted with cyan and red backgrounds, where n is either 4 or
8 in the linker.

3.2.2. Simulation Setup

A2AR-D2R simulations were carried out with the NPγT ensemble (300 K, 1 bar)
through the minimization, equilibration, and production stages. To provide a fair
comparison of the model accuracy and efficiency, all the simulations were performed on
the same architecture (the 20-core Intel Xeon E5-2650 v3 processors of a 2.30 GHz
operating frequency). In a descendent order of model resolutions and an ascendant order
of simulation efficiency, we employed the OPLS-AA (Jorgensen 1996) force field for
our the AA models, the AACG force field for our AACG models, and the MARTINI2.2
(Marrink 2007) force field (in the absence of an elastic network) for our CG models. The
AA and AACG simulations were performed using the Desmond (Bowers 2006) program
with a time step of 2 fs. The CG simulations were carried out using the GROMACS
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(Berendsen 1995) program with a time step of 20 fs. About the simulation lengths, each
AA simulation lasted for 20 to 50 ns, followed by the AACG and CG simulations for 100
ns and 1 μs, respectively (each starting from the final AA models).
Notably, the particle mesh Ewald technique was used for the AA and AACG
simulations. The van der Waals and short-range electrostatic interactions within the
distance cutoff of 9 and 12.0 Å (for AA and AACG respectively) were updated at every
time step, and the long-range electrostatic interactions every third time. In particular, the
Ewald treatment may play an important role in the accurate description of the protein
structures/dynamics in the AACG models, by enabling the inclusion of long-range
electrostatic interactions. In addition, hydrogen atoms in the atomic protein models were
constrained using the SHAKE algorithm. (Ryckaert 1977)

3.2.3. Data Analysis

A2AR-D2R analysis includes structural and dynamic properties by using our
local Tcl and Python tools, i.e. the averaged Cα root-mean-square deviations (RMSDs)
or fluctuations (RMSFs), the surface areas of the protein complexes, the centroid
distances between A2AR and D2R, and the complex diffusion dynamics. Visualizations
were performed with the programs VMD (Humphrey 1996) and Pymol (Schrödinger,
Inc.).
The Cα RMSDs were calculated with the individual A2AR/D2R and the entire
complexes aligned to the reference crystal structures. Specifically, the A2AR models
were compared to the A2AR crystal structure (PDBIDs: 3EML), while the D2R models
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to the D3R crystal structure (PDBID: 3PBL). The entire A2AR-D2R complexes were
also compared to the corresponding rhodopsin dimers (PDBID: 1N3M). Given the highly
mobile GPCR loops, in most of our RMSD calculations only the transmembrane domains
(TMDs) were considered.
The TMD domains were defined as follows: in A2AR, TM1 (res. 8-32), TM2
(res. 43-66), TM3 (res. 78-100), TM4 (res. 121-143), TM5 (res. 174-198), TM6 (res.
235-258), and TM7 (res. 267-290); in D2R, TM1 (res. 33-55), TM2 (res. 66-88), TM3
(res. 105-126), TM4 (res. 150-170), TM5 (res. 188-212), TM6 (res. 330-351), and TM7
(res. 363-386).
The surface areas of the A2AR-D2R complexes were measured as the solventaccessible surface area (SASA) using a probe radius of 1.4 Å.
The diffusion coefficient of the A2AR-D2R complexes in the POPC bilayer were
calculated with, where MSD represents the mean squared displacement of the complex
center of mass (COM) by (Pranami 2015)
𝑀𝑆𝐷(𝜏, 𝛿) =

1
𝑗 = 0𝑁𝜏〈𝒓(𝑗𝛿 + 𝜏) − 𝒓(𝑗𝛿)〉2
𝑁𝜏

(3 − 3)

where Nτ is the number of frames with a width τ over which the average of squared
displacements (SD) is calculated, j indices run the summation over Nτ, and r(t) is the
position of the dimer COM at time t.
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3.2.4. Simulated Annealing Simulations of A2AR-D2R Complexes with Dual-acting
Ligands.
A dual-acting ligand is believed to likely bind A2AR and D2R simultaneously,
but on the molecular level the complex structures are not firmly established. To
understand the binding mechanism of the dual acting ligands and to assess the dimer
models, we have built the models of the A2AR-D2R dimer complexed with the dualacting compounds. In total, 80 complex models were constructed and simulated with the
simulated annealing (SA) method. During each simulation, the temperature was
increased from 10 K to 400 K in four stages over 600 ns, followed by 400 ns at 300 K
(Table 3.1). The final models were evaluated with the centroid distances between the
ligands and the GPCR binding sites, the percentage of residues that in native contacts
with the GPCRs, and the distances between the centers of the ligands and the toggle
switch Trp6.48 in both A2AR and D2R (Table 3.2).

Table 3.1. Five stages used for the simulated annealing (SA) simulations.
Stages

1

2

3

4

5

Duration (ps)

30

70

100

300

500

Temperature (K)

10

100

300

400

300
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Table 3.2. Structural properties of the A2AR-D2R complex models bound to dual
-acting ligands.
Centroid Distancea Native Contact
Complex
(Å)
Percentageb (%)

RMSD (Å)

Distance between Trp6.48 &
Ligand Centroidc
(Å)

A2AR

D2R

A2AR

D2R

A2AR D2R

A2AR

D2R

A

3.4

4.2

72

63

2.5

2.5

12.4

11.8

Ad

7.7

7.8

55

45

3.0

2.6

16.6

12.3

B

12.4

13

46

49

3.4

2.8

15.0

16.2

Bd

15.4

10.6

37

45

3.1

2.9

18.9

13.8

C

7.4

11.0

47

35

3.3

3.6

114.4

1.8

Cd

4.5

10.9

69

25

2.8

4.1

12.2

11.7

D

11.3

7.4

43

24

2.6

3.1

5.1

6.9

Dd

3.9

11.6

78

11

2..3

2.5

10.5

12.9

E

11.3

10.2

48

28

31

2.3

14.4

11.2

Ed

9.3

9.5

69

37

3.0

2.3

14.3

10.8

a

The distance between the A2AR or D2R pocket center and the corresponding binding
ligand center. The reference distances from the crystal structures are 2.4 and 5.6 Å
respectively.
b
The number of residues in A2AR or D2R in contact with the ligand after SA simulations
compared to the reference structure.
c
The distance between the Cα atom of Trp6.48 in A2AR or D2R and the corresponding
ligand center. The reference distances from the crystal structures are 11.0 and 8.0 Å
respectively.
d
Protonated ligands.
Our results provide evidence that the dual-acting ligands are capable of forming
tight complexes with the A2AR-D2R dimer, interacting with both GPCR ligand-binding
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sites. However, given the constraints of the linker, the complexes with the TM4/5-TM4/5
interface (Fig. 3.3) seem to be more favorable for dual-acting ligand binding. The others
with larger separations between A2AR and D2R are less favorable for simultaneous
binding of the dual-acting ligands.

Figure 3.3. Five heterodimeric interfaces used in our study from the rhodopsin
cluster.
Model (PDBID: 1N3M) in grey cartoon. Transmembrane helix 6 (TM6) is in magenta to
guide the eyes. A2AR and D2R are switched in the C and D asymmetric complexes.

Our data also suggest that the protonation state of the ligand and the linker length
may have an impact on dual-acting ligand binding. The ligands with longer linkers bind
the GPCR heterodimer models more tightly, while ligands with shorter linkers tend to
bind to either A2AR or D2R. Overall, we only observed that the ligands stay tightly
bound to the complex A model, which emphasizes the importance of the TM4/5-TM4/5
interface.
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3.2.5. Examination of the AA Models Recovered from the CG Models.
We performed the recovery from the CG to the AA models, in order to examine
the model stability. In the AA simulations with the recovered models, we observed
structurally stable dimer models as shown by the Cα RMSDs in the transmembrane
domains (Fig. 3.4 and 3.5).

Figure 3.4.. Time evolutions of TMD RMSDs and centroid distances.
Each plot was generated from one representative run.
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Figure 3.5. Time evolutions of the TMD Cα RMSDs for individual A2AR/D2R and
the entire dimer complexes using the AA models recovered from the MARTINI CG
models.

These atomic A2AR and D2R models were aligned to a rhodopsin cluster model
(PDBID: 1N3M) that is based on evidence from crystallography and atomic force
microscopy (AFM). (Liang 2003) Alignment to the rhodopsin cluster model, which
allowed us to generate the initial models with the most plausible interfaces, led to only
five A2AR-D2R complex models namely from A to E (Fig. 3.1 and 3.3). Starting from
these initial models, we focused on sampling the biologically relevant conformations of
the heterodimer, thus minimizing the risk of hydrophobic mismatch to the membrane
during our modeling. For the model of complex B, the A2AR model was moved closer
toward the D2R model center for ~10 Å to enable direct TM4-TM4 contacts as in the
D2R homodimer. (Guo 2005) In total, we have built ten A2AR-D2R complex models as
summarized in Table 3.3. These models were embedded into the POPC bilayer with a
20-Å buffer distance, which generated constructs typically in a periodic simulation box
of ~130×150×210 Å3 (containing the A2AR-D2R complex, ~450 POPC lipids, TIP3P
water molecules, counter ions, and 0.15M NaCl).
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Table 3.3. Summary of the A2AR-D2R complex models.
Complex D2R Model Fit to 1N3M Interface A2AR Model Fit to 1N3M Interface
A

D2R-2

Chain A

TM4/5

A2AR*-1

Chain C

TM4/5

A’

D2R-2

Chain A

TM4/5

A2AR-2

Chain C

TM4/5

B

D2R-2

Chain A

TM4

A2AR*-1

Chain D

TM4

B’

D2R-2

Chain A

TM4

A2AR-2

Chain D

TM4

C

D2R-2

Chain A

TM1/2/3

A2AR*-1

Chain B

TM5/6

C’

D2R-2

Chain A

TM1/2/3

A2AR-2

Chain B

TM5/6

D

D2R-2

Chain B

TM5/6

A2AR*-1

Chain A

TM1/2/3

D’

D2R-2

Chain B

TM5/6

A2AR-2

Chain A

TM1/2/3

E

D2R-2

Chain D

TM1/H8

A2AR*-1

Chain F

TM1/H8

E’

D2R-2

Chain D

TM1/H8

A2AR-2

Chain F

TM1/H8

Note: For Models B and B’, the A2AR models were moved closer to the D2R models to
form direct contacts, as in the D2R homodimer. Each model has two simulation replicas.

Using the transformation tools in the AACG program (Schrödinger, Inc.), the
AACG models were directly converted from the AA models (~230,000 particles) to the
constructs of ~70,000 particles, when the AACG potentials were automatically assigned.
In particular, with an adaptation of the OPLS-AA (Jorgensen 1996) potential functional
form, the AACG potentials were designed to maintain all the atomic details of the
proteins in a CG environment, which is comprised of single-site water and/or 16-site lipid
CG molecules. The non-bonded potentials in a polynomial form can encompass the
OPLS Coulombic and Lennard-Jones (LJ) terms as well as more complex potentials used
in typical CG force fields.
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For the CG models, we used the Martini Maker program in CHARMM-GUI (Jo
2008) to construct the protein/membrane complex systems, each of which contains the
CG A2AR-D2R model, a POPC bilayer containing the same number of lipids as in the
AA models, the non-polarizable water models, counter ions, and 0.15M NaCl. A typical
construct has ~21,000 particles in a periodic box of ~135×135×200 Å3.

3.3. RESULTS AND DISCUSSIONS
3.3.1. Comparison of A2AR-D2R Complexes Interfaces
Despite being carried out at different resolutions, our simulations with the AA,
AACG, and CG models all led to consistent stability of the A2AR-D2R complexes on
the ns-to-μs timescales. This is true, in particular, in regard to the key structural features
of the TMD protein-protein interfaces and the location of the lipid/water interface with
respect to the protein. Shown by the low averaged TMD Cα RMSDs to the A2AR or
D3R crystal structures (Lebon 2011, Chien 2010) (mostly within 4 Å in Table 3.4), all
the models suggest that the individual protein molecules well maintain their helical
structures in the membrane. Only the D2R molecule in complex C was found with an
RMSD value above 4.5 Å in the AACG and CG simulations. However, the RMSD values
for the entire complexes in the TMD regions ranged from 4 to 11 Å, in contrast to the
limited TMD changes of individual proteins. The conformational change that
predominantly contributes to the high RMSD values within the complexes is the
formation of tighter complexes, demonstrated by the decreasing TMD centroid distance
(defined as D0 in Fig. 3.6) and the entire complex surface areas (Table 3.4) from the AA
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to the CG models. With a bit of noise, the pattern of the RMSD values, centroid distances,
and surface areas produced by the AA models is also well reproduced in both the AACG
and CG results amongst the different complexes. As well, the AACG values are generally
intermediate between the AA and CG values for the RMSD values and centroid
distances. This consistent pattern, with the AACG results being intermediate, strongly
suggest that all of the results are reflecting the same behavior. Additionally, the trends
from AA to AACG to CG may reflect either a general effect of decreasing resolution or
a benefit from systematically better sampling.

Table 3.4 Key structural properties of the A2AR-D2R complex models.
Averaged TMD RMSD (Å)
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Final Centroid

Model

AA

AACG

CG

Interface

Solvent Accessible
A2AR

D2R

Dimer

Distance (A)

Surface Area (A2)

A

2.5 ±0.1

1.8 ±0.2

3.8 ±0.1

33.0 ±0.6

40819 ±830

B

2.2 ±0.1

2.5 ±0.1

9.5 ±0.1

37.7 ±0.2

42069 ±630

C

2.1 ±0.3

3.5 ±0.7

5.6 ±0.2

32.3 ±0.3

43153 ±728

D

2.0 ±0.3

2.0 ±0.1

5.4 ±0.3

30.7 ±0.5

42033 ±1063

E

2.2 ±0.3

1.5 ±0.2

4.5 ±0.3

43.8 ±0.3

42513 ±529

A

2.9 ±0.4

2.8 ±0.3

4.3 ±0.4

32.5 ±0.6

36906 ±1614

B

3.3 ±0.8

3.9 ±1.1

10.5 ±0.6

35.9 ±0.4

39191 ±981

C

2.7 ±0.6

4.7 ±1.8

6.4 ±0.5

31.4 ±0.3

40059 ±2157

D

2.5 ±0.4

2.7 ±0.3

6.5 ±0.3

29.0 ±0.1

39163 ±2219

E

3.0 ±0.3

2.6 ±0.3

5.6 ±0.4

39.4 ±0.1

39837 ±741

A

3.7 ±0.1

3.8 ±0.1

5.5 ±0.1

30.1 ±0.4

-

B

3.5 ±0.1

3.3 ±0.1

10.8 ±0.3

34.5 ±0.5

-

C

2.9 ±0.1

5.1 ±0.2

7.0 ±0.1

30.3 ±0.5

-

D

3.9 ±0.1

3.5 ±0.1

7.4 ±0.1

27.0 ±0.3

-

E

3.4 ±0.1

3.4 ±0.1

8.0 ±0.2

37.5 ±0.3

-

Note: The measurements with standard deviations were performed with the last 10 ns for
AA and AACG models, and 100 ns for CG models of all the corresponding runs. The
starting centroid distances of the AA models of complexes A to E are 35.8, 38.9, 38.5,
37.8, and 48.3 Å.
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Figure 3.6. RMSFs of each residue for the same complex in AA, AACG, and CG
models
(From top to bottom: row 1-5 for complex A-E; row 6 for a single A2AR28 or D2R).
Centroid distance between the ICL3 and TMD of D2R (D1) and the ICL3 tilt angle varied
with respect to the TMD as illustrated on the right. (Data from AA, AACG, and CG were
plotted in green, magenta, and blue, respectively. Markers: complex A, circle; B, star; C,
diamond; D, triangle; E, cross.)

While our results suggest that overall the five complexes are stable on the ns-toμs timescales, there are structural shifts that are consistently shown by the AA, AACG,
and CG models. For example, all the models agree that complex A has a short A2AR and
D2R inter centroid distance as well as the lowest surface area among all the complexes,
presumably due to non-specific, hydrophobic interactions and shape complementarity
(Lawrence 1993, Li 2013) of TM4 and TM5.
Such observations are supported by prior experiments, (Borroto‐Escuela 2011)
which showed that a helix with the sequence of D2R TM4 or TM5 could compete with
D2R during the heterodimer formation.
Furthermore, we used the final AA structures to construct 80 models bound with
the known dual-acting ligands, (Jörg 2015) which were refined with simulated annealing
(SA) simulations for 1.0 ns each. Only with complex A did we observe that the ligands
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stay tightly bound (Table 3.2), which emphasizes the importance of this complex and the
TM4/5- TM4/5 interface.
Distinct from complex A, the models of complex C always displayed the highest
surface areas in addition to the smallest changes of the centroid distance (2 Å) from the
AA to the CG final models (Table 3.3). Also, the models of complex C had the C-tails
of A2AR separated from the ICL3 N-terminus of D2R by distances noticeably larger (80100 Å between the Cα atom of res. 325 and 222) than all of the other models (15-70 Å,
Table 3.5).

Table 3.5. Distance ranges of the A2AR C-tail (represented by Cα of res. 325) and
the D2R ICL3 (represented by Cα of res. 222) in different complex models.
Complex

DAA (Å)

DAACG (Å)

DCG (Å)

A

50-70

45-70

50-70

B

60-70

55-70

50-70

C

90-100

5-110

80-90

D

60-70

60-70

50-60

E

15-25

15-25

15-25
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Effective range
(Fuxe 2005) of
FRET and
BRET (Å)

10-60

All the complexes other than complex C were in line with the FRET and BRET
evidence, (Borroto-Escuela 2010, Canals 2003, Borroto-Escuela 2010) as the distances
of the A2AR C-tail and the D2R ICL3 were in the typical range (in the order of 6 nm)
for effective energy transfer. (Cottet 2012)
Moreover, at the TMD region, the models of complex D resembled an earlier
computational model, which was prepared from protein-protein docking and short MD
refinements. (Prakash 2012) However, the intracellular contact ICL1(A2AR)-ICL2
(D2R) was not seen in our models, (Prakash 2012) presumably due to the removal of the
fusion protein from our models (which is more relevant to the native proteins). Taking
the structural evidence from our AA, AACG, and CG models and prior studies together,
the order of A2AR-D2R complex stability on the ns-to-μs timescale appears to be: (A)
TM4/5-TM4/5 > (B) TM4-TM4, (D) TM1/2/3 (A2AR) - TM5/6 (D2R), (E) TM1/H8TM1/H8 > (C) TM5/6 (A2AR) - TM1/2/3 (D2R). This order is consistent with the results
of several experimental studies. (Borroto-Escuela 2010, Canals 2003, Borroto-Escuela
2010, Cottet 2012)
3.3.2. The Dynamics of ICL3
Consistently in our AA, AACG, and CG simulations, the ICL3 of D2R is much
more dynamic than the TMDs, which might provide new insight for the regulation of the
dimer formation. The RMSFs values of each residue (Fig. 3.6) for the same complex are
comparable with the AA, AACG, and CG models, which demonstrate the general
agreement of these models in describing the structural fluctuations. The major
disagreement among these models is in the intracellular and extracellular loops, which
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are the most mobile regions in these protein complexes. Notably, the fluctuation per
residue in the ICL3 can be as high as 10-15 Å for a D2R monomer in the membrane,
while it is greatly reduced to 5-12 Å for D2R bound to A2AR. Such high fluctuations
also distinguish the ICL3 of D2R from the TMDs of A2AR and D2R, of which RMSFs
are mostly below 5 Å.

The dynamics of the D2R ICL3 was further analyzed in detail, regarding two
trends shown along the AA, AACG, and CG simulations. The first trend, according to
the reducing centroid distance between the ICL3 and TMD of D2R (D1 in Fig. 3.6), likely
indicates that the ICL3 of D2R gradually forms tighter contacts with the TMD of D2R
or A2AR. The second trend, most obvious in the AACG and CG simulations, is that the
ICL3 tilt angle varied with respect to the TMD at the fixed D1 (Fig. 3.6). It is likely that
this “swinging motion” of the D2R ICL3 is associated with the regulation of A2AR-D2R
dimerization as hypothesized earlier. (Fuxe 2014) Specifically, the A2AR agonist
modulation of the D2R agonist may induce β-arrestin recruitment through a
conformational change in ICL3, which switches the ICL3 from binding Gi/o to β-arrestin.
(Fuxe 2014) It is, for the first time, suggested by our simulations that the highly dynamic
ICL3 of D2R might bias the coupling of the GPCR dimer to different protein partners
(i.e. β-arrestin and Gi/o for D2R and Gs for A2AR) via such swinging motion.
To further examine the possible impacts of ICL3 swinging on the selective G
protein or arrestin binding, we aligned our final AA, AACG, and CG models to the
experimentally determined structures of the β2 adrenoreceptor-Gs and the rhodopsinarrestin complexes (Fig. 3.7). Generally, with the D2R model superimposed to the
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arrestin-bound rhodopsin structure (PDBID: 4ZWJ), we observed subtle steric clashes of
arrestin with the ICL3 of D2R in the complex models. The swinging of ICL3 may be
crucial to avoid such clashes and facilities arrestin binding to D2R. Further, different
A2AR-D2R complexes may have their own characteristic swinging patterns (Fig. 3.7).
It is interesting that in the complex D, likely the swinging of D2R ICL3 can hinder the G
protein-binding site of A2AR. With the A2AR model superimposed to the Gs-bound β2adrenoreceptor structure (PDBID: 3SN6), the ICL3 with small tilt angles (like in
complexes C and D as shown by the CG models) is more likely to occlude the G proteinbinding site of A2AR. Via the ICL3 of D2R swinging, A2AR appears to be more
available to Gs coupling in the complexes with large tilt angles. Taken all together,
although further modeling/simulations might be in need, our models and simulations
provide the preliminary evidence that the A2AR-D2R dimer may demonstrate selectivity
in the coupling with the G proteins or arrestin by forming different complexes and
changing the orientations and conformations of D2R ICL3. It is likely to help elucidate
the molecular mechanism of how the functions and activity of A2AR and D2R are
regulated in such heterodimer.
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Figure 3.7.Cartoon illustration of the regulatory role of D2R (cyan cartoon) ICL3
using the final AA models as examples.
Alignments of the A2AR model (red cartoon) to the β2-adrenoreceptor structure (PDB
ID: 3SN6, the Gα/Gβ/Gγ subunit are in magenta/blue/orange cartoon). Arrestin (PDB
ID: 4ZWJ, green cartoon) is shown only for the complex C with D2R aligned to the
rhodopsin (hidden).

Our tests with different models provide evidence to support potential
combinations of these models, which can be used in future studies to capture the
multiscale dynamics of biophysical systems. With consistent preferences of the protein
complex structures and dynamics, it is possible to gain synergy for the combined use of
AA, AACG, and CG models. To further assess the modeling efficiency, we compared
the lateral diffusion of the complexes and simulation performance (Table 3.6). The
AACG models were directly converted from the AA models, while CG models were
generated with the same number of lipid molecules in AA models. The AACG models
(~70,000 particles) were four times faster than AA models (~230,000 particles) using the
Desmond program with the same 2-fs time step. Moreover, the CG models (~21,000
particles), simulated in the GROMACS program, achieved a factor of ~400 higher
efficiency than the AA models, partially due to the reduction of the particle number and
a much larger time step employed (20 fs).
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Table 3.6. Diffusion coefficients and simulation performance.
System size (number of atoms)

Performance (ns/day)

Diffusion coefficient (μm2/s)

AA

AACG

CG

AA

AACG

CG

AA

AACG

CG

A

221,615

71,111

17,718

3.2

15

1530

4.1 ±1.8

6.8 ±1.6

11.8 ±1.8

B

217,816

68,226

19,980

3.3

15

1362

3.7 ±2.0

6.3 ±1.6

13.9 ±2.4

C

227,763

68,934

21,067

2.5

14

1306

2.0 ±0.6

6.7 ±2.0

11.0 ±1.7

D

224,190

70,708

19,271

2.5

15

1408

3.1 ±0.8

7.1 ±2.3

13.5 ±2.0

E

213,470

68,457

17,410

3.3

14

1526

3.3 ±0.9

4.4 ±1.0

11.1 ±2.1

In addition, accelerated lateral diffusion was observed in the reduced models,
characterized by the diffusion coefficients, which are 3.2 ± 1.2, 6.3 ± 1.7, and 12.3 ± 2
μm2/s for the AA, AACG, and CG simulations, respectively by averaging the values of
all complexes (Table 3.4).

Our results are qualitatively consistent with the wide range of experimental values
of GPCR dimer diffusion coefficients (0.6~4 μm2/s). (Ramadurai 2009, Herrick-Davis
2013, Calebiro 2013, Guixà-González 2016) While the AA models provide the best
agreement to the experimental values, there are factors of 2 and 4 faster diffusions in the
AACG and CG models, corresponding to the progressive reduction in the number of
particles and more efficient sampling. Note that, affected by faster diffusion and more
effective sampling, some of the dynamical properties can differ between the AA and the
partially/fully CG models.
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Given the model consistency and speedup (1-3 orders of magnitude), it is possible
to synergistically exploit the AA, AACG, and CG models to investigate protein
complexes in highly heterogeneous systems. The AA, AACG, and CG models were
consistent in the structural stability of individual receptors and overall complexes, as well
as the distances between the centroids. However, our results also discovered some issues
caused by either the reduced structural detail or the imperfect potentials. First, some
deformation of detailed protein structures may exist when in contact with water and the
charged lipid head groups in the AACG and CG models, such as the intracellular or
extracellular ends of the transmembrane helices and the long helix 8 of A2AR at the
membrane-water interface. Second, we found that the AACG models appeared slightly
more flexible than the AA models, while the CG models, even in the absence of elastic
network restraints used, were much more rigid than the AA models (Table 3.3). It is
noteworthy that neither the AACG nor the CG models can well distinguish between the
activated and deactivated A2AR structures in these complexes, in terms of the structural
and dynamic details. Also, to study longer timescale processes, such as the kiss-and-run
dynamics of GPCR oligomerization (on the far microsecond timescale), (Fuxe 2014)
highly coarse-grained models might be needed in addition to current available models
and methods
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3.4. CONCLUSIONS
In summary, regarding all of these challenges arising when combining the AA,
AACG, and CG models for the multiscale simulation studies of heterogeneous biological
systems, special care needs to be taken during model construction and simulation
analysis. This is true in particular for applications related to integral and peripheral
membrane proteins. Nevertheless, with the modeling consistency and efficiency tested
in this work, it is possible to obtain synergy from the combination of AA, AACG, and
CG models. Furthermore, our results show that it is indeed feasible to alternate among
different models with both existing (in AACG and MARTINI) and new transformation
tools. According to the results discovered in this study, the combination of all-atom and
reduced models represents an efficient solution to investigate complex biophysical
systems in heterogeneous environments. Possible strategies for future tests, which we are
currently pursuing in our laboratory, include simulating with models of either increasing
(i.e. from CG to AA) or decreasing (i.e. from AA to CG) resolutions.

69

CHAPTER 4. MULTISCALE MODELING OF H-NS PROTEINS
4.1 BACKGROUND

The histone-like nucleoid-structuring (H-NS) protein is a central controller of the
gene regulatory networks in enterobacteria (Williams 1997). H-NS inhibits gene
transcription by coating and/or condensing DNA; an environment-sensing mechanism
allows H-NS to liberate these DNA regions for gene expression in response to
physicochemical changes (Fang 2008, Winardhi 2015, Ali 2012). The small H-NS
protein (~137 amino acid residues) carries out its complex functions through two distinct
domains: (1) the polymerization domain in the N-terminus (residues 1-82) which can
dimerize via a head-to-head/tail-to-tail fashion when forming a superhelical filament, and
(2) the DNA-binding domain (DNAbd) in the C-terminus (residues 89-137) which can
associate with conserved DNA sequences that are rich in AT.

4.1.1. Environmental Sensing of H-NS Protein
H-NS preferentially binds to AT-rich sequences, which enables its dual role in (i)
the organization of the bacterial chromosome and (ii) the silencing of horizontally
acquired foreign DNAs (Gordon 2011, Landick 2015, Lang 2007, Navarre 2007). The
latter mechanism allows bacteria to response to changes in environmental factors, such
as temperature, osmolarity and pH. This mechanism is thought to allow bacteria to sense
their presence within a warm-blooded host and adapt the bacteria’s response accordingly.
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Therefore, a detailed understanding of environment-sensing by H-NS may also
open ways to lower the toxicity and fitness of pathogens. The current consensus is that
an increase in temperature (from ambient to the 37℃ inside of the animal host) disrupts
the self-association of H-NS, which weakens its grip on DNA, and hence its capacity to
compact DNA and to repress gene expression (Kahramanoglou 2011).

However, the molecular basis for environment-sensing by H-NS is unclear and
remains controversial (Ono 2005, Bloch 2003, Cerdan 2003, Dame 2006, Vreede 2012,
Esposito 2002). Previous studies suggest that HNS1–83 contains the site for temperature
sensing as the oligomers formed by H-NS1-83 can disassociate into dimers when
temperature is above 37 ℃. (H-NS forms a superhelical protein scaffold for DNA
condensation). Through structural analysis of H-NS1–83 we further showed that H-NS
site1 dimers can associate into a superhelical structure in a head-to-head/tail-to-tail
manner through connections established by site2, which forms a helix-loop-helix
dimerization element (Fig. 4.1). Stiffening model is a representative structure of H-NS
assembly, which has been have been most studied to understand the interactions between
H-NS and DNA. Further, the stiffening model is believed to be sensitive to environmental
changes like pH and temperature.
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Figure 4.1. Schematic structural model for multimerization extracted from the HNS superhelix conformation
Site1 (light and dark green) and site2 (light and dark cyan). Reprint from Ref. (Shahul
Hameed 2019).

4.1.2. Adaptive Evolution of H-NS Protein
To date, studies to elucidate environment sensing of H-NS were almost
exclusively conducted with proteins from two model systems, S. typhimurium (e.g. ((Ali
2014)) and E. coli (e.g. ((van der Valk 2017)) both of which infect humans. Yet, H-NS
orthologs also present in enterobacteria that do not have warm-blooded hosts, raising the
questions such as what biological role H-NS plays in these species. Answering this
question requires to determine the structural basis for environment sensing in H-NS
orthologs with drastically different lifestyles. However, the molecular dynamics and
multidomain composition of H-NS hamper conventional structural analysis.

In this chapter, we simulate H-NS protein systems at different length scale, from
dimers, oligomers to superhelical H-NS filaments systematically at the atomistic detail.
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We aimed at an advanced understanding of molecular basis of environmental sensing,
bacterial genome organization, and xenogenomic silencing. Then we applied extensive
analysis to H-NS orthologs to reveal how H-NS orthologs evolved specific residue
substitutions to adapt environment-sensing to their bacterial habitats at atomic level. Our
findings may open new avenues for strategies to combat antibiotic resistance

4.2. MODELS AND METHODS
We built our homology model of full-length H-NS (UniprotID: P0A1S2) based
on orthologues in SwissModel (33) with the templates for the dimerization domain
(PDBID: 3NR7) and the DNA-binding domain (PDBID: 2L93). Maestro (Schrödinger,
Inc.) was used to construct the full-length model from different domains
4.2.1. Potential of the Mean Force (PMF) of H-NS Dimers

The residues 50-82 were used to build the H-NS dimers. The PMF simulations
were carried out with the MD program GROMACS (34) using the umbrellaing sampling
(US) technique. The CHARMM36 force field was also used. Each site2 monomer of the
center of mass (COM) distance was chosen as the disassociation pathway and used for
enhanced sampling. After 500 ps equilibrium with the NPT ensemble, initial structures
for windows along the reaction coordinates were generated with steered MD. In the
steered MD simulation, one chain was pulled away along in the direction of increasing
the COM distance with force constant of 12 kcal mol-1 Å-2, until the COM distance
reached 25 Å. The windows were taken within a range of 0-25 Å. The umbrella windows
were optimized at the 0.3 Å interval to ensure sufficient overlap. There are about 80
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windows per simulation, and each window was simulated with force constant of 1.2 kcal
mol-1 Å-2. All PMF simulations converge in 38~54 ns per window (Fig. 4.2).

Figure 4.2. The umbrella histogram and convergency to simulate the H-NS
orthologs site2 dimer at different simulation conditions.
293 K, 0.15 M NaCl (Green), 293 K, 0.50 M NaCl (Blue), and 313 K, 0.15 M NaCl (Red).
Each PMF subplot contains a series of 5 curves from 38 to 54 ns/window (4 ns increment),
demonstrating convergence.

The H-NS filament makes one complete turn about its axis every 12 HNS peptides (PDBID: 3NR7) with a diameter of ~ 150 Å. The displacement of each turn
along the axis is 275.56 Å. All the models were solvated in a TIP3P water box, with
counterions to neutralize the charges and additional NaCl for the desired salinity. The
superhelix systems contains ~440,500 TIP3P water molecules, counter ions, and 0.15 or
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0.50 M NaCl in a periodic box 224 x 224 x 275.56 Å3, so that it mimics an infinite
superhelix along z-axis.

Simulation Setup. Our simulations were carried out by GROMACS. All simulations
were performed following a minimization, 250 ps equilibration in the NVT and NPT
ensemble with Berendsen temperature and pressure coupling, and a production stage
NPT (293 or 313 K, 1 bar). The CHARMM36 force field was used with
the cmap correction. The particle mesh Ewald (PME) technique was used for the
electrostatic calculations. The van der Waals and short-range electrostatics were cutoff
at 12.0 Å with switch at 10 Å.

4.2.2 Simulation Setup of Filaments and Tetramers
The H-NS filament makes one complete turn about its axis every 12 H-NS
peptides (PDBID: 3NR7) with a diameter of ~ 150 Å. The displacement of each turn
along the axis is 275.56 Å. All the models were solvated in a TIP3P water box, with
counterions to neutralize the charges and additional NaCl for the desired salinity. The
superhelix systems contains ~440,500 TIP3P water molecules, counter ions, and 0.15 or
0.50 M NaCl in a periodic box 224 x 224 x 275.56 Å3, so that it mimics an infinite
superhelix along z-axis. The H-NS tetramer models include two H-NS peptides and two
H-NS site1 domains. Each tetramer system contains a protein model, ∼33 400 TIP3P
water molecules, counter ions, and 150 or 500 mM NaCl, totaling ∼106 300 atoms in a
periodic box ∼133 × 98 × 98 Å3.
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MD simulations were performed using VMD (Humphrey 1996), NAMD (Phillips
2005), GROMACS(Berendsen 1995) or ANTON (Shaw 2009). Each system went
through minimization, 250 ps equilibration, and 100 ns (filaments) or 100 ns (tetramers)
MD production procedure in the NPT ensemble (293K or 313K, 1 bar) with a time step
of 2 fs. Langevin dynamics (Kubo 2012) with low damping coefficient of 1 ps−1 was used
for temperature control and Nose–Hoover Langevin piston for pressure control (Martyna
1994, Feller 1995). The particle mesh Ewald (PME) technique (Darden 1993)was used
for the electrostatic calculations. The van der Waals and shortrange electrostatics were
cut off at 12.0A˚ with switch at 10.0 A˚ . Each system has two replicas of simulations.

4.2.3. Computational Data Analysis
All the data analyses were carried out in GROMACS, VMD Tcl scripts, and inhouse Python programs. In particular, root-mean-square fluctuations (RMSF), rootmean-square deviation (RMSD), salt-bridge interaction, polar interaction, and
hydrophobic interaction were analyzed in VMD (37) For salt-bridges, the O and N atoms
in the charged residues (Arg, His, Lys, Asp, and Glu) were used with a distance cut-off
of 4.5 Å. For the polar interaction, the atoms in the side chains with the partial charge
cutoff (> 0.3 unit for a polar contact) were used with a distance cutoff of 4.5 Å. The cutoff for classifying hydrophobic interactions was 6.0 Å between the C atoms of the
hydrophobic residues. The relative percentage (P) of hydrophobic contacts is defined as
Eq. 4-1.
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𝑁

𝑃=∑
𝑛=1

𝐶𝑛
𝑁𝑀

(4 − 1)

N is the total number of frames, Cn is the number of hydrophobic contacts at frame n,
and M is the largest value in the series of Cn. The PMFs were determined using the
Weighted Histogram Analysis Method (WHAM) (38) implemented in GROMACS. All
the visualization was performed with python, VMD, Pymol (Schrödinger, Inc.), and
Maestro (Schrödinger, Inc.).

Using our local Tcl and Python tools, we analyzed the structural and
dynamic. The RMSDs were calculated with center of mass (COM) of each individual HNS monomer dimerization domain (residue No.2-82) and the entire complexes aligned
to the initial models, which were built from reference crystal structures. Given the highly
mobile DNA binding domain, in most of our COM calculations only the dimerization
domains were considered, such as top view, the measuement of perimeter and diameter.
Pearson’s correlation coefficients were calculated by:
𝑟=

∑(𝑥 − 𝑚𝑥 )(𝑦 − 𝑚𝑦 )
√∑(𝑥 − 𝑚𝑥 )2 ∑(𝑦 − 𝑚𝑦 )

(4 − 2)
2

Where mx is the average of x, my is the average of y. As the Pearson’s correlation
coefficient (Pc) of RMSD and the distance of site1 and DNA binding domain are
mostly negative, we took the Pc ∈ (-0.3, 1) to be weak correlation, Pc ∈ (-0.5, -0.3) to be
moderate correlation, Pc ∈ (-1,-0.5) to be strong correlation.
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The distance of site1 and DNA binding domain were calculated by corresponding
COM. We took the cutoff of free-moving DNA binding domain to be 45 Å, based on the
distribution of distance.

4.3. RESULTS AND DISCUSSION
4.3.1. Potential of Mean Force (PMF) Calculations Distinguish the Stability of Site1
and Site2

Figure 4.3. The PMF plots of site1 (left) and site2 (right) dimers along the pulling
direction using COM distance between two monomers as the collective variable.
The dissociation state of the monomers is set as the reference (0.0 kcal/mol) for each
calculation. We averaged the data with SDs as error bars from six PMFs; the small
standard deviations (SDs) indicate the convergence of the PMF.

The H-NS monomers were defined as follows: dimerization domain (res. 2-82) including
site1 (res.2-49) and site2 (res. 50-82), linker (res. 83-95), and DNA binding domain (res.
96-137). Our results showed that site1 is robust to physiochemical changes, and
suggested that these parameters act through unfolding of site2. To assess the energetics
of site1 and site2 dimerization, we performed PMF calculations of the site1 and site2
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dimer dissociation processes under three conditions: (i) 0.15 M NaCl at 293 K (a regular
condition), (ii) 0.50 M NaCl at 293 K (at high salinity) and (iii) 0.15 M NaCl at 313 K(at
high temperature) (Fig. 4.3). At the energy minimum, site1 has a shorter centre-of-mass
(COM) distance (2.4–3.8 Å) than site2 (5.8–6.4 Å), and the dissipation distance to the
dissociated state (0.0 kcal/mol) was also longer for site1 (∼32 Å) than for site2 (∼24 Å)
(Fig. 4.3). Both observations are consistent with site1 being more compact and having
more residues and intermolecular contacts, in agreement with their crystallographic
structures. The difference between the energy minimum of the dimeric state and the
energy of the dissociated state represents the dimeric thermodynamic stability. Under the
regular condition, this energy difference was 27.3 ±0.4 and 19.8 ±0.9 kcal/mol for site1
and site2, respectively. When exposed to high salt or heat, the energy difference
decreased, respectively, to 23.7 ±0.6 and 21.7 ±0.7 kcal/mol for site1, and to 14.4 ±0.2
and 15.1 ±0.2 kcal/mol for site2 (Fig. 4.3). At high salinity, we observed a kinetic energy
barrier for site2 of about ∼3.5 kcal/mol upon the dissociated states, corresponding to a
state when the two monomers loosely associated by weak polar/charged contacts (Fig.
4.3). Together, these analyses supported that temperature and salinity affect the stability
of both dimeric structures. However, site2 has a markedly lower thermodynamic stability
than site1. Thus, under heat strain the site2 dimer would dissociate much earlier than
site1.

4.3.2. Molecular Simulations Confirm the Stability of the site1 N-terminal dimer
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Next, we used MD simulations to investigate the reaction of H-NS to temperature and
salinity at atomic detail. First, we simulated the dynamics of a multimeric site1 and site2containing full-length S. typhimurium H-NS construct under three conditions: (i) 0.15 M
NaCl at 293 K (a regular condition), (ii) 0.50 M NaCl at 293 K (at high salinity), and (iii)
0.15 M NaCl at 313 K (at high temperature). For site1, the small root-mean-square
deviation (RMSD ∼1Å , Fig. 4.4(A)) and the small root-mean-square fluctuation (RMSF
= ∼1.5 Å , Fig. 4.5) per residue implied only subtle conformational changes; as the
temperature increases, fluctuations mainly increased in the N-terminus of α1 (especially
at K6 and I7) and the loop between α2 and α3 (around E20) (Fig. 4.4(A)). An increase in
salinity only mildly raised the RMSF around E20, as a result of decreased intermolecular
polar/charged contacts (Fig. 4.4(B)). Thus, site1 appeared robust toward heat and salt in
our simulations, mirroring the high in vitro stability of site1.

Figure 4.4. Site2, but not site1, of S. typhimurium H-NS is sensitive to changes in
temperature and salinity.
(A) Histogram of Cα RMSD of site1 and site2 dimers, with the S. typhimurium H-NS
crystal structure (PDBID: 3NR7) as the reference. We superposed residues 5–41 and
residues 55–81 for the RMSD calculations of site1 and site2, respectively.
(B) Histograms of the polar (H-bond)/charged (ionic) contacts and of non-polar
(hydrophobic) contacts across protein chains of site1 and site2 dimers.
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Figure 4.5. Plot of average residue fluctuation (RMSF) for site1 and site2 with
respect to the crystal structure (PDBID: 3NR7)
Presented along the H-NS sequence. Prominent features the high-temperature and highsalinity conditions are highlighted in red and blue, respectively.

The overall RMSD of site2 was larger than site1 in the regular condition, and
further increased in the high temperature or salt conditions, concomitant with increasing
fluctuations (Fig. 4.4, 4.5). The reduced stability of site2 is explained by it forming fewer
polar/charged and hydrophobic interactions at the dimer interface compared to site1 (Fig.
4.4B). Under all conditions, the N-terminal half of α4 (residues 71–75) showed aboveaverage RMSF. The same region responded with highest RMSF increases to heat or
salinity (highlighted in red and blue, respectively, in Fig. 4.5). This region contains D71
and E74; D71 is capping α4, and both D71 and E74 form intramolecular ionic bond pairs
(D71:R90’ and R54:E74’, where the apostrophe denotes the second chain. Fig. 4.6(A)).
Additionally, at high salinity we observed increased fluctuations for residues 67–70
(second blue area in Figure 4.5). This area included D68, which forms an ionic bond with
K57’ (Figure 4.6(A)). In silico mutation of D71 and E74 into alanines reduced the effect
of salt, while increasing or maintaining the amplitude of conformational changes in the
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normal and high-temperature conditions (Fig. 4.6(B)), in agreement with a role of these
residues in mediating the heat and salinity response.

Figure 4.6. Key ionic bonding pairs in site2 and site1 of H-NS.
(A) Key ionic bonding pairs in site2 and site1 of H-NS respectively illustrated by a final
snapshot of 200- ns MD simulations at regular condition (150 mM NaCl at 20 ˚C).
(B) Stability of site2 with two single point mutations on two key acid residues in α4
region, D71A and E74A. These mutations abandon the natural ionic pairs, R54:E74’ and
D71:R90’, with which H-NS gets the smallest affect from salinity and exhibits relatively
large conformational change at regular and high temperature conditions indicated by
RMSD measurements.
(C) Stability of site2 and site1 of wildtype H-NS illustrated by the final snapshot of a
700-ns MD simulation under excessive temperature. Site1 remains in a stable dimerized
structure while site2 lost helicity at the α4 region. The R54:E74’ pair got disturbed and
the helix a4 of site2 turned into coil conformation. Notably, for the middle monomer, no
bending was observed at the central α3 helix, largely due to the closely associated DNA
binding domain. Reprint from Ref. (Shahul Hameed 2019).
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A 700-ns long simulation of a full-length S. typhimurium H-NS dimeric construct
under excessive temperature (420 K) further confirmed that the dimeric site1 structure
including helix α3 remained relatively stable whereas the helix α4 of site2 turned into a
loose coil. Together, our MD simulations designated site2 as the agent of heat and salt
sensing and suggested that the N-terminal half of α4 and the proceeding loop play a key
role in translating environmental changes into site2 destabilization.
4.3.3. H-NS Filaments Are Sensitive to Environmental Changes in Temperature
and Salinity

As an important protein in environmental sensing of many Gram-negative
bacteria, H-NS is believed to release the bound DNA which consequently allow gene
expression. We simulated the H-NS filaments at three different conditions (0.15 M NaCl,
293 K; 0.50 M NaCl, 293 K; or 0.15 M NaCl, 313 K). The center of mass of each H-NS
monomer was used to show the tertiary structure. The initial top view (x-y planar
projection) of H-NS filament is a regular dodecagon. We also measured the length of 6
diagonals of dodecagon projected on the x-y plane over time. After 100 ns simulation,
though the connection of the H-NS filaments remains, the H-NS under high temperature
(0.15 M NaCl, 313 K) went through a remarkable conformational change, as shown in
Fig.4.7A and 4.7C. The top views tend to transfer from circle to oval. However, only the
minor axes became shorter during the simulation, while the length of major axes
remained. We can also see this trend in the relationship of perimeter over time in Fig.
4.7B. The perimeter of the 2-D ovals shrinks ~20-30 %, meanwhile, the periodic cell
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along z axis did not change with NpT ensemble simulation. It means that the H-NS
monomers became shorter on average. We also compare the H-NS filaments at different
conditions. Though the H-NS filaments did not disassociate, they show higher sensitivity
to salt or temperature in terms of structural stability. The H-NS filaments under high salt
or high temperature condition undergo a larger conformational change than the control
group (0.15 M NaCl). The large RMSD of H-NS monomers may come from either the
distortion by itself or the translation induced by neighboring monomers. We noticed that
some H-NS monomers distorted because of the interaction of C-terminus (site1) and Nterminus (DNA binding domain). Then we tested the Pearson's correlation coefficient
(Pc) of RMSD and distance of C-terminus and N-terminus over time for every H-NS
monomer in all models. In Fig. 4.8(C) we can see the distribution of the distance of Cterminus and N-terminus have a high peak at the distance of 20-45 , which means the Ctermini were bound by N-termini. A wide peak appears at the distance of 45-80.
Therefore, we took a cutoff of 45 A of the bound C-termini and free-moving C-terminals.
For H-NS monomers falling into strong, medium, and weak correlation groups, we
distinguish the free-moving C-termini and bound C-termini, shown in Fig. 4.8(C). Of 28
H-NS with strong correlation coefficient, 26 are bound. An example was shown in Fig.
4.8(D). While for the H-NS with weak correlation coefficient, 10 out of 30 are freemoving. Another fact is that the bound C-termini usually led to large RMSDs (Fig.
4.8(C)). Therefore, the conformational change can be induced by the movement of the
C-terminus. The DNA binding domain which has a short linker connected to site2, can
be free-moving in the model. However, when DNA binding domain connects to the site1,
the linker which is shorter than the dimerization domain, will compress the dimerization
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domain between site1 and site2, so that the dimerization domain is distorted. Thus, the
bound DNA binding domain is an important reason for the huge conformational change
at x-y plane.

Figure 4.7. Comparison of the H-NS filaments at different conditions.
Green: 293 K. 0.15 M NaCl, yellow: 293 K, 0.50 M NaCl, blue: 313 K, 0.15 M NaCl.
(A) Scheme of top view (x-y plane) of one circle of H-NS filaments. Each dot represents
the COM of H-NS monomer. Progressive colors from light to dark indicate the snapshots
from 0 to 100 ns with interval of 10 ns.
(B) Perimeter of one circle of H-NS filaments.
(C) Two dimensional lengths of six diagonals projected on x-y plane.
(D) Average RMSD of H-NS filaments. Trajectories of the last 10 ns were used.
(E) and (F) Top view and side view of H-NS filaments at the end of simulation.
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Figure 4.8. Correlation of DNA binding domain and filaments distortion.
(A) A representative top view of H-NS filaments. Final snapshot is aligned to the initial
model.
(B) A representative side view of H-NS filaments.
(C) Distribution of distance of DNAbd and site1 at different conditions and bar plot of
bound/free-moving DNAbd over correlation strength. Green: 293 K, 0.15 M NaCl, blue:
293 K, 0.50 M NaCl, red: 313 K, 0.15 M NaCl. In bar plot, blue is the number of bound
DNAbd in the filaments, orange is the number of free-moving DNAbd in the filaments.
(D) A representative plot of DNAbd and RMSD, which shows strong correlation while
the DNAbd is bound (distance< 45Å) .
(E) A representative plot of DNAbd and RMSD, which shows weak correlation while
the DNAbd is free-moving (distance> 45Å).
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4.3.4. The Site1 Dimer Is Markedly More Stable Than the Site2 Dimer in the H-NS
Orthologs.

To investigate the adaptation of environment-sensing by H-NS, we selected four
H-NS orthologs from ~3000 H-NS-like sequences available in the Uniprot database: 1)
H-NSST from S. typhimurium (a pathogen of mammals), 2) H-NSEA from Erwinia
amylovora (a plant pathogen that infects apples and pears), 3) H-NSBA from Buchnera
aphidicola (an endosymbiont of aphids), and 4) H-NSIL from Idiomarina loiheinsis (a
free-living bacterium from a deep-sea hypothermal vent). H-NSEA and H-NSBA share
more than 60% sequence identity with H-NSST, whereas H-NSIL is only 40% identical to
H-NSST (Fig. 4.9(A)). Across the orthologs, the least conserved regions are residues 45–
56 in α3, and residues 77–86 (end of α4 and beginning of the linker). The variable
residues on α3 and linker may act as simple spacers (Fig. 4.9), suggesting α4 as a prime
candidate for mediating adaptations to the environment.
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Figure 4.9. The sequence, structure, and habitat of selected H-NS orthologs.
(A) Sequence alignment of HNS orthologs was performed with ESPript 3.0. The color
cheme for sequence similarity is: red background (identical in four orthologs) > red font
(similar residues) > black font (totally different). Green, cyan, and yellow frames are
used to indicate the corresponding regions in panel (C). (12): H-NSST (UniprotID:
P0A1S2), H-NSEA (UniprotID: D4I3X2), H-NSBA (UniprotID: P57360), and H-NSIL
(UniprotID: Q5QW35).
(B) Illustration of the environment of the selected orthologs.
(C) The tetrameric H-NSST model we used for MD is shown with each domain labelled:
site1 (green helices), site2 (cyan helices), linker (grey loop), and DNA-binding domain
(yellow surface). The truncated site1 of flanking site1-dimerized chains are shown in
magenta and pale orange. The tetramer H-NSST model was shown in cartoon, with each
domain labelled: site1 (residues, 1-44), site2 (52-82), linker (83-92), and DNA-binding
domain (93-137).
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H-NSST site1 and site2 form homodimers to enable H-NS multimerization in a
head-to-head/tail-to-tail fashion (Fig. 4.9(C)) (15). In concert with the DNA interaction
of the individual domains, this homooligomerization is required for tight DNA binding
and hence gene repression. In our previous study, we showed that only H-NSST site2
dimers unfold and dissociated within a biologically relevant temperature range, whereas
site1 dimers remain unaffected (17). The higher stability of the site1 dimer of H-NSST is
explained by a substantially larger contact surface between the two monomers (ca. 3,300
Å2 compared to ca. 850 Å2 for site1 and site2, respectively, according to PDBePISA (27)).
To investigate whether this mechanism is conserved in other H-NS orthologs, we built
homology models for H-NSEA, H-NSBA, and H-NSIL using the crystal structure of the HNSST site1- site2 fragment as a template (PDB ID: 3NR7) (15). Next, we constructed a
tetrameric model as a minimal representation that conserves all features of the H-NS
multimer. This tetramer contained two full-length H-NS monomers (residues 1-137, with
templates PDB IDs: 3NR7 and 2L93) and two partial monomers, truncated before site2
(residues 1-52) (Fig. 4.9C). To probe differences in environmental responses of the
orthologs, we first used conventional full-atom molecular dynamics (MD). We simulated
all four tetramers (a ~100,000 atom system) for 200 ns at three different conditions (0.15
M NaCl, 293 K; 0.50 M NaCl, 293 K; or 0.15 M NaCl, 313 K).

The tetramer simulations at 0.15 M NaCl and 293 K produced a lower residue
fluctuation level in site1 (local root-mean-squared fluctuation, RMSF 0.4 to 1.9 Å) than
in site2 (local RMSF 0.5 to 4.4 Å) for all four orthologs. The higher stability of the site1
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dimer is explained by the generally higher number of nonpolar contacts than in the site2
dimer (Fig. 4.10). These contacts involved conserved hydrophobic amino acid residues,
notably L5 (or I5) and L8 of α1, L14 of α2, and L23, L26, V36, and V37 (or I37) of α3
(Fig. 4.10).

Figure 4.10. Contacts in site1 in H-NSST, and salt bridge in H-NSST, H-NSEA, HNSBA, and H-NSIL.
Hydrophobic contact residues are shown as sphere models, and polar contact residues as
stick models. Two protein chains forming the dimer are color-coded. Site2 alignment in
red indicates the residue sites potentially form salt bridges in H-NSST, the alignment in
green indicates the residue sites form nonpolar contacts in H-NSST.

These interactions remained formed in all site1 dimers in our tetramer simulations
(at 0.15 M NaCl at 293 K) and tetramer simulations at higher salinity (at 0.50 M NaCl at
293 K) or higher temperature (at 0.15 M NaCl at 313 K). Hence, we found that the
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stability of the site1 dimers resulted mainly from strong and conserved nonpolar packing.
Collectively, these data conclude that the mechanism observed for H-NSST — where site1
remains stable, and the site2 stability is affected by the environment — is conserved in
H-NSEA, H-NSBA, and H-NSIL.

4.3.5. Variations in the Site2 Sequence Alter the Sensing Sensitivity of H-NS
Orthologs.

Compared to site1 dimers, site2 dimers harbor fewer nonpolar contacts, only involving
residues L58 (or I58), Y61 (or F61), M64 (or A64), I70, and L75 (or I75) (Fig. 4.10).
Hence, while site1 dimerization was largely maintained by nonpolar packing, site2
dimerization was strongly driven by electrostatic interactions from selective salt bridges.
MD simulations revealed that these salt bridges were in a dynamic equilibrium between
forming, breaking, and rearranging. These salt bridges were either formed in cis, within
the site2 monomer (e.g., E52-R56 and R62-E63 in H-NSST) or in trans, between two
monomers in the site2 dimer (e.g., R54-D71’, R54-E74’ and K57-D68’ in H-NSST; where
the apostrophe denotes residues from the second chain; illustrated in Fig. 4.11). In
addition to substitutions that delete (E52A in H-NSBA; E63S and D68A in H-NSIL) or
weaken (E63Q in H-NSEA; D71N in H-NSBA) these salt bridges, our simulations showed
different levels of site2 salt bridge stability among orthologs (Fig. 4.11): (i) The
intermonomer salt bridge R/K54-E/D74’ was stable in all our simulations at 293 K and
0.15 M NaCl, but less likely to form at an increased temperature (313 K) or salinity (0.50
M NaCl), suggesting that this salt bridge is involved in environmental sensing (Fig.
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4.11(A)). (ii) Absent in HNSIL, the inter-monomer salt bridge K57-D68’ remained
formed during all our simulations of HNSST, H-NSEA, and H-NSBA, indicating a
‘housekeeping’ role for the stability of the site2 dimer in all orthologs except for H-NSIL
(Fig. 4.11(B)). Our simulations show how specific protein dynamics might modulate the
ortholog’s response to salinity or temperature. For example, we observed increased
bending of the α3 backbone (annotated by the black arrow in Fig. 4.11(C)) at high
temperature (313 K) or high salinity (0.50 M NaCl). Although α3 bending occurred in
all orthologs, it only significantly affected the site2 dimer of H-NSST by separating R54
from E74’ or D71’, suggesting that this mechanism contributed to the salt and
temperature sensitivity of H-NSST site2, whereas it was not strong enough to significantly
affect site2 stability in other orthologs. Another example was given by H-NSEA, where
an alternative R54-D71’ salt bridge formed whenever the R54-E74’ contact was broken
at 313 K. This alternative R54-D71’ salt bridge stabilized the H-NSEA site2 dimer at the
higher temperature, suggesting that this compensatory mechanism resulted in a decreased
sensitivity to temperature (Fig. 4.11(C)). H-NSIL provided a final example for a specific
response. Compared with the R54-E74’ salt bridge (Fig. 4.11(A)), the K57-D68’ salt
bridge only varied slightly in all our simulations (Fig. 4.11(B)). However, the substitution
D68A in H-NSIL supplanted the electrostatic interaction with a nonpolar interaction,
which was broken at 313 K in our simulations (Fig. 4.11(D)). This effect suggested that
H-NSIL had a reduced sensitivity to salinity, while remaining sensitive to temperature.
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Figure 4.11. Conserved inter-dimer salt bridges observed in MD simulations.
(A-B) Violin plots of the distance between the nearest sidechain nitrogen atom of
lysine/arginine and the sidechain oxygen atom of aspartic/glutamic acid in the salt bridge.
Each subplot shows the results obtained at 293 K, 0.15 M NaCl (left), 313 K, 0.15 M
NaCl (middle), and 293 K, 0.50 M NaCl (right). Each “violin” displays the mean value
(the bar in the center of the violin), the range (the stretched line), and the distribution of
the distance (kernel density on the side). As we use the numbering of H-NSST, there are
position shifts in H-NSBA and H-NSIL: R54 to R53, K57 to K56 and D68 to D67 in HNSBA; R54 to K53 in H-NSIL.
(C) Final snapshots of the R54-E74’ salt bridge in H-NSST and K54-D71’ in H-NSEA.
Color scheme of the cartoon: 293 K, 0.15 M NaCl (green), 313 K, 0.15 M NaCl (red),
and 293 K, 0.50 M NaCl (cyan).
(D) Final snapshots of the K57-D/A68 contact in H-NSST and H-NSIL. Same color
scheme as (C).
(E) Free energy changes as a result of increased salinity or temperature, according to the
PMFs calculated from umbrella sampling.

To complement the dynamics of H-NS orthologs from our conventional MD simulations,
we used extensive simulations with umbrella sampling to quantitate the overall site2
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stability. We calculated the potential of mean force (PMF) for site2 dimer dissociation
(residues 50-82, ca. 46,000 atoms) of the four H-NS orthologs for three different
conditions (low salinity/low temperature, high salinity, or high temperature). The site2
monomers were not constrained and remained structurally flexible during the
dissociation process. To ensure convergence in the PMFs, we employed long windows
(54 ns) in simulations totalling 52 μs (see Fig. 4.2 for resulting histograms and PMFs
along the dissociation coordinate). According to the free energy difference between the
dimerization and dissociation states (ΔG=Gdimer-Gdissociation), we estimated the energetic
impact from increased salinity and temperature as ΔΔG = ΔGhigh salinity or temperature - ΔG293K,
0.15M NaCl

(Fig. 4.11(E)). Notably, high salinity (0.50 M NaCl) or temperature (313 K)

decreased the stability of the H-NSST site2 dimer by 2.2 kcal/mol. H-NSBA displayed a
similar sensitivity to temperature but a lower sensitivity to salinity, which destabilized
the dimer by 1.5 kcal/mol. Interestingly, our data indicated that H-NSEA was only
sensitive to salinity, whereas raising the temperature had little impact on the stability of
the HNSEA site2 dimer. Conversely, H-NSIL only responded to temperature, whereas the
increased salinity did not affect the stability of its site2 dimer (ΔΔG ~ 0 kcal/mol).
Collectively, our conventional MD simulations and PMF calculations suggested how, on
the atomic level, changes in the site2 sequence may alter the sensitivity of the H-NS
orthologs to different environmental changes.
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4.4. CONCLUSIONS

To determine the molecular mechanism for environment-sensing by H-NS, we
applied conventional AA simulation to study H-NS dimer, tetramer, and filaments under
different condition. Along with PMF and free energy calculation, we were able to
confirm that N-terminal site1 dimerization domain of S. typhimurium H-NS does not
change conformation in response to changes in physiochemical parameters, while site2
is responsible for the environmental sensing to salt and temperature. Further, the H-NS
filaments show less mechanical stability under high salt or high temperature conditions.
The contacts of N-terminus and DNA binding domain may lead to the mechanical
distortion of the filaments. Our findings reveal two different mechanism of
environmental sensing by H-NS protein.
Based on our understanding of the molecular details on the stability and dynamics
of site2 and the site1, we investigated environmental sensing of H-NS orthologs from
bacteria that infect plants, bacteria that are endosymbionts of insects, and bacteria that
are presumably free-living in or close to a hydrothermal vent. Though all four orthologs
share similar response to temperature and salt, marked idiosyncrasies in the response of
H-NS orthologs suggest that this ancestral feature was adapted to fit the current habitat
and lifestyle.
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Venable RM, Krämer A, & Pastor RW (2019) Molecular dynamics simulations of
membrane permeability. Chemical reviews 119(9):5954-5997.
Vreede J & Dame RT (2012) Predicting the effect of ions on the conformation of the HNS dimerization domain. Biophysical journal 103(1):89-98.
Wang J, Tan C, Chen H-F, & Luo R (2008) All-atom computer simulations of amyloid
fibrils disaggregation. Biophysical journal 95(11):5037-5047.
Wassenaar TA, Ingólfsson HI, Prieß M, Marrink SJ, & Schäfer LV (2013) Mixing
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