Consider the dynamical systemü+2αu+u = acosωt where the position u is constrained to remain above an obstacle of height u min ; when u reaches the obstacle, its velocity is reversed and multiplied by a restitution coefficient e ∈ [0, 1]. We use one numerical scheme to approximate the solutions. This scheme presents weaknesses in the computation of the sensitivities of this system to the initial conditions. For this we propose a correction of this scheme to obtain a new scheme which takes into account these sensitivities.
Introduction
In this we consider a class of non smooth dynamical systems, which describe the motion of a mechanical system with a finite number N of degree of freedom, subject to a unilateral constraint on the position. When this constraint is saturated, the tangential component of velocity is retained and the normal component is reversed and multiplied by a restitution coefficient e ∈ [0, 1].
More precisely, let f be a continuous function from [0, +∞[×R N × R N to R N , which is Lipschitz continuous with respect to its last two arguments.
Assume that K is a convex set with smooth frontiers and no empty interior. The solutions of this Cauchy problem are defined as: u is a continuous function from [t 0 , T ] whose the second derivative (in the sense of distribution) is a measure. this condition implies that the first derivativeu of u is a function with bounded variation. We define a measure µ equal toü − f (t, u,u), so the function u and the measure µ satisfy the following relations:
In the subdifferentials language described by Rockafellar in [7, 8] , if ψ K is indicator function of K, relations (1)-(4) can be rewritten as:
To describe the set of allowable Cauchy data, we introduce the tangent cone to K in a, denoted T K (a), it's defined by
then the set of allowable Cauchy data is defined as:
Therefore, we defined the initial Cauchy conditions of the problem (1)-(4) with the data of couple (u 0 , v 0 ) ∈ C K such as
We try to make an approximation to the solution of problem (5)-(7). To solve this problem, [2] , [3] , [4] and [5] proposed one numerical scheme: note h the time step, it's uniform and is in [0, h * ], when h * is a positive real; t n = t 0 + nh and n ≤ N (h) with N (h) = T /h . Let F is a continuous function from
We suppose that F is Lipschitz continuous with respect to its last three arguments, such
This scheme is defined by the data of U 0 and U 1 , such
and the following relation, forall integer n such 1 ≤ n ≤ N (h) − 1, we have
where
The relation (10) can be rewritten as
knowing that K is a closed, convex and not empty set of R n , it exists a projection on K denoted P K , such as for all integer N ≥ 1, for all real λ positif and all ω in the R N , we have the following equivalence:
Thanks to the relation (13), the scheme (12) can be rewritten as follows:
when P (1+e)K is a projection on the convex (1 + e)K. This scheme allows to have an approximative solution to the problem (1)-(4) without calculating directly or indirectly, the moments of impact. In [4] , we observed that in the simple case:
that the computation of Lyapunov exponents has shown various weaknesses of this scheme. Let us look more closely at the origin of these difficulties: the discrete velocity reverses in two steps of time, which shows that the error on the position is at best O(h) in L ∞ , and the error on the velocity is at best O(h) in L 1 .
Weakness of the initial numerical scheme
The scheme loses its qualities of precision because it reverses the velocity in two steps of time. To be convinced of this, we shall prove this in a simple case, when the function f is zero and the set K is equal to R + , The problem to be approached is written:
In this case, the numerical scheme is written:
where x + = max(x, 0). We assume u 0 > 0, v 0 < 0, and initialize the schema by taking U 0 = u 0 , U 1 = u 0 + hv 0 . We assume that 2U 1 − (1 − e)U 0 = (1 + e)u 0 + 2hv 0 is positive, which is true as soon as h ≤ h * = −(1 + e)u 0 /(2v 0 ). Then [0, m] is the biggest interval of integers Such as
We see that for 1 ≤ n ≤ m the scheme (16) is re-written
from which we will immediately say that if 1 ≤ n ≤ m + 1, then
We deduct that:
By the definition of m, we have
we compute at present 2U m+2 − (1 − e)U m+1 . From (17) applied to n = m and (19), we obtain:
and from the definition of m, we deduct that
Consequently, we have
The term 2U m+3 − (1 − e)U m+2 will be compute from (19) and (20), it's equal to −e(2U m+1 − (1 − e)U m ), which is positif, we obtain then
, and with (18), U m+3 − U m+2 = −hev 0 . If U m+1 < 0, then U m+3 > 0, and it's clear that by recurrence, for n ≥ m+3, we have:
If U m+1 > 0, we have:
From this, we can say that if n ≥ m+4, then U n = U m+4 −hev 0 (n−m−4). In particular, if U m+1 < 0, we can consider that the reversal of the velocity is done on the steps indexed by m + 1 and m + 2; is U m+1 > 0, it is done on the steps indexed by m + 2 and m + 3.
Correction of a numerical scheme
We propose to correct the numerical scheme (14) designed to approach the solutions of the following problem:
in order the discrete velocity at impact reverses in a single time step.
Assuming that the approximate solutions U n and V n at time t n of the problem (21)-(25) are computed, we propose an algorithm to compute the solutions at the next step. This algorithm is done in two steps. In the first step, we compute the approximate solutionsÛ n+1 andV n+1 at time t n + t of the problem (21)-(23). For this we use an explicit scheme of Crank Nicolson [1] , therefore the solutionsÛ n+1 andV n+1 check the following system:
By injecting the expression (23) of f in (26), we obtain the expressions of U n+1 andV n+1 as a function of U n and V n , more preciselŷ
In the second step, we distinguish two cases according to whetherÛ n+1 is in K or not.
Case 1: IfÛ n+1 ∈ K, we pose
Case 2: IfÛ n+1 / ∈ K, We make an "artificial" moment of shock by trying to approach the time t c , for which
Let's
In general, ϕ n+1 , has a zero s, and we set t − c = s + n∆t. For this we will examine whether the function ϕ n vanishes in the interval [0, ∆t]:
has a single zero s in the interval [0, ∆t] which is given by
Case 2.2. whenV n+1 − V n = 0, we calculate the descriminant ∆ n of the trinome ϕ n+1 , it's given by
n+1 vanishes fors 1 ands 2 given by:
In the three preceding cases, if the function ϕ n+1 does not change sign in the interval [0, ∆t], let denote s 0 its smallest zero in this interval. The solutions U n+1 and V n+1 of the problem (21)-(25) are given by
Then we take the time step equal to ∆t and we repeat the same procedure.
On the other hand, if the function ϕ n+1 does not vanish in the interval [0, ∆t], we divide the time step by 2, calculateÛ n+1/2 andV n+1/2 , and repeat the same study. If necessary, we will make a maximum of ten dichotomies, if at the end of the tenth we find that ϕ n+2 −10 does not change sign in the interval [0, 2 −10 ∆t], we then decide to set
Computation of Lyapunov exponents
A Lyapunov exponent is the average asymptotic rate of spacing of two infinitely close trajectories. If S n (x) denotes the trajectory of dynamical system with discrete time having x as its initial condition and if δ is a very small perturbation, then the biggest Lyapunov exponent is the asymptotic rate of the evolution of |S n (x+δ)−S n (x)| when the time t 0 +nh, (where h is the time step and t 0 is the initial instant) tends towards infinity. Then, if v is a vector of R 2 , the Lyapunov exponent λ is given by this formulae: We have calculated the Lyapunov exponents by the three methods; We took a time step h as a sub-multiple of the period T, more precisely equal to T /2513 and a perturbation ε of the same order as the time step, in particular ε = h. For simulations that required 3000 periods, we found for the different methods, the following Lyapunov exponent values:
Method The first exponent The second exponent I.D.P λ 1,3000 = 3.057 λ 2,3000 = −15.061 C.N.C.P λ 1,3000 = 2.486 λ 2,3000 = −16.448 I.N.C.P λ 1,3000 = 0.623 λ 2,3000 = −10.116
We note that the Lyapunov exponents calculated by the corrected scheme C.N.C.P are closer to those computed by the detection impact method I.D.P. On the other hand, those calculated by the initial scheme I.N.C.P are far from those calculated by I.D.P method. So we can say that the results of sensitivities to the initial conditions given by the corrected scheme C.N.C.P are much more reliable than those calculated by the initial scheme I.N.C.P.
