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Abstract
A computational model of human motor control for a nonlinear 2 degrees-of-freedom (DOF) robot arm to mimic humanlike 
behavior is developed and presented in this paper. The model is based on a simple mathematical model of a 2-segment compound 
pendulum which mimics the human upper arm and forearm. Using the Lagrangian and Euler-Lagrange equations, the 2-DOF 
dynamic equations were successfully derived and solved using Euler’s method. Two types of controllers; a feedback 
Proportional-Derivative (PD) controller and a feedforward controller, were combined into the model. The algorithm exhibited 
learning of the necessary torque required in performing the desired Position Control via Specific Trajectory (PCST) rehabilitative 
task via feedback control and using it as the feedforward torque in subsequent trial motions. After 30 trials, the mean absolute 
error with respect to the desired motion of the upper arm, showed a decrease from 0.09533 to 0.005859, and the forearm motion
from 0.3526 to 0.006138. This decrement trend in mean absolute errorwith increase in number of trials is consistent with the 
adaptive control strategy of the human arm known as the Feedback Error Learning (FEL) strategy.
© 2014 The Authors. Published by Elsevier Ltd.
Peer-review under responsibility of the Organizing Committee of SysInt 2014.
Keywords:Adaptive control; feedback error learning; Euler-Lagrange equation; 2-DOF humanoid arm algorithm; MATLAB®
1. Introduction
Robotic rehabilitation is an area that is vastly being developed at present. It includes the development of robotic 
therapies with the use of robots as therapy aids, instead of solely as assistive devices used by therapists. Studies have 
* Corresponding author. Tel.: +6019-6019509; fax: +603-55435160.
E-mail address:adamtan@salam.uitm.edu.my
© 2014 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY-NC-ND license 
(http://creativecommons.org/licenses/by-nc-nd/3.0/).
Peer-review under responsibility of the Organizing Committee of SysInt 2014.
766   Adam Tan Mohd Amin et al. /  Procedia Technology  15 ( 2014 )  765 – 774 
proved that the presence of robots during rehabilitation can greatly improve the movement performance in patients 
suffering impairments either due to neurological or orthopedic maladies. It is also proven that automated robot-
assisted and task-oriented repetitive movements can also improve muscular strength and movement coordination on 
these patients [1-3].
At present, the problem faced by using manually-assisted movement exercises such as therapists showed major 
limitations. Usually, these physiotherapy training sessions are considered labor-intensive and the training duration is 
usually limited either by personnel shortages or therapist fatigue during the sessions [4-5]. These indirectly affect the 
sessions to become shorter than required to gain an optimal outcome. Other than that, since the sessions are 
conducted by a therapist worker, repeatability accuracy and objective measures of patients are often questionable.
On the other hand, with automated therapy such as robot assisted arm training, the duration and number of 
training sessions can be optimized while reducing the number of therapists required per patient. Long term 
automated therapy appears to be the only way to make the intensive arm training affordable for clinical use. In the 
development of robot assisted arm training, the first step is to actually develop an algorithm that exhibits humanlike 
behavior so that it can be implemented to the rehabilitation robot. 
2. Methodology
The development of the adaptive controller algorithm was conducted in 3 phases. The initial phase of the study 
involves deriving and solving the 2-DOF dynamic equation. In this phase, the basic elements of the overall 
algorithm are constructed by the derivation of the 2-DOF dynamic equations. The equations, based on a simple 
mathematical model of a 2-segment compound pendulum that mimics a human upper arm and forearm, as well as 
using the Lagrangian and Euler-Lagrange equations [6-8], are presented. The Euler’s method is chosen for its 
robustness [9] to solve the derived dynamic equations. This phase of study is essential because the adaptive control 
strategies that are thought to be executed by humans are investigated based on these obtained dynamic equations and 
solutions.  
The algorithm is expanded to the second phase which is modelling humanlike properties into the system. This is 
achieved by adding two types of controllers; first is the conventional feedback Proportional-Derivative (PD) 
controller [10], and later, combining it with a second controller known as the feed forward controller [11]. The 
humanlike properties are modelled using this algorithm and certain simulation tasks are assigned in order to test 
them. The task that was conducted is similar to a rehabilitation task for common patients [1-2]. It includes Position 
Control via Specific Trajectory (PCST) task, where the 2-DOF arm model is assigned to move from a certain 
position to another via a specified smooth trajectory pathway [12-13]. 
Finally, the evaluation of the overall results obtained is presented and discussed thoroughly in terms of its 
achievement and shortcomings as well as providing recommendations for future study.
2.1. Deriving and solving 2-DOF dynamic equation
The dynamic equation of a 2-DOF arm model can be derived using the Free Body Diagram (FBD) analysis of a 
simple double segment compound pendulum, a pendulum with another similar pendulum attached to its end as 
shown in Fig. 1. 
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Fig. 1. Double segment compound pendulum on a 3-D axis which is analogous to a human upper arm and forearm; DDWUHVWSRVLWLRQș ș 
0°; (b) the forearm rotates about the z-axis across the x-\SODQHZLWKș ZKLOHWKHXSSHUDUPremains at rest; (c) both the upper arm and 
forearm rotates about the z-axis across the x-\SODQHZLWKș DQGș °.
It is a simple physical system that exhibits rich dynamic behavior with a strong sensitivity given its initial 
conditions [14]. The dynamics of a double segment compound pendulum is governed by a set of coupled nonlinear 
ordinary different equations, attainable by using the Lagrangian, as well as the Euler-Lagrange equation. 
The center of mass of each limb (upper arm and forearm) depends on the mass distribution of each segment and 
since in a compound pendulum, the mass is assumed to be evenly distributed, the position of the center of mass is 
located at each midpoint of the limb. Therefore, by manipulating the moment of inertia [15-16] at that location, and 
using the parallel axes theorem [17] towards about the z-axis, the mathematical models for each limb can be derived 
to become as follows:
x1= 0.5 l1 sin(ș1)
y1= –0.5 l1 cos(ș1) (1)
x2= l1 sin(ș1) + 0.5 l2 sin(ș2)
y2= – l1cos(ș1) – 0.5 l2cos(ș2) (2)
Equations (1) and (2) refer to the mathematical model for both, the x- and y-coordinates of the upper arm and 
forearm respectively. 
The Lagrangian, L, of a dynamical system is a function that summarizes the dynamics of a particular system. Its 
natural form is defined as the total kinetic energy, T, of the system minus its total potential energy, V,[4-6] as shown 
in equation (3). The total kinetic energy, which is the sum of both linear, TE and rotational, TR kinetic energy, can be 
derived using the formula shown in equation (4), whilst the equation for the total potential energy, V is shown in 
equation (5). 
L = T – V (3)
T = TE +TR
= (4)
V= m1g y1 + m2 g y2 (5)
If the Lagrangian of a system is known, then the system’s equations of motion may be obtained by a direct 
substitution of the expression for the Lagrangian into the Euler-Lagrange equation [6-8], which is a set of 
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differential equations whose solutions describe the evolution of the physical system, given a range of time. Equation 
(6) shows the formula for the Euler-Lagrange equation:
(6)
Using the Euler-Lagrange equation for both upper arm and forearm, the dynamic equations for both limbs can be 
obtained, as shown in equation (7) and (8) respectively below:
(7)
(8)
In order to obtain the angular displacement trajectory for both upper arm and forearm, the derived dynamic 
equations for ١1and ١2need to be solved respectively. These equations can be solved by using a range of numerical 
methods. However, the Euler’s method, as shown in equation (9) is chosen in this algorithm due to its robustness 
when writing the MATLAB® codes and only compensates a minimal tolerable error when solving the equations [9], 
compared to other numerical techniques. 
( 1) ( ) ( ) dtt t tT T T    (9)
2.2. Modelling humanlike properties
A particular control strategy that humans exert when carrying out a task is known as the Feedback Error Learning 
(FEL) strategy. This can be achieved by expanding the dynamic equations that were derived earlier with a set of 
controllers, and introducing a task into the algorithm to test them. 
Usually, for a physically impaired patient as a result from stroke or other spinal cord injuries that affects a 
person’s psychomotor abilities, the rehabilitation treatment process would require the patient to move the affected 
limb repetitively, in order to reactivate the affected muscles [1-3, 18]. In this study, mimicking the humanlike 
behavior when moving the arm from one position to another (e.g. during rehabilitation task), a Position Control via 
Specific Trajectory (PCST) task is introduced. The 2-DOF system will receive the desired initial, și and final 
position, șf for both upper arm and forearm from the user or therapist, and will carry out repetitive tasks via a 
smooth trajectory, based on the equation shown in equation (10) below [19]:
   3 4 5( ) 10 15 6i f it t t tT T T T         (10)
Executing the algorithm in MATLAB® software, estimated anthropometric data of the human arm are necessary 
to generalize the calculations and findings. In this study, the required length and mass data for the human upper arm 
and forearm are obtained from current literatures [20], and are shown in Table 1 below:
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                      Table 1. Anthropometric data of human upper arm and forearm, obtained from literatures. 
Arm Segment Length (m) Mass (kg)
Upper arm .290 1.794
Forearm 0.373 1.354
2.3. PCST task with PD feedback controller
Computing a motion function which causes a system to move from one position to another via a smooth 
minimum jerk trajectory is known as trajectory generation and control. A trajectory is defined not only by the 
desired destination for the system to move to, but also by continuous intermediate locations through which the 
system must pass, en route to the destination. 
Executing the PCST task, a feedback controller is added into the algorithm, where the obtained trajectory is then 
compared with the desired trajectory (set by PCST), and the absolute error is computed and fed back to the system. 
The required torqueto compensate this error is generated by a conventional Proportional-Derivative (PD) feedback 
controller, separately for both upper arm and forearm limbs as shown in equations (11) and (12) respectively.
(11)
(12)
Based on these two equations, FB is thepiecewise torque produced by the controller to compensate for the error 
produced during each trial, and is governed by equation (13) wheree(t) is the error generated when the obtained 
trajectory is compared with the desired trajectory; P and D, are the control gain parameters for the Proportional and 
Derivative terms respectively, for each degree of freedom. Fig. 2 below illustrates the block diagram representation 
for this PD feedback controller that is added to the nonlinear 2-DOF arm model system. 
( ) ( ) ( )FB t P e t D e t     (13)
Fig. 2. The block diagram representation of the Proportional-Derivative (PD) feedback controller scheme. PCST is the designated motion planner 
that provides the desired position and trajectory pathway for the system to achieve.
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Using this PD feedback controller, the 2-DOF system is assigned with an initial position at 0° and final position 
180°. The results are presented and discussed in the Computational Results and Discussion section. 
2.4. PCST with PD feedback and feedforward controller
The performance of the algorithm is further enhanced by adding a feedforward controller, in which, when the 
movement is repeated during the PCST task, the controller gradually learns the necessary torque that is required to 
perform the task. During each trial, the torque that is produced by the feedback controller is used as feedforward 
torque in subsequent movements. The algorithm that is used as feedforward controller for both upper arm and 
forearm are described by equations (14)& (15) below:
(14)
(15)
Based on equations (14)& (15), FF is the feedforward torque that will be used in performing the task in the 
subsequent (t+1) trial, that is obtained from the torque by the feedback controller FB, at trial t. The feedforward 
controller gain that determines the amount of feedback torque to be used as feedforward is represented by the 
symbol,Į, shown in equation (16). Fig. 3 shows the overall block diagram representation of the adaptive controller.
( 1) ( ) ( )FF t FF t FB tD    (16)
A similar instruction is assigned to the system using this adaptive controller algorithm, where the initial position 
of the 2-DOF system is set at 0° and final position at 180°. The results are also presented and discussed in the 
Computational Results and Discussion section. This controller combination between feedback and feedforward 
control is also known as a non-parametric adaptive controller [21], which is used to emulate the Feedback Error 
Learning (FEL) control strategy that is exhibited by humans.  
Fig. 3. The block diagram representation of the adaptive controller scheme which is a combination between feedback and feedforward controller,
thus exhibiting the Feedback Error Learning (FEL) control strategy.
3. Computational Results and Discussion
3.1. PCST task with PD feedback controller
Fig. 4below illustrates the computational results from the simulation done in MATLAB® when executing the 
algorithm using only the PD feedback controller:
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Fig. 4. Computational results using only the PD feedback controller algorithm; (a) & (b) Upper arm and forearm trajectory response, a 
comparison between the obtained trajectory (solid line), and the desired trajectory (dashed line) set by PCST; (c) & (d) Torque produced by the 
PD feedback controller at the upper arm & forearm in order to achieve the desired trajectory. The feedback controller gains were all set at 1. 
Based on the results, it can be seen that no adaptive control or learning of the necessary torque to achieve the 
desired task trajectory by only using the conventional PD feedback controller, even though repetitive trials were 
carried out. Nevertheless, the control properties can only be achieved by manual tuning of the PD controller gains by 
using various tuning methods such as the Ziegler-Nichols method or by just trial-and-error approach. However, 
although this type of controller is widely used in the field of robotics [22], implementing this type of control strategy 
is not practical to model human control. This is because, the manual tuning of the PD controller gains would require 
exhaustive computational time in searching the optimal values for the gains to achieve the desired trajectory, and 
also would be harmful to the patient if during the learning process, inadequate torque is exerted by the controller that 
could damage the patient’s arm rather than improving them. Apart from that, fast, smooth and coordinated arm 
movements cannot be executed by just depending solely on feedback control [23].
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3.2. PCST with PD feedback and feedforward controller
Adding a feedforward control into the existing PD feedback control algorithm improves the performance of the 
2-DOF system in executing the PCST task, as shown in Fig. 5 and Fig. 6.
Fig. 5. Computational results using the combined PD feedback and feedforward controllers algorithm; (a) & (b) Upper arm and forearm trajectory 
response, a comparison between the obtained trajectory (solid line), and the desired trajectory (dashed line) set by PCST, after 30 number of 
trials. It can be seen that the desired trajectory is obtained after the task is repeated for a number of trials, due to the overlapping of lines between 
the final trial obtained and desired trajectories; (c) & (d) Torques produced by the PD feedback controller (dashed line), feedforward controller 
(dotted lines) and the total learnt torque (solid line) with error bars, at the upper arm & forearm. The feedback and feedforward controller gains 
were all set at 1. As the number of trials increases, the amount of feedback torque produced decreases and is fed into the system as feedforward 
torque. 
After 30 repeated trials of the PCST task, the algorithm learns the desired trajectory by taking the information of 
the necessary torque required from the feedback controller, and feeding it into the system as a feedforward torque by 
a gain value, Į, in the subsequent trial. The advantage of this control strategy is that the algorithm pre-emptively 
identifies the amount of torque that is necessary to execute the designated task. This is the learning aspect of the 
algorithm, which is consistent of the human control strategy known as Feedback Error Learning (FEL), where a 
human learns from previous ‘mistakes’ in order not to repeat them again in subsequent similar tasks. 
(a) (b)
(c) (d)
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Fig. 6. A comparison between error progressions when both controllers (feedback control and Feedback Error Learning (FEL) control strategy) 
are used in the algorithm for the same PCST task repeated for 30 trials. The feedback control (using only PD controller) shows no sign of error 
decrement throughout the ‘exercise session’, whereas for the combination of feedback and feedforward controller shows a decrement of error for 
both upper arm and forearm at the end of the simulation. The initial absolute mean errors for both upper arm and forearm during the first trial 
were 0.0953 and 0.3526 respectively. As the exercise progressed after 30 trials, the absolute mean error were 0.005859 and 0.006138, which is a 
93.9% and 98.2% decrement in error response for both upper arm and forearm. This shows that the algorithm exhibited learning and adaptive 
properties in order to achieve the objective in performing the desired PCST task. 
4. Conclusion and Future Work
A computational model of human motor control based on Feedback Error Learning (FEL), as an adaptive 
algorithm for a nonlinear 2-DOF arm model was successfully developed, simulated and tested in MATLAB® 
software. A distinct feature in this algorithm is the 2-DOF mathematical model that is used as the core element. The 
approach of using the mathematical concepts, Lagrangian and Euler-Lagrange equation; in achieving the dynamic 
equation to mimic the upper arm and forearm segments of the human arm is unique and versatile in developing this 
algorithm. 
Apart from that is also the ability for the algorithm to learn and adapt its trajectory in order to achieve the desired 
task objective, in contrast of having to manually adjust and update the controller gain parameters. Thus, the 
algorithm managed to exhibit humanlike properties when executing tasks, assisting researchers in further 
understanding the adaptive properties and human motor control strategies. Based on the computational results 
shown in Fig. 5, the torque required to control the 2-DOF limbs range between ±7Nm, depending on the application 
of the controller. Even though, this algorithm is designed to suit the human upper arm and forearm, nevertheless the 
algorithm can also be implemented to other applications such as robotic finger rehabilitation device [24]. 
However, in order to improve on the algorithm before implementing it on an actual robot, thus strengthening the 
obtained outcomes of this study via experimental results; the stability analysis of the parameters for the controller 
gains needs to be carried out in the next stage of this study. Given the system modelled in this study is time-variant; 
therefore the standard transfer function that relates the input-output relationship is not able to be determined. The 
range of convergence of the parameters used can be obtained by using alternative control analysis methods that are 
not presented in this paper. 
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