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Al~tract--Six explicit and six implicit finite difference methods are used to solve the transport 
(convective-diffusion) equation where the intersection of the boundary and initial conditions is dis- 
continuous. Each of the methods are classified according to their theoretical order of accuracy for 
continuous initial-boundary value data. The transport equation with the given conditions has an exact 
solution, so the root mean squared error can be obtained for each method with changes in time and space. 
It is found that the theoretical order of accuracy has little effect on the results and that unless the diffusion 
number  = At/(Ax) 2 is very small then the second and third order implicit methods are more accurate. 
It is also found that the implicit methods have an advantage interms of lower CPU times over the explicit 
methods if a desired level of accuracy is required because they are able to use larger time steps. The third 
order implicit methods are found to reduce to second order as a result of the discontinuity in the 
initial-boundary conditions. However, this reduction in accuracy can be overcome by the use of a fine 
grid adjacent to the discontinuity. 
1. INTRODUCTION 
The one-dimensional transport equation is used to describe a variety of convective-dispersion 
phenomena including the flow of compressible fluids [1]; viscous and inviscid flow situations [2]; 
chromatographic separation [3]; solute transport in finite soil columns [4] and the study of 
atmospheric dispersion problems [5]. Over the years many numerical methods have been 
formulated to solve this equation. The normal method used to investigate the performance of these 
has been to compare them on some simplified problem which has an analytical solution. 
Towler and Yang [6] suggest that two possible global error measures of a numerical method are 
the R.M.S. (root mean squared average) error of all grid points for a particular time level or the 
maximum of all the absolute of errors across the time level. They employed this approach on the 
Crank-Nicolson and a modified version of Saul'yev's finite difference methods for a parabolic 
partial differential equation. Roberts and Selim [7] also used this approach to compare six explicit 
and two implicit methods for solving the diffusion equation. They concluded that both error 
measures behaved in a similar manner. 
In this paper the R.M.S. error is used to compare six explicit and six implicit finite difference 
methods for solving the one dimensional transport (convective-diffusion) equation. For each 
method investigated a modified equivalent partial differential equation to the transport equation 
can be developed, which permits the order of accuracy of the numerical method to be determined 
if there are no discontinuities in the initial-boundary conditions. To provide a comprehensive 
comparison two explicit and two implicit methods, each of first, second and third order of accuracy 
were chosen. This means that the manner in which the order of accuracy affects the errors with 
changes in space and time within the group of explicit methods and the group of implicit methods 
can be established, and comparisons between the two types made. In addition to comparing error 
size, computational times on a VAX11/730 computer have also been considered for each method. 
By analysing the errors and execution times the advantages and disadvantages of the different ypes 
of methods can be identified. 
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The interface between the initial and boundary conditions employed isplays a discontinuity and 
the effect of the discontinuity on the order of accuracy of each method is also considered. The 
problem is first solved with a uniform grid in space, then a variable grid with a very small constant 
spacing near the discontinuity is used and their R.M.S. errors compared. 
2. F INITE D IFFERENCE METHODS FOR THE TRANSPORT EQUATION 
In order to compare the finite difference methods (FDMs) the dimensional transport equation 
is used in the dimensionless form 
Od O3 02~ 
Ot + Ox Ox 2 = 0, (1) 
with the initial and boundary conditions 
=0,  Vx, t <0, (2) 
&=O,  Vt, x--*oo, (3) 
= 1, t ~>0, x =0.  (4) 
This represents a standard model for the transport of an unreactive solute in a soil column [8]. The 
problem has an exact solution [9] 
x- - t  x+t  
l ~erfc(-----~+exp(x)erfc(------~. (5) 
~(x, t) = 5 ( \ 2x/t ] \ 2x/t ]3  
Since the column is semi-infinite the boundary condition at infinity must be replaced by some 
condition at a finite distance L so it can be solved numerically. This will be discussed in more detail 
later. If equation (1) is to be solved by FDMs in the region 0 < x < L, 0 < t ~< Tof  the (x, t) space, 
subject o appropriate initial and boundary conditions, the partial differential equation (PDE) may 
be replaced by a finite difference quation (FDE) of the form 
1 I 
E --q~i-Fq/7/.j+l ~ 2 bqcJ+q , (6) 
q~ --I q~ --2 
which approximates the PDE at the set of gridpoints (iAx,jAt), i= 1,2 . . . .  N - I ,  
j = 0, 1, 2 . . . .  m - 1. Here c~ is an approximation for d(iAx,jAt), where Ax = 1/N is the constant 
grid spacing in the x-direction and At = Tim is the constant grid spacing in the t-direction. 
If the FDE (6) is consistent with equation (1) then it can be written as the equivalent partial 
differential equation 
OC OC O2C ~ ~ ~qc 
Ot + Ox Ox 2 + Cq, = 0, (7) q=2 ,=0 OtSOxq-S 
defined at each gridpoint (i Ax,j At) by expanding the terms of equation (1) as Taylor series about 
that point. The truncation error (TE) is 
TE = aq, (8) 
-2  s=0 OtSCqxq-S' 
and the order of accuracy of the FDE is given by the lowest order powers of At and Ax appearing 
in the error term TE. However, in some cases terms of the same order but involving different 
derivatives can be shown to cancel each other. For this reason it is preferable to modify TE so 
that it contains patial derivatives only. 
If c is infinitely differentiable, quation (7) may be modified by eliminating all time derivatives 
except Oc/dt as described in Warming and Hyatt [10] to give the equivalent partial differential 
equation (MEPDE) 
De ~c ( Ax \02c ~ (Ax)~-' O~c 
Ot +-~x - \ l  ----f rh(p,r))-~x~ + ~= 3 -~. rlq(p,r)-~xq=O, (9) 
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in which p = At /Ax  is the Courant number and r = At / (Ax)  2 is the diffusion number. It should be 
noted that the original equation (1) is not used to eliminate the unwanted time derivatives. Only 
the equivalent partial differential equation (7) itself, the solution of which satisfied the FDE (6), 
should be used to do this. Most modified-equation a alyses carried out in the past incorrectly use 
the exact equation (1) to modify equation (7); see example Roache [11]. The truncation error then 
takes form 
TE = ~ (Ax)q-' tgqc (10) 
¢= 2 q-----~, tlq(P, r) ~x ¢ . 
The FDE (6) is therefore first order accurate if r/2 :# 0 and is nth order accurate if r/q = 0, q = 2(1), 
n and r/n+l#0. 
If r/2(p, r) is non-zero, the coefficient of diffusion is changed to {1 - (Ax/2) ~/2(P, r)} by the 
numerical method. If r/2( p, r) is negative, the diffusion coefficient is increased and the numerical 
method is said to incorporate numerical diffusion; if r/2(p, r) is positive, the method is said to 
involve numerical "anti-diffusion". The non-zero coefficients of the derivatives dqc/~x q, q = 2(1), 
oo, in the TE (10) are related to the amplitude and wave speed of an infinite travelling wave of 
unit amplitude which is propagated by (1). It can be shown that the error in modelling the wave 
speed is associated with odd-order derivatives in the MEPDE and the error in modelling the 
amplitude isassociated with even-order derivatives [12]. Also, for Ax ,~ 1 the largest errors are those 
with the smallest value of p. Therefore, the n th order method has a dominant amplitude rror if 
n is odd, and it has a dominant wave speed error if n is even. In particular, for higher-order methods 
where more of the leading ~/ns are zero, the convergence of the numerical solution to the exact 
solution as Ax --* 0 is faster than for a lower-order method. 
The stability analysis used is that due to von Neumann [13]. It was chosen in preference to the 
matrix method [14] because the latter cannot be used together with consistency to determine 
convergence using Lax's equivalence theorem [15] except when the coefficient matrix of the 
equivalent explicit form is symmetric and has distinct eigenvalues [16]. 
The finite difference quations considered in this paper for which a_ l and a0 are both non-zero 
in equation (6), may be solved without loss of accuracy due to accumulation of round-off errors 
when the resulting set of linear algebraic equations is diagonally dominant, that is, 
la0l 1> la_~ l+ [a, 1. (11) 
Then if a~ = b_2 = 0 and a0 # 0 equation (6) may be solved for i = I(1)N by marching across grid 
using the explicit form 
c~ +l a- '~J+l ~ bq c~+ (12) 
• = - - t . . i _  1 -~-  - -  . . 
ao q = - l ao q 
Otherwise it may be solved using the very efficient Thomas [17] algorithm. 
The finite difference quation used, their properties and references from which other details may 
be obtained are given in Table 1. Besides giving the computational stencils on which these quations 
are based, and the coefficients aq, b, used in equation (6), the von Neumann stability and the 
diagonally dominant regions of the (p, r) plane are shown, as well as their order of accuracy and 
the form of r/in the dominant error term of TE in equation (10). 
If we consider the initial and boundary conditions (2) and (3) then 
c°=0,  fo r /=1,2  . . . . .  N 
c{=l ,  fo r j  =0, 1,2 . . . . .  M. (13) 
We replace the condition at infinity, to make the problem numerically finite, by the Neumann type 
boundary condition, as used by Danckwertz [18] at finite length L, that is the (N,j)th grid point 
is used 
dcl~ I 0. (14) 
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However, it was observed that this condition when employed at x = L without any other 
constraints produced severe limitations, namely that the value of c at x = L increased to 1 because 
the problem has a moving front. This meant hat the profile of c for the semi-infinite problem was 
not truly reflected when the column length was fixed at L. In order to overcome this difficulty an 
initial column length of 1 was chosen. When the value of c at x = 1 become greater than 10 -s the 
column was extended by 1 with each new grid point being assigned the value 0. A variety of 
extension lengths were considered but the choice of 1 gave the smallest R.M.S. error. 
The finite difference approximation used for equation (14) was chosen to be one order higher 
than the order of the numerical method used at other grid points. This enabled consistent accuracy 
to be maintained at the end of the column. 
3. FIRST ORDER METHODS 
3.1. Forward-time centred space method (FTCS) 
The first order accurate FTCS equation is listed in Table l(a) and solved by explicit calculations. 
It incorporates numerical anti-diffusion, so that the amplitude of component waves in the initial 
condition grow in size relative to the true solution as they are propagated by this equation. 
At the grid point (N,j) equation (14) is employed. The central difference approximation for 
equation (14) is used in the form 
c~+~-c~_~ 
=0. 05) 
2(Ax) 
This leads to 
and so equation (6) gives 
c%+, = cJu_,, (16) 
c~, +' = (b_, + b , )c~_ ,  + b2e~, (17) 
with coefficients given in Table l(a) for FTCS. 
3.2. Upwind differencing method (FTUP) 
The FTUP equation is illustrated in Table l(a) and is based on a forward difference of the time 
derivative in equation (1) with upwind differencing of the convective first order derivative. It is a 
first order accurate xplicit method and incorporates numerical diffusion associated with the fact 
that the coefficients of O2c/3x 2in the MEPDE (9) is reduced ue to the factor r/2 being negative. 
The finite difference quation at the boundary grid point (N,j) is given by equation (17) with 
coefficients given for FTUP in Table l(a). 
3.3. Backward-time centred-space method (BTCS) 
The BTCS equation is illustrated in Table l(b). It is a first order accurate implicit method which 
has exceptionally arge regions of the (p, r) plane in which it is both von Neumann stable and 
diagonally dominant. Like the FTUP equation it incorporates numerical diffusion which is 
independent of r and increases as p increases. 
Using equation (16) at the boundary grid point (N,j) gives 
(a_l + al )cJu~)l + aoc~ +1 = (b_l + bl )c%_ l + boc~u, (18) 
where the coefficients are given for BTCS in Table l(b). 
3.4. Centred-time upwind method (CTUP) 
The CTUP equation is given in Table 1 (b). It is a first order accurate implicit method which is 
unconditionally stable and solvable. It has numerical diffusion which is larger than that given by 
BTCS or FTUP equations. The finite difference quation at the (N,j)th grid point is given by 
equation (18) with coefficients given for CTUP in Table l(b). 
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4. SECOND ORDER METHODS 
4. I. Lax and Wendroff method (LA W) 
The LAW equation is an explicit method and given in Table l(a). It contains no artificial 
diffusion and is second order accurate with the dominant error term affecting the modelling of the 
wave speed. The method has a relatively small stability range, about the same size as the two 
previous explicit equations, FTCS and FTUP. Since LAW is a second order method we employ 
a third order approximation to equation (14). The equation [27] 
ocl, , 
O-x =6Ax {c~-2-6c~-1+ 3c~ + 2c~+1}' (19) 
involves an error of O{(Ax)~}. Thus equations (14) and (19) give 
C J+ I ~ 1 j --  [C N-2 + 3C~_ l  --  3C~. (20)  
Combining equations (6) and (20) gives 
c% +' = ½(- b~ c~v_2 + 2(b_1 + 3bl )c~_1 + (2bo - 3b, )c~v), (21) 
with coefficients given by LAW in Table l(a). 
4.2. Siemieniuch and Gladwell method (SAG) 
The SAG equation is illustrated in Table l(a). It is a second order accurate method which 
contains two unknown values at the new (j  + 1) time level, but can be implemented explicitly if 
written in the form of equation (12). It has a very large range of von Neumann stability and is 
always marching stable. For small values of r its dominant error in wave speed is similar to that 
of the LAW equation. At the (N,j)th grid point we use equations (20) and (12) to obtain 
c~+~ =~aoaol l -b tc~-2+2(b-1+3b l )c Ju -1+(2b° -3b~)c~-a  'cJu~l' _ (22) 
with the coefficients given in Table l(a) for SAG. 
4.3. Crank-Nicolson method (CAN) 
The CAN equation which is given in Table l(b) is a second order accurate implicit method 
which is unconditionally stable in the von Neumann sense and has a very large region of the (p, r) 
plane in which it is diagonally dominant. The major error is in wave speed, and from the form 
of r/2 it is seen that this error is almost independent of the diffusion parameter r.
For the (N,j)th grid point we employ equations (20) with (6) to give 
-a:~+_~ + 2(a_j + 3a~)c~l + (2a0- 3al)cJ, v +l = -b~c~_2 + 2(b_l + 3bOca_, + (2bo-3bl)c~. (23) 
However, this means that we no longer have a tri-diagonal form. The coefficient at the 
(N - 2,j + 1)th grid point must be eliminated. This is achieved by manipulating (6) for i = N - 1, 
namely 
a_l cJu+J2 + aoc~ + al c~ +1 = b_l c~_2 + boc~_l + b2c~, (24) 
with equation (23) to give 
(aoat + 6a_la~ + 2a 2_~cj+u_tl + (a~ - 6a_lal + 2aoal)c~ +1 = (alb_t - a_lbl)c~_ 2 
+ (bob1 + 2a_ l b_ i + 6a_ i bl )c~_ 1 + (a~ b I - 3a_ i b~ + 2a_ ~ bo)c~, (25) 
where the coefficients are given in Table l(b) for CAN. 
Now in addition to the diagonal dominance condition given in Table l(b) we must ensure that 
from equation (25) 
l a~-  6a_lal + 2aoall >>- laoal + 6a_,al + 2a~1 l, (26) 
for solvability. 
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4.4. Quickest method (QUICK)  
The QUICK equation is a second order accurate implicit method which is given in Table l(b). 
It is von Neumann stable for 0 < p ~< 1.114 . . . .  somewhat more restrictive than the CAN equation, 
and has a dominant wave speed error of the same magnitude as the CAN equation. The finite 
difference quation at the (N,j)th grid point is given by equation (25) with coefficients in Table l(b) 
for QUICK and we have the additional condition given by inequality (26). 
5. THIRD ORDER METHODS 
5.1. Noye and Tan marching method (NA 7") 
The NAT equation is an explicit third order method and is illustrated in Table l(a). It is yon 
Neumann stable for a much larger range of values of p and r than both the first order equations 
or the LAW second order equation. The dominant error in this method is associated with modelling 
the amplitude of propagated waves. 
At the (N,j)th grid point we require a fourth order substitution for the third order method. 
The equation [27] 
Oc 1 , . . 
ax  N (27) 
involves an error of O{(Ax)4}. Thus equations (14) and (27) give 
c~+,' =gCN_' j 3--2CJu_2+6C%_I--~CJu. (28) 
Combining equations (28) with (12) gives 
c~+~=~--~o(blc iu_3-6btc Ju_2+3(b_,+6b,)c~_,+(3bo- lObt)c~-3a_,c~+J, ) ,  (29) 
with coefficients given in Table l(a) for NAT. 
5.2. Marten's upwind-biased method (MAR)  
The MAR equation illustrated in Table l(a) has a relatively large stability range for an explicit 
equation. It is a third order accurate method and like the NAT equation, has a dominant error 
associated with the amplitude of modelled waves. When we consider the (1,j + 1)th grid point there 
is one unknown exterior point ( -1 , j ) .  To overcome this difficulty we employ equation (6) as a 
third order implicit method in the form 
Cio + 1 = (b , CJo + bo c~ + bt c{ - a_ t Clo + i _ al c{ + l)/ao, (30) 
where c~ is known from the boundary condition and the coefficients are given in Table l(a) for 
MAR. At the (N,j)th grid point we use equations (28) in (6) to obtain 
c~+~=½(btc~_3+ (b_2-2bt )c~_2+ 3(b_, +6bt )c~_~+(3bo-  lOb~)c~), (31) 
with coefficients, again, given in Table l(a) for MAR. 
5.3. Optimal two-weighted method (TWT)  
The third order accurate TWT equation given in Table l(b) is an implicit method. It has a large 
range of values of p and r for which it may be used, but it has complicated coefficients which 
incorporate a square root. 
For the (N,j)th grid point we employ equations (28) in (6) to obtain 
al cJu~J~ - 6al c~+.J2 + 3(a_ i + 6al)c~+Jl + (3a0 - 10al )c~ + i 
= blcJu_3 - 6blc~_2 + 3(b_l + 6bl)c~_ ~ + (3b0 - 10bt)c~. (32) 
This results in a loss of the tri-diagonal form with a need to remove the (N - 3,j + 1)th and 
(N - 2,j + 1)th grid points. We do this first by using equation (6) with b_: = 0 and i = N - 2 to 
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eliminate the cff+_13 term then we, again, use equation (6) with i = N - 1 to eliminate the c ~v+_l 2 from 
the resulting equation. The algebraic manipulation gives 
(3a 3_t + al (18a_, - al) + ao(6a_,al + aoal))c~+-Ij 
+ (3a ~_~a0- lOa2_la, + al(6a_,at +aoa~))c~ +t 
= a_l (a_lbl -- alb_l)C~-3 -- (6a2-1bl + a_~albo -- b_l (6a_,al + aoal))c~_2 
+ (3a~tb_l + 18aZ_lbl --a_lalbl +bo(6a_laj +aoa~))c~_, 
+ (3a 2_~ b0 - 10a z~b, + b~ (6a_~a~ + aoa~))cJu. (33) 
In order to maintain solvability it is necessary for 
13a2_lao - lOaZ_,al +al(6a_laj +a0al)] >1 13a3_1 + al(18a_m--al)+ao(6a_la, + a0al)]. (34) 
In inequalities (33) and (34) the coefficients are given in Table l(b) for TWT. 
5.4. An alternative third order method (ALT)  
The ALT equation has a similar stability plus solvability range to the TWT equation. It is 
given in Table l(b) and is an implicit third order accurate method. The ALT method has a very 
small wave speed error, the dominant error term affecting the amplitude of simulated wave 
propagation. The solvability region from condition (11) is 
r >~(2pZ-3p-5+x/16p4-24p3-23p2+42p+25) ,  (35) 
for 0 ~< p ~< I and this is illustrated in Table l(b). The finite difference quation at the (N,j)th grid 
point is given by (33) with solvability (34) and coefficients given in Table l(b) for ALT. 
6. COMPARISON USING A UNIFORM GRID SPACING 
The following describes results obtained when all calculations were performed in double 
precision on a VAX 11/730 with a uniform grid spacing. The R.M.S. error was used to measure 
the performance of each numerical method against he exact solution given by equation (5). Even 
though there are two parameters in each numerical method namely r and p it is only necessary to 
investigate the effects of changing one. The reason is that if Ax is fixed the effect of changing r
is the same as p since r = At/(Ax) 2 and p = At/Ax and we are really only varying At. As most 
explicit methods are unstable for r > 0.5 our work is restricted to r ~< 0.5 and results are compared 
over the time range 0.1 ~< t ~< 0.6 in order to keep computer time at a reasonable l vel. 
The first results were compared at t = 0.1. At this point in time the length of the column had 
been extended several times because of the moving front. To ensure consistency of comparison the 
R.M.S. error was calculated using all grid points from x = 0 to x = 2. Investigations showed that 
there were minimal end effects of the column extension for this calculation. This method of 
calculating the R.M.S. error was maintained for all times 0.1 ~< t ~< 0.6, even though the column 
used in the computation generally reached x = 7 by t = 0.6. 
Numerical investigations were performed for Ax = 0.1, 0.05, 0.01 and 0.005 with At altered to 
obtain r = 0.1, 0.2, 0.294, 0.4 and 0.5 (note r = 0.3 was unable to be used if t was to be calculated 
at 0.1, 0.2 . . . . .  0.6). The only implicit methods which did not satisfy the solvability conditions 
for the above values of r, Ax and At were the ALT and TWT methods. This was only for the 
condition (34), arising from equation (33) near the end. However these are sufficient and not 
necessary conditions for solvability. Particular attention was paid to these two methods as the 
calculation proceeded but no problems were observed. 
We first consider some of the trends in the R.M.S. error for different methods and then compare 
them in terms of accuracy and CPU time. It was found that the FTUP and CTUP methods were 
much worse than any of the other methods in terms of their R.M.S. error over time with fixed r 
and Ax. Figure 1 illustrates this in comparison with the FTCS method. All of the remaining 
methods howed decreasing R.M.S. error for fixed r and Ax, as time increased. This is consistent 
with the results of Roberts and Selim [7] for the diffusion equation. 
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10 ~ 
lO • 
-o- FTCS 
-¢- FTUP 
-N- CTUP 
! • i • i • | • i 
0.1 0.2 0.3 0.4 0.5 0.6 
TIME 
Fig. 1. R.M.S. error versus time for CTUP, FTUP and FTCS methods for r = 0.1 when Ax = 0.01. 
Figures 2(a)-(d) show the change in the R.M.S. error versus time with change in r, if Ax = 0.01, 
for FTCS, MAR,  BTCS and CAN methods, respectively. It can be seen that the R.M.S. decreases 
for decreasing r in the FTCS, BTCS and MAR methods but there is no change for the CAN 
method. LAW, SAG and NAT methods all displayed similar trends to the BTCS method while 
QUICK,  ALT  and TWT methods were similar to the CAN method with no change. Figure 2(a) 
illustrates a sudden decrease in accuracy for the FTCS method between r --- 0.4 and r = 0.5. This 
is consistent with FTCS becoming unstable for r > 0.5. 
Figures 3(a)-(c) show clearly the effect of  r upon the R.M.S. error for FTCS, BTCS and MAR 
methods at a particular time t when Ax = 0.01. Other values of  Ax displayed similar results. SAG, 
LAW and NAT methods were again similar to the BTCS method while CAN,  QUICK,  ALT  and 
TWT methods are not given since no change occurred for all selections of  r with a fixed spatial 
step size. Note again the fairly large decrease in accuracy for the FTCS method between r = 0.4 
and r = 0.5 for each time t. 
Figure 4 illustrates for r --- 0.1 the R.M.S. error versus time for the NAT method with different 
spatial step sizes. We note that decreasing Ax decreases the R.M.S. error. This is similar for other 
values o f  r and is consistent for each of  the remaining finite difference methods. 
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TIME 
2X10-5 
-o- ~0.5 
~ r=0.4 
~ ~0.3  
"*" ~0.2 
10"5 -~ 
0 
0.1 0.2 0.3 0.4 0.5 0.6 
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8X10-6 
m 6X 10-6 
4X10-L 
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= . = . 
0 , i . J • i 
0.1 0.2 0.3 0.4 0.5 
TIME 
Fig. 2. R.M.S. error versus time for different diffusion umbers when Ax = 0.01 for (a) FTCS, (b) MAR, 
(c) BTCS and (d) CAN finite difference methods. 
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(c) 
7X10-5 --a- t=0.1 
6X10-5 "*- t=0.2 
"~ t=0.3 
5X10"5 "4- t=0.4 
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Fig. 3. R.M.S. error versus time for selected times when Ax --- 0.01 for the (a) FTCS, (b) MAR and 
(c) BTCS finite difference methods. 
Table 2 gives the most accurate method and its corresponding R.M.S. error at t = 0.6 for 
different selections of r when Ax = 0.01. The results in this table were similar for other values of 
Ax and Tables 3 and 4 show the relative accuracy for each of the methods at t = 0.1 and t = 0.6 
when Ax = 0.01. The relative accuracy is determined by dividing the R.M.S. error for each method 
by that of the most accurate method, which therefore rates the value 1. For instance, when r = 0.5 
at t = 0.1 in Table 3, the CAN method displays the least R.M.S. error and is 5.3 times more 
accurate than the FTCS method. 
Tables 5 and 6 give the relative ranking of the methods with changes in r for changes in Ax. 
The results indicate that for r > 0.2 the second order implicit methods are the most accurate. 
Surprisingly these are better than the third order implicit methods as well as being better than the 
first order implicit methods. The CTUP implicit method and the FTUP explicit method were 
consistently the least accurate. The third order MAR method is the most accurate xplicit method 
for r > 0.2 with changes in Ax. The two second order explicit methods LAW and SAG, as well 
as the third order NAT method, have similar accuracy with changes in r and Ax. The first order 
FTCS method is more accurate than these second and third order methods for r < 0.4. For 
0.1 ~< r ~< 0.2 this method becomes the most accurate method. This is consistent with Fig. 2 which 
10 .3 
== 10 4 
0 =¢ 
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• .e- dx=O.05 
-II-. clx=O.O 1 
~ " ' ~  dx=O.OOS 
0.1 0.2 0.3TIM~4 0.5 0.6 
Fig. 4. R.M.S. error versus time for selected values of Ax 
when r = 0.1 for the NAT finite difference method. 
Table 2. Methods displaying the least R.M.S. error for five selections 
of r when Ax = 0.01 at t = 0.6 
r Method R.M.S. error? Time step~t 
0.5 Crank 1.705526 2000 
0.4 Crank 1.705526 2500 
0.294 Crank 1.705526 3400 
0.2 Crank 1.705526 5000 
0.1 FTCS 1.618770 10000 
?All values to be multiplied by 10 -6 . 
~:Number of timesteps between t = 0.5 and t = 0.6. 
CAMWA 20 I I--~F 
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Table 3. Relative accuracy for each of the methods at t = 0.1 for 
Ax = 0.01 
Diffusionnumber(r) 
Method 0.5 0.4 0.294 0.2 0.1 
Table 4. Relative accuracy for each of the methods at t = 0.6 for 
Ax = 0.01 
Diffusionnumber(r) 
Method 0.5 0.4 0,294 0.2 0.1 
FTCS 5.3 2.8 2.0 1.4 l.l FTCS 9.7 4.9 3.5 2.2 1.0 
FTUP US~ 63.1 62.5 62.1 72.8 FTUP USt 430.7 430.0 428.4 450.2 
LAW US 3.0 2.2 1.5 1.2 LAW US 6.5 4.6 3.0 1.4 
SAG 4.1 3.3 2.4 1.8 1.4 SAG 8.5 6.7 4.8 3.2 1.6 
NAT 4.2 3.3 2.4 1.6 1.0 NAT 8.6 6.8 4.8 3.1 1.3 
MAR 1.9 1.6 1.4 1.3 1.6 MAR 3.9 3.4 3.0 2.6 2.3 
BTCS 4.3 3.6 2,8 2.1 1.8 BTCS 7.8 6.4 4.9 3.6 2.4 
CTUP 61.1 61.1 61,1 61.1 72.2 CTUP 426.2 426.2 426.2 426.2 ~9.0 
CAN 1.0 1.0 1,0 1.0 1.2 CAN 1.0 1.0 1.0 1.0 1.1 
QUICK 1.1 I.I 1,1 1.1 1.3 QUICK 1.3 1.3 1.3 1.3 1.4 
ALT 1.3 1.3 1.3 1.3 1.6 ALT 2.4 2.4 2.4 2.4 2.6 
TWT 1.3 1.3 1.3 1.3 1.6 TWT 2.4 2.4 2.4 2.4 2.6 
~'These methods were unstable for this diffusion number. tThese method were unstable for this diffusion number. 
shows the error is continually decreasing for the explicit methods with a decrease in r whereas for 
the higher order implicit methods there is no change. Hence the explicit methods must eventually 
become more accurate than the implicit methods if they remain stable and r keeps decreasing. 
A common feature of most explicit methods is the restriction of the size of the time step due 
to stability requirements [28]. This limitation is generally removed when implicit finite difference 
methods are used. However, a distinct disadvantage of implicit methods is the extensive amount 
of CPU time utilized in determining the numerical solution compared to explicit methods for the 
same selection of values r and Ax. This is clearly seen in Table 7 which displays the R.M.S. error 
and CPU time for the 12 finite difference methods when Ax = 0.1 for r = 0.294, 0.2 and 0.1. 
Siemieniuch and Gladwell [20] state that this disadvantage of implicit methods can be offset by the 
possibility of taking larger time steps while still maintaining similar accuracy. This was investigated 
for the methods BTCS, CAN, QUICK, ALT and TWT. For instance, the FTCS method with 
Table 5. Ranked order in terms of R.M.S. accuracy for each of the methods when Ax = 0.1 and 0.05 at t = 0,6 
Ax = 0.1(r) Ax = 0.05(r) 
Method 0.5 0.4 0.294 0.2 0.1 0.5 0.4 0.294 0.2 0.1 
FTCS 9 6 6 3 I 9 6 6 3 1 
FTUP USt 12 12 12 12 US 12 12 12 12 
LAW US 9 9 9 5 US I 0 7 7 5 
SAG 8 8 8 7 6 7 8 9 9 6 
NAT 6 7 7 8 4 8 9 8 8 3 
MAR 5 5 5 6 7 5 5 5 6 7 
BTCS 7 10 10 10 8 6 7 10 10 8 
CTUP 10 11 11 11 11 10 11 11 11 11 
CAN 1 1 1 1 2 1 1 I 1 2 
QUICK 2 2 2 2 3 2 2 2 2 4 
ALT$ 3 3 3 4 9 3 3 3 4 9 
TWT$ 3 3 3 4 9 3 3 3 4 9 
tThese methods were unstable for this selection of r. 
:[:The ALT and TWT method displayed extremely similar R.M.S. errors for all sections of r and Ax and hence were given the same rank. 
Table 6. Ranked order in terms of R.M.S. accuracy for each of the methods when Ax ~ 0.01 and 0.005 at t = 0.6 
Ax = 0.01(r) Ax = 0.005(r) 
Method 0.5 0.4 0.294 0.2 0,1 0.5 0.4 0,294 0.2 0,1 
FTCS 9 6 6 3 I 7 5 5 2 I 
FTUP USt 12 12 12 12 US 10 12 12 12 
LAW US 8 7 7 5 US 7 6 6 4 
SAG 7 9 9 9 6 A:~ 8 8 8 5 
NAT 8 10 8 8 3 A A 7 7 3 
MAR 5 5 5 6 7 A A 4 5 6 
BTCS 6 7 10 10 8 5 6 9 9 7 
CTUP 10 I1 I1 11 I1 8 9 II 11 11 
CAN I I I I 2 I I 1 I 2 
QUICK 2 2 2 2 4 2 2 2 2 4 
ALT§ 3 3 3 4 9 3 3 2 3 8 
TWT§ 3 3 3 4 9 3 3 2 3 8 
tThese methods were unstable for this selection of r. 
SThese explicit methods displayed large column lengths and required large amounts of computer time to achieve a small time, t. Hence the 
numerical solutions were not obtained at t = 0.6. 
§The ALT and TWT methods displayed extremely similar R.M.S. errors for all selections of r and Ax and hence were given the same rank. 
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Table 7. R.M.S. error for each oftbe 12 finite difference methods for r = 0.294, 0.2 and 0,1 at t = 0.6 
when Ax =0.01. The CPU time is calculated between t =0.5 and t =0.6 
r = 0.1 r = 0.2 r = 0.294 
Method R,M.S.? CPU~: R.M.S. CPU R.M.S. CPU 
FTCS 1.619 19.58 3,712 9.78 5.895 6.60 
CAN 1.706 56.90 1.706 28.37 1.706 19.30 
FTUP 728.6 19.25 730.7 9.78 732,9 6.62 
LAW 2.338 19.60 5.115 9.82 7,886 6.63 
SAG 2.606 25.98 5,421 12.97 8,231 8.73 
MAR 3.688 26.85 4.390 13.37 5.071 11.00 
NAT 2.060 25.97 5.204 13.02 8.175 10.90 
BTCS 3,827 52.92 6.151 26.38 8.372 18.01 
CTUP 726,9 56.87 726.9 28.43 726.9 19.28 
QUICK 2,210 57.02 2.210 28.45 2.210 19.32 
ALT 4.154 57.13 4.154 28.47 4.154 19.27 
TWT 4.154 90.75 4.154 45.42 4.154 30.85 
~'AII R.M.S. errors must be multiplied by 10 -s. 
:[:Time is in minutes. 
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r =0.1 and Ax =0.1 took 60,000 time steps and 19.58 CPUmin  to yield an R.M.S. error of  
2.30 x 10 -5 whereas CAN with r = 10 and Ax = 0.1 only required 600 timesteps and 0.55 CPU min 
to give an R.M.S. error of  2.25 x 10 -5. The QUICK method displayed similar CPU and R.M.S. 
errors to CAN. The third order implicit method ALT with r = 20, Ax = 0.1 gave the R.M.S. error 
of  6.8 x 10 -5 using 300 time steps and 0.28 CPU min whereas the explicit methods LAW, SAG, 
NAT and MAR required 30,000 time steps with r =0.2,  Ax = 0.1 and between 9.8 and 
13.24 CPU min to yield an R.M.S. error between 6.2 x 10 -5 and 7.7 x 10 -5. 
These results show that if r is sufficiently small, and Ax is fixed, the explicit methods will produce 
more accurate results. They are in general also easier to program. However, in most cases it is 
necessary to maintain a desired accuracy while keeping the CPU time as low as possible. In this 
case the implicit methods have a distinct advantage because of larger time steps permitted. The 
results also indicate that the order of  the method does not play as an important role as might be 
expected within either the explicit or within the implicit methods. This is clearly shown by the 
performance of  the FTCS method. One interesting feature is that the second order implicit methods 
are more accurate than the third order implicit methods for all r, Ax and at all times. 
The obvious question is what effect does the discontinuity in the boundary conditions have on 
the results. In order to explore this we now consider the use of  variable grid spacing with a very 
fine grid used near the discontinuity at x = 0, t = 0. 
7. VARIABLE  GRID SPACING NEAR D ISCONTINUITY  
Initially the column is divided into ten primary intervals between x = 0 and x = 1, then each 
of  these primary sub-intervals is refined further. In the procedure used here the interval 0 to 0.1 
was divided into 2 ~° secondary sub-intervals, then 0.1 to 0.2 into 29 second sub-intervals and so 
on, as illustrated in Fig. 5(a). The spatial step size between x = 0 and x = 0.1 is therefore given 
by Ax = 0.1/2 r° and between x = 0.1 and x = 0.2 by Ax = 0.1/29 and so on. However, where a 
column extension occurs, the spatial resolution within a primary sub-interval is reduced by a factor 
of  two. That is, there are now only 2 9 secondary sub-intervals between x = 0 and 0.1 and 28 
secondary sub-intervals between x = 0. I and 0.2 as illustrated in Fig. 5(b). Thus when the primary 
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Fig. 5. Variable grid structure within the column. 
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Fig. 6. Spatial resolution within the column at the (i, j)th primary grid point. 
sub-interval containing 22 secondary sub-intervals i  reached, all remaining primary sub-intervals 
contain only two sub-divisions as shown in Fig. 5(b). This process is repeated wherever a column 
extension is requiredl Hence after nine extensions, the column is uniformly divided into a grid of 
spacing Ax = 0.1/2 with two secondary sub-intervals for every primary sub-interval. 
Consider the spatial resolution in the column at the (i, j)th primary grid point illustrated in 
Fig. 6. The general finite difference quation (6) at the (i - 1,j)th secondary grid-point using a 
spatial size of Ax may be written as 
a_lci+_~+aoc~+_ll +alci +l=b_jc~_2+boc! l +bjc~, (36) 
and the general finite difference quation at the (i, j)th primary grid point is given by 
Ct ic~+~+CtoC~ +l + a]ci+l" j+l = ~_lC i_2.~_60cJ J t_~lC i+l ,  (37) 
where the coefficients in the above equation are calculated using a spatial step size of 2 Ax. The 
system of equations produced by equations (36) and (37) is not tri-diagonal. This may be achieved 
by multiplying equation (36) by -ao/ao and adding the result to equation (37). This leads to the 
finite difference approximation at the (i, j)th primary grid point, namely 
--~l ja^c  j+l  - u i _ l+(a  1~1 o_~l_ la l )c ; i+ l+a_ l ( l l c i+ l lb+ 
=(a_tb_,-a_,b_,)ci_2-a_tboc~_t +(a_,bo-6_,b,)ci+a_,b,c~+,. (38) 
The system is now tri-diagonal. 
The variable grid spacing accentuates the problem of maintaining stability, requiring extemely 
small time steps for the explicit methods. For instance to ensure stability of the FTCS method 
requires At ~< 4.7 x 10 -9 for the column structure in Fig. 6 and this takes approx. 2.1 x 107 time 
steps to reach t = 0.1. As this situation is impractical only the implicit methods were investigated 
with variable grid spacing. 
Figures 7(a) and (b) show graphs of R.M.S. error versus time for each of the implicit 
methods--BTCS, CAN, QUICK, ALT and TWT for both variable and uniform grid spacings. The 
CTUP method is not included since it displayed extremely large R.M.S. errors compared to the 
other methods, which was more consistent with the uniform grid spacing method. Inspection of 
Figs 7(a) and (b) shows the vast improvement of the two third order methods over the lower order 
methods when the variable grid spacing is employed. BTCS improved very little with variable grid 
spacing. 
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Fig. 7. R.M.S. error versus time for BTCS, CAN, QUICK, ALT and TWT finite difference methods using 
(a) variable grid spacing techniques and (b) uniform grid spacing techniques. The uniform grid spacing 
uses r = 0.02 and Ax = 0.05. 
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Figure 8(a) displays the R.M.S. error versus time for TWT showing the two cases of variable 
and uniform grid spacing. This clearly indicates the improvement in accuracy. A similar result was 
obtained for ALT. Figure 8(b) shows the same sort of results for CAN. While there is some 
improvement in accuracy, it is not dramatic. In Figs 7 and 8 for the uniform grid spacing r = 0.02 
and Ax = 0.05 to be consistent with the variable grid spacing when x > 0.9. 
In order to further compare the accuracy of the variable grid spacing technique, the exact profile 
taken from (5) at t = 0.1 was used to start the uniform grid spacing method. This removed the 
effect of the discontinuity on accuracy. When results were compared with the variable grid spacing 
method they were found to have errors of the same order of magnitude. 
Thus we conclude that when a problem contains an initial discontinuity it is desirable to employ 
variable grid spacing methods with third order implicit methods if the benefits of the high order 
of accuracy of these methods are to be retained. The reason for this is that methods are of higher 
order only when mutual boundary values have continuous derivatives; when there is a discontinuity 
this reduces the order of accuracy. 
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