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Abstract
Consider the following dynamic factor model: Rt =
∑q
i=0Λift−i + et, t = 1, ..., T ,
where Λi is an n × k loading matrix of full rank, {ft} are i.i.d. k × 1-factors, and et are
independent n× 1 white noises. Now, assuming that n/T → c > 0, we want to estimate the
orders k and q respectively. Define a random matrix
Φn(τ) =
1
2T
T∑
j=1
(RjR
∗
j+τ +Rj+τR
∗
j ),
where τ ≥ 0 is an integer. When there are no factors, the matrix Φn(τ) reduces to
Mn(τ) =
1
2T
T∑
j=1
(eje
∗
j+τ + ej+τe
∗
j ).
When τ = 0, Mn(τ) reduces to the usual sample covariance matrix whose ESD tends to
the well known MP law and Φn(0) reduces to the standard spike model. Hence the number
k(q+1) can be estimated by the number of spiked eigenvalues ofΦn(0). To obtain separate
estimates of k and q , we have employed the spectral analysis ofMn(τ) and established the
spiked model analysis for Φn(τ).
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1 Introduction
For a p × p random Hermitian matrix A with eigenvalues λj , j = 1, 2, · · · , p, the empirical
spectral distribution (ESD) ofA is defined as
FA(x) =
1
p
p∑
j=1
I(λj ≤ x).
The limiting distribution F of {FAn} for a given sequence of random matrices {An} is called
the limiting spectral distribution (LSD). Let {εit} be independent identically distributed (i.i.d)
random variables with common mean 0, variance 1. Consider a high dimensional dynamic k-
factor model with lag q, that is,Rt =
∑q
i=0Λift−i+et, t = 1, ..., T , whereΛi is an n×k loading
matrix of full rank, {ft} are i.i.d. k × 1-factors with common mean 0, variance 1, whereas et
corresponds to the noise component with et = (ε1t, · · · , εnt)′. In addition, both components of
et and ft are assumed to have finite 4th moment.
This model can also be thought as an information-plus-noise type model (Dozier & Silver-
stein, 2007a, b; Bai & Silverstein, 2012). Here both n and T tend to ∞, with n/T → c for
some c > 0. Compared with n and T , the number of factors k and that of lags q are fixed
but unknown. An interesting and important problem to economists is how to estimate k and
q. To this end, define Φn(τ) =
1
2T
∑T
j=1(RjR
∗
j+τ + Rj+τR
∗
j), γt =
1√
2T
et and Mn(τ) =∑T
k=1(γkγ
∗
k+τ + γk+τγ
∗
k), τ = 0, 1, · · · . Here ∗ stands for the transpose and complex conjugate
of a complex number and τ is referred to be the number of lags. Denote
Λ = (Λ0,Λ1, · · · ,Λq)n×k(q+1),
Fτ =


fT+τ fT+τ−1 · · · fτ+1
fT+τ−1 fT+τ−2 · · · fτ
...
...
...
...
fT+τ−q fT+τ−1−q · · · fτ+1−q


k(q+1)×T
,
eτ = (eT+τ , eT+τ−1, · · · , eτ+1)n×T .
Then we have thatΦn(τ) =
1
2T
[(ΛFτ +eτ )(ΛF0+e0)∗+(ΛF0+e0)(ΛFτ +eτ )∗] andMn(τ) =
2
1
2T
(eτe0∗ + e0eτ∗).
Note that essentially,Mn(τ) and Φn(τ) are symmetrized auto-cross covariance matrices at
lag τ and generalize the standard sample covariance matrices Mn(0) and Φn(0), respectively.
The matrix Mn(0) has been intensively studied in the literature and it is well known that the
LSD has an MP law (Marcˇenko and Pastur, 1967). Readers may refer to Jin et al. (2014) and
Wang et al. (2015) for more details about the model.
To estimate k and q, the following method can be employed. First, note that when τ = 0 and
Cov(ft) = Σf , the population covariance matrix of Rt is a spiked population model (Johnstone
(2001), Baik and Silverstein (2006), Bai and Yao (2008)) with k(q+1) spikes. Therefore, k(q+1)
can be estimated by counting the number of eigenvalues of Φn(0) that are larger than some phase
transition point. Next, the separated estimation of k and q can be achieved by investigating the
spectral property ofMn(τ) for general τ ≥ 1, using the fact that the number of eigenvalues of
Φn(τ) that lie outside the support of the LSD ofMn(τ) at lags 1 ≤ τ ≤ q is different from that at
lags τ > q. Thus, the estimates of k and q can be separated by counting the number of eigenvalues
of Φn(τ) that lie outside the support of the LSD ofMn(τ) from τ = 0, 1, 2, · · · , q, q + 1, · · · .
Note that for the above method to work, the LSD ofMn(τ) for general τ ≥ 1must be known.
This is derived in Jin et al. (2014). Moreover, it is required that no eigenvalues outside the the
support of the LSD of Mn(τ) so that if an eigenvalue of Φn(τ) goes out of the support of the
LSD ofMn(τ), it must come from the signal part. Wang et al. (2015) proved such phenomenon
theoretically. Both results are included in Section 2 for readers’ reference.
The rest of the paper is structured as follows: Some known results are given in Section 2.
Section 3 presents truncation of variables and Section 4 estimates k(q + 1). The estimation of
q is provided in Section 5, from the which the estimation of k can also be obtained. Section 6
discusses the case when the variance of the noise part is unknown. A simulation study is shown
in Section 7 and some proofs are presented in Appendix.
Regrading the norm used in this paper, the norm applied to a vector is the usual Euclidean
norm, with notation ‖ ∗ ‖. For a matrix, two kinds of norm have been used. The operator norm,
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denoted by ‖ ∗ ‖o, is the largest singular value. For matrices of fixed dimension, the Kolmogorov
norm, defined as the largest absolute value of all the entries, has been used, with notation ‖ ∗ ‖K .
2 Some known results
In this section, we present some known results.
Lemma 2.1 (Burkholder (1973)). Let {Xk} be a complex martingale difference sequence with
respect to the increasing σ-fields {Fn}. Then, for p ≥ 2, we have
E|
∑
Xk|p ≤ Kp
(
E
(∑
E(|Xk|2|Fk−1)
)p/2
+ E
∑
|Xk|p
)
.
Lemma 2.2 (Lemma A.1 of Bai and Silverstein (1998)). For X = (X1, · · · , Xn)′ i.i.d. stan-
dardized (complex) entries, B n × n Hermitian nonnegative definite matrix, we have, for any
p ≥ 1,
E|X∗BX|p ≤ Kp
((
trB
)p
+ rE|X1|2ptrBp
)
,
where Kp is a constant depending on p only.
Lemma 2.3 (Jin et al. (2014)). Assume:
(a) τ ≥ 1 is a fixed integer.
(b) ek = (ε1k, · · · , εnk)′, k = 1, 2, ..., T+τ , are n-dimensional vectors of independent standard
complex components with sup1≤i≤n,1≤t≤T+τ E|εit|2+δ ≤ M < ∞ for some δ ∈ (0, 2], and
for any η > 0,
1
η2+δnT
n∑
i=1
T+τ∑
t=1
E(|εit|2+δI(|εit| ≥ ηT 1/(2+δ))) = o(1). (2.1)
(c) n/(T + τ)→ c > 0 as n, T →∞.
(d)Mn(τ) =
∑T
k=1(γkγ
∗
k+τ + γk+τγ
∗
k), where γk =
1√
2T
ek.
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Then as n, T →∞, FMn(τ) D→ Fc a.s. and Fc has a density function given by
φc(x) =
1
2cπ
√
y20
1+y0
− (1−c|x| + 1√1+y0 )2, |x| ≤ a,
where
a =


(1−c)√1+y1
y1−1 , c 6= 1,
2, c = 1,
y0 is the largest real root of the equation: y
3 − (1−c)2−x2
x2
y2 − 4
x2
y − 4
x2
= 0 and y1 is the only
real root of the equation:
((1− c)2 − 1)y3 + y2 + y − 1 = 0 (2.2)
such that y1 > 1 if c < 1 and y1 ∈ (0, 1) if c > 1. Further, if c > 1, then Fc has a point mass
1− 1/c at the origin. Note that as long as τ ≥ 1, Fc does not depend on τ.
Lemma 2.4 (Bai and Wang (2015)). Theorem 2.3 still holds with the 2 + δ moment condition
weakened to 2nd moment.
Lemma 2.5 (Wang et al. (2015)). Assume:
(a) τ ≥ 1 is a fixed integer.
(b) ek = (ε1k, · · · , εnk)′, k = 1, 2, ..., T + τ , are n-vectors of independent standard complex
components with supi,t E|εit|4 ≤M for someM > 0.
(c) There exist K > 0 and a random variable X with finite fourth order moment such that, for
any x > 0, for all n, T
1
nT
n∑
i=1
T+τ∑
t=1
P(|εit| > x) ≤ KP(|X| > x). (2.3)
(d) cn ≡ n/T → c > 0 as n→∞.
(e)Mn =
∑T
k=1(γkγ
∗
k+τ + γk+τγ
∗
k), where γk =
1√
2T
ek.
(f) The interval [a,b] lies outside the support of Fc, where Fc is defined as in Lemma 2.3.
Then P (no eigenvalues ofMn appear in [a, b] for all large n) = 1.
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3 Truncation, centralization and standardization of variables
As proved in Wang et al.(2015), we may assume that the εij’s satisfy the conditions that
|εij| ≤ C, Eεij = 0, E|εij|2 = 1, E|εij|4 < M (3.4)
for some C,M > 0.
For the truncation of variables in Fτ , first note that for a random variableX with E|X|4 <∞,
we have
∑∞
ℓ=1 2
ℓP
(|X| > 2ℓ/4) < ∞. Given E|Fτij |4 < ∞, i = 1, · · · , k(q + 1), j = 1, · · · , T ,
define Fˆτij =

 F
τ
ij , |Fτij| < T 1/4,
0, otherwise,
Fˆτ =
(
Fˆτij
)
and
Φˆn(τ) =
1
2T
[(ΛFˆτ + eτ )(ΛFˆ0 + e0)∗ + (ΛFˆ0 + e0)(ΛFˆτ + eτ )∗].
Then we have
P
(
Φn(τ) 6= Φˆn(τ), i.o.
)
= P
(
Fτ 6= Fˆτ , i.o.
)
= P


∞⋂
L=1
∞⋃
T=L
⋃
i≤k(q+1)
j≤T
{|Fτij| ≥ T 1/4}


≤ lim
L→∞
∞∑
ℓ=L
P


2ℓ+1⋃
T=2ℓ+1
⋃
i≤k(q+1)
j≤2ℓ+1
{|Fτij| ≥ 2ℓ/4}


≤ lim
L→∞
∞∑
ℓ=L
P

 ⋃
i≤k(q+1)
j≤2ℓ+1
{|Fτij| ≥ 2ℓ/4}


≤ k(q + 1) lim
L→∞
∞∑
ℓ=L
2ℓ+1P
(|Fτ11| ≥ 2ℓ/4)
→ 0.
This completes the proof of truncation. Centralization and standardization can be justified in the
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same way as in Appendix A of Wang et al. (2015). In what follows, we may assume that
|Fτij | < T 1/4, EFτij = 0, E|Fτij |2 = 1, E|Fτij |4 < M
for someM > 0.
4 Estimation of k(q + 1)
In this section, we will estimate k(q+1) by an investigation of the limiting properties of eigenval-
ues of Φn(0). For simplicity, rewrite Φn(0) = Φ(0),F
0 = F and e0 = e. With these notations,
we have Φ(0) = 1
T
(ΛF + e)(ΛF + e)∗ and M(0) = 1
T
ee∗. When Λ = 0, Φ(0) reduces to
M(0), which is a standard sample covariance matrix and thus its ESD tends to the famous MP
law (Marcˇenko and Pastur, 1967).
Suppose ℓ is an eigenvalue of Φ(0), then we have
0 = det |ℓI−Φ(0)| = det
∣∣∣∣ℓI−M(0)− 1T ΛFe∗ − 1T eF∗Λ∗ − 1T ΛFF∗Λ∗
∣∣∣∣ . (4.1)
Let B = (B1 : B2) be an n × n orthogonal matrix such that B1 = Λ(Λ∗Λ)−1/2 and thus
Λ∗B2 = 0k(q+1)×(n−k(q+1)). Then (4.1) is equivalent to
det
∣∣∣∣∣∣
ℓIk(q+1) − 1TB∗1(ΛF+ e)(F∗Λ∗ + e∗)B1 − 1TB∗1(ΛF+ e)e∗B2
− 1
T
B∗2e(F
∗Λ∗ + e∗)B1 ℓIn−k(q+1) − 1TB∗2ee∗B2
∣∣∣∣∣∣ = 0 (4.2)
If we further assume that ℓ is not an eigenvalue of 1
T
B∗2ee
∗B2, then we have
det |Ik(q+1) − 1
T
B∗1(ΛF+ e)D
−1(ℓ)(F∗Λ∗ + e∗)B1| = 0, (4.3)
whereD(ℓ) = ℓIT − 1T e∗B2B∗2e. DenoteH(ℓ) = ℓIT − 1T e∗e, then we obtain
1
T
B∗1eD
−1(ℓ)e∗B1 =
(
I+
1
T
B∗1eH
−1(ℓ)e∗B1
)−1 1
T
B∗1eH
−1(ℓ)e∗B1. (4.4)
Next, we have
1
T
B∗1eH
−1(ℓ)e∗B1 =
1
T
B∗1
(
− T I+ ℓT (ℓIn −M(0))−1
)
B1
= −Ik(q+1) + ℓB∗1(ℓIn −M(0))−1B1. (4.5)
7
Substitute (4.5) back to (4.4), and we have
1
T
B∗1eD
−1(ℓ)e∗B1
= Ik(q+1) −
(
ℓB∗1(ℓIn −M(0))−1B1
)−1
= Ik(q+1) +
1
ℓ
(
B∗1(M(0)− ℓIn)−1B1
)−1
Write B1 = (b1, · · · ,bk(q+1)), then we have ‖bi‖ = 1. By Lemma 6 in Bai, Liu and Wong
(2011), we have
b∗i (M(0)− ℓIn)−1bi → m, a.s.
and for i 6= j
b∗i (M(0)− ℓIn)−1bj → 0, a.s.,
where m = m(ℓ) = limn→∞ 1n tr(M(0)− ℓIn)−1 is the Stieltjes transform of the sample covari-
ance with ratio index c = limn→∞ nT .
By Lemma 3.11 of Bai and Silverstein (2010), we havem satisfying
m(ℓ) =
1− c− ℓ+√(1− ℓ− c)2 − 4ℓc
2cℓ
. (4.6)
Therefore, we obtain
1
T
B∗1eD
−1(ℓ)e∗B1 →
(
1 +
1
ℓm
)
Ik(q+1).
Next, we want to show, with probability 1 that
1
T
B∗1ΛFD
−1(ℓ)e∗B1 → 0
and
1
T
B∗1eD
−1(ℓ)F∗Λ∗B1 → 0.
Note that
1
T
B∗1ΛFD
−1(ℓ)e∗B1
=
1
T
(
I+
1
T
B∗1eH
−1(ℓ)e∗B1
)−1
B∗1ΛFH
−1(ℓ)e∗B1
=
1
ℓT
(
B∗1(M(0)− ℓIN)−1B1
)−1
B∗1ΛFH
−1(ℓ)e∗B1
=
1
ℓT
(
B∗1(M(0)− ℓIN)−1B1
)−1
B∗1ΛF
(
ℓIT − 1
T
e∗e
)−1
e∗B1.
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RecallM(0) = 1
T
ee∗. Fix δ > 0 and let event A = {λmax(M(0)) ≤ (1 +
√
c)2 + δ} and Ac
be the complement. By Theorem 5.9 of Bai and Silverstein (2010), we have P(Ac) = o(n−t) for
any t > 0.
Suppose ℓ is an eigenvalue of Φ(0) larger than (1 +
√
c)2 + 2δ. By the fact that M(0)
and 1
T
e∗e have the same set of nonzero eigenvalues, we have, under A, that ‖ℓIT − 1T e∗e‖o ≥
ℓ− ‖ 1
T
e∗e‖o ≥ δ > 0, and hence ‖
(
ℓIT − 1T e∗e
)−1‖o ≤ 1δ .
Therefore, for any ε > 0, we have
P(‖ 1
T
F
(
ℓIT − 1
T
e∗e
)−1
e∗B1‖K ≥ ε)
= E
(
P(‖ 1
T
F
(
ℓIT − 1
T
e∗e
)−1
e∗B1‖K ≥ ε)
∣∣∣e)
≤ E
(
P(‖ 1
T
F
(
ℓIT − 1
T
e∗e
)−1
e∗B1‖K ≥ ε)
∣∣∣e,A)+ P(Ac).
Write F = (F˜1, · · · , F˜k(q+1))′. For the first term, by Lemma 2.2, we have
E
(
P(‖ 1
T
F
(
ℓIT − 1
T
e∗e
)−1
e∗B1‖K ≥ ε)
∣∣∣e,A)
≤ 1
ε4rT 4r
EE
(
‖F(ℓIT − 1
T
e∗e
)−1
e∗B1‖4rK
∣∣∣e,A)
≤ 1
ε4rT 4r
EE
[(
trF
(
ℓIT − 1
T
e∗e
)−1
e∗B1B∗1e
(
ℓIT − 1
T
e∗e
)−1
F∗
)2r∣∣∣e,A]
=
1
ε4rT 4r
EE
[( k(q+1)∑
i=1
F˜∗i
(
ℓIT − 1
T
e∗e
)−1
e∗B1B∗1e
(
ℓIT − 1
T
e∗e
)−1
F˜i
)2r∣∣∣e,A]
≤ [k(q + 1)]
2r−1
ε4rT 4r
E
[ k(q+1)∑
i=1
E
(
F˜∗i
(
ℓIT − 1
T
e∗e
)−1
e∗B1B∗1e
(
ℓIT − 1
T
e∗e
)−1
F˜i
)2r∣∣∣e,A]
≤ K2r[k(q + 1)]
2r−1
ε4rT 4r
E
[ k(q+1)∑
i=1
([
tr
(
ℓIT − 1
T
e∗e
)−1
e∗B1B∗1e
(
ℓIT − 1
T
e∗e
)−1]2r
+
E|F11|4rtr[(ℓIT − 1
T
e∗e
)−1
e∗B1B
∗
1e
(
ℓIT − 1
T
e∗e
)−1
]2r
)∣∣∣A]
≤ K2r[k(q + 1)]
2r
δ4rε4rT 4r
E
[(
tre∗B1B∗1e
)2r
+ E|F11|4rtr(e∗B1B∗1e)2r
∣∣∣A]
≤ K2r[k(q + 1)]
2r[(1 +
√
c)2 + δ]2r
δ4rε4rT 2r
E
(
(trB∗1B1)
2r + E|F11|4rtr(B∗1B1)2r
)
≤ K2r[k(q + 1)]
2r[(1 +
√
c)2 + δ]2r
δ4rε4rT 2r
(
[k(q + 1)]2r + E|F11|4T 4r−44 k(q + 1)
)
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which is summable for r ≥ 1.
Hence, we have shown with probability 1 that
1
T
B∗1ΛFD
−1(ℓ)e∗B1 → 0.
Similarly, we have with probability 1 that
1
T
B∗1eD
−1(ℓ)F∗Λ∗B1 → 0.
Therefore, substituting into (4.3), we have
det | 1
T
B∗1ΛFD
−1(ℓ)F∗Λ∗B1 +
1
ℓm(ℓ)
Ik(q+1)| → 0. (4.7)
Using Bai, Liu andWong (2011) again, we have the diagonal elements of the matrix T−1FD−1(ℓ)F∗
tend to −m(ℓ) and the off diagonal elements tend to 0. Here m(ℓ) is the Stieltjies transform of
the LSD of 1
T
e∗e and satisfies
m(ℓ) = −1− c
ℓ
+ cm(ℓ).
Thus, if Λ∗Λ→ Q, then (4.7) can be further simplified as
det | −Qm(ℓ) + 1
ℓm(ℓ)
Ik(q+1)| = 0. (4.8)
If α is an eigenvalue of Q, and there is an ℓ belonging to the complement of the support of the
LSD ofM(0) such that α = 1
ℓm(ℓ)m(ℓ)
, then ℓ is a solution of (4.8).
From (4.6), we have
cℓm2(ℓ)− (1− c− ℓ)m(ℓ) + 1 = 0,
which implies
ℓm(ℓ)m(ℓ) = ℓm(ℓ)
(− 1− c
ℓ
+ cm(ℓ)
)
= −(1− c)m(ℓ) + cℓm2(ℓ)
= −(1− c)m(ℓ) + (1− c− ℓ)m(ℓ)− 1
= −ℓm(ℓ)− 1
= −1 − c− ℓ+
√
(1− ℓ− c)2 − 4ℓc
2c
− 1
=: g(ℓ).
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It is easy to verify that g′(ℓ) < 0, implying that ℓm(ℓ)m(ℓ) is decreasing. Also note that
ℓm(ℓ)m(ℓ) = 1√
c
when ℓ = (1 +
√
c)2. Therefore, if α = 1
ℓm(ℓ)m(ℓ)
>
√
c, then we have ℓ >
(1+
√
c)2. This recovers the result of Baik and Silverstein (2006). Note that [(1−√c)2, (1+√c)2]
is the support of the MP law. Hence, if all the eigenvalues of Q are greater than
√
c, we have
k(q + 1) sample eigenvalues of Φn(0) goes outside the right boundary of the support of the MP
law. Note that although the distribution of rest n− k(q + 1) sample eigenvalues follows the MP
law with the largest sample eigenvalue converging to the right boundary, there is still a positive
probability that the largest sample eigenvalue goes beyond the right boundary. Therefore, to
completely separate the k(q + 1) spiked sample eigenvalues from the rest, the threshold is set
as (1 +
√
c)2(1 + 2n−2/3). In other words, k(q + 1) can be estimated by the number of sample
eigenvalues of Φn(0) greater than (1 +
√
c)2(1 + 2n−2/3).
Remark 4.1 For factor models, the loading matrix is unknown. This, however, is not a concern
in our estimation because compared with the noise matrix, the loading matrix is denominating,
making the condition easily satisfied that all the eigenvalues ofQ are greater than
√
c.
Remark 4.2 The rationale of choosing (1+2n−2/3) as the buffering factor of the criterion is that,
according to Tracy-Widom law, the quantity of a non-spiked eigenvalue larger than (1 +
√
c)2
has an order of n−2/3. Therefore, it is good enough for us to choose (1 + 2n−2/3) to completely
separate the spikes and the bulk eigenvalues.
5 Estimation of q
Next, we want to split k and q. Let τ ≥ 1 be given and assume that ℓ is an eigenvalue of Φn(τ).
For simplicity, writeMn(τ) =M and for t = 1, 2, · · · , T , define Ft = (ft, ft−1, · · · , ft−q)′ such
11
thatRt = ΛFt + et. Then we have
0 = det |ℓI−Φn(τ)|
= det
∣∣∣ℓI−M− 1
2T
T∑
j=1
(
ΛFjF
∗
j+τΛ
∗ +ΛF∗j+τF
∗
jΛ
∗
+ejF
∗
j+τΛ
∗ +ΛF∗j+τe
∗
j + e
∗
j+τF
∗
jΛ
∗ +ΛFje∗j+τ
)∣∣∣. (5.1)
Define B,B1 and B2 the same as in the last section. MultiplyingB
∗ from left and B from right
to the above matrix and by Λ∗B2 = 0k(q+1)×(n−k(q+1)), we have (5.1) equivalent to
0 = det
∣∣∣∣∣∣
ℓIk(q+1) − S11 −S12
−S21 ℓIn−k(q+1) − S22
∣∣∣∣∣∣ = det |ℓI− S22| det |ℓI−Kn(ℓ)|,
where
S11 =
1
2T
T∑
j=1
B∗1[(ΛFj + ej)(ΛFj+τ + ej+τ)
∗ + (ΛFj+τ + ej+τ)(ΛFj + ej)∗]B1
S12 =
1
2T
T∑
j=1
B∗1(ΛFje
∗
j+τ +ΛFj+τe
∗
j )B2 +B
∗
1MB2
S21 = S
∗
12
S22 = B
∗
2MB2
Kn(ℓ) = S11 + S12(ℓIn−k(q+1) − S22)−1S21.
Therefore, if ℓ is not an eigenvalue of S22, by the factorization above, ℓ must be an eigenvalue of
Kn(ℓ), i.e. det |Kn(ℓ)− ℓI| = 0.
DenoteW = 1
2T
∑T
j=1(Fje
∗
j+τ + Fj+τe
∗
j). By the assumptions of et’s and Ft’s, the random
vector {Fje∗j+τ + Fj+τe∗j , j ≥ 1} is (q + 1)-dependent (see Page 224, Chung 2001). It then
follows with probability 1 that
WB1 = o(1)
B∗1W
∗ = o(1)
1
2T
T∑
j=1
(FjF
∗
j+τ + Fj+τF
∗
j) = H(τ) + o(1),
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where
H(τ) =


0 · · · 1 · · · 0
...
. . . 0 1
...
1 0
. . . 0 1
... 1 0
. . .
...
0 · · · 1 · · · 0


,
is of dimension k(q+1)×k(q+1) with two bands of 1’s of kτ -distance from the main diagonal.
Therefore, we have a.s.
S11 = B
∗
1ΛH(τ)Λ
∗B1 +B∗1MB1 + o(1)
S12 = B
∗
1(M+ΛW)B2
S21 = B
∗
2(M+W
∗Λ∗)B1.
Subsequently, we have a.s.
Kn(ℓ) = B
∗
1ΛH(τ)Λ
∗B1 +B∗1MB1 +B
∗
1(M+ΛW)B2
(
ℓI−B∗2MB2
)−1
B∗2(M+W
∗Λ∗)B1 + o(1).
Note that
B∗1MB1 +B
∗
1MB2
(
ℓI−B∗2MB2
)−1
B∗2MB1
= B∗1MB1 +B
∗
1M
1
ℓ
B2B
∗
2M(I−
1
ℓ
B2B
∗
2M)
−1B1
= B∗1M(I−
1
ℓ
B2B
∗
2M)
−1B1
= ℓB∗1M(ℓI−M+B1B∗1M)−1B1
= ℓI− ℓ
(
I+B∗1M
(
ℓI−M)−1B1)−1
= ℓI−
(
B∗1
(
ℓI−M)−1B1)−1
13
and
WB2
(
ℓI−B∗2MB2
)−1
B∗2W
∗
=
1
2T
T∑
i,j=1
(Fiγ
∗
i+τ + Fi+τγ
∗
i )B2
(
ℓI−B∗2MB2
)−1
B∗2(γj+τF
∗
j + γjF
∗
j+τ )
=
1
2T
T∑
j=1
[
Fjγ
∗
j+τB2
(
ℓI−B∗2MB2
)−1
B∗2γj+τF
∗
j + Fj+τγ
∗
jB2
(
ℓI−B∗2MB2
)−1
B∗2γjF
∗
j+τ
]
+
1
2T
T∑
j=1
[
Fjγ
∗
j+τB2
(
ℓI−B∗2MB2
)−1
B∗2γjF
∗
j+τ + Fj+τγ
∗
jB2
(
ℓI−B∗2MB2
)−1
B∗2γj+τF
∗
j
]
+
1
2T
T∑
j=1
(Fj+τγ
∗
j+2τ + Fj+2τγ
∗
j+τ)B2
(
ℓI−B∗2MB2
)−1
B∗2(γj+τF
∗
j + γjF
∗
j+τ ) +
1
2T
T∑
j=1
(Fj−τγ∗j + Fjγ
∗
j−τ)B2
(
ℓI−B∗2MB2
)−1
B∗2(γj+τF
∗
j + γjF
∗
j+τ ) +
1
2T
T∑
i,j=1
i6=j,i6=j±τ
(Fiγ
∗
i+τ + Fi+τγ
∗
i )B2
(
ℓI−B∗2MB2
)−1
B∗2(γj+τF
∗
j + γjF
∗
j+τ)
=: P1 +P2 +P3 +P4 +P5.
Next, we give a lemma on the quadratic form of γj .
Lemma 5.1 Let i, j ∈ N be given, we have almost surely and uniformly in i and j that
γ∗iB2
(
ℓI−B∗2MB2
)−1
B∗2γj →


− cm
2
1− c2m2
2x1
( − cm
2
1− c2m2
4x1
)p
≡ Cp, i = j ± pτ
0, otherwise.
The proof of the lemma is postponed in the Appendix.
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First, we have
E(P1)
= E[E(P1|γ1, · · · , γT+τ)]
=
1
2T
T∑
j=1
E
{[
Fjγ
∗
j+τB2
(
ℓI−B∗2MB2
)−1
B∗2γj+τF
∗
j +
Fj+τγ
∗
jB2
(
ℓI−B∗2MB2
)−1
B∗2γjF
∗
j+τ
]∣∣∣γ1, · · · , γT+τ}
=
1
2T
Etr
[(
ℓI−B∗2MB2
)−1
B∗2
T∑
j=1
(γj+τγ
∗
j+τ + γjγ
∗
j )B2
]
Ik(q+1)
=
1
T
T∑
j=1
Eγ∗jB2
(
ℓI−B∗2MB2
)−1
B∗2γjIk(q+1)
= C0Ik(q+1) + o(1).
Similarly, we have
E(P2) =
1
2
C1H(τ) + o(1),
E(P3) = C1HL(τ) +
1
2
(C0HL(2τ) + C2Ik(q+1)) + o(1),
E(P4) = C1HU(τ) +
1
2
(C0HU(2τ) + C2Ik(q+1)) + o(1).
Here HL(τ) and HU(τ) denote the lower and upper part of H(τ) with the rest entries being 0.
Furthermore, denoteHL(0) ≡ HU(0) ≡ Ik(q+1) and henceH(0) = HL(0) +HU(0) = 2Ik(q+1).
Consider i = j ± pτ for p = 0, 1, · · · , [ q
τ
]
.
When p = 0, we have E(P1) + E(P2) = 1
2
C0H(0) +
1
2
C1H(τ) + o(1).
When p = 1, we have E(P3) + E(P4) = 1
2
C2H(0) + C1H(τ) +
1
2
C0H(2τ) + o(1).
When p = 2, we have part of E(P5) is 1
2
C3H(τ) + C2H(2τ) +
1
2
C1H(3τ) + o(1).
...
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When p =
[
q
τ
]
, we have part of E(P5) is
1
2
C[ q
τ
]
+1
H(
[q
τ
]
τ − τ) + C[ q
τ
]H([q
τ
]
τ) +
1
2
C[ q
τ
]
−1H(
[q
τ
]
τ + τ) + o(1)
=
1
2
C[ q
τ
]
+1
H(
[q
τ
]
τ − τ) + C[ q
τ
]H([q
τ
]
τ) + o(1).
When p =
[
q
τ
]
+ 1, we have part of E(P5) is
1
2
C[ q
τ
]H([q
τ
]
τ + 2τ) + C[ q
τ
]
+1
H(
[q
τ
]
τ + τ) +
1
2
C[ q
τ
]
+2
H(
[ q
τ
]
τ) + o(1)
=
1
2
C[ q
τ
]
+2
H(
[q
τ
]
τ) + o(1).
Next, we want to show that Pi → E(Pi) a.s. Since all the Pi’s are of finite dimension, it suffices
to show the a.s convergence entry-wise. Denote the (u, v)-entry of a matrix A by A(u,v). For
i = 1, define αj = γ
∗
jB2
(
ℓI − B∗2MB2
)−1
B∗2γj . Then for any positive integer s, applying
Lemma 2.1, we have
E(|P1(i1,i2) − αj
2
δ(i1,i2) −
αj+τ
2
δ(i1,i2)|2s)
= E
{ 1
2T
T∑
j=1
[
αj+τ(FjF
∗
j )(i1,i2) + αj(Fj+τF
∗
j+τ)(i1,i2)
]
− αj
2
δ(i1,i2) −
αj+τ
2
δ(i1,i2)
}2s
≤ 22s−1E
[ 1
2T
T∑
j=1
αj+τ(FjF
∗
j )(i1,i2) −
αj+τ
2
δ(i1,i2)
]2s
+
22s−1E
[ 1
2T
T∑
j=1
αj(Fj+τF
∗
j+τ )(i1,i2) −
αj
2
δ(i1,i2)
]2s
=
1
2
E
[ 1
T
T∑
j=1
αj+τ(FjF
∗
j )(i1,i2) − αj+τδ(i1,i2)
]2s
+
1
2
E
[ 1
T
T∑
j=1
αj(Fj+τF
∗
j+τ )(i1,i2) − αjδ(i1,i2)
]2s
=
1
2
E
{ 1
T
T∑
j=1
F∗j
[
α
(i1,i2)
j+τ
]
Fj − tr
[
α
(i1,i2)
j+τ
]}2s
+
1
2
E
{ 1
T
T∑
j=1
F∗j+τ
[
α
(i1,i2)
j
]
Fj+τ − tr
[
α
(i1,i2)
j
]}2s
. (5.2)
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Here
[
a(u,v)
]
denotes the matrix with the (u, v)-entry being a and 0 elsewhere. By the truncation
of εij and the fact that ‖(ℓI−B∗2MB2)−1‖o ≤ η−1 with η = ℓ− dc > 0, both |αj| and |αj+τ | are
bounded from above, say, by C. Also notice that |Fτij | < T 1/4 and E|Fτij|4 < M . Similar to the
proof of Lemma 9.1 in Bai and Silverstein (2010), we have
E
{ 1
T
T∑
j=1
F∗j
[
α
(i1,i2)
j+τ
]
Fj − tr
[
α
(i1,i2)
j+τ
]}2s
≤ C
2s
T s
s∑
l=1
(
M ll2s + l4s
)
E
{ 1
T
T∑
j=1
F∗j+τ
[
α
(i1,i2)
j
]
Fj+τ − tr
[
α
(i1,i2)
j
]}2s
≤ C
2s
T s
s∑
l=1
(
M ll2s + l4s
)
.
Substituting the above back to (5.2) and choosing s ≥ 2, we have
P1(i1,i2) −
αj
2
δ(i1,i2) −
αj+τ
2
δ(i1,i2) = oa.s(1).
Again, by the almost sure and uniform convergence of αj and αj+τ to C0, we have
αj
2
δ(i1,i2) +
αj+τ
2
δ(i1,i2) − C0δ(i1,i2) = oa.s(1).
Therefore, we have shown that P1 − E(P1) = oa.s.(1). Results for i = 2, 3, 4, 5 can be shown in
a similar way.
Denote α =
− cm
2
1− c2m2
2x1
and β =
− cm
2
1− c2m2
4x1
, then we have Cp = αβ
p. Note that H(pτ) = 0 for
17
p > [q/τ ], and we have, with probability 1 that
WB2
(
ℓI−B∗2MB2
)−1
B∗2W
∗
→ (1
2
C0 +
1
2
C2)H(0) + (
3
2
C1 +
1
2
C3)H(τ) +
∞∑
p=2
(
1
2
Cp−2 + Cp +
1
2
Cp+2)H(pτ)
=
α
2
[
(1 + β2)H(0) + (3β + β3)H(τ) + (1 + β2)2
∞∑
p=2
βp−2H(pτ)
]
=
α
2
[
(1 + β2)H(0) + (3β + β3)H(τ) + (1 + β2)2
∞∑
p=2
βp−2
(
HL(pτ) +HU(pτ)
)]
=
α
2
[
(1 + β2)H(0) + (3β + β3)H(τ) + (1 + β2)2
∞∑
p=2
βp−2
(
JL(pτ) + JU(pτ)
)⊗ Ik]
=
α
2
[
(1 + β2)H(0) + (3β + β3)H(τ) + (1 + β2)2
∞∑
p=2
βp−2
(
J
p
L(τ) + J
p
U(τ)
)⊗ Ik]
=
α
2
[
(1 + β2)H(0) + (3β + β3)H(τ) + (1 + β2)2
(
J2L(τ)(I− βJL(τ))−1
+J2U(τ)(I− βJU(τ))−1
)
⊗ Ik
]
.
Note that
JL(τ)(I − βJL(τ))−1 = 1
β
[I− (I− βJL(τ))](I− βJL(τ))−1
=
1
β
[(I− βJL(τ))−1 − I]
J2L(τ)(I − βJL(τ))−1 =
1
β
JL(τ)[(I− βJL(τ))−1 − I]
=
1
β2
[(I− βJL(τ))−1 − I]− 1
β
JL(τ).
Similarly,
J2U(τ)(I− βJU(τ))−1 =
1
β
JU(τ)[(I − βJU(τ))−1 − I]
=
1
β2
[(I− βJU(τ))−1 − I]− 1
β
JU(τ).
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Therefore, we have
(1 + β2)2
(
J2L(τ)(I− βJL(τ))−1 + J2U(τ)(I− βJU(τ))−1
)
⊗ Ik
= (1 + β2)2
( 1
β2
(I− βJL(τ))−1 + 1
β2
(I− βJU(τ))−1
− 2
β2
I− 1
β
(
JL(τ) + JU(τ)
))⊗ Ik
=
(1 + β2)2
β2
[
(I− βJL(τ))−1
(
2I− βJL(τ)− βJU(τ)
)
(I− βJU(τ))−1
]
⊗ Ik
−(1 + β
2)2
β2
H(0)− (1 + β
2)2
β
H(τ)
=:
(1 + β2)2
β2
G(τ)− (1 + β
2)2
β2
H(0)− (1 + β
2)2
β
H(τ).
Hence, we have a.s.
B∗1ΛWB2
(
ℓI−B∗2MB2
)−1
B∗2W
∗Λ∗B1
→ α
2
Q1/2
[(
1 + β2 − (1 + β
2)2
β2
)
H(0) +
(
3β + β3 − (1 + β
2)2
β
)
H(τ)
+
(1 + β2)2
β2
G(τ)
]
Q1/2.
Last, we want to show that with probability 1,
B∗1ΛWB2
(
ℓI−B∗2MB2
)−1
B∗2MB1 → 0
and
B∗1MB2
(
ℓI−B∗2MB2
)−1
B∗2W
∗Λ∗B1 → 0.
Note that
B∗1ΛWB2
(
ℓI−B∗2MB2
)−1
B∗2MB1 = B
∗
1ΛW
(
I− 1
ℓ
B2B
∗
2M
)−1
B1 −B∗1ΛWB1
and that
B∗1MB2
(
ℓI−B∗2MB2
)−1
B∗2Λ
∗WB1 = B∗1
(
I− 1
ℓ
MB2B
∗
2
)−1
W∗Λ∗B1 −B∗1W∗Λ∗B1.
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Hence, byWB1 = oa.s.(1) and B
∗
1W
∗ = oa.s.(1), it suffices to show with probability 1 that,
B∗1ΛW
(
I− 1
ℓ
B2B
∗
2M
)−1
B1 → 0
and
B∗1
(
I− 1
ℓ
MB2B
∗
2
)−1
W∗Λ∗B1 → 0.
By B1 = Λ(Λ
∗Λ)−1/2, we have
B∗1ΛW
(
I− 1
ℓ
B2B
∗
2M
)−1
B1
= (Λ∗Λ)1/2W
(
I− 1
ℓ
B2B
∗
2M
)−1
Λ(Λ∗Λ)−1/2
= Q1/2W
(
I− 1
ℓ
B2B
∗
2M
)−1
ΛQ−1/2.
By law of large numbers, we have with probability 1 that,
W
(
I− 1
ℓ
B2B
∗
2M
)−1
Λ
=
1
2T
T∑
j=1
(Fjε
∗
j+τ + Fj+τε
∗
j )
(
I− 1
ℓ
B2B
∗
2M
)−1
Λ
→ E(F1ε∗1+τ + F1+τε∗1)
(
I− 1
ℓ
B2B
∗
2M
)−1
Λ
= EE
(
(F1ε
∗
1+τ + F1+τε
∗
1)
(
I− 1
ℓ
B2B
∗
2M
)−1
Λ
∣∣∣ε1, · · · , εT+τ)
= o(1).
Hence, we have with probability 1
B∗1ΛW
(
I− 1
ℓ
B2B
∗
2M
)−1
B1 = Q
1/2W
(
I− 1
ℓ
B2B
∗
2M
)−1
ΛQ−1/2 = o(1).
Similarly,
B∗1
(
I− 1
ℓ
MB2B
∗
2
)−1
W∗Λ∗B1 = oa.s.(1).
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Therefore, ℓ should satisfy
det
∣∣∣Q1/2H(τ)Q1/2 + (B∗1(M− ℓI)−1B1)−1 +
α
2
Q1/2
[(
1 + β2 − (1 + β
2)2
β2
)
H(0) +
(
3β + β3 − (1 + β
2)2
β
)
H(τ)
+
(1 + β2)2
β2
G(τ)
]
Q1/2
∣∣∣→ 0.
Recall B1 = Λ(Λ
∗Λ)−1/2. Our next goal is to find the limit of
B∗1
(
M− ℓI)−1B1.
Define A = M − ℓI and Ak = A − (γk+τ + γk−τ)γ∗k − γk(γk+τ + γk−τ)∗, then we have the
following lemmas, with proofs given in the Appendix.
Lemma 5.2 Let x ∈ Cn1 := {x ∈ Cn : ‖x‖ = 1} be given. For r ≥ 1, we have
E|γ∗kA−1k x|2r ≤ KT−r
for someK > 0.
Lemma 5.3 For any x,y ∈ Cn1 , we have x∗A−1y→ − x
∗y
cm
1−c2m2+
√
1−c2m2
+ℓ
a.s.
Finally, we have
det
∣∣∣Q1/2H(τ)Q1/2 − ( cm(ℓ)
1− c2m2(ℓ) +√1− c2m2(ℓ) + ℓ
)
Ik(q+1)
+
α
2
Q1/2
[(
1 + β2 − (1 + β
2)2
β2
)
H(0) +
(
3β + β3 − (1 + β
2)2
β
)
H(τ)
+
(1 + β2)2
β2
G(τ)
]
Q1/2
∣∣∣ = 0,
or equivalently
det
∣∣∣α
2
[(
1 + β2 − (1 + β
2)2
β2
)
H(0) +
(
3β + β3 − (1 + β
2)2
β
+
2
α
)
H(τ)
+
(1 + β2)2
β2
G(τ)
]
−
( cm(ℓ)
1− c2m2(ℓ) +√1− c2m2(ℓ) + ℓ
)
Q−1
∣∣∣ = 0. (5.3)
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When τ > q, one hasH(τ) = 0,G(τ) = 2I and (5.3) reduces to
det
∣∣∣α(1 + β2)I− ( cm(ℓ)
1− c2m2(ℓ) +√1− c2m2(ℓ) + ℓ
)
Q−1
∣∣∣ = 0,
or
det
∣∣∣ cm(ℓ)
1− c2m2(ℓ) +√1− c2m2(ℓ)(Q+ I) + ℓI
∣∣∣ = 0.
Let λ be an eigenvalue ofQ, then we have
cm(ℓ)
1− c2m2(ℓ) +√1− c2m2(ℓ)
(
1 +
1
λ
)
+
ℓ
λ
= 0. (5.4)
When τ = q, (5.3) reduces to
det
∣∣∣α(1 + β2)I+ (1 + α
2
(3β + β3)
)
H(q)−
( cm(ℓ)
1− c2m2(ℓ) +
√
1− c2m2(ℓ) + ℓ
)
Q−1
∣∣∣ = 0.
Writing
H(q) =


0 · · · · · · 0 1
...
. . .
. . .
. . . 0
...
. . .
. . .
. . .
...
0
. . .
. . .
. . .
...
1 0 · · · · · · 0


⊗ Ik,
one can easily verify that the eigenvalues of H(q) are 1, −1 and 0, with multiplicity k, k and
k(q − 1), respectively.
Suppose that H(q) and Q are commutative, that is, there is a common orthogonal matrix O
simultaneously diagnalizing the two matrices, i.e., we haveH(q) = ODHO′ andQ = ODQO′,
where DH = diag[a1, · · · , ak(q+1)] andDQ = diag[λ1, · · · , λk(q+1)]. Then, (5.3) further reduces
to
(
1 +
α
2
(3β + β3)
)
aj
=
cm(ℓ)
1− c2m2(ℓ) +√1− c2m2(ℓ)
(
1 +
1
λj
)
+
ℓ
λj
, j = 1, · · · , k(q + 1).
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Substituting α =
− cm
2
1− c2m2
2x1
and β =
− cm
2
1− c2m2
4x1
, for j = 1, · · · , k(q + 1), we have
aj =
(1
2
+
1
1− c2m2(ℓ) +√1− c2m2(ℓ)
)−1
×
[ cm(ℓ)
1− c2m2(ℓ) +√1− c2m2(ℓ)
(
1 +
1
λj
)
+
ℓ
λj
]
=: gj(ℓ). (5.5)
Notice that (5.4) is a special case of (5.5) for aj = 0.
Note that when x is outside the support [−d(c), d(c)] of the LSD ofMn(τ), m2(x) 6= 0. Hence,
we have
cm1(x)((1− c− cxm1(x))2 − c2x2m22(x))
+x(1− c2m21(x) + c2m22(x))(1− c− cxm1(x)) = 0.
Let x ↓ d(c) := d and we havem2(x)→ 0 andm1(x)→ m1(d) satisfying
cm1(d)(1− c− cdm1(d))2 + d(1− c2m21(d))(1− c− cdm1(d))
= [1− c− cdm1(d)][cm1(d)(1− c− cdm1(d)) + d(1− c2m21(d))] = 0,
from which we havem1(d) =
1−c−
√
(1−c)2+8d2
4cd
.
Rewrite
gj(ℓ) =
cm(ℓ)
3
2
− 1
2
c2m2(ℓ) + 1
2
√
1− c2m2(ℓ)
(
1 +
1
λj
)
+
(1
2
+
1
1− c2m2(ℓ) +√1− c2m2(ℓ)
)−1 ℓ
λj
:= gj1(ℓ) + gj2(ℓ).
We will show that gj(ℓ) is increasing over (d(c),∞) by showing so are gj1 and gj2. By defini-
tion, over (d(c),∞), m is an increasing function taking negative values and m2 is a decreasing
function taking positive values. Hence, it is easy to see that gj1(ℓ) is increasing over (d(c),∞).
For gj2(ℓ), define h(ℓ) = 1− c2m2(ℓ)+
√
1− c2m2(ℓ) and rewrite gj2(ℓ) = ℓh(ℓ)
λj(1+
h(ℓ)
2
)
. It is easy
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to see that h(ℓ) > 0 and h′(ℓ) > 0 over (d(c),∞). Hence we have
g′j2(ℓ) =
[h(ℓ) + ℓh′(ℓ)](1 + h(ℓ)
2
)− ℓh(ℓ)h′(ℓ)
2
λj(1 +
h(ℓ)
2
)2
=
h(ℓ) + ℓh′(ℓ) + h
2(ℓ)
2
λj(1 +
h(ℓ)
2
)2
> 0.
By symmetry, gj(ℓ) is increasing over (−∞,−d(c)) as well. Therefore, based on the sign of
gj(d(c)), we have the following cases to consider.
Case I. gj(d(c)) ≥ 0:
i. If aj > gj(d(c)), then (5.5) has one solution in (d(c),∞) and no solution in (−∞,−d(c)).
ii. If g(d(c)) ≥ aj ≥ −gj(d(c)) = gj(−d(c)), then (5.5) has no solution in (d(c),∞) and
(−∞,−d(c)).
iii. If aj < −gj(d(c)), then (5.5) has one solution in (−∞,−d(c)) and no solution in (d(c),∞).
Case II. gj(d(c)) < 0:
i. If aj ≥ −gj(d(c)), then (5.5) has one solution in (d(c),∞) and no solution in (−∞,−d(c)).
ii. If g(d(c)) < aj < −gj(d(c)) = gj(−d(c)), then (5.5) has one solution in (d(c),∞) and one
solution in (−∞,−d(c)).
iii. If aj ≤ gj(d(c)), then (5.5) has one solution in (−∞,−d(c)) and no solution in (d(c),∞).
Remark 5.1 In real application, compared with the noise component, the loading matrixΛ dom-
inates. As a result, all the eigenvalues of Q = Λ∗Λ are large (more precisely, they are of the
same order as n). Hence, we can assume that Q−1 = 0. Thus the commutative assumption of
H(q) andQ can be relaxed. Moreover, under this case, we always have gj(d(c)) < 0.
Remark 5.2 For the same reason as stated before Remark 4.1, dc is replaced by (1 + an
b)dc in
practice. Simulation indicates a fit of a = 0.1, b = −1/3.
Notice that all the eigenvalues of H(q + 1) are 0, while for H(q), k eigenvalues are 1 and
k eigenvalues are −1, with the rest being 0. Making use of such difference and applying the
above analysis to the cases that τ = q and τ = q + 1 gives an estimate of q. Together with the
estimation of k(q + 1), we easily obtain the estimate of k. A numerical demonstration is given
in the simulation.
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6 Estimate of σ2
The above estimation is based on the assumption that σ2, the variance of the noise part is given.
In practice, it is often the case that σ2 is unknown. To this end, we can estimate σ2 by employing
the properties of the MP law. More precisely, we first estimate the left boundary of the support
of the MP law by the smallest sample eigenvalue of Φn(0), say λˆ1 (the eigenvalues are arranged
in ascending order), and estimate the right boundary by
(1+
√
c)2
(1−√c)2 λˆ1. An iteration is then applied.
The initial estimator of σ2, say σˆ2(0), is obtained as the sample mean of the sample eigenvalues
of Φn(0) that lie within the interval [λˆm+1, λˆn−m], where m ≥ 0 is such that λˆn−m is the largest
eigenvalue of Φn(0) less than
(1+
√
c)2(1+2n−2/3)
(1−√c)2 λˆ1. For i ≥ 1, we obtain the updated estimator
σˆ2(i) by taking the sample mean of the sample eigenvalues of Φn(0) that lie within the interval
[(1 −√c)2σˆ2(i−1), (1 +
√
c)2(1 + 2n−2/3)σˆ2(i−1)]. The iteration stops once we have σˆ
2
(ℓ−1) = σˆ
2
(ℓ)
for some ℓ and our estimator σˆ2 := σˆ2(ℓ). As shown in the simulation, our estimation of k and q
still works well with such estimator.
7 Simulation
Table 1 presents a simulation about the result discussed above, displaying the largest 13 absolute
values of the eigenvalues for lags τ from 0 to 5. Here
Rt =
q∑
i=0
Λift−i + et, t = 1, ..., T (7.1)
where ft ’s are factors of length k; Λi, i = 0, ..., q is a constant time-invariant matrix of size
n × k, et is the error term and q is the lag of the model. In addition, assume that: et are i.i.d.
random variables with et ∼ N (0, σ2In) and ft are i.i.d. random variables with ft ∼ N
(
0, σ2f Ik
)
,
independent of et. Λi =
[
Λi1 Λ
i
2 . . . Λ
i
k
]
where Λij i = 0, ..., q; j = 1, ..., k is a
vector of length n and is given by Λij = β1n + εij where 1n is a vector of 1’s and εij are i.i.d.
random variables with εij ∼ N (0, σ2εIn). For n = 450, T = 500, k = 2, q = 2, β = 1.0,
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σ2f = 4, σ
2 = 1 and σ2ε = 0.25, we have c = 0.9, bc = (1 +
√
c)2 = 3.7974 and dc = 1.8573.
Eigenvalues ofQ are from 95 to 285, makingQ−1 ∼ 0.
When τ = 0, and σ2 = 1 is known, using the phase transition point bc = (1 +
√
c)2σ2 =
3.7974, we see that the number of spotted spikes is 6, which estimates k(q + 1). When for
τ = q + 1, we haveH(τ) = 0. Moreover, as Q−1 ∼ 0, we have gj(d(c)) ∼ −0.4284 < 0. That
is, our Case II (ii) applies for all the k(q + 1) 0 eigenvalues of H(q + 1), making the number
of spikes 2k(q + 1) as verified by applying the phase transition point dc = 1.8573. For τ = q,
H(τ) has k eigenvalues of 1, k eigenvalues of −1 and k(q − 1) eigenvalues of 0 with Case II
(i),(iii) and (ii) applicable, respectively. Thus, we have k + k + 2k(q − 1) = 2kq < 2k(q + 1)
eigenvalues in this case. Again, this agrees with the use of the phase transition point dc = 1.8573.
In other words, the number of spikes first jumps to 2k(q + 1) at τ = 3 which estimates q + 1.
The estimation of k is obvious.
When σ2 = 1 is unknown, using technique as in Section 6, one has σˆ2 = 0.9894. It then
follows that bˆc = (1 +
√
c)2(1 + 2n−2/3)σˆ2 = 3.8851, dˆc = 1.8616 (with rescale factor 1 +
0.1n−1/3), which gives the same estimates as above.
A Some proofs
A.1 Proof of Lemma 5.1
DefineMk =M− γk(γk+τ + γk−τ)∗ − (γk+τ + γk−τ)γ∗k, and
Mk,k+τ,··· ,k+lτ =Mk,k+τ,··· ,k+(l−1)τ − γk+(l+1)τγ∗k+lτ − γk+lτγ∗k+(l+1)τ , l ≥ 1.
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τ = 0 τ = 1 τ = 2 τ = 3 τ = 4 τ = 5
10031.2366 6227.5906 2865.1554 640.5761 155.9377 128.6870
534.5839 363.7782 258.4859 48.9667 46.5224 92.3756
473.1639 325.8391 224.9343 22.7478 46.0225 53.7072
458.2226 305.6334 214.9755 21.6373 45.6650 26.3564
435.2661 13.1683 45.7319 21.3150 25.4884 25.6006
392.6272 11.1482 17.8374 19.2596 18.0820 19.3930
3.6928 9.0674 11.7423 10.3580 15.5876 14.6107
3.5809 7.9537 8.0837 9.9668 12.9088 12.0980
3.5449 1.7375 1.7988 9.5028 10.5568 8.5791
3.4579 1.7326 1.7895 8.5483 4.7840 7.0596
3.4312 1.7015 1.7388 5.5931 4.3896 4.5411
3.3829 1.6957 1.7242 3.5968 4.3843 3.6744
3.3701 1.6751 1.6724 1.8215 1.7944 1.7468
Table 1: Absolute values of the largest eigenvalues of the empirical covariance matrix at various
lags with parameters: n = 450, T = 500, k = 2, q = 2, β = 1.0, σ2f = 4, σ
2 = 1 and σ2ε = 0.25.
Note that c = 0.9, bc = (1 +
√
c)2 = 3.7974 and dc = 1.8573. When σ
2 = 1 is unknown, one
has σˆ2 = 0.9894, bˆc = 3.8851 and dˆc = 1.8616.
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Suppose that i ≥ j, then we have
γ∗iB2
(
ℓI−B∗2MB2
)−1
B∗2γj
= γ∗iB2
(
ℓI−B∗2MjB2 −B∗2(γj+τ + γj−τ)γ∗jB2 −B∗2γj(γj+τ + γ∗j−τ)B2
)−1
B∗2γj
=
γ∗iB2
(
ℓI−B∗2MjB2 −B∗2(γj+τ + γj−τ)γ∗jB2
)−1
B∗2γj
1− (γj+τ + γ∗j−τ)B2
(
ℓI−B∗2MjB2 −B∗2(γj+τ + γj−τ)γ∗jB2
)−1
B∗2γj
=
γ∗iB2
(
(ℓI−B∗2MjB2)−1 +
(ℓI−B∗2MjB2)−1B∗2(γj+τ+γj−τ )γ∗jB2(ℓI−B∗2MjB2)−1
1−γ∗jB2(ℓI−B∗2MjB2)−1B∗2(γj+τ+γj−τ )
)
B∗2γj
1− (γj+τ + γ∗j−τ)B2
(
(ℓI−B∗2MjB2)−1 +
(ℓI−B∗2MjB2)−1B∗2(γj+τ+γj−τ )γ∗jB2(ℓI−B∗2MjB2)−1
1−γ∗jB2(ℓI−B∗2MjB2)−1B∗2(γj+τ+γj−τ )
)
B∗2γj
=
γ∗i B2
(
(ℓI−B∗2MjB2)−1+(ℓI−B∗2MjB2)−1B∗2(γj+τ+γj−τ )γ∗jB2(ℓI−B∗2MjB2)−1
)
B∗2γj
1−(γj+τ+γ∗j−τ )B2
(
(ℓI−B∗2MjB2)−1+(ℓI−B∗2MjB2)−1B∗2(γj+τ+γj−τ )γ∗jB2(ℓI−B∗2MjB2)−1
)
B∗2γj
+ oa.s.(1)
=


− cm
2
1− c2m2
2x1
+ oa.s.(1), i = j
− cm
2
1− c2m2
2x1
γ∗iB2(ℓI−B∗2MjB2)−1B∗2(γj+τ + γj−τ) + oa.s.(1), otherwise.
Next, we have
γ∗iB2(ℓI−B∗2MjB2)−1B∗2γj+τ
= γ∗iB2(ℓI−B∗2Mj,j+τB2 −B∗2γj+2τγ∗j+τB2 −B∗2γj+τγ∗j+2τB2)−1B∗2γj+τ
=
γ∗iB2(ℓI−B∗2Mj,j+τB2 −B∗2γj+2τγ∗j+τB2)−1B∗2γj+τ
1− γ∗j+2τB2(ℓI−B∗2Mj,j+τB2 −B∗2γj+2τγ∗j+τB2)−1B∗2γj+τ
=
γ∗iB2
(
(ℓI−B∗2Mj,j+τB2)−1 +
(ℓI−B∗2Mj,j+τB2)−1B∗2γj+2τγ∗j+τB2(ℓI−B∗2Mj,j+τB2)−1
1−γ∗j+τB2(ℓI−B∗2Mj,j+τB2)−1B∗2γj+2τ
)
B∗2γj+τ
1− γ∗j+2τB2
(
(ℓI−B∗2Mj,j+τB2)−1 +
(ℓI−B∗2Mj,j+τB2)−1B∗2γj+2τ γ∗j+τB2(ℓI−B∗2Mj,j+τB2)−1
1−γ∗j+τB2(ℓI−B∗2Mj,j+τB2)−1B∗2γj+2τ
)
B∗2γj+τ
=
γ∗i B2
(
(ℓI−B∗2Mj,j+τB2)−1+(ℓI−B∗2Mj,j+τB2)−1B∗2γj+2τγ∗j+τB2(ℓI−B∗2Mj,j+τB2)−1
)
B∗2γj+τ
1−γ∗j+2τB2
(
(ℓI−B∗2Mj,j+τB2)−1+(ℓI−B∗2Mj,j+τB2)−1B∗2γj+2τ γ∗j+τB2(ℓI−B∗2Mj,j+τB2)−1
)
B∗2γj+τ
+ oa.s.(1)
=


− cm
2
1− c2m2
4x1
+ oa.s.(1), i = j + τ
− cm
2
1− c2m2
4x1
γ∗iB2(ℓI−B∗2Mj,j+τB2)−1B∗2γj+2τ + oa.s.(1), otherwise.
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γ∗iB2(ℓI−B∗2MjB2)−1B∗2γj−τ
= γ∗iB2(ℓI−B∗2Mj,j−τB2 −B∗2γj−2τγ∗j−τB2 −B∗2γj−τγ∗j−2τB2)−1B∗2γj−τ
=
γ∗iB2(ℓI−B∗2Mj,j−τB2 −B∗2γj−2τγ∗j−τB2)−1B∗2γj−τ
1− γ∗j−2τB2(ℓI−B∗2Mj,j−τB2 −B∗2γj−2τγ∗j−τB2)−1B∗2γj−τ
=
γ∗iB2
(
(ℓI−B∗2Mj,j−τB2)−1 +
(ℓI−B∗2Mj,j−τB2)−1B∗2γj−2τ γ∗j−τB2(ℓI−B∗2Mj,j−τB2)−1
1−γ∗j−τB2(ℓI−B∗2Mj,j−τB2)−1B∗2γj−2τ
)
B∗2γj−τ
1− γ∗j−2τB2
(
(ℓI−B∗2Mj,j−τB2)−1 +
(ℓI−B∗2Mj,j−τB2)−1B∗2γj−2τ γ∗j−τB2(ℓI−B∗2Mj,j−τB2)−1
1−γ∗j−τB2(ℓI−B∗2Mj,j−τB2)−1B∗2γj−2τ
)
B∗2γj−τ
=
γ∗i B2
(
(ℓI−B∗2Mj,j−τB2)−1+(ℓI−B∗2Mj,j−τB2)−1B∗2γj−2τ γ∗j−τB2(ℓI−B∗2Mj,j−τB2)−1
)
B∗2γj−τ
1−γ∗j−2τB2
(
(ℓI−B∗2Mj,j−τB2)−1+(ℓI−B∗2Mj,j−τB2)−1B∗2γj−2τ γ∗j−τB2(ℓI−B∗2Mj,j−τB2)−1
)
B∗2γj−τ
+ oa.s.(1)
=
− cm
2
1− c2m2
4x1
γ∗iB2(ℓI−B∗2Mj,j−τB2)−1B∗2γj−2τ + oa.s.(1).
Note that
∣∣∣∣ − cm21− c2m2
4x1
∣∣∣∣ = ∣∣∣ ax1
∣∣∣ < 1, by induction, we have
γ∗iB2(ℓI−B∗2MjB2)−1B∗2γj−τ = oa.s.(1).
Then result then follows by induction. By symmetry, it holds when i < j. The proof of the
lemma is complete.
A.2 Proof of Lemma 5.2
LetA−1k x = b = (b1, · · · , bn)′. Noting |εij| < C and E|εij|2 = 1, we have
E(γ∗kA
−1
k x)
2r =
1
2rT r
E(
n∑
i=1
εkibi)
2r
≤ 1
2rT r
E
r∑
l=1
∑
1≤j1<···<jl≤n
∑
i1+···+il=2r
(2r)!
i1! · · · il!ε
i1
kj1
bi1j1 · · · εilkjlb
il
j1
=
1
2rT r
E
r∑
l=1
∑
1≤j1<···<jl≤n
∑
i1+···+il=2r,
i1≥2,··· ,il≥2
(2r)!
i1! · · · il!ε
i1
kj1
bi1j1 · · · εilkjlb
il
j1
≤ K
2rT r
E
r∑
l=1
∑
1≤j1<···<jl≤n
∑
i1+···+il=2r,
i1≥2,··· ,il≥2
(2r)!
i1! · · · il! |bj1 |
i1 · · · |bjl|il.
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By
∑n
j=1 |bj|2 = ‖A−1k x‖2 and Cauchy-Schwartz inequality, we have
∑
1≤j1<···<jl≤n
∑
i1+···+il=2r,
i1≥2,··· ,il≥2
(2r)!
i1! · · · il! |bj1 |
i1 · · · |bjl|il
≤
∑
i1+···+il=2r,
i1≥2,··· ,il≥2
(2r)!
i1! · · · il! (
n∑
j=1
|bj|2)r
≤ l2r||A−1k ||2ro ||x||2r
≤ l
2r
η2r
.
Here η := ℓ− dc > 0. Therefore, we have
E|γ∗kA−1k x|2r ≤ KT−r
for someK > 0. The proof of the lemma is complete.
A.3 Proof of Lemma 5.3
PROOF. Let x,y ∈ Cn1 be given. Define Ak,k+τ = Ak − γk+τγ∗k+2τ − γk+2τγ∗k+τ ,
A˜k = Ak + γk(γk+τ + γk−τ )∗ and A˜k,k+τ = Ak − γk+2τγ∗k+τ . First we have
x∗A−1y − Ex∗A−1y
= x∗
T∑
k=1
(Ek − Ek−1)
(
A−1 −A−1k (ℓ)
)
y
=
T∑
k=1
(Ek − Ek−1)
(− x∗A˜−1k (γk+τ + γk−τ)γ∗kA˜−1k y
1 + γ∗kA˜
−1
k (γk+τ + γk−τ)
− x
∗A−1k γk(γk+τ + γk−τ)
∗A−1k y
1 + (γk+τ + γk−τ)∗A−1k γk
)
≡
T∑
k=1
(Ek − Ek−1)
(− αk1 − αk2).
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Using Lemma 2.1, we have, for i = 1, 2
E|
T∑
k=1
(Ek − Ek−1)αki|2l
≤ Kl

E
(
T∑
k=1
Ek−1|(Ek − Ek−1)αki|2
)l
+
T∑
k=1
E|(Ek − Ek−1)αki|2l


≤ K ′l

E
(
T∑
k=1
Ek−1|Ekαki|2 +
T∑
k=1
Ek−1|αki|2
)l
+
T∑
k=1
E|Ekαki|2l +
T∑
k=1
E|Ek−1αki|2l


≤ 2lK ′l

E
(
T∑
k=1
Ek−1|αki|2
)l
+
T∑
k=1
E|αki|2l

 . (A.1)
Note that
A−1k = (A˜k,k+τ + γk+2τγ
∗
k+τ)
−1 = A˜−1k,k+τ −
A˜−1k,k+τγk+2τγ
∗
k+τA˜
−1
k,k+τ
1 + γ∗k+τA˜
−1
k,k+τγk+2τ
.
Hence, we have
γ∗k+τA
−1
k = γ
∗
k+τA˜
−1
k,k+τ −
γ∗k+τA˜
−1
k,k+τγk+2τγ
∗
k+τA˜
−1
k,k+τ
1 + γ∗k+τA˜
−1
k,k+τγk+2τ
=
γ∗k+τA˜
−1
k,k+τ
1 + γ∗k+τA˜
−1
k,k+τγk+2τ
.
Next, we have
γ∗k+τA˜
−1
k,k+τ = γ
∗
k+τA
−1
k,k+τ −
γ∗k+τA
−1
k,k+τγk+τγ
∗
k+2τA
−1
k,k+τ
1 + γ∗k+2τA
−1
k,k+τγk+τ
= γ∗k+τA
−1
k,k+τ −
cm
2
γ∗k+2τA
−1
k,k+τ +Rk1,
where
Rk1 =
cm
2
γ∗k+2τA
−1
k,k+τ −
γ∗k+τA
−1
k,k+τγk+τγ
∗
k+2τA
−1
k,k+τ
1 + γ∗k+2τA
−1
k,k+τγk+τ
=
(
cm
2
− γ∗k+τA−1k,k+τγk+τ + cm2 γ∗k+2τA−1k,k+τγk+τ
1 + γ∗k+2τA
−1
k,k+τγk+τ
)
γ∗k+2τA
−1
k,k+τ .
Substitute back, we obtain
γ∗k+τA
−1
k y
=
γ∗k+τA
−1
k,k+τy −
γ∗k+τA
−1
k,k+τγk+τ
1+γ∗k+2τA
−1
k,k+τγk+τ
γ∗k+2τA
−1
k,k+τy
1 + γ∗k+τA
−1
k,k+τγk+2τ − cm2 γ∗k+2τA−1k,k+τγk+2τ +Rk1γk+2τ
, (A.2)
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with
Rk1γk+2τ =
(
cm
2
− γ∗k+τA−1k,k+τγk+τ + cm2 γ∗k+2τA−1k,k+τγk+τ
1 + γ∗k+2τA
−1
k,k+τγk+τ
)
γ∗k+2τA
−1
k,k+τγk+2τ .
Note that
lim
n→∞
∣∣∣∣∣ γ
∗
k+τA
−1
k,k+τγk+τ(
1 + γ∗k+2τA
−1
k,k+τγk+τ
)(
1 + γ∗k+τA
−1
k,k+τγk+2τ − cm2 γ∗k+2τA−1k,k+τγk+2τ +Rk1γk+2τ
)
∣∣∣∣∣
=
∣∣∣∣∣
cm
2
1− cm
2
cm
2x1
∣∣∣∣∣ =
∣∣∣∣ cm2x1
∣∣∣∣ < 1
and
lim
n→∞
1 + γ∗k+τA
−1
k,k+τγk+2τ −
cm
2
γ∗k+2τA
−1
k,k+τγk+2τ +Rk1γk+2τ = 1−
cm
2
cm
2x1
,
which is bounded. Using induction, we have |γ∗k+τA−1k y| ≤ K|γ∗k+τA−1k,k+τy|.
Similarly, we have |γ∗k−τA−1k y| ≤ K|γ∗k−τA−1k,k−τy|, |x∗A−1k γk+τ | ≤ K|x∗A−1k,k+τγk+τ | and
|x∗A−1k γk−τ | ≤ K|x∗A−1k,k−τγk−τ |.
Therefore, by noting (γk+τ + γk−τ)∗A−1k γk = oa.s.(1), |εit| < C, E|εit|2 = 1 and x∗A−1k A¯−1k x
being bounded, we have
E
(
T∑
k=1
Ek−1|αk2|2
)l
≤ KE
(
T∑
k=1
Ek−1|x∗A−1k γkγk+τA−1k y|2
)l
= KE
(
T∑
k=1
1
2T
Ek−1x∗A−1k A¯
−1
k x|γk+τA−1k y|2
)l
≤ Kmax
k
E|γk+τA−1k,k+τy|2l
≤ K
T l
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and
T∑
k=1
E|αk2|2l
=
T∑
k=1
E
(|x∗A−1k γkγk+τA−1k y|2)l
≤ K
T l−1
max
k
E|γk+τA−1k,k+τy|2l
≤ K
T 2l−1
For i = 1, by A˜−1k = A
−1
k − A
−1
k γk(γk+τ+γk−τ )
∗A
−1
k
1+(γk+τ+γk−τ )∗A
−1
k γk
, we have
x∗A˜−1k (γk+τ + γk−τ)γ
∗
kA˜
−1
k y
= x∗
(
A−1k −
A−1k γk(γk+τ + γk−τ)
∗A−1k
1 + (γk+τ + γk−τ)∗A−1k γk
)
(γk+τ + γk−τ )γ∗k
(
A−1k −
A−1k γk(γk+τ + γk−τ)
∗A−1k
1 + (γk+τ + γk−τ)∗A−1k γk
)
y
= x∗A−1k (γk+τ + γk−τ)γ
∗
kA
−1
k y
−(γk+τ + γk−τ)
∗A−1k (γk+τ + γk−τ )
1 + (γk+τ + γk−τ)∗A−1k γk
x∗A−1k γkγ
∗
kA
−1
k y
− γ
∗
kA
−1
k γk
1 + (γk+τ + γk−τ)∗A−1k γk
x∗A−1k (γk+τ + γk−τ)(γk+τ + γk−τ )
∗A−1k y
+
γ∗kA
−1
k γk(γk+τ + γk−τ)
∗A−1k (γk+τ + γk−τ )(
1 + (γk+τ + γk−τ)∗A−1k γk
)2 x∗A−1k γk(γk+τ + γk−τ)∗A−1k y
=: αk11 − αk12 − αk13 + αk14
It is easy to see that work on αk11 and αk14 is the same as that on αk2 .
For αk12, by Cauchy-Schwartz’s inequality, we have
E
(
T∑
k=1
Ek−1|αk12|2
)l
≤ KE
(
T∑
k=1
Ek−1|x∗A−1k γk|2Ek−1|γ∗kA−1k y|2
)l
= KE
(
T∑
k=1
1
4T 2
Ek−1x
∗A−1k A¯
−1
k xEk−1y
∗A¯−1k A
−1
k y
)l
≤ K
T l
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and by |εit| < C, E|εit|2 = 1 and x∗A−1k A¯−1k x being bounded, we have
T∑
k=1
E|αk12|2l
≤ K
T∑
k=1
E
(|x∗A−1k γk|2|γ∗kA−1k y|2)l
≤ K
T l−1
max
k
E|γkA−1k y|2l
≤ K
T 2l−1
.
By the fact that |γ∗k±τA−1k y| ≤ K|γ∗k±τA−1k,k±τy| and |x∗A−1k γk±τ | ≤ K|x∗A−1k,k±τγk±τ |, the
similar result for αk13 follows by the same reason.
Substituting all the above results into (A.1) and choosing l large enough, we have x∗A−1y −
Ex∗A−1y → 0 a.s.
Next, we want to show the convergence of Ex∗A−1y.
By
A =
T∑
k=1
(γkγ
∗
k+τ + γk+τγ
∗
k)− ℓIn
we have
In =
T∑
k=1
(γkγ
∗
k+τA
−1 + γk+τγ∗kA
−1)− ℓA−1.
Multiplying x∗ from left and y from right and taking expectation, we obtain
x∗y =
T∑
k=1
(Ex∗γkγ∗k+τA
−1y + Ex∗γk+τγ∗kA
−1y)− ℓEx∗A−1y
=
T∑
k=1
Ex∗(γk+τ + γk−τ)γ∗kA
−1y − ℓEx∗A−1y. (A.3)
ByA = A˜k+(γk+τ + γk−τ)γ∗k , A˜k = Ak + γk(γk+τ + γk−τ)
∗, (γk+τ + γk−τ)∗A−1k γk = oa.s.(1),
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γ∗kA
−1
k γk =
cm
2
+ oa.s.(1), we have
γ∗kA
−1y
=
γ∗kA˜
−1
k y
1 + γ∗kA˜
−1
k (γk+τ + γk−τ )
=
γ∗k
(
A−1k − A
−1
k γk(γk+τ+γk−τ )
∗A−1k
1+(γk+τ+γk−τ )∗A
−1
k γk
)
y
1 + γ∗k
(
A−1k − A
−1
k γk(γk+τ+γk−τ )
∗A−1k
1+(γk+τ+γk−τ )∗A
−1
k γk
)
(γk+τ + γk−τ)
=
γ∗kA
−1
k y + γ
∗
kA
−1
k y(γk+τ + γk−τ)
∗A−1k γk − γ∗kA−1k γk(γk+τ + γk−τ)∗A−1k y
[1 + (γk+τ + γk−τ)∗A−1k γk][1 + γ
∗
kA
−1
k (γk+τ + γk−τ)]− γ∗kA−1k γk(γk+τ + γk−τ )∗A−1k (γk+τ + γk−τ)
=
− cm
2
1− c2m2
2x1
(γk+τ + γk−τ)∗A−1k y + oa.s.(1). (A.4)
Next, we have
γ∗k+τA
−1
k yx
∗γk+τ
=
( (1 + γ∗k+2τA−1k,k+τγk+τ)γ∗k+τA−1k,k+τy− γ∗k+τA−1k,k+τγk+τγ∗k+2τA−1k,k+τy
(1 + γ∗k+2τA
−1
k,k+τγk+τ)(1 + γ
∗
k+τA
−1
k,k+τγk+2τ )− γ∗k+τA−1k,k+τγk+τγ∗k+2τA−1k,k+τγk+2τ
)
x∗γk+τ
=
γ∗k+τA
−1
k,k+τyx
∗γk+τ + oa.s.(1)
1− γ∗k+τA−1k,k+τγk+τγ∗k+2τA−1k,k+τγk+2τ
=
x∗A−1k,k+τy + oa.s.(1)
2T (1− c2m2
4x1
)
.
Similarly, we can show that γ∗k−τA
−1
k yx
∗γk−τ =
x∗A
−1
k,k−τy+oa.s.(1)
2T (1− c2m2
4x1
)
, γ∗k+τA
−1
k yx
∗γk−τ = oa.s.(1)
and γ∗k−τA
−1
k yx
∗γk+τ = oa.s.(1). Next, we will show that Ex∗A−1k,k±τy − Ex∗A−1y = o(1). By
writing
Ex∗A−1k,k±τy− Ex∗A−1y = Ex∗A−1k,k±τy − Ex∗A−1k y + Ex∗A−1k y − Ex∗A−1y,
it is sufficient to show Ex∗A−1k y − Ex∗A−1y = o(1). Note that
Ex∗A−1k y − Ex∗A−1y
= E
(x∗A˜−1k (γk+τ + γk−τ)γ∗kA˜−1k y
1 + γ∗kA˜
−1
k (γk+τ + γk−τ )
)
+ E
(x∗A−1k γk(γk+τ + γk−τ )∗A−1k y
1 + (γk+τ + γk−τ)∗A−1k γk
)
= Eαk1 + Eαk2
Previous calculation shows that E|αk1| = o(1) and E|αk2| = o(1). Substituting these back to
(A.3) and (A.4), we finish proving the lemma.
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