another direction, [34] establishes a connection between the K-theory of twisted groupoid C * -algebras and the classification of D-brane charges in string theory. Two recent papers have explored the effect of a homotopy {ω t } t∈[0,1] of 2-cocycles on the K-theory of the twisted groupoid C * -algebras. First, Echterhoff, Lück, Phillips, and Walters showed in Theorem 1.9 of [8] that if G is a group that satisfies the Baum-Connes conjecture with respect to the coefficient algebras K and C([0, 1], K), and {ω t } t∈[0,1] is a homotopy of 2-cocycles on G, then the Ktheory groups of the reduced twisted group C * -algebras are unperturbed by the homotopy:
K * (C * r (G, ω 0 )) ∼ = K * (C * r (G, ω 1 )).
In particular, this result provides another proof of the fact, established in 1980 by Pimsner and Voiculescu in [28] , that all of the rotation algebras {A θ } θ∈ [0, 1] have isomorphic K-theory groups. We can realize A θ as a twisted group C * -algebra:
where c θ ((m, n), (j, k)) = e 2πiθ(nj) , and the isomorphism C * (Z 2 , c θ ) ∼ = C * r (Z 2 , c θ ) follows from the amenability of Z 2 . Since the map θ → c θ ((m, n), (j, k)) is continuous for each fixed ((m, n), (j, k)) ∈ Z 2 × Z 2 , the family {c θ } θ∈[0,1] constitutes a homotopy of 2-cocycles on Z 2 . In fact, whenever a groupoid 2-cocycle ω ∈ Z 2 (G, T) can be written as ω(γ, η) = e 2πiσ(γ,η) for some σ : G (2) → R, setting ω t (γ, η) := e 2πitσ(γ,η)
gives us a homotopy of 2-cocycles between ω and the trivial 2-cocycle (γ, η) → 1. Kumjian, Pask, and Sims proved in Theorem 5.4 of [22] that if Λ is a rowfinite source-free k-graph and c ∈ Z 2 (Λ, T) is a k-graph 2-cocycle that admits a logarithm (so c(λ, µ) = e 2πiσ(λ,µ) for some R-valued function σ), then K * (C * (Λ)) ∼ = K * (C * (Λ, c)).
Corollary 7.8 of [23] tells us that C * (Λ, c) ∼ = C * (G Λ , σ c ) for any 2-cocycle c on a row-finite, source-free k-graph Λ, allowing us to think of [22] Theorem 5.4 as a result about homotopic 2-cocycles on groupoids.
Inspired by the above-mentioned results, we have begun exploring the question of when a homotopy of 2-cocycles on a locally compact Hausdorff groupoid G induces an isomorphism of the K-theory groups of the (full or reduced) twisted groupoid C * -algebras:
In a previous article [11] , we extended the above-mentioned Theorem 1.9 of the paper [8] by Echterhoff et al. to the case when G = G ⋉ X is a transformation group, where X is compact and G satisfies the Baum-Connes conjecture with coefficients.
In this article, we will generalize Theorem 5.4 from the paper [22] by Kumjian et al. to show that in the case when our groupoid G = G Λ is the groupoid associated to a row-finite higher-rank graph Λ with no sources, a homotopy of 2-cocycles again induces an isomorphism on K-theory:
Theorem 5.1. Let Λ be a row-finite k-graph with no sources and let {c t } t∈ [0, 1] be a homotopy of 2-cocycles in Z 2 (Λ, T). Then {c t } t∈ [0, 1] gives rise to a homotopy {σ ct } t∈[0,1] of 2-cocycles on G Λ such that
We are unaware of any examples of groupoids G and homotopies ω = {ω t } t∈[0,1] of 2-cocycles on G where the homotopy does not induce an isomorphism of the K-theory groups as in (2) . However, the proof techniques invoked in [11] to establish (2) for transformation groups differ substantially from those used in the present paper. This leads us to suspect that (2) may prove similar to the Baum-Connes conjecture in that, while it may hold for many groupoids that arise naturally in applications, the arguments used to establish that a homotopy of 2-cocycles induces a K-theoretic equivalence will be different for each class of groupoids.
Outline
This paper begins by recalling the definitions of a higher-rank graph and of a groupoid in Section 2, as well as the definition of a 2-cocycle in each category, and sketching the procedure by which we can construct a C * -algebra from these objects. In Section 3 we define a homotopy of 2-cocycles on a k-graph and on a groupoid, and show that the definitions are compatible. We also prove a technical result (Theorem 3.5), namely, that a homotopy {ω t } t∈[0,1] of 2-cocycles on a groupoid G gives rise to a C([0, 1])-algebra with fiber algebra C * (G, ω t ) at t ∈ [0, 1]. We expect that this result will prove useful in future work, as we search for more classes of groupoids where a homotopy of 2-cocycles induces an isomorphism of the K-theory groups of the twisted groupoid C * -algebras. In Section 4 we begin the proof of Theorem 5.1. Our proof technique consists of proving a stronger version of Theorem 5.1 in a simple case, and then showing how to use this simple case to obtain our desired result for general k-graphs. To be precise, Section 4 shows that when the degree map d on Λ satisfies d(λ) = b(s(λ)) − b(r(λ)) for all λ ∈ Λ, the C([0, 1])-algebra associated to a homotopy of 2-cocycles on Λ is actually a trivial continuous field. Section 5 shows how to exploit the triviality of the continuous field in this special case to see that a homotopy of 2-cocycles on any row-finite, source-free k-graph Λ induces an isomorphism K * (C * (Λ, c 0 )) ∼ = K * (C * (Λ, c 1 )). The argument in this section closely parallels Section 5 of [22] .
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Groupoids and k-graphs
Higher-rank graphs, or k-graphs, are a k-dimensional generalization of directed graphs. The C * -algebras associated to directed graphs [5, 9, 20, 19, 2] have been intensely studied in recent years, in large part because much of the structure of these C * -algebras corresponds to easily-visualized properties of the graph (cf. [7, 1, 14] ). Consequently, we can exhibit many interesting and concrete examples of C * -algebras by constructing directed graphs that satisfy certain properties.
Being able to visualize structural properties of the C * -algebra via an associated directed graph has made graph C * -algebras a fertile source of examples for Elliott's classification program for C * -algebras. In particular, every Kirchberg algebra with torsion-free K 1 -group is Morita equivalent to a graph C * -algebra [33] . However, Bates et al. established in Theorem 6.1 of [1] that every graph C * -algebra has torsion-free K 1 -group, so we must look beyond graph C * -algebras to find concrete models of Kirchberg algebras whose K 1 -group contains torsion.
In order to expand this class of C * -algebras whose structure can be easily understood via an underlying combinatorial object, Kumjian and Pask introduced higher-rank graphs in [18] , building on earlier work by Robertson and Steger [32] . The C * -algebras associated to higher-rank graphs provide a number of examples of Kirchberg algebras whose K 1 group contains torsion, as established in the original work by Robertson and Steger [32] . In addition, Pask et al. describe in [27] a class of AT algebras which arise as k-graph C * -algebras for k = 2, and for which the underlying 2-graph tells us immediately whether the C * -algebra is simple and has real rank zero.
To motivate the definition of a higher-rank graph, observe that a directed graph E gives rise to a category Λ, whose objects are the vertices of E and whose morphisms are the finite paths in E. (In this article, we will use the arrows-only picture of category theory; thus, the statement "λ ∈ Λ" means that λ is a morphism in the category Λ.)
Moreover, if Λ is the category associated to a directed graph E, then it admits a functor d : Λ → N such that d(λ) = n for each path λ ∈ E of length n.
(Throughout this article, we think of N = {0, 1, 2, 3, . . .} as a category with one object, where composition of morphisms corresponds to addition in N.) Observe that d satisfies the unique factorization property: if d(λ) = ℓ and m + n = ℓ in N, then there exist unique paths µ, ν ∈ E of length m, n respectively such that λ = µν.
In fact, Example 1.3 in [18] tells us that if Λ is any countable small category equipped with a functor d : Λ → N satisfying the unique factorization property, then Λ can be realized as the category associated to a directed graph. In other words, we can think of a directed graph as a pair (Λ, d) as above.
From this perspective, it's easy to see how a k-graph is a k-dimensional generalization of a directed graph. Definition 2.1. A higher-rank graph of degree k, also called a k-graph, is a nonempty countable small category Λ equipped with a functor d : Λ → N k (the degree map) satisfying the unique factorization property: Given a morphism λ ∈ Λ with d(λ) = m + n, there exist unique µ, ν ∈ Λ such that λ = µν and
Remark 2.2. Note that the uniqueness of the factorization λ = µν is contingent not only on the choice of k-tuples m, n ∈ N k , but also on the order in which we write d(λ) = m + n.
satisfies the unique factorization property, so N k is a k-graph for any k.
Given an element λ ∈ Λ, write s(λ) for the domain of the morphism λ, and r(λ) for its target; we say s(λ) is the source of λ and r(λ) its range. Thus, the composition λµ of two morphisms λ, µ is defined precisely when s(λ) = r(µ).
It is worth noting that a k-graph is not a directed graph unless k = 1. However, every k-graph has an underlying edge-colored directed graph, called its skeleton.
Write e i ∈ N k for the k-tuple whose only nonzero entry, a 1, occurs in the ith component. In other words, {e i } 1≤i≤k are the standard generators of the semigroup N k .
Definition 2.4. Given a k-graph Λ, let Q 1 (Λ) = {λ ∈ Λ : |d(λ)| = 1}. The skeleton of Λ is the edge-colored directed graph whose edge set is Q 1 (Λ) and whose vertex set is Obj(Λ), and where we assign color i to all edges λ with d(λ) = e i .
Example 2.5. The diagram below depicts the skeleton of the k-graph N 2 .
The dashed edge corresponds to the unique element λ ∈ N 2 with d(λ) = (0, 1), and the solid edge corresponds to the unique element µ with d(µ) = (1, 0).
The unique factorization property for Λ imposes a great deal of regularity on the skeleton of a k-graph, and also allows us to see elements of Λ as equivalence classes of paths in the skeleton. For example, suppose there is an edge e of color i in Q 1 (Λ) with s(e) = v, and there is an edge f of color j with r(f ) = v. Then the composition ef is a well-defined element of Λ, and d(ef ) = e i + e j = e j + e i , so the unique factorization property tells us that there must exist edges
and such that ef, f ′ e ′ represent the same element λ ∈ Λ:
Applying the same logic to an arbitrary path P in the skeleton of Λ with p i edges of color i for 1 ≤ i ≤ k, we see that the element λ ∈ Λ represented by P can also be represented by any other path from s(λ) to r(λ) in the skeleton that has p i color-i edges for each i. Moreover, every such path must occur in the skeleton; the element λ ∈ Λ represents the equivalence class of such paths. Definition 2.6. A k-graph Λ is row-finite if, for any v ∈ Obj(Λ) and any n ∈ N k , the set
is finite. We say Λ has no sources if vΛ n = ∅ for every v ∈ Obj(Λ) and every n ∈ N k .
In this paper we will only consider k-graphs which are row-finite and have no sources, since these are the k-graphs which we can study via the groupoid method that was introduced in [18] and which we will explain in Section 2.1.
We are interested not only in k-graphs but in a class of circle-valued functions, called 2-cocycles, defined on the set Λ * 2 of composable morphisms in Λ. The following definition agrees with that given in Section 3 of [23] and is the natural definition of a 2-cocycle on a category. Definition 2.7. For a k-graph Λ and an integer n > 0, let
(that is, if δc : Λ * 3 → T is trivial) and
We write Z 2 (Λ, T) for the set of 2-cocycles on λ. 
Remark 2.9. If c : Λ * 2 → T is any function satisfying (3), then c is cohomologous to a 2-cocycle on Λ as defined above. To be precise, define b : Λ → T by b(µ) = c(µ, s(µ)); thenc = (δb) · c satisfies (4). Proposition 5.6 of [23] tells us that cohomologous 2-cocycles give rise to isomorphic twisted k-graph C * -algebras, so requiring that a 2-cocycle satisfy (4) does not imply any loss of generality at the C * -level.
As indicated above, our interest in higher-rank graphs and their 2-cocycles is motivated by C * -algebra theory, so we want to associate a C * -algebra to a pair (Λ, c) of a k-graph Λ and a 2-cocycle c on Λ. 2). The twisted higher-rank-graph algebra C * (Λ, c) associated to a k-graph Λ and a 2-cocycle c on Λ is the universal C * -algebra generated by a collection {s λ } λ∈Λ of partial isometries satisfying the following twisted Cuntz-Krieger relations:
is a collection of mutually orthogonal projections; Example 2.13 ([18] Examples 1.7 (iii)). The C * -algebra associated to the kgraph N k described in Example 2.3 and the trivial 2-cocycle is the abelian C * -algebra C(T k ). To see this, observe that (CK1) and (CK2) combine to tell us that each partial isometry s µ can be written as a product of the partial isometries s ei . Moreover, since e i + e j = e j + e i , (CK2) implies that the partial isometries s ei all commute. Since N k has only one object, (CK3) and (CK4) force
is the universal C * -algebra generated by k commuting unitaries, and so must be isomorphic to C(T k ) as claimed.
Example 2.14 ([21] Example 7.7). Let Λ = N 2 , thought of as a 2-graph as in Example 2.3. For θ ∈ R, define a 2-cocycle c θ on Λ by
The associated twisted k-graph C * -algebra C * (Λ, c θ ) provides another presentation of the rotation algebras:
The argument is similar to that of the previous example; again, since N 2 only has one object, we see that each s ei must be a unitary, not just a partial isometry. In addition, up to multiplication by a scalar, each partial isometry s λ can be realized as a product of the isometries s ei . The difference is that since c θ is nontrivial, (CK2) now implies that
In sum, C * (Λ, c θ ) ∼ = A θ is the universal C * -algebra generated by two unitaries u = s (0,1) , v = s (1, 0) satisfying the commutation relation uv = e 2πiθ vu.
Groupoids
As mentioned in the Introduction, higher-rank-graph C * -algebras, and their twisted counterparts, can also be realized as groupoid C * -algebras, in addition to the generators-and-relations presentation given above. Since its inception in the 1979 thesis of Renault [31] , the theory of groupoid C * -algebras has been developed by many authors, so the groupoid perspective makes a broad range of techniques and theorems available for studying k-graph C * -algebras. In particular, the results in this article depend on both the k-graph presentation and the groupoid presentation of the twisted higher-rank graph C * -algebras, so this section will review the construction of a twisted groupoid C * -algebra set forth in Renault, as well as the procedure given in the seminal article [18] for associating a groupoid to a k-graph. Theorem 3.5 in Section 3 applies to arbitrary locally compact Hausdorff groupoids, so we present in full generality all the definitions necessary for the construction of a twisted groupoid C * -algebra. However, we have made an effort to present the construction in the k-graph case in parallel with the general theory, so that the reader has an example of the theory at hand at all times. Definition 2.15. A groupoid is a set G equipped with a subset G (2) ⊆ G × G (called the set of composable pairs), a multiplication map G (2) → G given by (a, b) → ab, and an inverse map G → G, written a → a −1 , such that:
, then so are (a, bd) and (ab, d), and a(bd) = (ab)d;
• For any a ∈ G, the pair (a,
Any groupoid comes equipped with range and source maps r, s : G → G, defined by r(a) = a −1 a and s(a) = aa −1 . Observe that r and s have a common image, which we call the unit space of G, and denote G (0) . If u ∈ G (0) , we will write
Remark 2.16. Some readers may find Definition 2.15 rather cumbersome, especially in comparison to the equivalent statement "A groupoid is a small category with inverses." We have chosen to use Definition 2.15 rather than this more concise definition in order to make explicit various aspects of the groupoid structure, such as the range and source maps and the set of composable pairs, which will be central ingredients in the construction of the C * -algebra associated to a groupoid.
Remark 2.17. Groups, vector bundles, and transformation groups are among the many mathematical objects that can be viewed as examples of groupoids. For the reader who wishes to understand groupoids in more generality than presented in this article, we recommend [12] or [24] . In particular, Section 1.1 of [12] details all of the aforementioned examples and more, and proves many basic properties of groupoids.
Given a row-finite, source-free k-graph Λ, Section 2 of [18] describes how to form the associated path groupoid G Λ : Definition 2.18 ([18] Examples 1.7(ii)). We define the k-graph Ω k to be the category with Obj(Ω k ) = N k , and morphisms
Now, given a k-graph Λ, let Λ ∞ denote the set of degree-preserving functors x : Ω k → Λ. When k = 1, the elements x ∈ Λ ∞ are the infinite paths in Λ; this is a useful analogy to keep in mind for k > 1 as well.
Given p ∈ N k , we define the shift map
Conceptually, σ p (x) is the infinite path obtained from x by "chopping off" the initial segment of length p.
When Λ is row-finite and source-free, Proposition 2.3 in [18] shows that
we often write y = λx, to suggest that y is obtained from x by pre-composing x with λ.
We can now present the definition of G Λ given in [18] :
. Given a row-finite, source-free k-graph Λ, the associated path groupoid G Λ is the groupoid associated to the equivalence relation on Λ ∞ of "shift equivalence with lag." In other words,
and G (0) Λ = Λ ∞ , with r(x, ℓ, y) = x, s(x, ℓ, y) = y, and multiplication and inversion in G Λ given by
Remark 2.20. If (x, ℓ, y) ∈ G Λ , then we know that the infinite tails of x and y agree. Moreover, the element ℓ ∈ Z k tells us how much x and y are "out of phase," and need not be not uniquely determined by the pair (x, y). Suppose Λ is a 1-graph with a directed cycle λ, and suppose x ∈ Λ ∞ consists of infinitely many repetitions of λ. Then, if (x, ℓ, y) ∈ G Λ , we also have (x, d(λ) + ℓ, y) ∈ G Λ . Note that the analogous construction also occurs for k > 1.
In order to build a C * -algebra out of a groupoid, we need to address questions of topology and measure theory.
Definition 2.21. We say that a groupoid G is a locally compact Hausdorff groupoid or LCH groupoid if G admits a locally compact Hausdorff topology such that multiplication and inversion are continuous (when G (2) has the topology induced by the product topology on G × G).
Example 2.22. Let Λ be a row-finite, source-free k-graph. Proposition 2.8 in [18] tells us that the sets
form a basis of compact open sets for a locally compact Hausdorff topology on G Λ (in fact, with this topology G Λ is an ampleétale groupoid).
To build a C * -algebra out of a groupoid G we will want to start by putting a * -algebra structure on C c (G), and to do this we will need to integrate over the groupoid G. A Haar system (the groupoid analogue of Haar measure for groups) will allow us to do this. Definition 2.23. Let G be a LCH groupoid. A Haar system on G is a collection {λ u } u∈G (0) of non-negative Radon measures such that
3. For any f ∈ C c (G) and any a ∈ G, we have
This last requirement is the analogue of the left invariance of Haar measure for groups.
Unlike in the group case, one cannot make existence or uniqueness statements about Haar systems for groupoids, so one usually starts by hypothesizing the existence of a fixed Haar system.
In other words, λ x counts the number of elements in E with range x. It's straightforward to check that {λ x } x∈Λ ∞ is a Haar system on G Λ . This is the standard Haar system on anétale groupoid; we will always use this Haar system on G Λ in this paper.
Note that the unique factorization property implies that
Since the sets Z(µ, ν) form a compact open base for G Λ , it follows that λ x (K) is finite for any compact set K ⊆ G Λ .
In order to define a twisted groupoid C * -algebra, we need to define a groupoid 2-cocycle. The definition looks very similar to Definition 2.7 above, since both groupoids and k-graphs are categories, and we use the natural definition of a 2-cocycle on a category in both cases.
and for any a ∈ G we have ω(r(a), a) = ω(a, s(a)) = 1.
We write Z 2 (G, T) for the set of 2-cocycles on G.
Remark 2.26. 1. Just as for k-graphs, observe that for any groupoid G, the function ω :
is a 2-cocycle. We call ω the trivial 2-cocycle. (6) is cohomologous to a groupoid 2-cocycle as defined above; the check is identical to that performed for k-graph 2-cocycles in Remark 2.9. Cohomologous groupoid 2-cocycles give rise to isomorphic twisted groupoid C * -algebras, as we will discuss in Remark 2.33 below, so restricting ourselves to 2-cocycles that satisfy (7) often simplifies formulas and means no loss of generality at the C * -level.
Any continuous function
3. As 2-cocycles are the only flavor of cocycles we will be concerned with in this paper, we will often drop the 2 and refer to them simply as cocycles.
Definition 2.27. Let G be a locally compact Hausdorff groupoid equipped with a Haar system {λ u } u∈G (0) and a 2-cocycle ω. We define a * -algebra structure on C c (G) as follows: for f, g ∈ C c (G) we define their product f * ω g ∈ C c (G) to be
and the involution f * by
One can check (cf. [31] Proposition II.1.1) that the multiplication is well defined (that is, that f * ω g ∈ C c (G) as claimed) and associative, and that (f * ) * = f so that the involution is involutive. The proof of associativity relies on the cocycle condition (6).
Remark 2.28. Given the fundamental role that the cocycle ω plays in the multiplication and involution on C c (G), we will often write C c (G, ω) to denote the set C c (G) equipped with the * -algebra structure of Definition 2.27.
To make C c (G, ω) into a C * -algebra, we need to complete it with respect to a C * -norm.
Definition 2.30. The I-norm on C c (G) is given by
We say that a representation π is I-norm-bounded if π(f ) ≤ f I for any f ∈ C c (G).
Then, Theorem 2.42 of [24] , for example, tells us that
is a C * -norm.
Definition 2.31. We define the (universal) twisted C * -algebra of G, which we write C * (G, ω), to be the completion of C c (G, ω) with respect to the norm (8).
Remark 2.32. When ω is the trivial cocycle, then the twisted groupoid C * -algebra defined above agrees with the untwisted groupoid C * -algebra C * (G) defined in [24] Theorem 2.42 or [31] Defintion III.1.12.
Remark 2.33. For any LCH groupoid G, if ω 0 , ω 1 are 2-cocycles on G such that there exists a continuous map β : G → T satisfying
When G = G Λ is the groupoid associated to a row-finite k-graph Λ with no sources, Lemma 6.3 of [23] explains how, given a cocycle c ∈ Z 2 (Λ, T), we can construct a continuous 2-cocycle
The construction of σ c is rather technical, but since we will need the details later, we present it here.
Lemma 6.6 of [23] establishes the existence of a subset
Λ , Lemma 6.3(i) of [23] shows that we can always find y ∈ Λ ∞ and α, β, γ ∈ Λ such that
Then, given a 2-cocycle c on Λ, we define a 2-cocycle σ c on G Λ by
Since c satisfies the cocycle condition (3), it's straightforward to check that σ c does also. Lemma 6.3 of [23] checks that σ c is well-defined (that is, independent of the choice of α, β, γ) and continuous, so we can construct the groupoid
Although the partition P is integral to the definition given in Lemma 6.3 of [23] of the cocycle σ ct associated to a cocycle c t on Λ, Theorem 6.5 of [23] tells us that different choices of partitions P will give rise to cohomologous groupoid cocycles, and hence to isomorphic twisted groupoid C * -algebras, as discussed in Remark 2.33. ∞ . This suggests that the map Z 2 (Λ, T) → Z 2 (G Λ , T) taking a k-graph cocycle c to a groupoid cocycle σ c might not be surjective, since groupoid cocycles of the form σ c ignore so much of the information contained in each element (a, b) ∈ G (2) Λ . We propose to explore this question in future work.
Homotopies of Cocycles
In this section, we begin by recalling from [11] the definition of a homotopy of 2-cocycles on a groupoid G, and prove Theorem 3.5, which states that a homotopy of 2-cocycles on any locally compact Hausdorff groupoid G gives rise to an uppersemicontinuous bundle of C * -algebras over the interval [0,1]. We also define a homotopy of k-graph 2-cocycles (Definition 3.8) and show that this definition is compatible with our definition of a homotopy of groupoid 2-cocycles.
In order to define a homotopy of groupoid 2-cocycles, we begin by observing that, given any locally compact Hausdorff groupoid G, we can make G × [0, 1] into a LCH groupoid by equipping it with the product topology and setting
Moreover, if G has a Haar system {λ u } u∈G (0) , then setting λ u,t := λ u for every t ∈ [0, 1] gives rise to a Haar system on G × [0, 1]. We will always use this Haar system on G × [0, 1] in this paper. 
If ω is a homotopy of cocycles on G linking ω 0 , ω 1 , Theorem 3.5 below tells us that C * (G, ω 0 ) and C * (G, ω 1 ) are quotients of C * (G × [0, 1], ω). This ability to embed our twisted groupoid C * -algebras of interest inside the same, larger C * -algebra is fundamental to our proof in Section 5 that homotopic 2-cocycles give rise to K-equivalent twisted k-graph C * -algebras. In order to describe more precisely the relationship between C * (G × [0, 1], ω) and C * (G, ω t ) for t ∈ [0, 1], we need another definition. . Let X be a locally compact Hausdorff space. A C * -algebra A is a C 0 (X)-algebra if we have a * -homomorphism Φ :
We usually write f · a for Φ(f )a.
If A is a C 0 (X)-algebra, and U ⊆ X is open, then span C 0 (U ) · A ⊆ A is an ideal A U . If we take U = X\x for a point x ∈ X, we write I x for the ideal A U , and we call A/I x the fiber of A at x ∈ X. In other words, each C 0 (X)-algebra A is naturally associated to a bundle of C * -algebras over X, namely x∈X A x . Moreover, Theorem C.26 of [35] tells us how to topologize the bundle A = x∈X A x so that A ∼ = Γ 0 (A) is isomorphic, via a C 0 (X)-linear isomorphism, to the algebra of continuous sections of A that vanish at infinity. We will invoke this bundle-theoretic perspective in Section 4. 
Proof: We begin by checking that
It's not difficult to check that this action extends to a * -homomorphism
, ω) throughout the rest of the paper, usually denoting it by f · φ as above rather than by Φ.
Checking that the fiber algebras of C * (G × [0, 1], ω) with respect to this C([0, 1])-algebra structure are C * (G, ω t ) as claimed will require rather more work.
By definition, the fiber of
, ω)/I t , where
Thus, in order to prove Theorem 3.5, we must show that
We will begin by showing that we can also exhibit C * (G, ω t ) as a quotient of
Straightforward computations will show that Ψ is multiplicative and * -preserving. Moreover, if ψ is I-norm-bounded, then
≤ max sup
so Ψ is also I-norm-bounded. Hence,
Thus, q t extends to a * -homomorphism, also denoted q t , from
Thus, to see that C * (G, ω t ) is the fiber of C * (G × [0, 1], ω) at t, it suffices to show that ker q t = I t . A standard approximation argument will show that ker q t ⊇ I t : the tricky part is showing that ker q t ⊆ I t .
Note that the fiber algebra C * (G × [0, 1], ω)/I t can be calculated as a completion C c (G × [0, 1], ω) with respect to the norm given by
Thus, we will show that for any such representation
. This will imply that ker q t ⊆ ker L for all such representations L, and consequently that ker q t ⊆ I t as desired.
Given such a representation
We would like to show that L ′ is a representation of C c (G, ω t ). Note that L ′ preserves the * -algebra structure on C c (G, ω t ) because L and q t do so, being * -homomorphisms. Moreover, L ′ is nondegenerate because L is and because ω t ) is surjective. Thus, we only need to check that L ′ is well-defined and bounded. To see that L ′ is well defined, we need to show that L(f ) = L(g) whenever q t (f ) = q t (g).
Proof: Let {f i } i∈I be an approximate unit for C 0 ([0, 1]\t) such that f i (s) ր 1 for every s = t, and moreover that for each i there exists δ i > 0 such that f i (s) = 1 if |s − t| ≥ δ i . We will show that the I-norm h − f i h I → 0. Since the norm in
, ω) and consequently h ∈ I t . For any k ∈ C c (G × [0, 1], ω), the axioms of a Haar system tell us that the function (u, t) → |k(a, t)|dλ
In particular, if we take k to be a function that equals 1 where h is nonzero, and vanishes rapidly off supp h, this shows us that (u, t) → λ u,t (supp h) is a pointwise limit of functions
, and hence is bounded. Let K be the maximum value of this function.
Let ǫ > 0 be given. Since h is compactly supported and h(a, t) = 0 ∀ a ∈ G, we can choose δ > 0 such that |h(a, s)| < ǫ/K ∀ a ∈ G whenever |s − t| < δ, and choose j such that i ≥ j means δ i < δ. Then, if |s − t| < δ,
On the other hand, if |s − t| ≥ δ > δ i , then f i (s) = 1 and
for any u ∈ G (0) . In either case, given any ǫ > 0 we can always choose j such that i ≥ j implies
Since h − f i h ≤ h − f i h I and I t is closed, it follows that h ∈ I t as desired, and so L(h) = 0. ✷ Having seen that L ′ is well defined, we now proceed to show that it is bounded. Set S = {ψ ∈ C ([0, 1]) : ψ(t) = 1}; for any ψ ∈ S, we have
Consequently,
We would now like to show that s → ||q s (f )|| I is continuous. To see why this might be desirable, let ǫ > 0 be given, and suppose s → ||q s (f )|| I is continuous. Fix t ∈ [0, 1] and choose δ such that if |s − t| < δ, then
choose a bump function ψ ǫ ∈ C([0, 1]) such that ψ ǫ (t) = 1 and
if |s − t| < δ; otherwise we have ||q s (ψ ǫ · f )|| I = 0, and the inequality (9) still holds. Since we can find such a ψ ǫ for any ǫ > 0, it follows that
so proving that s → q s (f ) I is continuous will show that L ′ is a bounded representation of C c (G, ω t ) as claimed. Since f has compact support, it's uniformly continuous; thus, for any ǫ > 0 we can choose δ such that |s − t| < δ implies
for any a ∈ G. Now, by definition of the I-norm, there exists u ∈ G (0) such that either
It follows that either
Thus,
Reversing the roles of s and t in the above argument tells us that
This completes the proof that I t = ker q t . In other words, the fiber algebra
is simply C * (G, ω t ), so we have finished the proof of Theorem 3.5. ✷
In order to apply Theorem 3.5 to a homotopy of cocycles on a k-graph, we need to define such a homotopy precisely. Unlike for groupoids, there is no obvious way to make Λ × [0, 1] into a higher-rank graph, so our definition of a homotopy of k-graph cocycles will perforce look rather different than Definition 3.1 above. However, Proposition 3.10 below will show that the two definitions are compatible.
is a homotopy of (2-)cocycles on Λ if for each pair (λ, µ) ∈ Λ * 2 the function
Given a homotopy of cocycles on a k-graph Λ, we can construct a homotopy of cocyles on G Λ as follows.
Definition 3.9. Let {c t } be a homotopy of cocycles on a k-graph Λ. Define
where σ ct is the cocycle on G Λ associated to c t as in Lemma 6.3 of [23].
A moment's thought will reveal that ω satisfies the cocycle condition (6), since each σ ct is a cocycle. Thus, in order to see that ω is a homotopy of cocycles on G Λ , we merely need to check that ω :
Proposition 3.10. The cocycle ω described in Definition 3.9 is a homotopy of groupoid cocycles on G Λ .
Λ × [0, 1], so we will write elements of (
for large enough i. Recall that σ ct i (a, b) is a finite product of terms of the form c ti (µ, ν) and their inverses, where the elements µ, ν depend only on the elements a, b and on the choice of partition P of G Λ . In particular, the elements µ, ν are independent of the 2-cocycle c ti . Since we hypothesized that for fixed (µ, ν) ∈ Λ * 2 the map t → c t (µ, ν) is continuous, showing that Equation (10) holds for large i will tell us that ω ((a i , t , t), (b, t) ) .
In what follows, we will use the notation introduced at the end of Section 2 to define the cocycle σ c . If (a i , b i , t i ) → (a, b, t), then in particular, a i → a and b i → b. Since the sets Z(µ, ν) are open for any µ, ν ∈ Λ, it follows that for large enough i we have a i ∈ Z(µ a , ν a ) and b i ∈ Z(µ b , ν b ). Moreover, since multiplication is always continuous in a topological groupoid, we also have a i b i → ab, and so we can choose i large enough so that a i b i ∈ Z(µ ab , ν ab ) as well. In other words, we can write
for some α, β, γ, α i , β i , γ i ∈ Λ and y, y i ∈ Λ ∞ . Since a i → a we must also have α i y i → αy in Λ ∞ . The sets
for λ ∈ Λ form a basis for the induced topology on Λ ∞ by Proposition 2.8 of [18] , so if α i y i → αy we must have that α i y i ∈ Z(α) for large enough i, and therefore α i y i = αy 
where (since each pair (a i , b i ) ∈ G 
as claimed. As observed in the first paragraph of the proof, it now follows that ω is a homotopy of cocycles on G Λ as desired. ✷ Corollary 3.11. Let {c t } be a homotopy of cocycles on a k-graph Λ, and define a cocycle ω on
Proof: Proposition 3.10 tells us that ω is a homotopy of cocycles on G Λ , and Theorem 3.5 tells us that the fiber over t Lemma 3.1 of [18] shows that for any k-graph C * -algebra C * (Λ), {s λ s * µ : s(λ) = s(µ)} spans a dense * -subalgebra. Moreover, when d = δb, Lemma 5.4 of [18] tells us that {s λ s * µ : b(s(λ)) = b(s(µ)) = n} forms a collection of matrix units for the subalgebra
Since {s λ s * µ : s(λ) = s(µ)} densely spans both C * (Λ) and C * (Λ, c), ∪ n∈Z k A n is dense in both algebras.
The Cuntz-Krieger relations (CK1) -(CK4) for twisted k-graph C * -algebras imply that the connecting maps φ In other words, the inclusion maps A n → A m have the same multiplicities in both C * (Λ, c) and in C * (Λ), as claimed. We now follow Theorem 4.2 of [22] to describe a family {U n } n∈Z k of unitaries U n ∈ U (M (A n )) such that Ad U n intertwines the connecting maps φ c m,n and φ m,n . Write 1 for (1, . . . , 1) ∈ N k , and let κ : Λ → T be defined recursively by
The unique factorization property ensures that κ is well defined.
For n ∈ Z k , let
A quick computation will show that
Moreover, unique factorization tells us that for any h ∈ Z,
Consequently, Ad U * implements the isomorphism C * (Λ) → C * (Λ, c). We can now use this isomorphism to prove that a homotopy of cocycles on Λ gives rise to a trivial continuous field when d = δb: ] be a homotopy of cocycles on Λ; and let ω be the cocycle on , then we know that in both cases, the bundle in question is (algebraically) isomorphic to t∈[0,1] C * (Λ). The question is whether this fiberwise isomorphism also preserves the algebras
of continuous sections. In order to prove the Proposition, then, we need to show that these fiberwise isomorphisms C * (G Λ , σ ct ) ∼ = C * (Λ) vary continuously in t, so that they patch together to give us a
To that end, we will begin by examining the fiberwise isomorphism
denote the equivalent isomorphism for the case of a trivial cocycle c. For each n ∈ Z k , write U t n for the unitary U t n : A n → A n associated to the cocycle c t as above. Then the composition
is an isomorphism of C * -algebras Ψ t :
We claim that Ψ :
In order to prove this assertion, we begin by writing down an explicit formula for Ψ t on certain of the characteristic functions 1 Z(µ,ν) ∈ C c (G Λ ).
Recall from Lemma 6.6 of [23] the existence of a countable set P of basic open sets Z(µ, ν) such that P is a partition of G Λ . The authors of [23] require the sets Z(ν, s(ν)) to be in P for any ν ∈ Λ; we will also hypothesize that the sets Z(s(µ), µ) ∈ P. A quick check (using the unique factorization property) will show that these sets Z(s(µ), µ) are disjoint from each other and from the sets Z(ν, s(ν)), so this hypothesis doesn't change the character of P. Moreover, examining the proof of Lemma 6.6 from [23] reveals that we can use the same inclusion-exclusion procedure outlined in that Lemma to construct a partition P that contains Z(µ, s(µ)) and Z(s(µ), µ) for each µ ∈ Λ. Since Theorem 6.5 of [23] tells us that different choices of partitions P will give rise to cohomologous groupoid cocycles, and hence to isomorphic twisted groupoid C * -algebras (as discussed in Remark 2.33), we will henceforth assume that our partition P is of this form.
We recall that the value of σ ct (a, b) depends only on the sets Z(µ, ν) ∈ P containing the points a, b, and ab in G Λ . Moreover, the proof of 
where a = bd and b ∈ Z(µ, s(µ)), d ∈ Z(s(ν), ν). Thus, a straightforward computation (using the definition of σ ct as established in Lemma 6.3 of [23], and using a partition P as discussed above) reveals that
if Z(µ, ν) ∈ P. Consequently,
for each set Z(µ, ν) ∈ P. Since P is a partition of G Λ , and each set Z(µ, ν) ∈ P is compact and open, it follows that every function f ∈ C c (G Λ × [0, 1]) can be written as a finite sum
We would like to show that Ψ = {Ψ t } t∈ [0, 1] gives us an isomorphism of
. This follows from the fact that for each fixed µ ∈ Λ, κ t (µ) is a finite product of terms of the form c t (α, β), and t → c t (α, β) is continuous for each fixed (α, β) whenever {c t } t∈[0,1] is a homotopy of cocycles on Λ. Moreover, as a map on C c (G Λ × [0, 1]), Ψ is onto, since c t (and hence κ t ) take values in T for all t.
Since Ψ is evidently C([0, 1])-linear and is a * -isomorphism in each fiber, to see that Ψ is a * -isomorphism it will suffice to show that Ψ :
is norm-preserving. Proposition C.10 of [35] tells us that the norm on any C 0 (X)-algebra is given by φ = sup t∈X φ(x) ; consequently, the norm on both t) ) by definition. Consequently, since Ψ t is a * -isomorphism for each t, we have
-linear, isometric * -homomorphism, and therefore the extension of Ψ to a map Ψ :
is an isometric * -homomorphism: the fact that the groupoid operations on G Λ × [0, 1] preserve the fiber over t ∈ [0, 1] implies that the fiberwise multiplication is the same in both algebras, and the norm on both
It follows that when d = δb and ω is a homotopy of cocycles on G Λ that arises from a homotopy of cocycles {c t } t∈[0,1] on Λ, the map Ψ implements an isomorphism
as claimed. ✷ Remark 4.2. In our proof of Theorem 5.1 in the following section, we will want to have at hand an explicit formula for the isomorphism Φ :
Remark 4.3. Since evaluation at t ∈ [0, 1] induces a homotopy equivalence between C([0, 1], C * (Λ)) and C * (Λ), the isomorphism established in the previous Proposition implies that evaluation at t also induces a homotopy equivalence between C * (G Λ × [0, 1], ω) and its fiber algebra C * (G Λ , σ ct ) when d = δb.
Finishing the proof
In this section, we show how to bootstrap our results from the previous section, about k-graphs whose degree map is a coboundary, into results about arbitrary row-finite and source-free k-graphs. Our goal is to prove the following:
Theorem 5.1. Let Λ be a row-finite k-graph with no sources and let {c t } t∈[0,1] be a homotopy of cocycles on Λ. Then
Moreover, this isomorphism preserves the K-theory class of the vertex projections s v .
We begin with a brief outline of our proof, which relies on the Morita equivalence [22] , and also on Theorem 5.1 of the same paper, which asserts that if A, B are C * -algebras which admit actions of Z k , and if ψ : A → B is an equivariant * -homomorphism that induces an isomorphism
As we will see, the degree map on the skew-product graph Λ × d Z k is always a coboundary, so Remark 4.3 tells us that the map
is a homotopy equivalence, and hence induces an isomorphism
Thus, in order to invoke the above-mentioned Theorem 5.1 of [22] , we will next define an action β of
and such that β induces the action lt of left-translation on
Having done this, we will have a chain of relations
which all preserve K-theory. It follows that for any s, t ∈ [0, 1] we have
whenever {c t } t∈[0,1] is a homotopy of 2-cocycles on a k-graph Λ. In order to work through the details of the argument outlined above, we begin by discussing the skew-product k-graphs
and multiplication given by (λ, n)(µ, n
Observe that the function b : If G is any locally compact Hausdorff group and A is a C * -algebra admitting an action α of G, then we can make C c (G, A) into a convolution algebra via
where ∆ : G → R + is the modular function of G.
Remark 5.4. If G is a discrete group, then we have an inclusion of C * -algebras j : A → A ⋊ α G where j(a) ∈ C c (G, A) is a function supported at the identity element e ∈ G: j(a)(γ) = a, γ = e 0, else.
Remark 5.5. If A, B are two C * -algebras equipped with actions α, β of the same LCH group G, then Corollary 2.48 of [35] tells us that a G-equivariant * -homomorphism ψ : A → B gives rise to a * -homomorphism ψ ⋊ id :
Proof of Theorem 5.1: Let φ : Λ × d Z k → Λ be the projection onto the first coordinate: φ(λ, n) = λ. Then a cocycle c on Λ induces a cocycle c • φ on the skew product k-graph
is a homotopy of cocycles on Λ -that is, t → c t (λ, µ) is continuous for all (λ, µ) ∈ Λ * 2 -then {c t • φ} t is also a homotopy of cocycles on Λ × d Z k . Since skew-product k-graphs satisfy the hypotheses of Proposition 4.1, it follows that if ω is the homotopy of cocycles on G Λ× d Z k associated to the homotopy {c t } t∈[0,1] of cocycles on Λ, then
To see that this formula gives us a well-defined action of
, one checks first that for each m ∈ Z k , the collection {s λ,m+n : λ ∈ Λ, n ∈ Z k } is a Cuntz-Krieger Λ × d Z k -family (according to Definition 1.5 of [18] ). In other words, {s λ,m+n : λ ∈ Λ, n ∈ Z k } is a collection of partial isometries satisfying the defining axioms (CK1)-(CK4) for
Each α m is invertible with inverse α −m , so a straightforward check reveals that m → α m satisfies the axioms of a group action of Z k on C * (Λ × d Z k ) by automorphisms. Since the map defined in Equation (14) fixes C([0, 1]) and is given by α m on C
where Φ is the isomorphism
Moreover, since both id⊗α and Φ (and hence β) fix C([0, 1]) by construction, Lemma 5.3 of [22] tells us that the crossed product
that we used in the proof of Proposition 4.1.
As in the proof of Theorem 3.5, let q t :
) by evaluation at t. Remark 4.3 tells us that q t induces a homotopy equivalence
. A computation will show that q t is equivariant with respect to the actions β, β t of Z k ; thus, Theorem 5.1 of [22] tells us that
Next, we would like to invoke the Morita equivalence
established in Lemma 5.2 of [22] , where lt is given on the generators s (λ,n) by lt m (s (λ,n) ) = s λ,n+m , in order to transform Equation (15) into a statement about the K-theory of the C * -algebras C * (Λ, c t ). Thus, we need to show that β t is given on C * (G Λ× d Z k , σ ct•φ ) ∼ = C * (Λ × d Z k , c t • φ) by lt. Recall from Theorem 6.7 of [23] (and from the proof of Proposition 4.1 above) that π t (s λ,m ) = 1 Z((λ,m),(s(λ),m+s(λ))) , since Z((λ, m), (s(λ), m + s(λ))) ∈ P always. Observe that
where (γ t ) n (s λ,m ) := (π t ) −1 ((β t ) n (π t (s λ,m ))) = (π t ) −1 (β t ) n (1 Z((λ,m),(s(λ),m)) ) = (π t ) −1 (β t ) n (Φ t (κ t (λ)s (λ,m) )) = (π t ) −1 Φ t (α n (κ t (λ)s λ,m )) = (π t ) −1 Φ t (κ t (λ)s λ,m+n ) = (π t ) −1 1 Z((λ,m+n),(s(λ),m+n)) = s λ,m+n .
In other words, (γ t ) n agrees with lt n on the partial isometries s λ,m that generate C * (Λ × d Z k , c t • φ), so the two actions must agree on C * (Λ × d Z k , c t • φ). Now, the Morita equivalence given by Lemma 5.2 of [22] combines with Equation (16) above to tell us that
Since Morita equivalence induces an isomorphism on K-theory, combining Equations (15) and (17) yields
for any t ∈ [0, 1]. In other words, if {c t } t∈[0,1] is a homotopy of cocycles on a row-finite k-graph Λ with no sources, we have shown that
for any s, t ∈ [0, 1]. Thus, homotopic cocycles on row-finite, source-free k-graphs give rise to K-theoretically equivalent twisted k-graph C * -algebras, as claimed. It remains to show that this isomorphism preserves the K-theory class of each vertex projection s v . Essentially, this follows because the 2-cocycles c t , and thus the functions κ t , are all trivial on any v ∈ Obj(Λ).
To be precise, let v ∈ Obj(Λ) and define
f v (n)(a, t) = 1, a ∈ Z (v,0),(v,0) and n = 0 0, else.
Then the projection q t ⋊id(f v ) of f v onto the fiber algebra C * (G Λ× d Z k , ω t )⋊ βt Z k is independent of the choice of t ∈ [0, 1]:
q t ⋊ id(f v )(n)(a) = 1, a ∈ Z (v,0),(v,0) and n = 0 0, else for any t ∈ [0, 1]. Moreover, a straightforward calculation shows that the isomorphism Φ t :
where j :
into the crossed product. Now, Lemma 5.2 of [22] tells us that the Morita equivalence
takes s v ∈ C * (Λ, c t ) to j(s (v,0) ). Combining this with (18) shows that our K-theoretic isomorphism
which is given by the composition of the Morita equivalence (17) with the * -homomorphism 
• φ) ⋊ lt Z k for any cocycle c on Λ, any two twisted k-graph C * -algebras should be Morita equivalent. This statement is false, however (the rotation algebras provide a counterexample). The flaw lies in the fact that the isomorphism Ad U * :
is not equivariant with respect to the left-translation action of Z k , so the isomorphism
does not pass to an isomorphism
In other words, a K-theoretic equivalence of twisted k-graph C * -algebras is the best result we can hope for in general.
Future work
The standing hypotheses of this paper, that our k-graphs be row-finite and source-free, are slightly more restrictive than the current standard for k-graphs. Thus, we would like to extend Theorem 5.1 to apply to all finitely aligned kgraphs. Finitely aligned k-graphs were introduced in [29, 30] , and it seems that they constitute the largest class of k-graphs to which one can profitably associate a C * -algebra. However, the Kumjian-Pask construction of a groupoid G Λ associated to a k-graph Λ, which we described in Section 2 and which we use throughout the proof of Theorem 5.1, only works when Λ is row-finite and source-free. In [10] , Farthing, Muhly, and Yeend provide an alternate construction of a groupoid G which can be associated to an arbitrary finitely-aligned k-graph, and we hope that this approach will allow us to apply groupoid results such as Theorem 3.5 to study the effect on K-theory of homotopies of cocycles for finitely-aligned k-graphs.
As mentioned in Remark 2.34, we also plan to explore the question of whether every 2-cocycle σ on G Λ necessarily arises from a 2-cocycle on Λ. If not, we would also like to know if, when σ c is a 2-cocycle on G Λ which arises from a 2-cocycle c on Λ, and σ is homotopic to σ c , it necessarily follows that σ also arises from a 2-cocycle on Λ.
It has also been suggested to us that the proof techniques used in this paper could perhaps be extended to show that a homotopy of 2-cocycles on a DeaconuRenault groupoid (cf. [6, 16] ) induces an isomorphism on K-theory.
