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Abstract
This paper deals with the existence of positive solutions to a Dirichlet problem for the superlinear
elliptic system
∆u=−λf (v), ∆v =−λg(u)
on a ball, where λ is a positive parameter and f (0), g(0) may be negative.
 2003 Elsevier Inc. All rights reserved.
1. Introduction
In this paper we consider the existence of positive radial solutions to the nonlinear
elliptic system{
∆u=−λf (v) in Ω,
∆v =−λg(u) in Ω,
u= v = 0 on ∂Ω,
(1.1)
where Ω is the open unit ball in RN, N > 1, f, g :R+ →R and λ is a positive parameter.
Note that if f and g are nondecreasing then by a result of Troy [13], positive solu-
tions of (1.1) are radially symmetric. However, we shall not be restricted to this condition.
Systems of the form (1.1) arise in the study of steady states reaction–diffusion and hy-
drodynamical problems (see e.g., [1] and references therein). Existence results for (1.1)
were established by Peletier and Vorst [12] for superlinear nonlinearities f,g satisfying
f (0)= g(0)= 0 and f (s), g(s) > 0 for s > 0. The general case of a bounded convex do-
main was investigated by Clement et al. [4] under more restrictive assumptions. Related
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system (1.1) with f,g superlinear at ∞, and f (0), g(0) may be negative (the so-called
nonpositone problem). We shall establish, for the first time, the existence of positive solu-
tions to (1.1) for λ small under subcritical growth restrictions on f and g. Our approach
is to use degree theory and a priori estimates to obtain solutions of large supremum norm,
and then prove positivity of such solutions. Our method also provides an alternate proof for
the existence result (Theorem 3) in [12]. Also our results complement those in [9], where
similar problems were considered on annular domains. We refer to [2,3,6,7] for additional
results on semilinear elliptic differential equations and systems.
2. Existence results
We shall make the following assumptions:
(H1) f,g :R+ → R are continuous and
lim
s→∞
f (s)
s
=∞, lim
s→∞
g(s)
s
=∞.
(H2) There exist nonnegative numbers α,β with α + β =N − 2, and a positive number ε
such that
NF(s)− αsf (s) εsf (s)
and
NG(s)− βsg(s) εsg(s)
for s large. Here F(s)= ∫ s0 f, G(s)= ∫ s0 g.
Since we look for radial solutions of (1.1), we shall consider the corresponding ODE
system

(rN−1u′)′ = −λrN−1f (v),
(rN−1v′)′ = −λrN−1g(u),
u′(0)= v′(0)= 0, u(1)= v(1)= 0.
(2.1)
Our main result is
Theorem 2.1. Let (H1)–(H2) hold. Then there exists a positive number λ∗ such that for
λ < λ∗, (2.1) has a positive solution (uλ, vλ) with∣∣(uλ, vλ)∣∣0 →∞ as λ→ 0.
Further, there exists a function H :R+ → R with limd→∞H(d)=∞ such that any solu-
tion (u, v) of (2.1) satisfies
min
(
u(r), v(r)
)
 λH
(∣∣(uλ, vλ)∣∣0)(1− r), r ∈ (0,1),
where |.|0 denotes the maximum norm.
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tion (H2) read
1 <p,q and
1
1+p +
1
1+ q >
N − 2
N
.
2. Condition (H2) together with some additional assumptions near the origin was in-
troduced in [10] to established existence results for (2.1) when f (0) = g(0) = 0 and
f (s), g(s) > 0 for s > 0. Also, if f is increasing, g = f , and α = β = (N − 2)/2, then
(H2) is reduced to a condition used in [3] for nonpositone single equations.
We will need some preliminary results. The following lemma is a special case of Lem-
ma 2.2 in [8].
Lemma 2.2. Let u be the solution of{
(rN−1u′)′ = −λrN−1h(r),
u′(0)= u(1)= 0,
where h(r)−M and M is a positive constant. Then
(i) u′(r) λMr/N .
(ii) u(r) u(s)− λM/2N for r  s. In particular u(r)−λM/2N, r ∈ (0,1).
(iii) If u(1/2)K > 0 then
u(r) K˜(1− r) for 1
2
< r < 1,
where
K˜ = K∫ 1
1/2 s
1−N ds
− λM
N
.
Proof. The proof of (i) and (ii) can be found in [8]. Let w be the solution of{
(rN−1w′)′ = −λMrN−1,
w′(0)=w(1)= 0.
Note that w(r)= (λM/2N)(1− r2). Let u˜= u+w. If u˜(1/2)K then by a compar-
ison argument it follows that u˜ u¯, where u¯ is the solution of{
(rN−1u¯′)′ = 0,
u¯(1)= 0, u¯(1/2)=K.
A calculation shows that
u¯(r)= K∫ 1
1/2 s
1−N ds
1∫
r
s1−N ds,
and hence
480 D.D. Hai / J. Math. Anal. Appl. 285 (2003) 477–486u(r)= u˜(r)−w(r)
(
K∫ 1
1/2 s
1−N ds
− λM
N
)
(1− r)
for 1/2 < r < 1. ✷
Lemma 2.3. Under the assumptions (H1)–(H2), there exists θ ∈ (0,1) and C1,C2 > 0
such that
F(θs)C1F(s), G(θs) C2G(s)
for s large.
Proof. By (H2),
f (t)= f (t)t
t
 N
α + ε
F (t)
t
 N
α + ε
F (s)
θs
for θ ∈ (1/2,1), t ∈ (θs, s) and s large. This, together with (H1), implies
F(θs)= F(s)−
s∫
θs
f  C1F(s)
for s large, where
C1 = 1− N(1− θ)
(α + ε)θ > 0
if θ is sufficiently close to 1. The inequality for G is derived in a similar way. ✷
Lemma 2.4. There exist positive numbers η, ζ,K1,K2 with η, ζ < N and η+ ζ > N − 2
such that
(i) F(s)K1sN/η , G(s)K1sN/ζ for s large.
(ii) f (s)K2F(s)(N−η)/N , g(s)K2G(s)(N−ζ )/N for s large.
Proof. By (H2),
NF(s)− ηsf (s) > 0, NG(s)− ζ sg(s) > 0
for s large, where η = α + ε and ζ = β + ε. We can assume that η, ζ < N by choosing ε
sufficiently small. Solving these differential inequalities, we obtain (i). Therefore
f (s) CsN/η−1
for s large, where C = (N/η)K1, and
f (s) Cη/N
(
f (s)s
)(N−η)/N K2F(s)(N−η)/N
follows. Similarly, we obtain the inequality for g. ✷
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and ζ are given by Lemma 2.4. Then for x, y  0,
xa
yb
+ y
c
xd
 kxδ,
where
k =min
(
b+ c
c
,
b+ c
b
)
and δ = ac− bd
b+ c > 0.
Proof. By Holder’s inequality,
xa
yb
+ y
c
xd
=
[
xac/(b+c)
ybc/(b+c)
](b+c)/c
+
[
ybc/(b+c)
xbd/(b+c)
](b+c)/b
 kx(ac−bd)/(b+c),
where
k =min
(
b+ c
c
,
b+ c
b
)
.
Note that ac− bd > 0 since ζ + η >N − 2. ✷
For the rest of the paper we assume that 0 < λ< 1. Also we define f (s)= f (0), g(s)=
g(0) for s  0 and suppose that f,g −M, where M is a positive number.
For each γ  0, define the operator Aγ :C[0,1] ×C[0,1]→ C[0,1] by Aγ (u1, v1)=
(u, v), where (u, v) is the solution of

(rN−1u′)′ = −λrN−1(f (v1)+ γ ),
(rN−1v′)′ = −λrN−1(g(u1)+ γ ),
u′(0)= v′(0)= 0, u(1)= v(1)= 0.
(2.2)
Then Aγ is compact and (u, v) is a solution of (2.1) iff (u, v) is a fixed point of A≡A0.
We first establish a nonexistence result.
Lemma 2.6. There exists a positive number γ¯ such that Aγ has no fixed point for γ > γ¯ .
Proof. Let (u, v) be a fixed point of Aγ . Without loss of generality, we assume that
u(1/2) v(1/2). By integrating,
v(r)= λ
1∫
r
1
sN−1
s∫
0
τN−1
(
g(u)+ γ )dτ ds.
Suppose that γ is large enough. Then g(u)+ γ > γ/2 and so
v
(
1
2
)
 3λγ
16N
.
Using Lemma 2.2(ii), we obtain
v(τ ) v
(
1
)
− λM  1v
(
1
)
, τ  1 . (2.3)2 2N 2 2 2
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u
(
1
2
)
= λ
1∫
1/2
1
sN−1
s∫
0
τN−1
(
f (v)+ γ )dτ ds
 λ
1∫
1/2
1
sN−1
1/2∫
0
τN−1f (v) dτ ds,
it follows from (2.3) that
v
(
1
2
)
 u
(
1
2
)
 λ
2N+1N
fˆ
(
1
2
v
(
1
2
))
,
where fˆ (x)= infxt f (t), a contradiction with lims→∞(fˆ (s)/s)=∞. ✷
The next lemma shows that solutions with large sup-norm have to be positive.
Lemma 2.7. There exists a function H :R+ → R with lims→∞H(s) =∞ such that any
fixed point (u, v) of Aγ satisfies
min
(
u(r), v(r)
)
 λH(d)(1− r), r ∈ (0,1),
where d =max(|u|0, |v|0).
Proof. Let (u, v) be a fixed point of Aγ . Using a Rellich’s identity formulated for radially
symmetric solutions [11,14], we obtain
ψ ′(r)= λrN−1[N(F(v)+ γ v)− α(f (v)+ γ )v]
+ λrN−1[N(G(u)+ γ u)− β(g(u)+ γ )u], (2.4)
where ψ(r)= rNu′v′ + λrN (F (v)+ γ v)+ λrN(G(u)+ γ u)+ αrN−1u′v + βrN−1uv′.
We shall employ some ideas in [10]. Let |u|0 = d0, |v|0 = d1. Suppose that d0  d1 and
d0 is a large number. Let r0, r1 ∈ (0,1) be such that u(r0) = |u(r0)| = θ¯d0, v(r1) = θ¯d1,
where θ < θ¯ < 1 and θ is given by Lemma 2.3. This is possible since u,v −λM/2N 
−M/2N and d0 is large. In what follows, we shall denote by C various positive constants
independent of u,v.
By (H2) and Lemma 2.6, there exists a positive number ε1 such that
N
(
F(x)+ γ x)− α(f (x)+ γ )x  ε1F(x)−C
and
N
(
G(x)+ γ x)− β(g(x)+ γ )x  ε1G(x)−C
for x −M/2N. Thus by integrating (2.4) we obtain
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r∫
0
sN−1F(v) ds + λε1
r∫
0
sN−1G(u)ds −C
 λε1
r1∫
0
sN−1F(v) ds + λε1
r0∫
0
sN−1G(u)ds −C (2.5)
for r  r2 ≡max(r0, r1).
By Lemma 2.2(ii),
v(r) v(r1)− M2N  θd1, r  r1,
u(r) u(r0)− M2N  θd0, r  r0.
These, together with (2.5) and Lemma 2.3, imply that
ψ(r)
λε1r
N
1
N
F(θd1)+ λε1r
N
0
N
G(θd0)−C

λε1r
N
1
N
C1F(d1)+ λε1r
N
0
N
C2G(d0)−C, r  r2. (2.6)
Next we establish estimates on r0 and r1. By Lemma 2.4(ii),
−u′(r)= λ
rN−1
r∫
0
sN−1
(
f (v)+ γ )ds
 λ
rN−1
r∫
0
sN−1
[
K2F(v)
(N−η)/N +C]ds  λr
N
CF(d1)
(N−η)/N . (2.7)
Integrating (2.7) on [0, r0] and using Lemma 2.4(i), we get
(1− θ¯ )
(
G(d0)
K1
)ζ/N
 (1− θ¯ )d0  λr
2
0
2N
CF(d1)
(N−η)/N,
and so
r0 
C√
λ
G(d0)ζ/2N
F(d1)(N−η)/2N
. (2.8)
Similarly,
r1 
C√
λ
F(d1)η/2N
G(d0)(N−ζ )/2N
. (2.9)
It follows from (2.6)–(2.9) and Lemma 2.5 that
ψ(r) C
[
G(d0)ζ/2+1
F(d1)(N−η)/2
+ F(d1)
η/2+1
G(d0)(N−ζ )/2
]
 CG(d0)δ, (2.10)
where δ is a positive number.
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ψ(r) C
[
u′2 + v′2 + u2 + v2 + F (|v|)+G(|u|)]+C. (2.11)
Let F˜ (s)= F(s)+Ms, G˜(s)=G(s)+Ms. Then F˜ and G˜ are nondecreasing and
(F˜ + G˜)(|u′| + |v′| + |u| + |v|) CG(d0)δ,
where we have used (2.10), (2.11), lims→∞(F˜ (s)/s2)= lims→∞(G˜(s)/s2)=∞, and the
fact that d0 is large. Therefore
|u′| + |v′| + |u| + |v|H1(d0), (2.12)
where H1(d0)= (F˜ + G˜)−1(CG(d0)δ).
Since by Lemma 2.2(ii),
|u′|
∣∣∣∣u′ − λMrN
∣∣∣∣+ λMrN =−u′ + 2λMrN ,
|u|
∣∣∣∣u+ λM2N
∣∣∣∣+ λM2N = u+ λMN ,
it follows from (2.12) that
−u′ − v′ + u+ v H2(d) for r  r2,
where H2(d)=H1(d)− 6M/N .
Solving this differential inequality and using (u+ v)(r2) θd0, we obtain
(u+ v)(r)H3(d0)(1− r), r ∈ (0,1),
where H3(s)→∞ as s→∞. Hence u(1/2)H3(d0)/4 or v(1/2)H3(d0)/4.
Without loss of generality, we assume that u(1/2) H3(d0)/4. Recalling that g˜(u) ≡
g(u)+M  0, we have
v
(
1
2
)
= λ
1∫
1/2
1
sN−1
s∫
0
τN−1
(
g(u)+ γ )dτ ds
 λ
1∫
1/2
1
sN−1
( 1/2∫
0
τN−1g˜(u) dτ − Ms
N
N
)
ds, (2.13)
and since u(τ) u(1/2)−M/2N for τ < 1/2, it follows that
v
(
1
2
)
 λH4(d0),
where H4(s)→∞ as s→∞. Hence by Lemma 2.2,
min
(
u(r), v(r)
)
 λH5(d0)(1− r), r ∈ (0,1).
Finally, since d1  g¯(d0)+ γ¯ , where g¯(x)= sup0sx g(s), we obtain
min
(
u(r), v(r)
)
 λH(d1)(1− r), r ∈ (0,1),
where H(s)→∞ as s→∞. This ends the proof of the lemma. ✷
D.D. Hai / J. Math. Anal. Appl. 285 (2003) 477–486 485Remark 2.2. From the above proof, it follows that H is independent of λ if γ = 0.
Lemma 2.8. There exists rλ > 0 with limλ→0 rλ =∞ such that any solution (u, v) of
(u, v)= θA(u, v), 0 θ  1,
satisfies |(u, v)|0 = rλ.
Proof. Let (u, v) satisfy (u, v) = θA(u, v) for some θ ∈ (0,1) and suppose that |u|0 
|v|0.
Since
v(r)= λθ
1∫
r
1
sN−1
s∫
0
τN−1g(u) dτ ds,
it follows that
|u|0  |v|0  λ2N h¯
(|u|0),
where h¯(x)=max(sup0sx |g(s)|, sup0sx |f (s)|). Hence
h¯(|u|0)
|u|0 
2N
λ
.
Suppose that λ < N/h¯(1). Then there exists rλ > 1 such that
h¯(rλ)
rλ
= N
λ
.
Clearly, |u|0 = rλ. Since h¯(rλ)N/λ, limλ→0 rλ =∞. ✷
We next establish the a priori estimates on the solutions, using Lemma 2.7.
Lemma 2.9. There exists Rλ > rλ such that any fixed point (u, v) of Aγ satisfies |(u, v)|0
=Rλ. Here rλ is given by Lemma 2.8.
Proof. Let (u, v) be a fixed point ofAγ . Suppose that u(1/2) v(1/2) and |(u, v)|0 = |u|0
is large. Then, by Lemma 2.7, u(1/2) is large. Using (2.13), it follows that
u
(
1
2
)
 v
(
1
2
)
 λCgˇ
(
1
2
u
(
1
2
))
,
where gˇ(x)= infxs g˜(s), a contradiction with lims→∞(gˇ(s)/s)=∞. ✷
Proof of Theorem 2.1. By Lemma 2.8,
deg
(
I −A,B(0, rλ),0
)= 1,
where B(0, rλ) is the open ball center at (0,0) with radius rλ in C[0,1] ×C[0,1].
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deg
(
I −A,B(0,Rλ),0
)= deg(I −Aγ ,B(0,Rλ),0)= 0
since Aγ has no fixed point for γ large. Hence, by the excision property of the degree,
deg
(
I −A,B(0,Rλ)\B(0, rλ),0
)=−1,
and therefore A has a fixed point (u, v) with |(u, v)|0  rλ. Since rλ →∞ as λ→ 0, it
follows from Lemma 2.7 that u,v are positive if λ is sufficiently small. This completes the
proof of Theorem 2.1. ✷
Remark 2.3. By modifying Lemmas 2.7–2.9 according to the assumptions in [12], we
can have an alternate proof of the result in [12]. Note that the restriction N  4 there is
irrelevant.
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