INTRODUCTION
The purpose of this paper is to completely prove a conjecture in J. R. Haddock and R. Sacker [l] and further extend a result on asymptotic integration obtained previously by 0. Arino and I. Gyori [24] .
Asymptotic integration deals with non-autonomous evolution equations which asymptotically are autonomous, and aims at relating the asymptotic behavior of the solutions of these equations to the asymptotic behavior of the solutions of the limit equation. Classical results on this problem exist for ordinary differential equations (i.e., cf. . For delay differential equations, the earliest results are due to K. L. Cooke [lo] , and some later results can be found in [l-4, 11&16] .
In [ 11, in search of an extension of results by Hartman [S], Hartman and Wintner [6] , Atkinson [7] , and Harris and Lutz [S] , notably for ordinary differential equations of the form a(t)=(n+A(t)).x(t), (1.1) where /i = diag{ 1,) . . . . & > is a real diagonal matrix, Ai # ,Xj, i # j, and A( .)
is a continuous matrix function defined on R+, R+ = [0, + cc), and L* perturbation, Haddock and Sacker conjectured an asymptotic formula for the solutions of the delay equation i(t) = (A + A(t)) x(t) + B(t) x(t -r), (1.2) where r > 0 is a constant, (1 and A are the same as in (1.1) and B( .) is a matrix function and is in L*. They stated that there exists a matrix function I;( .), F(t) + 0 as t + +co, such that for each solution x of (I .2), there exist a constant vector c and a function f( .), f(t) + 0 as t + co, such that where A(t)=A +diag{A(t)} +diag{B(t)} .e rn.
The conjecture was proved in the scalar case in [l] , and further proved in the case of "quasi-triangular" systems by Arino and Gyori [24] . In these two situations, the obtained results show that the formula (1.3) holds with F(t) = 0. For the general situation, a weaker result was also obtained in [24] . Indeed, Arino and Gyori in [24] considered a general system i(f)=fl'x(t)+L(t,x,), (1.4) where A is the same as above, and L: R+ x C( [ -Y, 01, E") + E" is continuous, with L(t, .) linear on C([-r, 01, E") and lIL(t, .)II, the norm of L( t, . ), in L*, and x(t) E E", x, denotes, as usual, the function defined on [ -r, 0] by x,(s) = x(t + s), -r d s 6 0, here r is the maximum delay in (1.4) . By an inductive method, they obtained the following result: there exists a functional G(t) defined on the space C( [ -2r, t], E"), IIG(t)ll + 0 as t -+ +a~, such that for each solution x of (1.4), there exist a constant vector c, a function ni with values in E", v],(t) -+ 0 as t + +co, and a function qz, q,(t) E C( [ -2r, t], E"), q,(t) -+ 0 as t + +co such that , (1.5) where /i(t) = /1+ diag{L(t, exp(n.))}. Ob viously, when applying this result to (1.2), the obtained formula for the solutions of (1.2) by (1.5) is generally less agreeable than (1.3) for in (1. 3) the function F(t) is replaced by a functional G(t) defined on the space C([ -2r, t], E"). So, the conjecture still remains to be proved.
In this paper, we consider a more general system i(t)= (A + V(t)).x(t)+ L(t, x,), (1.6) where x(t) E E", E" is the n-dimensional real Euclidean space, with the norm 1x1 = Cy= i Ix, 1 for x = col(x,, . . . . x,) in E", and E = E '. We will state now the assumptions on A, V, and L.
(Z-I,) A=diag{L,, . . . . A,}, with JUi#Aj, i#j;
(Hz) V(t) = diag(u,(th . . . . v,(t)}, with vi: R+ -+ E continuous and supSDf(l+S-~))'~~~vi(r)dr+Oas t+33,i=l,2,...,n; (H3) For each t E R+, L(t, .) is linear continuous from C( [ -r, 01, E") into E", t + L(t, .) is continuous, and IIL(t, .)I\ is in Lp( R + ), 1 < p < 2. Here r > 0 is the maximum delay in (1.6), and C[ -r, 01, E") is the Banach space of continuous functions mapping the interval C-r, 0] into E" with the norm llqll = SUP-,~,~,, j&)(. Clearly, the situation under consideration here covers the those in [l-4] . By a different method from the one used in [2-4], we get an asymptotic formula for the solutions of (1.6). When applying our result to (1.2), we obtain a slightly stronger result than the above conjecture. Also, our result is stronger than the one in [24] , at least in the general case (still, Arino and Gyori's result for quasi-triangular systems is stronger).
The method used in this paper is a similar to the one employed in [ 111. That is, we first get a class of "special solutions" of (1.6), and then using these solutions we obtain the asymptotic formula for all solutions of (1.6).
The plan of our paper is as follows. In Section 2, we establish some lemmas needed in later discussion. In Section 3, using Lemma 4 established in Section 2 and a fixed point theorem we get a class of "special solutions" of (1.6). In the last section, using these special solutions we obtain an asymptotic formula for all solutions of (1.6).
2. SOME LEMMAS LEMMA 1. Let Ic/ E Lp, 1 < p < 2, be nonnegative and continuous on R +. For t 20, E>O, define
Then, for any E>O,
(1) a(t,E)~O,i(t,E)~O,t--toO; (2) a(.,E)ELq,i(.,E)ELY,l/p+l/q=l ProojI The first part of Lemma 1 concluded from [S, Example 4.1, p. 2861. From [S, Example 4.2, p. 2861, we see that a( ., E)E Lp, and c( ., E) E Lp. Noticing that p < 2 <q and the result (l), we can get the second part of Lemma 1.
LEMMA 2. Let $ be the same as in Lemma 1. Let v: R f + E be continuous, with sup,, I (1 + s -t)-' .[; v(r) dr + 0 as t + co. For c1> 0, to 2 0, define ol( ., a, to), cl( ., a, to) on R+ as al(t, a, to) = j' Ii/(s) -exp kl ( -js*4r)dr)4 il(t, a, to) = js $6) .exp (-s' i(r) dr) 4 , f where A(t) = c1+ u(t), for t > 0. Then, for any constant E, such that 0 < E < U, there exists a constant t, 2 0, such that for t 2 t,, o,(t,cr., t,)<e"-',.a(t,E), i,(t, 4 to)GeZ ".i(t, ~1, where a( t, E), [(t, E) are defined as in Lemma I.
Proof
Since sups2 I (1 + s -t) ' j.; u(r) dr -+ 0 as t + co, for any given number E, 0 < E < CI, there exists a number to > 0, such that for s 2 t b to,
i.e., So, for t 2 s 3 to,
and so, for t 3 to, This completes the first inequality of Lemma 2. The second one can be proved in a similar way. (1) Ilh(t, ~)llp=~(~~-,I~(t)lpds) as t-+a, From (l), it follows that j: Ilh(t, .)I1 p dt < co, and lIh(t, .)/I -0 as t -+ co. Noting that q 2 2 > p, we can immediately get the second part of this lemma. with XE E", ye E", M(resp. P): [to, + co) x C([ -r, 01, E") + E"(resp. E"), N(resp. Q): [to, + co) x C( [ -r, 01, E") + E"(resp. E"), R,(resp. R,): [to, + 00) -+ E"(resp. E"), Let (x, y) be a solution of (2.2). Then x is bounded and lim,, +~ y(t) =O. Moreover, iffor all the solutions u(t) of (2.3), lim,, += u(t) exists, the same holds with the solutions of (2.2).
The proof of Lemma 4 can be finished in a very similar way to the one of Proposition 2 in [4], so we omit it. In fact, if R,(t)= R,(t) =O, this lemma becomes Proposition 2 of [4] . From the proof, we can also get the following important estimates, which are very useful in proving our Theorem 1, for the solutions of (2.2) for t 3 to (where to is large enough, such that c(t,) < 1, c( to) is given below): (2.10)
Moreover, there exists a constant T 2 0, which only depends on M, N, P, and Q, such that if to > T, then for each c in E", there exists a solution of (2.2) defined on [to -r, + 00 ) such that lim, _ +m x(t) = c.
Proof: From Proposition 1 in [4], we deduce that Eq. (2.3) is stable and its solutions converge. So, all the conditions of Lemma 4 are satisfied, which yields that lim,, +co y(t) =O, lim,, +~ x(t) exists for each solution (x, y) of (2.2). w e now show (2.9). Let (x, y) be a solution of (2.2). By the bound of x and IIM(t, .)I1 is in L', it follows that M(t, x,) is in L'. By the estimate (2.6) and Lemma 1, we see that y, is in Lq, and so N(t, y,) is in L'. So, since R,( .) is in L', by the first equation of (2.2) we get Noticing that (x,-x*, y,-y,) is a solution of (2.2) in the case R,(t)= R2(f) = 0, so by (2.5) and (2.6) we have the left of (2.12)
Now let ) dr ds )
. +Kjm n(~)e~"'"+""ds. 10 (2.14)
By (2.7), (2.13), (2.14), we can easily deduce (2.10). Clearly, from (2.14) we see that d(t,) depends only on M, N, P, Q, no relation with R, and R2, and that by Lemma 1, d(t,) = o( 1) as t, -+ +cc. Thus, the first part of Corollary 1 is proved. In order to show the second part, let us restrict our attention to constant date x,,= x0 and y,,=O. From (2.9) we get lim x(to, x0, O)(t) =x0 + w,(f,, x0, RI, R2) I+ tee + s OD R,(s) ds, $0 (2. 15) where wi: R+ x E" x L'(R+, E") x L'(R+, E") -+ E" is defined by w,(f,, x0, R,, R2)= w(t,, x,,, 0, R,, R2). Now let Ota< 1 be an arbitrary constant. For such a fixed constant a, since d( to) = o( 1) as t, + + cc we see that there exists a number T> 0, which is independent of R, and R,, such that for any t, 3 T, d(t,) d a, and so by (2.10) we have Iw,(to, xo, R,, Rd-w,(to, X,, R,, R,)
So, by a well-known result we see that the mapping defined by the right side of (2.15) from E" into E" is surjective (in fact is an isomorphism). This gives the desired result of the second part.
Remark 2.1. By the second part of Corollary 1, we see that for all (R,, R2) EL'(R+, E") x L'(R+, E") there exists a common T> 0, which depends only on M, N, P, Q, and have the property as stated as the second part of Corollary 1.
LEMMA 5. Assume (H5), (H6), (H,) and that IIM(t, .)/I is in Lp, with 16 p < 2. Then, there exist a constant T, 2 0 and two bounded functions K,( .) and K2(. ) defined on [T,, + co), which are all determined by M, N, P, and Q, such that for each solution (x, y) = (x(to, xfO, y,,), y(t,, x,,, y,)) of (2.2) with t, 3 T,, the following estimates holdfor to 6 t < to + r: (2.18) 10 in which K and tl are the same constants as in Lemma 4, and m( . ) is in LP such that lM(t, rp)l <m(t). IlcpIl for cp E C( [ -r, 01, E").
Let (x, y) be a solution of (2.2). From the first equation of (2.2) we can easily get llxrll G lIxt,ll + 1' 4s) llx,/l ds kl
Noticing that in this Lemma, (2.6) still holds so replacing IIy,I) in (2.19) by the right side of (2.6) we can deduce (2.17), in which c1 and b, are given in (2.18), T, >O is such a number that for to> T,, c,(t,)< 1 (such a number exists since c,( to) = o( 1) as t, --) +CCI), and K,( to) can be chosen as K,(t,)=(l-c,(t,))-'.(l+KS:~+'n(s)e~"(" 'O)ds). Now, using the obtained estimate for llx,ll to the right side of (2.6), we can get the second one of (2.17), where b,(t,, R,, R,) is given in (2.18), and K2(f0) is chosen as
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By the choice of T, and expressions of K,( .) and K,( .), it is clear that they are all determined completely by M, N, P, and Q, and are no relation with R,( .) and R2( .). This completes the proof of Lemma 5.
LEMMA
6. Let p be measurable, locally bounded, and nonnegative on [to -r, + co), where r > 0 and t, > 0 are constants, and m be nonnegative on [to, + co) and in Lp. Suppose that
P(t) d m(t) . {' P(S) 4
for t3 t,. ,-I.
(2.20)
Then,
(1) for any a<O,J;e"p(t)dt< +oo;
(2) for any a>O,j," p(s)ds=o(e-*') as t+ +oo.
Remark 2.2. This lemma is a special case of Corollary 1 in [17] . For the sake of clarity v&e give a direct proof.
Proof. Since m is in Lp, we see that s:" m(s) ds= o(1) as t -+ +KI. So, there exists a i,> t,+ r, such that for t 3 i,, ear J:" m(s) dsd l/2. Now, multiplying both sides of (2.20) by e" and integrating from t, to T (T > i,) we obtain Qcf ji~p(.).f~+rE"m(t)dtds, (2.21) where c=JgPrp(~).J;+' ea'm( t) dt ds. Changing the variable of integration in the right-hand side of (2.21) to t and moving it to the left-hand side of (2.21) we get
and so This implies (1) . From (1) we easily conclude (2). Thus, this lemma is proved.
SPECIAL SOLUTIONS
In this section, we shall get a class of solutions of (1.6) with special asymptotic behavior more or less like exp(A,t) v, i = 1, 2, . . . . n, which will be called the special solutions of (1.6).
We first define for each integer k, 1 d k < n, l+(t) = I, + uk( t), for t > 0, and
6,(t) = e,T .-UC expCw,(t + .T f)l ed, s,(t, to) = s ' 6,(s) 4 cl S(t, to) = diag{s,(t, b), . . . . s,,(t, to)>, t 2 -r, to 2 0, (3. 1) where eE= (0, .,., 0, 1, 0, . . . . 0), and then introduce an operator Pk mapping from C([-r,O],E") to C([-r,O]P), such that P,cp=col(cp,,...,cp,)for cp = col(cp, , . . . . cp,) in C( [ -r, 01, E"). Now we shall state our first theorem under the assumption that the &'s are ordered: for i < j, Ai < A,, since this assumption does not restrict the generality. THEOREM 1. For each integer k, 1 < k <n, there exists a number t, > 0, such that for any t, 3 t, and each 'pk in C( [ -r, 01, Ek), there exists at least one solution x( t,, cp") of (1.6), which is defined on [t, -r, + co ) and satisfies Pkx@(tO, rpk) = cpk, such that as t--f +cc
where wk and sk are defined by (3.1), and b is a constant dependent on x(t,, cpk), and ek is a kth unit vector in E". Moreover, there exists a number ik 2 0, such that for any t, > ik and any given constant b, there exists a solution x(t,, k, b) of (1.6) which is defined on [to -r, + co), such that x(t,, k, b)(t) is equal to the right-hand side of (3.2) as t + +co. Such solutions x(t,, cpk) and x(t,, k, b), 1 d k d n, are called special solutions of (1.6).
Remark 3.1. When applying this theorem to Eq. (1.1) we can obtain a stronger result than the one obtained in [6, p. 71, Result (i)]. For in [6] , the result is only the second part of our theorem.
The proof given below is based on a change of variable and then on employing the alternative method to the transformed equation. In the process of the proof, we shall use Corollary 1 and Lemma 5 and the estimates (2.5) (2.6) and (2.17).
Proof
The first step of the proof is to make the change of variable x(t) = exp(wk(ty to) + sk(t, to)> ' y(t), t, 3 0, t 2 t, -r, (3.3)
Then, for t 3 t, Eq. (1.6) reduces to
where Id represents the n x n unit matrix, and G( t, y,) = col(g,(t, y,), . . . . g,(t, Y,)) with gi(t, y,)=eT.L(t,exp{wk(t+ ., t)+sk(t+ ., t)) .Y,) Consequently,-by the above two steps we see that if the following theorem is proved, our theorem will be completed. (t,,k,b), Y,(t,,k, b) , Y,(t,,k, b))=(P,, 9,, Y3) of (3.10), which is defined on [to -r, + 00) such that lim (P,(t), F,(t), F3(t))= (0, b, 0). t+ +a, (3.13)
We shall employ the alternative method to prove Theorem 1'. Indeed, we consider system (3.10) as two systems: If these two propositions are proved, the proof of Theorem 1' is immediately completed. For in it, let t, = t; and ik = ii. We see that for any to 2 t, (resp. to > ik), the vector functions ( Yl(t,, Y,,, Y, That is to say they are solutions of (3.10) and satisfy (3.12) (resp. (3.13)). Thus, the rest of the proof is to prove Propositions 1 and 2. We first show Proposition 1. The proof is based on the application of Let us prove this lemma. From the second equation of (3.14) we see that 
+ ., t)). Q;. (Y,, -Y,(t))).
Noticing that Y,, -Y,(t) = s:' dY,/ds.ds for t 3 t, + r and the second equation of (3.14), we have Gdf, y,,) = e:. L(t, exp(wk(t + '9 f)) .hk(rr . LEMMA 8. Pl(t, -) (resp. Ql(t, .)) are bounded linear functionals on C( [ -2r, O], E') (resp. C( [ -2r, 01, EkP ')) for each t > t, + r, and R, is in C([t,+r, +oo),Ekml). Moreover, IIP,(t, .)I1 is in Lp, IR2(t)l is in L', and the equation
is exponentially stable.
The proof of this lemma is straightforward. From the first equation of (3.14) we get and so, IlP,(t, .)I1 is in Lp and R, is in L' by (3.17). Since, by the proof of Lemma 2, the equation Y*(t) = A 1(t) y,(t) is exponentially stable (with any -c1, O<cc<min ,<,< k-, {A,-Ai}, as its asymptotic exponent) and IIG2,( t, .)I1 is in L< we can conclude that Eq. (3.21) is also exponentially stable and its asymptotic exponent can be any -u for 0 < tx < min, e ,< k , { & -&}. This completes the second part of this lemma. The first part is obvious and so the lemma is proved.
The conclusion from these two lemmas is that Eq. (3.18) verifies the conditions of Lemma 4, and, more specifically, its corollary. Therefore the conclusions of Corollary 1 hold: lim 9, (t) exists and lim F2( t) = 0, r--r +a* ,-+x which implies the first part of Proposition 1, and the surjectivity holds, for t, large enough, with respect to the data in C( [ -2r, 01, E') for Eq. (3.18).
Since the solutions of (3.14) constitute only a subset of this set, we must then show that there is still surjectivity with respect to the solutions of Eq. (3.14). The reason for this is to consider special data for Eq. 
Noticing that ( Y,(t) -Y',(t), Y,(t) -Y;(t)
) is a solution of (3.14) for t 2 t, with Y,=O and (F,(t)-y',(t), j?*(t)-P;(t)) is a solution of (3.18) for t>t,+r with R, = R,=O, so, by estimates (2.17) and (2.13), (2.14) we deduce II Y,.s -Y;,ll + II Y,, -r;,ll <K, . Ic -4, t, < s 6 t, + r, the sum of the last two terms in the right side of (3.25) ~4~o++(IlK,+r-y;t,+rlI + IILo+,-Gm+rll), we see that d,(t,) + 0 as t, + +cc and satisfies (3.24). Now let /I be a given number, 0 -C/II < 1. Then, there exists a constant i;, Z 0, such that for t,, b f', d,( to) < /?. So, for t, b $ and each Y, in S(t,), the mapping defined by the right side of (3.22) from E' to E' is an isomorphism. This implies the surjectivity with respect to the solutions of Eq. (3.14), which completes the proof of Proposition 1.
Remark 3.2. When applying (2.5), (2.6), and (2.17) to the solutions of Eq. (3.18) and Eq. (3.14), we can get that there exist a constant K, 2 0, which is independent of t, and Y, in S(t,), and a function d2 defined on R +, which is independent of Y, in S( to) and d2( to) = o( 1) as t, -+ + cc, such that for any solution (Y,, Y,) of (3.14) with initial data ( YllO, YZro), the following inequalities hold for i We turn now to the proof of Proposition 2.
and &LO. Now we define an operator T= T(t,, Ylto, Y,,,) on s(t,) as is a solution of (3.14). We shall show that T maps S(t,) into itself and is a contraction. For this, we make the following estimates. Let~,O<P<m&+,,i<n {Ai -& >, be a constant. Then, from the proof of Lemma 2 we see that;here exist a number t; > 0, and K, > 0, such that for t > tg, exp(~~rn,(S)di)BK,.e"'"-", sat.
(3.30)
Let to 2 t[. So, by (3.11) and (3.27), we have if t 2 t, + r,
e-p(S-f) . P(s)(II P,,II + II P,,II + II P,,ll) ds This shows that T is a strict contraction on s(t,).
Consequently, by the Banach fixed point theorem, T has a unique fixed point Y3 = Y3(f0, Y,,, Yzl,) in s(t,). This Y, provides a solution of Eq. (3.16). Moreover, by (3.31), it follows that Y3(f) + 0 as t + +co. Thus, the proof of the first part of Proposition 2 is complete.
To show the second part, let t, 2 max{ $, ti >, where i;, is given in So, there exists a number ii B max{&, t:}, such that d12(r,,) < l/2 for t, > ii, and so for such t,, T is a strict contraction on s(t,) and, therefore, Remark 3.5. We will not need Theorem 1 in its full generality but this result is of independent interest. Remark 3.6. The second part of Theorem 1 can be proved directly by using a fixed point theorem to a proper operator.
In order to obtain the asymptotic formula for an arbitrary solution of (1.6), by Theorem 1, let us define an n x n matrix function X on tat,-r, tOb&=max,,,,, {tk}, as . .
at, 4J = (x(hl, 1, 11, ..., X(b, n, 1)).
Clearly, it is well defined and has the property that x(t) = X(t, to). c, c E E", is a solution of Eq. (1.6). By the asymptotic formula (3. Proof: From the proof of Theorem 1, let fk(t, t,)=col( Y,(t,, k, 1, YAk,, k, l))(f), Ydk,, k, 1, YJto, k l))(t)-1, YA&,, k l)(f)). It follows that fk defines on t >, to -r, t, 3 t, and varilies for t 3 t, -r, t, B i,, x(to, k l)(t) = exp(wk(h to) + sdt, LA} . (ek +h(f, kd).
Noticing Y,, =0 and in this case that (2.17) still holds with K2(f0) = K. K,(t,) . jz+ p(s) ds, we see that K,(t,)= o(l) as t, + +co. So, by It is easy to check that this F satisfies the requirements of Theorem 2.
Remark 3.6. By Theorem 2, we see that X(t, to) is nonsingular for to large enough and t 3 to -r. Without loss of generality, in what follows we assume that X(t, to) is nonsingular for to 3 io, t 3 t, -r.
ASYMPTOTIC FORMULA FOR ARBITRARY SOLUTION
The reason for interest in the special solutions will now become clear. We are going to show that a n-parameter family of special solutions of (1.6) characterizes the asymptotic behavior of all solutions of (1.6) as t-r +m.
Notation.
Let x(t,, p) denote the solution of (1.6) defined on t 2 to -r, satisfying x,&t,, cp) = cp. THEOREM 3. For each solution x(f,, cp) of (1.6) with to 2 i. + r, cp in C( [ -r, 01, E"), there exist a constant c(t,, cp) in E" and a vector function f(t,, cp) defined on tat,--r, f(t,, p)(t)=o(e--"') as f-, +cc for any a>O, such that x(to, cp)(t) ='vf, to) (dto, 40) +f(to, cp)(t)), t 3 to -r, where X is given by (3.35).
Proof: Let x(t) = x(to, cp)(f), t k to-r, to 2 io, X(f) = X(f, to). Define, for f 2 f0 -r, 2(2)=X-'(f).X(f). By the definition of X and (1.6) we deduce Theorem 3 gives the asymptotic formula of solutions x(t,, q) of (1.6) for t, Z i, + r. The following theorem will give the asymptotic formula for all solutions x(t,, rp) of (1.6) for t,>,O.
THEOREM 4 (Main Result). There exist an n x n matrix function F defined on tat,,-rr,tO>O,F(t,t,)+O as t--++c~ for ~~210, and sup rata--r lF(f, hd --+O as t, + +co, such that for eoery solution x(tO, q) of (1.6) with t, 2 0, cp in C( [ -r, 01, E"), there exist a constant c(tO, p) in E" and a vector function f(t,, cp) defined on t>t,--r, f(t,, cp)(t)=o(e-") 2) , it is easy to see that the obtained result is slightly stronger than the conjecture we mentioned in Section 1, for in (1.3) we get that not only f(t) + 0 as t + +GO but also f(t)=o(epa ') as t+ +ar, for any a>O.
Remark 4.2. In order to compare the asymptotic formula (4.7) to the weaker form (1.5), we express it in another form:
x(k,, v)(t) = W+Ft& ~4) .exp( Wt, to) + s(f, to)) .c(b, rp) + Wb, rp)(t).col(exp(W4 to)+ St4 kd)), where H(t,, cp) is a matrix function defined by H(t,, q)(t) = (Id+ F(t, to)). diag{fl(h, cp)(t), . . . . f,(to, q)(t)}. here fj(to, CJJ), 1 d i<n, denotes the ith component function, so H(t,, ~)(t)=o(e~"') as t -+ +cc for any cc>O; col(exp( w(t, to) + S(t, to))) denotes the vector with components equal to exp(w,(t, to) +s;(t, to)).
In the general case, we can not easily compute c(t,, cp). However, we have the following: THEOREM 5. Each component ci(t,, .) of c(t,, . ), toa i,+ r, is a nontrivial linear functional on C( [ -r, 01, E"). Thus, each ci(t,, cp) # 0, except for those cp in a subspace of C( [ -r, 01, E") of codimension one. Moreover, c(t,, .) is continuous.
Proof. From the proof of Theorem 4, we need only to show the result for to > i, + r. Let to be such a number. For each t 2 to, x(t,, q)(t) considered as a functional of cp is linear on C( [ -r, 01, E"), so is z(t), z(t) is given by (4.1). Now let t -+ +oo to conclude from the proof of Theorem 3 that each c,(tO, .) is a linear functional on C([ -r, 01, E"). From Theorem 1 it follows that ci(tO, .) is not identically zero.
The bound for c(t,, .) proceeds as follows. With the aid of the estimate for each solution x(t,, cp) of (1.6) (it is not difficult to prove by Bellman's inequality), Now, without loss of generality, assume to satisfies that for t > i,, e"'M~M,M, .J:+' p(s) ds < l/2, where OL > 0. So, by (4.6) and Lemma 6 we get s * e"R(t) dt < 2M~M,M,.
[ "+' R(t) .j"+' e""p(s) ds dt. where Mb is a positive constant, such that lz( t, + r)l < Mb. Ilrpll. Then, we complete the proof of Theorem 5.
Remark 4.3. We point out that M, and Mb can be chosen independent oft,, so by (4.11) we get that c(t,, .) is uniformly bounded with respect to t,. Moreover, since as to--+ +co r>to+r for any CI > 0. Obviously, f( t,, )(t) is a linear operator on C( [ -r, 01, E") for each t 2 t,.
In conclusion, we emphasize a striking difference between the results obtained here and the results in [4] . In this paper, we obtain a class of special solutions given in Theorem 1 (just as those obtained in [6, 8, 93 for Eq. (l.l)), but in [4], such solutions were not obtained (this fact was pointed out in the last part of [4] ). This, on the other hand, indicates that the method used here is superior to the "inductive procedure" used in [4] (still, the method used in [4] for quasi-triangular systems is superior). While comparing the method used in [6, 8, 91 , we think that our method is very natural. The reason we must have the second step (i.e., the proof of Theorem 3) to get the asymptotic formula for all solutions of Eq. (1.6) is that, for r > 0, the solutions of Eq. (1.6) form a infinite dimensional space.
Finally, it should be noted that in (H,) we assume 1 d p < 2. Now, an open problem is if we can relax it to p > 0 to obtain a similar result to Theorem 4 (this problem is valid for Eq. (1.1 ), see [8] ). If one uses the
