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Abstract
The objective of the present thesis is to answer the question: ‘can anisotropic permeable
substrates reduce turbulent skin-friction drag?’
The first part of the thesis aims to extend the existing understanding on how complex
surfaces of small texture size can reduce drag. We show that the effect of these surfaces
can be reduced to an offset between the apparent, virtual smooth wall perceived by the
mean flow and that perceived by the overlying turbulence, but turbulence remains otherwise
smooth-wall-like. The drag reduction produced by these surfaces is therefore proportional to
the difference between the two virtual origins.
In the second part of the thesis, we study the influence that anisotropic permeable
substrates have on the overlying turbulence and show the potential of these substrates to
reduce drag. For this, we conduct direct numerical simulations of channel flows bounded
by permeable substrates. For small permeabilities, we observe a linear regime, where drag
reduction is proportional to the aforementioned offset between the virtual origin perceived by
the mean flow and that perceived by turbulence. For the substrates under study, the former
is governed by the streamwise permeability and the latter by the spanwise permeability.
This linear regime breaks down as spanwise-coherent structures begin to appear, which
increase the turbulent mixing and consequently increase the drag. These structures are
attributed to a Kelvin-Helmholtz-like instability of the mean flow, a common feature to
a variety of obstructed flows, and their onset can be predicted using a linear stability
analysis. This analysis shows, and the simulations corroborate, that the governing parameter
for the breakdown is the wall-normal permeability. As this permeability increases, the
drag-increasing, spanwise-coherent structures become prevalent in the flow, outweighing the
drag-reducing effect of the virtual origins and eventually leading to an increase of drag. Based
on the virtual-origin theory and the linear stability analysis, we build a predictive model for
the behaviour of drag-reducing substrates, which estimates, with good accuracy, the drag
reduction observed in the simulations. The present results and the models we subsequently
developed provide guidelines for the design of drag-reducing permeable substrates. For the
substrate configurations considered, the largest drag reduction observed is ≈ 20− 25% at a
friction Reynolds number δ+ = 180, which is at least twice that obtained for riblets.
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Chapter 1
Introduction and theoretical
background
On November 2018, the EU announced their plan of becoming the world’s first ‘climate
neutral’ economy by 2050. ‘Climate neutrality’ is defined as achieving net-zero greenhouse
gas emissions, which means that the emissions are balanced by the gases removed from
the atmosphere. However, fulfilling this ambitious target demands a large reduction in
current emissions. Currently, transportation is responsible for approximately 25% of the
total European emissions and its contribution keeps increasing every year as traffic volume
continues to grow (Eurostat statistics, 2018; IATA, 2016). This problem motivates researchers
to find innovative technologies to lower the environmental impact of transportation. One
possible strategy is to reduce skin-friction drag, which translates into fuel savings, thereby
reducing the carbon emissions and the environmental impact of the transport sector. Other
direct consequences of a lower friction drag include cost and noise reductions. This can be
achieved by certain surface textures that manipulate the overlying turbulent flow (Luchini,
1996).
In commercial aviation, riblets are the current state of the art for drag reduction technology
(Airbus, 2018; Air & Cosmos International, 2017). Riblets are small surface protrusions
aligned with the direction of the flow that mimic the skin of sharks, as shown in figure 1.1.
This surface, which will be introduced from the beginning of 2020 in the next generation
of Airbus A350 XWB airliners, is expected to have a great impact, reducing the overall
drag by around 1 − 2%. To provide some numbers, for Lufthansa’s fleet alone, a 1% of
total drag reduction results in yearly savings of e55M worth of kerosene and over 200, 000
tones of CO2 every year (Air & Cosmos International, 2017). However, this percentage alone
is not enough to meet the aforementioned low emission target. The need is therefore to
develop new technologies that can give a performance benefit significantly better than riblets.
In this thesis, we explore in depth the potential of a novel passive technology, anisotropic
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FIGURE 1.1 A robotic arm coating the surface of the wing of an Airbus aeroplane with riblets,
providing the wings with a ‘shark skin’ texture. On the top left corner is an inset of what these riblets
look like. Figures extracted from Air & Cosmos International (2017).
permeable substrates, to reduce turbulent skin friction, as has recently been proposed by
Abderrahaman-Elena & García-Mayoral (2017).
This idea is motivated by the work of Itoh et al. (2006). The authors performed a series
of experiments of turbulent flow over a seal fur, achieving a significant drag reduction with
respect to a smooth surface. The seal fur studied by Itoh et al. (2006) is essentially an
anisotropic permeable material, since it is a carpet of hairs preferentially aligned in the
direction of the flow. Recently, Abderrahaman-Elena & García-Mayoral (2017) suggested
that fibrous coatings, as those of Itoh et al. (2006), and possibly other anisotropic permeable
coatings, could behave similarly to riblets, as evidenced by the data shown in figure 1.2. For
small hair spacings there is a linear regime, where drag reduction increases linearly with the
spacing of the hairs in wall units, although more data is required to confirm this. As the
spacing increases, the effect of the hairs eventually saturates. A minimum drag is reached for
an optimum spacing, beyond which the performance begins to degrade. From the data in
figure 1.2, the seal fur not only achieves a greater drag reduction than riblets, but appears to
have a wider ‘drag reduction bucket’, meaning that the range of hair spacings for which the
drag reduction is close to maximum is wider. Questions such as how fibrous coatings reduce
drag and what the mechanisms behind the drag reducing behaviour are will be answered in
this thesis.
Besides the study of anisotropic permeable substrates for drag reduction, this thesis also
includes a study on the effect that surface textures in general have on the overlying turbulent
flow, which started as a side project for the Turbulence Summer Workshop in Madrid and the
CTR Summer Program at Stanford University. However, the insight gained from it completes
the study on permeable substrates. Specifically, this research allowed us to fully understand
the mechanism by which permeable substrates produce a drag-reducing effect.
Throughout this thesis, we denote the streamwise, wall-normal and spanwise coordinates
by x, y and z, respectively, and u, v and w are the corresponding velocity components in
each direction. We will use the superscript ‘+’ to indicate scaling in viscous units, defined in
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FIGURE 1.2 Drag reduction (DR), as defined later in equation (1.3), as a function of the dimensionless
texture size s+, which corresponds to either the riblet spacing or hair spacing, as plotted in García-
Mayoral (2011). Data obtained from Itoh et al. (2006). □, seal fur; ▲, trapezoidal riblets.
terms of the kinematic viscosity ν and the friction velocity uτ =
√
τw/ρ, which is derived
from the shear stress at the wall, τw, and the fluid density, ρ. We will always assume that
the fluid density is constant and equal to unity for convenience, so that we can drop it from
the equations.
In this first chapter, we provide the relevant theoretical background for the understanding
of the current work. In section 1.1, we present a general overview of wall-bounded turbulent
flows, with emphasis on the near-wall layer. In section 1.2, we discuss the effect that surface
textures have on the flow away from the surface, which can be reduced to a shift of the mean
velocity profile in the logarithmic region. How surface textures produce this effect is explained
in section 1.3. Both these sections apply to any surface manipulation, not only anisotropic
permeable substrates. The subsequent sections, sections 1.4 and 1.5, focus on permeable
substrates, where we give an overview of the relevant studies and provide a starting point
to our work. In section 1.6, we discuss the validity of linear stability analysis to capture
certain features of turbulent flows, particularly Kelvin-Helmholtz-like instabilities. Finally,
the objectives and the structure of the thesis are summarised in the last section of the chapter.
1.1 Wall-bounded turbulence
Before focusing on how certain textured surfaces cause a reduction in drag, in this section
we offer a brief overview of wall-bounded turbulence and its dynamics. A more detailed
description can be found in Jiménez (2013b). We restrict ourselves to flows in channels, pipes
and boundary layers with mild or zero mean streamwise pressure gradient. These flows are
characterised by being anisotropic and inhomogeneous due to the presence of the wall, as the
size of the eddies is limited by their distance to the wall.
4 Introduction and theoretical background
100 101 102 103
0
5
10
15
20
25
Viscous
sublayer
Buffer layer Log layer Outer layer
Inner layer
U
+ = y
+
δ+
y+
U
+
Upper limit
depends on δ+
U+ = 10.4 log(y
+) + 5
FIGURE 1.3 The different layers in wall-bounded turbulence. From blue to red, mean velocity profiles
in a channel flow for different friction Reynolds numbers δ+ = 180, 1000, 2000 and 5200. The dashed
lines correspond to U+ = y+ and U+ = 0.4−1 log(y+) + 5. Data from Lee & Moser (2015).
According to the classic theory of turbulence, wall-bounded flows over a smooth wall can
be divided in three distinct regions, each of which described by a different scaling (Tennekes
& Lumley, 1972). These regions can be distinguished in figure 1.3. In the region closest to
the wall, viscous effects are dominant and magnitudes scale in ‘wall units’ (also referred to as
‘viscous units’), where velocities scale with the friction velocity uτ and lengths with the viscous
length ν/uτ . This near-wall region, in turn, consists of two sublayers: the viscous sublayer,
y+ < 5, where the viscous stress dominates; and the buffer layer, between 5 ≲ y+ ≲ 50− 100,
where both the viscous and Reynolds stresses are relevant. In figure 1.3, the upper limit of
the buffer layer has been drawn at y+ = 80.
Far from the wall, there is the so-called outer layer. In this region, velocities also scale
with uτ , but the lengthscale is now set by the flow thickness δ, which refers to the half-height
of the channel, the radius of the pipe or the thickness of the boundary layer.
Between the buffer and the outer layer, i.e. y+ ≫ 1 and y ≪ δ, there is an intermediate
region, where the relevant lengthscale is neither ν/uτ nor δ. The only applicable lengthscale
is the distance from the wall, y. This region is generally referred to as ‘logarithmic layer’ and
it receives the name from the form of the mean velocity profile,
U+ = 1
κ
log y+ +A, (1.1)
where κ is the universal Kármán constant, typically taken as κ ≈ 0.41, and A is the near-wall
intercept, whose value depends on the viscous sublayer. For a smooth wall, it is typically
A ≈ 5. The limit to which this logarithmic region extends depends on the flow, but it is
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FIGURE 1.4 Sketch of the near-wall cycle across the span with quasi-streamwise vortices (q-s vortex)
and low- and high-velocity streaks.
generally set at approximately ≈ 0.2δ. In essence, the regions of wall-bounded turbulent flows
are characterised by a uniform velocity, uτ , and a variant lengthscale, where the ratio between
the outer and viscous lengthscales is the friction Reynolds number, δ+ = δ/(ν/uτ ) = uτδ/ν.
This varies from ∼ 150 for marginally turbulent flows to ∼ 106 for atmospheric flows or
large pipelines (Jiménez, 2013b). Notice that, in figure 1.3, the mean velocity profile in the
logarithmic region for δ+ ≈ 180 deviates from those at higher Reynolds numbers. This is
because for such a low Reynolds number, the logarithmic layer barely exists and some low
Reynolds number effects exist (Spalart, 1988; Moser et al., 1999). The effect of textured
surfaces, however, is confined to the near-wall region and, as shown by García-Mayoral &
Jiménez (2012) for riblets, simulations at low Reynolds number (i.e. δ+ ≈ 180) are valid to
study the physics of flows over these surfaces. Therefore, in this thesis, simulations are run
at a friction Reynolds number δ+ ≈ 180, which reduces the computational cost significantly,
allowing us to perform a parametric study for permeable substrates.
We are primarily interested in the near-wall region, that is, the viscous and buffer layers.
The structures and flow dynamics within these layers are fairly well understood and a thorough
description can be found in Jiménez & Pinelli (1999), Schoppa & Hussain (2002), Kawahara
et al. (2012) or Jiménez (2013b). In this region, which extends up to y+ ≈ 100, the dominant
structures are streaks and quasi-streamwise vortices, as sketched in figure 1.4 and illustrated in
figure 1.5. The former are long (x+ ≈ 1000) streamwise jets superimposed to the mean shear,
forming alternating spanwise regions of high and low streamwise velocity with an average
spanwise spacing of z+ ≈ 100 (Smith & Metzler, 1983). They contain most of the kinetic
energy and were first identified by Kline et al. (1967). Quasi-streamwise vortices, on the other
hand, are vortical structures with a predominantly streamwise orientation, although they
might be slightly tilted away from the wall, hence their name. These are shorter than streaks,
with a typical length of x+ ≈ 200, and a radius of the order of r+ ≈ 10− 15 (Blackwelder &
Eckelmann, 1979). The longitudinal spacing between two adjacent vortices is x+ ≈ 300 and
several vortices are typically associated to a single streak (Jiménez & Moin, 1991; Jeong et al.,
1997). These quasi-streamwise vortices organise the dissipation and Reynolds stresses, and in
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x+
z+
FIGURE 1.5 Top view of the near-wall region, where (x+, z+) = (1400, 450). Black, low-velocity
streaks (u′ < 0) at y+ = 20; grey-shaded, streamwise vortices, indicated by the λ2 vortex definition
from Jeong & Hussain (1995) in the region 0 < y+ < 60. Figure from Schoppa & Hussain (2002).
general, vortices of different signs are arranged on opposite sides of a streak, as illustrated in
figure 1.4. The distribution of these dominant structures in the buffer layer is also illustrated
in figure 1.5, which shows a representative snapshot of the buffer layer obtained by Schoppa
& Hussain (2002). This figure shows how vortices, represented by the grey-shaded regions,
are distributed along both sides of the low- and high-velocity streaks. These streaks are
represented by the elongated black and white lines, respectively.
These structures are involved in a self-sustaining cycle, commonly referred to as the
‘near-wall cycle’, where the streaks and vortices regenerate each other, as sketched in figure 1.4.
Quasi-streamwise vortices advect the streamwise velocity in the wall-normal direction forming
the streaks. Quasi-streamwise vortices displace low-speed fluid away from the wall, forming a
low-velocity streak, and high-speed fluid towards the wall, forming a high-velocity streak.
This near-wall turbulent mixing of streamwise momentum gives rise to the high local shear
encountered in turbulent flows. This process, driven by quasi-streamwise vortices, is therefore
primarily responsible for the high-skin friction in turbulent flows compared to laminar ones
(Orlandi & Jiménez, 1994). The quasi-streamwise vortices, in turn, are generated by an
instability of the streaks (Swearingen & Blackwelder, 1987). The source of energy for the
instability is, however, still unclear and different explanations have been proposed. The
main ones are the inflectional-instability model from Swearingen & Blackwelder (1987) and
the streak transient growth mechanism from Schoppa & Hussain (2002). The former states
that the wall-normal vorticity layers that are formed between low- and high-velocity streaks
are unstable to inflectional instabilities. These layers, which are initially oriented in the
wall-normal direction, are then tilted forward and intensified by the mean shear, forming the
quasi-streamwise vortices. Schoppa & Hussain (2002), on the other hand, suggested that a
transient growth of structures in a shear flow could also generate these vortices. Jiménez
& Pinelli (1999) showed that this near-wall cycle is located between y+ ≈ 20 − 60 and is
essentially independent of the rest of the flow.
The structure of the flow becomes more complex in the logarithmic layer, mainly due
to the presence of multiple scales. The streamwise velocity remains organised in streaks,
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although with a much larger size than those in the buffer layer, but the organisation of the
Reynolds stress is now taken over by turbulent eddies, with sizes proportional to their height,
O(y). The structure of the flow in this layer is beyond the scope of this thesis, and the reader
is referred to Jiménez (2012), Lozano-Durán et al. (2012) Jiménez (2013b) or Jiménez (2018)
for a detailed description.
1.2 Drag reduction from surface manipulations
Many flow control techniques to reduce drag have targeted the near-wall cycle, particularly
the quasi-streamwise vortices, due to their key role in the production of skin friction. This
is for instance the case with the opposition control technique from Choi et al. (1994) or
with certain surfaces of small texture size that are intentionally designed to manipulate the
near-wall cycle, which we will refer to as complex surfaces. Examples of complex surfaces
include riblets (Walsh & Lindemann, 1984), superhydrophobic surfaces (Rothstein, 2010), or
the permeable substrates here studied.
The friction coefficient, cf , can be defined as
cf = 2
τw
U2δ
= 2 1
U+2δ
, (1.2)
where τw is the total shear stress at the wall and Uδ is the reference velocity used to normalise
it. The choice of the reference velocity Uδ depends on the type of flow studied. In external
flows, the free stream velocity is typically used, while in internal flows the bulk velocity is
more common. Most of the complex surfaces for drag reduction, as well as the permeable
substrates studied here, are mainly aimed at external flow applications, for instance as
coatings in the surfaces of vehicles. The simulations discussed in the present thesis, however,
are conducted in channels for simplicity, since unlike in boundary layers, the flow does not
evolve in the streamwise direction. In this framework, García-Mayoral & Jiménez (2011)
argued that choosing the centreline velocity as the reference for cf allows a closer comparison
with external-flow friction coefficients.
As previously mentioned, in the case of small surface textures, where the texture is smaller
than the overlying turbulent structures, their effect on the flow is confined to the near-wall
region. According to the classic theory of wall turbulence, sufficiently far away from the
wall, the only effect of any surface manipulation is to modify the intercept of the logarithmic
law, while Kármán’s constant and the wake function remain unaltered (Clauser, 1956). The
centreline velocity is then U+δ = U
+
δ0 +∆U+, where the subscript ‘0’ indicates values for a
reference smooth channel, with U+δ0 satisfying equation (1.1), and ∆U
+ is the shift of the
velocity profile in the logarithmic region and above with respect to the smooth wall. The
drag reduction (DR), defined as the reduction in cf with respect to a smooth wall, can then
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FIGURE 1.6 Drag reduction, DR, as a function of ∆U+, as given by equation (1.3), for different
friction Reynolds numbers. DR has been calculated using the centreline velocities of the smooth
channels, Uδ0, from Lee & Moser (2015), Hoyas & Jiménez (2006) and Lozano-Durán & Jiménez
(2014). Blue to red, δ+ ≈ 180, 540, 1000, 1990 and 5180. The arrow indicates increasing friction
Reynolds number.
be expressed in terms of ∆U+,
DR = −cf − cf0
cf0
= 1− 1(
1 +∆U+/U+δ0
)2 . (1.3)
If ∆U+ > 0, the logarithmic region is shifted upwards and drag is reduced. Conversely, if
∆U+ < 0, the logarithmic region is shifted downwards and drag is increased. Note that DR
depends on the friction Reynolds number, δ+, through U+δ0, while ∆U+ does not and hence
a fixed surface texture size in wall units would result in the same ∆U+ regardless of δ+.
The shift ∆U+ provides therefore a more universal measure, as it can be extrapolated to
higher δ+ (García-Mayoral & Jiménez, 2011; Spalart & McLean, 2011; Gatti & Quadrio, 2016;
García-Mayoral et al., 2019). The relation between DR and ∆U+ given by equation (1.3) is
depicted in figure 1.6. The figure shows how DR varies with the friction Reynolds number
δ+. For a given ∆U+, DR decreases with the Reynolds number, due to larger values of U+δ0.
This can be expected to lead to discrepancies in DR between simulations or experiments at
low Reynolds numbers, and industrial applications at high Reynolds numbers. To circumvent
this, in the present thesis we quantify drag reduction in terms of ∆U+. Note, however, that
obtaining ∆U+ requires measuring the difference in U+ between the textured surface and
the reference smooth case far from the wall, which poses the question of where to set the
height origin for the textured case. This question will be addressed in chapter 3.
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(a) (b)
FIGURE 1.7 Sketch of the (a) streamwise and (b) spanwise slip lengths, ℓ+x and ℓ+z , and the corresponding
virtual origins at y+ = −ℓ+x and y+ = −ℓ+z . A quasi-streamwise vortex (q-s vortex), inducing cross-flow
w+, is sketched in (b).
1.3 Physics underlying the drag reduction mechanism
Studies on how complex surfaces reduce drag date back to the 1990s (Luchini et al., 1991).
The first studies were on riblets, but the same drag reduction mechanism is also applicable
to permeable substrates, superhydrophobic surfaces or any other complex surface (Jiménez,
1994).
When the surface texture is vanishingly small compared to the near-wall turbulent
structures, the overlying flow does not perceive the detail of the texture, but a homogenised
effect of it. Bechert & Bartenwerfer (1989) noticed that riblets produce on average a slip
velocity, Uslip, at the plane of the riblet tips. Taking this plane as reference, where we set
y = 0, Bechert & Bartenwerfer (1989) suggested that the mean streamwise flow perceived a
virtual origin at y = −ℓx, i.e. the mean flow experienced a non-slipping wall at that height,
and the depth ℓx below the reference plane is what they called protrusion height. Given that
for small surface textures the velocity profile near the surface is essentially linear, the concept
of the virtual origin for the mean flow can be represented by a Navier slip condition at the
reference plane y = 0,
u|y=0 = ℓx
∂u
∂y
∣∣∣∣
y=0
, (1.4)
where the streamwise protrusion height, ℓx, is the proportionality coefficient between the
velocity and the shear. The concept of ‘protrusion height’ takes different names in the
literature, such as ‘slip length’ in the superhydrophobic community. ‘Slip length’ is the
term that is employed in the present thesis, so that hereafter ℓx will be referred to as the
streamwise slip length and the height y = −ℓx as the streamwise virtual origin. Additionally,
in viscous units, the mean streamwise shear is dU+/dy+|y+=0 ≈ 1 and, as a result, the slip
length, ℓ+x , is interchangeable with the slip velocity, U+slip.
Luchini et al. (1991) realised that the streamwise virtual origin is not sufficient to
characterise the effect of riblets in turbulent flows, since the overlying turbulence, particularly
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the quasi-streamwise vortices of the near-wall cycle, also affects the change in drag. On
average, the non-slipping wall perceived by the quasi-streamwise vortices is not at the riblet
tips, but at some distance below. Luchini et al. (1991) introduced the concept of a virtual
origin of turbulence. Given that near the surface these vortices induce mainly a transverse
shear in the spanwise direction, Luchini et al. (1991) proposed that the virtual origin of
turbulence is given by that of the spanwise velocity, y+ = −ℓ+z . Note that this value is the
same in the whole domain. Drag reduction over riblets and by extension over any non-smooth,
passive surface can then be viewed as a virtual-origin effect, where the reduction of drag is
caused by an offset between the positions of the virtual, equivalent smooth walls perceived
by the mean flow and the overlying turbulent flow, as depicted in figure 1.7, but turbulence
remains otherwise smooth wall-like (Jiménez, 1994; Luchini, 1996; Gómez-de-Segura et al.,
2018a; García-Mayoral et al., 2019). The shift of the mean velocity profile is therefore
∆U+ = ℓ+x − ℓ+z . (1.5)
If ℓ+z < ℓ+x , the surface texture impedes the penetration of turbulence as deep as the mean
flow and quasi-streamwise vortices are, compared to a smooth wall, ‘pushed’ away from the
origin of the mean flow, y+ = −ℓ+x . As a result, the local turbulence mixing close to the
surface decreases, thereby reducing the shear and the skin friction (Orlandi & Jiménez, 1994).
Conversely, if ℓ+x < ℓ+z , the vortices perceive a deeper origin than the mean flow and friction
drag increases. The effect of complex surfaces on the overlying flow can then be characterised
by streamwise and spanwise Navier slip conditions at the reference plane y = 0,
u+
∣∣∣
y+=0
= ℓ+x
∂u
∂y
+
∣∣∣∣∣
y+=0
, (1.6a)
w+
∣∣∣
y+=0
= ℓ+z
∂w
∂y
+
∣∣∣∣∣
y+=0
. (1.6b)
The reference plane is generally taken at the top plane of the surface geometry, such as at
the riblet tips (Luchini et al., 1991) or at the substrate-fluid interface plane for permeable
substrates (Abderrahaman-Elena & García-Mayoral, 2017).
The equivalent, homogeneous conditions (1.6) and the linear law (1.5) implicitly assume
that the surface texture is small enough for the overlying flow to only perceive an averaged
effect of it. This theory would therefore only be valid as long as the texture size is vanishingly
small compared to the characteristic lengthscales of near-wall turbulence (Bechert et al.,
1997; García-Mayoral & Jiménez, 2011; Seo & Mani, 2016). For a given complex surface, the
size of the texture in viscous units increases with the Reynolds number, and so do ℓ+x , ℓ+z and
their difference. The shift ∆U+ depends on this difference and hence it increases with the
Reynolds number, or alternatively, with the texture size in wall units. This linear increase,
however, would eventually break down, either due to turbulence perceiving the granular
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nature of the surface or due to additional effects. These effects are dependent on the type of
complex surface considered and will be discussed in chapter 7 for permeable substrates and
in chapter 4 for a variety of complex surfaces. In chapter 3 we will see that there is a subtle
difference between the depths of the virtual origins and the slip lengths, and the two are only
equivalent in the vanishingly small limit. A more general expression of Luchini’s theory (1.5)
will be proposed in chapter 3.
1.4 The flow over permeable substrates
This thesis focuses mainly on turbulent flows over anisotropic permeable substrates. The
related literature, however, has focused on isotropic substrates, observing a substantial
increase in drag with respect to a smooth wall, both in experiments (Zagni & Smith, 1976;
Kong & Schetz, 1982; Wilkinson, 1983; Suga et al., 2010; Manes et al., 2011; Efstathiou
& Luhar, 2018) and in numerical simulations (Breugem & Boersma, 2005; Breugem et al.,
2006; Rosti et al., 2015; Kuwata & Suga, 2016), independently of the substrate topology
considered. This increase has often been attributed to the onset of large spanwise-coherent
structures, resembling Kelvin-Helmholtz rollers, which increase the momentum transfer and
thus the Reynolds stresses near the permeable surface. In this thesis, we study the effect of
anisotropy and provide physical insight into the behaviour of anisotropic permeable substrates
in turbulent flows, with special emphasis on drag-reducing substrates, where the permeability
is preferential in the streamwise direction.
Previous studies have shown that streamwise-preferential complex surfaces can reduce drag
in turbulent flows (Luchini et al., 1991; Jiménez, 1994; Bechert et al., 1997). By streamwise
preferential we refer to surface textures that offer less resistance to the streamwise mean
flow than to the cross flow. This is indeed the case for some of the most common passive
technologies for drag reduction, such as riblets, where the drag reduction mechanism is given
by equation (1.5). Recently, Abderrahaman-Elena & García-Mayoral (2017) suggested that
the drag reduction ability of anisotropic permeable substrates relies on the same mechanism.
This behaviour was, for instance, observed by Hahn et al. (2002), who performed simulations
of turbulent flows over idealised substrates that were permeable in the streamwise and/or
spanwise directions only. They observed that the streamwise slip is beneficial for drag
reduction, while the spanwise slip is deleterious. Their substrates, however, were ideal in
the sense that they were impermeable in the wall-normal direction. Hence, the work by
Hahn et al. (2002) is more connected to slip-only simulations, such as those carried out by
Min & Kim (2004) and Busse & Sandham (2012), where only tangential slips as given by
boundary conditions (1.6) were allowed, than to realistic permeable substrates, where any
significant tangential slip at the surface would be accompanied by some degree of wall-normal
transpiration (i.e. wall-normal velocity).
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permeable substrate
U
FIGURE 1.8 Sketch of spanwise-coherent, Kelvin-Helmholtz rollers over a complex surface, in this case,
a permeable substrate.
As mentioned in section 1.3, the linear theory of Luchini et al. (1991) is valid only as
long as the texture lengthscales are small compared to the characteristic lengthscales of
near-wall turbulence. As the texture size increases, additional deleterious effects to drag
reduction set in, breaking down the drag-reducing performance and eventually leading to an
increase of drag. The mechanisms behind these deleterious effects vary from one technology to
another. In riblets, for instance, the degradation of performance is due to the appearance of
spanwise-coherent rollers, as those sketched in figure 1.8, which arise from a Kelvin-Helmholtz
instability (García-Mayoral & Jiménez, 2011). These structures are in fact a prevalent feature
to a variety of obstructed flows (Ghisalberti, 2009) and they have also been observed to form
over permeable substrates (Raupach et al., 1996; Finnigan, 2000; Breugem et al., 2006; Py
et al., 2006; Kuwata & Suga, 2016; Suga et al., 2017). In these studies, the large increase of
the Reynolds stress and the subsequent increase in drag that these substrates experienced was
associated to the presence of Kelvin-Helmholtz rollers. A relevant work in this area is that by
Jiménez et al. (2001), who observed the formation of Kelvin-Helmholtz rollers over substrates
that were permeable in the wall-normal direction only and inferred that the relaxation of
the impermeability condition at the wall is sufficient to elicit the rollers. Following these
results, Abderrahaman-Elena & García-Mayoral (2017) suggested the formation of these
rollers as a possible drag-degrading mechanism for anisotropic permeable substrates. They
proposed a model to bound the maximum achievable drag reduction based on the onset of
the Kelvin-Helmholtz-like instability.
The combination of the works by Hahn et al. (2002) and Jiménez et al. (2001) therefore
suggest a competition between the beneficial, drag-reducing effect of the tangential slips and
the detrimental, drag-increasing effect of the appearance of Kelvin-Helmholtz rollers, driven
by the wall-normal transpiration. This recalls the drag-reducing behaviour of riblets and
other drag-reducing surfaces, which show a linear regime, where the drag reduction increases
linearly with a certain characteristic length of the texture, followed by a saturation and an
eventual increase of drag (García-Mayoral & Jiménez, 2011). Although the same has not
been shown for anisotropic permeable substrates, the similarities between the drag reduction
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curves of riblets and those of seal fur by Itoh et al. (2006) shown in figure 1.6 suggest a
similar behaviour (Abderrahaman-Elena & García-Mayoral, 2017).
Recently, anisotropic permeable substrates have received some attention. Kuwata & Suga
(2017) and Suga et al. (2018) examined the effect of different directional permeabilities on
the overlying turbulence by starting from substrates with wall-normal permeability alone
and adding a combination of the other two directional permeabilities. However, they did
not contemplate cases with low wall-normal permeability, and hence all these configurations
resulted in an increase of drag. Rosti et al. (2018), on the other hand, explored substrates
with equal tangential permeabilities and a different wall-normal permeability. For very small
wall-normal permeabilities, they observed some drag reduction. However, such substrates, as
it will be shown later in this thesis, do not exploit the full potential of the anisotropy, as they
effectively rely on a near-zero transpiration to saturate the adverse effect of the spanwise slip,
as has already been reported in Gómez-de-Segura et al. (2018b). This effect will be discussed
in detail in chapter 3.
In this thesis, we investigate the drag reduction ability of anisotropic permeable substrates.
The aim of this work is to understand how the overlying turbulent flow is modified by the
presence of such substrates and build predictive models to estimate their drag-reducing
behaviour.
1.5 Characterisation of the flow within permeable substrates
The flow within a permeable substrate can be studied with a microscopic or macroscopic
approach. The microscopic approach involves representing the geometry of the substrate
in detail and explicitly resolving the flow within (Breugem & Boersma, 2005; Zhang &
Prosperetti, 2009; Liu & Prosperetti, 2011; Matsumura & Jackson, 2014; Kuwata & Suga,
2016). The macroscopic approach, in contrast, involves modelling the permeable medium as
a continuum and obtaining an average solution of the flow within (Darcy, 1856; Brinkman,
1947; Whitaker, 1996). In the present work, we focus on permeable materials where the
pores are much smaller than any near-wall turbulent lengthscale. We therefore opt for a
macroscopic, continuum approach to model the flow within the permeable substrate, due to
the high resolution otherwise required to explicitly solve the flow within the pores.
A classic approach to characterise the homogenised flow within a permeable medium is
Darcy’s equation (Darcy, 1856),
∇p = −νK−1u, (1.7)
where u is the velocity vector, p the kinematic pressure, ν the molecular viscosity of the fluid
and K is the permeability tensor, which measures the ability of the fluid to flow through the
permeable medium. Darcy’s equation (1.7) is a balance between the pressure gradient across
the permeable medium and the viscous drag of the solid matrix caused by the pressure. This
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FIGURE 1.9 (a) General layout, channel flow delimited by permeable substrates, used in chapters 5, 6
and 7 (view in elevation). (b) Detail of the macroscale flow within the substrate. (c) Detail of the
microscale flow within the substrate.
is the simplest model amongst the continuum approaches, and although it was originally
empirical, it results from a volume average of the Stokes equation over many pores/particulate
obstacles. Note that under the assumption of vanishingly small pore size, such averages could
still be conducted in small volumes compared to the scales of the overlying flow.
More sophisticated continuum approaches used in the literature include the homogenisation
techniques, where the macroscopic equations are derived from the microscopic description of
the substrate. Among the most commonly used homogenisation techniques is the Volume
Averaged Navier-Stokes equations (VANS), where the governing equations are obtained by
averaging the microscale equations in space (Ochoa-Tapia & Whitaker, 1995b,a; Whitaker,
1996). This approach has been extensively used to model the flow within permeable substrates
(Breugem et al., 2006; Tilton & Cortelezzi, 2008; Rosti et al., 2015). Another strategy is
the multiscale homogenisation, where the governing continuum equations are obtained by a
matched asymptotic expansion method (Zampogna & Bottaro, 2016; La¯cis & Bagheri, 2017).
A recent review on particular aspects of this multiscale homogenisation technique to model
permeable and poroelastic substrates is provided by Bottaro (2019). Additionally, Davit et al.
(2013) offers a detailed comparison between the multiscale asymptotic homogenisation and
the volume averaging. These two homogenisation techniques have been used to theoretically
derive Darcy’s empirical equation and its modifications discussed below (Whitaker, 1986,
1996; Zampogna & Bottaro, 2016). Note that the inherent assumption in any continuum
approach, including these, is that the characteristic lengthscales of the microstructure of the
permeable substrate are smaller than any lengthscales relevant for the overlying turbulent
flow.
The volume average, implicit in Darcy’s equation, accounts for the viscous stresses caused
by velocity gradients over lengths smaller than the averaging one. This effectively filters
out diffusive effects acting over larger lengthscales. If the latter are relevant, they can
be accounted for by including a macroscopic diffusive term, yielding Brinkman’s equation
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(Brinkman, 1947),
∇p = −νK−1u+ ν˜∇2u. (1.8)
The first two terms in equation (1.8) constitute Darcy’s equation, and the last term, ν˜∇2u,
is the Brinkman term, with ν˜ the effective macroscopic viscosity, which depends on the
microstructure of the substrate. The homogenised flow within the permeable substrate
and the different lengthscales accounted for by the various terms in equation (1.8) are
illustrated in figure 1.9. Panel (c) portrays the flow between the obstacles, which results in
Darcy’s equation when averaged, while panel (b) portrays the large scale diffusion missed by
the volume averaging and captured by the Brinkman term. Although originally empirical,
Brinkman’s equation (1.8) has been theoretically derived by several authors (Tam, 1969;
Lundgren, 1972; Whitaker, 1986). The choice of which continuum approach to use depends
on the microstructure of the permeable substrate. Materials with different degrees of pore
connectivity may require different models. Brinkman’s model, for instance, is suitable for
substrates made up of open matrices of obstacles, such as that sketched in figure 1.10(a),
where fluid regions are significantly interconnected and diffusion can act efficiently over large
scales (Sangani & Behl, 1989). However, it does not represent correctly substrates made up
of microducts essentially isolated from each other, as that portrayed in figure 1.10(b), where
diffusion cannot act over scales larger than the pores (Lévy, 1983; Auriault, 2009). Based
on this, Abderrahaman-Elena & García-Mayoral (2017) drew a distinction between ‘highly-
connected’ and ‘poorly-connected’ substrates, and argued that highly-connected substrates
offered better properties for drag reduction, as we will show in chapter 6.
In poorly-connected substrates, Darcy’s equation provides a reasonable model for the flow
within (Lévy, 1983; Auriault, 2009), but it cannot capture the interfacial layer that forms
immediately below the substrate-fluid interface, where the velocity transitions from Darcy’s
velocity deep inside the substrate to a certain slip velocity at the interface plane. To this end,
the ‘jump condition’ proposed by Beavers & Joseph (1967) is generally used. This imposes a
slip velocity proportional to the external shear at the substrate-fluid interface,
u|y=0 = uDarcy +
√
K
αBJ
∂u
∂y
∣∣∣∣
y=0
, (1.9)
where uDarcy = −(K/ν) dP/dx is Darcy’s velocity deep inside the substrate obtained from
equation (1.7). The constant of proportionality, αBJ , accounts for the microstructure of the
permeable material and is determined empirically. Even though this empirical boundary
condition results in a discontinuous velocity profile across the interface, Saffman (1971)
and later, Jäger & Mikelić (2000) have provided mathematical justification for it and the
combination of Darcy’s equation with Beaver & Joseph’s condition is widely used in the
literature (Hahn et al., 2002; Chang, 2006; Deepu et al., 2015).
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(a) (b)
FIGURE 1.10 Conceptual sketches of (a) a highly-connected material, where the interstitial flow is well
interconnected and macroscale diffusive effects can propagate throughout, and (b) a poorly-connected
permeable material, where no diffusive effects connect different pores. The red arrow represents the
direction of the overlying flow.
By contrast, in highly-connected substrates, Brinkman’s model allows to capture the
interfacial region, under certain assumptions. This equation is also a volume averaging model,
so it implicitly assumes that any small volume within the substrate contains a large number
of obstacles. However, as the averaging volume approaches the interface with the free flow,
this assumption would eventually cease to hold. The specialised literature shows no general
agreement regarding the treatment of the substrate-fluid interface (Ochoa-Tapia & Whitaker,
1995a; Le Bars & Worster, 2006; Zampogna & Bottaro, 2016; La¯cis & Bagheri, 2017). Some
studies impose jump conditions, although these can be of different types, such as a jump in
velocity (Beavers & Joseph, 1967; Jäger & Mikelić, 2000; Valdés-Parada et al., 2013), a jump
in shear stress but not in velocity (Ochoa-Tapia & Whitaker, 1995a; Hill & Straughan, 2009;
Minale, 2014), or continuity of both velocity and shear stress (Neale & Nader, 1974; Vafai &
Kim, 1990; Le Bars & Worster, 2006; Battiato, 2012, 2014). Furthermore, Taylor (1971) and
Neale & Nader (1974) have mathematically deduced the equivalency between Brinkman’s
equation and Beavers & Joseph’s boundary condition at the substrate-fluid interface, provided
that αBJ =
√
ν˜/ν. The studies mentioned above use different governing equations for the
flow within the permeable substrate and the free-fluid region. In the literature, this is
referred to as the multi-domain approach. To avoid the computational problem of having a
sharp interface where the governing equations change, other studies opt for a single-domain
approach instead. This consists of using the same governing equations in the whole domain,
with spatially variable permeability. In other words, there is an adaptation region of certain
thickness between the free-fluid region and the substrate where the permeability transitions
smoothly from its value within the substrate to infinity in the free flow, such as in the work
by Le Bars & Worster (2006). This is also the case of Breugem et al. (2006), where they use
the more general VANS approach with an adaptation region of thickness δi. For substrates
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where the inertial terms are negligible, the latter approach would be analogous to using
Brinkman’s model and ‘blurring’ the solution with a moving average of thickness δi.
As mentioned before, the analysis of Abderrahaman-Elena & García-Mayoral (2017)
suggested that highly-connected materials would yield greater drag reduction. For simplicity,
we assume that pores are infinitely small, so that the continuum hypothesis would hold for
any vanishingly small volume, and fluid variables are continuous across the interface (Vafai
& Kim, 1990). In this limit, the flow within the permeable substrate would be dominantly
viscous, so the advective effects are negligible. In this scenario, Brinkman’s model provides a
simple but reasonable approximation. For larger pores, where the advective terms begin to
be noticeable, they could be considered by an additional Forchheimer term (Joseph et al.,
1982; Forchheimer, 1901; Whitaker, 1996).
1.6 Linear stability analysis about the mean flow in a channel
As previously mentioned, the formation of spanwise-coherent rollers in turbulent flows
over permeable substrates is a common phenomenon, with several studies reporting their
appearance. These structures develop in the flow as a result of the relaxation of the
impermeability condition at the wall and their onset has been typically attributed to a
Kelvin-Helmholtz-like instability. Recently, Abderrahaman-Elena & García-Mayoral (2017)
conducted a linear stability analysis about a mean flow to capture the onset of this instability
over poorly-connected, anisotropic permeable substrates, based on a Darcy model for the
substrate. In chapter 3, we will extend the analysis to highly-connected permeable substrates,
which are more suitable for drag-reducing purposes.
The applicability of a mean flow stability analysis to predict coherent structures or
unsteady features in turbulent flows, when turbulence is nonlinear and unsteady, can be
questionable. Notwithstanding, this approach has been used for many years and for a variety
of problems, obtaining surprisingly satisfactory results (Barkley, 2006; del Álamo & Jiménez,
2006; Mittal, 2008; Pujals et al., 2009; Gudmundsson & Colonius, 2011; García-Mayoral &
Jiménez, 2011; Jiménez, 2013a), which raises the question of how such a crude approach can
lead to such accurate predictions. It can be argued that, although turbulence is nonlinear,
some phases of turbulence are dominated by linear processes (Jiménez, 2013a). In shear
flows, for instance, the mean velocity gradient is identified as the energy source, and energy
is fed into turbulence through the interaction of that gradient with the transverse velocity
fluctuations (Tennekes & Lumley, 1972), a mechanism that is also present in the linearised
Navier-Stokes equations. But a formal mathematical justification for the validity of this
approach is yet to be derived. There have been a few studies in the literature devoted to
address this question (Barkley, 2006; Sipp & Lebedev, 2007; Turton et al., 2015). Progress
towards a formal justification has been made by Beneddine et al. (2016), who, using a
resolvent analysis, concluded that a mean flow stability analysis can be used to capture
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spatio-temporal features in a flow as long as the instability is convective and there is a clear
scale separation between the turbulent fluctuations and the instability. In any event, previous
studies have already demonstrated the ability of a mean flow stability analysis to predict the
appearance of Kelvin-Helmholtz instabilities in turbulent flows over complex surfaces (Jiménez
et al., 2001; Dupont et al., 2010; García-Mayoral & Jiménez, 2011; Abderrahaman-Elena &
García-Mayoral, 2017). In chapter 5, we follow the above works and use the same approach
to capture the Kelvin-Helmholtz-like instabilities over anisotropic permeable substrates.
1.7 Objectives and organisation of the thesis
The aim of the present thesis is to understand how the overlying turbulent flow is affected by
the presence of anisotropic permeable substrates and investigate whether these substrates
can reduce skin friction. To that end, in chapters 3 and 4 we explore the drag-reducing
mechanism for complex surfaces and extend the existing virtual-origin theory, which can also
be applied to permeable substrates. In chapter 7 we perform a series of DNSs of channel
flows bounded by permeable substrates, which are selected using the information obtained
from a linear stability theory and the virtual-origin theory for drag reduction previously
developed, detailed in chapters 5 and 6. In more detail, the objectives of the remaining seven
chapters are the following:
Chapter 2 outlines the numerical methods used. It provides the analytical solution of the
flow within the permeable substrate and describes code used for the the direct numerical
simulation of the channel flow, with a special emphasis on the implementation of complex
boundary conditions.
Chapter 3 extends the existing understanding of the virtual-origin theory for drag reduction
presented in section 1.3. This chapter explores several techniques to define and implement
different virtual origins for the three velocity components, with the ultimate goal of developing
simplified models that mimic the effect of complex surfaces on the overlying flow. By
accounting also for the effect of the wall-normal transpiration, this chapter provides a
generalisation of Luchini’s expression (1.5) to predict the change in drag. In essence, the
chapter offers a general perspective into the effect that complex surfaces have on the overlying
flow and the drag, without focusing on any particular complex surface.
Chapter 4 reviews a variety of surface textures, namely riblets, superhydrophobic surfaces,
permeable substrates and canopies. Using the virtual-origin model from chapter 3, this
chapter intends to provide a unified framework to explain the effect that these surfaces have
on the overlying flow and the change in drag.
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Chapters 5-7 are devoted to turbulent flows over anisotropic permeable substrates and aim
to understand the effect that such substrates have on the overlying flow, focusing on their
drag reduction ability.
Chapter 5 studies, using linear stability analysis, the formation of Kelvin-Helmholtz-like
instabilities over anisotropic permeable substrates, which is a potential breakdown mechanism
for drag-reducing substrates, and proposes a predictive model to characterise their onset.
Chapter 6 provides theoretical models to estimate the drag-reducing behaviour of anisotropic
permeable substrates, based on the virtual-origin theory from chapter 3 and the model for
the onset of Kelvin-Helmholtz-like instabilities from chapter 5. It bounds the permeability
range of interest for the subsequent campaign of DNSs.
Chapter 7 presents and discusses the results from DNSs of channel flows bounded by
identical permeable substrates and reassesses the validity of the previous theoretical models.
In addition, based on the drag-reduction curves obtained for different anisotropic permeable
substrates, this chapter provides design guidelines for optimal configurations.
Finally, Chapter 8 summarises the main conclusions obtained in this thesis and includes
some recommendations for future work.

Chapter 2
Models and numerical methods∗
This chapter presents the numerical methods used in this thesis. Section 2.1 details the
analytical solution of the flow within the permeable substrate, which is used in chapters 5, 6
and 7 for the linear stability analysis and Direct Numerical Simulations (DNSs) of turbulent
channel flows bounded by permeable substrates. The DNS code of a fully-turbulent, three
dimensional channel flow is outlined in section 2.2. This code is used in chapter 7 to simulate
the flow over permeable substrates, as well as in chapter 3 to model the effect of virtual
origins on the overlying flow. The code is adapted from García-Mayoral & Jiménez (2011)
and Fairhall & García-Mayoral (2018), which was originally developed to study turbulent
flows over riblets and superhydrophobic surfaces. The modifications introduced allow the
implementation of complex boundary conditions, with a fully implicit coupling between the
velocities and the pressure at the boundaries. This will allow us to couple the solution within
the permeable substrate to that within the channel on one hand, and to explore different
techniques to impose virtual origins on the other. Finally, the validation for Brinkman’s
model for the substrate is presented in section 2.4, followed by a study to understand the
effect of the different terms that appear in the solution of Brinkman’s equation in section 2.5.
2.1 Analytical solution of Brinkman’s equation
To study the flow over permeable substrates, we consider channels of height 2δ delimited by
two identical anisotropic permeable substrates of thickness h, as sketched in figure 1.9. The
substrate-channel interfaces are located at y = 0 and y = 2δ, and the substrates are bounded
by impermeable walls at y = −h and y = 2δ + h. Henceforth, we will refer to the free-flow
region between y = 0 and y = 2δ as ‘channel’ and to the permeable region below y = 0 (or
above y = 2δ) as ‘substrate’. As mentioned before, the flow within the permeable substrates
∗Parts of the content of this chapter have been published in Flow, Turbulence and Combustion, 100
(4), 995− 1014, with Akshath Sharma and Ricardo García-Mayoral as co-authors, and in Journal of Fluid
Mechanics, 875, 124− 172, with Ricardo García-Mayoral as co-author.
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is modelled using a homogenised equation – Brinkman’s equation, given by equation (2.1).
For reference, we rewrite below Brinkman’s equation from chapter 1,
∇p = −νK−1u+ ν˜∇2u. (2.1)
The simplicity of this equation allows us to solve it analytically, and the particular solution at
the substrate-channel interface can be implemented as boundary condition for the overlying
channel flow, fully coupling the flow in both regions. The procedure to solve Brinkman’s
equation is detailed in appendix A. Here only the problem formulation and its solution are
presented.
As discussed chapter 1, poorly-connected substrates have negligible macroscale viscous
effects, which in equation (2.1) can be interpreted as having ν˜ = 0, recovering Darcy’s equation.
Highly-connected substrates, in turn, would asymptotically tend to have macroscale diffusion
as efficient as a free flow, so ν˜ ≈ ν (Tam, 1969; Neale & Nader, 1974; Lévy, 1983; James
& Davis, 2001; Abderrahaman-Elena & García-Mayoral, 2017). Abderrahaman-Elena &
García-Mayoral (2017) suggested that such materials would have a better potential for drag
reduction, as it will be later discussed in chapter 6. Here we follow their approach and
assume ν˜ = ν. The permeable substrates are then characterised by the thickness, h, and
the permeabilities Kx, Ky and Kz in the streamwise, x, wall-normal, y, and spanwise, z,
directions, respectively, which are considered to be the principal directions of the permeability
tensor K in equation (2.1). The tensor has dimensions of length squared, and is a measure
of the ability of the fluid to flow through a permeable medium. When K →∞ the medium
offers no resistance to the flow, and when K = 0 an impermeable medium is recovered.
Let us consider the lower substrate between y = −h and y = 0. Since Brinkman’s equation
is second order in velocity, it can be matched to the second-order Navier-Stokes equations for
the overlying flow, allowing us to accommodate a complete set of boundary conditions. To
solve equation (2.1), we impose no slip and impermeability at y = −h, and continuity of the
tangential and normal stresses at the substrate-channel interface, i.e. at y = 0. The solution
within the substrate will be later coupled to the flow within the channel by imposing the
continuity of the three velocity components. The resulting boundary conditions at y = 0 are
then
ν
[
∂u
∂y
+ ∂v
∂x
]
y=0+
= ν˜
[
∂u
∂y
+ ∂v
∂x
]
y=0−
, (2.2a)
ν
[
∂w
∂y
+ ∂v
∂z
]
y=0+
= ν˜
[
∂w
∂y
+ ∂v
∂z
]
y=0−
, (2.2b)[
−p+ 2ν ∂v
∂y
]
y=0+
=
[
−p+ 2ν˜ ∂v
∂y
]
y=0−
, (2.2c)
2.1 Solution of Brinkman’s equation 23
(a) (b) (c)
FIGURE 2.1 Maps of (a) C+uu, (b) C+ww and (c) −C+vp, from equation (2.3), as a function of the
wavelengths λ+x and λ+z for substrate C4 in table 7.1, with K+x = 13, K+y = K+z = 0.1 and h+ = 32.
where y = 0+ and y = 0− correspond to the channel and the substrate sides of the
interface, respectively. Under the above assumptions, the boundary conditions (2.2) can be
further simplified. The continuity of tangential stresses becomes that of ∂u/∂y and ∂w/∂y,
and the continuity of normal stresses that of p. Equation (2.1) is then solved by taking
Fourier transforms in the tangential directions (x, z). Following the derivations presented
in appendix A, the analytical solution at y = 0 provides the following expressions for the
velocities,
uˆ|y=0+ = uˆ|y=0− = Cuu
duˆ
dy
∣∣∣∣
y=0+
+ Cuw dwˆ
dy
∣∣∣∣
y=0+
+ Cuppˆ|y=0+ , (2.3a)
wˆ|y=0+ = wˆ|y=0− = Cwu
duˆ
dy
∣∣∣∣
y=0+
+ Cww dwˆ
dy
∣∣∣∣
y=0+
+ Cwppˆ|y=0+ , (2.3b)
vˆ|y=0+ = vˆ|y=0− = Cvu
duˆ
dy
∣∣∣∣
y=0+
+ Cvw dwˆ
dy
∣∣∣∣
y=0+
+ Cvppˆ|y=0+ , (2.3c)
where the hat denotes variables in Fourier space. The coefficients Cij with i = {u,w, v} and
j = {u,w, p} are complex numbers and depend on the structure of the permeable substrate
through Kx, Ky, Kz and h, as well as on the overlying flow through the streamwise and
spanwise wavenumbers, αx and αz, or the corresponding wavelengths, λx = 2π/αx and
λz = 2π/αz. In appendix A we express them as Cij(αx, αz) for completeness. The same
procedure can be used to obtain a symmetric solution for the upper substrate, and the
resulting expressions for the interface at y = 2δ are stated in appendix A. The effect of the
permeable substrates on the channel flow is therefore introduced through equations (2.3) and
the corresponding equations at y = 2δ, which serve as boundary conditions.
To illustrate how the coefficients in equation (2.3) vary with the wavelengths, figure 2.1
shows maps of C+uu, C+ww and C+vp, which have zero imaginary part, as a function of λ+x and
λ+z for a particular substrate. The coefficient C+vp represents an impedance relating the wall-
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normal velocity and the pressure (Jiménez et al., 2001), and C+uu and C+ww relate the streamwise
and spanwise velocities with their corresponding wall-normal gradients, respectively. The
latter two are equivalent to the slip lengths ℓ+x and ℓ+z introduced in chapter 1, which define
the slip boundary conditions typically used in slip-only simulations (Hahn et al., 2002; Min
& Kim, 2004; Busse & Sandham, 2012). The slip coefficients C+uu and C+ww are purely real,
so the tangential velocity is in phase with the tangential shear, whereas the transpiration
coefficient C+vp is also real but negative, so the wall-normal velocity is in anti-phase with
the pressure. For the mean flow, i.e. α+x = 0 and α+z = 0 (or alternatively λ+x → ∞ and
λ+z →∞), out of the 9 coefficients from equation (2.3) only C+uu and C+ww are non-zero and
their value decreases as the wavelengths decrease, as shown in figure 2.1. In contrast, the
transpiration coefficient C+vp is zero for the mean flow and becomes increasingly negative as
the wavelengths decrease, since smaller eddies penetrate more easily through the substrate.
2.2 Numerical method for the direct numerical simulations
of the channel flow
The channel flow between y ∈ [0, 2δ] is governed by the incompressible Navier-Stokes
equations,
∇ · u = 0, (2.4a)
∂u
∂t
+ u · ∇u = −∇p+ 1
Re
∇2u, (2.4b)
where p is the kinematic pressure, u = (u, v, w) the velocity vector, ν the viscosity of the
fluid and Re the bulk Reynolds number, defined as Re = Ubδ/ν, with Ub being the bulk
velocity in the channel region.
As mentioned before, the DNS code is adapted from García-Mayoral & Jiménez (2011) and
Fairhall & García-Mayoral (2018). It solves the incompressible Navier-Stokes equations (2.4)
in a doubly-periodic channel of height 2δ, where δ = 1 is the distance between the substrate-
channel interface and the centre of the channel. In this section, we outline the main features of
the DNS code, with special emphasis on the implementation of complex boundary conditions.
A more detailed description of the code can be found in Fairhall (2019).
2.2.1 Spatial discretisation
The spatial discretisation is spectral in the wall-parallel directions x and z, and the code uses
second-order centred finite differences on a staggered grid in the wall-normal direction, y.
One advantage of using spectral methods is their high accuracy, as the error in the computed
derivatives decreases exponentially with increasing the number of grid points, as opposed
to algebraically for finite-difference methods (Canuto et al., 1988; Ferziger & Perić, 2002).
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This reduces the number of grid points necessary to achieve the same degree of accuracy.
For a smooth channel, the spatial resolution is that required to accurately capture all the
relevant turbulent scales, which in the wall-parallel directions corresponds to ∆x+ ≲ 8 and
∆z+ ≲ 4 (Jiménez & Moin, 1991; Moin & Mahesh, 1998). With surface textures, however, the
resolution requirement is set by the need to accurately capture the flow near each individual
surface texture, which requires generally a higher resolution than that set by turbulence. In
this thesis, however, we will not be representing the geometry of the permeable substrate.
Instead, the substrate is modelled with the homogenised Brinkman equation and the solution
is coupled to the channel through the interface conditions obtained in section 2.1. The
resolution required in this thesis is therefore set by the near-wall turbulence, i.e. ∆x+ ≲ 8
and ∆z+ ≲ 4. The code has a multi-block feature to alleviate the computational cost of
resolving flow over textured surfaces, but it is not needed here and therefore not used.
Another benefit of using Fourier series is the simplified form of linear partial differential
equations (PDEs), as derivatives become products in Fourier space, i.e. for a certain function
f(x), the derivative is d̂f/dx = iαfˆ(α), where, as before, the hat denotes variables in
Fourier space and α is the wavenumber. As a result, the linear differential equations are
decoupled between different modes when expressed in the base of Fourier modes. Given
that in our code the nonlinear terms are treated explicitly, as it will be shown in the next
subsection, the spectral discretisation allows us to solve the implicit part of the Navier-Stokes
equations independently for each streamwise and spanwise mode pair (αx, αz), which reduces
the computational cost substantially. The discretisation in the wall-normal direction is
second order centred finite difference, so the overall discretisation produces tridiagonal linear
problems, which can be solved efficiently by an LU decomposition. The code therefore solves
a separate set of equation with tridiagonal matrices for each mode pair (αx, αz), which is
substantially cheaper than solving the large set of equations with sparse matrices otherwise
obtained when a finite-difference discretisation is used in the three directions.
On the other hand, the drawback of using Fourier series is that the nonlinear advective
terms in equation (2.4) result in a convolution in Fourier space. This convolution would
be computationally expensive to compute, as it would require O(N2) operations, with N
being the number of grid points. To circumvent this, the product is computed in physical
space, with a 2/3 rule de-aliasing (Orszag, 1971; Ferziger & Perić, 2002). The overall cost
of calculating the nonlinear term in one direction would then be the sum of the costs of
transforming the velocities into physical space via a Fast Fourier Transform, O(N log2N);
computing the product, O(N); and transforming back to Fourier space, O(N log2N), which
is in overall cheaper than computing the convolution.
The inhomogeneity in the wall-normal direction requires higher resolution of the flow near
the walls. We therefore use a non-uniform grid in y, where the grid resolution is finest near
the wall and it coarsens towards the centre of the channel. The simplest grid would store the
three velocity components and the pressure at the same grid points, which is referred to as a
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‘collocated’ grid. This, however, can introduce the so-called ‘chequerboard’ problem when
solving the pressure. The pressure is obtained by solving a Poisson equation to impose the
incompressibility condition, which includes second order derivatives (see equation (2.7b)).
When using second order centred finite differences, the second order derivatives, treated as
the divergence of the gradient, at each grid point do not depend on the adjacent points,
but use the values of two grid points apart. That is, the derivative at grid point j depends
on the grid points j + 2, j and j − 2. This leads to two disconnected pressure fields, those
evaluated at even and odd grid points. A staggered arrangement in the wall-normal direction
(Ferziger & Perić, 2002), which was implemented in the code by Fairhall et al. (2019), solves
this problem. The grid points for the wall-normal velocity are then offset from the pressure
grid points, so that the adjacent points are used when calculating the second derivatives
of the pressure. Only the grid points for the wall-normal velocity are staggered, as the
streamwise and spanwise directions are discretised spectrally, and the grid is set so that the
wall-normal velocities include the boundary planes. This requires the addition of ‘ghost points’
immediately below the bottom boundary and above the top one, so that the streamwise
and spanwise velocities can be interpolated at the boundaries and appropriate boundary
conditions imposed.
2.2.2 Temporal discretisation
A Runge-Kutta discretisation is used for the temporal integration. Every time step is divided
into three substeps, each of which uses a semi-implicit scheme for the viscous terms and an
explicit scheme for the advective terms. Discretised this way, the Navier-Stokes equations
in (2.4) result in
D(uk) = 0, (2.5a)
uk − uk−1
∆t
= αk
Re
L(uk−1) + βk
Re
L(uk)− γkN(uk−1)− ζkN(uk−2)− (αk + βk)G(pk), (2.5b)
where L, G and D represent the discretised Laplacian, gradient and divergence operators,
respectively, and N represents the nonlinear, advective operator. The superscript k = 1, 2, 3
denotes the Runge-Kutta substep. Hence, the velocities u0 and u3 correspond to the velocities
at time-step n and n+ 1, respectively. Additionally, αk, βk, γk and ζk are the Runge-Kutta
coefficients for substep k from Le & Moin (1991), which are listed in table 2.1.
Equation (2.5) can be rearranged as[
I −∆t βk
Re
L
]
uk = uk−1 +∆t
[αk
Re
L(uk−1)− γkN(uk−1)
− ζkN(uk−2)− (αk + βk)G(pk)
]
,
(2.6a)
D(uk) = 0, (2.6b)
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k = 1 k = 2 k = 3
αk 4/15 1/15 1/6
βk 4/15 1/15 1/6
γk 8/15 5/12 3/4
ζk 0 −17/60 −5/12
TABLE 2.1 Values of the Runge-Kutta coefficients from Le & Moin (1991) used herein.
where the velocity at substep k is expressed in terms of the velocities at the previous substeps,
as well as the pressure at that same substep k. To solve equation (2.6), a fractional step
method is integrated in each substep (Kim & Moin, 1985; Le & Moin, 1991). This method is
essentially a time-splitting scheme, similar to a predictor-corrector scheme. In the predictor
step, the velocity is advanced using equation (2.6a), but with the pressure obtained from the
previous substep. This velocity, here referred to as intermediate velocity u∗, is non-solenoidal.
In the corrector step, the pressure is calculated so that its gradient projects the intermediate
velocity into a divergence-free velocity field. The resulting algorithm is,[
I −∆t βk
Re
L
]
u∗ = uk−1 +∆t
[
αk
Re
L(uk−1)− γkN(uk−1)− ζkN(uk−2)− (αk + βk)G(pk−1)
]
(2.7a)
∆t (αk + βk)DG(∆pk) = D(u∗), (2.7b)
uk = u∗ −∆t (αk + βk)G(∆pk), (2.7c)
pk = pk−1 +∆pk. (2.7d)
The algorithm is essentially that of Le & Moin (1991), except that the pressure is corrected
in every substep.
The presence of permeable substrates is accounted for by the boundary conditions (2.3).
Similar boundary conditions are also applied for the virtual-origin models explored in chapter 3.
Viewing the fractional step method as a time-splitting scheme as above, the problem arises
of how to implement these boundary conditions into the method, as boundary conditions for
the intermediate velocity u∗ and pressure would be required. This problem can be solved by
interpreting the fractional step method as a LU-block decomposition of the Navier-Stokes
equations, as proposed by Perot (1993, 1995). The discretised Navier-Stokes equations
from (2.6) can be expressed in matrix form,(
A ∆t(αk + βk)G
D 0
)(
uk
pk
)
=
(
r
0
)
, (2.8)
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𝑦
FIGURE 2.2 Schematic of the staggered grid near the bottom boundary. , wall-normal velocity grid
points; , streamwise and spanwise velocity grid points, including the ghost point; , pressure grid
points.
where uk and pk are the discrete velocity and pressure unknowns, respectively. A is the
operator containing the implicit terms of the velocity. For the internal points of the domain,
from equation (2.6a) they are A = [I −∆t βkReL]. The vector r is the explicit right-hand side,
which contains all the quantities from previous time-steps. Note that the operators and the
right-hand side vector depend on the spatial and temporal discretisation schemes. Given that
in our case the problem is Fourier-transformed in x and z, the linear operators are decoupled
for each mode pair (αx, αz), and the system of equations (2.8) for each streamwise-spanwise
wavenumber pair can be solved independently along the y-direction. This means that the
unknown vectors uk and pk in equations (2.8) only include the values at the wall-normal grid
points.
The boundary conditions given by equations (2.3) are imposed implicitly and are embedded
in the block matrices. Note that due to the staggered grid used in this code, only the wall-
normal velocity is defined at the boundary points, as shown in figure 2.2. The streamwise
and spanwise velocity components at the boundaries are interpolated using the ghost points
and their immediate neighbours. The pressure pk in equation (2.11) is defined only at the
internal points of the channel (Kim & Moin, 1985). Hence, to obtain the pressure at the
interface, we extrapolate from the first two points into the channel. For instance, discretising
equation (2.3a), the boundary condition for the streamwise velocity at the bottom boundary
is imposed as
uk0
∆y01
∆y0
+ uk1
∆y00
∆y0
= Cuuu
k
1 − uk0
∆y0
+ Cuww
k
1 − wk0
∆y0
+ Cup
(
pk1
∆y01 +∆y1
∆y1
− pk2
∆y01
∆y1
)
, (2.9)
where uk0 and wk0 refer to the velocities at the ghost point, uk1 and wk1 to those at the first
grid point above the boundary, and pk1 and pk2 to the pressure at the first and second grid
points above the boundary. We use ∆yi to denote the distances between the grid points, as
shown in figure 2.2. Equation (2.9) can be rearranged as
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(
∆y01
∆y0
+ Cuu
∆y0
)
︸ ︷︷ ︸
A11
uk0 +
(
∆y00
∆y0
− Cuu
∆y0
)
︸ ︷︷ ︸
A12
uk1+
Cuw
∆y0︸ ︷︷ ︸
A13
wk0 −
Cuw
∆y0︸ ︷︷ ︸
A14
wk1 −Cup
∆y01 +∆y1
∆y1︸ ︷︷ ︸
G11
pk1 + Cup
∆y01
∆y1︸ ︷︷ ︸
G12
pk2 = 0. (2.10)
Similar expressions are obtained for the other two velocities from equation (2.3a) and their
respective equations for the top interface. Implementing these boundary conditions in the
system of equations (2.8), the system for a particular mode results in the modification of the
following rows,
Au 0 0
0 Av 0
0 0 Aw
G′
D 0


uk
vk
wk
pk

=

ru
rv
rw
0

, (2.11)
A11A12 A13A14 G11G12 0
0
0
0
0
0
where the A matrix and the vectors uk and r from equation (2.8) have been expanded in
order to introduce the boundary conditions. We have also redefined the gradient operator
as G′ = ∆t(αk + βk)G for clarity, since this matrix also includes terms from the boundary
equations, as illustrated by equation (2.10), and the time step ∆t(αk + βk) multiplies only
the internal points of the domain, excluding the rows containing the boundary conditions.
The symbols in equation (2.11) refer to the non-zero matrix elements containing the terms
introduced by the boundary conditions (2.3). The first row with full symbols ( ), for instance,
corresponds to the condition for the streamwise velocity, as given by equation (2.10), and the
rows with grey ( ) and empty ( ) symbols correspond to the boundary conditions for the wall-
normal and spanwise velocities, respectively, as given by the discretisation of equations (2.3b)
and (2.3c) and their analogous for the top boundary. Thus, the relationships between the
three velocities and the tangential shears duˆ/dy and dwˆ/dy are embedded in A, which is no
longer tridiagonal, while the coupling between the velocities and pressure is embedded in
both A and G.
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Once the boundary conditions have been applied, the LU decomposition of the sys-
tem (2.11) yields

Au 0 0
0 A 0
0 0 Aw
0
D −DA−1G′


u∗
v∗
w∗
p∗
 =

ru
rv
rw
0
 , (2.12a)

I 0 0
0 I 0
0 0 I
A−1G′
0 I


uk
vk
wk
pk
 =

u∗
v∗
w∗
p∗
 , (2.12b)
where the superscript ∗ denotes intermediate variables. The resulting algorithm is
Au∗ = r, (2.13a)
DA−1G′pk = Du∗, (2.13b)
uk = u∗ −A−1G′pk. (2.13c)
Solving the Poisson equation (2.13b) is computationally expensive, as it requires the inversion
of matrix A at every iteration. For efficiency, A−1 is generally approximated to its first order
term, ≈ I, since A = I + O(∆t) and hence A−1 = I + O(∆t) (Kim & Moin, 1985; Le &
Moin, 1991). However, this is only applicable for the internal points. In the present work,
we approximate the internal points in A by I, while keeping the rows of A that contain
the boundary conditions unchanged, and then invert the resulting matrix to obtain A−1.
Approximating the internal points in A−1 to the first order produces an error ∆tβk/ReL,
which is of order O(∆t), and the accuracy of the method is therefore first order in time.
As proposed by Simens (2008), the accuracy of the velocities can be improved to second
order in time by solving for the change of pressure, ∆pk, rather than the pressure, where
pk = pk−1 +∆pk + O(∆t2) with ∆pk ∼ O(∆t). Expressing the system (2.13) in terms of
∆pk results in
Au∗ = r˜, (2.14a)
DA−1G′∆pk = Du∗, (2.14b)
uk = u∗ −A−1G′∆pk, (2.14c)
pk = pk−1 +∆pk, (2.14d)
where the pressure gradient from the previous iteration is now included in the right-hand
side, r˜ = r −∆t(αk + βk)Gpk−1. When approximating A−1 as detailed above, the error is
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now ∆t/ReL∆pk ∼ O(∆t2) and the method is second order in time for the velocities. The
pressure, however, remains first order in time, but it does not affect the order of accuracy
of the velocity field, as it is updated at each time-step from the velocities. Notice also that,
when approximating A−1 and neglecting the viscous part of the operator, we are neglecting
terms of order 1/∆y2, which due to the grid stretching, are greater near the boundaries than
away from them.
The system of equations (2.14) obtained by the LU-block decomposition is similar to
the traditional fractional step method given by equations (2.7). However, the subtle, but
significant, differences in the A and, specially, G′ blocks allow us to implement the boundary
conditions with a fully implicit coupling of velocity and pressure. This coupling has been
observed to become easily unstable when implemented explicitly (Encinar et al., 2014; Seo
et al., 2018).
Implementation of virtual origins using Robin boundary conditions
In chapter 3, one of the techniques to model virtual origins consists of imposing Robin
boundary conditions of the form,
uˆ|y=0 = ℓxduˆ
dy
∣∣∣∣
y=0
, vˆ|y=0 = ℓy dvˆ
dy
∣∣∣∣
y=0
, wˆ|y=0 = ℓz dwˆ
dy
∣∣∣∣
y=0
. (2.15)
Discretising equation (2.15) and rearranging yields
(
∆y01
∆y0
+ ℓx
∆y0
)
︸ ︷︷ ︸
Au11
uk0 +
(
∆y00
∆y0
− ℓx
∆y00
)
︸ ︷︷ ︸
Au12
uk1 = 0, (2.16a)
(
1 + ℓy
∆y01 +∆y10
)
︸ ︷︷ ︸
Av11
vk0 −
ℓy
∆y01 +∆y10︸ ︷︷ ︸
Av12
vk1 = 0, (2.16b)
(
∆y01
∆y0
+ ℓz
∆y0
)
︸ ︷︷ ︸
Aw11
wk0 +
(
∆y00
∆y0
− ℓz
∆y0
)
︸ ︷︷ ︸
Aw12
wk1 = 0, (2.16c)
where the different velocities and distances ∆yi refer to those illustrated in figure 2.2. To
calculate the gradient of vˆ at the boundary, the velocities vk0 and vk1 are used, which maintains
the tridiagonal character of matrix A. Implementing boundary conditions (2.16) and their
symmetric for the upper wall, the system of equations to solve is
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
Au 0 0
0 Av 0
0 0 Aw
G′
D 0


uk
vk
wk
pk

=

ru
rv
rw
0

, (2.17)
Au11Au12
Av11Av12
Aw11Aw12
0
0
0
0
0
0
where matrix A is block-diagonal and contains blocks Au, Av and Aw with red ( ), grey ( )
and empty ( ) symbols referring to the non-zero terms of the boundary conditions for the
streamwise, wall-normal and spanwise velocities, i.e. equations (2.16a), (2.16b) and (2.16c),
respectively. The system of equations (2.17) is solved again by performing an LU-block
decomposition, yielding an algorithm analogous to (2.14).
2.3 Simulation set-up for DNSs
For the channel simulations in this thesis, the computational domain is of size 2πδ × πδ × 2δ
in the streamwise, spanwise and wall-normal directions, respectively, with the half-channel
height δ taken as unity in all cases. It was shown by Lozano-Durán & Jiménez (2014) that this
domain is sufficiently large to accurately capture the lengthscales active in the logarithmic
layer. Unless otherwise stated, the simulations are conducted at a fixed friction Reynolds
number δ+ = uτδ/ν ≈ 180 by imposing a constant mean pressure gradient in the channel
region, y ∈ [0, 2]. The kinematic viscosity is ν = 1/2870 and we use a smooth-wall channel
with the same mean pressure gradient as a reference. This is the case for the simulations
presented in chapters 3 and 7. For those presented in the next sections, however, a constant
mass flow rate is imposed in order to reproduce the results from previous studies.
Traditionally, in channel flows simulations are conducted either at a constant mass flow
rate or at a constant pressure gradient, allowing the other to fluctuate in time. At a constant
mass flow rate, the bulk velocity, Ub, is fixed and a drag reduction manifests through a
reduction of the friction velocity, uτ , which results in a reduction of the friction Reynolds
number δ+. If the friction Reynolds number of the reference smooth wall is low, this method
may, in a drag reduction simulation, lead to a relaminarisation of the flow, which would not
occur at the large Reynolds numbers of most applications. At constant pressure gradient, on
the other hand, the friction velocity, uτ , is fixed, and drag reduction results in an increase of
flow rate or Ub. The choice of which approach to use depends on the specific application.
The implications of using each one of the two approaches were discussed by Frohnapfel et al.
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Cases ϵ ν˜/ν δ+ K+ δw/δ δi/δ cf (×10−3) cf0(×10−3) ∆D%
BB_E80 0.8 - 203 1.14 1.12 0.04 10.41 8.19 27.15
BB_Br - 1.0 204 1.19 1.11 - 10.34 8.07 28.06
TABLE 2.2 Characteristics of the simulations for VANS approach (BB_E80) and Brinkman’s (BB_Br).
Porosity, ϵ; viscosity ratio, ν˜/ν; friction Reynolds number, δ+ = uτδ/ν; permeability, K+ = Ku2τ/ν2;
location of zero total stress, δw; thickness of the interfacial region, δi; friction coefficient, cf =
2(uτ/Ub)2; friction coefficient of the corresponding smooth channel, cf0 ; and change of drag defined
as ∆D = 100 (cf − cf0)/cf0 . Viscous units are defined with uτ measured at the reference plane y = 0.
(2012). They also considered a third approach, constant power input, where the product of
flow rate and pressure gradient is kept constant in time, while both the pressure gradient
and the flow rate fluctuate in time. The statistically steady state of a channel flow, however,
is independent of the particular choice, provided that the friction Reynolds number imposed
when running at a constant pressure gradient and that obtained at constant mass flow rate
and at constant power input are the same (Quadrio et al., 2016). Furthermore, assuming
that a given texture size in viscous units (in our case K+x , K+y and K+z ) results in the same
∆U+ independently of the friction Reynolds number δ+, results can be extrapolated to
higher δ+, and simulations could be run at either constant pressure gradient, constant power
input, or constant mass flow rate, provided that for the latter the flow has not relaminarised
(García-Mayoral et al., 2019). Note, however, that the texture size, ∆U+ and the results in
general should be scaled with the friction velocity of the resulting flow, and not with that
of the reference smooth wall. For convenience, in the present thesis we have chosen to run
at constant pressure gradient, as in this case uτ remains constant and consequently we can
prescribe the permeabilities in wall units accurately in advance. However, we could have also
fixed the texture size with constant mass flow rate by adjusting the viscosity of the fluid.
A grid with 192×192×153 collocation points with grid stretching is used, which in viscous
units gives a resolution of ∆x+ ≈ 5.9 and ∆z+ ≈ 2.9, and ∆y+ ≃ 0.3 near the wall, while
the resolution in the wall-normal direction coarsens to ∆y+ ≃ 3 in the centre of the channel.
For the two main set of simulations analysed in chapters 3 and 7, statistics are obtained by
averaging over approximately 100 eddy-turnovers, once the statistically steady state has been
reached. Such a large number of turnovers was needed to minimise the uncertainty in ∆U+
(García-Mayoral & Jiménez, 2011). Statistical convergence was verified using the criterion of
Hoyas & Jiménez (2008).
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FIGURE 2.3 Sketch of the channel of Breugem et al. (2006) used here for validation. The red
dashed-dotted line corresponds to the location of the reference plane used in the present analysis for
comparison with the analogous Brinkman model, BB_Br.
2.4 Validation of Brinkman’s model
We validate the Brinkman model introduced in section 2.1 with one of the cases studied by
Breugem et al. (2006), where the authors used the VANS equations within the permeable
substrate. We consider their case E80, here referred to as BB_E80, with a porosity – the
ratio between the void volume and the total volume of the substrate – ϵ = 0.8 and an isotropic
permeability K+ ≈ 1. This permeability is of the same order of magnitude as our largest
permeabilities K+y and K+z in the DNSs presented in chapter 7. The results of BB_E80 is
compared to a simulation using our Brinkman model, here referred to as BB_Br, also with
K+ ≈ 1. To match the validation domain in Breugem et al. (2006), we use an asymmetric
channel of height 2δ, delimited by an impermeable wall at the top and a permeable substrate
at the bottom, as sketched in figure 2.3, where the thickness of the permeable layer is h = 2δ.
In the VANS simulation of Breugem et al. (2006), the porosity, and hence the permeability,
evolved gradually from the inner value ϵ = 0.8 to the free flow value ϵ = 1 over a thin interfacial
layer of thickness δi. This corresponded to the averaging volumes in VANS capturing varying
proportions of free flow and substrate, so that the volumes centred at the top of the interfacial
layer did not contain any substrate, and the volumes centred at its bottom did not contain
any free flow, as illustrated in figure 2.3. This can be interpreted as VANS being applied on
a set-up with a sharp interface half-way through the interfacial layer. We therefore set our
reference plane y = 0 for BB_E80 at this height, so results from Breugem et al. (2006) are
represented in the same frame of reference as those for our Brinkman model. Note that in
Breugem et al. (2006) the reference plane was at the top of the interfacial region instead.
For a consistent comparison, the results from Breugem et al. (2006) have been rescaled with
the friction velocity measured at the present reference y = 0, and with the bulk velocity
integrated between that plane and the top, impermeable smooth wall.
Both BB_Br and the original simulation of Breugem et al. (2006) were run at a constant
mass flow rate starting from a smooth channel, at Re = 2750 in the latter case and Re = 2832
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FIGURE 2.4 Comparison of a simulation from Breugem et al. (2006) using VANS (BB_E80), – – –,
with a corresponding simulation using Brinkman’s model (BB_Br), ——. The curves from Breugem
et al. (2006) are shifted by δi/2 to match the substrate-channel interface in both set-ups. Black lines
represent smooth-channel data for reference. (a) Mean velocity profile, (b) rms (root-mean-square)
velocity fluctuations, (c) Reynolds shear stress.
in ours. Defining viscous units using the friction velocity at y = 0, the initial friction Reynolds
numbers were δ+ = 176 and δ+ = 180, respectively, while in the final statistically-steady
state they were δ+ ≈ 204 and δ+ ≈ 203, respectively, and drag increases slightly compared
to the smooth case. Results from Breugem & Boersma’s VANS approach (BB_E80) and
Brinkman’s model under study (BB_Br) are compared in table 2.2 and figure 2.4, all showing
good agreement.
This agreement between VANS and Brinkman’s approach could be expected, given
the similarities between the models for the values of the parameters considered. VANS
equations can be interpreted as Brinkman’s equation with the addition of the advective and
temporal terms, with ϵ playing in the former the role that ν/ν˜ plays in the latter. For small
permeabilities, such as those under consideration, the advective terms can be neglected. In
addition, an order of magnitude analysis shows that the temporal term can also be neglected.
This term is of the order ∼ O(uc/tc), where uc and tc denote a characteristic velocity and
time, respectively. When the substrate is isotropic and highly-connected (i.e. ν˜ ≈ ν), both
the Brinkman and Darcy terms are of the same order of magnitude, as the penetration length
in an isotropic substrate is of order ∼ √K (Saffman, 1971; Battiato, 2012). Comparing the
temporal and Brinkman terms, we obtain
uc/tc
νuc/K
∼ K
νtc
= K
+
t+c
. (2.18)
For the temporal term to be negligible, the characteristic time should satisfy t+c > K+.
Considering that the fastest-evolving turbulent structures near the wall are typically the
quasi-streamwise vortices, with a radius r+ ∼ 15 and turnover velocity ∼ uτ , the smallest
characteristic timescale would be t+c ∼ 15, and given that K+ ∼ 1, the condition t+c > K+ is
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Case uˆ+
∣∣
y+=0 = wˆ+
∣∣
y+=0 = vˆ+
∣∣
y+=0 = δ+ ∆D %
MK ℓ
+
x
duˆ
dy
+
ℓ+z
dwˆ
dy
+ 0 165 -15
where ℓ+x = 3.3 where ℓ+z = 3.3
MK+J ℓ
+
x
duˆ
dy
+
ℓ+z
dwˆ
dy
+
β+pˆ+ 184 +5
where ℓ+x = 3.6 where ℓ+z = 3.6 where β+ = −0.043
SES C
+
uu (αx, αz) duˆdy
+ C+ww (αx, αz) dwˆdy
+ C+vp (αx, αz) pˆ+ 168 -12
where K+x = 11.3 where K+z = 11.3 where K+y = 0.09
ES eq. (2.3a), f (αx, αz) eq. (2.3b), f (αx, αz) eq. (2.3c), f (αx, αz) 179 -1where K+x = 12.9 where K+z = 12.9 where K+y = 0.1
TABLE 2.3 Boundary conditions for u+, w+ and v+ for the four cases studied, including the friction
Reynolds number, δ+, and the change in drag compared to a smooth channel at δ+0 ≃ 180, as
defined by equation (2.19). The values in viscous units are scaled with the corresponding uτ at the
substrate-channel interface for each case. MK reproduces a case from Min & Kim (2004); MK+J adds
a transpiration from Jiménez et al. (2001); SES (Simplified Equivalent Substrate) uses coefficients
C+uu, C+ww and C+vp from equation (2.3); ES (Equivalent Substrate) uses full boundary conditions (2.3).
satisfied. The flow within the permeable medium can then be assumed to be quasisteady.
Additionally, for VANS and Brinkman’s equation to be equivalent, the value of the porosity
ϵ should be equal to the ratio ν/ν˜. In the simulations compared here, these values differ
slightly, with ϵ = 0.8 in BB_E80 and ν/ν˜ = 1 in our model. Nonetheless, Rosti et al. (2015)
reported that, for porosity values ϵ ≳ 0.6, a further increase of ϵ had no significant effect on
the overlying flow, and the permeability K was the only relevant parameter. This justifies
the similarities between the results of the two models, even if the values of ϵ and ν/ν˜ are
slightly different.
2.5 Influence of Brinkman’s interface coefficients
In this section, we present some DNS results to investigate the influence that the different terms
in boundary conditions (2.3) have on the near-wall turbulence. For that, we begin with simple
boundary conditions, homogeneous slip-only boundary conditions, as those commonly found
in the literature (Min & Kim, 2004; Busse & Sandham, 2012) and systematically introduce
increasing complexity until reaching the wavelength-dependent boundary conditions (2.3)
obtained from resolving the flow within the permeable substrate.
Simulations shown in this section are run at a constant mass flow rate, starting from
a smooth-channel flow at a friction Reynolds number δ+0 ≃ 180, in order to validate and
compare the results with those obtained by Min & Kim (2004) and Jiménez et al. (2001).
The friction coefficient and the change in drag are also defined as in Min & Kim (2004). The
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friction coefficient is defined using the bulk velocity, cf = 2τw/(ρU2b ) = 2/(U
+2
b ), where the
density, ρ, is considered to be unity, and the latter is given by the resulting change in the
mean pressure gradient dp¯/dx,
∆D = cf − cf0
cf0
=
(
−dp¯
dx
)
−
(
−dp¯
dx
∣∣∣∣
0
)
(
−dp¯
dx
∣∣∣∣
0
) , (2.19)
where the subscript 0 denotes the values for a smooth channel.
To understand how the boundary conditions in equation (2.3) affect the near-wall flow,
we consider the following four cases, for which the parameters are summarised in table 2.3:
a) MK reproduces one of the cases of Min & Kim (2004), with homogeneous streamwise
and spanwise slip lengths and zero transpiration,
uˆ+|y=0 = ℓ+x
duˆ
dy
+
∣∣∣∣∣
y=0
, wˆ+|y=0 = ℓ+z
dwˆ
dy
+
∣∣∣∣∣
y=0
, vˆ+|y=0 = 0, (2.20)
where the slips in both directions are equal, ℓ+x = ℓ+z ≈ 3.3. This case allows us to
validate the slip boundary conditions and later study the influence of the transpiration
velocity separately from that of the slip.
b) MK+J adds a homogeneous transpiration velocity to the previous case,
uˆ+|y=0 = ℓ+x
duˆ
dy
+
∣∣∣∣∣
y=0
, wˆ+|y=0 = ℓ+z
dwˆ
dy
+
∣∣∣∣∣
y=0
, vˆ+|y=0 = β+pˆ+|y=0. (2.21)
The transpiration velocity is roughly similar to one of the cases of Jiménez et al. (2001),
where β+ = −0.043 is the impedance coefficient, homogeneous for all wavelengths.
By comparing this case to MK, we evaluate the additional effect of a homogeneous
transpiration.
c) SES (Simplified Equivalent Substrate) implements wavelength-dependent transpiration
and slip lengths obtained from Brinkman’s solution of the flow within the substrate.
This yields the boundary conditions of equation (2.3) for the overlying flow, but for
this case, only the coefficients C+uu, C+ww and C+vp are considered: C+uu and C+ww, which
represent the slip lengths in the streamwise and spanwise directions, respectively, as ℓ+x
and ℓ+z in Min & Kim (2004) and Busse & Sandham (2012); and C+vp, which relates the
wall-normal velocity to the pressure fluctuations, as does the β+ coefficient in Jiménez
et al. (2001). The depth and permeabilities of this substrate were selected to match
the slip lengths of case MK for the mean shear and to match C+vp with the impedance
coefficient of case MK+J, β+, for the lengthscales of Kelvin-Helmholtz rollers that
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(a) (b) (c)
FIGURE 2.5 Boundary condition coefficients used for case SES as a function of λ+x and λ+z in viscous
units: (a) C+uu, (b) C+ww and (c) −C+vp. The red dashed line in (c) is the contour where C+vp is equal to
the impedance coefficient from Jiménez et al. (2001), β+, used in the present work for case MK+J.
had previously been observed in DNS, λ+x ≈ 150 (García-Mayoral & Jiménez, 2011).
This case corresponds to a permeable substrate with K+x = K+z ≈ 11.3 and K+y ≈ 0.09.
The variation of C+uu, C+ww and C+vp with the wall-parallel wavelengths, λ+x and λ+z , are
portrayed in figure 2.5. Given that the values of the tangential permeabilities for these
cases coincide, K+x = K+z , the equations for the flow within the substrate are invariant
to a rotation in the x− z plane. C+ww in panel (b) is therefore equal to C+uu in panel (a)
if λ+x and λ+z are interchanged.
d) ES (Equivalent Substrate) implements the full set of Brinkman’s boundary conditions,
defined in equation (2.3). The characteristics of the substrate are similar to those
defined in the previous case. The small discrepancy between the resulting values of the
permeabilities in viscous units for case SES and ES observed in table 2.3 results from
the variation in the friction Reynolds number.
For a consistent comparison with Min & Kim (2004) and Jiménez et al. (2001), throughout
this section the viscous scaling is based on the friction velocity measured at the substrate-
channel interface plane, y = 0, where the boundary conditions are applied. To assess how
these boundary conditions affect the overlying flow, we first focus on the mean velocity
profiles and the rms velocity fluctuations. Results for the validation case, MK, as well as for
the original simulation from Min & Kim (2004) that it replicates, are depicted in figure 2.6,
all showing good agreement.
The change in drag with respect to the smooth case is, as explained in chapter 1, related
to the shift of the mean velocity profile in the logarithmic region, ∆U+. For the cases under
study, the latter can be obtained from the velocity profiles portrayed in figure 2.7(a), where
the upward and downward shifts of the logarithmic region result in the changes in drag
reported in table 2.3.
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FIGURE 2.6 (a) Mean velocity profiles and (b) rms velocity fluctuations scaled with the corresponding
uτ at the substrate-channel interface. – – –, smooth channel; ◦, data from Min & Kim (2004); ——,
case MK.
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FIGURE 2.7 (a) Mean velocity profiles and (b) rms velocity fluctuations scaled with the corresponding
uτ at the substrate-channel interface. – – –smooth channel; , case MK; , case MK+J; , case
SES; , case ES.
According to Luchini’s theory, given by equation (1.5), ∆U+ varies linearly with ℓ+x − ℓ+z
(Luchini et al., 1991). This theory is based on both slip lengths, ℓ+x and ℓ+z , being vanishingly
small, smaller than the lengthscales of the overlying turbulent flow. Note, however, that in
case MK a net drag reduction is obtained in spite of both slip lengths being equal, which
results from the saturation effect of the spanwise slip length on ∆U+ for ℓ+z ≳ 1. This
effect will be thoroughly discussed in chapter 3. The general idea is that, for ℓ+z beyond
one wall unit, the displacement of the quasi-streamwise vortices towards y = 0 saturates if
the spanwise slip is not accompanied by a corresponding wall-normal transpiration. Thus,
for isotropic slip lengths of ℓ+x = ℓ+z ≈ 3 and zero transpiration, this saturation effect leads
to a decrease in drag in case MK. This effect has been often observed in the context of
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superhydrophobic surfaces (Fukagata et al., 2006; Busse & Sandham, 2012; Seo & Mani,
2016; Fairhall et al., 2019).
When a wall-normal transpiration similar to that of Jiménez et al. (2001) is added, as
in case MK+J, ∆U+ is negative, that is, a slight increase in drag is observed, since the
drag-decreasing effect of the slip lengths is outweighed by the drag-increasing effect of the wall-
normal transpiration. On the other hand, case SES, which considers wavelength-dependent
slip and transpiration coefficients, recovers a significant drag decrease. The reason is that
the transpiration coefficient in this case, C+vp, is smaller than that from case MK+J for the
largest wavelengths, as shown in figure 2.1(b), which inhibits the formation of drag-increasing,
large-scale structures observed in Jiménez et al. (2001) and MK+J. However, considering all
the nine terms from boundary conditions (2.3), as in case ES, negates the drag reduction
obtained in case SES. This is because, although the overlying flow is driven primarily by C+uu,
C+ww and C+vp, the other coefficients modulate the flow. The effect of the three directional
permeabilities on the three velocity components is coupled primarily through the additional
cross terms, considered in case ES, but neglected in case SES. For low permeabilities the
modulation introduced by these terms is negligible, but for the large values of K+x and K+z
considered, the modulation becomes significant. Particularly, K+x and K+z act, through C+vu
and C+vw, on increasing the effective wall-normal transpiration, which is found to govern the
appearance of drag-increasing spanwise-coherent rollers (Jiménez et al., 2001; García-Mayoral
& Jiménez, 2011). The permeability K+y , in turn, also affects the streamwise and spanwise
velocities. In any event, the aim of this section is to simply provide an intuition of how the
slip and transpiration coefficients affect the overlying turbulence and to show the effect of
wavelength-dependent boundary conditions compared to homogeneous ones. The effect that
different permeabilities have on the overlying turbulent flow will be discussed in detail in
chapter 7.
The variations of the rms velocity fluctuations observed in figure 2.7(b) support the
conclusions derived from the analysis of the mean flow profile. The main effect of introducing
slips and transpiration at the substrate-channel interface is a shift of the velocity profiles
towards the wall. This shift can be quantified by extrapolating the profiles into the substrate,
as shown in the figure. The locations where the extrapolated velocity profiles go to zero
correspond to different component-wise virtual origins. Note that for u and w, the virtual
origins correspond to the streamwise and spanwise slip lengths, ℓ+x and ℓ+z , respectively, and
while these are approximately equal for the four cases studied, the origin of the wall-normal
velocity differs. The origin of v is deepest in case MK+J, and consequently the positive effect
of tangential slip is more severely negated in this case. In addition to a shift of the velocity
profiles, figure 2.7(b) also shows a change in the intensity of the fluctuations, particularly
for the cases where the impermeability condition has been relaxed. While for case MK the
velocity profiles seem to be essentially those of the smooth channel shifted towards the wall
by their virtual origins, for cases MK+J and ES, and to a lesser extent SES, the peak rms
2.5 Influence of Brinkman’s interface coefficients 41
(a) (b)
(c) (d)
FIGURE 2.8 Premultiplied two-dimensional spectral density of the wall-normal velocity, kxkzEvv.
Shaded, smooth channel at y+ = 7; lines, present DNSs shifted by the virtual origin of the wall-normal
velocity. The contour increments in wall units are 0.00145 from clear to dark. (a) MK at y+ = 6.6,
(b) MK+J at y+ = 3.4, (c) SES at y+ = 4.5 and (d) ES at y+ = 3.6.
value of the streamwise velocity decreases, whereas v′+ and w′+ increase. This suggests that
the overlying flow is modified beyond a mere shift in the origin.
To gain further insight on the contribution of different flow lengthscales to the variation
of intensities observed, a two-dimensional spectral energy distribution of the wall-normal
velocity near the interface is depicted in figure 2.8. This represents how the energy of v in
a wall-parallel plane is distributed along in the (λ+x ,λ+z ) wavelength space. As observed in
figure 2.7(b), the virtual origin of the wall-normal velocity differs from case to case. The
relevant wall-normal location for comparison of the v-spectra between the cases should then
be at the same height measured from the corresponding virtual origin of v. Therefore, in
figure 2.8 the spectrum for the smooth channel at y+ ≈ 7 is superimposed to those for the
present cases at y+ = 7− ℓ+v , where ℓ+v is the virtual origin of v fluctuations. This virtual
origin, ℓ+v , is defined as the wall-normal displacement of the v′+ curve in figure 2.7(b) with
respect to the smooth channel.
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While case MK does not show a significant difference compared to the smooth channel,
in case MK+J there is an accumulation of energy at λ+x ≈ 200 and large λ+z . Although
not shown here, this new energetic region decays at heights above y+ ≈ 25, which supports
the idea of the presence of large spanwise-coherent structures in the immediate vicinity of
the interface. The relaxation of the impermeability condition is therefore, as mentioned
before, associated to the formation of spanwise-coherent structures, and these, in turn, are
responsible for the large increase of the spanwise and wall-normal fluctuations observed in
figure 2.7(b). For case SES, on the other hand, the energetic peak is slightly attenuated
and displaced to lower wavelengths, λ+x ≈ 150, which agrees with the wavelengths observed
over riblets in García-Mayoral & Jiménez (2011). The weakening of the energetic region
can be attributed to the lower effective transpiration values imposed for large lengthscales,
caused by the transpiration coefficient, C+vp, vanishing for large wavelengths, as shown in
figure 2.5(b). The energetic region at λ+x ≈ 150, however, amplifies slightly when introducing
the full boundary conditions (2.3) for case ES, as observed in panel (d).
The presence of these energetic structures can also be shown in the instantaneous
realisations of the streamwise and wall-normal velocities depicted in figure 2.9. For case MK,
the u- and v-fields resemble those observed over a smooth wall, as shown in panels (a-b)
and (c-d). For case MK+J, panels (e-f ) show the footprint of large spanwise-coherence, in
agreement with the new energetic region observed in the v-spectrum in figure 2.8(b). The
spanwise-coherent structures can be associated with the Kelvin-Helmholtz rollers observed
by Jiménez et al. (2001). These structures disrupt the strength and coherence of the streaky
structures, contributing to a degradation of drag (Jiménez et al., 2001; García-Mayoral &
Jiménez, 2011; Kuwata & Suga, 2016). For case SES, the large rollers are inhibited due to a
lower wall-normal permeability for the larger scales, and smaller spanwise-coherent structures
appear instead. This relates to the smaller new energetic region observed in the v-spectrum
in figure 2.8(c) compared to that in figure 2.8(b), which suggests that the effect of these
structures is not as significant. When including all the terms from equations (2.3), more
spanwise coherence emerges, as shown for case ES in panels (i-j). This coherence, however,
is not as strong as in case MK+J and there is still some trace of the near-wall cycle that
remains.
Luchini’s theory (1.5) is based on the slip lengths being sufficiently small, so that these
can be considered homogeneous and the transpiration at the interface can be neglected.
However, from the present results we can conclude that, for texture sizes beyond a certain
size (or permeabilities in our case), the slip lengths become wavelength-dependent, and the
coupling between the three velocity components at the interface plane, accounted by the cross
terms considered in case ES, becomes significant. For permeable substrates, the linear drag
reduction regime predicted by Luchini’s theory will therefore stop holding for permeabilities
beyond a certain value. In that case, the wavelength-dependent character of the interface
coefficients, as well as the coupling between the velocities, would need to be accounted for to
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FIGURE 2.9 Instantaneous realisations of streamwise, u′+, (left) and wall-normal, v+, (right) velocities
at a plane parallel to the wall. (a-b) Smooth channel at y+ ≈ 7. (c-d) MK at y+ ≈ 6. (e-f) MK+J at
y+ ≈ 3. (g-h) SES at y+ ≈ 4. (i-j) ES at y+ ≈ 4. In all cases, red to blue corresponds to [−5.0,+5.0]
for u′+ and [−0.48,+0.48] for v′+.
properly characterise the effect of the substrate. This will be the approach followed for the
DNSs in chapter 7.

Chapter 3
Virtual Origins Part I: extension of
Luchini’s virtual-origin model for
the change in drag∗
As mentioned in the introduction, complex surfaces can cause a relative wall-normal displace-
ment of the near-wall turbulence with respect to the mean flow, which produces a change
in drag. This effect can be modelled by imposing different virtual origins for the different
velocity components. In this chapter, we study the effect that offsetting these origins has
on the near-wall turbulence through DNSs of channel flows with different virtual origins
for the different velocity components. The aim of this chapter is to extend the existing
understanding on how these virtual origins affect the flow. In the literature, the origins
for the tangential velocities are typically characterised by slip boundary conditions, while
the wall-normal velocity is considered to be zero. Here we explore different techniques to
define and implement virtual origins for the three components, with special emphasis on the
wall-normal component. Robin boundary conditions for the three velocities turned out to be
the most satisfactory technique. These boundary conditions relate the velocity components
to their respective wall-normal gradients. Our results confirm that the change in drag, or
∆U+, is determined by the offset between the origins perceived by the mean flow and that
perceived by turbulence. The origin for the latter, however, is not set by the spanwise virtual
origin alone, as previously proposed, but by a combination of the spanwise and wall-normal
origins. These observations allow us to extend Luchini’s virtual-origin theory to predict the
change in drag, accounting for the wall-normal transpiration effect when this is not negligible.
∗Parts of the content of this chapter have been published in Journal of Physics: Conference Series,
1001, 012011, with Christopher Fairhall, Michael MacDonald, Daniel Chung and Ricardo García-Mayoral
as co-authors and in Fluid Dynamics Research, 51, 011410, with Ricardo García-Mayoral and Christopher
Fairhall as co-authors.
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3.1 Saturation of the effect of the spanwise slip
Complex surfaces, such as riblets, superhydrophobic surfaces or the permeable substrates that
will be studied in the following chapters are made up of small surface textures that interact
with the near-wall turbulence and cause a reduction in skin-friction drag. In chapter 1 we
mentioned that this change in drag is caused by an offset between the virtual, equivalent
smooth wall perceived by the mean flow and that perceived by turbulent fluctuations,
particularly the quasi-streamwise vortices of the near-wall cycle. Luchini (1996) and Jiménez
(1994) proposed that the change in drag produced by these surfaces can be estimated by
equation (1.5). Based on this, the effect of the texture can be reduced to a reference plane
with non-zero slip velocities, as portrayed in figure 1.7. In the literature, Robin boundary
conditions of the form of equation (1.6) are typically used to model the effect of small surface
textures, while the wall-normal velocity is assumed to be zero at the boundary plane (Min &
Kim, 2004; Fukagata et al., 2006; Busse & Sandham, 2012).
In the above studies, however, the adverse effect of the spanwise slip length on ∆U+ is
observed to saturate for relatively small values of ℓ+z . The linear expression ∆U+ = ℓ+x − ℓ+z is
valid only for ℓ+z ≲ 1 and increasing ℓ+z beyond ≈ 4 has a negligible effect on ∆U+. Busse &
Sandham (2012) carried out a parametric study of channel flows with a wide range of values
for ℓ+x and ℓ+z . The mean velocity shift ∆U+ obtained from their simulations is portrayed in
figure 3.1(a), where the saturation effect of ℓ+z can be appreciated, as the zero-∆U+ line does
not correspond to ℓ+x = ℓ+z . The figure shows that isotropic textures with equal streamwise
and spanwise slip lengths, ℓ+x = ℓ+z , can also lead to a decrease of drag, contrary to what the
linear theory of slip lengths in equation (1.5) predicts. This is in agreement with the DNS
results of Min & Kim (2004), who studied the effect of ℓ+x and ℓ+z independently, as well
as combined, and observed a drag reduction when both slip lengths were equal. Analysing
the results from Busse & Sandham (2012), Fairhall & García-Mayoral (2018) suggested that
∆U+ can still be represented by an expression similar to equation (1.5) by introducing an
empirical, effective spanwise slip length, ℓ+z,eff , to account for the saturation effect of ℓ+z ,
ℓ+z,eff =
ℓ+z
1 + ℓ+z /4
. (3.1)
The shift of the velocity profile is then
∆U+ = ℓ+x − ℓ+z,eff . (3.2)
For ℓ+z ≲ 1, ℓ+z,eff ≈ ℓ+z , recovering equation (1.5) for ∆U+, while for large values of ℓ+z ,
ℓ+z,eff asymptotes to 4. Using equation (3.2), the two-dimensional parametric space (ℓ+x , ℓ+z )
in figure 3.1(a) can be fitted to a single curve, as shown in figure 3.1(b). There is, however,
some deviation for simulations at low Reynolds number, δ+0 ≈ 180, with large spanwise slip
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FIGURE 3.1 (a) Map of ∆U+ for different slip lengths, ℓ+x and ℓ+z from Busse & Sandham (2012)
starting from a friction Reynolds number of δ+0 = 180. The black solid line corresponds to ℓ+x = ℓ+z .
(b)∆U+ as a function of ℓ+x −ℓ+z,eff using the same data as in (a), where ℓ+z,eff is given by equation (3.1).
△, simulations at δ+0 = 180; ◦, at δ+0 = 360. From blue to red the spanwise slip length increases. The
dashed line represents equation (3.2). The inset shows a zoom of the small values, where the dashed
line represents equation (3.2).
lengths, ℓ+x ∼ 100. Recall that δ+0 refers to the friction Reynolds number of the reference
smooth channel. These simulations were conducted at constant mass flow rate, and for such
large ℓ+x , the actual δ+ would be significantly lower and the flow may have relaminarised.
If this was indeed the case, ℓ+z would no longer affect the flow, which would explain the
deviation from equation (3.2) observed in the figure. This is, however, not the case for larger
friction Reynolds numbers, and simulations at δ+0 ≈ 360 agree well with equation (3.2).
To understand the saturation effect of ℓ+z and extend the existing understanding on
how virtual origins affect the overlying flow, in this chapter, we study the effect of virtual
origins not only for the tangential velocities, u and w, but also for the wall-normal velocity,
v. Although imposing a virtual origin for u and w in terms of slip lengths is very intuitive,
defining a virtual origin for v is not as simple. To our knowledge, the origin of v has never
been included in this framework. Nevertheless, some previous work exists that investigates
the effect of v separately from that of u and w. Jiménez et al. (2001), for instance, showed
that turbulence is highly sensitive to transpiration, and García-Mayoral & Jiménez (2011)
observed that transpiration is responsible for the eventual degradation of performance for
riblets.
In what follows, we will first explain the saturation of the spanwise slip length, and then
present the results for the different methods considered to define virtual origins, followed by
a discussion on the effect of virtual origins in section 3.5.
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(a) (b)
FIGURE 3.2 Schematic of the spanwise and wall-normal velocities induced by quasi-streamwise vortices
at the reference plane for (a) virtual origins ≲ 1 wall unit and (b) larger virtual origins. The velocity at
the reference plane has a spanwise (horizontal arrow) and a wall-normal (vertical arrow) component.
3.2 Interpretation of the saturation of ℓ+z
The simulations of Busse & Sandham (2012) shown in figure 3.2 assume zero wall-normal
velocity fluctuations at the reference plane. However, real surfaces that produce non-zero
slips, such as riblets (García-Mayoral & Jiménez, 2011), permeable substrates (Breugem &
Boersma, 2005) or superhydrophobic surfaces (Seo et al., 2018), can also induce a non-zero
wall-normal velocity at the reference plane, which is in our case taken at the top plane of
the surface geometry. Here we argue that this absence of transpiration is what leads to the
saturation of the effect of ℓ+z observed in figure 3.1.
The inherent assumption in Luchini’s theory, given by equation (1.5), is that the quasi-
streamwise vortices induce a spanwise velocity at the reference plane, but no wall-normal
velocity. In practice, these vortices induce both spanwise and wall-normal velocity and
their displacement towards y+ = 0 would eventually saturate if the spanwise velocity at
the reference plane is not accompanied by a corresponding wall-normal velocity. This idea
is illustrated in the sketches portrayed in figure 3.2. For ℓ+z ≲ 1, the wall-normal velocity
induced by the vortices at the reference plane is negligible, since, immediately above a wall
(in this case a virtual wall), w increases linearly with y, while v increases with the square
of y. As a first order approximation, the effect of v can be neglected, and the displacement
of the vortices can be effectively represented by a slip boundary condition for w and an
impermeability condition for v, as shown in figure 3.2(a). The origin perceived by quasi-
streamwise vortices is then at y+ = −ℓ+z , and the change in drag is properly captured by
Luchini’s linear law.
On the other hand, if the reference plane is farther away from the wall and closer to the
mean height of vortex cores, as in figure 3.2(b), the wall-normal velocity that the vortices
would induce at the reference plane is no longer negligible. When impeding v at this plane,
such as in the study by Busse & Sandham (2012) and all the classic slip-length or protrusion
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(a) (b) (c)
FIGURE 3.3 Schematics of the different control strategies studied by Choi et al. (1994). (a) v-control,
(b) v-w-control and (c) w-control.
height studies, the proximity of the vortices to the reference plane is restricted. For values
of ℓ+z of the order of ∼ 4 wall units, for which the saturation is already observed, a further
increase of ℓ+z has little or no effect on the overlying turbulence, as the quasi-streamwise
vortices cannot approach the reference plane any further. The virtual origin perceived by
the vortices in this case would be at an intermediate plane between the origins that would
be imposed by the spanwise slip, y+ = −ℓ+z , and by the zero transpiration, y+ = 0. Some
form of transpiration would also need to exist at the reference plane for the vortices to move
closer to it. To explore this idea, in addition to the streamwise and spanwise virtual origins
traditionally defined, in this chapter, we investigate different methods to impose a virtual
origin for the wall-normal velocity.
In retrospect, the opposition control studies of Choi et al. (1994) can also be interpreted
as an alternative method of imposing virtual origins, which suggests that some active
control techniques are based on the same drag-reduction mechanism. Choi et al. (1994)
explored several active control strategies for the wall-normal and spanwise velocities, including
opposition control of the wall-normal velocity alone (v-control), opposition control of the
spanwise velocity alone (w-control), and combined opposition control of v and w (v-w-control).
In each case, the velocity components imposed at the wall, y+ = 0, were opposite to those
measured at y+ ≈ 10. The authors concluded that the reduction of skin friction in the three
cases was a result of the outward shift of the origin of turbulence with respect to the mean
flow, which is essentially the idea introduced by Luchini (1996). Their simulations can be
interpreted as setting different origins for the different velocity components, since imposing a
velocity at y+ = 0 equal and opposite to that at y+ = 10 is roughly equivalent to imposing a
zero velocity at an intermediate plane, y+ ≈ 5. Schematics for the three cases considered are
shown in figure 3.3, where the intermediate plane, where the controlled velocities roughly
vanish, would be the equivalent of the reference plane in a slip-length framework.
The corresponding depths of the virtual origins below the reference plane, at y+ ≈ 5, and
the drag reduction achieved can be found in table 3.1. Note, however, that these values only
allow for qualitative comparison, since the above analogy only produces a rough estimate of
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v-control v-w-control w-control
Depth of VO for u 5 5 5
Depth of VO for w 5 0 0
Depth of VO for v 0 0 5
DR 25% 30% 30%
TABLE 3.1 Different control strategies studied by Choi et al. (1994) and the equivalence with the
displacement of virtual origins. VO refers to virtual origin. The depths of the virtual origins are
measured from the reference plane, taken at the intermediate plane, i.e. the dash-dotted plane at
y+ ≈ 5 in figure 3.3. Drag reduction (DR) is measured in terms of the change in the mean pressure
gradient for a fixed mass flow rate.
the effective virtual origins. In the framework of virtual origins, the v-control case would be
analogous to setting v = 0 at the reference plane and virtual origins for u and w at a depth
below of 5 wall units. This corresponds to one of the results from Busse & Sandham (2012)
with ℓ+x ≈ ℓ+z ≈ 5, portrayed in figure 3.1. A similar drag reduction is obtained, agreeing
well with the prediction from equation (3.2). The v-w-control case would be analogous to
imposing v = w = 0 at the reference plane and a virtual origin for u at a depth below of
5 wall units, which is also one of the simulations from Busse & Sandham (2012) included
in figure 3.1. The last case, w-control, is equivalent to imposing a virtual origin for u and
v at a depth of 5 wall units, but not for w, which cannot be represented in a slip-length
framework. The obtained drag reduction is practically equal to that of the v-w-control case.
The comparison between cases w-control and v-control suggests that shifting the origin of w
has a greater effect than shifting the origin of v.
Let us assume that the only effect of the virtual origins, in particular those of the spanwise
and wall-normal velocities, on the near-wall turbulence is setting its origin at an intermediate
plane y+ = −ℓ+T , here referred to as the origin of turbulence, but the near-wall turbulence
and its dynamics remain otherwise smooth-wall-like. It follows from the mean streamwise
momentum equation for U(y) that the mean velocity profile is determined by the overlying
turbulence through the Reynolds shear stress. If the only effect of the virtual origins on
turbulence, and hence on the Reynolds stress, is shifting its origin to y+ = −ℓ+T , the only
change in the mean velocity profile compared to a smooth wall would be a shift by its value
at y+ = −ℓ+T . These hypotheses will be investigated in this chapter.
We will define the depth of the virtual origin perceived by the mean flow as ℓ+U and
that perceived by turbulence, embodied by the quasi-streamwise vortices, as ℓ+T . These are
obtained a posteriori from the simulations. The former is obtained from the wall-normal
displacement of the mean velocity profile with respect to a smooth channel with the wall at
the reference plane, while the latter is obtained from that of the Reynolds stress curve or
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FIGURE 3.4 Channel flow with appropriate boundary conditions at the reference plane, y = 0, so
that the flow perceives the wall at the virtual wall, y = −ℓ. The flow field at the reference plane
corresponds to an instantaneous realisation of the streamwise velocity for case DHV444 in table 3.2.
the streamwise vorticity ω′+x , which, as we will see, are essentially equal. Note that the high
values of ω′+x near the wall are caused by the quasi-streamwise vortices, providing a good
measure for their displacement (Choi et al., 1994).
In what follows, we explore different techniques to impose virtual origins by conducting
DNSs of channel flows with different boundary conditions. All the simulations are conducted
in symmetric channels, with the boundary conditions being applied at the bottom and upper
boundaries. The DNS code used for this study was presented in chapter 2. Simulations are
conducted at constant pressure gradient, starting from a smooth wall flow at δ+ ≃ 180. Before
setting the virtual origins of the three velocities independently, we first explore imposing the
presence of a virtual smooth wall at y+ = −ℓ+, equal for all the velocities, as represented in
figure 3.4. This will allow us to validate the models, as we should recover a smooth channel
flow with a wall at y+ = −ℓ+. In other words, the mean velocity profile and all turbulence
statistics should be smooth-wall-like, except shifted in y+ by ℓ+ compared to a smooth wall
with the wall at the reference plane, y+ = 0. Once we identify a suitable technique, we
extend it to impose different virtual origins for different velocity components. The different
simulations and their numerical parameters are summarised in tables 3.2 and 3.3, respectively.
3.3 Modelling the presence of a smooth wall at y+ = −ℓ+
We begin by considering off-wall conditions at the simulation boundary, where we set the
reference plane, to model the presence of a smooth wall at y+ = −ℓ+. This is a technique
used in the literature to model the presence of smooth walls below the simulation boundary
(Mizuno & Jiménez, 2013; Encinar et al., 2014; Bae et al., 2018). Four cases will be analysed,
ℓ+ = 1, 2, 3 and 4.
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Case uˆ+
∣∣
y+=0 = wˆ+
∣∣
y+=0 = vˆ+
∣∣
y+=0 = δ+
FP222 eq. (3.4a), f (αx, αz) eq. (3.4b), f (αx, αz) eq. (3.4c), f (αx, αz) 183
DIP222 C+S,uu (αx, αz) duˆdy
+ C+S,ww (αx, αz) dwˆdy
+ C+S,vp (αx, αz) pˆ+ 183
DHP222 ℓ+x duˆdy
+
ℓ+z
dwˆ
dy
+ C+S,vp (αx, αz) pˆ+ 183
DHV222 ℓ+x duˆdy
+
ℓ+z
dwˆ
dy
+
ℓ+y
dvˆ
dy
+ 182
DHV220 ℓ+x duˆdy
+
ℓ+z
dwˆ
dy
+ 0 182
FP333 eq. (3.4a), f (αx, αz) eq. (3.4b), f (αx, αz) eq. (3.4c), f (αx, αz) 184
DIP333 C+S,uu (αx, αz) duˆdy
+ C+S,ww (αx, αz) dwˆdy
+ C+S,vp (αx, αz) pˆ+ 185
DHP333 ℓ+x duˆdy
+
ℓ+z
dwˆ
dy
+ C+S,vp (αx, αz) pˆ+ 184
DHV333 ℓ+x duˆdy
+
ℓ+z
dwˆ
dy
+
ℓ+y
dvˆ
dy
+ 183
DHV330 ℓ+x duˆdy
+
ℓ+z
dwˆ
dy
+ 0 182
FP444 eq. (3.4a), f (αx, αz) eq. (3.4b), f (αx, αz) eq. (3.4c), f (αx, αz) 186
DHP444 ℓ+x duˆdy
+
ℓ+z
dwˆ
dy
+ C+S,vp (αx, αz) pˆ+ 185
DHV444 ℓ+x duˆdy
+
ℓ+z
dwˆ
dy
+
ℓ+y
dvˆ
dy
+ 184
DHV440 ℓ+x duˆdy
+
ℓ+z
dwˆ
dy
+ 0 182
TABLE 3.2 Boundary conditions for the three velocity components for each case simulated, where
δ+ is the friction Reynolds number measured either at the virtual wall, y+ = −ℓ+, when the three
virtual origins are equal, or at the origin of turbulence, y+ = −ℓ+T , otherwise. Each case is labelled
with 2 or 3 letters followed by 3 numbers. The letters refer to the equations used as boundary
conditions and the numbers correspond to the desired values for the virtual origins for u, w and v,
respectively. For the first letter, F(ull) means that the full Stokes conditions from equation (3.4) are
used, and D(iagonal) means that only the three dominant terms, CS,uu, CS,ww and CS,vp are used.
The second letter denotes the type of boundary condition used for u and w: I(nhomogeneous) when
wavelength-dependent coefficients from Stokes equation are considered, and H(omogeneous) when
homogeneous slip lengths are considered. The last letter denotes the type of boundary condition used
for v: P when an impedance between v and p is imposed, derived from Stokes model, and V when
v = ℓy dv/dy is used instead.
3.3.1 Fully coupled boundary conditions from Stokes model
Assuming that the flow between the simulation boundary, y+ = 0, and the virtual wall,
y+ = −ℓ+, is dominantly viscous, the flow can be modelled as a Stokes flow. We therefore
solve the Stokes equation,
−∇p+ ν∇2u = 0, (3.3)
analytically and obtain the off-wall conditions at y+ = 0 for the DNSs. The procedure
followed is similar to that used in section 2.1 to solve Brinkman’s equation and is detailed in
appendix B. We consider the response of the modelled fluid region to the interfacial shear
and pressure waves in the spectral space (λ+x , λ+z ). This yields the following conditions at the
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ℓ+u ℓ
+
w ℓ
+
v ℓ
+
x ℓ
+
z ℓ
+
y ℓ
+
sm ℓ
+
U ℓ
+
T ℓ
+
T,pred
FP222 2.0 2.0 2.0 − − − − 2.0 2.1 −
DIP222 2.0 2.0 2.0 − − − − 2.0 1.5 −
DHP222 2.0 (1.7) 2.0 2.0 2.0 − − 2.0 1.5 −
DHV222 2.0 (1.7) 2.0 2.0 2.0 1.2 0.8 2.0 1.7 1.7
DHV220 2.0 (1.7) 0.0 2.0 2.0 0.0 0.0 2.0 1.3 1.3
FP333 3.0 3.0 3.0 − − − − 3.0 ∗ ∗
DIP333 3.0 3.0 3.0 − − − − 3.0 ∗ ∗
DHP333 3.0 (2.3) 3.0 3.0 3.0 − − 3.0 ∗ ∗
DHV333 3.0 (2.3) 3.0 3.0 3.0 1.9 1.1 3.0 2.4 2.3
DHV330 3.0 (2.3) 0.0 3.0 3.0 0.0 0.0 3.0 1.7 1.6
FP444 4.0 4.0 4.0 − − − − 4.0 ∗ ∗
DHP444 4.0 (2.9) 4.0 4.0 4.0 − − 3.6 ∗ ∗
DHV444 4.0 (2.9) 4.0 4.0 4.0 2.5 1.5 4.0 3.1 2.9
DHV440 4.0 (2.9) 0.0 4.0 4.0 0.0 0.0 4.0 1.9 1.8
TABLE 3.3 Values of slip lengths and depths of virtual origins. Parameters specified a priori: the
depths of virtual origins for the three velocities (ℓ+u , ℓ+w and ℓ+v ), the slip lengths (ℓ+x , ℓ+z and ℓ+y ),
and ℓ+sm, as defined in figure 3.9(b). For certain simulations we do not define any slip lengths, as a
wavelength-dependent model is used instead. The values between parentheses for ℓ+w correspond to the
actual virtual origins that we impose when accounting for the curvature of w. Parameters specified a
posteriori: depth of the virtual origin for the mean flow, ℓ+U , and that for turbulence, ℓ
+
T , measured a
posteriori from DNSs. ℓ+T,pred corresponds to the origin of turbulence predicted using equation (3.9).
The symbol ‘∗’ indicates that the simulation failed to model the effect of virtual origins, and we could
not obtain them.
reference plane y+ = 0,
uˆ|+y+=0 = C+S,uu
duˆ
dy
∣∣∣∣+
y+=0
+ C+S,uw
dwˆ
dy
∣∣∣∣+
y+=0
+ C+S,uppˆ
∣∣∣+
y+=0
, (3.4a)
wˆ|+y+=0 = C+S,wu
duˆ
dy
∣∣∣∣+
y+=0
+ C+S,ww
dwˆ
dy
∣∣∣∣+
y+=0
+ C+S,wppˆ
∣∣∣+
y+=0
, (3.4b)
vˆ|+y+=0 = C+S,vu
duˆ
dy
∣∣∣∣+
y+=0
+ C+S,vw
dwˆ
dy
∣∣∣∣+
y+=0
+ C+S,vppˆ
∣∣∣+
y+=0
. (3.4c)
The expressions for the upper wall (y+ = 2δ+) can be obtained by symmetry, and together
they provide off-wall conditions for the flow within the channel. The constants C+S,ij are
complex and depend on the virtual origin ℓ+, as well as on the streamwise and spanwise
wavelengths, λ+x and λ+z . The dominant terms in equation (3.4) are those in the diagonal,
that is C+S,uu and C+S,ww for u and w, which are equivalent to the slip lengths in the streamwise
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FIGURE 3.5 (a) Dimensionless transpiration coefficient CS,vp as a function of the spherical wavelength
λˆ = 2π/
√
α2x + α2z, both scaled with the depth of the virtual wall, ℓ+. (b) – – –, transpiration
coefficient C+S,vp; ——, spanwise slip coefficient C+S,ww/ℓ+, for λ+z ≈ 100 as a function of λ+x for
different virtual origins ℓ+ = 1, 2, 3 and 4. Arrows indicate increasing ℓ+ and the vertical dotted lines
correspond to lengthscales of the size of streaks and quasi-streamwise vortices.
and spanwise directions, respectively, and C+S,vp for v, which is equivalent to the impedance
coefficient of Jiménez et al. (2001) that relates the wall-normal velocity and the pressure.
To illustrate how the impedance for the wall-normal transpiration varies for different flow
lengthscales, the transpiration coefficient C+S,vp for different wavelengths is portrayed in fig-
ure 3.5(a). Note that the Stokes equation is isotropic in the x and z directions, and therefore
C+S,vp depends only on the spherical wavelength, λˆ = 2π/
√
α2x + α2z. In figure 3.5(a), values are
scaled with ℓ+. This figure shows that the reference plane is essentially impermeable to large
eddies, while the impermeability relaxes for smaller eddies and these can permeate through
more easily. Actual correlations of the pressure with the wall-normal velocity from direct
observations of DNSs are discussed by Sanmiguel Vila & Flores (2018) for smooth channels
and by Gómez-de-Segura et al. (2018c) for complex surfaces. The latter will be discussed
in chapter 4. Figure 3.5(b) compares the transpiration coefficient, C+S,vp, and the spanwise
slip coefficient, C+S,ww, experienced by eddies of the size of near-wall streaks, λ+x ≈ 1000 and
λ+z ≈ 100, and of quasi-streamwise vortices, λ+x ≈ 100 and λ+z ≈ 100, for different ℓ+. It shows
that both the streaks and quasi-streamwise vortices are subject to essentially the same slip
length as the mean, C+S,ww = ℓ+. This, although not shown, is also the case for the streamwise
slip coefficient C+S,uu. The transpiration C+S,vp, in contrast, is more sensitive to the wavelengths.
Although C+S,vp is zero for very large λˆ+, its value increases as the wavelengths decrease. This
can be observed especially for ℓ+ = 4 in figure 3.5(b), where the surface is already quite per-
meable for λ+z ≈ 100. These observations will allow us to simplify the off-wall conditions (3.4).
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From the four virtual origins under study, ℓ+ = 1, 2, 3 and 4, the first two exhibit
proportionately the same behaviour. Therefore, for clarity only results for ℓ+ = 2, 3 and 4
are presented. These are labelled as cases FP222, FP333 and FP444, respectively, where the
numbers correspond to the desired values for the virtual origins for u, w and v, respectively,
and the letters refer to the model used. The first letter F(ull) means that the full Stokes
conditions from equation (3.4) are used, and the second letter, P(ressure), means that the
boundary condition for v uses an implicit coupling between v and the pressure p.
To assess if these cases successfully model a smooth wall at y+ = −ℓ+, figure 3.6 portrays
one-point statistics obtained from the DNSs, showing two different representations. In the
panels on the left, panels (a.1-a.4), the mean velocity profile and the turbulent fluctuations
are represented in the conventional form, with the origin of the wall-normal height at the
reference plane, y+ = 0, and scaled with uτ measured at that height. In this framework, in
panel (a.1) the non-zero slip velocity, U+slip, is observed at the reference plane, y+ = 0, which
is essentially the depth of the virtual origin for the mean flow, ℓ+U , as discussed in section 1.3,
while far from that plane the adverse effect of the boundary conditions can be appreciated.
Additionally, the rms velocity profiles, the Reynolds stresses and the streamwise vorticity in
panel (a.2-a.4) are displaced towards the reference plane and show a change in magnitude
compared to a smooth channel. Since the aim was to model a smooth wall at y+ = −ℓ+,
smooth-channel profiles with an origin at y+ = −ℓ+ should be recovered. This origin implies
that uτ should be obtained from the total stress at that height. This cannot be measured
directly, but the linear stress profile within the channel can be extrapolated to y = −ℓ. The
friction velocity at that height is then uτ = uτy=0(1 + ℓ/δ)1/2, although for the values of ℓ+
considered and at a friction Reynolds number δ+ = 180, the effect of ℓ on uτ is small. The
effective half-channel height, in turn, becomes δ′ = δ+ ℓ. Defined this way, the only difference
between the profiles should be the offset in y by their origin, ℓ, and shifting them in y by ℓ
should then give a collapse of all the turbulence profiles. This is how results are represented
in panels (b.1-b.4). At a first glance, results suggest that boundary conditions (3.4) provide a
good model for ℓ+ ≲ 2, as illustrated by case FP222 in panels (b.1-b.4), where all the curves
show an excellent collapse with smooth-wall data. Note that in the panels on the left, the
peaks of the fluctuations for case FP222 show a slight increase in magnitude with respect to
a smooth wall. This is an artefact of the scaling and all deviations from the smooth-wall
data vanish when values are scaled by the friction velocity measured at y+ = −2, as shown
in the panels on the right, which demonstrates the relevance of the scaling to simplify the
interpretation of the data. For larger ℓ+, however, the Stokes model fails to mimic a smooth
wall at y+ = −ℓ+. This is shown by the deviations of the mean velocity profile and the
turbulent intensities for ℓ+ = 3 and ℓ+ = 4, cases FP333 and FP444, in panels 3.6(b.1-b.4).
For these cases, the model does not merely shift the overlying flow by the virtual origin, but
it also modifies it.
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FIGURE 3.6 First column (a.1-a.4), profiles scaled with uτ measured at the reference plane where the
boundary conditions are imposed, y+ = 0. Second column (b.1-b.4), profiles scaled with uτ measured
at the virtual wall, y+ = −ℓ+, and shifted by ℓ+. - - - -, smooth channel; ——, FP222; ——, FP333;
——, FP444. (a.1,b.1) Mean velocity profiles; (a.2,b.2) rms velocity fluctuations; (a.3,b.3) Reynolds
shear stress; (a.4,b.4) streamwise vorticity fluctuations.
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FIGURE 3.7 Premultiplied two-dimensional spectral densities of u2, v2 and w2, referred to as kxkzEuu,
kxkzEvv and kxkzEww, respectively. Shaded contours correspond to the smooth channel at y+ ≈ 10
and the solid lines to the DNSs shifted by their corresponding virtual origin, i.e. at y+ ≈ 10− ℓ+, and
scaled with uτ measured at y+ = −ℓ+. (a-c) ——, FP222; (d-f ) ——, FP333; (g-i) ——, FP444.
First column, kxkzEuu; second column kxkzEvv; third column, kxkzEww. The contour increments in
wall units are 0.3241, 0.0092 and 0.0404, respectively.
To gain further insight on whether the intensity of the one-point statistics comes from
flow lengthscales that are also present in smooth channel, we examine the spectral density
distributions of u2, v2 and w2, as given in Jiménez (2004). As an example, figure 3.7 shows the
energy distribution at a height of roughly 10 wall units above the virtual origin, y++ ℓ+ ≈ 10.
For ℓ+ = 2, case FP222, the agreement with the smooth channel is excellent, confirming
that turbulence remains essentially smooth-wall-like and that the effect of the boundary
conditions (3.4) is to ascribe the position of a smooth wall to y+ = −ℓ+. For cases FP333
and FP444, however, there are some differences. Panels (d-i) reveal that the variations in
intensity in the one-point statistics are caused by contributions from lengthscales that do
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not appear over smooth walls. The wall-normal velocity exhibits the most dramatic change.
Panels (e) and (h) show the appearance of a new energetic region, short in x and wide in z.
The source of the energy can be attributed to the large values of the impedance coefficient
C+S,vp assigned to small lengthscales, as observed in figure 3.5(a), which excites certain modes.
This will be further analysed in the following subsections. Notice that for cases FP333 and
FP444, it is not possible to obtain a virtual origin of turbulence per se, as by definition the
concept of a virtual origin assumes that the near-wall cycle and the turbulence dynamics
remain smooth-wall-like, which is no longer the case. This is why table 3.3 does not provide
a value for ℓ+T for cases FP333 and FP444.
3.3.2 Uncoupled boundary conditions from Stokes model
The implementation of the boundary conditions from equation (3.4) involves the full coupling
between the three velocities and the pressure, which makes setting different virtual origins
for each component difficult. In what follows, we neglect certain terms from equation (3.4),
while still maintaining a common virtual origin at y+ = −ℓ+. The aim is to decouple the
boundary conditions on the three velocity components to later impose different origins. We
do so by retaining only the dominant terms for each component, that is, the slip coefficients
CS,uu and CS,ww for u and w, respectively, and the transpiration coefficient CS,vp for v. Thus,
the boundary condition for u is expressed in terms of u alone, the boundary condition for
w in terms of w alone and that for v in terms of p. The idea is to later define these three
conditions separately, as if due to different virtual origins. For this model, only virtual origins
with ℓ+ = 2 and 3 were tested, labelled as DIP222 and DIP333, where D(iagonal) means that
only the three coefficients in the diagonal of equation (3.4) are retained, I(nhomogeneous)
means that the coefficients for u and w are wavelength-dependent, and P means that the
boundary condition for v is imposed in terms of p. As before, the numbers correspond to the
virtual origins for u, w and v that we intend to impose.
For ℓ+ = 2, case DIP222, the model reproduces reasonably well the effect of a virtual wall
at y+ = −2, as shown by the good collapse of the profiles with smooth-wall data illustrated
in figures 3.8(a.1-a.4). On a closer inspection, however, the turbulent fluctuations show a
small, but noticeable, deviation from the smooth-wall data. In particular, the depth of the
virtual origin of w and v is slightly less than 2 wall-units and, as a result, the shift of the
streamwise vorticity and the Reynolds stress, which relate to the origin of quasi-streamwise
vortices, is also slightly less than 2 wall units, ℓ+T ≈ 1.5 (see table 3.3). The origin of the
mean flow, on the other hand, is at y+ = −2. The difference between the virtual origin
perceived by the mean flow and that perceived by the quasi-streamwise vortices results in a
small upward shift of the log law, as can be appreciated in panel (a.1).
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FIGURE 3.8 (a.1-a.4) ——, DIP222; ——, DIP333; – – –, smooth channel. (b.1-b.4) ——, DHP222;
——, DHP333; ——, DHP444; – – –, smooth channel. (a.1-b.1) Mean velocity profiles; (a.2-b.2) rms
velocity fluctuations; (a.3-b.3) Reynolds shear stresses; (a.4-b.4) streamwise vorticity fluctuations. All
the profiles are scaled with uτ measured at the virtual wall, y+ = −ℓ+, and shifted by ℓ+.
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For ℓ+ = 3, on the other hand, results are, as expected, no better than those observed
with full off-wall conditions, case FP333. The current model also fails to mimic a virtual
origin at y+ = −3.
3.3.3 Uncoupled boundary conditions from Stokes model with homoge-
neous slip lengths
To further simplify the boundary conditions, we now impose homogeneous tangential slip
lengths (ℓ+x and ℓ+z ) to model the virtual origins of u and w, removing any dependencies of the
slip coefficients on the lengthscales. For v, on the other hand, we keep a wavelength-dependent
transpiration, C+S,vp, as before. This follows from previous studies on slip-only simulations
(Min & Kim, 2004; Busse & Sandham, 2012), and is also supported by the observations in
figure 3.5(b). This figure shows how C+S,ww is essentially homogeneous across the energetically
relevant lengthscales in the flow and assuming it to be homogeneous is therefore a sensible
approximation. The same can also be argued for C+S,uu, but not C+S,vp. For the latter, its
wavelength-dependent nature needs to be accounted for. We refer to these simulations as
DHP222, DHP333 and DHP444, where compared to the previous cases, the second letter has
been switched to H(omogeneous) to refer that the boundary conditions for u and w are now
homogeneous, that is, the same for all wavelengths.
The results obtained with this model are similar to those from the previous subsection,
as shown in figures 3.8(b.1-b.4). For ℓ+ = 2, case DHP222 mimics reasonably well a wall
at y+ = −2, although, as for DIP222, the origin perceived by quasi-streamwise vortices is
slightly shallower than 2 wall units. For larger ℓ+, cases DHP333 and DHP444 also failed to
model a virtual wall at y+ = −3 and y+ = −4, respectively. Additionally, with uncoupled
boundary conditions, the profiles of v′+ near the wall diverge even more than when full
Stokes conditions were imposed, i.e. in cases FP333 and FP444 from before. Although
not shown here, with uncoupled boundary conditions, the new energetic region observed
previously in the v-spectrum of FP333 and FP444 intensifies, supporting the idea that the
disparity between these cases and the corresponding smooth channel is indeed due to the
large permeability values at small lengthscales. In order to eliminate the appearance of the
new lengthscales observed for DHP333 and DHP444, a low-pass filtering on CS,vp was also
tested in a separate simulation. In this case, the boundary condition v+ = C+S,vp p+ was
applied only to large eddies, while eddies smaller than λ+x < 50 and λ+z < 10 were free to
permeate through a boundary condition of the form dv+/dy = 0, avoiding possible feedback
amplification between v and p. However, this was not sufficient to impede the amplification
of all the small lengthscales.
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FIGURE 3.9 Schematics showing (a) the definition of the virtual origins ℓ+u , ℓ+w and ℓ+v as the shift of
the rms velocity fluctuations with respect to a smooth channel; (b) the difference between ℓ+v and ℓ+y .
——, smooth channel; ——, curves with equal origins for the three velocity components.
3.3.4 Robin conditions for the three velocities
Given that the model constructed from the Stokes equation breaks down for a virtual origin
deeper than two wall units, a different strategy has been pursued. By analogy with the
slip-length model for the tangential velocities, we propose Robin conditions for the three
velocity components,
u|y=0 = ℓx
∂u
∂y
∣∣∣∣
y=0
, w|y=0 = ℓz
∂w
∂y
∣∣∣∣
y=0
and v|y=0 = ℓy
∂v
∂y
∣∣∣∣
y=0
, (3.5)
so that u, w and v are related to their respective wall-normal gradients by three slip lengths,
ℓx, ℓz and ℓy. Note that for v, ℓy does not convey a slip effect, but, by extension, in the
present work, we also refer to ℓy as the ‘slip length’ in the wall-normal direction. In what
follows, we will set a homogeneous ℓ+y , that is, equal for all wavelengths, except for the mean
(i.e. λx →∞ and λz →∞), since from continuity is set to zero.
While the concepts of slip lengths and virtual origins have been used interchangeably in
the literature, there is a subtle, but important, difference. We will denote by ℓ+x , ℓ+z and ℓ+y
the slip lengths in the streamwise, spanwise and wall-normal directions, respectively, defined
as the proportionality coefficients in Robin boundary conditions (3.5). From a physical point
of view, the slip lengths simply correspond to the y-locations where the velocity components
become zero when linearly extrapolated from the reference plane. In contrast, we define
the virtual origins of u, w and v as the locations below the reference plane where each
velocity component perceives a virtual, smooth wall. These are at y+ = −ℓ+u , y+ = −ℓ+w
and y+ = −ℓ+v , respectively. These correspond to the heights where the rms profiles of the
velocity fluctuations u′+, w′+ and v′+ would go to zero assuming that the shape of the profiles
remained smooth-wall-like independently from each other, as illustrated in figure 3.9(a). The
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slip lengths for the Robin boundary conditions are therefore chosen according to the virtual
origins that we intend to impose, ℓ+u , ℓ+w and ℓ+v , which in the framework of a smooth wall,
would be ℓ+u = ℓ+w = ℓ+v = ℓ+. For a virtual origin of a few wall units, we expect the slip
lengths ℓ+x and ℓ+z to be approximately equal to the origins ℓ+u , ℓ+w , as the tangential velocities
u+ and w+ are essentially linear in the immediate vicinity of the wall. We therefore assume
that ℓ+x ≈ ℓ+u and ℓ+z ≈ ℓ+w , and set ℓ+x and ℓ+z equal to 2, 3 and 4. The case of v, however,
is slightly more delicate. Due to v′ being quadratic with y, the height of the virtual origin
of v, ℓ+v , differs from the slip length ℓ+y , even for small values. We set ℓ+y by matching the
ratio between v and ∂v/∂y at a height ℓ+v above the smooth wall. From figure 3.9(b), we
can observe that ℓ+y and ℓ+v relate to each other by ℓ+y = ℓ+v − ℓ+sm, where ℓ+sm is obtained
from extrapolating the slope of the smooth-wall v′+-profile at y+ = ℓ+v . This is the depth
where, from the point of view of the plane y+ = ℓ+v , the v′-profile would extrapolate to zero.
Note that the value of ℓ+sm is a function of ℓ+v , as it depends on the local slope at which the
extrapolation of the profile is calculated. The values of the slip lengths and virtual origins for
the simulations here analysed are compiled in table 3.3. These cases are labelled DHV222,
DHV333 and DHV444, where the third letter has been switched to V to indicate that the
boundary condition for v is now set by Robin boundary condition in terms of v alone.
Comparing to the previous models, this technique produces a significant improvement on
the results, as shown by the good collapse of the turbulent profiles in figure 3.10 and the
spectral energy distribution in figure 3.12. This model reproduces with reasonable accuracy
not only a virtual origin at y+ = −2, but also at y+ = −3 and y+ = −4. However, on a closer
inspection, the resulting origins for the transverse velocities, and consequently the origin of
turbulence, ℓ+T , are slightly smaller than expected (see table 3.3). This is due to the curvature
of w′+. Beyond y+ ≳ 1, w′+ is not exactly linear, and hence the actual origin of the spanwise
velocity that we have imposed is shallower than originally intended, i.e. ℓ+w < ℓ+z , as can be
appreciated in figure 3.11. This suggests that we should have accounted for the curvature of
w′ and define ℓ+z in a similar fashion to ℓ+y . In retrospect, contemplating the effect of the
curvature, the depth of the origin of the spanwise velocity is ℓ+w = 1.7, 2.3 and 2.9 for cases
DHV222, DHV333 and DHV444, respectively, as indicated by the values between parentheses
in table 3.3. This effect of the curvature is also present for u′, although is weaker, and for
the origins here considered, ℓ+ ≲ 4, this effect is negligible. Considering ℓ+x = ℓ+u is therefore
an accurate approximation.
In these simulations, the displacement of quasi-streamwise vortices towards the reference
plane would be limited by the spanwise velocity, since ℓw is the most restrictive origin between
those of v and w, i.e. ℓ+w < ℓ+v . This is evidenced from the displacement of the streamwise
vorticity and Reynolds stress curves, where the origin of turbulence is approximately coincident
with that of w, ℓ+T ≈ ℓ+w .
Moreover, when displaced by ℓ+T , the one-point statistics in figure 3.10 and the spectral
density distributions of u2, v2 and w2 in figure 3.12 show a better collapse with the smooth-
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FIGURE 3.10 First column (a.1-a.4), profiles scaled with uτ measured at the reference plane where the
boundary conditions are imposed, y+ = 0. Second column (b.1-b.4), profiles scaled with uτ measured
at the origin of turbulence, y+ = −ℓ+T , and shifted by ℓ+T . – – –, smooth channel; ——, DHV222;
——, DHV333; ——, DHV444. (a.1,b.1) Mean velocity profiles; (a.2,b.2) rms velocity fluctuations;
(a.3,b.3) Reynolds shear stresses; (a.4,b.4) streamwise vorticity fluctuations.
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FIGURE 3.11 Rms velocity fluctuations near the reference plane. Zoom of the near-wall region from
figure 3.10(a.2). - - - -, smooth channel; ——, DHV222; ——, DHV333; ——, DHV444. The
dashed-dotted lines show the linear extrapolation of the profiles, which for the spanwise velocity
vanish at y+ = −ℓ+z , giving the spanwise slip length; and the dotted lines show the extrapolation
retaining the curvature of smooth-wall profiles, which vanish at the virtual origin y+ = −ℓ+w .
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FIGURE 3.12 Premultiplied two-dimensional spectral densities of u2, v2 and w2. Shaded contours
correspond to the smooth channel at y+ ≈ 10 and the solid lines to the present DNSs shifted by their
corresponding virtual origin of turbulence, i.e. at y+ ≈ 10 − ℓ+T , and scaled with uτ measured at
y+ = −ℓ+T . ——, DHV222;——, DHV333;——, DHV444. (a) kxkzEuu, (b) kxkzEvv; (c) kxkzEww.
The contour increments in wall units are 0.3241, 0.0092 and 0.0404, respectively.
wall data than when displaced by their corresponding virtual origins. This suggests that
the near-wall cycle, located between y+ + ℓ+T ≈ 10− 25, is displaced in block by the origin
perceived by turbulence, ℓ+T ; even though at the reference plane the velocity components
decay to their respective virtual origins, enforced by the boundary conditions. Thus, in
figures 3.10 and 3.12 we use ℓ+T as the origin for the wall-normal height, with uτ measured at
that height. The differences between the virtual origins of the three velocity components
and turbulence, however, are too narrow in these cases for the evidence to be conclusive.
The hypothesis that turbulence is displaced in block by ℓ+T needs to be tested by imposing
significantly different virtual origins for the different velocity components. This is investigated
in the next section.
3.4 Different origins for tangential and wall-normal velocities 65
While for the turbulent fluctuations the origin is at y+ = −ℓ+T , for the mean flow its
origin agrees with the streamwise slip length, i.e. ℓ+U = ℓ+x , as the mean velocity profile is
much closer to linear in the viscous sublayer than w′+ or v′+. The slight upward shift of the
logarithmic region observed for the three cases in figure 3.10(a.1) can be attributed to the
difference in the origin perceived by the mean flow and turbulence. Therefore, when taking
the origin of turbulence as the reference for the wall-normal height, the only difference in U+
compared to a smooth wall is the offset ∆U+ = ℓ+U − ℓ+T , and subtracting this offset gives a
collapse of the velocity profiles, as shown in figure 3.10(b.1). This confirms the original idea
from Luchini (1996): “the law of the wall describing the mean-flow profile of the turbulent
stream is modified by the presence of riblets only through a displacement of the origin of
an amount equal to the protrusion-height difference. This is what one could expect if the
structure of turbulent eddies were unaltered in the reference frame that has the transverse
equivalent wall as origin, whereas the mean flow profile obviously starts at the longitudinal
equivalent wall.”
3.4 Different virtual origins for the tangential and wall-normal
velocities with Robin boundary conditions
Now that we have found a technique to impose virtual origins for the three velocities, we
can set different origins for each component and see how it affects the overlying flow. In this
section, we consider cases with ℓ+x = ℓ+z = 2, 3 and 4 as before, but with v = 0. These cases
are referred to as DHV220, DHV330 and DHV440, respectively, where, as before, the three
numbers correspond to the depths of the virtual origins imposed for u, w and v; although due
to the curvature effect of w, its origin is shallower than y+ = −2, 3 and 4, respectively, as
indicated in table 3.3. Note that these simulations are analogous to the slip-only simulations
studied by Busse & Sandham (2012).
As mentioned before, the displacement of the quasi-streamwise vortices towards the
reference plane is determined by the origins of the spanwise and wall-normal velocities, which
are set at y+ = −ℓ+w and y+ = −ℓ+v = 0, respectively. The vortices approach the wall, as
they are allowed to slip in the spanwise direction, but their downward displacement is now
restricted by v being zero at the simulation boundary. The origin that the vortices perceive,
y+ = −ℓ+T , is therefore at an intermediate height between y+ = −ℓ+w and y+ = −ℓ+v . From
the displacement of the profiles of ω′+x and u′v′
+ in figure 3.13, this origin is at a depth below
the reference plane of ℓ+T ≈ 1.3 for case DHV220, ℓ+T ≈ 1.7 for case DHV330 and ℓ+T ≈ 1.9 for
DHV440. This is the saturation effect of the spanwise slip discussed in section 3.2. Notice
that the v′+-profiles in panel (a.2) are also shifted in y relative to the smooth-wall profile.
This is because, although v = 0 at the reference plane, u and w are not, and from continuity,
the slope dv/dy is no longer zero. This results in the shift in y of the v′+-profiles, which
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FIGURE 3.13 First column (a.1-a.4), profiles scaled with uτ measured at the reference plane where the
boundary conditions are imposed, y+ = 0. Second column (b.1-b.4), profiles scaled with uτ measured
at the origin of turbulence, y+ = −ℓ+T , and shifted by ℓ+T . – – –, smooth channel; ——, DHV220;
——, DHV330; ——, DHV440. (a.1,b.1) Mean velocity profiles; (a.2,b.2) rms velocity fluctuations;
(a.3,b.3) Reynolds shear stresses; (a.4,b.4) streamwise vorticity fluctuations.
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FIGURE 3.14 ∆U+ as a function of ℓ+x − ℓ+w,eff , where ℓ+w,eff is given by equation (3.6). Simulations
at δ+0 = 180. From blue to red the spanwise slip length, and hence ℓ+w , increases. The dashed line
represents ∆U+ = ℓ+x − ℓ+w,eff . Data obtained from Busse & Sandham (2012).
coincides with ℓ+T . This means that the resulting virtual origin perceived by v is not y+ = 0,
but y+ = −ℓ+T .
It was mentioned in section 3.1 that the saturation effect in slip-only simulations could
be accounted for by the empirical, effective spanwise slip length given by equation (3.1).
There is good agreement between the values of ℓ+z,eff calculated and those of ℓ
+
T obtained a
posteriori. However, given that the curvature of w′ needs to be accounted for, it would be
more appropriate to express the prediction of ℓ+T in terms of ℓ+w instead of ℓ+z . This yields a
similar expression to equation (3.1),
ℓ+w,eff =
ℓ+w
1 + ℓ+w/5
. (3.6)
The good agreement between the values of ℓ+T measured and those provided by ℓ
+
w,eff for the
present simulations can be observed in table 3.3, where the latter are listed in the column,
ℓ+T,pred. Additionally, using the data from Busse & Sandham (2012), figure 3.14 shows how
∆U+ agrees with the linear expression ℓ+x − ℓ+w,eff . Equation (3.6) provides therefore an
expression to predict ℓ+T when ℓ+v = 0.
The present results agree with the observations from the previous section 3.3.4 and support
the idea that the near-wall cycle is shifted in block by ℓ+T , but remains otherwise smooth-
wall-like. This is evidenced by the excellent collapse with the smooth-wall data observed in
the one-point statistics and the spectral density distributions in figures 3.13(b.1-b.4) and 3.15,
where they have all been shifted by ℓ+T , with uτ measured at that origin. This implies that the
effect of virtual origins on the overlying turbulence is represented well by a single parameter,
the origin of turbulence, ℓ+T ; although there are small differences immediately above the
reference plane, caused by the need to meet the specific boundary conditions imposed. The
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(a) (b) (c)
FIGURE 3.15 Premultiplied two-dimensional spectral densities of u2, v2 and w2. Shaded contours
correspond to the smooth channel at y+ ≈ 10 and the solid lines to the present DNSs shifted by their
corresponding virtual origin of turbulence, i.e. at y+ ≈ 10 − ℓ+T , and scaled with uτ measured at
y+ = −ℓ+T . ——, DHV220;——, DHV330;——, DHV440. (a) kxkzEuu, (b) kxkzEvv; (c) kxkzEww.
The contour increments in wall units are 0.3241, 0.0092 and 0.0404, respectively.
u′+-profiles in figure 3.13(b.2), for instance, decay linearly towards its origin, y+ = −ℓ+x ,
which is deeper than y+ = −ℓ+T . The viscous sublayer, where viscosity acts, is therefore
increased, modifying the gradient at y+ = 0 and resulting also in an slight increase of the
magnitude of the peak. This, however, does not appear to alter the near-wall dynamics.
The imposed virtual origins ℓ+u , ℓ+v and ℓ+w (or alternatively the slip lengths ℓ+x , ℓ+y and
ℓ+z ) appear to have separate effects on the overlying flow. The latter two set the origin of
turbulence, ℓ+T , and hence determine the displacement of the near-wall cycle, while ℓ+u is
essentially inactive on modifying the turbulence cycle, and acts on determining the shift of
the mean flow instead. This is apparent on the mean velocity profiles shown in panel (a.1),
where the origin of the mean flow is at a depth of 2, 3 and 4 wall units below the reference
plane for the cases DHV220, DHV330 and DHV440, respectively, and hence ℓ+U = ℓ+u (where
ℓ+u = ℓ+x ). Taking the virtual origin of turbulence, y+ = −ℓ+T , as the height origin, panel (b.1)
shows that the difference between the mean velocity profiles reduces to an offset ℓ+U − ℓ+T ,
constant along the entire height, and which corresponds to the value of U at the origin of
turbulence. Drag reduction can then be obtained despite the slip lengths in the streamwise
and spanwise directions being equal, as reported in the literature (Min & Kim, 2004; Busse
& Sandham, 2012) and in contradiction with Luchini’s theory (1.5), due to the wall-normal
velocity having a shallower virtual origin.
3.5 Generalisation of the virtual-origin model
Combining the information obtained from the present results, in this section we review the
linear theory of slip lengths originally proposed by Luchini (1996).
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The excellent collapse observed when the height y+ = −ℓ+T is set as the height origin
supports Luchini’s original idea that the near-wall turbulence and the turbulence dynamics
remain smooth-wall-like. We have shown that the effect of virtual origins on turbulence can
be reduced to a shift by ℓ+T alone. By this, we implicitly refer not only to a shift by ℓ
+
T ,
but also to a rescaling of the results by the friction velocity defined at y+ = −ℓ+T . Recently,
García-Mayoral et al. (2019) highlighted the effect of choosing different heights as origin.
In that work, we reported that setting an origin different to that perceived by turbulence,
y+ = −ℓ+T , may result in an apparent change in magnitude of turbulence intensities, as well as
an apparent change in the slope of the mean profile in the logarithmic region, which translates
into a modification of Kármán’s constant, κ. When using a logarithmic scaling to represent
the wall-normal height y+, the mean velocity profile in the logarithmic region is an oblique
line. Due to the logarithmic scaling, setting different height origins produces a stretching of
the oblique line, changing the slope of U+ in the logarithmic layer, which manifests as an
apparent change in κ. García-Mayoral et al. (2019) illustrated this effect through a Taylor
expansion of the logarithmic function. Choosing y+ = −ℓ+0 as the origin, the expansion
of log(y+ + ℓ+0 ) for y+ > ℓ+0 is log(y+) + ℓ+0 /y+. As y+ increases, the second term, ℓ+0 /y+,
eventually vanishes, but it can be appreciable for a large part of the logarithmic layer. The
term ℓ+0 /y+ induces therefore an apparent change in κ if the friction Reynolds number is not
sufficiently large. The results obtained in this chapter suggest that the appropriate origin
is given by the origin of turbulence, i.e. ℓ+0 = ℓ+T , as it recovers the smooth-wall slope in
the logarithmic region. This is also proposed by Fairhall et al. (2019) for superhydrophobic
surfaces and by García-Mayoral et al. (2019) in the review on the effect of surface textures.
The height origin for a complex surface should therefore be set at the plane y+ = −ℓ+T , with
uτ defined at that height, and this should also be the position of a reference smooth wall for
comparison. We will use this reference plane when obtaining ∆U+ for permeable substrates
in chapter 7 and those for different complex surfaces in chapter 4.
With the proposed scaling, the mean velocity profile is smooth-wall-like, as shown in
figures 3.10(b.1) and 3.13(b.1), save for the offset by its value at y+ = −ℓ+T , which is ℓ+U − ℓ+T ,
and this offset propagates to any height y+ above that plane. Luchini’s linear law, given by
equation (1.5), can then be generalised to
∆U+ = ℓ+U − ℓ+T . (3.7)
This supports the existing understanding that the change in drag is caused by the difference
between the virtual origins perceived by the mean flow and that perceived by the overlying
turbulence. In general, we can expect ℓ+U ≈ ℓ+x , because in the viscous sublayer the mean
velocity profile is essentially linear, which means that ℓ+U can be predicted by ℓ+x . However,
the origin of turbulence, determined by the proximity of quasi-streamwise vortices to the
reference plane, is not fully defined by ℓ+z alone, as originally postulated by Jiménez (1994)
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and Luchini (1996), but by a combination of the origins perceived by the spanwise and
wall-normal velocities, ℓ+w and ℓ+v .
Our preliminary results suggest that we could predict ℓ+T from these two virtual origins
imposed a priori, ℓ+w and ℓ+v , or, alternatively from the slip lengths ℓ+z and ℓ+y , as there is a
one-to-one relationship between slip lengths and virtual origins. That is, knowing the slip
lengths (ℓ+x , ℓ+z and ℓ+y ) the depths of the virtual origins (ℓ+u , ℓ+w and ℓ+v ) can be obtained
and vice-versa.
When the spanwise velocity has a non-zero virtual origin, but that of the wall-normal
velocity is set to zero, i.e. ℓ+w > ℓ+v = 0, ℓ+T can be approximated by equation (3.6), as
discussed in section 3.4, where ℓ+w,eff = ℓ+w/(1 + ℓ+w/5). Let us take this a step further and
expand this expression for ℓ+w > ℓ+v in general, when ℓ+v ̸= 0. In this case, we would recover the
previous configuration with ℓ+v = 0 by simply changing the frame of reference to y+ = −ℓ+v .
Therefore, applying this change of reference to the expression (3.6) gives
ℓ+T ≈ ℓ+v +
(
ℓ+w − ℓ+v
)
1 + 15(ℓ
+
w − ℓ+v ) . (3.8)
The origin of turbulence ℓ+T would then be at an intermediate plane between ℓ+v and ℓ+w , as
illustrated in figure 3.16(a). The use of ℓ+w instead of ℓ+z for the prediction of ℓ+T can be
justified from this change of reference. For example, a configuration with ℓ+u = 4, ℓ+w = 4
and ℓ+v = 2 should be identical to ℓ+u = 2, ℓ+w = 2 and ℓ+v = 0, and the origin of turbulence
should be at the same intermediate plane relative to y+ = −ℓ+v . Notice however that, due to
the convex nature of the w′+-profile, the relative value of ℓ+z is greater for the former than
for the latter, and hence using ℓ+z in equation (3.8) instead of ℓ+w would result in different
locations for ℓ+T , as sketched in figure 3.17. This was not an issue when ℓ+v = 0.
When the origin of v is coincident with that of w, i.e. ℓ+v = ℓ+w , no saturation effect is
observed and ℓ+T = ℓ+v = ℓ+w , as illustrated in figure 3.16(b).
In contrast, if the origin of v is deeper than that imposed for w, i.e. ℓ+v > ℓ+w , we would
expect the displacement of quasi-streamwise vortices to be essentially governed by the ability
of the induced spanwise flow to approach the reference plane. That is, the vortices would
approach the reference plane by no more than ℓ+w , as below that height the wall-normal
velocity is not accompanied by a spanwise flow. We would therefore expect ℓ+T to depend
essentially on ℓ+w , i.e. ℓ+T ≈ ℓ+w , as observed for cases DHV222, DHV333 and DHV444. The
w-control case from Choi et al. (1994) also provides some insight into this scenario, where
ℓ+w < ℓ
+
v . The drag reduction obtained with w-control, where ℓ+w ≈ 0, but ℓ+v is finite, was
practically equal to that obtained with v-w-control, where both ℓ+v ≈ ℓ+w ≈ 0. This suggests
that with w-control, the origin of the vortices is essentially the same as with v-w-control,
that is, that in both cases ℓ+T ≈ 0. This further supports that, when ℓ+w < ℓ+v , the origin
of turbulence is set by the origin of the spanwise velocity, i.e. ℓ+T ≈ ℓ+w , as illustrated in
figure 3.16(c).
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(a) (b) (c)
FIGURE 3.16 Schematics of the location of the origin for turbulence, y = −ℓT , when imposing different
origins for the spanwise and wall-normal velocities. The planes where v = 0 and w = 0 correspond
to the imposed virtual origins, y+ = −ℓ+v and y+ = −ℓ+w , respectively. The origin of turbulence,
y+ = −ℓ+T , is represented by the red line. (a) ℓ+v < ℓ+w , (b) ℓ+v = ℓ+w , (c) ℓ+v > ℓ+w .
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FIGURE 3.17 Sketch of the slip length ℓ+z required for a configuration with ℓ+w > ℓ+v ̸= 0 in red, and
the equivalent configuration when the frame of reference is shifted to y+ = −ℓ+v in blue, so that
ℓ+w > ℓ
+
v = 0. The red and blue crosses correspond to the origin of turbulence, ℓ+T , predicted for each
configuration if the slip lengths, ℓ+z , is used in equation (3.8).
Combining this information, a predictive expression for ℓ+T is
ℓ+T ≈

ℓ+v +
(
ℓ+w − ℓ+v
)
1 + 15(ℓ
+
w − ℓ+v )
if ℓ+w > ℓ+v ,
ℓ+w if ℓ+w ≲ ℓ+v .
(3.9)
For the cases here considered, the predicted values of ℓ+T using this equation are displayed in
table 3.3 (under the column ℓ+T,pred), showing good agreement with the values of ℓ
+
T obtained
from the DNSs. This expression, however, is only preliminary and more simulations are
required to validate it. This has already been done by Mr. Joseph Ibrahim from CUED, who
carried on with the work on virtual origins and run additional simulations to validate these
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hypotheses. The measured values of ℓ+T from the new simulations that were conducted agree
reasonably well with those predicted by equation (3.9) (Ibrahim & García-Mayoral, 2019).
In conclusion, in this chapter we have generalised Luchini’s virtual-origin theory and
developed a technique to model these virtual origins based on Robin boundary conditions.
There are, however, two main limitations to the model of Robin boundary conditions. Firstly,
the virtual-origin model implicitly assumes that the near-wall cycle remains canonical, that
is, it remains as that over a smooth wall, and hence the imposed virtual origins can only be
of a few wall units, i.e. ℓ+ < 10, so that the near-wall cycle is not completely ingested into
the substrate. Secondly, the use of Robin boundary conditions relies on the velocity profiles
being smooth-wall-like independently from each other, since the slip lengths are obtained
based on the wall-normal gradients of the smooth profiles. This implies that the present
model and the expression for ℓ+T defined in equation (3.9) are valid as long as the virtual
origins set for the three velocity components differ only by a few wall units from each other.
If the origins perceived by the components differ substantially, the resulting wall-normal
gradients at the reference plane may be modified from those of a smooth wall, due to the
coupling between the velocities just above the reference plane. The actual origins would then
be different to those expected. Additionally, assuming that these Robin boundary conditions
are applicable to model the effect of real complex surfaces, there is the additional effect of the
texture granularity that the model is not able to capture. Further investigation is therefore
needed to find if the virtual-origin model developed here can adequately explain the change
in drag produced by different complex surfaces. For that purpose, in the next chapter we
explore a variety of complex surfaces and study the applicability of the virtual-origin theory.
Chapter 4
Virtual Origins Part II:
applicability of the virtual-origin
model for complex surfaces∗
Chapter 3 showed that the effect that virtual origins have on the flow can be reduced to
an offset between the virtual origin perceived by the mean flow and that perceived by the
overlying turbulence, ∆U+ = ℓ+U − ℓ+T . Taking the origin of turbulence as the reference height,
turbulence is essentially unchanged with respect to a smooth wall. This chapter reviews
several complex surfaces and investigates the applicability of the virtual-origin model for
each of them. The aim is to express the effect of a variety of complex surfaces in the unified
framework of virtual origins. This unified theory would aid in the formulation of simplified
models that capture the effect of surfaces in general on the overlying turbulent flow and on
drag, without requiring fully-resolved simulations or experiments.
For small texture sizes, we show that the change in drag for both drag-increasing and
-decreasing surfaces can be effectively expressed as a linear function of the offset between
the two origins, as anticipated by the virtual-origin theory in chapter 3. For texture sizes
lying in this linear regime, the surfaces can be modelled using homogeneous Robin boundary
conditions. As the texture sizes become larger, drag-degrading effects emerge that go beyond a
mere virtual-origin effect and that are particular to each surface, such as the Kelvin-Helmholtz
instability observed for permeable substrates. We present some preliminary work to model
the effect of these Kelvin-Helmholtz instabilities using an impedance boundary condition
between the wall-normal velocity and the pressure. The results compiled in this chapter allow
a direct comparison between the drag reduction produced by permeable substrates and that
produced by other drag-reducing surfaces, such as riblets or superhydrophobic surfaces.
∗Parts of the content of this chapter have been published in Proceedings of Summer Program, 277− 286,
with Akshath Sharma and Ricardo García-Mayoral as co-authors.
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4.1 Virtual-origin theory and complex surfaces studied
In chapter 3 we discussed how in flows over smooth surfaces an origin on the wall-normal
coordinate can be defined at the surface itself, where all three velocity components vanish. In
flows over complex surfaces with small texture sizes, however, the velocity components may
appear to vanish at different heights. Different virtual origins can then be defined for the
different components. Taking, as reference, the plane of the outermost tips of the texture,
where we set y+ = 0, these origins will be at y+ = −ℓ+u , y+ = −ℓ+v , and y+ = −ℓ+w for the
streamwise, wall-normal and spanwise velocities, respectively. We have also discussed that
the effect of virtual origins on the flow can be modelled through the use of Robin boundary
conditions on the three velocities,
u|+y+=0 = ℓ+x
∂u
∂y
∣∣∣∣+
y+=0
w|+y+=0 = ℓ+z
∂w
∂y
∣∣∣∣+
y+=0
and v|+y+=0 = ℓ+y
∂v
∂y
∣∣∣∣+
y+=0
, (4.1)
where the proportionality coefficients ℓ+x , ℓ+z , ℓ+y are the slip lengths.
We observed that the effect of the virtual origins on the overlying flow can be fully
described by two virtual origins, the virtual origin perceived by the mean flow, ℓ+U , and that
perceived by turbulence, ℓ+T , where the former is given by ℓ
+
U ≈ ℓ+x and the latter can be
estimated using equation (3.9). Based on this, we proposed that, over a complex surface, the
shift of the mean velocity profile in the logarithmic region, and hence the change in drag,
can be solely ascribed to the offset ℓ+U − ℓ+T , as given by equation (3.7).
This equation, however, is valid only if the virtual origins are displaced by no more than a
few wall units, so the near-wall cycle is perturbed but not destroyed. Thus, we would expect
the virtual-origin theory for complex surfaces to hold only when the texture size is vanishingly
small compared to the characteristic lengthscales of near-wall turbulence. As the size of
the texture is increased, the linear behaviour can be expected to eventually break down,
either due to the texture modifying the overlying turbulence (Fairhall et al., 2019) or due to
additional deleterious effects. These effects depend on the type of complex surface considered.
For example, in riblets and anisotropic permeable substrates, the departure from the linear
regime can be attributed to the appearance of Kelvin-Helmholtz-like instabilities, as observed
by García-Mayoral & Jiménez (2011) for riblets and in chapter 7 for permeable substrates.
These instabilities are also known to occur over canopies and would presumably cause the
disruption of the linear regime (Sharma & García-Mayoral, 2019). Over superhydrophobic
surfaces, in contrast, the deformation of gas pockets (Seo et al., 2015) or the formation of
capillary waves (Seo et al., 2018) have been proposed as mechanisms for the breakdown of
the linear regime.
In this chapter, we study the applicability of the virtual-origin theory in predicting the
flow over different complex surfaces typically used in flow control, in particular, riblets, which
are small protrusions aligned with the flow; streamwise-preferential anisotropic permeable
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FIGURE 4.1 Sketches of the complex surfaces studied in this chapter: (a) riblets from García-Mayoral
(2011), (b) streamwise-preferential anisotropic substrate, (c) regularly distributed superhydrophobic
surface, (d) irregularly distributed superhydrophobic surface and (e) canopies.
substrates, as those studied in chapter 7; superhydrophobic surfaces, which are nano-scale
surface roughness that can entrap air pockets in-between the roughness protrusions, allow-
ing the overlying flow to slip; and canopies, which are essentially tall roughness elements.
Examples of these surfaces are sketched in figure 4.1. The simulations of superhydrophobic
surfaces considered here model the surface as alternating free- and no-slip regions, as shown
in figure 4.1(c). Two configurations are considered: a regular distribution, where square
no-slip elements are arranged in a collocated array, as that in figure 4.1(c); and an irregular
distribution, where the square no-slip elements are quasi-randomly distributed. The simu-
lations of streamwise-preferential permeable substrates considered here are modelled using
Brinkman’s homogenised equation and they will be studied in more detailed in chapter 7.
Three configurations are studied, each with a different anisotropy ratio. The DNS data sets
studied are taken from García-Mayoral & Jiménez (2011) for riblets; Fairhall et al. (2019)
and Seo & Mani (2018) for regularly and irregularly distributed superhydrophobic surfaces,
respectively; Sharma & García-Mayoral (2019) for canopies; and permeable substrates from
chapter 7. The parameters of the simulations studied, except those for permeable substrates,
are summarised in table 4.1. The corresponding parameters for the permeable substrates are
compiled in table 7.1.
In section 4.2, we obtain the effective slip lengths for the surfaces and explore the
extent to which the flow over these surfaces perceives them as imposing Robin boundary
conditions (4.1). In section 4.3, we define the virtual origins perceived by the mean flow, ℓ+U ,
and by turbulence, ℓ+T , from the slip lengths obtained in the previous section. From these
virtual origins, we compare ∆U+ obtained from the linear theory of equation (3.7), with the
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Case ϕs L+ δ+ ℓ+U ℓ
+
T ∆U
+
Regular SHS
rSHS1 1/9 6.0 180.0 2.7 1.46 1.24
rSHS2 1/9 12.0 180.0 4.4 1.84 2.56
rSHS3 1/9 18.0 180.0 5.8 2.00 3.60
rSHS4 1/9 24.0 180.0 6.9 2.07 4.00
rSHS5 1/9 35.0 180.0 8.5 2.22 4.80
rSHS6 1/9 47.0 180.0 10.0 2.45 5.60
Irregular SHS iSHS1 1/9 12.9 197.5 4.5 2.01 2.49iSHS2 1/9 25.8 197.5 6.3 2.41 4.04
Case s+ ℓ+g δ+ ℓ+U ℓ
+
T ∆U
+
Riblets
Rib1 8.09 4.95 185.4 0.73 0.36 0.46
Rib2 12.05 7.38 184.1 1.08 0.54 0.60
Rib3 16.01 9.80 183.5 1.41 0.71 0.72
Rib4 21.29 13.04 183.0 1.86 0.93 0.82
Rib5 24.07 14.74 183.9 2.08 1.04 0.78
Rib6 28.41 17.40 186.0 2.42 1.21 0.49
Rib7 33.41 20.46 191.4 2.75 1.37 0.13
Case ϕs L+ h+ δ+ ℓ+U ℓ
+
T ∆U
+
Canopies
Can1 1/20.25 2.6 10.1 175.9 0.52 0.60 −0.07
Can2 1/20.25 5.6 22.2 190.7 0.88 1.50 −2.25
Can3 1/20.25 11.0 43.4 188.2 1.23 3.50 −6.36
TABLE 4.1 DNS cases studied in this chapter. Regularly distributed superhydrophobic surfaces (rSHS)
from Fairhall et al. (2019), where ϕs is the solid area fraction (i.e. ϕs = post area/total surface area)
and L+ is the spacing of a texture unit, as defined in figure 4.1(c); irregularly distributed superhy-
drophobic surfaces (iSHS) from Seo & Mani (2018); riblets (Rib) from García-Mayoral & Jiménez
(2011), where s+ is the riblet spacing and ℓ+g is the square root of the cross-section of the riblet groove;
and canopies (Can) from Sharma & García-Mayoral (2019), where ϕs and L+ are the solid fraction
and the spacing of the texture unit, and h+ is the canopy height. For all cases, ℓ+U is the depth of the
virtual origin perceived by the mean flow, ℓ+T is that perceived by turbulence, and ∆U+ is the shift of
the velocity profile in the logarithmic region.
actual ∆U+ measured in the DNSs. Section 4.4 discusses the breakdown of the linear regime
for different complex surfaces and we introduce preliminary work to model this breakdown
for the specific case of permeable substrates.
4.2 Slip lengths in complex surfaces
In this section, we obtain the slip lengths ℓ+x , ℓ+y , and ℓ+z from the DNS data sets of the
different complex surfaces. If the overlying flow effectively perceives slip-like boundary
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FIGURE 4.2 Premultiplied energy spectra (a,b) kxkzEuu and (c,d) kxkzEww for an irregularly dis-
tributed superhydrophobic surface, case iSHS2, from Seo & Mani (2018) at a height y+ = 0.056. (a,c)
The full velocity components. (b,d) The background turbulent components. Figure courtesy of Mr.
Akshath Sharma.
conditions, the velocities and shear at the top of the surface should be correlated at all
instants in time, and these correlations would give the slip lengths (Seo & Mani, 2016).
However, the surface texture induces a texture-coherent flow in its immediate vicinity that
may contaminate the slip lengths obtained from the correlations, as discussed in Fairhall
et al. (2019) for superhydrophobic surfaces. Therefore, in order to obtain the slip lengths
perceived by the overlying turbulence alone, we must first filter out the texture-coherent flow
from the flow fields.
4.2.1 Decomposition of the flow for textured surfaces
The filtering of the flow discussed in the present subsection has been done by Mr. Akshath
Sharma of CUED. Close to the wall, turbulent flows over textures exhibit a background
turbulent component, caused by the overlying turbulence and not coherent with the texture,
and a texture-induced, coherent component, through which the footprint of the texture
manifests in the flow. In the literature, the triple decomposition from Reynolds & Hussain
(1972) is typically used to quantify the intensity of the two contributions, where the texture-
coherent contribution is obtained by averaging over time and over the ensemble of texture units.
However, subtracting the above ensemble average from the full signal does not completely
remove the footprint of the texture. Abderrahaman-Elena et al. (2019) and Fairhall et al.
(2019) noted that the texture-induced flow is modulated in amplitude by the background
turbulence and proposed a modified expression for the decomposition of the flow. Following
their work, the streamwise velocity, for instance, can be decomposed as
u ≈ U + uT
U
(U + u˜) = U + u˜
(
U + uT
U
)
+ uT , (4.2)
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FIGURE 4.3 Instantaneous realisation of the (a,b) streamwise and (c,d) spanwise velocity components
over an irregularly superhydrophobic surfaces, case iSHS2, from Seo & Mani (2018) at a height
y+ = 0.056. (a) Full streamwise velocity component; (b) background turbulent component for the
streamwise velocity, removing the contribution from the texture-coherent flow; (c) full spanwise
velocity component; (d) background turbulent component for the spanwise velocity. Figure courtesy
of Mr. Akshath Sharma.
where U is the mean velocity profile obtained by averaging in the wall-parallel directions and
time, uT is the background turbulent component, and the tilde indicates ensemble averaging
over time and the texture units. In equation (4.2), U + u˜ is then the total coherent flow,
which is modulated in amplitude by the overlying turbulent flow, U +uT . The decomposition
for the spanwise velocity and other details about the decomposition can be found in the
above references. Using this decomposition, the resulting background turbulent signal, uT , is
essentially devoid of a texture footprint.
We apply the decomposition using two different methods. For surfaces that exhibit a clear
separation of scales between the texture-induced, coherent flow and the overlying turbulence,
such as for riblets, regular superhydrophobic surfaces and canopies, a Fourier filter can be
used to isolate the turbulent component. This is used to filter out the footprint of the
texture for riblets and canopies, as the texture sizes are small enough. For the irregular
superhydrophobic surfaces from Seo & Mani (2018), on the other hand, there is no single
texture wavelength as in the previous cases, and the many texture wavelengths present have
scales ranging up to the turbulent scales. This can be observed in the spectral densities in
figures 4.2(a,c). These energy spectra show energy at lengthscales of the smooth-wall-like
turbulence and at lengthscales of the texture size. Additionally, the modulation of the
texture-induced flow with the background turbulent flow results in the texture-induced flow
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FIGURE 4.4 Instantaneous correlations between (a,b) the streamwise velocity and the wall-normal shear
du/dy, and (c,d) the spanwise velocity and the wall-normal shear dw/dy at the interface plane, y+ = 0,
for an irregularly distributed superhydrophobic surface from Seo & Mani (2018), case iSHS2. Values
are in Fourier space, denoted by the hat superscript, with the spanwise wavelength λ+z ≈ 34− 619
and the streamwise wavelength increasing from blue to red, λ+x ≈ 36− 1237. Top row (a.1,b.1,c.1,d.1),
magnitudes. The dashed line represents the time-averaged slip length, defined by the linear fit of the
instantaneous velocities and shear. The solid line represents the slip length perceived by the mean.
Bottom row (a.2,b.2,c.2,d.2), phases (where ∠(A,B) represents the phase between A and B). (a,c)
The full velocity fields. (b,d) The turbulent components of the velocities.
contaminating the lengthscales of the overlying flow. In this case, instead of Fourier filtering,
we apply the decomposition (4.2) algebraically, as in Abderrahaman-Elena et al. (2019).
The resulting spectral densities of the background turbulent components obtained from the
decomposition are shown in figures 4.2(b,d), where the energy induced by the presence of the
texture has been effectively removed. These spectra show energy at flow lengthscales that are
consistent with smooth-wall-like turbulence. In addition, instantaneous realisations of the
full streamwise and spanwise velocity signals for the same irregular superhydrophobic surface
at a plane parallel to the surface, and their corresponding background turbulent components
once the texture-induced flow has been removed are portrayed in figure 4.3. This figure
shows that the decomposition leaves only a residual footprint of the texture on the turbulent
component. Once the decomposition has been applied, we analyse the correlation between
velocities and their wall-normal gradients on the background turbulent signal alone, uT . Note
that the DNSs for anisotropic permeable substrates do not require filtering, as the boundary
conditions implemented to model the substrate are already derived from homogenised models
and have no texture granularity effects.
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4.2.2 Slip lengths from velocity/shear correlations
Fairhall et al. (2019) showed that once the turbulent component of the flow has been extracted,
velocity-shear correlations can be used to obtain the tangential slip lengths, as experienced
by the overlying turbulence. Following Fairhall et al. (2019), we calculate the correlations in
Fourier space, so that we can discriminate between different lengthscales in the flow. We
calculate the correlations between the three velocity components, uˆ+, wˆ+ and vˆ+, and their
wall-normal gradients, duˆ+/dy, dwˆ+/dy and dvˆ+/dy, at the top plane of the surfaces, which
yields the slip lengths, ℓ+x , ℓ+z and ℓ+y , respectively. Note that in Fourier space, these slip
lengths are characterised by a magnitude and a phase. For a homogeneous slip length to
be defined, the velocities and their wall-normal gradients should be correlated in time and
across all wavelengths, with phase 0◦.
As an example, in figure 4.4 we portray, for an irregularly distributed superhydrophobic
texture from Seo & Mani (2018), instantaneous magnitudes of the interfacial tangential
velocities versus their respective shear, as well as the phase between them. As observed
by Fairhall et al. (2019) for regular superhydrophobic surfaces, the background-turbulent
velocities and shears are much better correlated than their full-signal counterparts. Panels
(b,d) show that the turbulent components of the tangential velocities and their wall-normal
gradients are correlated in time and across all wavelengths, with no phase lag between them,
so that we can define wavelength-independent slip lengths, ℓ+x and ℓ+z , from the slope of the
linear fit of the correlations. The scatter observed in figure 4.4(d.1), which even if small
did not occur for the regular textures studied by Fairhall et al. (2019), is likely due to the
decomposition in equation (4.2) not being able to completely remove the footprint of the
texture for irregularly distributed textures, as can be observed in figure 4.3(d). Note that in
these simulations, the wall-normal velocity is set to zero at the texture surface, so ℓ+y = 0.
The overlying turbulence therefore experiences the surface as homogeneous slip conditions,
and homogeneous Robin boundary conditions defined in equation (4.1) can be used to model
the surface.
For anisotropic substrates, the slip lengths are obtained analytically by solving the
homogenised Brinkman equation that models the flow within the substrate, as discussed in
chapter 6, where ℓ+x ≈
√
K+x and ℓ+z ≈
√
K+z . These slips lengths agree reasonably well with
those obtained a posteriori from the velocity-shear correlations.
In this chapter, the slip lengths are obtained a posteriori from texture-resolved DNSs,
except those for anisotropic permeable substrates. Note, however, that predictive expressions
for the slip lengths exist for some of the textures. This is the case for superhydrophobic
surfaces (Seo et al., 2015) or for anisotropic permeable substrates, as discussed in chapter 6.
Additionally, it is also possible to estimate the slip lengths for small surface textures using
computationally inexpensive Stokes or laminar simulations (García-Mayoral & Jiménez, 2011;
Seo & Mani, 2016; Fairhall et al., 2019).
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FIGURE 4.5 ∆U+ for various surfaces as a function of the difference between the virtual origins,
ℓ+U − ℓ+T . Anisotropic permeable substrates from chapter 7, , substrates C1-C7 with anisotropy
ratio
√
Kx/Ky = 11.4, , substrates B1-B7 with
√
Kx/Ky = 5.5 and , substrates A1-A8 with√
Kx/Ky = 3.6; , regularly distributed superhydrophobic surfaces (rSHS) from Fairhall et al.
(2019); , irregularly distributed superhydrophobic surfaces (iSHS) from Seo & Mani (2018); ,
riblets from García-Mayoral & Jiménez (2011); , canopies from Sharma & García-Mayoral (2019).
4.3 The linear regime: comparison of DNSs and theory
From the slip lengths obtained, the depths of the virtual origins for the mean flow, ℓ+U ,
and turbulence, ℓ+T , can now be estimated. Obtaining ℓ
+
U is straightforward. For the small
values of streamwise slips observed (Uslip ≲ 6 for most of the surface textures), the mean
flow profile is essentially linear immediately above the reference plane and it follows from
chapter 3 that ℓ+U ≈ ℓ+x . To obtain ℓ+T , in turn, we first need to determine the spanwise and
wall-normal origins, ℓ+w and ℓ+v , that correspond to the slip lengths ℓ+z and ℓ+y obtained from
the correlations. As mentioned in chapter 3, there is a one-to-one relationship between slip
lengths and virtual origins. Once ℓ+w and ℓ+v are determined we can then use equation (3.9)
to estimate ℓ+T . The virtual-origin theory, however, implicitly assumes that the near-wall
turbulence remains smooth-wall-like, and hence ℓ+T is defined only in the linear regime for
vanishingly small texture sizes discussed in chapter 1 and sketched in figure 1.2, where this
assumption holds. Beyond the breakdown of the linear regime, turbulence is no longer
smooth-wall-like and ℓ+T loses physical significance. For this reason, for the cases lying in the
degraded regime, i.e. beyond the breakdown of the linear regime, we define an origin ℓ+T by
linearly extrapolating from the values obtained in the linear regime. The values of ℓ+U and ℓ
+
T
for different cases are compiled in table 4.1. For the permeable substrates, we use ℓ+U =
√
K+x
and ℓ+T =
√
K+z , as it will be discussed in chapter 7, with the values given in table 7.1.
The drag curves for all the surfaces studied are compared in figure 4.5, where we show the
actual ∆U+ measured from the DNSs as a function of ℓ+U − ℓ+T . For small texture sizes, the
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curves exhibit a linear regime. In this linear regime, the actual ∆U+ measured in the DNSs
is described well by the offset between the two virtual origins, independently of the complex
surface. Equation (3.7), however, eventually stops holding. This breakdown is discussed in
the next section. Notably, for the canopy geometries studied here, only the canopy with the
smallest spacing (case Can1 in table 4.1), appears to lie in the linear regime. Note also that
figure 4.5 shows a substantial performance improvement of permeable substrates compared
to riblets.
As discussed in chapter 3, the basis behind the virtual-origin theory is that, over small
texture sizes, turbulence remains smooth-wall-like, save for the shift by ℓ+T in the wall-normal
direction. This is supported by the mean velocity profiles and the turbulence fluctuations
shown in figures 4.6(a.1-a.4). Given that the origin perceived by turbulence is at y+ = −ℓ+T ,
results are scaled with uτ measured at this height. The profiles have also been shifted by ℓ+T in
y, so that they all have a common reference plane. When defined this way, the profiles for the
cases lying in the linear regime show a good collapse with smooth-wall data, confirming that
the surface texture only acts to offset the origins perceived by the mean flow and the overlying
turbulence, and turbulence is otherwise essentially unmodified. There is a small deviation
in the profiles of u′+ in the region close to the surface for most of the complex surfaces, as
u′+ perceives essentially the same origin as the mean U , as shown in figure 4.4(b.1). The
fluctuating u′ therefore goes to zero at y+ = −ℓ+x instead of y+ = −ℓ+T , as we have already
observed for the simulations with ℓ+v = 0 studied in chapter 3. For superhydrophobic surfaces,
the rms fluctuations include the texture-coherent flow, and therefore deviate in a small region
immediately above the reference plane. This, however, does not affect the change in drag or
modify the near-wall cycle and its dynamics, as reported by Fairhall et al. (2019). There are
also minor deviations in the Reynolds stresses for irregularly distributed superhydrophobic
surfaces, which extend beyond the immediate vicinity of the surface, y+ ≳ 20. These can
be attributed to the differences in the friction Reynolds number used in these simulations,
δ+ ≈ 197.5, compared to δ+ ≈ 180 for the other simulations. For the mean velocity profiles
in figure 4.6(a.2,b.2) we have subtracted its value at the origin of turbulence U+slip − ℓ+T . For
surfaces lying in the linear regime, as those portrayed in panel (a.2), U+slip ≈ ℓ+U , recovering
the offset between the two virtual origins, ℓ+U−ℓ+T . However, for surfaces lying in the degraded
regime, as those in panel (b.2), the slip velocity at the top plane of the surface can no longer
be approximated by the virtual origin, since the Reynolds stresses at that height are not
negligible and, as a result, dU+/dy is no longer unity. This will be clarified in chapter 7.
In essence, figures 4.5 and 4.6 show that, in the linear regime, the effect of the surface
textures on the overlying turbulence is captured by ℓ+U and ℓ
+
T . The virtual-origin theory
provides therefore a unified framework to quantify the effect that these complex surfaces
have on the overlying flow, and modelling them using the Robin boundary conditions of
equation (4.1) is justified. For superhydrophobic surfaces, the validity of this model has been
shown by Fairhall et al. (2019) up to a texture size L+ ∼ 20, at least for textures where
4.3 The linear regime: comparison of DNSs and theory 83
100 101 102
0
10
20
y+
U
+
(a.1)
100 101 102y+
(b.1)
100 101 102
0
10
20
U
+
−
(U
+ sl
ip
−
ℓ+ T
)
(a.2)
100 101 102
(b.2)
0
1
2
3
u
′+ i
u′+
w′+
v′+
(a.3)
u′+
w′+
v′+
(b.3)
0 10 20 30 400
0.2
0.4
0.6
0.8
y+ + ℓ+T
−u
′ v
′+
(a.4)
0 10 20 30 40
y+ + ℓ+T
(b.4)
FIGURE 4.6 One-point turbulent statistics for various surfaces. (a.1-a.4) Surfaces lying in the linear
regime, cases iSHS1, rSHS2, Can1 from table 4.1 and C2 from table 7.1. (b.1-b.4) Surfaces lying in
the degraded regime, cases rSHS6, Can2 and C6, with symbols and colours corresponding to the
complex surfaces presented in figure 4.5. – – –, smooth-channel data. (a.1,b.1) Mean velocity profiles
portrayed with the origin at the reference plane, y = 0, and scaled with uτ measured at that plane.
(a.2,b.2) Mean velocity profiles shifted by ℓ+T and scaled with the corresponding uτ at y = −ℓT , where
the value at the origin has been subtracted. (a.3,b.3) Rms velocity fluctuations and (a.4,b.4) Reynolds
stresses scaled with the corresponding uτ at y = −ℓT .
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FIGURE 4.7 One-point turbulent statistics for a permeable substrate with
√
K+x = 1.73 and
√
K+z =√
K+y = 0.15, case C2 in table 7.1. , actual permeable case; , model with ℓ+x =
√
K+x
ℓ+x =
√
K+z and ℓ+y = 0; – – –, smooth-wall data. (a) Mean velocity profiles scaled with uτ measured
at y = 0. (b) Mean velocity profiles shifted by ℓ+T and scaled with the corresponding uτ at y = −ℓ+T ,
where the value at the origin has been subtracted. (c) Rms velocity fluctuations. (d) Reynolds stress
for a permeable substrate.
interface deformation effects are negligible. Good agreement was also observed for anisotropic
permeable substrates, as shown in figure 4.7. In this case, we have assumed ℓ+y ≈ 0, since the
values of wall-normal transpiration observed at the reference plane were negligible.
4.4 The departure from the linear regime
As the texture sizes increase, the linear regime eventually breaks down, as observed in
figure 4.5, and the effect of the texture on the overlying turbulence can no longer be reduced
to a mere shift of virtual origins, as observed in figures 4.6(b.1-b.4). This breakdown occurs
when the overlying turbulence, and consequently the Reynolds stress, are no longer smooth-
wall-like (García-Mayoral & Jiménez, 2011; Fairhall et al., 2019). The source of the excess
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Reynolds stresses depends on the type of complex surface. For superhydrophobic surfaces with
non-deformable interfaces, for example, it is due to the overlying turbulent flow perceiving
the granularity of the texture (Fairhall et al., 2019). For riblets and permeable substrates,
the breakdown is a result of the appearance of Kelvin-Helmholtz-like instabilities, as observed
by García-Mayoral & Jiménez (2011) for riblets and in chapter 7 for permeable substrates.
In this section, we focus on producing effective boundary conditions that reproduce the onset
of Kelvin-Helmholtz-like instabilities for anisotropic permeable substrates.
4.4.1 Boundary conditions that reproduce Kelvin-Helmholtz-like instabil-
ities
We have shown in chapter 3 that the relaxation of the impermeability condition at the wall
is capable of eliciting the formation of Kelvin-Helmholtz-like instabilities. These have been
observed in the literature for a variety of complex surfaces (Jiménez et al., 2001; Breugem
et al., 2006; García-Mayoral & Jiménez, 2011). The instability has been reported to occur
through a coupling of v and p at the interface plane. Following these observations, we explore
impedance boundary conditions of the form vˆ = Bpˆ as in Jiménez et al. (2001) to model the
instability. We consider wavelength-dependent β, and the hat denotes variables in Fourier
space. For the streamwise and spanwise velocities, we use Robin boundary conditions from
equation (4.1) with homogeneous slip lengths given by ℓ+x =
√
K+x and ℓ+z =
√
K+z .
We use two approaches to obtain the impedance coefficient between vˆ and pˆ. In the first
approach, we calculate the correlations between the wall-normal velocity and the pressure
at the top of the permeable substrate obtained from the DNS a-posteriori, as we have done
for the velocity and shears in section 4.2.2. The magnitude and phase of the correlations
using instantaneous realisations for two substrates, cases C4 and C6 from table 7.1, are
shown in figure 4.8. The impedance coefficient, β, thus obtained is wavelength-dependent
and maps of the magnitude and phase of β across different wavelengths for cases C4 and
C6 are shown in figures 4.9(a.2-a.3) and (b.2-b.3), respectively. In the black regions of this
figure, v and p are essentially decorrelated, and β is thus set to zero. These figures illustrate
the wavelength-dependent nature of the β coefficient. The values we are most interested in
are those in the region marked by the red box, as they correspond to the lengthscales of the
spanwise-coherent structures that are associated to the Kelvin-Helmholtz-like instability. In
the second approach, we use a reduced form of the boundary condition obtained a priori to
represent the permeable substrate in the DNSs. In chapter 2, we obtained the homogenised
boundary conditions (2.3) for permeable substrates of equation (2.1). For the wall-normal
velocity, we had
vˆ = Cvppˆ+ Cvuduˆ
dy
+ Cvw dwˆ
dy
. (4.3)
Here we assume that, once the instability sets in, the coupling between vˆ and pˆ dominates,
so the modelled boundary condition for vˆ reduces to vˆ ≈ Cvppˆ, where Cvp is wavelength-
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FIGURE 4.8 Instantaneous correlations between the wall-normal velocity and pressure at the interface
plane, y+ = 0, for (a.1,a.2) an anisotropic permeable substrate near the breakdown, case C4 in
table 7.1; and (b.1,b.2) a substrate lying in the degraded regime, case C6. Variables are in Fourier
space, with the spanwise wavelength λ+z ≈ 31− 565 and the streamwise wavelength increasing from
blue to red, λ+x ≈ 34− 1130. (a.1,b.1) Instantaneous correlation of the magnitudes. (a.2,b.2) Phase
difference.
dependent. Note that here the impedance coefficient coupling vˆ and pˆ is termed Cvp instead
of β, to emphasize that in the first model β is measured a posteriori and in the second Cvp
is calculated a priori. The phase of Cvp is always 180◦ and the magnitude across different
wavelengths is shown in figures 4.9(a.1,b.1).
The mean velocity and turbulent fluctuations obtained from the modelled boundary
conditions are compared with those from the original simulations in figure 4.10. Results for
two different permeable substrates are shown, which correspond to a substrate just beginning
to depart from the linear regime, case C4 from table 7.1; and a substrate for which Kelvin-
Helmholtz mechanism is fully set in, case C6. For the latter, the Cvp model provides a better
approximation for the flow than the β model, as shown in figures 4.10(b.1-b.4). Figure 4.9
shows that, although the coefficients Cvp and β are qualitatively similar, their magnitudes
and phases are different. The underlying reason for the discrepancy, however, is unknown
at present and it needs to be further investigated. In essence, the incomplete, truncated
v = Cvpp condition seems to work better than imposing the actual, observed correlation,
v = βp. For the substrate just beginning to depart from the linear regime, however, none of
the models captures effectively the change in drag or the effect that this substrate has on the
overlying turbulence, as shown in figures 4.10(a.1-a.4). Even if the Cvp model shows a better
approximation than the β model, with these two approaches the overlying flow appears to be
too smooth-wall-like. These models are no better than imposing only tangential slip lengths
with v = 0. They are not able to capture the deviation from the smooth-wall data observed
with full boundary conditions. This is because for a substrate just beginning to depart from
the linear regime the coupling between vˆ and pˆ in equation (4.3) does not dominate over the
other two terms, since the instability is still weak. Thus, the transpiration due to pˆ is as
important as that due to uˆ and wˆ. Given that the streamwise permeability is greater than
those in the spanwise and wall-normal directions, we would expect the contribution of the
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FIGURE 4.9 Magnitudes and phases of the impedance coefficients between wall-normal ve-
locity and pressure (a.1-a.3) an anisotropic permeable substrate near the breakdown, case
C4 in table 7.1; and (b.1-b.3) a substrate lying in the degraded regime, case C6.
(a.1,b.1) Magnitude of the analytically obtained coefficient C+vp (the phase is always 180◦). (a.2,b.2)
Magnitude of β+. (a.3,b.3) Phase of β+. The darkest regions in (a.2,b.2,a.3,b.3) correspond to
wavelengths that are not correlated. The line contours correspond to the spectral energy density of the
wall-normal velocity at y+ ≈ 15 with contour levels (0, 0.02133, 0.04266, 0.06399, 0.08532, 0.10670)u2τ .
The red box indicates the relevant region of the spectrum for the spanwise-coherent structures.
coefficient Cvu, that is, the coupling between vˆ and duˆ/dy, to be significant, and perhaps even
to dominate. The coupling between vˆ and pˆ only becomes dominant in the degraded regime,
once the spanwise-coherent structures that arise from the Kelvin-Helmholtz-like instability
become prevalent in the flow. This is why for case C6, the Cvp model provides a reasonable
approximation.
In essence, for small texture sizes the virtual-origin theory provides a unified framework
to explain the change in drag experienced by textured surfaces. For the specific case of
permeable substrates, the addition of an impedance condition between v and p is useful to
model flows where Kelvin-Helmholtz instability is fully developed, but not flows where its
effect is incipient. New models should be investigated to capture the departure from the
linear regime, for example through boundary conditions that relate the wall-normal velocity
with the streamwise shear, as discussed above.
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FIGURE 4.10 One-point turbulent statistics for permeable substrates. (a.1-a.4) Case C4, near the
breakdown; (b.1-b.4) Case C6, in the degraded regime. , actual permeable case; , model with
vˆ = Cvppˆ; , model with vˆ = βpˆ; – – –, smooth-channel data. (a.1,a.2) Mean velocity profiles
portrayed with the origin at the reference plane, y = 0, and scaled with uτ measured at that plane.
(b.1,b.2) Mean velocity profiles shifted by ℓ+T and scaled with the corresponding uτ at y = −ℓT , where
the value at the origin has been subtracted. (c.1,c.2) Rms velocity fluctuations and (d.1,d.2) Reynolds
stresses scaled with the corresponding uτ at y = −ℓT .
Chapter 5
Analysis of Kelvin-Helmholtz-like
instabilities over anisotropic
permeable substrates∗
In chapter 1 we mentioned that spanwise-coherent rollers, which are associated with a
Kelvin-Helmholtz-like instability, are ubiquitous over permeable substrates. The formation
of these structures increase the Reynolds stress, resulting in a significant increase of drag,
which might cause the breakdown of the drag-reducing behaviour for anisotropic permeable
substrates. In this chapter we propose a linear stability analysis to capture the onset of Kelvin-
Helmholtz-like instabilities. The sensitivity of the substrate parameters on the formation
of the instabilities is investigated, with the aim of building a simple predictive model to
capture their onset. We conduct inviscid and viscous stability analyses about a turbulent
mean flow, where the permeable substrates are represented by boundary conditions derived
from the analytic solution of Brinkman’s equation, discussed in chapter 2. The results
obtained are also compared to poorly-connected permeable substrates, previously studied
by Abderrahaman-Elena & García-Mayoral (2017) using Darcy’s equation, and differences
between the two types of substrates are highlighted. We show that when using Brinkman’s
model, the formation of the instabilities is governed by different parameters depending on
the ratio of streamwise (Kx) to wall-normal (Ky) permeability.
This chapter is organised as follows. Section 5.1 outlines the equations for the stability
analysis and validates Brinkman’s model with the VANS model of Tilton & Cortelezzi (2008).
Sections 5.2 and 5.3 present and discuss the results for the inviscid and viscous stability
analyses, respectively, and section 5.3 also provides a comparison between the two.
∗Parts of the content of this chapter have been published in Flow, Turbulence and Combustion, 100
(4), 995 − 1014, with Akshath Sharma and Ricardo García-Mayoral as co-authors. The work presented in
section 5.2 was done in collaboration with Mr. Akshath Sharma.
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5.1 Governing equations for linear stability analysis
The analysis is conducted on the same domain as that sketched in figure 1.9, where the
half-channel height is taken as δ = 1. As described in chapter 2, the Brinkman equation
within the permeable substrates is solved analytically to provide the boundary conditions
at the substrate-channel interface. Thus, the initial problem of solving the stability of
the complete geometry – a channel bounded by two identical permeable substrates – is
simplified to solving the stability of a channel with boundary conditions that account for
the presence of the substrates. When the boundary conditions are obtained from Darcy’s
equation within the substrate, Abderrahaman-Elena & García-Mayoral (2017) showed, using
Squire’s transformation, that oblique modes are more stable than the corresponding two-
dimensional modes. The same cannot be formally derived when including a Brinkman term,
due to the complexity of the boundary conditions. However, based on previous evidence that
the Kelvin-Helmholtz rollers are predominantly spanwise-coherent, we restrict ourselves to
spanwise-homogeneous modes and perform a two-dimensional analysis. We consider both the
inviscid and viscous cases.
5.1.1 Equations for linear stability analysis within the channel
The mean turbulent profile within the channel, U(y), is approximated using the analytic
expression derived by Cess (1958), where the Reynolds shear stress is modelled using a
y-dependent eddy viscosity. The mean profile is therefore expressed as a function of a
molecular plus an eddy viscosity, referred to as νT (y), to match closely the mean profile
of a conventional turbulent smooth channel (see appendix C for details). Note that using
a smooth-channel mean profile implicitly assumes that pore size of the substrate is small,
so that the overlying turbulence does not penetrate within the substrate. Note that this
profile implicitly assumes that turbulence in a channel bounded by permeable substrates is
the same as for a smooth channel. This νT (y) and U(y) profile have been extensively used in
the literature for stability analyses (Reynolds & Hussain, 1972; del Álamo & Jiménez, 2006;
Cossu et al., 2009; García-Mayoral & Jiménez, 2011; Abderrahaman-Elena & García-Mayoral,
2017).
Let us now lay out the equations for a viscous stability analysis with viscosity νT (y).
The flow field within the channel is decomposed into the sum of the mean flow, U(y), and
small-amplitude disturbances, u(x, y, t) = (u, v) and p(x, y, t), where u≪ U . The linearised
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equations in the channel region are
∂u
∂x
+ ∂v
∂y
= 0, (5.1a)
∂u
∂t
+ U ∂u
∂x
+ vdU
dy
= −∂p
∂x
+ ∂
∂x
(
2νT
∂u
∂x
)
+ ∂
∂y
(
νT
(
∂u
∂y
+ ∂v
∂x
))
, (5.1b)
∂v
∂t
+ U ∂v
∂x
= −∂p
∂y
+ ∂
∂x
(
νT
(
∂v
∂x
+ ∂u
∂y
))
+ ∂
∂y
(
2νT
∂v
∂y
)
. (5.1c)
These equations differ from the linearised Navier-Stokes equations in that a variable viscosity
νT (y) is used instead of a molecular viscosity, ν, to model the effect of turbulent stresses. We
seek normal-mode solutions of the form (u, v, p) = (uˆ(y), vˆ(y), pˆ(y))ei(αx−ωt), and consider
a temporal stability problem, where the streamwise wavenumber α, or alternatively the
wavelength λ = 2π/α, is real, and the ω is complex, ω = ωr + iωi. The real and imaginary
parts of ω, ωr and ωi, represent the angular frequency and growth rate of the wave, respectively.
A perturbation is therefore unstable when the imaginary part, ωi, is positive. Following a
similar derivation to that shown in Schmid & Henningson (2000), but with variable νT (y),
the Orr-Sommerfeld equation is
[
(αU − ω)
(
D2 − α2
)
− αd
2U
dy2
+ iνT (D2 − α2)2
+ 2idνT
dy
(
D3 − α2D
)
+ id
2νT
dy2
(
D2 + α2
) ]
vˆ = 0, (5.2)
where D denotes the operator d/dy. Equation (5.2) is an eigenvalue problem, where ω is
the eigenvalue and vˆ the corresponding eigenfunction. This same equation was also used
in the works by Reynolds & Hussain (1972), del Álamo & Jiménez (2006) or Pujals et al.
(2009). In this study, we also perform a viscous analysis with molecular viscosity alone, as
well as an inviscid analysis, and the corresponding equations can be obtained directly from
equation (5.2) for νT = ν and νT = 0, respectively.
As we mentioned is section 1.6, the term αd2U/dy2vˆ in equation (5.2) is responsible for
triggering the Kelvin-Helmholtz instabilities (Jiménez et al., 2001; García-Mayoral & Jiménez,
2011; Jiménez, 2013a). This is because the second wall-normal derivative of U , d2U/dy2,
which in a turbulent channel is larger near the wall, can act as a source of energy for the
perturbations through the interaction with vˆ. For an impermeable wall, the instability is
inhibited by the impermeability condition at the wall, vˆ = 0, which is why a turbulent channel
flow with impermeable walls is linearly stable (Reynolds & Tiederman, 1967; Reynolds &
Hussain, 1972). If the impermeability condition is relaxed, however, the term αd2U/dy2vˆ
feeds energy into the system and a Kelvin-Helmholtz instability may develop. This is the
case for permeable substrates (Jiménez et al., 2001) and other complex surfaces, such as
riblets (García-Mayoral & Jiménez, 2011).
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5.1.2 Boundary conditions
To obtain the boundary conditions for the Orr-Sommerfeld equation (5.2), we apply continuity
of the velocity at the substrate-channel interfaces. These velocities are obtained from the
analytic solution of the Brinkman equation (2.1) within the substrate, but for the linear
stability analysis, we restrict ourselves to a two-dimensional problem. The procedure to solve
the two-dimensional Brinkman equation for (u,v) corresponds to the solution of the modes
(αx ̸= 0, αz = 0) detailed in appendix A.1. After some manipulation, the two-dimensional
Brinkman equation is reduced to a fourth order equation in pˆ, as given by equation (A.16)
and rewritten below for convenience,{
D4 +
[
−2α2 − 1
Kx
]
D2 + α2
[
α2 + 1
Ky
]}
pˆ = 0. (5.3)
The corresponding characteristic equation is biquadratic, m4 +m2(−2α2 − 1/Kx) + (α4 +
α2/Ky) = 0, with roots
±m1 = ±
√√√√√1 + 2α2Kx +
√
4α2Kx
(
1− KxKy
)
+ 1
2Kx
, (5.4a)
±m2 = ±
√√√√√1 + 2α2Kx −
√
4α2Kx
(
1− KxKy
)
+ 1
2Kx
. (5.4b)
The general solutions for pˆ, uˆ and vˆ are sums of exponentials, as given by equations (A.18),
(A.19) and (A.20), respectively, with terms of the form of em1y, e−m1y, em2y and e−m2y.
The nature of the flow within the substrate is therefore governed by the exponents, that is,
the roots (5.4). Note that depending on the sign of the discriminant, the roots are real or
complex, and the solution of the flow changes qualitatively. We would therefore expect the
flow to behave differently depending on whether the anisotropy ratio, Kx/Ky, is greater or
lower than 1 + 1/(4α2Kx).
Let us take the substrate bounding the channel at y = 0. The unique solution of the flow
within the substrate is obtained by imposing the boundary conditions, continuity of tangential
and normal stresses at the substrate-channel interface, y = 0; and impermeability and no-slip
condition at the substrate bottom, y = −h, as detailed in chapter 2. Particularising the
solution at the substrate-channel interface, y = 0, the streamwise and wall-normal velocities
are reduced to
5.1 Governing equations 93
uˆ|y=0− ≡ Cuppˆ|y=0+ + Cuu
duˆ
dy
∣∣∣∣
y=0+
, (5.5a)
vˆ|y=0− ≡ Cvppˆ|y=0+ + Cvu
duˆ
dy
∣∣∣∣
y=0+
, (5.5b)
which is a simplification of the more general expression presented in chapter 2. As before, the
coefficients Cvp, Cvu, Cup and Cuu depend on the geometry of the permeable substrate through
Kx, Ky and h, but also on the wavenumber α. By symmetry, the interface conditions for the
upper substrate, at y = 2δ, are
uˆ|y=(2δ)+ ≡ Cuppˆ|y=(2δ)− − Cuu
duˆ
dy
∣∣∣∣
y=(2δ)−
, (5.6a)
vˆ|y=(2δ)+ ≡ −Cvppˆ|y=(2δ)− + Cvu
duˆ
dy
∣∣∣∣
y=(2δ)−
, (5.6b)
and together with equation (5.5), they provide the boundary conditions for the channel flow.
The Orr-Sommerfeld equation (5.2), however, is only a function of vˆ, so the boundary
conditions (5.5) and (5.6) must be also expressed in terms of vˆ alone. The streamwise velocity
uˆ can be eliminated by simply using continuity, but to eliminate pˆ, we need an additional
equation. For that, we take the x-derivative of equation (5.1b) and use continuity to express
uˆ in terms of vˆ, which yields
α2pˆ =
[
iα
dU
dy
+ i (ω − αU)D + νT
(
D3 − α2D
)
+ dνT
dy
(
D2 + α2
) ]
vˆ. (5.7)
The first boundary condition is obtained by substituting equation (5.5b) (or alternatively
(5.6b) for the top interface) into equation (5.7). The second boundary condition is obtained
by combining equations (5.5b) and (5.5a) (or equations (5.6b) and (5.6a) for the top interface)
to eliminate pˆ. The boundary conditions for the Orr-Sommerfeld equation (5.2) in terms of vˆ
are then
[
∓ i α
2
Cvp ∓ α
Cvu
CvpD
2 − αdU
dy
+ αUslipD + iνT
(
D3 − α2D
)
+ idνT
dy
(
D2 + α2
) ]
vˆ = ωDvˆ,
(5.8a)[
± 1Cvp − i
1
αCupD ±
i
α
(
Cuu
Cup −
Cvu
Cvp
)
D2
]
vˆ = 0,
(5.8b)
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where the top and bottom signs present apply to the bottom and top interfaces, respectively,
and Uslip denotes the mean velocity at the substrate-channel interfaces. This slip velocity at
the interface is defined from the mean velocity within the permeable substrate and is identical
for both the top and bottom interfaces. For the bottom substrate, solving Brinkman’s
equation (2.1) for a mean flow, U(y), and imposing as boundary conditions U |y=−h = 0 and
dU/dy|y=0− = dU/dy|y=0+ , the mean slip velocity is
Uslip =
√
Kx tanh
(
h√
Kx
)
dU
dy
∣∣∣∣
y=0+
− Kx
ν
dP
dx
(
1− 1
sinh
(
h/
√
Kx
)) , (5.9)
where the first term is the mean flow due to an overlying shear, also referred to as Brinkman’s
velocity, and the second term is that due to a pressure gradient, also referred to as Darcy’s
velocity. However, the slip velocity, Uslip, does not affect the amplification of the instability
and can therefore be omitted from the analysis. From the two boundary conditions, Uslip
appears only in equation (5.8a), which can be rearranged as
[
(αUslip − ωr)− i
(
ωi + νTα2
)]
Dvˆ +
(
∓i α
2
Cvp − α
dU
dy
+ idνT
dy
α2
)
vˆ+(
∓αCvuCvp + i
dνT
dy
)
D2vˆ + iνTD3vˆ = 0. (5.10)
In this equation, Uslip appears only in the real part of the multiplication factor of the first
order terms, i.e. (αUslip − ωr). Therefore, Uslip affects only ωr, the angular frequency,
modifying it by a Galilean translation, and has no effect on the amplification of the instability,
ωi. The slip velocity can then be dropped for simplicity, as was done by García-Mayoral &
Jiménez (2011) for the inviscid stability analysis over riblets. The angular frequency obtained
when neglecting Uslip, however, is lower than the original, but it can be recovered by simply
adding αUslip to it.
In summary, the initial problem of solving the stability of a channel delimited by two
permeable substrates is now reduced to solving the Orr-Sommerfeld equation with two
boundary conditions at each wall that account for the presence of the substrates. To solve
the Orr-Sommerfeld equation, the wall-normal direction is discretised using Chebyshev
polynomials. The analysis has been conducted at three different friction Reynolds numbers,
δ+ = uτδ/ν = 180, 550 and 1000. Results are, however, independent of the Reynolds number
when scaled in viscous units, in agreement with Abderrahaman-Elena & García-Mayoral
(2017) and García-Mayoral & Jiménez (2011). In this chapter, only results for δ+ = 180
are shown, for which Nch = 256 Chebyshev points are used. Hereafter, results are either
nondimensionalised in viscous units, i.e. with the kinematic viscosity ν and the friction
velocity uτ , or in outer units, i.e. using the channel half-height δ and the bulk velocity of the
mean flow Ub.
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5.1.3 Validation
The methodology described above is validated with the work by Tilton & Cortelezzi (2008).
Those authors performed a viscous, linear stability analysis of a laminar Poiseuille flow with
isotropic permeable substrates on both walls. They used the VANS equations to model the
flow within the permeable substrates, with the interface conditions derived by Ochoa-Tapia
& Whitaker (1995b), which consist of continuity of velocities and pressure, and a jump in the
shear stresses controlled by a momentum transfer coefficient τ . In particular, we focus on
the cases where they explore the effect of the permeability. The dimensionless permeabilities
considered by Tilton & Cortelezzi (2008) vary between
√
K/δ = 0.0002 − 0.02, while the
porosity is fixed to ϵ = 0.6 and the thickness of the substrate is h = δ for all cases. For such
small permeabilities, the advective terms in the VANS equations are negligible with respect
to the viscous terms, and the equations reduce approximately to the Brinkman equation with
an additional unsteady term. The porosity parameter, ϵ, in the VANS equations would then
play the same role that the ratio between the viscosities, ν/ν˜, plays in Brinkman’s equation.
For the results shown here, the same values of permeabilities and substrate thickness are
considered, although in our case we consider ν˜ = ν, as opposed to ϵ = 0.6 considered by
Tilton & Cortelezzi (2008). However, comparing the effects of ϵ and K on the overlying flow,
Rosti et al. (2015) observed that the permeability is the most relevant parameter to capture
the effect of a permeable substrate on the overlying flow, and for large porosity values, where
ϵ ≳ 0.6, variations of ϵ have little effect on the flow. Hence, the discrepancy between the
values of ϵ and the ratio between viscosities should, in principle, have no major effect. At
the interface, apart from continuity of velocities and pressure, we apply continuity in shear
stresses, which is equivalent to setting τ = 0 in VANS equations, as in the results from Tilton
& Cortelezzi (2008) considered here.
Considering the same Reynolds number as in Tilton & Cortelezzi (2008), Re = 3000, the
trajectory of the Orr-Sommerfeld eigenvalues, ω, for increasing permeabilities is shown in
figure 5.1(a). A comparison with the eigenvalue spectra from Tilton & Cortelezzi (2008)
portrayed in figure 5.1(b) shows that the current methodology captures the main features of
their results, although there are some differences. Most notably, the modes associated with the
flow within the permeable substrate are absent, as we have omitted any temporal terms in the
Brinkman equation. These modes, however, remain stable even for large permeabilities and
can then be neglected, since they do not affect the instability of the flow. Other discrepancies
in the trajectories of some modes may result from the difference in value between ϵ = 0.6
used in Tilton & Cortelezzi (2008) and ν˜ = ν used in the current analysis. Note also that in
figure 5.1 we are not representing the original angular frequency, ωr, but ωr − αUslip.
The amplification of the most unstable mode as the permeability increases is in good
agreement with Tilton & Cortelezzi (2008). This is the dominant mode of the problem,
labelled as 1 in figure 5.1. The critical value of the permeability,
√
Kcrit/δ, defined as
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FIGURE 5.1 Comparison of the trajectory of the eigenvalues – growth rate and angular frequency – for
a laminar channel flow with isotropic permeable substrates, with α = 1 (λ/δ = 6.28), Re = 3000 and
h = δ, when varying the permeability from
√
K/δ = 0.0002 (large circles) to
√
K/δ = 0.02, between
(a) using our Brinkman’s model and (b) using the VANS equations, with ϵ = 0.6 and τ = 0 (figure
extracted from Tilton & Cortelezzi (2008)). In (a) and (b) values are normalised in outer units, i.e.
using the channel half-height δ and the bulk velocity of the mean flow Ub, and 1 represents the most
unstable eigenvalue.
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FIGURE 5.2 Growth rate, ωi, as a function of the wavelength, λ, for an isotropic permeable substrate
with Re = 3000 and h/δ = 1 when varying the permeability. From blue to red the permeability
increases between
√
K/δ = 0.0002−0.025. (a) Inviscid stability analysis. (b) Viscous stability analysis.
Magnitudes are scaled in outer units.
the value above which mode 1 becomes unstable, agrees with that observed by Tilton &
Cortelezzi (2008). They obtained
√
Kcrit/δ = 0.00222 compared to
√
Kcrit/δ = 0.00250
obtained with our model.
In order to analyse whether a viscous or inviscid mechanism leads to the amplification of
mode 1 , we have also conducted an inviscid analysis. The growth rate of the most amplified
mode obtained from both the inviscid and viscous analyses is compared in figure 5.2. In
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FIGURE 5.3 Equispaced isocontours of the streamfunction, Φ = (i/α)vˆei(αx−ωt), for the most unstable
mode at λ/δ = 3.5 obtained from a viscous stability analysis of a Poiseuille flow bounded by isotropic
permeable substrates with
√
K/δ = 0.025 and h/δ = 1. Solid lines correspond to clockwise rotation,
while dashed lines correspond to counterclockwise rotation. (a) Varicose mode. (b) Sinuous mode.
Shading represents the permeable substrate.
the viscous case, there are two different peaks. The second peak, formed at λ/δ = [3− 6],
is the most unstable. This peak is also present in the inviscid analysis, as shown in panel
(a). This suggests that the leading instability of a laminar channel flow with permeable
substrates is inviscid. To visualise the instability, figure 5.3(a) portrays the isocontours of the
streamfunction for the most amplified wavelength, λ/δ ≈ 3.5, which resembles the rotating
rollers characteristic of the Kelvin-Helmholtz instability.
The most unstable mode, mode 1 as specified in figure 5.1, consists of two eigenvalues
merged together, as in Jiménez et al. (2001). The first is a varicose mode, symmetric with
respect to the centreline of the channel. The second is a sinuous mode, antisymmetric
with respect to the centreline. For small wavelengths, the corresponding eigenfunctions are
localised near the surface. The top and bottom surfaces do not interact and the sinuous and
varicose modes coincide. As the wavelength increases, however, the two modes diverge. For
the sinuous mode, the rollers from the top and bottom surfaces merge together, owing to their
large size, as shown in figure 5.3(b). This merged instability has a larger amplification than
the varicose mode, which does not merge, as illustrated in figure 5.3(a). This discrepancy
between the two modes for large wavelengths is a result of conducting the analysis in a
channel. However, if the aim is to study boundary layers using channel flow simulations for
simplicity, only the behaviour of the varicose mode would be relevant (Jiménez et al., 2001).
5.2 Inviscid analysis
In this section, we present the results for the inviscid analysis, as in Jiménez et al. (2001),
García-Mayoral & Jiménez (2011) and Abderrahaman-Elena & García-Mayoral (2017), to cap-
ture the formation of Kelvin-Helmholtz-like instabilities over anisotropic permeable substrates,
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FIGURE 5.4 Conceptual sketches of two highly-connected anisotropic permeable substrates with
different preferential directions. (a) Streamwise-preferential substrate, with Kx > Ky. (b) Wall-
normal-preferential substrate, with Kx < Ky.
since this instability is an inviscid phenomenon. For νT = 0, the stability equation (5.2)
is reduced to Rayleigh’s equation. At the interface, the perturbations cannot exert any
shear on the flow within the substrate and only the continuity of the wall-normal velocity
can be imposed. The boundary condition (5.5a) is no longer needed, and (5.5b) simplifies
to vˆ|y=0+ = Cvppˆ|y=0+ . Expressing this condition in terms of vˆ alone, the corresponding
boundary condition (5.8a) reduces to
[
∓ i α
2
Cvp − α
dU
dy
+ iνT
(
D3 − α2D
)
+ idνT
dy
(
D2 + α2
) ]
vˆ = ωDvˆ. (5.11)
We noted in the previous section that the solution within the permeable substrate changes
qualitatively depending on whether the anisotropy ratio is Kx/Ky ≶ 1 + 1/(4α2Kx), defining
two separate regimes. For the most unstable wavenumber α, we will show that the distinction
between the two regimes can be approximated to Kx/Ky ≶ 1. We would therefore expect the
instability to be characterised differently depending on whether the substrate is preferential
in x or in y, that is, depending on whether the permeability of the substrate is higher in the
streamwise or in the wall-normal direction. Examples of permeable substrates corresponding
to each regime are sketched in figure 5.4. For drag reduction purposes, we are interested in
the case with streamwise-preferential substrates, where Kx ≫ Ky, as it will be shown in the
next chapter, but here results for the two regimes are discussed.
5.2.1 Influence of the permeabilities and substrate thickness
Permeable substrates destabilise the flow, as observed in figure 5.5. The panels illustrate
the growth rate of the most unstable eigenmode at each wavelength λ+ for both streamwise-
preferential and wall-normal-preferential substrates. The amplification increases as the
permeabilities increase, eventually reaching an asymptote, and peaking at λ+ ≈ 60, in
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FIGURE 5.5 Growth rate, ω+i , as a function of the wavelength, λ+, for substrates with h+ = 100
and a fixed anisotropy ratio, Kx/Ky, when varying the permeabilities. (a) Kx/Ky = 100, from blue
to red permeabilities increase between K+x = [10−1 − 105]. (b) Kx/Ky = 0.01, from blue to red
permeabilities increase between K+y = [10−1 − 105]. The dotted line connects the maxima of the
amplification curves.
agreement with previous studies by García-Mayoral & Jiménez (2011) and Abderrahaman-
Elena & García-Mayoral (2017).
Jiménez et al. (2001) and Abderrahaman-Elena & García-Mayoral (2017) performed an
inviscid analysis of a piecewise-linear velocity profile limited by a permeable wall. They
showed that in the limit of very large permeabilities, K →∞, the interface acts as a mirror
boundary condition, that is, the analysis is then equivalent to anti-symmetrically extending
the mean velocity profile to y < 0, giving a free-shear layer, whose solution is the well-known
Kelvin-Helmholtz instability. By analogy, the peak of the asymptote in figure 5.5 would
correspond to the fully-amplified Kelvin-Helmholtz limit. We are therefore interested in
the most amplified mode for each substrate, approximately λ+ ≈ 60, as it would be the
most prevalent. This instability can be visualised with the perturbation streamlines of the
most unstable mode, as shown in figure 5.6. This mode forms alternating clockwise and
anticlockwise rollers separated by λ+ = 60, which resemble the Kelvin-Helmholtz rollers
observed in shear-layer flows.
The most amplified wavelength, λ+ ≈ 60, as well as the amplification curves observed in
figure 5.5, are independent of the friction Reynolds number when scaled in viscous units. This
is illustrated in figure 5.7. Note that this viscous scaling is obtained despite the analysis being
inviscid. This is because the lengthscale of the instability is determined by the turbulent
mean profile used. For a free-shear flow, the Kelvin-Helmholtz instability scales with the
shear-layer length or mixing-layer thickness, defined as the height between the singularities
in d2U/dy2 (Abderrahaman-Elena & García-Mayoral, 2017). In the present analysis, we
only consider half the mean profile. We then define the shear-layer length as the distance
between the interface, at y = 0, and the height where the mean vorticity gradient, d2U/dy2,
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(a) (b)
FIGURE 5.6 Isocontours of the streamfunction for the most unstable eigenvalue at λ+ = 60 and for
two specific substrates with K+y = 10 and h+ = 100. (a) Kx/Ky = 101. (b) Kx/Ky = 10−1. Solid
lines correspond to clockwise rotation, while dashed lines correspond to counterclockwise rotation.
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FIGURE 5.7 Growth rate, ω+i , versus the wavelength, λ+, for substrates with h+ = 100 and Kx/Ky =
100 when varying the permeabilities and for three different friction Reynolds numbers. From blue
to red permeabilities increase between K+x = [10−1 − 105]. · · · · · ·, δ+ = 180; – – –, δ+ = 550; ——,
δ+ = 1000.
concentrates (García-Mayoral & Jiménez, 2011; Abderrahaman-Elena & García-Mayoral,
2017). For turbulent profiles for which the Cess profile provides a valid representation, this
height is y+c ≈ 9 independently of the Reynolds number δ+, which leads to the scaling of
the instability in viscous units. Note that the wavenumber that corresponds to y+c is 1/y+c
and its associated wavelength is then 2πy+c ≈ 60, which is consistent with the wavelength
observed for the most unstable mode in figures 5.5(a) and (b) for the two regimes.
The amplification increases with the substrate thickness, h+. This is shown in figure 5.8
by comparing substrates with fixed values of K+x and K+y and different thickness. The
effect of h+, however, is only appreciable for shallow substrates, where h+ ≲
√
K+x and
h+ ≲
√
K+y . Otherwise, the channel flow does not perceive the impermeable wall that
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FIGURE 5.8 Amplification of the instability versus λ+ for substrates with fixed permeabilities when
varying the thickness. From blue to red h+ increases as [2, 3, 6, 10, 20, 100]. Each linestyle represents
substrates with same K+x and K+y . (a) Substrates with K+x /K+y = 102: · · · · · ·, K+x = 10; – – –,
K+x = 100; ——, K+x = 105. (b) Substrates with K+x /K+y = 10−2: · · · · · ·, K+y = 10; – – –, K+y = 100;
——, K+y = 105.
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FIGURE 5.9 Flow within the permeable substrate. (a) Streamwise velocity, (b) wall-normal velocity,
and (c) pressure profiles for a substrate with Kx/Ky = 100, K+x = 100 and λ+ = 60, when varying
the thickness h+. From blue to red h+ increases as [2, 3, 6, 10, 20, 100]. These curves correspond to
the case represented by – – – in figure 5.8(a).
bounds the substrate and h+ has no effect on the overlying flow. For shallow substrates, the
transpiration at the substrate-channel interface increases with h+, as shown by the value of
the wall-normal velocity at y = 0 in figure 5.9(b), and the flow becomes more unstable. The
amplification of the instability asymptotes when h+ is sufficiently large for the pressure and
wall-normal velocity fluctuations within the substrate to decay to zero before reaching the
bottom impermeable wall.
There are two qualitatively different asymptotes that can be reached for increasing h+ at
fixed K+x and K+y depending on the permeability values. This is illustrated in figures 5.8(a-b).
One asymptote is the aforementioned Kelvin-Helmholtz limit. For large K+x and K+y , h+ is
the only limiting parameter, so the amplification of the instability is governed by the value of
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substrate thickness. As h+ increases, the Kelvin-Helmholtz limit is approached, and beyond
a certain value a further increase of any of the parameters (K+x , K+y or h+) has no effect on
the instability. This is illustrated in figures 5.8(a) and 5.8(b) for the sets of curves with the
greatest permeabilities, K+x = 105 and K+y = 105, respectively. The amplification curves for
these cases are essentially identical despite the permeability values being different, and reach
the same asymptote as h+ increases. For the Kelvin-Helmholtz limit to be reached, all the
three parameters (K+x , K+y or h+) need to be large enough. Note, however, that for realistic
substrates with such large values of permeabilities, our assumptions for using Brinkman’s
homogenised model would no longer hold, as the flow within the substrate would stop being
dominantly viscous. Nonetheless, these large values of permeabilities have been included to
indicate the asymptotic trend.
For smaller permeabilities, on the other hand, the asymptote does not correspond to the
Kelvin-Helmholtz limit and is set by the values of the permeabilities instead. This is also
observed in figures 5.8(a-b) for the two sets with lower values of permeabilities, K+x = 10
and K+x = 100 in panel (a); and K+y = 10 and K+y = 100 in panel (b). As h+ increases for
fixed values of K+x and K+y , the permeability lengths
√
K+x and
√
K+y become comparable to
h+. Eventually, h+ has no effect on the instability, and
√
K+x and
√
K+y become the only
relevant parameters. The asymptote in this case is set by the values of
√
K+x and
√
K+y , and
the amplification and the wavelength of the instability is different for each substrate.
Note that the amplification is driven by the wall-normal velocity at the substrate-channel
interface, and hence depends on the flow within the permeable substrate. Within the substrate,
there is a layer that develops immediately below the interface, where the overlying flow
penetrates, which we call ‘Brinkman layer’. The thickness of this layer is what we refer to as
penetration length, Lp. This sets a lengthscale for the flow within the substrate and hence
has an influence on the amplification of the instability observed in figure 5.5.
In anisotropic substrates, the penetration depth is a function of the substrate lengthscales
available – the permeability lengths
√
Kx and
√
Ky and the thickness h –, along with
the wavelength λ considered (or alternatively the wavenumber α). The expression for the
penetration depth, Lp, can be derived from the solution of the flow within the substrate. Let
us consider sufficiently deep substrates, h >
√
Kx and h >
√
Ky, so that the Brinkman layer
does not perceive the effect of the impermeable wall, removing the effect of the thickness h
and simplifying the analysis to determine Lp.
As mentioned in section 5.1, the general solution of Brinkman’s equation is a sum of
four exponential terms (see details in appendix A.1). For the permeable substrate at the
lower-channel wall, y < 0, only the terms with a positive exponent, m1 and m2, are relevant,
as the coefficients multiplying the other two exponentials need to be close to zero in order
to obtain a bounded solution. The penetration depth would then be set by the dominant
exponent, either the inverse of the root m1 or m2 from equation (5.4).
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FIGURE 5.10 Pressure and velocity profiles within the permeable substrate scaled with the penetration
depth, Lp, for different substrate configurations when Kx/Ky ≪ 1. Blue, Kx/Ky = 10−1; red,
Kx/Ky = 10−2; with – – –, K+y = 10; ——, K+y = 100, and two different wavenumbers: no markers,
α+ = 0.21 (λ+ = 30); circles, α+ = 0.1 (λ+ = 60). (a) Streamwise velocity, (b) wall-normal velocity,
and(c) pressure.
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FIGURE 5.11 Pressure and velocity profiles within the permeable substrate scaled with the penetration
depth, Lp, for different substrate configurations when Kx/Ky ≫ 1. Blue, Kx/Ky = 101; red,
Kx/Ky = 102; with – – –, K+x = 10; ——, K+x = 100, and two different wavenumbers: no markers,
α+ = 0.21 (λ+ = 30); circles, α+ = 0.1 (λ+ = 60). (a) Streamwise velocity, (b) wall-normal velocity,
and(c) pressure.
For Kx/Ky < 1 + 1/(4Kxα2), the roots m1 and m2 in equation (5.4) are always real. In
this case, the lengthscale of the solution is determined by m2, the smallest exponent between
the two, as the corresponding exponential decays slower to meet the impermeability condition
at y = −h. The penetration depth, Lp, is then
Lp =
1
m2
. (5.12)
Figure 5.10 shows that the velocities and pressure profiles for different substrates essentially
collapse to a single curve when scaled with this penetration depth. In the limit whenKx ≪ Ky
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and assuming that (Kxα2) < 1, Lp reduces to
Lp|Kx
Ky
≪1 ≈
1
α
√
Kx/Ky + α2Kx
. (5.13)
This shows that in this regime, both permeabilities Kx and Ky are relevant.
In the opposite limit, Kx/Ky > 1 + 1/(4Kxα2), m1 and m2 are complex conjugates. In
this case, the lengthscale is set by the imaginary part,
Lp|Kx
Ky
>1 =
√
2
α
1√√√√−1− 12α2Kx +
√
1 + 1
α2Ky
, (5.14)
as evidenced by the good collapse of the velocity and pressure profiles observed in figure 5.11.
In the limit when Kx ≫ Ky, we may also assume that (Kxα2) ≳ 1 and (
√
Kyα)≪ 1 for the
wavenumbers in the range of interest, i.e. λ+ ≈ 60. Within these constraints, equation (5.14)
simplifies further into
Lp|Kx
Ky
≫1 =
4
√
4Ky
α2
. (5.15)
In sum, the flow within the substrate is qualitatively different depending on the direction-
ality of the substrate. For substrates preferential in the wall-normal direction, Kx ≪ Ky, the
penetration depth depends on the wavelength considered and the streamwise and wall-normal
permeabilities. In turn, for substrates preferential in the streamwise direction, Kx ≫ Ky, the
penetration depth depends only on the wavelength and the wall-normal permeability.
5.2.2 Characterisation of the instability
Let us now focus on the maximum amplification of the most unstable mode for each substrate,
as this can be expected to be the most prevalent. In figure 5.5, this corresponds to the maxima
of the curves, linked by the black line. As in Abderrahaman-Elena & García-Mayoral (2017),
we propose a single, empirically-fitted parameter to capture the effect of the parameters that
characterise the substrates, namely the directional permeabilities and the thickness, on the
amplification of the instability. This parameter, referred to as K+Br,ν=0, is given by
K+Br,ν=0 =

K+y tanh
(√
2
√
K+x
y+c
)
tanh2
 h+
2.5
√
K+y
 if K+x ≳ K+y , (5.16a)
√
K+x K
+
y tanh
(
h+√
2y+c
√
K+x
K+y
)
tanh2
(
h+
1.2
√
K+x
)
if K+x ≲ K+y .(5.16b)
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FIGURE 5.12 Maximum growth rate, ω+i,max, versus K+Br,ν=0 for different substrates. – – –, h+ = 10;
——, h+ = 100. (a) Anisotropy ratios Kx/Ky ≥ 1. From blue to red Kx/Ky = 103, 102, 10 and 1.
(b) Anisotropy ratios Kx/Ky ≤ 1. From blue to red Kx/Ky = 10−3, 10−2, 10−1 and 1. The shaded
region corresponds to the estimated range for the onset of Kelvin-Helmholtz instabilities.
The exact limit between the two regimes is actually Kx/Ky = 1 + 1/(4Kxα2), as discussed
above, but for wavelengths in the range of interest and for values of Kx for which the
amplification of the instability is significantly above zero, we have (4Kxα2) ≳ 1, and the
limit between the two regimes can be approximated to Kx/Ky ≈ 1. For highly-connected
permeable substrates, therefore, the parameter K+Br,ν=0 in equation (5.16a) captures the
dependence of the amplification of the instability on the substrate topology, as shown in
figure 5.12. Different substrates with different geometrical parameters, but the same value
of K+Br,ν=0, would exhibit essentially the same stability properties. There is however some
deviation for low values of the permeabilities. The reason behind this is the secondary
instability that occurs at higher wavelengths, which becomes dominant at low permeability
values. This secondary instability arises from the same eigenvalue and it can be observed in
the second bump that appears in figure 5.5 at higher wavelengths.
As expected, the parameterK+Br,ν=0 differs depending on the directionality of the substrate,
and hence the amplification of the instability behaves differently in each regime. The reason
for this dichotomy in the governing parameter is discussed in sections 5.1 and 5.2.1, where we
showed the qualitatively different nature of the flow within the substrate depending on the
anisotropy ratio. In any event, three different regions can be distinguished in figures 5.12(a-b):
a low K+Br,ν=0 region, K
+
Br,ν=0 ≲ 0.15 for Kx > Ky and K+Br,ν=0 ≲ 2 for Kx < Ky, where
the Kelvin-Helmholtz-like instability is weak and would not be expected to appear in the
flow; a large K+Br,ν=0 region, K
+
Br,ν=0 ≳ 100 for Kx > Ky and K+Br,ν=0 ≳ 50 for Kx < Ky,
where the amplification is fully amplified; and an intermediate, transitional region, where
the instability begins to develop. These regions are indicated in figure 5.12. As before, in
figures 5.5 and 5.12 we have included large values of permeabilities for completeness, so
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FIGURE 5.13 Maximum growth rate, ω+i,max, versus K+Darcy for different substrates. – – –, h+ = 10;
——, h+ = 100. From blue to red Kx/Ky = 10−3, 10−2, 10−1, 1, 101, 102 and 103.
that the asymptotic trend could be illustrated. For such large permeabilities, however, the
assumptions stated in section 1.5 are no longer satisfied and the results may not quantify
adequately the amplification of the instability. Nonetheless, the relevant range of values for
this study lies on the intermediate region, where the instability starts to develop, and its
onset is characterised by K+Br,ν=0. The present model can be used to obtain estimates of the
permeability values for which the Kelvin-Helmholtz rollers would develop, as we will see in
the next chapter.
The expressions for K+Br,ν=0 can be further simplified for deep substrates, h+ ≫
√
K+x
and h+ ≫
√
K+y , and, in the case of streamwise-preferential substrates, for large values of
K+x . The hyperbolic tangents in equation (5.16a) tend then to unity and the instability is
essentially driven by
K+Br,ν=0 ≈
 K
+
y if K+x ≳ K+y , (5.17a)√
K+x K
+
y if K+x ≲ K+y . (5.17b)
Thus, for Kx/Ky > 1, K+x has little effect and the onset of the instability, which is essentially
governed by the wall-normal permeability, K+y , alone, while for Kx/Ky < 1, both K+x and
K+y are equally relevant, as was also the case for Lp in section 5.2.1.
The above analysis applies to highly-connected permeable substrates, for which the
flow within the substrate can be modelled using Brinkman’s equation. Results valid for
poorly-connected substrates were reported by Abderrahaman-Elena & García-Mayoral (2017),
who used Darcy’s equation instead to model the flow. The authors performed an inviscid
stability analysis of a channel flow, where the conditions at the interface were obtained from
the solution of Darcy’s equation and were of the form vˆ|y=0+ = CDarcypˆ|y=0+ . The analytic
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FIGURE 5.14 Variation of pressure within the permeable substrate for substrates with λ+ = 100 and
h+ = 100. – – –, Darcy’s model; ——, Brinkman’s models. Red, streamwise-preferential substrate,
Kx/Ky = 102; blue, wall-normal-preferential substrate, Kx/Ky = 10−2.
solution of Darcy’s equation can be found in appendix D, where the specific expression
for CDarcy is detailed. The impedance coefficient, CDarcy, is qualitatively different from the
coefficient Cvp obtained from Brinkman’s solution. Abderrahaman-Elena & García-Mayoral
(2017) observed that the parameter that drives the instability in this case is essentially
K+Darcy =
√
K+x K
+
y tanh
(
h+
y+c
√
K+x
K+y
)
, (5.18)
regardless of the directionality of the substrate, as shown in figure 5.13. Assuming sufficiently
deep substrates, K+Darcy becomes approximately
K+Darcy ≈
√
K+x K
+
y , (5.19)
which agrees with expression (5.17b) obtained for highly-connected substrates whenKx/Ky < 1.
This agreement between poorly-connected substrates and wall-normal-preferential, highly-
connected substrates is connected to the variation of the streamwise pressure gradient, ∂p/∂x,
within the substrates. The variation of pˆ for the two models, which relates directly to
the variation of ∂p/∂x, as the latter is iαpˆ in Fourier space, is shown in figure 5.14. For
highly-connected substrates with Kx/Ky < 1, the flow is less impeded in the wall-normal
direction. It can penetrate easily into the substrate, which results in a mild change of the
streamwise pressure gradient with depth. This, in turn, implies that the flow within is driven
by a streamwise pressure gradient relatively homogeneous in y, and there would be little
macroscale shear between layers at different heights. The diffusive terms in Brinkman’s
equation are therefore small and can be neglected, recovering Darcy’s equation. Hence, in this
limit, Darcy’s equation is sufficient to model the flow, even if the substrate is highly-connected.
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In contrast, for highly-connected substrates with Kx/Ky > 1, the flow is more obstructed
in the wall-normal direction than in the streamwise one. There is therefore a comparatively
large variation of the streamwise pressure gradient with height, as the pressure at the interface
decreases rapidly as it penetrates into the substrate. Hence, the pressure gradient drives less
streamwise velocity deep within the substrate than near the interface, resulting in velocity
profiles that decay rapidly with depth. For highly-connected substrates, the macroscale
diffusive terms within are no longer small and the results are qualitatively different when they
are taken into account. Darcy’s equation is therefore not sufficient to model the flow and
Brinkman’s term must be included. For substrates with low connectivity, in turn, the high
shear within the substrate cannot be transmitted between different heights, independently of
the ratio between the permeabilities, and Darcy’s model is suitable.
The discrepancy in the relevance of the Brinkman term depending on the anisotropy ratio
is also shown by the order of magnitude analysis presented in appendix E. This analysis also
illustrates that while macroscale diffusive terms within a highly-connected substrate must be
retained, especially when Kx > Ky, for high Reynolds numbers these can be neglected in
the channel region with respect to the advective terms, which justifies the inviscid stability
analysis conducted here. Nevertheless, results from the viscous stability analysis presented in
the next section corroborate this assumption.
5.3 Viscous analysis
In this section, we extend the previous analysis and perform a two-dimensional, viscous
stability analysis to evaluate the role of viscosity on the formation of the Kelvin-Helmholtz-
like instabilities. Given that viscosity is a damping factor, we would now expect the
triggered instabilities to have lower amplifications. The viscosity acts more efficiently at
small lengthscales, so small wavelengths would be more affected.
The governing equation is the Orr-Sommerfeld equation (5.2) with viscosity νT (y), which
includes an eddy viscosity, and where the boundary conditions are given by equation (5.8).
The addition of viscous terms within the channel modifies the problem qualitatively. The
overlying flow can no longer slip freely in the streamwise direction, and continuity of the
wall-normal velocity at the interface, imposed in the inviscid analysis, is complemented by
the continuity of the streamwise velocity. Although not shown here, we have also performed
viscous analysis using the molecular viscosity alone and similar results were obtained, with
the only difference being the slightly higher amplification values reached with ν alone. The
viscosity νT (y) has been shown to be important to capture the phenomena in the logarithmic
layer or far away from the wall (del Álamo & Jiménez, 2006; Pujals et al., 2009; Illingworth
et al., 2018). In the present study, however, we are interested in near-wall layer, at y+ ∼ 20,
where the effect of the eddy viscosity is not that significant, which explains the similar results
obtained with ν and νT (y).
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FIGURE 5.15 Trajectory of the eigenvalues for a turbulent channel with permeable substrates with
h+ = 100 and Kx/Ky = 100 when varying the permeabilities. From blue to red K+x increases between
K+x = [10−2 − 104]. (a) λ+ = 68. Impermeable spectrum in black. (b) λ+ ≈ 1000. Values are
normalised in outer units, i.e. using the channel half-height δ and the bulk velocity of the mean flow,
and Uslip refers to the mean slip velocity at the substrate-channel interface. 1 and 2 represent
unstable eigenvalues.
In the viscous analysis, there are four spurious eigenvalues that arise from the boundary
conditions, which must be eliminated to avoid any interference in the subsequent analysis.
Two of these spurious eigenvalues can be set to a fixed value with a large negative imaginary
part. The other two can be easily identified and filtered out by tracking their rapid fluctuation
as the number of Chebyshev points varies (Dawkins et al., 1998; Jiménez et al., 2001).
5.3.1 Influence of the permeabilities and substrate thickness
The main observations from the inviscid analysis apply also to the viscous one. The presence
of permeable substrates destabilises the channel flow. This can be observed in figure 5.15(a)
for λ+ = 68, which corresponds to the most amplified wavelength in the viscous case. This
figure shows the trajectory of the eigenvalues as the permeabilities in viscous units, K+x and
K+y , increase for a substrate with a fixed permeability ratio, Kx/Ky. Only an instance for
streamwise-preferential configurations, Kx/Ky > 1, is shown, and although not shown, wall-
normal-preferential substrates, Kx/Ky < 1, exhibit a similar trend. When permeabilities tend
to zero, the solution for the corresponding impermeable channel is recovered, confirming the
results by Reynolds & Tiederman (1967) that a turbulent channel flow with impermeable walls
at this Reynolds number is stable. Low permeability values are now stable and instabilities
only arise when one of the modes crosses the ωi = 0 line. In this case, there is one wall mode
that becomes unstable, here denoted as mode 1 .
On a close examination, we observe that this unstable mode is not one, but two modes
merged together, following what we previously observed for the laminar case in section 5.1.3.
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To illustrate this, panel (b) portrays the same spectrum from panel (a) but for a much
larger wavelength, λ+ ≈ 1000, where there are two separate modes, labelled 1 and 2 , that
become unstable when permeabilities increase. Although mode 1 is the first mode to become
unstable, mode 2 reaches higher amplification values and becomes the most unstable mode
for large permeabilities. As mentioned previously, this is because in channels, modes can be
classified into symmetric (or varicose) and antisymmetric (or sinuous) modes. Here mode 1
corresponds to a symmetric mode, which forms rollers rotating symmetrically with respect to
the centreline of the channel, while mode 2 corresponds to an antisymmetric mode and the
corresponding rollers rotate antisymmetrically. For short wavelengths, both modes have the
same appearance, but for large wavelengths, they diverge, as the top and bottom rollers of
mode 2 merge together and become more intense than those of mode 1 , which do not merge.
In a channel both modes develop, but, as mentioned in section 5.1.3, only the symmetric
mode would be observed in boundary layers (Jiménez et al., 2001). Hence, hereafter we focus
on the symmetric mode. Nevertheless, the amplification of mode 2 at large wavelengths is
still much smaller than that at λ+ ≈ 68, as illustrated in figure 5.15, and thus for the most
amplified wavelengths, which are the ones we are interested in, both modes are identical.
Focusing on mode 1 , figure 5.16 shows the amplification of this mode versus the wave-
length for both streamwise-preferential and wall-normal preferential substrates. As in the
inviscid case, the amplification increases with K+x and K+y , and tends to an asymptotic
limit, the fully-amplified Kelvin-Helmholtz limit. The effect of the substrate thickness is also
analogous to that discussed in the inviscid case and is therefore not shown. The flow becomes
more unstable as h+ increases, since the wall-normal velocity at the interface increases and
as h+ increases, the amplification eventually reaches an asymptote when the fluctuations
within the permeable substrate become zero before reaching the impermeable wall.
The Kelvin-Helmholtz rollers associated with the instability can be recognised in the
perturbation streamlines shown in figure 5.17 and have a similar shape to those observed for
the inviscid analysis in figure 5.6. The main difference is the continuity in the slope of the
isocontours across the interface.
As expected, the maximum growth rate in figure 5.16 is reduced with respect to the
inviscid results due to the effect of viscosity. This effect is stronger for short wavelengths,
which were neutral in the inviscid case and are now stable. In addition, the growth rate
now peaks at λ+ ≈ 70, which is slightly shifted from λ+ ≈ 60 observed previously in the
inviscid analysis, probably due to the stronger effect of viscosity on smaller wavelengths. The
similarity in the wavelength was indeed expected, since the Kelvin-Helmholtz instability is
an inviscid phenomenon and its wavelength is set by the shear-layer length, as explained in
section 5.2, which is still given by y+c ≈ 9. The resulting wavelength, however, is roughly
half that observed from the DNSs over anisotropic permeable substrates, as we will show in
chapter 7. The studies by García-Mayoral & Jiménez (2011) for riblets and Jiménez et al.
(2001) for permeable walls also predict shorter wavelengths from linear stability analysis than
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FIGURE 5.16 Growth rate, ω+i , as a function of λ+ for substrates with h+ = 100 and a fixed anisotropy
ratio, Kx/Ky, when varying the permeabilities. (a) Kx/Ky = 100, from blue to red permeabilities
increase between K+x = [10−1 − 105]. (b) Kx/Ky = 0.01, from blue to red permeabilities increase
between K+y = [10−1 − 105]. The dotted line links the maxima of the amplification curves.
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FIGURE 5.17 Isocontours of the streamfunction for the most unstable eigenvalue at λ+ = 68 and for
two specific substrates with K+y = 10 and h+ = 100. (a) Kx/Ky = 101. (b) Kx/Ky = 10−1. Solid
lines correspond to clockwise rotation, while dashed lines correspond to counterclockwise rotation.
those observed in DNSs. This discrepancy may result from the assumptions made regarding
the mean velocity profile and the approach adopted for the stability analysis. In the present
analysis, we have performed the stability of the channel region alone, where the effect of
the permeable substrates is included through the boundary conditions. Consequently, the
mean profile is applied between the substrate-channel interfaces and only part of the total
shear-layer length is taken into account. In reality, the profile extends inside the substrate,
making the shear-layer length roughly twice as thick, which may result in the value of the
wavelength observed in real flows. In addition, the same mean profile is used regardless of
the permeability values. For large permeabilities, we would expect turbulence to penetrate
into the substrate, thereby altering the distribution of Reynolds stresses, which is accounted
by the eddy viscosity, and the mean velocity profile. Consequently the shear-layer length
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and the wavelength of the instability would also be modified. The changes in the mean
velocity profile, however, cannot be anticipated without performing a DNS, which exceeds
the goal of the present study of building a predictive model to characterise the instability.
As it will be shown in chapter 7, the present model, although simple, provides reasonably
good predictions.
5.3.2 Characterisation of the instability
As in the inviscid analysis, we propose a single, empirically fitted parameter, K+Br, to
characterise the amplification of the instability for different substrates,
K+Br =

K+y tanh
(√
2K+x
y+c
)
tanh2
 h+
3.5
√
K+y
 if K+x ≳ K+y , (5.20a)
√
K+x K
+
y tanh
(
h+√
2y+c
√
K+x
K+y
)
tanh2
(
h+
2.5
√
K+x
)
if K+x ≲ K+y . (5.20b)
This parameter is similar to that defined for the inviscid case, lending further support to the
idea that the observed instability is essentially inviscid and can be effectively characterised
by inviscid analysis. As in section 5.2.2, there are two qualitatively different behaviours
depending on the anisotropy ratio, where the exact limit between the two regimes would
be given by Kx/Ky = 1 + (4α2Kx), but becomes roughly Kx/Ky ≈ 1 for the values of α
and Kx under consideration. Figure 5.18 shows that K+Br essentially captures the effect of
the substrate on the amplification of the instability. In this case, the deviation between the
curves is even less pronounced than in figure 5.12 for the inviscid analysis, which is consistent
with the absence of the second bump in figure 5.16.
As in the inviscid analysis, three different regions can be identified based on K+Br, the
stable one, the transitional one and the one where the instability is fully amplified. The
limiting values set in figure 5.18 for K+Br are roughly the same as those reported for the
inviscid analysis. For small values of K+Br, the dominant mode is stable and the instability is
not expected to manifest in the flow. For intermediate values, the instability would begin
to develop, and for large K+Br, it would become fully amplified. When compared to the
inviscid curves in figure 5.12, the asymptotic value of the amplification is now lower due to
the effect of viscosity, but the trend agrees well with that predicted by the inviscid analysis.
For Kx/Ky > 1, the leading parameter that describes the instability is essentially K+y ,
whereas for Kx/Ky < 1 is
√
K+x K
+
y , as was the case for the inviscid analysis. As discussed in
chapter 1, the onset of Kelvin-Helmholtz-like instabilities here studied represents a possible
failure mechanism for drag-reducing permeable substrates. In the next chapter, we will use
figure 5.18(a) to bound the values of permeabilities for a realisable drag reduction and select
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FIGURE 5.18 Maximum growth rate, ω+i,max, versus K+Br for different substrates. – – –, h+ = 10;
——, h+ = 100. (a) Anisotropy ratios Kx/Ky ≥ 1. From blue to red Kx/Ky = 103, 102, 10 and 1.
(b) Anisotropy ratios Kx/Ky ≤ 1. From blue to red Kx/Ky = 10−3, 10−2, 10−1 and 1. The shaded
region corresponds to the estimated range for the onset of Kelvin-Helmholtz instabilities.
the parameters of the substrates for the DNSs shown in chapter 7.
After performing both inviscid and viscous stability analyses, we can conclude that the
triggering of Kelvin-Helmholtz-like instabilities is captured adequately by the former. From
the point of view of the instabilities, viscous terms in the channel can therefore be neglected.
In contrast, the macroscale diffusive terms within the permeable substrate, represented by
the Brinkman term, may or may not be negligible depending on the connectivity of the
medium that we aim to represent. For highly-connected permeable substrates, the macroscale
diffusion must be retained, especially for streamwise-preferential substrates with Kx > Ky.
Note that for the viscous analysis there are four coefficients in the boundary condition (5.5),
Cvp, Cvu, Cup and Cuu, while for the inviscid analysis only Cvp is present. Given that an
inviscid analysis is sufficient to characterise the Kelvin-Helmholtz-like instability, we can
argue that Cvp is the dominant coefficient for its onset, and the others have only a secondary
effect. Thus, the relaxation of the impermeability condition, expressed through the coupling
between the wall-normal velocity and the normal stresses (i.e. the vˆ-pˆ coupling), is the
necessary condition to capture the Kelvin-Helmholtz-like instability. For poorly-connected
substrates, the diffusive effects within the substrates can be neglected. For a viscous stability
analysis, this poses the question of what condition to impose on the tangential velocity across
the substrate-channel interface. Even if in the present study we have not performed a viscous
analysis for poorly-connected substrates, the observations for highly-connected substrates
can also be extended to this case. Our results suggest that an inviscid analysis would suffice
to capture the Kelvin-Helmholtz instabilities. This implies that the tangential slip would
only have a secondary effect, and the boundary conditions applied at the interface, continuity
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or jump of the tangential velocity and stress, would have only a minor effect on the onset of
the instability.
Chapter 6
Drag reduction by anisotropic
permeable substrates: theoretical
models∗
In the next two chapters, we explore the ability of anisotropic permeable substrates to reduce
turbulent skin-friction. Based on the outcomes from the previous chapters, here we develop
theoretical models to estimate the drag reduction that permeable substrates can achieve. On
one hand, the virtual-origin theory explored in chapter 3 provides estimates for the expected
drag reduction in the linear regime, while on the other hand, the model for the onset of
Kelvin-Helmholtz instability developed in chapter 5 bounds the achievable drag reduction.
These models allow us to bound the range of permeabilities for drag reduction and select
specific substrates for the subsequent DNS study in chapter 7. Additionally, we also discuss
the effect of permeable substrates on internal and external flows and how they relate.
6.1 Drag reduction from virtual origins
In chapters 1, 3 and 4 we discussed how the drag reduction from non-smooth surfaces can be
expressed as a virtual-origin effect, where the reduction of drag is essentially caused by an
offset between the positions of the virtual, equivalent smooth walls perceived by the mean
flow and the overlying turbulent flow, i.e. ∆U+ = ℓ+U − ℓ+T , as given by equation (3.7) and
sketched in figure 1.7, but turbulence remains otherwise smooth-wall-like (Luchini et al.,
1991; Jiménez, 1994; Luchini, 1996; García-Mayoral et al., 2019). Note that these virtual
origins are measured from a reference plane, which for the permeable substrates studied, is
taken at the substrate-channel interface plane. This is where we set y = 0.
∗Parts of the content of this chapter have been published in Journal of Fluid Mechanics, 875, 124− 172,
with Ricardo García-Mayoral as co-author.
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Given that for small values of permeabilities the mean streamwise profile near the surface
is linear, the origin of the mean flow is equal to the streamwise slip length, i.e. ℓ+U ≈ ℓ+x
(Luchini, 1996). For the DNSs presented in the next chapter, we consider equal wall-normal
and spanwise permeabilities, K+y = K+z . The slip in the spanwise direction is then always
accompanied by the corresponding wall-normal transpiration. It follows from equation (3.9)
that the virtual origin perceived by turbulence in this case is that experienced by the
spanwise velocity, i.e. y+ = −ℓ+w , with no saturation, and since the cross permeability lengths
considered will not exceed the value of 1− 2 wall units (
√
K+z ,
√
K+y ≲ 1− 2), ℓ+T is roughly
equal to the spanwise slip length, ℓ+T ≈ ℓ+z . Therefore, for the linear regime, we would expect
the drag reduction of the anisotropic permeable substrates studied in this thesis to be given
by
∆U+ = ℓ+x − ℓ+z , (6.1)
which agrees with the expression derived by Luchini et al. (1991). For a more general
case where K+z ̸= K+y , however, the virtual origin of turbulence would deviate from ℓ+z , as
discussed in chapter 3. This is, for instance, the case for the drag-reducing substrates studied
by Rosti et al. (2018). They considered substrates with equal tangential permeabilities,
Kx = Kz, and zero or unrealistically low values of wall-normal permeabilities, so that v ≈ 0
at the interface, and thus the drag reduction that they observed results from the saturation
effect of ℓ+z on ∆U+, as explained in chapter 3. Such substrates are closer to the idealised
impermeable substrates of Hahn et al. (2002) or the slip-only simulations of Min & Kim
(2004) and Busse & Sandham (2012), and do not exploit the full potential of the anisotropy
for drag reduction.
Abderrahaman-Elena & García-Mayoral (2017) derived analytical expressions for the
streamwise and spanwise slip lengths caused by a permeable substrate. The authors calculated
ℓ+x and ℓ+z by solving the flow within the permeable medium in response to an overlying shear,
obtaining a solution of the form of Robin conditions (1.6) for the tangential velocities, a
procedure that has also been followed for riblets or superhydrophobic textures (Luchini et al.,
1991; Ybert et al., 2007). Abderrahaman-Elena & García-Mayoral (2017) solved Brinkman’s
equation (2.1) for u and w under homogeneous shear, for which the pressure terms zero out.
This is actually the solution for mode zero in appendix A, i.e. αx = 0 and αz = 0. Obtaining
the relationships between the velocities and their corresponding shears at the interface, ℓ+x
and ℓ+z are
ℓ+x = ξ
√
K+x tanh
(
h+√
K+x
)
, (6.2a)
ℓ+z = ξ
√
K+z tanh
(
h+√
K+z
)
, (6.2b)
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where ξ =
√
ν/ν˜ is the ratio between the molecular and effective viscosities of the permeable
substrate, and would be ξ ≈ 1 for highly-connected substrates with ν˜ ≈ ν. Note that ℓ+x
and ℓ+z in equation (6.2) are the coefficients C+uu and C+ww for mode (αx = 0, αz = 0) in
equation (2.3) with ξ = 1.
The expression for ∆U+ for permeable substrates can be obtained by introducing the slip
lengths given by equation (6.2) into equation (6.1). In order to obtain drag reduction, we
focus on substrates where K+x > K+z , so that ∆U+ > 0. Depending on the relative depth of
the substrate with respect to
√
K+x and
√
K+z , Abderrahaman-Elena & García-Mayoral (2017)
distinguished three different regimes. For small substrate thicknesses, h+ <
√
K+x ,
√
K+z ,
both slip lengths approximate to the same value, ℓ+x ≈ ℓ+z ≈ ξh+, yielding no drag reduction.
For intermediate thicknesses, where
√
K+z < h+ <
√
K+x , we would have ℓ+x ≈ ξh+ and
ℓ+z ≈ ξ
√
K+z , resulting in a positive drag reduction. The highest performance for a given
anisotropic substrate, however, would be achieved for sufficiently deep substrates, where
h+ ≳
√
K+x ,
√
K+z (Abderrahaman-Elena & García-Mayoral, 2017). In this case, both
hyperbolic tangents in equation (6.2) tend to unity and the slip lengths become ℓ+x ≈ ξ
√
K+x
and ℓ+z ≈ ξ
√
K+z . In the following two chapters, we focus primarily on the latter case and
consider deep substrates. This implies that the flow near the substrate-channel interface
does not perceive the bottom no-slipping wall, which eliminates the substrate thickness, h+,
from the parameter space under consideration. Nevertheless, in the next chapter we will
also explore substrates with intermediate thickness, i.e.
√
K+z < h+ <
√
K+x , to investigate
whether shallower substrates can mitigate the drag-degrading effects observed.
Introducing the slip lengths for sufficiently deep substrates, ℓ+x ≈ ξ
√
K+x and ℓ+z ≈ ξ
√
K+z ,
into equation (6.1), ∆U+ becomes
∆U+ ≈ ξ
(√
K+x −
√
K+z
)
. (6.3)
The microstructure of the substrate, represented by ξ, has therefore an important effect on
the drag-reducing performance. The optimum configuration, which would yield maximum
drag reduction, would be obtained for highly-connected materials with ξ ≈ 1 (i.e. ν˜ ≈ ν),
which supports our previous assumption in chapter 2, yielding
∆U+ ≈
√
K+x −
√
K+z . (6.4)
To maximise drag reduction, we seek highly anisotropic materials, maximising the streamwise
permeability, K+x , while minimising the spanwise one, K+z .
The linear theory that results in equation (6.4) is valid only if the texture lengthscales
are small compared to the characteristic lengthscales of near-wall turbulence, so that the
near-wall cycle is not altered. For a given permeable material (i.e. with fixed permeability
values Kx, Kz and Ky), the permeabilities K+x and K+z in viscous units would increase as
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the friction Reynolds number increases, thereby increasing ∆U+. As K+x and K+z increase,
equation (6.4) would eventually stop holding, as other mechanisms set in, degrading the
drag-reducing performance.
6.2 Onset of Kelvin-Helmholtz rollers
Equation (6.4) does not explicitly include the wall-normal permeability, or any transpiration
in general. However, most complex surfaces that produce slip produce also a non-zero wall-
normal velocity at the reference plane, such as permeable substrates (Breugem & Boersma,
2005), riblets (García-Mayoral & Jiménez, 2011) or superhydrophobic surfaces (Seo et al.,
2018), and this effect induces generally a degradation in drag. As discussed in the previous
chapters, the Kelvin-Helmholtz instability and the drag-increasing rollers associated with it
are excited when the impermeability condition at the interface is relaxed. We could then
expect the onset of this instability to disrupt the linear regime of equation (6.4) and it could
therefore be used to establish an a priori limit for the range of validity of the equation, as
proposed by Abderrahaman-Elena & García-Mayoral (2017).
Originally, Abderrahaman-Elena & García-Mayoral (2017) developed a model based on
Darcy’s equation to characterise the onset of Kelvin-Helmholtz rollers, which is well-suited
for poorly-connected permeable substrates. In chapter 5, we extended their analysis for
highly-connected substrates, which have a greater potential for drag reduction, and showed
that the latter exhibit a different behaviour for the onset of the instability. For streamwise-
preferential, highly-connected substrates, which according to the linear theory (6.4) are the
most suitable for drag reduction, we proposed a single, empirically-fitted parameter, given by
equation (5.20a), to capture the effect of the substrate topology on the amplification of the
instability. For reference, we rewrite the expression below,
K+Br = K
+
y tanh
(√
2K+x
y+c
)
tanh2
 h+
3.5
√
K+y
 . (6.5)
Figure 5.18 showed how the amplification for different substrates is a function of this
parameter, and it is shown again in figure 6.1 using the equivalent lengthscale,
√
K+Br.
Hereafter, this representation in terms of permeability lengthscales is used for consistency
with virtual origins. From an application point of view, we are interested in sufficiently deep
and streamwise-preferential substrates, h+ ≳
√
K+x ≫
√
K+y . If this is the case, the second
hyperbolic tangent in equation (6.5), tanh(h+/(3.5
√
K+y )), is approximately 1. For
√
K+x ≳ 5,
the first hyperbolic tangent, tanh(
√
2K+x /y+c ), is also approximately 1, and K+Br becomes
K+Br ≈ K+y . (6.6)
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FIGURE 6.1 Maximum amplification, ω+imax , versus the permeability lengthscale
√
K+Br for different
permeable substrates. – – –, h+ = 10; ——, h+ = 100; from blue to red, anisotropy ratios ϕxy =√
Kx/Ky ≈ 1, 3, 10, 30. The shaded region corresponds to the estimated range for the onset of
Kelvin-Helmholtz rollers (K-H), with the dashed-dotted lines corresponding to
√
K+Br≈ 1 and 2.2.
Hence, as mentioned in chapter 5, the amplification of the instability is mainly determined
by K+y , and h+ and K+x have only a secondary effect.
Depending on the value of K+Br, in chapter 5 we defined three regimes for the instability:
a low-permeability regime, where the instability would be weak and not expected to emerge
in the flow; a high-permeability regime, where the amplification approaches an asymptote and
the instability would be fully developed; and an intermediate regime, where the instability
would set in. García-Mayoral & Jiménez (2011) found that, for riblets, the instability sets in
for amplifications of approximately half the maximum. Following this, we hypothesise that
the intermediate regime would occur for
√
K+y ≈
√
K+Br= 1− 2.2, as indicated in figure 6.1,
and the linear drag reduction of equation (6.4) could only hold for lower values of
√
K+y .
This hypothesis will be re-assessed based on the present DNS results in chapter 7.
6.3 Theoretical prediction of drag reduction curves
Combining the information on the linear drag reduction law of equation (6.4) and the range
of
√
K+y for the onset of Kelvin-Helmholtz rollers, the trend of the drag reduction curves for
anisotropic permeable substrates can be estimated (Abderrahaman-Elena & García-Mayoral,
2017; Gómez-de-Segura et al., 2018b). An optimal substrate should seek to maximise the
difference
√
K+x −
√
K+z to obtain a large slip effect, while maintaining
√
K+y as low as possible
to inhibit the appearance of Kelvin-Helmholtz rollers. Fibrous substrates, as those proposed
in figure 1.10(a), for instance, would conform such a material.
In this study, a substrate configuration will be represented by three dimensionless pa-
rameters; the anisotropy ratios ϕxy =
√
Kx/Ky and ϕzy =
√
Kz/Ky, and the dimensionless
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thickness, h/
√
Ky . Given that both K+y and K+z have an adverse effect on the drag, in what
follows we consider materials with preferential permeability in x and equally low perme-
abilities in y and z, K+x > K+z = K+y . This implies ϕxy > 1 and ϕzy = 1. In addition, we
consider deep substrates with large h/
√
Ky, so that the substrate thickness does not affect
the overlying flow. In chapter 7, we study substrates with
√
K+x ≲ 10, so a thickness h+ ≳ 50
would suffice. In practical aeronautic applications, for instance, this would imply permeable
layers with sub-millimetre thickness.
For substrates with ϕzy = 1, the expression for ∆U+ in equation (6.4) becomes
∆U+ = (ϕxy − 1)
√
K+y . (6.7)
The drag reduction for a given substrate configuration (i.e. for a fixed ϕxy) can then be
expressed solely as a function of the wall-normal permeability lengthscale,
√
K+y , as sketched
in figure 6.2(a), which can be interpreted as a substrate Reynolds number. For instance, in a
wind-tunnel experiment
√
K+y could be changed by changing the friction velocity, while ϕxy
remained unaltered for a given substrate.
From the present analysis, the resulting drag reduction curves would be analogous to
those for riblets (Bechert et al., 1997; García-Mayoral & Jiménez, 2011). The curves would
exhibit a linear increase of ∆U+ with
√
K+y , breaking down no later than in the shaded
region in the figure, where the onset of the Kelvin-Helmholtz instability would be expected.
According to equation (6.7), the slope in the linear regime is predicted to depend on ϕxy, and
the maximum ∆U+ for a given ϕxy would be determined by the intercept of the corresponding
curve with the shaded region. The exact value of
√
K+y for the breakdown, as well as the
form of the curves in its proximity and for larger values, will be obtained from the DNSs
presented in the next chapter.
The ideas illustrated in figure 6.2(a) for a few substrate configurations can be summarised
for a wide range of anisotropy ratios. This is done in figure 6.2(b). Following a drag reduction
curve as
√
K+y increases in panel (a) would be equivalent to ascending vertically along a
constant-ϕxy line in panel (b). The linear drag-reducing behaviour of equation (6.7) is
expected to begin to fail in the shaded region. This shaded region represents the permeability
values for which the drag-degrading Kelvin-Helmholtz rollers are expected to appear and
is the same as in panel (a). It is determined by introducing the limiting values of
√
K+y
specified in section 6.2,
√
K+y |lim ≈ 1− 2.2, into equation (6.7). Although additional adverse
phenomena cannot be ruled out, figure 6.2(b) allows us to bound the parameter space for
realisable drag reduction. This figure was used to select the region in the parametric space
subsequently investigated in chapter 7. Most cases considered are in the drag-reducing
region, where equation (6.7) is expected to hold, and a few cases have been selected in the
shaded region to capture the breakdown. We have considered three substrate configurations,
ϕxy ≈ 3.6, 5.5 and 11.4, represented by the three vertical lines of symbols in figure 6.2(b),
6.4 Change in drag in internal vs. external flows 121
ϕxyR
ea
lis
ab
le
D
eg
ra
de
d
O
ns
et
of
de
gr
ad
at
io
n
0
0
√
K+y
−∆
U
+
(a)
Re
ali
sa
ble
De
gra
ded
On
set
of
de
gr
ad
at
ion
1 5 10 150
2
4
6
8
10
ϕxy
∆
U
+ pr
e
d
(b)
FIGURE 6.2 (a) Sketch of the predicted ∆U+ as a function of
√
K+y . Each line corresponds to
a substrate with a different anisotropy ratio, ϕxy =
√
K+x /K
+
y , and follows the behaviour of the
linear expression (6.7). The shaded region corresponds to the permeability values for which the
Kelvin-Helmholtz rollers would be expected to develop, as in figure 6.1. (b) Predicted values of
∆U+ using the linear expression (6.7) as a function of the anisotropy ratio ϕxy. In both panels, the
dashed-green and solid-red lines define the limits for the onset of Kelvin-Helmholtz rollers estimated
at
√
K+Br|lim ≈
√
K+y ≈ 1 and 2.2, and they separate three regions: the empty-coloured one, where
no Kelvin-Helmholtz instability would be expected; the shaded one, where the instability would set in;
and the hatched one, where the instability would be fully developed. Symbols represent the DNS
cases studied in the next chapter for three substrates with different anisotropies, from red to blue
ϕxy ≈ 3.6, 5.5 and 11.
and simulated them at different substrate Reynolds numbers,
√
K+y , so that complete drag
reduction curves could be obtained.
6.4 Change in drag in internal vs. external flows
The expressions for ∆U+ of equations (3.7) and (6.4) are valid only for external flows with
mild or zero pressure gradients, where the flow near the wall is essentially driven by the
overlying shear and the effect of the mean pressure gradient within the permeable substrate
is negligible. We are mainly interested in vehicular applications, where the flow falls into that
category, but for completion let us discuss the differences with internal flows. In the latter,
the effect of the mean pressure gradient could be significant. This effect is essentially additive,
so in the following discussion we will leave out turbulence for simplicity, and consider the
laminar case.
Sketches of the mean velocity profiles in a boundary layer and in a channel are depicted in
figures 6.3(a) and 6.3(b), respectively. In a boundary layer over a permeable substrate, there
would be a slip velocity at the interface, UBr, due solely to the formation of a Brinkman
layer within the substrate. It follows from equation (6.2a) that, provided that the substrate
is sufficiently deep, this slip velocity is U+Br ≈
√
K+x . Compared with a smooth wall, the only
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(a) (b) (c)
FIGURE 6.3 Mean velocity in internal and external flows. The black-dashed line represents the mean
velocity profiles for smooth walls. (a) Boundary layer. (b) Channel flow, where the mean pressure
gradient is applied through the whole section of height 2(δ + h), including the permeable substrates.
(c) Artificial internal setup to produce only slip that appears in an external flow, by not applying the
mean pressure gradient in the substrate regions.
change in the mean velocity profile would be a shift by UBr, that is ∆U+ ≈
√
K+x , and the
drag reduction experienced would arise entirely from this slip effect.
In channel flows, there are two limiting forms of applying the permeable substrates to
the reference smooth channel of height 2δ. They can substitute a layer of solid material,
increasing the height to 2(δ + h), or they can be placed on top of the reference smooth
channel, reducing the free flow area. In the first case, depicted in figure 6.3(b), the mean
pressure gradient acts on the region 2(δ + h), which includes the permeable substrates. This
produces two opposite effects on the drag: a positive effect due to an increment in the flow
rate, not only within the substrate but also in the channel core, and a negative effect due to
the pressure gradient being applied across a larger cross-section. In order to evaluate these
two effects, we compare the friction coefficient for the permeable and the smooth channel
under equal mean pressure gradient Px. The integral force balance yields
τw = −Px (δ + h) , (6.8)
where τw accounts for the net force applied on the substrates. As we are now solely considering
internal flows, we use the conventional bulk velocity, Ub, to define cf ,
cf = 2
τw
U2b
= 2 τw
(Ub0 +∆Ub)2
= cf0
1 + h/δ
(1 +∆Ub/Ub0)2
= cf0
(1 + h/δ)3
(1 +∆q/q0)2
, (6.9)
where the subscript ‘0’ refers to the smooth channel. The friction coefficient of the smooth
channel, cf0, is defined as cf0 = −2Pxδ/Ub0, and q = 2(δ + h)Ub is the mass flow rate. The
opposing effects of the increase in cross-section where the pressure gradient acts, 2h, and
the extra flow rate, ∆q, are evidenced in equation (6.9). The result can be either a drag
reduction or a drag increase depending on the values of ∆q and h.
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FIGURE 6.4 Map of DR = −∆cf/cf0 in an internal channel flow with permeable substrates as a
function of the permeability length,
√
Kx, and the thickness of the substrate, h, for a friction Reynolds
number δ+ = 180. The channel with substrates has a total height of 2(h+ δ), and is compared to
a smooth channel of height 2δ, as in figure 6.3(b). – – –, the first order approximation of zero drag
reduction line, with a slope of 0.15 obtained from equation (6.11) (valid for h/δ > 0.01).
The extra flow rate, ∆q, can be expressed in terms of Kx. From figure 6.3(b), ∆q is
∆q ≈ 2δ (UBr + UDarcy) + 2qsubstrate, (6.10)
where, in addition to the slip velocity caused by the overlying shear, UBr, as in figure 6.3(a),
there is an extra slip velocity caused by the mean pressure gradient, UDarcy, and a resulting
extra flow rate within the substrate, qsubstrate. The former is obtained from Darcy’s law,
UDarcy = −PxKx/ν, and qsubstrate is obtained using UDarcy and Brinkman’s velocity within the
substrate, as defined by expression (A.31a). Substituting expression (6.10) into equation (6.9),
the resulting change in cf depends on
√
Kx/δ, h/δ and the Reynolds number. This dependency
for a friction Reynolds number δ+ = 180 is illustrated in figure 6.4. The figure shows how
the beneficial effect of adding a streamwise permeability is opposite to the deleterious effect
of the increased area and, for certain substrate geometries, can even outweigh it, resulting in
a net drag reduction. Note that in the turbulent case the effect of the spanwise, Brinkman
contribution would also need to be included, as given by equation (6.4).
To better understand the relationship betweenKx and h, expression (6.9) can be simplified
further for δ ≫ h ≳ √Kx. The extra flow rate is then dominated by ∆q ≈ 2δUBr ≈
2δ
√
Kx dU/dy|y=0, and in a first order approximation, equation (6.9) simplifies to
cf ≈ cf0 1 + 3h/δ
1 + 2
√
Kx
Ub0
dU
dy
∣∣∣∣
y=0
. (6.11)
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It follows from this equation that, in (h,
√
Kx) parameter space, the isocontours of DR are
approximately oblique straight lines, as observed in figure 6.4. Specifically the neutral drag
curve is
√
Kx = 3/2 Ub0/(dU/dy|y=0) h, which depends on the friction Reynolds number
through Ub0 and dU/dy|y=0. For δ+ = 180, the zero drag reduction line is given by
√
Kx ≈
0.15h, as indicated in figure 6.4, while for δ+ = 5000,
√
Kx ≈ 0.007h.
The above analysis applies to channel flows where the permeable substrates substitute
a layer of solid material and shows that, in this case, the drag can be either reduced or
increased. If, on the other hand, the permeable coating was added on top of an existing
smooth channel, the pressure gradient would still be applied over the whole height of 2δ,
which now includes the permeable coatings, and the resulting friction coefficient would be
cf = cf0/(1 +∆q/q0)2. In this case, the flow rate would always decrease, ∆q < 0, resulting
in an increase of drag independently of the values of
√
Kx and h.
In the next chapter, simulations are performed in channel flows for convenience, but
with a view to external flows. To allow a quantitative comparison with external flows, the
mean pressure gradient is applied only in the channel region, omitting its effect within the
substrate, as sketched in figure 6.3(c).
Chapter 7
Drag reduction by anisotropic
permeable substrates: DNS∗
In this chapter, we present results from DNSs to investigate in detail the effect that permeable
substrates have on the overlying flow and assess the validity of the predictions presented in the
previous chapter. We will show that the results confirm the theoretical predictions, and the
resulting drag curves are similar to those introduced in figure 1.2. For small permeabilities, the
drag reduction is proportional to the difference
√
K+x −
√
K+z . This linear regime breaks down
for a critical value of the wall-normal permeability, beyond which the performance begins to
degrade. We observe that the degradation in performance is, as initially hypothesised, caused
by the appearance of spanwise-coherent structures, attributed to a Kelvin-Helmholtz-like
instability of the mean flow. For large permeabilities, these structures become prevalent
in the flow, outweighing the drag-reducing effect of the slip and eventually leading to an
increase of drag.
7.1 Simulations of permeable substrates
The numerical set-up for the DNSs of the domain sketched in figure 6.3(c), was detailed
in chapter 2 and, as in the previous chapters, the presence of the substrates is taken into
account through the boundary conditions defined by equation (2.3). All simulations are, as
mentioned, conducted at a fixed friction Reynolds number δ+ = uτδ/ν = 180 by imposing a
constant mean pressure gradient in y ∈ [0, 2δ] and we use a smooth-wall channel with the
same mean pressure gradient as reference. Although for convenience the present DNSs are
conducted in channels, our scope of application is mainly external flows with mild pressure
gradients. In a channel, by comparison, there would be an additional flow rate from Darcy’s
contribution discussed in section 6.4. To allow direct extrapolation to external flows, we
∗Parts of the content of this chapter have been published in Journal of Fluid Mechanics, 875, 124− 172,
with Ricardo García-Mayoral as co-author.
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Cases
√
K+x
√
K+y
√
K+z h+ Ub/Ubsm ∆U
+ DR180 DR5000
Smooth 0 0 0 0 1.0 - - -
ϕxy =
√
Kx
Ky
≈ 3.6
A1 0.71 0.20 0.20 19.5 1.037 0.51 5.64 3.93
A2 1.00 0.28 0.28 28.1 1.045 0.68 7.26 5.08
A3 1.42 0.39 0.39 38.8 1.052 0.80 8.44 5.92
A4 1.74 0.48 0.48 48.1 1.041 0.54 6.10 4.25
A5 2.45 0.68 0.68 68.1 0.963 -0.68 -7.38 -4.99
A6 3.61 1.00 1.00 100.2 0.819 -3.02 -42.31 -26.58
A7 5.50 1.52 1.52 152.7 0.616 -6.59 -143.84 -76.46
A8 10.97 3.04 3.04 304.2 0.381 -11.03 -546.15 -194.20
ϕxy =
√
Kx
Ky
≈ 5.5
B1 1.00 0.18 0.18 18.0 1.053 0.84 8.63 6.06
B2 1.79 0.32 0.32 32.1 1.085 1.29 12.71 9.01
B3 2.12 0.39 0.39 39.0 1.086 1.31 12.93 9.17
B4 2.45 0.45 0.45 45.0 1.070 1.01 10.22 7.20
B5 3.61 0.66 0.66 65.7 0.979 -0.46 -5.24 -3.56
B6 5.48 1.00 1.00 100.0 0.792 -3.66 -56.35 -34.47
B7 10.89 1.99 1.99 198.4 0.517 -8.66 -261.34 -120.00
ϕxy =
√
Kx
Ky
≈ 11.4
C1 1.00 0.09 0.09 9.0 1.062 0.98 9.89 6.96
C2 1.73 0.15 0.15 14.0 1.106 1.67 16.01 11.45
C3 2.45 0.21 0.21 22.0 1.145 2.24 20.63 14.93
C4 3.6 0.32 0.32 32.0 1.178 2.84 25.10 18.38
C5 4.48 0.39 0.39 39.1 1.183 2.87 25.34 18.56
C6 5.47 0.48 0.48 47.9 1.152 2.34 21.38 15.50
C7 10.89 0.96 0.96 95.6 0.898 -2.21 -29.35 -18.92
h√
Kx
= 1.5
C′1 2.45 0.21 0.21 3.67 1.130 2.00 18.74 13.49
C′2 3.61 0.32 0.32 5.40 1.171 2.70 24.12 17.62
C′3 5.49 0.48 0.48 8.23 1.156 2.40 21.87 15.88
C′4 10.84 0.95 0.95 16.26 0.962 -0.90 -10.84 -7.27
h√
Kx
= 1.0
C′′1 3.61 0.32 0.32 3.61 1.154 2.42 22.02 15.99
C′′2 5.48 0.48 0.48 5.51 1.163 2.53 22.86 16.64
C′′3 7.01 0.62 0.62 7.01 1.127 1.90 17.93 12.88
C′′4 9.03 0.79 0.79 9.03 1.066 0.84 8.62 6.05
C′′5 10.85 0.95 0.95 11.03 1.001 -0.12 -1.32 -0.91
h√
Kx
= 0.5
C′′′1 2.45 0.21 0.21 1.22 1.063 0.93 9.46 6.65
C′′′2 3.62 0.32 0.32 1.86 1.091 1.36 13.35 9.48
C′′′3 5.47 0.48 0.48 2.74 1.133 2.04 19.11 13.77
C′′′4 7.01 0.62 0.62 3.50 1.153 2.39 21.81 15.83
C′′′5 9.03 0.79 0.79 4.52 1.129 1.95 18.34 13.19
C′′′6 10.83 0.95 0.95 5.42 1.092 1.30 12.88 9.13
TABLE 7.1 DNS parameters.
√
K+x ,
√
K+y and
√
K+z are the streamwise, wall-normal and spanwise
permeability lengths, h+ is the thickness of the substrate, ∆U+ is the shift of the velocity profile in
the logarithmic region, and DR180 and DR5000 are the values of drag reduction for δ+ = 180 and
δ+ = 5000, respectively, obtained using expression (1.3). The values DR5000 have been calculated
using the smooth-channel centreline velocity from Lee & Moser (2015). Substrate configurations A, B
and C have thickness h = 100
√
Ky and different anisotropy ratios ϕxy. Substrate configurations C′,
C′′ and C′′′, have ϕxy ≈ 11.4, same as substrate C, but different thickness h/
√
Kx.
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simply do not include this contribution when implementing the boundary conditions on
the mean flow, that is, mode (0, 0), which would be the only Fourier mode affected. This
numerical artefact would be equivalent to applying the mean pressure gradient in the channel
region only, as depicted in figure 6.3(c). The drag reduction in the present simulations results
then entirely from the slip velocity due to an overlying shear, as in external flows.
As indicated in figure 6.2(b), we study three substrate configurations, given by three
different anisotropy ratios ϕxy ≈ 3.6, 5.5 and 11.4. For our main set of simulations, the
substrates have thickness h = 100
√
Ky , large enough for the problem to become independent
of h, and the same permeabilities in y and z, ϕzy = 1. An additional subset of simulations
has been also conducted to explore the effect of a finite h on the substrate performance. For a
given configuration (i.e. a fixed ϕxy and h/
√
Ky), we vary proportionately the permeabilities
in viscous units, K+x , K+z and K+y , which is equivalent to varying the viscous length. For each
configuration,
√
K+x varies between 0.7− 11. The simulations under study are summarised
in table 7.1, where each case is labelled with a letter and a number. In the main set of
simulations, the letter refers to the anisotropy ratio ϕxy of the substrate and the number
to the specific substrate, with fixed permeabilities in viscous units. In the secondary set,
additional subscripts ′, ′′ and ′′′ indicate decreasing substrate depth.
The virtual-origin model presented in sections 1.3 and 3.5 is based on the idea that the
near-wall cycle remains smooth-wall-like, other than by being displaced a depth ℓT towards
the substrate. Given that the origin perceived by turbulence is at y = −ℓT ≈ −
√
Kz, we set
that plane as the reference for the wall-normal height and scale the results with the values at
that height. The friction velocity is obtained by extrapolating the total stresses to that height,
uτ = uτy=0
(
1 +
√
Kz/δ
)1/2, and the effective half-channel height becomes δ′ = δ + √Kz
(García-Mayoral et al., 2019), although the effect is negligible for the small values of
√
Kz/δ
considered here. Beyond the breakdown of the linear regime, the virtual-origin model begins
to fail and the effect of the substrates can no longer be solely ascribed to a shift in origins.
Nonetheless, as in chapter 4, for the cases lying in the degraded regime, we still use the
virtual origin that would be valid in the linear regime, y = −√Kz, to measure uτ . In this
framework, any further effect can be interpreted as additive. The values of ∆U+ have been
obtained using this uτ and comparing the velocity profiles with smooth-wall profiles with the
origin shifted to y = −√Kz, although the effect of this shift on ∆U+ is also negligible.
7.2 Drag reduction curves
The drag reduction curves obtained from the main set of DNSs are shown in figure 7.1. For
small permeabilities, a linear drag-reduction regime is observed. In section 6.1, we predicted
∆U+ in this regime to be equal to the difference between the virtual origin perceived by the
mean flow, ℓ+U , and that perceived by turbulence, ℓ
+
T . For the substrates under consideration,
these would be ℓ+U ≈
√
K+x and ℓ+T ≈
√
K+z , as given by equation (6.4). This prediction
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FIGURE 7.1 Drag reduction curves for substrates with different anisotropy ratios. , ϕxy ≈ 11.4;
, ϕxy ≈ 5.5; and , ϕxy ≈ 3.6. The symbols correspond to DNSs listed in table 7.1. ∆U+ is
represented versus (a) the streamwise permeability lengthscale,
√
K+x ; (b) its predicted value in the
linear regime,
√
K+x −
√
K+z ; (c) the wall-normal permeability lengthscale,
√
K+y . (d) ∆U+, reduced
with its predicted slope, versus the wall-normal permeability lengthscale,
√
K+y . – – –, theoretical
prediction ∆U+ =
√
K+x −
√
K+z .
agrees well with the DNS results, and the three substrate configurations exhibit roughly
the same initial unit slope in figure 7.1(b). These curves correspond to those included in
figure 4.5. The breakdown of the linear drag reduction, however, occurs for different values
of
√
K+x −
√
K+z depending on the substrate.
In contrast, when the lengthscale is represented using
√
K+y – the parameter predicted
in section 6.2 to trigger the Kelvin-Helmholtz instability – the location of the breakdown
coincides for all the curves, as shown in figure 7.1(c). For all substrate configurations, the
drag reduction is maximum for
√
K+y |opt ≈ 0.38 and the drag becomes greater than for a
smooth wall for
√
K+y ≳ 0.6.
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The common linear drag reduction behaviour, observed in figure 7.1(b), and its common
breakdown, observed in figure 7.1(c), are condensed in figure 7.1(d). This is done by dividing
∆U+ from figure 7.1(c) by the slope for each curve expected from equation (6.7), ϕxy − 1.
Given that in this equation ∆U+ depends only on ϕxy and
√
K+y , the general collapse
suggested by this figure could be used to predict the performance of permeable substrates
different to those explored in this work. Considering that the maximum ∆U+ in figure 7.1(d)
occurs for
√
K+y |opt ≈ 0.38 and is approximately 80% of that estimated by equation (6.7),
the maximum ∆U+ would depend only on the anisotropy ratio,
∆U+max ≈ 0.8× 0.38× (ϕxy − 1) . (7.1)
For substrates with different cross permeabilities, ϕzy ̸= 1, it follows from equation (6.4) that
the maximum ∆U+ would be ∆U+max ≈ 0.8× 0.38× (ϕxy − ϕzy), provided that
√
K+z is still
a good approximation for the origin of turbulence.
The secondary set of simulations aims to explore the effect of the substrate depth on
∆U+ and to test if the performance could be improved by reducing the depth enough for
it to become a parameter in the problem. For this, the same substrate of cases C1-C7 is
studied with depths h/
√
Kx = 1.5, 1.0 and 0.5. From equations (6.2), we can expect shallower
substrates to have smaller ℓ+U and ℓ
+
T , as the hyperbolic tangent terms become smaller than
unity. This would reduce the slope of the ∆U+ curve in the linear regime and be an adverse
effect. However, a reduced depth would also have the beneficial effect of making the substrate
more robust to the onset of Kelvin-Helmholtz-like rollers, as at a given Reynolds number
(i.e.
√
K+x ,
√
K+y ) equation (6.5) would predict a smaller
√
K+Br. Note also that
√
K+Br is
a parameter empirically fitted to the results from the linear stability model, and that the
actual results in section 6.2 show that shallower substrates have in fact a delayed onset in
terms of
√
K+Br, as shown in figure 6.1.
The results for ∆U+ for the shallow substrates of the secondary set of simulations are
portrayed in figure 7.2, compared with the corresponding deep substrate from the main
set, cases C1-C7. Given that all our substrates have higher permeability in x, the first
terms to experience the effect of a finite h in equations (6.2) and (6.5) are those where
h appears scaled with
√
Kx. Note that if we had considered values of h small enough
for h/
√
Kz to be also small, we would have ℓ+U ≈ ℓ+T ≈ h+, which would yield no drag-
reducing effect. For the values of h/
√
Kx studied, we have h/
√
Ky = h/
√
Kz = 6, 11 and
17, so the corresponding hyperbolic tangent terms in equations (6.2) and (6.5) are still
essentially unity. This can be appreciated for instance in figure 7.2(a), where the predicted
slope in the linear regime has been adjusted for the effect of h+ on the streamwise slip,
ℓ+U ≈
√
K+x tanh(h+/
√
K+x ), but the spanwise slip remains ℓ+T ≈
√
K+z . Figure 7.2(b), however,
shows that
√
K+y is no longer adequate to parametrise the onset of the drag degradation.
Panel (c), in turn, suggests that a suitable alternative is
√
K ′+Br=
√
K+y tanh(h+/(9
√
K+y )),
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FIGURE 7.2 Drag reduction curves for substrates with the same permeabilities but different substrate
thickness. From blue to red, representing decreasing thickness, cases C1-C7, C′1-C′7, C′′1-C′′7,
and C′′′1-C′′′7, corresponding to h/
√
Kx = 8.8, 1.5, 1.0, and 0.5. ∆U+ is represented versus (a) its
theoretical value in the linear regime; (b) the wall-normal permeability lengthscale,
√
K+y ; (c) the fitted
permeability lengthscale for the breakdown
√
K ′+Br. (d) ∆U+, reduced with its predicted linear slope,
versus
√
K ′+Br. In (a) and (d), – – –, theoretical prediction ∆U+ =
√
K+x tanh(h+/
√
K+x )−
√
K+z .
and that the optimum value is still
√
K ′+Br ≈ 0.38, as in figure 7.1. All the curves can be
once more collapsed by reducing ∆U+ with its predicted slope in the linear regime and
expressing the Reynolds number in terms of
√
K ′+Br, as is done in panel (d). This suggests
that the optimum performance for shallow substrates can also be predicted and would be
∆U+max ≈ 0.8×0.38× [ϕxy tanh(h/
√
Kx)−ϕzy]/ tanh(h/9
√
Ky). Note, however, that ∆U+max
decreases slightly as the substrate depth is reduced, as can be appreciated in panel (a), and
that even if there is a delay in the critical
√
K+y in absolute terms, as observed in panel
(b), any gain in the relative width of the ‘drag bucket’ region – the near-optimal range – is
insignificant, as is clear from panel (d).
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7.3 Flow statistics
To explore the underlying mechanisms for the behaviour observed in the drag reduction
curves, let us focus on a fixed substrate configuration, that is on one of the curves in figure 7.1.
Let us take the one with the anisotropy ratio ϕxy ≈ 11.4, that is, simulations C1-C7. This
configuration has been chosen arbitrarily. The general trend is unchanged for the other two
substrate configurations, ϕxy ≈ 3.6 and 5.5, and, for completeness, the corresponding data
can be found in appendix F. To illustrate how the overlying turbulence is modified at different
points along the drag reduction curve, figure 7.3 shows instantaneous realisations of u, v
and p in an x-z plane immediately above the substrate-channel interface. For small
√
K+y ,
the flow field resembles that observed over a smooth wall. This is shown in panels (a-c)
and (d-f ), where the u-field displays the signature of near-wall streaks, and the v-field that
of quasi-streamwise vortices. As
√
K+y increases beyond the linear regime, the flow begins
to be altered, as shown in panels (g-l). Some spanwise coherence emerges, becoming more
prevalent for larger
√
K+y . Eventually, the flow becomes strongly spanwise-coherent and no
trace of the near-wall cycle remains, as shown for a drag-increasing case in panels (m-o).
To assess quantitatively to what extent turbulence differs from that over smooth walls, we
first focus on the one-point statistics resulting from the DNSs, portrayed in figures 7.4 and
7.6. The former shows the mean velocity profiles. In panel (a) the results are represented
with the origin for the wall-normal height at the substrate-channel interface, y+ = 0, as
is typically done in the literature. In this representation, the non-zero slip velocity at the
interface, U+slip, is apparent at y+ = 0, while far away from the wall the adverse effect of ℓ
+
T
and the ‘roughness-like’ shape of the profile, that is the deviation from a smooth-wall-like
shape, combine with U+slip to yield the net velocity offset. In this framework, the effect of ℓ
+
T
and the deviation from the shape of a smooth-wall profile cannot be easily disentangled.
If the velocity profiles are represented with the origin for the wall-normal height at
y+ = −ℓ+T and if turbulence remained smooth-wall-like, the profiles could then be expected
to be like those for smooth walls, save for the offset given by equation (3.7). Subtracting
that offset would then give a collapse of all the velocity profiles, and any deviation can then
be separately attributed to modifications in the turbulence (García-Mayoral et al., 2019).
In figure 7.4(b), the profiles are portrayed with the origin at y+ = −ℓ+T and with the offset
subtracted from the velocities. For cases C1-C3, which lie in the linear regime, the resulting
collapse is indeed good, but beyond this regime the profiles deviate from the smooth-wall
behaviour increasingly. Let us note that defining uτ at y+ = −ℓ+T implies that the wall-normal
gradient of the mean profile at the interface is no longer necessarily dU+/dy+|y+=0 = 1.
This is because the stresses at that height in viscous units sum slightly less than one, and
more specifically, because a non-zero transpiration gives rise to a Reynolds stress at the
interface, so the viscous stress is no longer the only contribution to the total. As a result,
U+slip and ℓ+x do not strictly have equal values and cannot be used interchangeably. For small
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FIGURE 7.3 Instantaneous realisations of u+, v+ and p+ for a smooth channel and for substrates with
ϕxy ≈ 11.4 at a x-z plane y+ + ℓ+T ≈ 2.5. From left to right the columns are u+, v+ and p+. From
top to bottom, representing increasing permeabilities, (a-c) smooth wall, (d-f ) case C2, (e-g) case C4,
(h-j) case C6 and (m-o) case C7. In all cases, red to blue corresponds to (2.2 +
√
K+x /2)[−1, 1] for
u+, (0.08 + 2/3
√
K+y )[−1, 1] for v+ and (5 + 5 4
√
K+y )[−1, 1] for p+.
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FIGURE 7.4 Mean velocity profiles for a substrate configuration with ϕxy ≈ 11.4. Permeabilities
in viscous units increase in the direction of the arrow and from blue to red, which correspond to
cases C1-C7. (a) Profiles scaled with uτ measured at the interface plane, y+ = 0. (b) Profiles
shifted by the linearly extrapolated virtual origin of turbulence, ℓ+T =
√
K+z , and scaled with the
corresponding uτ at y = −ℓT , where the value at the origin, i.e. the offset predicted from the linear
theory, ∆U+ = U+slip − ℓ+T , has been subtracted. Black-dashed lines represent the smooth-channel
case.
0 4 8 120
4
8
12
√
K+x
U
+ sl
ip
FIGURE 7.5 Slip velocity at the substrate-channel interface, U+slip, versus the slip length ℓ+x =
√
K+x
for the three substrate configurations, , ϕxy ≈ 11.4; , ϕxy ≈ 5.5; , ϕxy ≈ 3.6. The symbols
correspond to DNS cases listed in table 7.1 and the dashed line to U+slip =
√
K+x .
values of
√
K+y , the Reynolds stress at the substrate-channel interface is negligible, so this
effect is small and U+slip ≈ ℓ+x . This is the case for the substrates lying on the linear regime.
However, as
√
K+y increases, the Reynolds stress at the interface ceases to be negligible,
and U+slip = dU+/dy+|y+=0 ℓ+x < ℓ+x . This discrepancy between U+slip and ℓ+x ≈
√
K+x for the
substrates under consideration is shown in figure 7.5. The effect is small for the substrate of
simulations C1-C7, but is significant for the substrates of B1-B7 and A1-A8, with results
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FIGURE 7.6 One-point turbulent statistics for a substrate configuration with ϕxy ≈ 11.4. Permeabilities
in viscous units increase in the direction of the arrow and from blue to red, which correspond to cases
C1-C7 scaled with the corresponding uτ at y = −ℓT = −
√
Kz, the linearly extrapolated virtual origin
for turbulence. Black-dashed lines represent the smooth-channel case. Rms fluctuations of (a) the
streamwise velocity, (b) the wall-normal velocity, (c) the spanwise velocity, and (d) the streamwise
vorticity. (e) Reynolds stress.
portrayed in appendix F. The effect is particularly intense for the latter substrate, which
reaches
√
K+y ≈ 3 and experiences significant transpiration. Although U+slip and ℓ+x represent
essentially the same concept, the quantitative effect of the streamwise slip is carried more
accurately by U+slip, so the latter has been used for the velocity offset in figure 7.6(b). This
explains why in chapter 4 we also subtracted the offset Uslip − ℓ+T to the mean velocity
profiles. Notice that this effect is negligible in slip-only simulations or other idealised surfaces
where zero transpiration is assumed (Fairhall et al., 2019). Suga et al. (2010) measured
experimentally the slip velocity for isotropic substrates with different
√
K+x , and their results
are similar to those shown in figure 7.5 (cf. figure 4(b) in Suga et al. (2010)). Their results
also accounted for the pressure driven flow within the substrates, which would include the
extra slip velocity from Darcy’s contribution discussed in section 6.4. However, for the mild
pressure gradients considered, the slip velocity due to the overlying shear, ∼ √KxdU/dy, is
significantly larger than that due to the pressure gradient, which justifies the similarity with
the present results.
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The observations on the agreement or deviation from smooth-wall data in the mean
velocity profiles extend also to the rms velocity fluctuations and streamwise vorticity, as well
as the Reynolds shear stress, portrayed in figures 7.6(a-e). For the cases in the linear regime,
the agreement with smooth-wall data is good. The only difference is a small deviation in the
profile of u′+ in the region immediately above the interface, which was also observed in the
simulations with ℓ+v = 0 in chapter 3 and the profiles for complex surfaces in chapter 4. As
previously mentioned, this deviation is caused by the streamwise velocity effectively tending
to zero at y+ = −ℓ+U , which is below the reference height y+ = −ℓ+T , and essentially does not
alter near-wall dynamics, as observed for the slip-only simulations in chapter 3. Beyond the
linear regime, the fluctuations of the streamwise velocity decrease in intensity, while those
of the transverse components increase. For rough surfaces, this is often associated with a
decreased anisotropy of the fluctuating velocity (Orlandi & Leonardi, 2006). The Reynolds
stress behaves analogously, and the rms streamwise vorticity also becomes more intense,
but experiences a significant drop for the final case, C7. The snapshots of figure 7.3 could
suggest that this is caused by the eventual annihilation of the quasi-streamwise vortices of
the near-wall cycle, as the spanwise-coherent structures become prevalent.
In the models proposed in chapter 6, the streamwise, spanwise and wall-normal permeabil-
ities have separate effects. These models capture leading-order features, but in equations (2.3)
the effect of the three permeabilities is coupled. This manifests in the DNS results and,
although the coupled effects are secondary, they become increasingly important for large
permeabilities.
The leading-order effect of the substrate on the overlying turbulence is, as discussed above,
set by the transverse permeabilities. Although in the present study they are equal, it could
be expected that
√
K+z governed the virtual-origin effect, while
√
K+y governed the onset of
spanwise-coherent dynamics. However, once
√
K+y becomes sufficiently large,
√
K+x plays
a secondary role by indirectly modulating the transpiration. Quantitatively, this influence
is embedded in equations (2.3). In essence, the wall-normal flow that penetrates into the
substrate is in a first instance impeded by
√
K+y , but from continuity it eventually needs to
traverse the substrate tangentially, being then impeded by
√
K+x , before it leaves through the
interface elsewhere. Thus, a large
√
K+x amplifies the transpiration effect of
√
K+y or, rather,
a small
√
K+x limits it. This can be observed by comparing the three substrates studied at
roughly equal values of
√
K+y . As they have different anisotropy ratios, for the same
√
K+y
they have different
√
K+x . Examples are shown in figure 7.7. The values
√
K+y ≈ 0.2, 0.4 and
1.0 have been chosen to observe the secondary effect of
√
K+x in the linear regime, near the
optimum drag reduction, and in the fully degraded regime, respectively. In the first case, the
effect of
√
K+x is negligible. The only effect is essentially that of
√
K+z setting the virtual
origin, and all the one-point statistics show good agreement with smooth wall data. The
effect is still small near the optimum, for
√
K+y ≈ 0.4, but the modulation by
√
K+x begins
to manifest, amplifying the effects of
√
K+y already discussed above, such as the decreased
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FIGURE 7.7 Turbulent statistics for different permeable substrates. Each symbol indicates cases with
approximately the same
√
K+y and
√
K+z . , cases A1, B1 and C3, with
√
K+y ≈ 0.2; - - - -,
cases A3, B3 and C5, with
√
K+y ≈ 0.4; · · · ·, cases A6, B6 and C7, with
√
K+y ≈ 1.0. The colours
represent substrate configurations with a fixed ϕxy: red, ϕxy ≈ 3.6; purple, ϕxy ≈ 5.5; blue, ϕxy ≈ 11.4.
Black lines correspond to the smooth-channel case. Variables are scaled with the corresponding uτ
at y = −√Kz, the linearly extrapolated virtual origin for turbulence. (a) Mean velocity profiles,
(b) mean velocity profiles shifted as in figure 7.4(a). (c), (d) and (e) streamwise, wall-normal and
spanwise rms velocity fluctuations. (f ) Streamwise vorticity rms fluctuations. (g) Reynolds stress.
anisotropy of the velocity fluctuations. Nevertheless, the Reynolds stress curve, and thus the
shape of the mean velocity profile, remain close to those in the linear regime and for smooth
walls. In the fully-degraded regime,
√
K+y ≈ 1.0, the modulating effect of
√
K+x becomes
stronger and results in a further degradation of the Reynolds stress, the mean profile and the
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drag. The near-wall cycle is severely disrupted in this regime, and the main effect of
√
K+x on
the velocity fluctuations is on u′+ near the wall, directly through the increased streamwise
slip.
In turn,
√
K+y also has a secondary effect on the streamwise slip, through the non-zero
Reynolds stress at the interface discussed above. Figure 7.5 illustrates how, for the same√
K+x , which governs U+slip to leading-order, substrates with larger
√
K+y have a smaller slip
velocity.
While the analysis of the one-point statistics reveals variations in average intensities at
different heights, it cannot provide information on whether those variations are caused by
contributions from lengthscales that are not active over smooth walls, or from a change in
the intensity of the typical lengthscales of canonical wall turbulence. To investigate this, we
analyse the spectral energy distribution of the fluctuating velocities.
As an example, spectral density maps of u2, v2, w2 and uv are represented at a height of
roughly 15 wall units above the virtual origin for turbulence in figure 7.8. For substrates in
the linear regime, such as C2 in panels (a-d), the agreement in spectral distribution with
smooth-wall flows is excellent, as it was for the rms values, further supporting the idea that
near-wall turbulence remains essentially canonical. For substrate C4, which is just past
the linear regime and has a near-optimum
√
K+y ≈ 0.32, differences begin to appear in the
spectral distributions, like additional energy at slightly shorter streamwise wavelengths, but
most notably the emergence of a spectral region with high v2 for large spanwise wavelengths,
λ+z ≈ 200−∞ and streamwise wavelengths λ+x ≈ 100−200. This feature is consistent with the
onset of spanwise-coherent structures observed in figure 7.3, and was also observed previously
for riblets and connected to the presence of Kelvin-Helmholtz-like rollers (García-Mayoral
& Jiménez, 2011). The linear stability analysis in chapter 5 showed that the wavelength of
the spanwise-coherent rollers, λ+x , scales in viscous units. In particular, the wavelength is set
by the height where the second derivative of the mean flow, d2U/dy2, concentrates, which is
analogous to the mixing layer thickness of free-shear flows. For small permeabilities, where
the near-wall cycle still prevails, as in the present cases, the near-wall peak of d2U/dy2 scales
in viscous units, and hence the wavelength also scales in viscous units. Although this cannot
be determined from the present simulations, since they are conducted at essentially the same
Reynolds number, it was verified by García-Mayoral & Jiménez (2012) for riblets. As the
permeabilities increase, the near-wall cycle is destroyed and the near-wall peak in d2U/dy2
ceases to exist, leaving δ as the only available scale. The wavelength of the rollers scales
then with δ, as suggested in Jiménez et al. (2001) and Breugem et al. (2006) and thoroughly
reported by Kuwata & Suga (2017) and Suga et al. (2018). The new spectral region observed
for case C4 becomes more intense for cases C6 and C7. For C6, which lies in the degraded
regime but still yields a net reduction in drag, energy appears in wavelengths as short as
λ+x ≈ 50, and the spanwise-coherent region spans a wider set of streamwise wavelengths,
λ+x ≈ 60− 350, although there is still a trace of the spectral densities of smooth-wall flow
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FIGURE 7.8 Premultiplied two-dimensional spectral densities for a substrate configuration with
ϕxy ≈ 11.4 at a plane y++ ℓ+T ≈ 15.5. First column, kxkzEuu; second column, kxkzEvv; third column,
kxkzEww; fourth column, kxkzEuv; with contour increments 0.3241, 0.0092, 0.0404 and 0.0239 in wall
units, respectively. Shaded, smooth channel. Red contours, permeable cases: (a-d) case C2, (e-h)
case C4, (i-l) case C6, and (m-p) case C7. The box indicates the region of the spectrum considered in
section 7.4.
for long wavelengths, λ+x ≳ 500, specially for v2 and w2. For case C7, which gives a net
drag increase, any residual trace of the spectral distribution for smooth-wall turbulence has
disappeared, and the range λ+x ≈ 60− 350 becomes dominant in v2.
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FIGURE 7.9 Sketch of stress curves taking the virtual origin of turbulence as reference. – · –, viscous
stress dU+/dy+; ——, u′v′+; – – –, total stress. (a) Permeable case at a friction Reynolds number
δ′+ = δ+ + ℓ+T,P . (b) Smooth-wall case at the same friction Reynolds number δ′+. (c) Smooth-wall
case at a different friction Reynolds number, δ+. The vertical black-dotted line indicates the substrate-
channel interface in the permeable case and the wall in the smooth cases. The grey shaded area
represents the integrated region in equation (7.4). The red shaded area in (c) shows the difference in
the integrated area due to the difference in the friction Reynolds number.
7.4 Contributions to ∆U+
The degradation of the drag reduction curves in figure 7.1 and the lack of collapse of the
mean velocity profiles in figure 7.4(b) show that there is an additional contribution to ∆U+
beyond the virtual-origins effect predicted in chapter 6. To investigate this, we obtain an
expression for ∆U+ by integrating the mean streamwise momentum equation for a permeable
channel and comparing it with that for a smooth channel. This procedure follows closely
MacDonald et al. (2016), Abderrahaman-Elena et al. (2019) and Fairhall et al. (2019), and is
similar to that followed by García-Mayoral & Jiménez (2011). The streamwise momentum
equation is averaged in time and in the streamwise and spanwise directions, and integrated
in the wall-normal direction,
− u′v′+ + dU
+
dy+
= δ
′+ − y′+
δ′+
, (7.2)
where the virtual origin of turbulence is taken as the reference for the wall-normal coordinate,
i.e. y′+ = y+ + ℓ+T , and it is also the height where uτ is measured. The effective half-channel
height or the effective friction Reynolds number is then δ′+ = δ+ + ℓ+T , as previously defined.
In equation (7.2), u′v′+ is the Reynolds stress, dU+/dy+ the viscous stress and the right-hand
side represents the total stress. These three terms are represented in figure 7.9(a).
Integrating again between two heights, the viscous stress term gives the velocity U+ at
those two heights, which can be compared to the corresponding equation for a smooth channel
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to obtain an expression for ∆U+. The upper integration limit is then taken at an arbitrary
height in the logarithmic region, y′+ = H+, so that the difference in U+ yields ∆U+. For
the lower limit, we set it at y′+ = ℓ+T,P , where ℓ
+
T,P refers to the virtual origin of turbulence
for the permeable case, since for that layout equation (7.2) is defined only above that height.
Integrating equation (7.2) from y′+ = ℓ+T,P , to an arbitrary height in the logarithmic region,
y′+ = H+, yields
∫ H+
ℓ+T,P
−u′v′+dy′+ + U+(H+)− U+(ℓ+T,P ) = H+ − ℓ+T,P −
H+2 − ℓ+2T,P
2δ′+ . (7.3)
This equation applies not only to a permeable channel, but also to a smooth channel at the
same Reynolds number, δ′+, as depicted in figure 7.9(b). Note that for a smooth channel
y′+ = y+, since the origin of turbulence is at the wall, but the lower integration limit can
still be set at some height above the wall, y′+ = ℓ+T,P , with ℓ
+
T,P referring to the origin of the
permeable case being compared.
Subtracting equation (7.3) for the permeable case and for the smooth channel, the
resulting expression for ∆U+ is,
∆U+ = U+P (H
+)− U+S (H+)
= U+P (ℓ
+
T,P )︸ ︷︷ ︸
U+slip
−U+S (ℓ+T,P )−
∫ H+
ℓ+T,P
[(
−u′v′+P
)
−
(
−u′v′+S
)]
dy′+,︸ ︷︷ ︸
Tuv
(7.4)
where subscript ‘P ’ denotes the permeable channel, and subscript ‘S’ the reference smooth
channel at the same friction Reynolds number δ′+. Equation (7.4) shows that ∆U+, defined
as the difference in U+ between a permeable and smooth channel measured at the same
distance from their respective origins of turbulence, consists of the sum of three terms.
The first term, is the slip velocity of the permeable case at the substrate-channel interface,
U+slip. This is a drag-reducing term, and for the cases lying in the linear regime it can be
approximated to the virtual origin of the mean flow, ℓ+U , since dU
+
P /dy
+|y′+=ℓ+T,P ≈ 1. The
second term, U+S (ℓ
+
T,P ), is the mean velocity of the smooth channel measured at y′+ = ℓ
+
T,P .
It is a drag-increasing term, and if ℓ+T,P ≲ 5, it can be accurately approximated as U+S (ℓ+T,P ) ≈
ℓ+T,P . This is essentially the same as the spanwise protrusion height of Luchini et al. (1991)
and Luchini (1996), and the spanwise slip of superhydrophobic surfaces (Min & Kim, 2004;
Busse & Sandham, 2012). The offset between these terms is then U+slip−US(ℓ+T,P ) ≈ ℓ+U − ℓ+T,P
and represents the virtual-origin effect discussed throughout this thesis. Note, however, that
the exact contribution to ∆U+ involves velocities and not virtual origins as pointed out
before. The contribution of the offset between these two terms to ∆U+ is shown in figure 7.10,
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FIGURE 7.10 Different contributions to ∆U+ as a function of
√
K+y for (a) substrates A1-A8, with
ϕxy ≈ 3.6, (b) substrates B1-B7, with ϕxy ≈ 5.5 and (c) substrates C1-C7, with ϕxy ≈ 11.4. , ∆U+
measured from the DNSs (same as in table 7.1); · · · ·, contribution from the virtual-origin effect,
U+slip − U+S (ℓ+T ); · · · ·, contribution from the additional Reynolds stress, Tuv; · · · ·, contribution from
the additional Reynolds stress restricted to the spectral window λ+x ≈ 70− 320 and λ+z ≳ 120; · · · ·,
∆U+ calculated from equation (7.4), as a sum of the contributions from the virtual-origin effect and
the additional Reynolds stress. – – –, equation (6.7).
where we can appreciate that the virtual origin approximation ℓ+U − ℓ+T is valid not only in
the linear regime, but even slightly beyond the optimum.
The third term, Tuv, represents the additional Reynolds stress induced by the permeable
substrate. It is a drag-increasing term and its contribution to ∆U+ is also shown in figure 7.10.
For the substrates lying in the linear regime, the Reynolds stress is smooth-wall-like, except
for the displacement ℓ+T towards the interface, and the term Tuv is therefore zero. The
contribution of this term begins to be significant at the breakdown
√
K+y |opt, and increases
with
√
K+y in the degraded region. An increase in Reynolds stress is therefore related to the
degradation of the drag-reducing behaviour of permeable substrates.
The spectral energy distribution of the wall-normal velocity in figure 7.8 shows the
appearance of a new spectral region for large spanwise wavelengths centred around λ+x ≈ 150,
which is associated to the large spanwise coherent structures observed in figure 7.3. To explore
whether the additional Reynolds stress accounted for by Tuv is due to the energy accumulated
in this spectral region, we define a spectral box with λ+x ≈ 70− 320 and λ+z ≳ 120, as that
depicted in figure 7.8, and quantify its contribution to the additional Reynolds stress, as in
García-Mayoral & Jiménez (2011). The values are also included in figure 7.10, showing a
close agreement with the whole Tuv. This suggests that the new spanwise-coherent structures
are indeed responsible for the degradation of the drag, as it was also observed for riblets
in García-Mayoral & Jiménez (2011). In essence, these structures increase the turbulence
mixing, increasing the local Reynolds stress and the global drag.
Note that equation (7.4) compares a permeable channel with a smooth one at the same
friction Reynolds number. Often, however, a reference smooth channel at exactly the same
142 Drag reduction by anisotropic permeable substrates: analysis and DNS
Reynolds number is not available. This is, for instance, the case for the simulations presented
in this paper, where all the permeable cases are compared to the same smooth channel at
a slightly different friction Reynolds number. When the Reynolds numbers match exactly,
the total stress, and thus the Reynolds stress, collapse sufficiently far away from the surface,
as they approach zero-value at the centre of the channel. The contribution Tuv can then be
entirely ascribed to wall effects, that is to the presence of the substrate. If the Reynolds
numbers differ, however, there may be a significant contribution to Tuv far from the surface,
which is a Reynolds-number effect, rather than a direct effect of the surface. The same
effect appears when comparing smooth channels at different friction Reynolds numbers,
as illustrated in figure 7.9(c). To quantify this effect, we compare the smooth channel at
Reynolds number δ′+, used for equation (7.4) and represented by a subscript ‘S’, with another
at a different Reynolds number δ+, represented by a subscript ‘S0’. Subtracting the two
integrated mean streamwise momentum equations, the universality of the near-wall mean
velocity profile over smooth walls gives U+S (ℓ
+
T,P ) = U
+
S0(ℓ
+
T,P ) and U
+
S (H+) = U
+
S0(H+),
yielding
TRe = −
∫ H+
ℓ+T,P
[(
−u′v′+S
)
−
(
−u′v′+S0
)]
dy′+ =
H+2 − ℓ+2T,P
2
( 1
δ′+
− 1
δ+
)
. (7.5)
When the break-up of equation (7.4) is applied to DNS results from a complex surface,
P in our case, and a smooth wall at a different Reynolds number, S0, the integral of the
difference in Reynolds stresses would include both the surface and the Reynolds number
effects. These, however, can be easily separated as
−
∫ H+
ℓ+T,P
[(
−u′v′+P
)
−
(
−u′v′+S0
)]
dy′+ =
−
∫ H+
ℓ+T,P
[(
−u′v′+P
)
−
(
−u′v′+S
)]
dy′+ −
∫ H+
ℓ+T,P
[(
−u′v′+S
)
−
(
−u′v′+S0
)]
dy′+
= Tuv + TRe.
(7.6)
Note that, from equation (7.5), TRe can be easily calculated a priori as the area of the
trapezoid formed between the total stress lines for δ+ and δ′+, as highlighted in figure 7.9(c).
Tuv can subsequently be obtained by subtracting TRe from the integral of the difference in
Reynolds stresses of cases P and S0, as given by equation (7.6), so that it only includes
the effect of the surface. This has been the procedure used to obtain the results shown in
figure 7.10, even though for the small values of ℓ+T considered, the Reynolds number effect,
TRe, is negligible.
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FIGURE 7.11 (a) Amplification of the most unstable mode versus
√
K+Br, as in figure 6.1, but with
the threshold values for the onset of Kelvin-Helmholtz-like instability adjusted to
√
K+Br≈
√
K+y =
0.38− 0.6. (b) Predicted values of ∆U+ from the linear theory of equation (6.7) versus the anisotropy
ratio ϕxy, as in figure 6.2(b), but with the adjusted thresholds for the degraded region. The green
line corresponds approximately to the optimum ∆U+ (
√
K+y |opt ≈ 0.38); the red line corresponds
approximately to zero ∆U+ (
√
K+y |∆U+=0 ≈ 0.6). The symbols represent the DNS cases studied and
the values next to them are the actual ∆U+ measured from the DNSs. Cases beyond ∆U+pred > 5 are
not displayed.
7.5 Adjustment of the theoretical models
In chapter 6, we presented theoretical models to estimate the drag-reducing behaviour for
anisotropic permeable substrates, a linear drag-reduction model for small permeabilities given
by equation (6.4) and a threshold for the degradation of this linear regime based on the onset
of Kelvin-Helmholtz rollers. The information obtained from the present DNSs can be used
to assess the validity of these models, and if necessary adjust them, so that more accurate
predictions can be made.
The drag reduction curves in figure 7.1 show that the linear regime is accurately represented
by the offset between the virtual origins of the mean flow and that of turbulence,
√
K+x −
√
K+z ,
as predicted by equation (6.4). As discussed above, ∆U+ in this regime would be more
precisely given by the difference U+slip − U+S (ℓ+T ), but the differences between
√
K+x and U+slip,
and between
√
K+z and U+S (ℓ
+
T ) only become significant for larger permeabilities – beyond
the linear regime, as shown in figure 7.10.
The DNS results and the discussion in section 7.4 also support the idea that the degradation
of the drag-reducing behaviour is caused by the formation of spanwise-coherent structures.
These are generally associated to a Kelvin-Helmholtz-like instability, as discussed in chapter 6.
In that chapter, we predicted that the onset of these structures was governed by
√
K+y , the
leading order term of
√
K+Br from equation (6.5), as shown in figure 6.1. From this figure, we
estimated an a priori threshold for the onset of Kelvin-Helmholtz-like rollers in the range
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√
K+Br≈
√
K+y ≈ 1− 2.2, beyond which equation (6.4) would no longer be valid. The drag
reduction curves in figure 7.1(c), however, show that the degradation sets in for lower values
of
√
K+y than initially hypothesised. The optimum value of ∆U+ occurs at
√
K+y |opt ≈ 0.38,
after which performance degrades, and drag becomes greater than that for smooth walls
for
√
K+y |∆U+=0 ≈ 0.6. Adjusting figure 6.1 to account for these observed values, we obtain
figure 7.11(a), which shows that the onset occurs as soon as the predicted amplification of
the instability becomes positive.
In chapter 6, combining the equation for the linear regime with the limiting values of
√
K+y ,
allowed us to design the parameter space for realisable drag reduction shown in figure 6.2(b),
which later served to select the DNS cases studied in this chapter. Using the limiting values
of
√
K+y observed in the DNSs (
√
K+y ≈ 0.38− 0.6), the adjusted prediction map for ∆U+ is
shown in figure 7.11(b), where the actual values of ∆U+ measured from DNSs are also shown.
This figure illustrates how the theoretical predictions compare to the actual results obtained
from DNS. In the linear regime, ∆U+ is well predicted by the theory. At the optimum ∆U+
line,
√
K+y ≈ 0.38, the exact value of ∆U+ is given by equation (7.1), that is, it is roughly
80% of the linear-regime prediction. Beyond this line, the performance degrades, and for the
line
√
K+y ≈ 0.6, the drag reduction is fully negated. Assuming that this behaviour holds
for substrates with anisotropy ratios different to those studied in this work, figure 7.11(b),
which essentially contains the same information of figure 7.2(d), can be used to estimate
their performance.
Chapter 8
Conclusions and scope for future
work
This thesis has investigated the effect that surface textures in general have on the overlying
turbulent flow, with a focus on anisotropic permeable substrates and their ability to reduce
skin-friction drag.
When the surface texture is small compared to the overying turbulent structures, the
overlying turbulent flow does not perceive the detail of the texture, but a homogenised effect
and the velocity components may appear to vanish at different heights. Luchini et al. (1991)
and Jiménez (1994) noted that, for small surface textures, their effect on the flow can be
reduced to a different virtual origin perceived by the mean flow and the overlying turbulence.
The origin of turbulence can be interpreted as the equivalent, no-slip wall perceived by the
quasi-streamwise vortices of the near-wall cycle, which, immediately above the surface, induce
primarily a spanwise flow. Based on this, Luchini et al. (1991) proposed that, when the
texture size is vanishingly small, the virtual origin of turbulence is that imposed by a spanwise
homogeneous shear. Thus, to achieve drag reduction a surface texture should offer more
resistance to the spanwise flow than to the streamwise mean flow. Luchini’s model, however,
neglects the effect of wall-normal transpiration, which can be significant for the drag.
In the first part of the thesis, we generalised Luchini’s virtual-origin theory for drag
reduction and explored its applicability to a variety of surfaces. This has led to two main
conclusions. The first is that the effect of a textured surface in the flow can be reduced to a
different virtual origin perceived by the mean flow and the overlying turbulence, confirming
Luchini’s original idea. The origin of turbulence, however, is not determined by the origin of
the spanwise velocity alone, but by the origins perceived by the spanwise and wall-normal
velocities. We showed that the near-wall cycle and the turbulence dynamics remain smooth-
wall-like, save for the shift of the apparent origin to the origin perceived by turbulence,
y+ = −ℓ+T . This height sets therefore the height origin for textured surfaces, which means
that the friction velocity should be measured at that height, and it should be also the position
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of the reference smooth wall for comparison. The only change in the mean velocity profile is
then a shift by its value at the origin of turbulence, ∆U+ = ℓ+U − ℓ+T , where ℓ+U and ℓ+T are
the depths of the virtual origins of the mean flow and turbulence, respectively. The second
conclusion from this first part is that the change in drag for different complex surfaces can be
expressed in the framework of this unifying theory based on virtual origins. We showed that
small surface textures can be effectively modelled using Robin boundary conditions for the
three velocities without conducting computationally expensive, texture-resolved simulations.
However, as the texture size is increased, the linear theory of virtual origins eventually breaks
down, since additional drag-increasing mechanisms set in that change the overlying turbulent
flow.
Further investigations should be conducted on the effect of virtual origins. More simula-
tions need to be run to confirm the current findings and validate the preliminary expression
derived to predict the origin of turbulence, ℓ+T . Additionally, the range of validity of the
Robin boundary conditions for the three velocities should also be explored. This work is
being carried out at present in our group (Ibrahim & García-Mayoral, 2019). The additional
simulations conducted confirm that the flow is indeed characterised by two virtual origins, ℓ+U
and ℓ+T , with ∆U+ being equal to their difference, and that the virtual origin of turbulence
predicted by expression (3.9) is in good agreement with DNS results.
We have shown in this thesis that the effect of complex surfaces that lie in the linear regime
can be modelled in terms of slip lengths (ℓ+x , ℓ+y and ℓ+z ), using homogeneous Robin boundary
conditions. These slip lengths, or alternatively their respective virtual origins ℓ+u , ℓ+v and ℓ+w ,
can, in turn, be used to predict the origins ℓ+U and ℓ
+
T . These slip lengths can in theory be
related to the geometry of the surface texture, without running computationally expensive,
texture-resolved simulations to obtain them. Some work exists in the literature on this area,
but further work is still needed. For instance, the slip lengths can be obtained by running
computationally inexpensive Stokes or laminar simulations with a single texture unit, but for
certain textures, simple expressions could also be defined, relating the geometrical parameters
of the surface to the slip lengths they generate, such as those presented in chapter 6 for
permeable substrates. On this note, it would be interesting to explore how the parameter
that governs the breakdown for riblets, that is, the square root of the groove cross-section
ℓ+g =
√
A+g , relates to the virtual origin of turbulence.
In any event, the virtual-origin theory is only capable of predicting the behaviour of
surface textures in the linear regime. It cannot capture its breakdown, which is critical for
practical application, as it provides the optimum performance that a given surface can achieve.
With the ultimate aim of also modelling this breakdown regime, we raise the question of
whether, for certain surfaces, the current virtual-origin model can be extended to capture
that optimum. For anisotropic permeable substrates, the preliminary work that we performed
in chapter 4 to model these instabilities have provided mixed results, and additional, more
refined models should be investigated. For instance, the dependence of the wall-normal
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velocity on the streamwise shear could also be considered. This opens a new research path
to develop models that are able to capture the breakdown mechanisms and the departure
from the linear regime for different complex surfaces. For surfaces for which the granularity
of the texture is relevant for the breakdown mechanism, such as for the superhydrophobic
posts of Seo et al. (2018) or the deep transverse grooves of MacDonald et al. (2018), mod-
els that discriminate between wavelengths and excite only certain modes could be investigated.
Based on the understanding gained from the virtual-origin theory, in the second part of
the thesis we have studied anisotropic permeable substrates. We showed that streamwise-
preferential substrates can reduce drag. The resulting drag reduction curves for different
substrate configurations (i.e. different anisotropy ratios) is similar to the classic curves for
riblets (Walsh & Lindemann, 1984). For small permeabilities the curves exhibit a linear drag
reduction regime, where ∆U+ increases linearly with the permeability lengthscale in wall
units. This is followed by a degradation of performance, which eventually leads to an increase
of drag.
We have demonstrated that the linear regime of small permeabilities, is captured well
by the virtual-origin theory, which for permeable substrates gives ∆U+ ≈
√
K+x −
√
K+z ,
with
√
K+x and
√
K+z being the permeability lengthscales in the streamwise and spanwise
directions. As permeabilities increase, the linear regime eventually breaks down. We found
that the breakdown is essentially governed by the wall-normal permeability, K+y , and occurs
for
√
K+y ≈ 0.38, independently of the substrate anisotropy. The breakdown can be attributed
to the appearance of spanwise-coherent structures, associated to a Kelvin-Helmholtz-like
instability. We showed that a linear stability analysis can be used to capture the formation
of Kelvin-Helmholtz-like instabilities and hence the breakdown of the linear regime. The
viscous effects on the linear stability analysis have little effect on the results, which suggests
that only the pressure/wall-normal velocity coupling at the substrate/free-flow interface is
the relevant condition to capture the instability.
The models that we have developed based on the virtual-origin theory and linear stability
analysis provide design guidelines to produce a drag-reducing permeable substrate and
give quantitative estimates as to how much drag reduction could be expected, given by
equation (7.1). This work is a first step towards a deeper understanding of the ability of
anisotropic permeable substrates to reduce skin friction drag. This preliminary evidence
suggests that streamwise-preferential permeable substrates can provide a performance benefit
significantly better than riblets. For the substrate configurations considered, the largest drag
reduction observed is ≈ 20− 25% at a friction Reynolds number δ+ = 180, which is at least
twice that obtained for the riblets studied by Bechert et al. (1997). Further work is however
required to confirm the present results and gain a better understanding on the effect that
these substrates have on the overlying flow.
148 Conclusions and future work
The Brinkman model that we used to characterise the permeable substrates has limitations.
This have been widely discussed in the specialised literature (Lévy, 1983; Le Bars & Worster,
2006; Auriault, 2009; Bottaro, 2019), but there are still some open questions. For instance, it
is unclear whether continuous or jump conditions should be imposed at the substrate/free-
flow interface, or how the effective viscosity, ν˜, relates to the parameters of the substrate.
Conducting DNSs that fully resolve the microstructure of the permeable substrates would
determine the range of validity of the current models, and would allow us to gain full
understanding on the effect that these substrates have on the overlying turbulence.
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Appendix A
Analytical solution of Brinkman’s
equation
The flow within the porous medium is approximated using Brinkman’s equation (2.1), where
Kx, Ky and Kz are the principal directions of the permeability tensor and are considered to
be different. Together with the continuity equation, the system of equations is
ν
(
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+ ∂
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+ ∂
2u
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= 0, (A.1c)
∂u
∂x
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∂y
+ ∂w
∂z
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which can be solved analytically. Here we restrict ourselves to the permeable substrate at
the bottom of the channel, which extends from y = −h to y = 0 and we neglect the influence
of a mean pressure gradient within the substrate, as discussed in section 6.4.
In order to solve equation (A.1), we reduce this system of partial differential equation
(PDE) with three dependent variables into a single equation with a single dependent variable.
We start by taking the divergence of the Brinkman equation (A.1a)-(A.1c) and use the
continuity equation (A.1d) to simplify, which yields
1
Kx
∂u
∂x
+ 1
Ky
∂v
∂y
+ 1
Kz
∂w
∂z
+ 1
ν
∇2p = 0. (A.2)
160 Analytical solution of Brinkman’s equation
We then take the y-derivative of equation (A.2) and replace ∂p/∂y from equation (A.1b) to
eliminate the pressure term. Using continuity again to remove the terms in w, the following
PDE is obtained
∂2u
∂x∂y
( 1
Kx
− 1
Kz
)
− 1
Ky
(
∂2v
∂x2
+ ∂
2v
∂z2
)
− 1
Kz
∂2v
∂y2
+∇4v = 0, (A.3)
which has terms in v and u alone. To remove u, we take the y-derivative of equation (A.1a)
and subtract the x-derivative of (A.1b). The obtained expression is then differentiated with
respect to x, yielding
(
∇2 − 1
Kx
)
∂2u
∂x∂y
−
(
∇2 − 1
Ky
)
∂2v
∂x2
= 0. (A.4)
Substituting for ∂2u/∂x∂y from equation (A.3), a single equation for v is obtained. This
equation can be solved by expanding in Fourier series along x and z, so that v(x, y, z) =
vˆ(y)eiαxxeiαzz, where αx and αz are the wavenumbers, i the imaginary unit, i =
√−1, and the
hat indicates variables in Fourier space. Differentiating in x and z becomes then multiplying
by iαx and iαz, respectively, leading to the following ordinary differential equation (ODE)
{
D6 +D4
[
−3α2 − 1
Kx
− 1
Kz
]
+D2
[ 1
Ky
α2 +
(
2α2 + 1
Kz
)(
α2 + 1
Kx
)
+ α4−
α2x
( 1
Kx
− 1
Kz
)]
+
[(
α2 + 1
Ky
)(
−α2
(
α2 + 1
Kx
)
+ α2x
( 1
Kx
− 1
Kz
))]}
vˆ = 0, (A.5)
where D ≡ ∂/∂y and α2 = α2x + α2z. This is a sixth order equation, where all the derivatives
are even, and the corresponding characteristic equation, obtained by substituting Divˆ with
ri (i = {0, 2, 4, 6}), is a bicubic equation
a3r
6 + a2r4 + a1r2 + a0 = 0, (A.6)
where the coefficients
a3 = 1,
a2 = −3α2 − 1
Kx
− 1
Kz
,
a1 =
1
Ky
α2 +
(
2α2 + 1
Kz
)(
α2 + 1
Kx
)
+ α4 − α2x
( 1
Kx
− 1
Kz
)
,
a0 =
(
α2 + 1
Ky
)(
−α2
(
α2 + 1
Kx
)
+ α2x
( 1
Kx
− 1
Kz
))
.
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This equation can be reduced to a cubic equation and then solved algebraically. If the
discriminant of equation (A.6) is non-zero, i.e. ∆ = 18a3a2a1a0 − 4a32a0 + a22a21 − 4a3a31 −
27a23a20 ̸= 0, there are 6 different roots. The roots of the original equation (A.6) are denoted
as ±r1, ±r2 and ±r3 and the general solution for vˆ is then
vˆ(y) = Ae+r1y +Be−r1y + Ce+r2y +De−r2y + Ee+r3y + F e−r3y. (A.7)
The constants A, B, C, D, E and F are determined once the boundary conditions are
imposed and are a function of the geometry and the wavenumbers, αx and αz. Similar
expressions for the pressure and the streamwise and spanwise velocities can be obtained by
substitutions into equations (A.1b), (A.3), and the continuity equation (A.1d), respectively,
pˆ(y) = ν
[
r1
(
Ae+r1y −Be−r1y
)
+ r2
(
Ce+r2y −De−r2y
)
+ r3
(
Ee+r3y − F e−r3y
) ]
− ν
(
α2 + 1
Ky
)[ 1
r1
(
Ae+r1y −Be−r1y
)
+ 1
r2
(
Ce+r2y −De−r2y
)
+
1
r3
(
Ee+r3y − F e−r3y
) ]
, (A.8)
uˆ(y) = i 11/Kx − 1/Kz
α2
αx
(
1
Ky
+ α2
)[
A
r1
e+r1y − B
r1
e−r1y + C
r2
e+r2y − D
r2
e−r2y
+ E
r3
e+r3y − F
r3
e−r3y
]
− i 11/Kx − 1/Kz
1
αx
( 1
Kz
+ 2α2
)[
Ar1e+r1y
−Br1e−r1y + Cr2e+r2y −Dr2e−r2y + Er3e+r3y − Fr3e−r3y
]
+ i 11/Kx − 1/Kz
1
αx
[
Ar31e+r1y−Br31e−r1y+Cr32e+r2y−Dr32e−r2y+Er33e+r3y−Fr33e−r3y
]
,
(A.9)
wˆ(y) = −αx
αz
uˆ+ i 1
αz
dvˆ
dy
. (A.10)
To obtain A, B, C, D, E and F , the boundary conditions need to be considered. The
permeable substrate is delimited by an impermeable solid wall at the bottom, where no-slip
and impermeability conditions are imposed, and by the free channel flow at the top, where
continuity of the normal and tangential stresses holds, together with the continuity of the
three velocity components. The boundary conditions at the substrate-channel interface have
already been introduced in equation (2.2). Expanding these boundary conditions in Fourier
space, and assuming ν˜ ≈ ν, the continuity of the normal and tangential stresses at the
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interface simplifies to the continuity of pressure and wall-normal shear (duˆ/dy and dwˆ/dy),
respectively. Thus, the boundary conditions for the permeable substrates are
uˆ = wˆ = vˆ = 0 at y = −h, and (A.11a)
duˆ
dy
∣∣∣∣
y=0−
= duˆ
dy
∣∣∣∣
y=0+
,
dwˆ
dy
∣∣∣∣
y=0−
= dwˆ
dy
∣∣∣∣
y=0+
, pˆ|y=0− = pˆ|y=0+ at y = 0, (A.11b)
where, at y = 0, the plus and minus signs correspond to the fluid and substrate sides of the
interface, respectively.
By applying the above boundary conditions to equations (A.7), (A.9), (A.10) and (A.8),
the particular solution at the substrate-channel interface is
uˆ|y=0− = Cuu(αx, αz)
duˆ
dy
∣∣∣∣
y=0+
+ Cuw(αx, αz)dwˆ
dy
∣∣∣∣
y=0+
+ Cup(αx, αz)pˆ|y=0+ , (A.12a)
wˆ|y=0− = Cwu(αx, αz)
duˆ
dy
∣∣∣∣
y=0+
+ Cww(αx, αz)dwˆ
dy
∣∣∣∣
y=0+
+ Cwp(αx, αz)pˆ|y=0+ , (A.12b)
vˆ|y=0− = Cvu(αx, αz)
duˆ
dy
∣∣∣∣
y=0+
+ Cvw(αx, αz)dwˆ
dy
∣∣∣∣
y=0+
+ Cvp(αx, αz)pˆ|y=0+ , (A.12c)
where the coefficients Cij(αx, αz) are a function of the wavenumbers, αx and αz, and of the
geometry of the substrate, i.e. Kx, Ky, Kz and h. An equivalent analysis can be carried out
for the upper permeable substrate. Considering the symmetry properties for each variable
yields
uˆ|y=(2δ)+ = − Cuu(αx, αz)
duˆ
dy
∣∣∣∣
y=(2δ)−
− Cuw(αx, αz)dwˆ
dy
∣∣∣∣
y=(2δ)−
+ Cup(αx, αz)pˆ|y=(2δ)− ,
(A.13a)
wˆ|y=(2δ)+ = − Cwu(αx, αz)
duˆ
dy
∣∣∣∣
y=(2δ)−
− Cww(αx, αz)dwˆ
dy
∣∣∣∣
y=(2δ)−
+ Cwp(αx, αz)pˆ|y=(2δ)− ,
(A.13b)
vˆ|y=(2δ)+ = Cvu(αx, αz)
duˆ
dy
∣∣∣∣
y=(2δ)−
+ Cvw(αx, αz)dwˆ
dy
∣∣∣∣
y=(2δ)−
− Cvp(αx, αz)pˆ|y=(2δ)− .
(A.13c)
When αx = 0 or αz = 0, Brinkman’s equation simplifies and so does its solution. These cases
are solved separately in sections A.1, A.2 and A.3.
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A.1 Modes αx ̸= 0, αz = 0
When αz = 0, the z-derivatives become zero and the Brinkman equation for w, i.e. equa-
tion (A.1c), decouples from the other two. The original system of equations simplifies then
to
ν
(
∂2u
∂x2
+ ∂
2u
∂y2
)
− ν
Kx
u− ∂p
∂x
= 0, (A.14a)
ν
(
∂2v
∂x2
+ ∂
2v
∂y2
)
− ν
Ky
v − ∂p
∂y
= 0, (A.14b)(
∂2w
∂x2
+ ∂
2w
∂y2
)
− 1
Kz
w = 0, (A.14c)
∂u
∂x
+ ∂v
∂y
= 0. (A.14d)
The velocities u and v can be solved with a procedure similar to that described above, while
w can be solved separately.
Taking the two-dimensional divergence of equations (A.14a) and (A.14b) in the (x, y)
plane and using continuity yields(
1
Ky
− 1
Kx
)
∂v
∂y
+ 1
ν
∇2xyp = 0. (A.15)
Taking the y-derivative of equation (A.14b) and substituting ∂v/∂y from (A.15) yields an
equation in p alone. Taking the Fourier transform in x leads to{
D4 +
[
−2α2x −
1
Kx
]
D2 + α2x
[
α2x +
1
Ky
]}
pˆ = 0. (A.16)
The corresponding characteristic equation is biquadratic,
m4 +m2
(
−2α2x −
1
Kx
)
+
(
α4x +
α2x
Ky
)
= 0. (A.17)
Rewriting (A.17) as a second order equation, the roots of the characteristic equation are
±m1 = ±
√√√√√1 + 2α2xKx +
√
4α2xKx
(
1− KxKy
)
+ 1
2Kx
,
±m2 = ±
√√√√√1 + 2α2xKx −
√
4α2xKx
(
1− KxKy
)
+ 1
2Kx
.
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Except for the case in which m1 = m2, i.e. KxKy = 1 + 1/(4α
2
xKx), the expression for pˆ
becomes:
pˆ(y) = A′em1y +B′e−m1y + C ′em2y +D′e−m2y, (A.18)
where A′, B′, C ′ and D′ depend on the wavenumber αx and the geometrical properties of the
permeable medium, Kx and Ky, and are determined by imposing the boundary conditions –
impermeability and no slip conditions at y = −h, and continuity of pressure and duˆ/dy at
y = 0. The general solutions for uˆ and vˆ are obtained by appropriate substitutions from
equations (A.14d) and (A.15), respectively, which yields
uˆ = − i
αxν
(
1
Ky
− 1Kx
)[ (m21 − α2x) (Aem1y +Be−m1y)+ (m22 − α2x) (Cem2y +De−m2y) ],
(A.19)
vˆ = − 1
ν
(
1
Ky
− 1Kx
)[(m1 − α2x
m1
)(
Aem1y −Be−m1y)+ (m2 − α2x
m2
)(
Cem2y −De−m2y) ].
(A.20)
As before, imposing the boundary conditions to equations (A.18), (A.19) and (A.20),
impermeability and no-slip condition at the bottom limit, and continuity of tangential and
normal stresses at the substrate-channel interface, the solution for uˆ and vˆ is obtained. Taking
the solution at y = 0, the streamwise and wall-normal velocities at the interface are reduced
to the following form
uˆ|y=0− ≡ Cup(αx, 0)pˆ|y=0+ + Cuu(αx, 0)
duˆ
dy
∣∣∣∣
y=0+
, (A.21a)
vˆ|y=0− ≡ Cvp(αx, 0)pˆ|y=0+ + Cvu(αx, 0)
duˆ
dy
∣∣∣∣
y=0+
. (A.21b)
Comparing to the general expressions in (A.12), the coefficients Cuw(αx, 0) and Cvw(αx, 0)
are zero, which was expected, as there is no coupling between wˆ, and the other two velocities,
uˆ and vˆ, for modes (αx, 0). Similar interface conditions can also be obtained for the upper
substrate. By symmetry,
uˆ|y=(2δ)+ ≡ Cuppˆ|y=(2δ)− − Cuu
duˆ
dy
∣∣∣∣
y=(2δ)−
. (A.22a)
vˆ|y=(2δ)+ ≡ −Cvppˆ|y=(2δ)− + Cvu
duˆ
dy
∣∣∣∣
y=(2δ)−
, (A.22b)
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In contrast, solving equation (A.14c) for wˆ is straightforward. Expanding it as a Fourier
series gives
∂2wˆ
∂y2
−
(
α2x +
1
Kz
)
wˆ = 0, (A.23)
whose solution is
wˆ = E′x0ey/Lw + F ′x0e−y/Lw , (A.24)
where Lw = 1/
√
α2x + 1/Kz. Applying now the boundary conditions for wˆ, wˆ = 0 at the
impermeable wall and continuity of dwˆ/dy at the interface, leads to
wˆ = Lw
e(y+h)/Lw − e−(y+h)/Lw
eh/Lw + e−h/Lw
dwˆ
dy
∣∣∣∣
y=0+
. (A.25)
Comparing to the expressions presented in (A.12), Cww(αx, 0) is the proportionality term in
equation (A.25) between wˆ and its gradient, whereas Cwu(αx, 0) = Cwp(αx, 0) = 0. Hence,
in this case the nine coefficients presented for the general interface conditions (A.12) are
reduced to only five.
A.2 Modes αx = 0, αz ̸= 0
In this case, Brinkman’s equation for u decouples from the other two. For cases with the
same permeability in y and z directions, Kz = Ky, the solution simplifies to(
∂2u
∂y2
+ ∂
2u
∂z2
)
− 1
Kx
u = 0, (A.26a)
ν
(
∂2v
∂y2
+ ∂
2v
∂z2
)
− ν
Ky
v − ∂p
∂y
= 0, (A.26b)
ν
(
∂2w
∂y2
+ ∂
2w
∂z2
)
− ν
Ky
w − ∂p
∂z
= 0, (A.26c)
∂v
∂y
+ ∂w
∂z
= 0. (A.26d)
Taking the two-dimensional divergence of equations (A.26b) and (A.26c) in the (y, z)
plane leads to a Laplace equation for the pressure. We then take the Fourier transform with
respect to z (i.e. p(y, z) = pˆ(y)eiαzz) to get
pˆ(y) = A′′eαzy +B′′e−αzy. (A.27)
The general expressions for vˆ and wˆ can then be derived from the equations (A.26b) and
(A.26d), respectively, as a function of constants A′′ and B′′ and two new constants C ′′ and
D′′. These constants are obtained by applying the boundary conditions for pˆ, vˆ and wˆ from
(A.11).
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The streamwise velocity is solved similarly to w in section A.1. We take the Fourier
transform of equation (A.26a) in z, which gives
∂2uˆ
∂y2
−
(
α2z +
1
Kx
)
uˆ = 0. (A.28)
The solution, after applying the boundary conditions for uˆ, is
uˆ = Lu
e(y+h)/Lu − e−(y+h)/Lu
eh/Lu + e−h/Lu
duˆ
dy
∣∣∣∣
y=0+
, (A.29)
where Lu = 1/
√
α2z + 1/Kx. The proportionality coefficient relating uˆ with its gradient is
the coefficient Cuu(0, αz), i.e.
Cuu(0, αz) = Lu e
(y+h)/Lu − e−(y+h)/Lu
eh/Lu + e−h/Lu
, (A.30)
and Cup(0, αz) = Cuw(0, αz) = Cwu(0, αz) = Cvu(0, αz) = 0.
A.3 Mode αx = 0, αz = 0
Although the coefficients for the mean can be directly obtained from the expressions derived
in sections A.1 and A.2, this case deserves further discussion. When αx = αz = 0, the
equations for u, v and w decouple from each other and the velocities for mode zero become
uˆ =
√
Kx
e(y+h)/
√
Kx − e−(y+h)/
√
Kx
eh/
√
Kx + e−h/
√
Kx
duˆ
dy
∣∣∣∣
y=0+
, (A.31a)
wˆ =
√
Kz
e(y+h)/
√
Kz − e−(y+h)/
√
Kz
eh/
√
Kz + e−h/
√
Kz
dwˆ
dy
∣∣∣∣
y=0+
, (A.31b)
vˆ = 0. (A.31c)
Equations (A.31a) and (A.31b) are obtained from equations (A.25) and (A.29) for αz = 0
and αx = 0, respectively, while equation (A.31c) is obtained from continuity, after applying
the boundary condition that vˆ = 0 at y = 0. Comparing the particular at y = 0 to the
general boundary conditions introduced in equation (A.12), we have
uˆ|y=0 =
√
Kx tanh
(
h√
Kx
)
duˆ
dy
∣∣∣∣
y=0+
= Cuu(0, 0) duˆ
dy
∣∣∣∣
y=0+
, (A.32a)
wˆ|y=0 =
√
Kz tanh
(
h√
Kz
)
dwˆ
dy
∣∣∣∣
y=0+
= Cww(0, 0) dwˆ
dy
∣∣∣∣
y=0+
, (A.32b)
vˆ|y=0 = 0, (A.32c)
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where all the coefficients from equation (A.12) are zero except for Cuu and Cww, which relate
the tangential velocities to their wall-normal gradient. These are the mean slip lengths ℓ+x
and ℓ+z derived by Abderrahaman-Elena & García-Mayoral (2017).

Appendix B
Analytical solution of Stokes
equation
One of the techniques used in chapter 3 to model the effect of virtual origins is Stokes model.
We assume that the flow between the virtual walls and the boundaries of the channel can be
modelled as a Stokes flow, which can be solved analytically. Together with the continuity
equation, the system of equations to solve is
(
∂2u
∂x2
+ ∂
2u
∂y2
+ ∂
2u
∂z2
)
− 1
ν
∂p
∂x
= 0, (B.1a)(
∂2v
∂x2
+ ∂
2v
∂y2
+ ∂
2v
∂z2
)
− 1
ν
∂p
∂y
= 0, (B.1b)(
∂2w
∂x2
+ ∂
2w
∂y2
+ ∂
2w
∂z2
)
− 1
ν
∂p
∂z
= 0, (B.1c)
∂u
∂x
+ ∂v
∂y
+ ∂w
∂z
= 0. (B.1d)
Here we restrict ourselves to the bottom boundary of the channel. The above system
is then solved between the virtual wall, which is located at y = −ℓ, and the plane where
the boundary conditions are applied, located at y = 0. The procedure followed to solve
equation (B.1) is similar to that detailed in appendix A for the solution of Brinkman’s
equation, although simpler. As with Brinkman’s equation, we start by taking the divergence
of the Stokes equation (B.1a)-(B.1c) and use the continuity equation (B.1d) to simplify, which
yields the Laplace equation for the pressure,
∇2p = 0. (B.2)
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The problem is solved by expanding in Fourier series along x and z, so for equation (B.2)
p(x, y, z) = pˆ(y)eiαxxeiαzz. The roots of the corresponding characteristic equation are
±r = ±√α2x + α2z. The general solution for pˆ is then
pˆ(y) = ASe+ry +BSe−ry, (B.3)
where the constants AS and BS are determined once the boundary conditions are imposed.
Similar expressions for the three velocity components can be obtained. Using the expression
for the pressure (B.3) in equation (B.1a) and (B.1b), yields
vˆ(y) =
(
CS +
y
2νAS
)
e+ry +
(
DS +
y
2νBS
)
e−ry, (B.4)
uˆ(y) =
(
ES + i
αxy
2ν
√
α2x + α2z
AS
)
e+ry +
(
FS − i αxy2ν√α2x + α2zBS
)
e−ry, (B.5)
and from continuity
wˆ(y) = −αx
αz
uˆ+ i 1
αz
dvˆ
dy
. (B.6)
To obtain AS , BS , CS , DS , ES and FS , the boundary conditions need to be considered. This
system is solved as a response to the overlying tangential shear, duˆ/dy and dwˆ/dy, and the
pressure, pˆ, at the reference plane y = 0; and with no-slip and impermeability conditions at
the virtual wall, y = −ℓ. Thus, the boundary conditions are
uˆ = wˆ = vˆ = 0 at y = −ℓ, and (B.7a)
duˆ
dy
∣∣∣∣
y=0−
= duˆ
dy
∣∣∣∣
y=0+
,
dwˆ
dy
∣∣∣∣
y=0−
= dwˆ
dy
∣∣∣∣
y=0+
, pˆ|y=0− = pˆ|y=0+ at y = 0, (B.7b)
where, at y = 0, the plus and minus signs correspond to the sides immediately above and
below the reference plane, respectively.
By applying the above boundary conditions to equations (B.3), (B.4), (B.5) and (B.6),
the particular the solution at the reference plane y = 0 is
uˆ|y=0 = CS,uu
duˆ
dy
∣∣∣∣
y=0+
+ CS,uw dwˆ
dy
∣∣∣∣
y=0+
+ CS,uppˆ|y=0+ , (B.8a)
wˆ|y=0 = CS,wu
duˆ
dy
∣∣∣∣
y=0+
+ CS,ww dwˆ
dy
∣∣∣∣
y=0+
+ CS,wppˆ|y=0+ , (B.8b)
vˆ|y=0 = CS,vu
duˆ
dy
∣∣∣∣
y=0+
+ CS,vw dwˆ
dy
∣∣∣∣
y=0+
+ CS,vppˆ|y=0+ , (B.8c)
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where the coefficients CS,ij are a function of the wavenumbers, αx and αz, and of the depth
of the virtual origin, ℓ. An equivalent analysis can be carried out for the upper boundary,
which considering the symmetry properties for each variable, yields
uˆ|y=(2δ) = − CS,uu
duˆ
dy
∣∣∣∣
y=(2δ)−
− CS,uw dwˆ
dy
∣∣∣∣
y=(2δ)−
+ CS,uppˆ|y=(2δ)− , (B.9a)
wˆ|y=(2δ) = − CS,wu
duˆ
dy
∣∣∣∣
y=(2δ)−
− CS,ww dwˆ
dy
∣∣∣∣
y=(2δ)−
+ CS,wppˆ|y=(2δ)− , (B.9b)
vˆ|y=(2δ) = CS,vu
duˆ
dy
∣∣∣∣
y=(2δ)−
+ CS,vw dwˆ
dy
∣∣∣∣
y=(2δ)−
− CS,vppˆ|y=(2δ)− . (B.9c)

Appendix C
Mean velocity profile for linear
stability analysis
Following Reynolds & Tiederman (1967), the equations for the turbulent mean velocity
profile, U(y), assumed parallel, are obtained by decomposing the flow as the sum of a mean
and a fluctuation, (u, 0) = (U(y) + u′, v′) and averaging in x, which yields
d
dy
(
u′v′
)
= −∂P
∂x
+ ν d
2U
dy2
, (C.1a)
dv′2
dy
= −∂P
∂y
. (C.1b)
The Reynolds stress is modelled using the analytical expression derived by Cess (1958), which
uses a y-dependent eddy viscosity. Namely, the molecular plus eddy viscosity, referred to as
νT (y), is
νT =
ν
2
1 + κ2δ+29
(
2η − η2
)2 (
3− 4η + 2η2
)2(
1− exp
(
−ηδ+
A
))21/2 + ν2 , (C.2)
where η = y/δ is the wall-normal coordinate normalised with the half-channel height and δ+
is the friction Reynolds number based on the friction velocity and the half-channel height, i.e
δ+ = uτδ/ν. Equation (C.1a) becomes then
dP
dx
= + d
dy
[
νT
dU
dy
]
. (C.3)
It follows from equation (C.1b) that the streamwise mean pressure gradient is independent
of y, so we can replace it by dP/dx = −u2τ/δ. Integrating equation (C.3) twice and using the
boundary conditions U(y = 0) = Uslip and dU/dy(y = δ) = 0, the mean velocity profile is
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FIGURE C.1 – – –, Cess mean profiles obtained from the empirical expression (C.4) with A = 25.4
and κ = 0.426; ——, profiles from direct numerical simulations from Lee & Moser (2015) for three
different Reynolds numbers. From blue to red δ+ = 180, 550 and 1000.
U(y) = Uslip + u2τ
∫ y
0
1− y1/δ
νT (y1/δ)
dy1, (C.4)
where Uslip denotes the slip velocity at the substrate-channel interface and is specified once
the flow within the permeable substrate is solved. The values of the two parameters κ and A
in equation (C.2) are taken equal to those used by Hoyas & Jiménez (2006) (A = 25.4 and
κ = 0.426), which have been fitted to DNS results for δ+ = 2000, and are kept constant for
different Reynolds numbers. In figure C.1, the analytical profiles obtained from equation (C.4)
are compared to those obtained from DNSs at three Reynolds numbers δ+ = 180, 550 and
1000. This mean profile has been widely used in the literature for a linear stability analysis,
as in Reynolds & Hussain (1972), Jiménez et al. (2001) del Álamo & Jiménez (2006), Pujals
et al. (2009), Cossu et al. (2009), García-Mayoral & Jiménez (2011) or Abderrahaman-Elena
& García-Mayoral (2017).
Appendix D
Analytical solution of Darcy’s
equation
In this appendix we solve the two-dimensional Darcy equation within the permeable channel.
The particular solution at the substrate-channel interface will serve as boundary conditions
for Rayleigh’s equation within the channel in chapter 5.
Together with the continuity equation, the system of equations to solve is
ν
Kx
u+ ∂p
∂x
= 0, (D.1a)
ν
Ky
v + ∂p
∂y
= 0, (D.1b)
∂u
∂x
+ ∂v
∂y
= 0. (D.1c)
These equations can be solved with a procedure similar to that described for Brinkman’s
equation in appendix A. We restrict ourselves to the substrate at the bottom boundary of
the channel, which extends between y = −h and y = 0. Firstly, taking the two-dimensional
divergence of equations (D.1a) and (D.1b) and using continuity yields(
1
Ky
− 1
Kx
)
∂v
∂y
+ 1
ν
∇2xyp = 0. (D.2)
Taking then the y-derivative of equation (D.1b) and substituting ∂v/∂y from (D.2) yields an
equation in p alone, which after a Fourier transform in x leads to(
D2 − α2x
Kx
Ky
)
pˆ = 0, (D.3)
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where as before D ≡ d/dy. From equation (D.3), the roots of the corresponding characteristic
equation are rD = ±αx
√
Kx/Ky and the expression for pˆ becomes,
pˆ(y) = ADerDy +BDe−rDy. (D.4)
Using equation (D.1b), the expression for vˆ is then
vˆ(y) = −αx
ν
√
KxKy
(
ADerDy −BDe−rDy
)
, (D.5)
where AD and BD depend on the wavenumber αx and the geometrical properties of the
permeable medium, Kx and Ky. These coefficients are determined by imposing the boundary
conditions. Note that for the inviscid stability analysis, only the continuity of the wall-normal
velocity at the substrate-channel interface is imposed, so vˆ within the bottom substrate is
solved by imposing the impermeability condition at y = −h and continuity of pressure at
y = 0. That is, the boundary conditions are
vˆ = 0 at y = −h, and (D.6a)
pˆ|y=0− = pˆ|y=0+ at y = 0, (D.6b)
where, at y = 0, the plus and minus signs correspond to the fluid and substrate sides of the
interface, respectively. By applying these boundary conditions to equations (D.4) and (D.5),
and taking the solution at the substrate-channel interface, the wall-normal velocity at y = 0
is
vˆ|y=0 = −αx
ν
√
KxKy tanh
(
αxh
√
Kx
Ky
)
pˆ|y=0+ = CDarcypˆ|y=0+ . (D.7)
This equation, together with its symmetric for the substrate at the top boundary of the
channel, constitutes the boundary condition for the inviscid stability analysis in chapter 5
when the substrates are poorly-connected, as used by Abderrahaman-Elena & García-Mayoral
(2017).
Appendix E
Order of magnitude analysis for the
flow in the channel region and
within the permeable substrate
In this appendix an order of magnitude analysis for the channel region and the permeable
substrate is carried out to evaluate if there is any term in the governing equations that can
be neglected and still capture properly the behaviour of the instabilities involved.
E.1 Channel flow
From previous studies of turbulent flows over riblets (García-Mayoral & Jiménez, 2011) and
permeable substrates (Breugem et al., 2006; Abderrahaman-Elena & García-Mayoral, 2017),
the appearance of the aforementioned spanwise-coherent rollers is expected. These rollers
have a height of the order of 15 wall units and a streamwise wavelength of the order of 100
wall units.
Let us assume that the wavelength λ = 2π/α is the characteristic lengthscale of the flow
in streamwise direction, while the shear-layer length, is that in the wall-normal direction.
From Cess mean velocity profile (Cess, 1958), the shear-layer length is y+c ≈ 9, i.e. O[10].
In addition, uc is the characteristic velocity for streamwise velocity fluctuation, vc for the
wall-normal velocity and 10uτ for the mean velocity, since in a turbulent boundary layer
this is the order of magnitude of the mean velocity at y+ = 10, where the Kelvin-Helmholtz
rollers develop.
We start by estimating the terms for the longitudinal linearised momentum equation
(equation 5.1b). From continuity, we get that vc ∼ ucyc/λ, so that the two components of the
convective terms are of the same order. Referring all the terms with respect to the convective
ones, yields
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∂u′
∂t︸︷︷︸
uc
tc
|
λ
10uτ
1
tc
+ U ∂u
′
∂x
+ v′dU
dy︸ ︷︷ ︸
10uτuc
λ
+ vc10uτ
yc
|
O[1]
= − ∂p
′
∂x︸︷︷︸
pc
λ
|
pc
10uτvc
λ
yc
+ ∂
∂x
(
2νT
∂u′
∂x
)
+ ∂
∂y
(
νT
(
∂u′
∂y
+ ∂v
′
∂x
))
.︸ ︷︷ ︸
 
 
νuc
λ2
+ νuc
y2c
|
ν
10uτyc
λ
yc
From previous work (García-Mayoral & Jiménez, 2011; Abderrahaman-Elena & García-
Mayoral, 2017) we know that the wavelengths we are interested in are of the order of 100
wall units, and taking y+c ∼ O[10], the ratio between convective and viscous terms is O[1/10],
since
viscous terms
convective terms ≈
1
10
ν
uτyc
λ
yc
= 110
1
y+c
λ+
y+c
≈ 110
1
10
100
10 =
1
10 . (E.1)
The viscous terms in the longitudinal momentum equation are thus negligible compared
to the convective ones and an inviscid stability analysis would therefore suffice. An equivalent
analysis can be carried out for the momentum equation in y.
E.2 Permeable substrate
Although as a first approximation the viscous terms in the channel could be neglected, the
same cannot be said about the viscous terms inside the permeable substrate. This will be
proved by reduction to absurdity. That is, we seek to demonstrate that the viscous terms
within the permeable layer need to be retained by showing that an inconsistency is reached
from its denial.
Let us assume that the Brinkman term in equation (2.1) is negligible. The Darcy term is
then balanced by the pressure terms. As in the previous section, the characteristic magnitudes
for the pressure, and the streamwise and wall-normal velocity fluctuations are pc, uc and vc,
respectively. The wavelength λ+ = 2π/α+ ∈ [20− 100] is the characteristic lengthscale of the
flow in x, and the penetration depth Lp is that in the wall-normal direction. The penetration
depth is defined as the height below the free-fluid/substrate interface where the overlying
flow penetrates and is discussed in detail in section 5.2. In this analysis, we will assume that
the thickness of the substrate is sufficiently large so that the overlying flow does not perceive
its effect and it does not set any lengthscale of the problem. Particularly, we assume that
h+ ≫
√
K+x ,
√
K+y .
By estimating the order of magnitude of the terms for the streamwise Brinkman equation
and referring them to the Darcy term, we obtain
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− ν
Kx
u′︸ ︷︷ ︸
νuc
Kx
|
O[1]
− ∂p
′
∂x︸︷︷︸
pc
λ
|
pcλ
νuc
Kx
λ2
+ ν ∂
2u′
∂x2︸ ︷︷ ︸
νuc
λ2
|
Kx
λ2
+ ν ∂
2u′
∂y2︸ ︷︷ ︸
νuc
L2p
|
Kx
L2p
= 0.
If the viscous terms are negligible, the following conditions need to be satisfied
Kx
λ2
≪ 1 ⇒ Kx ≪ λ2,
Kx
L2p
≪ 1 ⇒ Kx ≪ L2p,
while the pressure fluctuations verify
pc ∼ νuc
λ
λ2
Kx
. (E.2)
Equivalently, for the wall-normal component of Brinkman’s equation, we obtain
− ν
Ky
v′︸ ︷︷ ︸
νvc
Ky
|
O[1]
− ∂p
′
∂y︸︷︷︸
pc
Lp
|
pcLp
νvc
Ky
L2p
+ ν ∂
2v′
∂x2︸ ︷︷ ︸
νvc
λ2
|
Ky
λ2
+ ν ∂
2v′
∂y2︸ ︷︷ ︸
νuc
L2p
|
Ky
L2p
= 0.
Here there are two possibilities: the pressure term can be either of the same order of magnitude
as the Darcy term or greater than the Darcy term.
Darcy term balanced by the pressure term
In the first case, we proceed as for the streamwise Brinkman equation. After referring all the
terms to the Darcy term, the following conditions need to be satisfied so that the viscous
terms can be neglected 
Ky
λ2
≪ 1 ⇒ Ky ≪ λ2,
Ky
L2p
≪ 1 ⇒ Ky ≪ L2p.
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In addition, the pressure terms are balanced by the Darcy term. By using the order of
magnitude for pc obtained from above (equation E.2) and vc ∼ ucδBr/λ from the continuity
equation, we obtain
pressure terms
Darcy terms ∼
pcLp
νvc
Ky
L2p
∼ λ
2
L2p
Ky
Kx
∼ O[1]. (E.3)
From this, there are two different branches depending on whether Kx is greater of less than
Ky. For Kx ≪ Ky, summing up all the conditions, the orders of magnitude that must be
satisfied to neglect the Brinkman terms are as follows
K+x︸︷︷︸
|
...
≪ K+y︸︷︷︸
|
[1− 500]
≪
(
λ+
)2
︸ ︷︷ ︸
|[
(20)2 − (100)2
]
≪
(
L+p
)2
,︸ ︷︷ ︸
|
?
(E.4)
An order of magnitude for Lp can be obtained from section 5.2.1, where L2p ∼ λ2/(4π2)Ky/Kx,
and hence expression (E.4) is only satisfied for certain anisotropy ratios, Kx/Ky < 1/(4π2)
specifically.
For Kx ≫ Ky, on the other hand, the necessary conditions are
K+y︸︷︷︸
|
...
≪ K+x︸︷︷︸
|
[1− 500]
≪
(
L+p
)2
︸ ︷︷ ︸
|
?
≪
(
λ+
)2
︸ ︷︷ ︸
|[
(20)2 − (100)2
]
(E.5)
For this to be true, there must be at least a jump of two orders of magnitudes between
K+x and λ+2, which is not satisfied for the whole range of λ+, showing that the Brinkman
term cannot be neglected. From section 5.2.1, assuming that α
√
Ky < 1 and α2Kx ≳ 1, the
penetration depth Lp when Kx ≫ Ky is of the order of L2p ∼ λ
√
Ky/π. In this case, L+2p
would be of the same order of magnitude or smaller than Kx, contradicting the necessary
conditions in expression E.5 to neglect the viscous terms. Therefore, the absence of viscous
terms may incorrectly determine the behaviour of the instabilities, which is indeed the case,
as it can be shown in section 5.2.
Pressure term dominant
If the pressure term in the wall-normal Brinkman equation is dominant, the equation reduces
to
∂p′
∂y
= 0 (E.6)
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In this case, comparing the pressure terms to the two viscous terms, we obtain
λ2
Kx
λ2
L2p
≫ 1 and λ
2
Kx
≫ 1,
which, given that λ2/Kx ≫ 1 from the streamwise Brinkman equation, these conditions are
generally satisfied whatever the relation between λ and Lp is. The wavelength λ could even
be smaller than Lp, as long as λ2/Kx ≫ L2p/λ2.
On the other hand, the pressure term needs to be greater than the Darcy term, which
yields
pressure terms
Darcy terms ∼
pcLp
νvc
Ky
L2p
∼ λ
2
L2p
Ky
Kx
≫ 1 (E.7)
and the necessary conditions in this case also differ depending on the anisotropy ratio Kx/Ky.
For Kx ≫ Ky, condition (E.7) translates into λ2 >>> L2p, where the anisotropy ratio must be
Kx/Ky ≪ λ2/L2p. The sequence of the order of magnitudes of the parameters for ∂p′/∂y = 0
is similar to that in expression (E.5), which is already shown not to be satisfied.
For Kx ≪ Ky, expression (E.7) allows several different relations between λ and Lp.
Grouping all the possible requirements for the Brinkman terms to be negligible, in this case,
we obtain
K+x︸︷︷︸
|
...
≪ K+y︸︷︷︸
|
[1− 500]
and K+x <<

(
L+p
)2
<<
(
λ+
)2
, or(
L+p
)2 ∼ (λ+)2 , or(
λ+
)2
<<
(
L+p
)2 (
if λ
2
L2p
>
Kx
Ky
& λ
2
L2p
>
Kx
λ2
)
,
(E.8)
which together with condition (E.4) covers almost the whole range of permeabilities and λ
values. The Brinkman term can therefore be neglected when Kx/Ky ≪ 1. This may be the
reason why the behaviour of the Kelvin-Helmholtz instability for substrates with Kx ≪ Ky
can be captured well with Darcy’s equation, as suggested by the governing parameter of the
instability found in sections 5.2 and 5.3.

Appendix F
Additional turbulence statistics for
channel flows with permeable
substrates with ϕxy ≈ 3.6 and
ϕxy ≈ 5.5
In chapter 7 results for only the permeable substrate with ϕxy ≈ 11.4 are discussed. In
this appendix, the flow statistics for the other two substrate configurations are presented.
The mean velocity profiles for configurations with ϕxy ≈ 5.5 and ϕxy ≈ 3.6 are compiled in
figure F.1.
184 Turbulence statistics for channel flows with permeable substrates
100 101 102
0
10
20
U
+
−
(U
+ sl
ip
−
ℓ+ T
) (A.a)
0 10 20 30 400
0.1
0.2
0.3
ω
′+ x
(A.b)
0 20 40 60
0.3
0.6
0.9
−u
′ v
′+
(A.c)
0 10 20 30 400
1
2
3
u
′+
(A.d)
0 10 20 30 400
0.5
1
1.5
v
′+
(A.e)
0 10 20 30 400
0.5
1
1.5
w
′+
(A.f )
100 101 102
0
10
20
U
+
−
(U
+ sl
ip
−
ℓ+ T
) (B.a)
0 10 20 30 400
0.1
0.2
0.3
ω
′+ x
(B.b)
0 20 40 60
0.3
0.6
0.9
−u
′ v
′+
(B.c)
0 10 20 30 400
1
2
3
y+ + ℓ+T
u
′+
(B.d)
0 10 20 30 400
0.5
1
1.5
y+ + ℓ+T
v
′+
(B.e)
0 10 20 30 400
0.5
1
1.5
y+ + ℓ+T
w
′+
(B.f )
FIGURE F.1 One-point turbulent statistics for (A.a-A.f ) a substrate configuration with ϕxy ≈ 3.6,
which corresponds to cases A1-A8; (B.a-B.f ) a substrate configuration with ϕxy ≈ 5.5, which
corresponds to cases B1-B7. Permeability values increase from blue to red and profiles are scaled with
the corresponding uτ at y = −ℓT = −
√
Kz, the linearly extrapolated virtual origin for turbulence.
Black-dashed lines represent the smooth-channel case. (A.a, B.a) Mean velocity profiles shifted by ℓ+T
and where the value at the origin, i.e. the offset predicted from the linear theory, ∆U+ = U+slip − ℓ+T ,
has been subtracted. Rms fluctuations of (A.b, B.b) the streamwise velocity, (A.c, B.c) the wall-normal
velocity, (A.d, B.d) the spanwise velocity, and (A.e, B.e) the streamwise vorticity. (A.f, B.f ) Reynolds
stress.
