Abstract-This paper investigates the iterative reconstruction of tensor fields in diffusion tensor magnetic resonance imaging (MRI). The gradient constraints on eigenvalue and tensor component images of the diffusion tensor were exploited. A computer-generated phantom was used in order to simulate the diffusion tensor in a cardiac MRI study with a diffusion model that depends on the fiber structure of the myocardium. Computer simulations verify that the regularized methods provide an improved reconstruction of the tensor principal directions. The reconstruction from experimentally acquired data is also presented.
I. INTRODUCTION

D IFFUSION tensor magnetic resonance imaging (DT MRI)
has been proven to be effective for imaging diffusion tensor fields. For example, it can be useful for characterizing myocardial fiber structure. One of the significant obstacles to the use of DT MRI methods in conventional clinical practice is that the image quality and quantitative diffusion measurements are degraded by patient motion. An approach that is applied to reduce the effects of motion artifacts is to use projection reconstruction (PR) imaging [1] . In PR imaging, radial lines are acquired instead of rectilinear lines, as in two-dimensioanl (2-D) Fourier transform imaging. The PR DT MRI equation can be expressed as a line-integral of a diffusion weighted spin density image [2] (1)
where is a constant, is the direction of the readout gradient, is the direction of the applied diffusion weighting gradient, is a spin density, is the diffusion tensor, and the scalar product is .
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Digital Object Identifier 10.1109/TNS. 2002.803684 performs measurements for a stationary diffusion gradient, i.e., is a constant vector. The same function is projected at every angle . The standard reconstruction technique for PR DT MRI is the filtered backprojection (FBP) method. Exponential terms of are reconstructed, and is obtained by taking a logarithm. We suggest use of the rotating diffusion gradients where is a function of . A different function is projected depending on the projection angle. We refer to this approach as tensor tomography for which a special reconstruction technique is required.
The advantage of using rotating diffusion vectors, as opposed to stationary vectors, is that the acquisition of tensor components is averaged over all space directions and does not contain correlated systematic errors. The aim of reducing the directional bias in estimates of the tensor in the MRI field proposes to use more gradient diffusion directions than necessary [3] . Our acquisition method may achieve the same goal without additional measurements. In particular, this acquisition method may be helpful for countering eddy current effects [4] ; however, this still requires experimental validation. In [5] , the reconstruction of a tensor field was considered, using (1) , where the exponential factor was expanded up to the linear term. In this tensor tomography approach, the rotating vectors are used to decompose the tensor field into solenoidal and irrotational components. In comparison with conventional DT MRI methods, a purely solenoidal tensor field can be reconstructed with fewer measurements. MRI acquisition procedures may use a large value for ; thus, the linearization in (1) will not be valid. We developed a special iterative reconstruction technique based on a pure MRI diffusion model (1) [6] . Equation (1) represents a modified exponential Radon transform with respect to . Several analogies to the inversion of this kind of transform can be found in the computer tomography field. In transmission tomography, the exponential term represents the line-integral of attenuation coefficients; therefore, it is a function of . In order to handle Poisson noise correctly, the Poisson likelihood function should be maximized without taking a logarithm of the transmission data [7] . Another example of the inversion is a transmission-less approach to SPECT and PET [8] . Algebraic methods are used in these types of problems.
An iterative method provides reconstruction of a symmetric (six components), given the necessary six projection data sets. This problem is ill-posed, and the reconstruction of and the principal components is sensitive to data noise. For example, the positive definite property of a symmetric diffusion tensor may not be preserved. An iterative process can be interrupted in order to achieve a good quality of reconstructed image; nevertheless, the stopping rule is not easily defined. The alternative 0018-9499/02$17.00 © 2002 IEEE is the use of regularization methods, which may converge to a good-quality image.
In this paper, we consider the application of various gradient regularizations. First, we make an assumption that the eigenvalue functions are piecewise constant, i.e., eigenvalues are uniform within a particular tissue. This regularization may be useful in a situation where different tissues are mixed in one MRI image, e.g., in an image containing heart tissue (highly anisotropic media) and water (isotropic media). It is not necessary to segment tissues from the spin density image. The edge-preserving regularization method that minimizes image gradient can be useful for regularization of the eigenvalue images. In addition, the gradient regularizations can be applied directly on the tensor component images. The tensor components have a complicated structure, and they are not piecewise constant. They have smooth regions and abrupt edges. We have applied total variation regularization [9] since it possesses desirable properties.
The main interest of cardiac DT MRI is not the diffusion tensor but rather its eigenvalues and the first principal directions that determine the heart fiber architecture. In general, one can try to estimate the eigenvalues and eigenvectors directly from data. Previously, we initiated the investigation of this highly nonlinear problem [10] . In this paper, we studied the estimation of tensor components. From this, one can obtain the eigenvalue decomposition.
II. METHODS
Hereafter, we deal with a various 2-D function as a set of discrete values . Indices and correspond to the and coordinates of a pixel position, respectively.
A. Objective Function and Minimizer
The diffusion tensor components have positive and negative values. In order to estimate , the least squares differences between modeled and measured projections can be minimized. In the presence of the regularization term, the objective function can be expressed as (2) where is the regularization parameter, is the modeled projected data according to (1) , and is the measured projection data. In this paper, we implemented the nonlinear PolakRibiere conjugate gradient algorithm in order to minimize (2) . The gradient of the first term with respect to is calculated according to an analytical formula by a projection and a backprojection step [6] . In this previous work [6] , a simple gradient descent algorithm and no regularization were explored. The complexity of the calculation of the gradient is similar to one iteration of the widely used ML-EM algorithm. The ML-EM algorithm can be considered to be a scaled gradient ascent method. Note that according to (1) , for a pixel, where is zero, the tensor field supplies no contribution to the objective function; therefore, it is not a part of the optimization function.
The objective function is not convex; however, empirically, we have observed that the algorithm converges to the correct solution from noiseless data independently of the initial condition. Nevertheless, the most appropriate initial condition was to set all tensor components to zero.
B. Eigenvalue Gradient Regularization
The tensor can be decomposed as Tensor eigenvalues , , and can be estimated from the characteristic cubic equation (3) The coefficients of the cubic (3) are tensor invariants and are defined as Tr Tr (4) One can expect that the tissue has uniform eigenvalues; this was observed for cardiac tissue [11] . The eigenvalue images will be piecewise constant. Edge-preserving regularization can be applied on the eigenvalue images. The general gradient regularization functional on eigenvalue images can be defined as (5) where and
The is a potential function of pixel value differences or image gradient, and it should have its minimum at zero argument. Various potential functions, including edge-preserving functions, were considered in the literature, e.g., [12] and [13] . A good edge-preserving potential function is often dependent on an additional scaling parameter [12] . This eigenvalue gradient regularization works on eigenvalue images directly. The analytical formulas determining the roots of the cubic (3) are unstable when eigenvalues have close values. Moreover, one can expect the presence of regions of isotropic media in a DT MRI image, where all eigenvalues are equal. In order to avoid this instability problem, we apply gradient regularization on the invariant images , , and instead of eigenvalue images. The values of invariants are uniform in a region of the uniform eigenvalues, and invariant images are piecewise constant. The invariant gradient regularization in form (5) is applicable where arguments of are the invariants instead of the eigenvalues (6) This -regularization affects the eigenvalue images indirectly; however, the invariant expressions are stable, and this regularization is more robust when isotropic media is present.
The tensor components are defined nonuniquely when tensor eigenvalues are known. The orientation of eigenvectors can be defined as arbitrary; therefore, we can anticipate that the solution of the optimization problem (2) depends on the initial condition. The estimation of eigenvectors depends on the residual term only. The regularization term allows us not to rely too much on the residual term when noise is present in the projection data. We can expect that noise will be suppressed in the reconstruction during the iteration process when the zero tensor component initial condition is used.
C. Tensor Component Gradient -Regularization
The gradient regularization can be applied directly on tensor component images. In this case (7) If some convex function is used, then we can expect an unique estimation of the tensor components. Application of the -regularization is a more difficult task than the eigenvalue regularization. When a mixture of tissues is present in the DT MRI image, the images of tensor components have abrupt edges. At the same time, tensor components are smooth functions in the region of one tissue with various gradient values. The choice of is significant for the -regularization, and should not favor edges.
D. Total Variation (TV) Regularization
In the case of 2-D functions, the TV functional is defined as (8) Note that is not required to be continuous. It has been shown that the TV norm measures the total variation or "jumps" of , even if is discontinuous [9] . The TV functional allows many functions, including discontinuous ones, in order to approximate a given noisy function. The edges can be preserved because the TV norm does not force the result to be continuous; however, contrast may be reduced because a bias can be introduced. Even though the TV norm preserves edges, it is not biased in favor of edges; it will not introduce artificial jumps in the smooth function, although a staircasing effect may occur in the presence of noise. In addition to this, the TV functional is defined globally and independently of any additional parameters.
The flexibility of the TV method encouraged us to apply TV regularization in case of either eigenvalue or tensor component regularization. For TV regularization implementation details, see [14] . The potential function can be expressed as (9) The value of the parameter should be less than the typical value that is defined by the first two terms under the square root in (9). It has previously been shown that the reconstructions utilizing different in a large range are nearly indistinguishable until is sufficiently small [15] .
E. Phantom and Projection Geometry
Here, we have considered only slice selective data acquisition. This is essentially a 2-D problem, notwithstanding, the reconstructed tensor field is still three-dimensioanl (3-D). A symmetrical 3-D tensor has six components, namely , , , , , and . We have used a set of rotated diffusion -vectors (see Fig. 1 ) that are suitable for slice-by-slice reconstruction. This set of vectors was used in computer simulations as well as in the acquisition of experimental data. The vector is always parallel to the readout gradient, is perpendicular to the readout gradient, and is always parallel to the -axis of the phantom. Six measurements that are necessary for the reconstruction of the tensor field are , ,
A computer-generated 128 128 phantom was used to simulate the diffusion that might be expected in a cardiac study, (see Fig. 2 ). The phantom is comprised of a circular cylindrical tube and consists of two parts: the heart and water (blood) areas. Heart area of the phantom simulates the mid-ventricular wall of the left ventricle. The spin density is assumed to be uniform inside the phantom parts and zero outside. The fiber structure of the myocardium is helical. The principal vectors of the diffusion tensor are referenced to a helical fiber structure with material coordinates , which are orthogonal. The fiber axis is located on a tangent plane perpendicular to the radial axis . This fiber axis corresponds to the largest (the first) eigenvalue. The fiber angle in the circumferential direction has a variation that is continuous and linear. The angle changes from 60 to 60 , varying from the endocardial to the epicardial wall in a radial direction. The axis corresponding to the smallest (the third) eigenvalue is the cross-fiber in-plane axis, and the axis coincides with . It is assumed that , , , and in the heart region and that and in the blood region. The ratio of the cardiac tissue eigenvalues was taken from [13] . The eigenvalue unit dimension, which is not important here, was 10 mm s .
Our object of interest is the heart fiber structure, which is defined by the first principal directions of the tensor field in the heart area. The phantom is independent of the coordinate. One slice of the reconstruction is enough to represent the whole phantom.
The projection and backprojection operations were implemented using a ray-driven operator. One hundred twenty eight projections of the slice were generated over . The sampling bin width was equal to the reconstructed pixel width. At each projection coordinate, six scalar fields were calculated from tensor components. According to (1), these scalar fields were used in the exponential term to evaluate six projections. The parameter was 0.7; therefore, the spin density attenuation factor was strong (strong diffusion gradient).
In DT MRI strong diffusion attenuation leads to a spin density signal loss and, therefore, a stronger influence of noise; however, stronger attenuation also allows us to define diffusion tensor more precisely. The Gaussian noise was added to these six scalar fields into real and imaginary channels. This simulates additive Gaussian noise in -space, where MRI data are acquired. The formed complex images were projected, and the absolute values of the projection bins were taken to form noisy projection data sets. The added noise would provide a signal-to-noise ratio (SNR) of 20 and higher for the spin density. Nevertheless, because of the nonuniform diffusion attenuation, the diffusion attenuated spin density SNR was roughly equal to 6 for the blood region of the phantom and 6-12 for the heart region. Therefore, a relatively noisy projection data set and a strong diffusion gradient were exploited in computer simulations.
F. Figures of Merit
In DT MRI, the first principal direction of the tensor field, which is the fiber direction in the heart model that we have considered, is the object of interest to be reconstructed. Accordingly, we evaluated the reconstruction based on the direction and magnitude of the principal vectors. The difference in the angle between a principal vector of the phantom and the (10) Note that has positive value in the range . This figure of merit does not provide a measure of bias of the principal directions in 3-D space; rather, it is sort of a standard deviation in the eigenvector estimation.
The difference between the eigenvalue of the reconstruction and the eigenvalue of the reference phantom for the principal vectors was defined for each pixel as (11) The average and the standard deviation of and over the ROI of the heart was calculated in the evaluations. Only was calculated over the ROI of the blood because blood is considered to be an isotropic media where eigenvectors have arbitrary directions. The figures of merit were calculated for each principal direction separately.
III. RESULTS Fig. 3 presents the objective function versus the iteration number, when -, -, and no regularization were applied in the reconstruction process. One hundred fifty iterations were used for all of the reconstructions. The solution (for both tensor components and eigenvalue decomposition) is noisy when no regularization was applied, (see Fig. 4 ), and the algorithm converges slowly. A good-quality solution can be achieved by the employment of a relatively small number of iterations (up to 20); however, the stopping rule is unknown a priori. The first eigenvalue has a large positive bias, and the third eigenvalue has a large negative bias (see Table I ). This is easy to understand in the case of isotropic media (blood region). The first eigenvalue will always be larger than the true value because of noise since it is the largest eigenvalue. The same argument is applied for the smallest (the third) eigenvalue. The bias of the second eigenvalue is close to zero. It is interesting that this property of eigenvalue bias holds true for anisotropic media (heart region) as well. The estimated image of the first principal eigenvector is noisy; however, it retains main features [see Fig. 7(b) ]. The bias in the 3-D space of the vector field could be close to zero, but we do not have a corresponding figure of merit.
Convergence is relatively slow when using -regularization, even though the solution is much less noisy in comparison with the nonregularized solution (see Tables I and II) . Fig. 5 shows that the estimation of can be noisy, while invariant images have a small amount of noise with distinguished edges and some bias. The small noise of the invariant images resulted in even larger noise in the eigenvalue images. The noise in eigenvalue images can be removed by the further application of -regularization (not shown here). In order to check how -regularization affects the final estimation, we have used a nonregularized "noisy" reconstruction from Fig. 4 as a starting point for the regularized iteration process. The eigenvalue decomposition reconstruction became better and better with each additional iteration in comparison with the nonregularized solution; however, the figures of merit are not as good as those in Table II . We can conclude that either the -regularized or -regularized solution may depend on the initial condition. Nevertheless, the -regularization can be useful when a zero tensor component initial condition is used. The regularization preserved tensor positive definite property, which was violated when no regularization was used.
The algorithm rapidly converged when -regularization was used. We found that the solution is independent of the initial condition. The tensor component profile images show that the TV regularization was able to match edges and approximate smooth behavior (see Fig. 6 ). The -regularized images provided excellent eigenvalue and eigenvector estimations according to Table III and Figs. 6 and 7 . Fig. 8 shows the results of the reconstruction of the excised cow heart diffusion field. An image of a 256 256 slice is presented. The bipolar diffusion gradient and the same six rotated diffusion gradients (as in the computer simulations) were used. One can recognize the left ventricle in the middle of the heart image and the collapsed right ventricle on the top of the image. The eigenvalue and first principal vector are presented when no regularization was used (only 25 iterations) and when regularization was used (40 iterations). The regularized solution preserved tensor positive definite property, which was violated in the nonregularized solution. The first eigenvalue also has a lower value in comparison with the nonregularized solution. This is consistent with the computer simulations. The regularized image of the first principal directions showed reduced noise while the main features were preserved. The fiber structure is dominated by the -direction that is inconsistent with the suggested heart model. We found that the sinogram images suffer from signal loss when the diffusion gradient points in the particular physical direction related to the used MRI scanner.
This issue did not depend on whether rotating or nonrotated diffusion gradients were used. Additional experimental investigations are necessary in order to find the reason for signal loss, which can be connected to either table motion, eddy current, or another error source.
IV. DISCUSSION
Computer simulations have shown the usefulness of gradient constraint on eigenvalue and tensor component images in diffu- sion tensor tomography MRI reconstruction. In particular, regularization preserves the positive definite property of the symmetric diffusion tensor. We have found that the use of TV regularization itself on the tensor components provides the best reconstruction in terms of eigenvalue decomposition and algorithm convergence. Nevertheless, the combination of the presented regularizations can be used.
