Abstract-The information spectrum approach gives general formulae for optimal rates of codes in many areas of information theory. In this paper the quantum spectral divergence rates are defined and properties of the rates are derived. The entropic rates, conditional entropic rates, and spectral mutual information rates are then defined in terms of the spectral divergence rates. Properties including subadditivity, chain rules, Araki-Lieb inequalities, and monotonicity are then explored.
II. PRELIMINARIES

A. Spectral Projections
The quantum information spectrum approach requires the extensive use of spectral operators. For a self-adjoint operator A written in its spectral decomposition A = i λ i |i i| we define the positive spectral projection on A as
the projector onto the eigenspace of positive eigenvalues of A.
Corresponding definitions apply for the other spectral projections {A < 0}, {A > 0} and {A ≤ 0}. For two operators A and B, we can then define {A ≥ B} as {A − B ≥ 0}, and similarly for the other ordering relations.
B. Two Important Lemmas
Here the two key lemmas for many results in this paper are presented.
Lemma 1: For self-adjoint operators A, B and any positive operator 0 ≤ P ≤ I the inequality
holds. 
Proof: As both operators
where P = U P U † ≤ I is positive. Combining (3) with (4) gives the required inequality in (2).
Lemma 2: For self-adjoint operators A and B, and any completely positive trace-preserving (CPTP) map T the inequality
holds.
Proof: The operator A− B may be expressed in terms of a difference of two diagonal positive operators U (A−B)U † = Π − Ω. As T is a CPTP map it may be written in a Kraus representation as
where (7) follows from T being a completely positive map, implying that T (Π) and T (Ω) are both positive, and (9) is due to T being a trace-preserving map.
III. QUANTUM SPECTRAL DIVERGENCE RATES
The spectral divergence rates act as generalizations of the relative entropy. They are defined on sequences of states ρ = {ρ n } ∞ n=1 (and operators), unlike the relative entropy which is defined for individual states (and operators). 
nγ ω n , then the quantum spectral sup-(inf-) divergence rates are defined as
Although the use of sequences allows for immense freedom in choosing them, there remain a number of basic properties of the quantum spectral divergence rates that hold for all sequences. In the i.i.d. case the sequence is generated from product states ρ = { ⊗n } ∞ n=1 , which is used to relate the spectral entropy rates for the sequence ρ to the entropy of a single state .
A. Equivalence to Previous Definitions
Although the definitions for the spectral divergences differ slightly from those in (38) and (39) of [6] , they are equivalent, as the next propositions show.
which is the previously used definition of the spectral supdivergence rate. Hence the two definitions are equivalent.
, as δ is arbitrary. For the converse we assume that the inequality is strict, such that
where n = Tr {ρ n ≥ e nγ ω n }(ρ n − e nγ ω n ) and Tr {ρ n ≥ e nα ω n }ω n ≤ e −nα holds for any α. As the right hand side goes to zero asymptotically and since α < D(ρ ω) we have a contradiction.
Proposition 2: The spectral inf-divergence rate D(ρ ω) is equivalent to
which is the previously used definition of the spectral infdivergence rate.
where Tr {ρ n ≥ e nα ω n }ω n ≤ e −nα holds for any α. Thus
Despite the above equivalences, it is useful to use the definitions in (10) and (11) for the divergence rates as they allow the application of Lemmas 1 and 2 in deriving various properties of these rates.
B. Properties of Spectral Divergences
Proposition 3: The spectral divergence rates for a sequence
for any positive sequence of operators ω = {ω n } ∞ n=1 . Proof: Let γ be any real number such that
then for any α = γ + δ, for δ > 0, we have from Lemma 1 
in analogy with the monotonicity of the quantum relative entropy.
and hence
The spectral divergence rates between two sequences of states are non-negative.
Proof: Choose T to be the trace operation. Then for any γ < 0 we have lim n→∞ {1 ≥ e nγ }(1 − e nγ ) = 1 and hence
Note that the spectral divergence rates between operators can be negative. An example of this that is introduced later is the conditional spectral entropy rates, which can be either positive or negative, and these are defined in terms of the divergence rates between the sequence of bipartite states and a sequence of operators derived from those states.
IV. SPECTRAL INFORMATION RATES
Spectral information rates, the generalizations of entropy, conditional entropy and mutual information, may be defined in terms of the spectral divergence rates. In this section, the properties of the spectral information rates are examined and their relationship to the properties of the corresponding entropic quantities discussed.
A. Spectral Entropy Rates
Definition 2: The sup-spectral entropy rate is defined for a sequence of states ρ = {ρ
where
. The inf-spectral entropy rate S(X), is defined as
for a given sequence. The spectral entropy rates defined here are equivalent to the quantities obtained from the definitions in [4] , which can be shown in a similar way to Propositions 1 and 2.
Proposition 5: The spectral entropy rates are bounded above and below by
where the Hilbert space H n of the system X is of dimension d n .
Proof: For any γ > 0 the spectral projection {ρ n ≥ e nγ } = 0 as e nγ > 1 ≥ λ for λ any eigenvalue of ρ n . Hence,
and thus
The next proposition states that any sequence of complete measurements on a system increases the spectral entropy rates. This property is the direct analogue of the i.i.d. case (in which the spectral entropy reduces to the von Neumann entropy). All complete measurements on a system are represented by unital CPTP maps on the system, assuming no conditioning on the result.
Proposition 6: For any sequence of unital CPTP maps T and sequence of states ρ the inequalities
S(T (X)) ≥ S(X)
both hold. Proof: From the definitions of the spectral entropy rates, and using Proposition 4
S(T (X)) = −D(T (ρ) I) = −D(T (ρ) T (I)) ≥ −D(ρ I) = S(X)
where T (I) = I as T n is unital for all n. The proof for the sup-spectral entropy rate is similar. It may be noted that for bipartite sequences of pure states
have identical spectra. Hence it is immediate that the spectral entropy rates for the reduced states are equal
S(A) = S(B) (38) S(A) = S(B)
for sequences of bipartite pure states.
B. Spectral Conditional Entropy Rates Definition 3:
The spectral conditional entropy rates for sequences of bipartite states are defined as
and
respectively. Next, we give a relationship showing that the conditional spectral entropy rates are necessarily less than the corresponding spectral entropy rate of a source.
Proposition 7: Conditioning reduces the spectral entropy rate, such that
S(A|BC) ≤ S(A|B) ≤ S(A) (42) S(A|BC) ≤ S(A|B) ≤ S(A)
for any tripartite sequence ρ ABC = {ρ
. Proof: The inequalities follow from Proposition 4 and the fact that the partial trace is a CPTP map.
The chain rules [7] 
in information theory relate the entropies, H(X) and H(XY ), to the conditional entropy H(Y |X) and mutual information I(X : Y ), e.g. H(XY ) = H(X) + H(Y |X).
Although the equalities given for the various chain rules do not hold in general, the spectral information rates are related by sets of inequalities. Examples are known, in each case, where the inequality is strict.
Proposition 8: For bipartite states the conditional spectral entropy is related to the spectral entropies by
S(A|B) ≥ S(AB) − S(B)
( 44) giving a chain rule inequality. Proof: Defining the difference operators
and choosing α = S(AB) − δ and β = S(B) + δ for arbitrary δ > 0 implies the required inequality in the limit as n → ∞.
Corollary 2:
For bipartite states the conditional spectral entropy is related to the spectral entropies by
S(A|B) ≥ max S(AB) − S(B), S(AB) − S(B)
giving a further chain rule inequality. Proof: Substitute α = S(A|B) + S(B) + 2δ and β = S(B) + δ for arbitrary δ > 0 into the above proof for the first inequality, or α = S(AB)− δ and β = S(AB)− S(A|B)− 2δ for the second.
Proposition 9: For bipartite states the conditional spectral entropy is related to the spectral entropies by
S(A|B) ≤ S(AB) − S(B)
giving a chain rule inequality. Proof: Utilizing the inequalities
and choosing α = S(AB) − S(B) + 2δ and β = S(B) − δ for arbitrary δ > 0 implies the required inequality in the limit n → ∞. Corollary 3: For bipartite states the conditional spectral entropy is related to the spectral entropies by
S(A|B) ≤ min S(AB) − S(B), S(AB) − S(B)
( 51) giving a further chain rule inequality. The chain rule inequalities may then be applied to derive many properties that are the generalizations of entropic inequalities.
Corollary 4: The conditional spectral entropy rates are bounded above and below by
For each state ρ AB n take a purification |ψ ABC ψ ABC | n . From the chain rule inequalities and Proposition 5 it then follows that
S(A|BC) ≤ S(A|B) ≤ S(A|B) ≤ S(A) ≤ log d .
Using the chain rule inequality, then for states that are purifications on ABC we have,
−S(A) = S(ABC) − S(BC) ≤ S(A|BC)
as
S(ABC) = 0 and S(BC) = S(A).
The strong-subadditivity relationships follow immediately from the chain rule inequalities and the monotonicity of the conditional spectral rates under partial traces.
Proposition 10: The following strong-subadditivity relationships
S(ABC) + S(B) ≤ S(AB) + S(BC)
S(ABC) + S(B) ≤ S(AB) + S(BC) (56)
S(ABC) + S(B) ≤ S(AB) + S(BC)
hold for all tripartite sequences of states ρ ABC .
Proof: These follow from Propositions 8 and 9, and their corollaries, and Proposition 7.
Corollary 5: The subadditivity relationships
S(AB) ≤ min S(A) + S(B), S(A) + S(B)
hold for any bipartite sequence of states. Corollary 6: The spectral entropy rates for any bipartite sequence of states obey the following inequalities,
S(AB) ≥ S(A) − S(B)
(60)
S(AB) ≥ max S(A) − S(B), S(B) − S(A)
which are the analogues of the Araki-Lieb inequality [8] .
As the quantum information spectrum is a generalization of the classical case, the properties determined so far also hold for any finite alphabet classical source. A classical bipartite source is one where the reduced density matrices commute with the total state, that is Proposition 11: The conditional spectral entropy rates are positive for classical states.
Proof: As the states commute we may write them in a common eigenbasis, where
and without loss of generality I A ⊗ρ B = ijk λ kj |ij ij| AB . Therefore we have
if γ = −δ < 0. This is due to the fact that λ ij < e nδ k λ kj , for all i, j. Hence we have S(A|B) ≥ 0.
Corollary 7: For bipartite sequences the following inequalities hold
S(AB) ≥ max S(A), S(B) (66) S(AB) ≥ max S(A), S(B)
for all finite-state classical sources.
C. Spectral Mutual Information Rates Definition 4:
The sup-spectral mutual information rate is defined for a sequence of bipartite states ρ AB n as
S(A : B) = D(ρ
Similarly, the inf-spectral mutual information rate is defined as
for a given sequence. Proposition 12: For sequences of bipartite states:
1) The spectral mutual information rates are always nonnegative.
2) The spectral mutual information rates decrease under CPTP mappings.
3) The spectral mutual information rates are monotonic.
Proof: These properties follow from the properties of the spectral divergence rates.
Proposition 13: The following chain rule inequalities hold
S(A) − S(A|B) ≥ S(A : B) ≥ max S(A) − S(A|B), S(A) − S(A|B)
S(A) − S(A|B) ≤ S(A : B) ≤ min S(A) − S(A|B), S(A) − S(A|B) (71) Proof:
The proof is similar to that given for previous chain rules.
V. DISCUSSION
The general relationships derived here apply to finite state quantum systems, of which finite alphabet classical states are a subset. Hence, all the properties derived apply in standard information theory with the assumption that the alphabet is finite. Several results are finite state quantum generalizations of the properties described in Theorem 8 of [1] .
