The nonlocal density functional theory ͑NLDFT͒ of confined fluids is tested against Monte Carlo simulations by using the example of Lennard-Jones ͑LJ͒ fluid sorption in slit-shaped and cylindrical nanopores ranging from 0.3 to 10 nm in width. The fluid-fluid and solid-fluid parameters of the LJ potentials were chosen to represent several experimentally important adsorption systems: nitrogen and carbon dioxide in activated carbons, zeolites, and mesoporous molecular sieves of the MCM-41 type. Freezing in nanopores is discussed using the example of methane sorption in carbon at 111 K. Comparison with reference experiments is given when available. Two versions of NLDFT, the smoothed density approximation and the fundamental measure theory, are considered. It is shown that NLDFT approaches with properly chosen parameters provide quantitative agreement with the results of Monte Carlo simulations and reference experiments. Appreciable deviations are found in extremely narrow pores of less than two molecular diameters in width. In wider pores, NLDFT models can be used for quantitative predictions of reversible and hysteretic adsorption isotherms and analyses of the specifics of phase transformations, including the equilibrium and spinodal phase transitions.
I. INTRODUCTION
Nonlocal density functional theory ͑NLDFT͒ has proved to be a useful tool for studies of classical inhomogeneous fluids ͓1-7͔ ͑for a review, see ͓8͔͒. It is well documented that NLDFT accurately describes the structure of simple confined fluids, i.e., the oscillating density profiles near solid surfaces ͓9-13,14͔, or of fluids in simple confining geometries, such as slits ͓15-18͔, cylinders ͓19-21͔, and spheres ͓12,22-24͔. The nonlocal theory is a significant improvement as compared to the local DFT models ͓25,26͔. NLDFT models are widely employed in the modern literature for theoretical predictions of adsorption isotherms in nanoporous materials and phase transitions in confining geometries, especially capillary condensation, layering, and wetting transitions of simple fluids in pores ͓10,18-20,27-51͔ ͑see review ͓50͔͒. NLDFT based methods for pore size characterization were developed and implemented in commercial adsorption instruments ͓52-54͔. In our previous papers, we have shown several striking examples of the quantitative agreement between the NLDFT, Monte Carlo ͑MC͒ simulations, and adsorption experiments on regular materials, provided that both the NLDFT and the simulation methods quantitatively describe the experimental bulk two-phase equilibrium, surface tension included, and the adsorption isotherm on a nonporous reference substrate ͓43,51,55-57͔. Nevertheless, the limits of applicability of mean field NLDFT methods and their accuracy for quantitative description of experimental systems are still under discussion. The purpose of this paper is to give a systematic comparison between NLDFT calculations and MC simulations of the adsorption isotherms and phase transitions in various systems.
The extensive literature on testing different DFT approaches versus molecular simulations provides many examples of both agreement and disagreement in the description of the fluid structure and phase transitions in confined fluids. The main difficulty is that the approximations made in the DFT's inevitably lead to a difference in the bulk phase diagram as compared with the benchmark MC simulations ͓32,35,58,59͔. These discrepancies complicate the comparison of DFT and simulations, and may significantly affect the predicted adsorption isotherms and coexistence phase diagrams.
Many authors have compared the DFT and simulated adsorption isotherms at the same absolute reduced temperatures and absolute densities. For example, Kozak and Sokolowski ͓34͔ used the functional of Kierlik and Rosinberg ͓7͔ and grand canonical MC ͑GCMC͒ simulations to study wetting and capillary condensation transitions in slit pores. They obtained good agreement for the density profiles; however, only qualitative agreement was found for the adsorption isotherms and the capillary condensation transitions. Other authors ͓37,47͔ compared the capillary condensation isotherms in DFT and simulations using reduced pressure, related to the pressure P 0 of vapor-liquid coexistence in the bulk fluid. Lastoskie et al. ͓37 ,47͔ studied the adsorption of LennardJones ͑LJ͒ nitrogen in slit pores of carbon with NLDFT and the Gibbs ensemble MC method ͓60,61͔, and found quantitative agreement for the adsorption isotherms and vaporliquid equilibrium in these systems. plied the NLDFT of Tarazona ͓1,4͔ to study adsorption of a LJ fluid in cylindrical pores with nonwetting walls. They compared the NLDFT and GCMC isotherms at the same reduced temperature T/T c bulk , i.e., the temperature related to the bulk critical temperature T c bulk , and the same relative pressure P/ P 0 . The capillary condensation transitions and qualitatively similar phase diagrams were determined for a series of pores ranging from 1 to 10 diameters of the fluid molecule. For a number of pores considered by Peterson et al. ͓20͔ , the density of the condensed liquidlike phase, as well as the conditions of vapor-liquid equilibria and spontaneous capillary condensation and desorption, obtained using the NLDFT, deviated significantly from the results of the corresponding GCMC simulations. Kierlik et al. calculated the adsorption equilibrium for binary LJ mixtures in slitshaped pores ͓35͔ and obtained very good agreement with the benchmark GCMC simulation for the adsorption isotherms and selectivity at pressures well below the pressure of vapor-liquid equilibrium in the bulk. Essentially quantitative agreement at higher pressures was obtained by comparing the NLDFT and GCMC results at the same relative pressures and by scaling the adsorption isotherm by the monolayer density ͓35͔. Many attempts have been made to correct the deficiencies of the mean field DFT either by considering improved free energy functionals for both inhomogeneous and homogeneous situations ͓62,63͔, or by introducing corrections to the bulk equation of state to fit the simulation data ͓32,38,41,59,64͔.
In this paper we adopt a different approach: the approximations made in the DFT description of the free energy are corrected by adjusting the parameters of the intermolecular fluid-fluid potential. In particular, we require both ͑DFT and MC͒ molecular models to give the best fit to the bulk thermodynamic properties of the experimental fluid of interest. These include the liquid and vapor densities, saturation pressures, and interfacial tension. Such parametrization allows one simultaneously to make consistent comparisons between the theory and simulations for systems important in practice, and to compare the theoretical and simulated results with the available reference experimental data. Our procedure leads to slightly different sets of fluid-fluid interaction parameters employed in the NLDFT compared to those in the MC simulations. The solid-fluid parameters are the same in theory and simulations, and are determined from the fit to the reference adsorption isotherms on nonporous substrates.
The paper is structured as follows. In Sec. II, we describe the theory, the molecular models used, and the proposed procedure for consistent selection of the fluid-fluid and solidfluid interaction parameters. Two versions of NLDFT with different density functionals for hard spheres are considered: the smoothed density approximation ͑SDA͒ of Tarazona ͓1,4͔ and the fundamental measure theory ͑FMT͒ of Rosenfeld-Kierlik-Rosinberg ͓6,7͔. A recently developed canonical ensemble version of NLDFT ͑CEDFT͒ ͓46͔ is employed to trace the unstable sections of the sigmoid-shaped capillary condensation isotherms between the vaporlike and liquidlike spinodals. This technique is compared with the canonical ensemble MC ͑CEMC͒ simulation complemented by the Widom particle insertion method ͓65͔.
In Sec. III we present the NLDFT and MC results, in comparison with experimental data where available. The structure of hard-sphere fluids is discussed in Sec. III A. In Secs. III B and III C, we describe the vapor-liquid phase diagrams for bulk LJ fluids and the liquid-vapor surface tension predicted by MC and DFT models. Nitrogen adsorption isotherms at 77 K on open surfaces of carbon and silica are presented in Sec. III D. Nitrogen capillary condensation at 77 K in the slit-shaped pores of carbonaceous adsorbents and the cylindrical pores of MCM-41 materials is discussed in Sec. III E. We also consider two examples of ''extreme confinement'' with the goal of testing the behavior of different versions of NLDFT: freezing of methane at 111 K in carbon slit pores ͑Sec. III G͒ and carbon dioxide adsorption at 273 K in cylindrical micropores of zeolites ͑Sec. III F͒. The results are summarized in Sec. IV. We found that, in general, NLDFT predicts the reversible and hysteretic adsorption isotherms and the full phase diagrams of capillary condensation including the points of phase equilibrium and spinodal transitions in good agreement with the MC simulations and reference experiments. Appreciable deviations between the theory and simulations were found only in extremely narrow pores of less than two molecular diameters in width.
II. THEORETICAL METHODS

A. Nonlocal density functional theory
General approach
Density functional theory implies that the Helmholtz free energy of an inhomogeneous fluid F͓(r)͔ is expressed as a functional of the local density (r) ͓44,66͔:
Here F int ͓(r)͔ is the intrinsic Helmholtz free energy and U ext (r) is the external potential imposed by the pore walls. The intrinsic free energy is composed of the ideal gas free energy, which is given by an exact expression, and the excess free energy F ex ͓(r)͔, which accounts for the interparticle interactions:
͑2͒
Here ␤ Ϫ1 ϭk B T is the temperature and ⌳ϭͱ2mk B T/h 2 is the thermal de Broglie wavelength. Successive functional differentiation of the excess free energy generates a hierarchy of direct correlation functions. In particular, the oneparticle direct correlation function is given by
; ͑3a͒ the two-particle direct correlation function is given by c ͑ 2 ͒ ͑ r,rЈ;͓͔͒ϭϪ␤
In the conventional DFT the system is considered in the grand canonical ensemble, at constant volume ͑geometry͒, temperature, and chemical potential . The density distribution is obtained by minimization of the grand thermodynamic potential ⍀, ⍀͓͑r͔͒ϭF͓͑r͔͒Ϫ ͵ dr ͑r͒, ͑4͒ which leads to the Euler-Lagrange equation for the density profile:
Recently, we proposed the canonical ensemble density functional theory, which implies minimization of the Helmholtz free energy F͓(r)͔ at given mean fluid density, ͗͘ϭ ͵ dr ͑r͒, ͑6͒
i.e., in the NVT ensemble. Here, the chemical potential of the desired equilibrium state is initially unknown and determined in the process of simultaneous solution of Eqs. ͑5͒ and ͑6͒ ͓46͔. While applying CEDFT, we do not consider systems with a small number of molecules, for which the results of the grand canonical and canonical ensembles may differ ͓24͔.
The excess free energy of an inhomogeneous system, F ex ͓(r)͔, is a unique but unknown functional of the local particle density. Various DFT versions give approximate expressions for F ex ͓(r)͔. For fluids with attractive interactions such as the LJ fluid, the excess free energy is decomposed into the contribution from a reference system of hard spheres, and the free energy due to attractive interactions,
The attractive interactions are usually considered as in the first-order Weeks-Chandler-Andersen ͑WCA͒ ͓67͔ perturbation theory of bulk fluids, or the first-or second-order Barker-Henderson ͑BH͒ theory ͓68,69͔. In these approaches, the intermolecular potential is divided into the repulsive and attractive contributions. The repulsive interactions are then approximated by a hard-sphere functional with a certain choice of the hard-sphere diameter. Given that the paircorrelation function of the inhomogeneous fluid is unknown, the attractive interactions are treated in most cases in a mean field fashion. The free energy functionals for hard spheres play a central role in DFT. Several functionals for inhomogeneous hardsphere fluids have been developed. In perturbative DFT's, the direct correlation function of an inhomogeneous system is expanded about a slowly varying reference density ͓3,13,70,71͔. The expansion is usually truncated after the second ͓3,70,71͔ or third ͓9͔ order. Recent approaches employ the universality properties of the bridge functional ͓14,72͔. In nonperturbative DFT's, such as the weighted density approximation ͓2,5͔, the smoothed density approximation ͓1,4͔, and fundamental measure theory ͓6,7͔ the excess free energy is calculated using coarse-grained or smoothed density͑ies͒. The weighting functions are either found from the fit of the pair-correlation function in the homogeneous fluid limit ͓1͔, or consistently predicted by the theory itself ͓6,7,73͔.
Below we consider two versions of NLDFT that are currently employed in practical calculations of adsorption isotherms and pore size distributions in nanoporous materials: the smoothed density approximation of Tarazona ͓1,4͔, and the fundamental measure theory of Rosenfeld-KierlikRosinberg ͓6,7,74͔ and modifications of the latter ͓73͔.
The smoothed density approximation
In this approximation ͓1,4͔ the free energy of the hardsphere fluid is evaluated at the smoothed density (r):
Here f HS ͓ (r);d HS ͔ is the excess free energy per particle, which is calculated from the Carnahan-Starling ͑CS͒ equation of state ͓75͔. The smoothed density is defined as
͑9͒
where w"͉rϪrЈ͉, (r)… is the weighting function. Tarazona proposed the following expansion for the weighting function:
The coefficients w 0 (r), w 1 (r), and w 2 (r) were found from the requirement that the functional approximates the PercusYevick ͑PY͒ two-particle direct correlation function of the homogeneous hard-sphere fluid ͓69͔. Explicit expressions for the weighting functions are given in Ref.
͓4͔.
The resulting expression for the direct correlation function c
(1) (r;͓͔) to be used in Eq. ͑5͒ takes the form ͓76͔
where
͑12͒
Fundamental measure theory
In the FMT approach ͓6͔, the structure and thermodynamics of the hard-sphere fluid are predicted by the theory itself, based on fundamental geometrical measures of particles.
FMT reduces to the Percus-Yevick ͓77͔ theory in the homogeneous fluid limit. Kierlik and Rosinberg ͑KR͒ ͓7͔ developed an equivalent ͓74͔ version of the FMT functional, which utilizes different forms of weighting functions.
Among the advantages of the FMT approach are that ͑1͒ it is almost free from ad hoc assumptions; ͑2͒ its extension to mixtures is straightforward, unlike that in Tarazona's theory ͓29͔; ͑3͒ improved FMT formulations give correct dimensional crossover, i.e., they comply with the exact results for reduced dimensionality systems such as a two-dimensional ͑2D͒ hard-disk fluid, a 1D hard-rod fluid, and an effectively 0D fluid in a spherical cavity ͓73,78͔. These properties are important for the description of crystallization and extreme confinements.
In the FMT, the excess free energy of the hard-sphere fluid has the form
͑13͒
Here ⌽͓n ␣ (r)͔ is the excess free energy density, which depends on the weighted densities n ␣ (r):
The weighting functions (␣) (r) depend on the fundamental geometrical measures of the particles, such as volume, area, etc. The original Rosenfeld formulation ͓6͔ utilizes four scalar weighting functions
and two vector weighting functions
In the above, ⌰(r) is the Heaviside step function, and ␦(r)
is the Dirac delta function. In the uniform fluid (r)ϵ and the weighted densities coincide with the variables of the scaled particle theory ͓69͔:
where R is the hard-sphere radius. The one-particle direct correlation function of a nonuniform fluid to be used in Eq. ͑5͒ is given by
͑17͒
The free energy density is given by the expression
͑18͒
Here n V1 and n V2 are vectors. In the limit of a homogeneous fluid the PY expression for the free energy ͓77͔ is recovered. The first term in Eq. ͑18͒ is the exact free energy of the one-dimensional hard-rod fluid ͓79͔. The first two terms of Eq. ͑18͒ give a quite accurate representation of the free energy of the hard-disk fluid. Corrections to the third term have been proposed to improve the behavior of the functional in situations of reduced dimensionality ͓73͔. Two versions of the corrected third term of Eq. ͑18͒ are considered. The first modification has the form
with qϭ2 or 3. In analogy with the authors of ͓80͔ we refer to this modified form as RSLT1 (qϭ2,3). The second modification is called RSLT2:
All these corrections have only marginal effects in threedimensional situations. In this work we do not consider the most recent modifications to the FMT functional, which require tensorial quantities in the weighting functions ͓78͔.
Attractive interactions and bulk phase diagrams
In the mean field approximation the attractive interactions are
͑21͒
Here ⌽ attr (r) is the attractive part of the LJ potential. The bulk fluid is described by the following equations of state:
where HS () and P HS () are the chemical potential and the pressure of the hard-sphere fluid, respectively. The equilibrium conditions are determined from the equality of pressures and chemical potentials in the two phases. Simultaneous solution of Eqs. ͑22͒ and ͑23͒ gives the equilibrium gas density, the equilibrium liquid density, the chemical potential at coexistence, and the saturation vapor pressure. In the SDA, HS () and P HS () are calculated from the CS equation ͓75͔, while in the FMT theory they are calcu-lated from the PY equation ͓77͔. The difference between the results of the CS and PY equations at high densities, however, leads to only minor differences in the predicted twophase bulk diagrams.
The integrated strength of attractive interactions of the truncated LJ fluid is
where r c is a cutoff distance; ␣ϭ1 when the LJ potential is split according to the BH decomposition ͓68͔ and & when the potential is split according to the WCA scheme ͓67͔,
The first term of Eq. ͑24͒ is the strength of attractive interactions of the full LJ fluid, and the second term is the correction due to the potential cutoff, which is quite small but not negligible even for r c ϭ5.
Two prescriptions for the choice of the hard-sphere diameter are usually considered. The first one is the well-known BH expression ͓68͔. The second one originates from the works of Verlet and Weis ͓81͔ and Lu, Evans, and Da Gama ͓82͔:
The coefficients 1 ϭ0.3837, 2 ϭ1.035, 3 ϭ0.4249, and 4 ϭ1 reported in Ref. . This mean field approximation gives a poor description of the bulk phase diagram of the LJ fluid, especially near the critical temperature. The BH separation ͓68͔ leads to a bulk phase diagram with a lower critical temperature than the LJ fluid critical temperature ͓62͔. In contrast, the WCA separation overestimates the critical temperature ͑see Sec. III͒.
Many attempts have been made to improve the agreement between the theory and simulations for the bulk phase diagram. For studies of wetting and drying transitions at wallfluid interfaces, van Swol and Henderson have fitted the bulk equation of state to the simulation data by adding a polynomial term to the free energy of the hard spheres ͓32͔. Bruno, Caccamo, and Tarazona ͓64͔ and then Velasco and Tarazona ͓59͔ proposed adjustments to the mean field attractive term to get a better agreement with the simulations for the bulk phase diagrams. Effective attractive interactions as proposed by Velasco and Tarazona ͓59͔ have the form
͑27͒
which leads to
͑28͒
This approach was adopted by Kierlik et al. in their studies of liquid mixtures in pores ͓38,41͔. In our experience, however, this prescription leads to an appreciable overestimation of attractive interactions, which in turn leads to predictions FIG. 1. Density profiles of hard-sphere fluid near 9-3 attractive wall. Points, simulations of Sokolowski and Fischer ͓9͔; solid line, NLDFT calculations using SDA functional; dotted line, NLDFT using FMT functional. ͑a͒ bulk ϭ0.4658, ⑀ s f /kTϭ0.2876, T ϭ150 K; ͑b͒ bulk ϭ0.6059, ⑀ s f /kTϭ0.1917, Tϭ100 K. In both cases s f / f f ϭ0.5621.
for the capillary condensation transitions in pores with attractive walls occurring at significantly lower pressures than in the simulations.
More systematic ways to improve the description of attractive interactions include a version of DFT developed in the spirit of second-order BH perturbation theory ͓62͔, which gives a decent prediction of the bulk diagram, and good results for the density profiles ͓12,62͔. Another way to treat attractive interactions was proposed by Mederos et al. ͓63͔ , who used a local compressibility equation. The approach gave good results for the whole bulk phase diagram of the LJ fluid, solid phase included, although, the accuracy of this approach for confined fluids has not been tested.
In our work, we explicitly use the approximation ͑21͒ with the fluid-fluid interaction parameters chosen to provide the best fit with the experimental bulk phase diagram. As shown below, this approach leads to an accurate description of the real systems considered.
B. Monte Carlo simulations
Most of the MC simulations we have done in the grand canonical ensemble using the well-developed method of GCMC ͓83͔. GCMC simulations are performed at a given chemical potential of the adsorbate . To present the adsorption isotherm in the standard variables of amount adsorbed versus vapor pressure, the latter is related to the chemical potential via the bulk equation of state. A suitable equation of state for the LJ fluid was derived by Johnson, Zollweg, and Gubbins ͓84͔.
We generated GCMC adsorption and desorption isotherms consequently by increasing or reducing the chemical potential. The final configuration obtained served as the initial state for the next simulation. The size of the simulation box in the directions parallel to pore walls was varied in order to estimate finite size effects. In these directions, periodic boundary conditions were applied. If not specified, the size of the basic MC cell was set to 10 f f : The LJ potential was cut at 5 f f . The lengths of Markov chains were approximately 5ϫ10 4 configurations per molecule. Statistics on equilibrium properties of the system were collected over the last 2.5ϫ10 4 configurations. If the temperature is well below the capillary critical temperature, GCMC simulations produce a hysteresis loop bounded by vertical steps corresponding to spontaneous capillary condensation and desorption. The point of vapor-liquid coexistence in a pore is located somewhere between the points of the spontaneous transitions. The GCMC method does not allow one to calculate directly the phase equilibria conditions in pores. To determine the bulk pressure corresponding to vapor-liquid coexistence in the pores, we applied the thermodynamic integration method of Peterson and Gubbins ͓85͔. The Peterson-Gubbins method implies the construction of a reversible trajectory of equilibrium states, composed of four parts: ͑1͒ the adsorption isotherm of vaporlike states in the pore, ͑2͒ a reversible adsorption at supercritical temperature, ͑3͒ a path of constant chemical potential corresponding to a thermodynamically stable liquid at the subcritical temperature of interest, and ͑4͒ the desorption isotherm of liquidlike states in the pore. The grand potential ⍀ is calculated separately for the capillary vapor and liquidlike phases via integration of the Gibbs adsorption equation along the selected trajectory. At equilibrium the grand potentials for the two phases coincide. In the present work Tϭ140 K (kT/⑀ϭ0.762) was chosen as the supercritical temperature for the Peterson-Gubbins integration.
To check the results of the canonical ensemble density functional theory we have implemented the canonical ensemble MC method. Simulations are performed in the NVT ensemble at a given number of molecules in the cell. The chemical potential is determined by the Widom insertion method ͓65͔. With the CEMC method one can construct the full phase diagram, which includes stable, metastable, and unstable branches ͓86͔. It is worth noting that we have recently developed a method for MC simulation studies of phase transitions in confined fluids named the gauge cell method ͓87͔. The gauge cell method, described elsewhere ͓87͔, allows one to construct a continuous phase diagram equivalent to that produced by the CEMC method without using the Widom method for determination of the chemical potential.
C. Molecular models
We have performed NLDFT calculations and MC simulations of LJ fluids adsorbed in meso-and micropores. Adsorption in mesopores was studied on standard examples of nitrogen at the boiling temperature 77.4 K in carbon slitshaped pores and straight cylindrical silica pores, representing the channels of MCM-41 materials. The carbon pores were modeled as infinite slits with parallel graphite walls. Nitrogen-carbon interactions were described by the 10-4-3 potential of Steele ͓88͔, which is widely used for modeling interactions of simple molecules with graphite:
͑29͒
Here V ϭ0.114 Å Ϫ3 is the number density of carbon atoms in graphite, ⌬ϭ3.35 Å is the interlayer spacing in graphite, and ⑀ sf and sf are the energetic and scale parameters of the solid-fluid LJ potential. The potential field in pores includes contributions of two opposite walls, given by
where H CC is the distance between the nuclei of the outer carbon atoms on opposite walls. The solid-fluid potential in cylindrical pores was modeled as LJ interactions of the adsorbate molecule with a single structureless cylindrical layer of oxygen atoms in the pore wall ͓89͔:
Here, r is the radial coordinate of the adsorbate molecule reckoned from the pore center, R CC ϭD CC /2 is the radial coordinate of the adsorption centers, s is the surface number density of the adsorption centers, and F͓␣,␤;␥;␦͔ is the hypergeometric series. As the pore width increases, this potential reduces to the 10-4 form of the potential with a plane of LJ centers.
The narrowest cylindrical micropores with strongly attractive walls are filled by N 2 at 77.4 K at a very low pressure that depends crucially on the pore width ͑a change in the pore width by 1 Å may correspond to a change in the pore filling pressure by several orders of magnitude͒. To study the peculiarities of the NLDFT modeling of the sorption in cylindrical micropores of zeolites, we considered the LJ parameters and conditions corresponding to CO 2 on silica at 273.2 K. CO 2 at 273.2 K is considered as a suitable molecular probe for ultramicroporous sorbents. Although CO 2 is known for a strong electrostatic contribution to the fluid structure and thermodynamic properties, the LJ model was found capable of representing the experimental data on the vaporliquid equilibrium with acceptable accuracy. We found earlier that the CO 2 adsorption isotherms in carbon micropores at 273 K were in good agreement with those obtained from GCMC simulations using a realistic three-center model ͓54,57͔.
The excess adsorption in slit pores is calculated from the equilibrium density profile in the direction perpendicular to the pore walls (z):
where is the chemical potential ͑or, equivalently, the relative pressure P/ P 0 ͒, bulk () is the bulk fluid density, and H ref is a reference pore width. The need to use the excess adsorption arises from the fact that this quantity is measured experimentally ͓45͔. The reference pore width, which is the position of the Gibbs dividing surface, should be chosen in the same way as in the experimental measurements, in most cases by using helium calibration ͓45͔.
In cylindrical geometry the excess adsorption is calculated from the radially symmetric density profile (r):
where D ref is a reference pore diameter. Here adsorption is expressed per ''internal'' area of the pore, which is probed in the experimental measurements, using ss ϭ2.76 Å as an effective diameter for oxygen in silica. It should be noted that for all systems considered in this work bulk () is a small quantity, and for not very large pore sizes the difference between the absolute and excess adsorption can be neglected.
III. RESULTS AND DISCUSSION
A. Hard spheres near an attractive wall
As a test system, we reproduce here the original NLDFT calculations of Kierlik and Rosinberg ͓7͔ in comparison with the benchmark GCMC results of Sokolowski and Fischer ͓9͔ for the density profiles of a hard-sphere fluid near the 9-3 attractive wall U sf (z)ϭ3)/2⑀ sf ͓( sf /z) 9 Ϫ( sf /z) 3 ͔. Because the hard-sphere fluid is athermal, its structure near the wall is entirely determined by the density of the hard spheres in the equilibrium bulk phase and the ratios of the parameters of the solid-fluid potential to the hard-sphere diameter and temperature, sf / f f and ⑀ sf /kT. Two different systems were considered: ͑1͒ bulk ϭ0.4658, ⑀ sf /kTϭ0.2876 and ͑2͒ bulk ϭ0.6059, ⑀ sf /kTϭ0.1917; the ratio sf / f f ϭ0.5621 was used for both systems.
The density profiles for the hard-sphere fluid are presented in Fig. 1 . At the higher temperature and lower bulk density, both SDA and FMT density functionals represent the GCMC density profile very well ͓Fig. 1͑a͔͒. However, in the denser system ( bulk ϭ0.6059) at lower reduced temperature the theoretical results show disagreement with the benchmark GCMC profile ͓9͔. In particular, both SDA and FMT theories underestimate the ordering in the layer next to the wall ͓Fig. 1͑b͔͒. Our calculations with the FMT functional are identical to the earlier calculations of Kierlik and Rosinberg ͑see Figs. 3 and 4 in Ref. ͓7͔͒ . Note also that the density profiles obtained by the SDA and FMT functionals for hard spheres are almost identical for both temperatures.
B. Phase equilibrium of bulk fluid
The choice of fluid-fluid and solid-fluid parameters is the most essential for the predictive capability of molecular models. The majority of authors who have discussed the consistency of DFT modeling and molecular simulations used the same sets of parameters in the DFT and MC calculations. Although this approach seems to be the most natural and straightforward, it may lead to substantial discrepancies even for the simplest systems, due to discrepancies in the bulk saturation pressures and other properties, such as densities of coexisting bulk phases or vapor-liquid surface tension, predicted differently by different models ͓20,35͔. Indeed, the MC and DFT approaches yield different equations of state for the bulk fluid. This is demonstrated in Fig. 2, which shows bulk phase envelopes and saturation pressures for the 5 f f cut-and-not-shifted LJ fluid in comparison with the corresponding DFT calculations using WCA ͓67͔ division for attractive interactions. We tested several options for the hard-sphere diameter d HS : ͑1͒ d HS ϭ f f for all temperatures; ͑2͒ d HS is taken according to the BH formula ͓68͔; ͑3͒ d HS is temperature dependent according to the prescription of Lu et al. ͓82͔ ͓Eq. ͑26͔͒ . The data for the LJ fluid were calculated using equation of state of Johnson et al. ͓84͔. It is clear from Fig. 2 that none of the versions of DFT considered is able to describe accurately the vapor-liquid coexistence of a bulk LJ fluid. It is fairly difficult to reproduce both equilibrium liquid density and saturation pressure. The use of the Barker-Henderson relation allows one to reproduce the vapor density and the saturated pressure well, yet severely underestimates the liquid density. On the other hand, when d HS is equal to f f or determined according to Lu et al. ͓82͔ , the agreement with the liquid density of the LJ fluid improves substantially, but the vapor density and the pressure are underestimated. All the versions of DFT overestimate the critical temperature. Application of different equations of state for hard spheres leads to only minor differences in the bulk properties.
Discrepancies in prediction of the bulk properties, first of all in the density of the liquid and the saturation pressure, make it problematic to obtain consistent results in molecular simulations and NLDFT using the same fluid-fluid parameters in different models. Moreover, this may lead to substantial systematic error when NLDFT isotherms are directly compared to the experimental data, e.g., for calculation of pore size distributions.
We have obtained the parameters of NLDFT and MC models by fitting the corresponding bulk equations of state to the experimental data on the vapor-liquid equilibrium for a given fluid, namely, the equilibrium gas and liquid densities, and the saturation vapor pressure. Parameters were determined for N 2 and CO 2 as relevant adsorbates in practice. In the DFT, we used an explicit mean field approximation for the attractive interactions with the WCA separation, and the diameter of hard spheres d HS ϭ f f . We used the CS equation for the hard spheres ͓75͔. The same parameters were used in the NLDFT calculations performed with the SDA ͓1,4͔ and FMT ͓6,7͔ functionals, thus neglecting the minor differences between the CS and PY representations of the bulk hard-sphere fluids. Applicability of the mean field equation of state to real fluids is generally limited to regions away from the critical point. Thus, no attempt was made to fit the experimental phase diagrams based on the critical temperature. Instead, the parameters of the LJ potentials were obtained by fitting the experimental bulk properties of N 2 ͓90,91͔ within a range of temperatures, which included the temperatures of experimental adsorption measurements ͑nor-mal boiling points of both gases͒. The procedure for the determination of parameters for N 2 and Ar is described in detail in Ref. ͓56͔. To fit the parameters of the MC model, the LJ fluid equation of state derived by Johnson et al. ͓84͔ was used. For both the DFT and MC models the attractive potential was cut at 5 f f .
In Fig. 3 we present the results for the bulk equilibrium for nitrogen. With the parameters found for intermolecular interactions, both NLDFT and MC models represent quite well the properties of the bulk fluid at low temperatures. NLDFT describes the liquid-vapor densities and saturation pressures of N 2 to within 5% accuracy in the interval from the triple point 63 K to ca. 90 K, i.e., from k B T/⑀ f f ϭ0.67 to 0.95 ͓Fig. 3͑c͔͒. Bulk equilibrium for CO 2 is described in Ref. ͓57͔ . LJ parameters and diameters of hard spheres for all fluids considered are given in Table I .
C. Surface tension of the liquid-vapor interface
Correct prediction of the surface tension is a necessary condition for any model claiming a quantitative description of vapor-liquid transitions in pores. Therefore, we checked that both the NLDFT and MC models give reasonable predictions of the experimental surface tension. In NLDFT, the surface tension of the liquid-vapor interface was calculated as the excess grand potential of the system
where A is the area of the interface and P 0 is the equilibrium bulk pressure. Calculations were performed in planar symmetry using a box of HϷ(30-100) f f width. The calculated surface tension of nitrogen at 77.4 K is only 1.5% greater than the experimental value ͓Fig. 3͑d͔͒. Surprisingly, the agreement with the experimental data ͓92͔ is good even for temperatures close to the critical temperature. For comparison, we show on the same plot the molecular dynamics data of Mecke, Winkelmann, and Fischer ͓93͔, calculated with the LJ potential truncated at 5 f f . It is seen that the agreement among the NLDFT, simulation, and experimental data is good ͓Fig. 3͑d͔͒.
D. Adsorption on open surfaces: Solid-fluid interaction parameters
The same solid-fluid parameters were employed in the NLDFT and MC models. Thus, the adsorption isotherms calculated with different models necessarily coincide in the Henry region. Parameters of nitrogen-carbon interactions were taken as determined by Lastoskie, Gubbins, and Quirke ͓36͔. Parameters of nitrogen-silica interactions were determined by Ravikovitch, Haller, and Neimark from the fit of the experimental data in the multilayer adsorption region ͓55͔.
Nitrogen on graphite
At subcritical temperatures, adsorption in mesopores proceeds via the formation of a condensed monolayer of the adsorbed fluid on the pore wall͑s͒, followed by the formation of consecutive layers. In sufficiently wide slit pores, interactions between the monolayer films formed on the two opposite walls can be neglected. Thus, the results of the GCMC and NLDFT modeling can be directly compared to experimental adsorption isotherms on nonporous graphite. In Fig.  4 , we present the calculated adsorption isotherms in the slit carbon pore H CC ϭ72 Å (20 f f ) at pressures well below capillary condensation and the experimental isotherm of nitrogen adsorption on Sterling graphite ͓52͔. The NLDFT and MC models correctly predict the pressure region where the monolayer formation occurs. Nevertheless, some minor disagreement between the theoretical predictions and the experiment has been observed. Both NLDFT models predict steeper monolayer formation than in the experiment. The GCMC simulations yield better agreement with the experiment. The monolayer capacity is predicted well by the simulations and the FMT models, while the SDA underestimates the density of nitrogen monolayers on graphite. A minor step on the experimental isotherm at p/p 0 Ϸ0.01 corresponds to the incommensurate-commensurate structural transition in the adsorbed monolayer ͓94͔. This transition cannot be described within the spherical model for the nitrogen molecule and the structureless model for the graphite surface, and lies beyond the scope of this work. As the pressure increases, a multilayer liquidlike film gradually forms on the pore wall. The NLDFT isotherms exhibit distinct steps corresponding to the formation of each additional layer ͓Fig. 4͑b͔͒. These transitions are more pronounced in the SDA model. The GCMC isotherm is smoother. A rounded transition to a two-layer structure can be distinguished on GCMC and experimental isotherms. We should note that theoretical and simulated isotherms show upward deviation from the experimental data at pressures above the monolayer formation pressure: both of them overestimate the thickness or/and density of the liquid film adsorbed on the graphite plane. Similar, even larger deviations were obtained in the NLDFT calculations of Olivier ͓52͔. The author referred this effect to the mean field nature of NLDFT and introduced an empirical weighting function that made it possible to fit the NLDFT isotherm to the experimental data very accurately. However, the fact that the deviations were also obtained in the MC simulations shows that the origin of the disagreement with experimental data should be sought in the simplified model of the fluid-solid interactions. We note that NLDFT adsorption isotherms of Ar on graphite also show similar deviations ͓52,54͔, which indicates that they are not specific to N 2 , and, therefore, are unlikely to be caused by the deficiencies of the spherical representation of the N 2 molecule. Despite the above mentioned disagreements we conclude that both NLDFT models represent the multilayer adsorption of nitrogen on graphite with the same accuracy as the MC simulations.
Nitrogen on silica
The NLDFT and GCMC isotherms were calculated for a siliceous cylindrical pore of 9 nm in diameter using the solid-fluid potential given by Eq. ͑30͒. The overall agreement between the NLDFT and GCMC isotherms is good in the whole pressure range; however, as for the isotherm on graphite, the NLDFT predicts more pronounced layering transitions compared to the GCMC isotherm ͑Fig. 5͒. As shown by Maddox, Olivier, and Gubbins ͓95͔, it is impossible to describe the low-pressure nitrogen adsorption on silica using a structureless model for the surface. The shape of the experimental isotherm of nitrogen sorption to silica at low pressures is affected by substantial geometric and energetic inhomogeneities; therefore, unlike the theoretical ones, the experimental isotherms are smooth and do not exhibit sharp monolayer formation steps ͓43,53,55,95͔. In Fig. 5 we compare the theoretical and simulated isotherms in a 90 Å cylindrical pore with the so-called standard N 2 isotherm on nonporous silica ͓96͔. It is seen that the agreement between the calculated and experimental isotherms is good in the region of multilayer adsorption, at pressures p/ p 0 Ͼ0.3. The agreement remains good up to the p/p 0 ϳ0.74, after which the theoretical and simulated isotherms begin to bend upward due to the onset of capillary condensation ͑Fig. 5͒. We note that the calculated NLDFT adsorption isotherm in much larger cylindrical pores up to 107 nm in diameter ͓97͔ closely follows the experimental standard N 2 isotherm up to pressures of p/p 0 ϭ0.9 ͓55,98͔. We conclude that the NLDFT and MC models are capable of describing N 2 multilayer adsorption on silica.
E. Vapor-liquid transitions in nanopores
Capillary condensation of nitrogen in slit carbon pores
As the pressure increases, the liquid films on the pore walls become unstable and the system exhibits a spinodal transition associated with spontaneous condensation and the formation of a liquidlike state of condensed fluid. For H CC ϭ72 Å (20 f f ) ͑Fig. 6͒, both NLDFT models and MC simulations predict the spinodal transition at p/p 0 Ϸ0.975, which is well below the saturation pressure of the bulk nitrogen, p 0 , and corresponds to the situation of complete wetting of the graphite surface by the adsorbate. The densities of the adsorbed liquid are very similar in the NLDFT models and in the MC simulations, which was expected, as the NLDFT and MC bulk equations of state do not deviate appreciably. Gradually reducing the relative pressure from p/p 0 ϭ1, we traced equilibrium liquidlike states along the desorption isotherm. The capillary liquid is thermodynamically stable in the pore at pressures above the pressure of vapor-liquid coexistence p e , and metastable at p sl ϽpϽp e , where p sl is the pressure where spinodal evaporation takes place. The desorption isotherms calculated with the two NLDFT models and GCMC simulations agree well with each other. However, certain differences in the pressure of the spontaneous ͑spinodal͒ desorption transition obtained by the GCMC and NLDFT methods are observed. An obvious reason for this difference is the absence of fluctuations in NLDFT. Thus, the metastable desorption branch of the NLDFT isotherms follows all the way up to the spinodal point of the confined liquid. In the GCMC method a spontaneous transition occurs as soon as the free energy barrier between metastable liquid state and thermodynamically stable vapor state at the same becomes low enough to be overcome by the density fluctuations allowed in the simulations. As shown in Ref. ͓87͔, it is not possible to obtain the true spinodal point in GCMC simulations. In order to test the consistency of the spinodal points in the MC simulations and NLDFT calculations, complete S-shaped adsorption isotherms should be calculated, including stable, metastable, and unstable states with negative compressibility. This can be done either by the canonical MC simulation ͑see the example below͒ or by the gauge cell method ͓87͔. Thin vertical lines on Fig. 6 show the phase coexistence equilibrium pressures predicted by all three models. Good agreement in calculated values of p c is observed for different models; the discrepancies between the GCMC and NLDFT are within the error of the thermodynamic integration method. Thus, the NLDFT and GCMC data are quantitatively consistent.
We calculated adsorption-desorption isotherms for nitrogen in two smaller slit carbon pores H CC ϭ36 (10 f f ) and 18 Å (5 f f ). Figure 7 presents the adsorption isotherms in the 36 Å pore (10 f f ). In this pore three adsorbed layers form on the pore walls before capillary condensation occurs. The GCMC data were complemented by CEMC simulations. The canonical ensemble method allows us to construct the backward trajectory of equilibrium states, which are otherwise unstable in the open system ͓86͔. It should be noted that the error bar for the CEMC points is larger than that for the GCMC points due to intrinsic inaccuracy of the Widom insertion method ͓65͔ employed for determination of the chemical potential. The NLDFT isotherm was also calculated in the canonical ensemble by the CEDFT method ͓46͔. From the CEMC and CEDFT isotherms, the location of the vapor-liquid equilibrium is established according to the Maxwell law of equal areas. We also calculated the equilibrium transition pressure using the thermodynamic integration method ͓85͔. The values of the equilibrium pressures estimated by different approaches are in satisfactory agreement with each other and substantially lower compared to those for 72 Å (20 f f ) pore. This conforms to the established trend that the equilibrium shifts to lower pressures as the pore width decreases.
The structure of the adsorbate in a pore is reflected in the local density profiles. In Fig. 8 we present the density profiles in a condensed fluid in a pore with H CC ϭ36 Å (10 f f ) at p/p 0 ϭ0.7, which is just above the vapor spinodal pressure. At these conditions the SDA shows nine pronounced adsorbed layers of the adsorbate while GCMC and FMT calculations predict a weaker fluid structuring in the pore center with a tendency to a ten-layer structure. It is worth noting that due to a smaller f f ͑Table I͒, the ratio of f f /H CC in the NLDFT models is slightly lower than that in the GCMC model ͑Table I͒. The difference in the fluid structure becomes more pronounced as the pressure increases to p 0 .
As the pore width decreases and becomes closer to the capillary critical pore size, the free energy barriers between the metastable and stable states can be more easily overcome by the fluctuations inherent in the GCMC method. This effect is clearly seen in Fig. 9 where we present the NLDFT and GCMC isotherms in the slit pore of H CC ϭ18 Å (H CC ϭ5 f f ). The fluid forms only monolayer films on the pore walls prior to capillary condensation. In this pore, the GCMC generated hysteresis loop is substantially narrower than those obtained by the NLDFT models. However, the location of the equilibrium transition is in very good agreement.
One note should be made regarding different versions of the FMT functional, namely, the RSLT1 and RSLT2 modifications aimed at improved dimensional crossover ͓Eqs. ͑19͒ and ͑20͔͒ ͓73,80͔. In our calculations of N 2 adsorption in 5 f f , 10 f f , and 20 f f slit pores we did not find any significant difference between these versions of the FMT functional and the original form ͓Eq. ͑18͔͒. This does not mean that these modifications are not important. We do not consider here situations of extreme confinement, in which the improved functionals are known to perform better ͑see, e.g., ͓99͔͒. In our calculations in slit pores, the only noticeable difference between the original and modified FMT functionals was observed at lower temperature, where the fluid attains a solidlike structure ͑see Sec. III F below͒. FIG. 8 . Density profiles of nitrogen in slit carbon pore H CC ϭ36 Å (10 f f ) at 77.4 K and p/p 0 ϭ0.7. Points, GCMC simulations; solid line, NLDFT using SDA functional; crosses, NLDFT using FMT functional.
FIG. 9. Nitrogen adsorption isotherms in carbon slit pore H CC ϭ18 Å (5 f f ) at 77.4 K. Diamonds and dotted line, GCMC simulations; solid line, NLDFT calculations using SDA functional; squares and dash-dotted line, NLDFT calculations using FMT functional. Vertical lines show locations of spontaneous condensation transition ͑right͒, spontaneous desorption ͑left͒, and vapor-liquid two-phase coexistence in the pore ͑middle͒.
Capillary condensation of nitrogen in cylindrical pores of MCM-41 materials
Following the procedure applied for the slit carbon pores, we estimated the pressures corresponding to the vapor-liquid coexistence as well as the condensation and desorption spinodal transitions in cylindrical pores representing channels in MCM-41 material ͓94͔. For D CC ϭ72 Å (20 f f ), a wide hysteresis loop is obtained ͓Fig. 10͑a͔͒. Agreement between the NLDFT and GCMC models is excellent. As the pore width decreases, the equilibrium and spinodal points shift toward lower pressures. For D CC ϭ36 Å (10 f f ), both models predict considerable hysteresis, while the hysteresis loop is narrower in the GCMC method ͓Fig. 10͑b͔͒.
Capillary condensation in pores is likely to proceed via formation of density fluctuations along the pore walls; these fluctuations ultimately collapse into a liquid embryo, leading to spontaneous condensation. These fluctuations cannot be taken into account in the NLDFT, which considers only symmetrical solutions for the density profiles inside the pore, assuming that the adsorbate is uniform in the direction͑s͒ parallel to the wall͑s͒. In the GCMC method the density fluctuations are restricted by periodic boundary conditions imposed in the directions parallel to the walls. We have checked the influence of finite size effects in GCMC simulations by considering different length of the simulation cell l z . Figure 11 demonstrates GCMC isotherms in the pore D CC ϭ36 Å (10 f f ) calculated with l z ϭ10 f f , 25 f f , and 60 f f . Since the points on stable parts of both vapor and liquid branches of desorption isotherms essentially coincide for different l z , we cannot expect any substantial shift in the equilibrium transition. As the cell length is increased the point of spontaneous desorption shifts toward the point of equilibrium transition, while the capillary condensation pressure remains unchanged. This supports the classical scenario of capillary condensation hysteresis in open-ended cylindrical pores ͓100͔. In open-ended cylindrical pores, the desorption occurs at the point of equilibrium transition and the condensation occurs spontaneously at the vaporlike spinodal. We have shown recently that the NLDFT and GCMC simulated hysteresis loops formed by the metastable adsorption and equilibrium desorption branches are in perfect agreement with the experimental data on regular materials with cylindrical pores greater than ca. 50 Å ͓51,98,101-103͔. As a typical example we present in Fig. 12 GCMC and NLDFT nitrogen isotherms in comparison with the isotherm on a sample of MCM-41 type material ͓104͔ with uniform tubular pores.
As the pore width decreases, the theoretical hysteresis loop narrows and disappears when the pore width critical to the pore vapor-liquid equilibrium is reached. The adsorption becomes supercritical as soon as the pore is able to accommodate only two adsorbed layers on the pore wall ͓51,87,101͔. We have observed certain differences in the critical pore widths predicted by the NLDFT and GCMC models. Figure 13 shows the calculated adsorption isotherms in a pore of D CC ϭ18 Å (5 f f ) in diameter. According to the GCMC method, adsorption in this pore is supercritical: no first-order capillary condensation takes place. Instead, a distinct continuous formation of the second adsorbed layer is observed ͑Fig. 13͒. The NLDFT predicts a first-order capillary condensation to the two-layer structure. Thus, disagreement between the NLDFT and GCMC simulations becomes more serious in narrow pores. It is worth noting that recent simulations ͓87͔ have shown that the GCMC may produce reversible isotherms similar to that displayed in Fig. 13 even at subcritical conditions. Figure 14 demonstrates the NLDFT and GCMC density profiles in cylindrical pores of 5 f f , 10 f f , and 20 f f in diameter. It is evident that NLDFT is able to describe the density profiles very accurately in both narrow ͓Fig. 14͑a͔͒ and wide pores ͓Fig. 14͑c͔͒. In the 10 f f pore, the NLDFT and GCMC density profiles agree very well with each other for the first three layers; however, in the pore center, NLDFT predicts a sharp peak, in contrast to the GCMC simulation ͓Fig. 14͑b͔͒. One possible reason for this discrepancy is the radial symmetry of the density profiles imposed in the NLDFT calculations. However, the contribution of the central peak to the total density is small.
F. Freezing of methane in slit pores
In MC simulations, the liquid-solid transition in LJ fluids adsorbed in slit and cylindrical nanopores has been established by a number of criteria, including abrupt changes in density and thermodynamic functions, diffusion coefficients, and structural parameters ͓105-109͔. It was shown that the character and the conditions of the freezing and melting transitions in pores depend on the pore width, the strength of the fluid-solid interactions, and the structure of the solid wall. The NLDFT models that we test in this paper are essentially one dimensional in the sense that they do not consider the molecular structure of the fluid in the directions parallel to the pore wall. Thus, it is impossible to identify the fluid freezing. Nevertheless, it is of general interest to compare the density profiles in the direction perpendicular to the walls, and to check to what extent NLDFT is capable of describing the solidlike structure in slit pores at low temperatures. We tested the SDA and FMT functionals in the conditions corresponding to the freezing of LJ methane in slit pores, established earlier by the GCMC simulations of Vishnyakov, Piotrovskaya, and Brodskaya ͓105͔. We modeled methane in slit pores H CC ϭ10 f f and 8 f f at kT/⑀ f f ϭ0.75 ͑111 K͒ with the LJ parameters used in the simulations ͓105͔, f f ϭ3.82 Å, and ⑀ f f /kϭ148.2 K. The solid-fluid interactions were described by the 10-4-3 potential ͓88͔ with the parameters corresponding to methane-graphite interactions.
The GCMC and NLDFT isotherms of methane at 111 K in 8 f f and 10 f f carbon pores exhibit a capillary condensation step accompanied by a hysteresis loop. The positions of the equilibrium transition are in reasonable agreement. In the 8 f f pore the NLDFT predicts equilibrium capillary condensation at /⑀ f f ϭϪ10.5, while in simulations it was estimated as /⑀ f f ϭϪ10.62 ͓105͔. Figure 15͑a͒ shows density profiles of methane in the 10 f f pore after capillary condensation. In these conditions, the pore fluid is liquidlike; the density profile has ten pronounced layers. The FMT functional in its original ͑we used here the Kierlik-Rosinberg weighting functions ͓7͔͒ and modified versions ͑RSLT2͒ ͓73͔ describes the density profile very well, while the SDA functional ͓4͔ predicts only nine adsorbed layers ͓Fig. 15͑a͔͒. With further increase in pressure, the GCMC simulations predict a first-order freezing transition in both 8 f f and 10 f f pores ͓105͔. Neither of the NLDFT calculations showed a sign of the transition; instead the fluid density in the pore increased continuously. In the 10 f f pore, the density profiles predicted by the SDA functional exhibit a gradual structural transformation from the nine-to a tenlayer solidlike structure. An unexpected result is that the solidlike density profile obtained by the SDA theory represents very well the profile predicted by the GCMC simulations, while the FMT underestimates the fluid structuring. A similar picture was observed in the H CC ϭ8 f f pore. Figure   15͑b͒ shows how well the SDA describes the density profiles for a high-density solidlike state of the pore fluid. In contrast, the FMT functionals significantly underestimate the fluid structuring in the pore. Essentially the same qualitative result was obtained using different modifications of the FMT model ͑RSLT2 and RSLT1, qϭ3͒ ͓Fig. 15͑b͔͒. These peculiar observations require additional studies.
G. CO 2 adsorption in one-dimensional cylindrical micropores
In this section we consider adsorption in pores in which the attractive adsorption fields from opposite walls interfere, so that the adsorption potential forms a single minimum at the pore center, which is typical for many zeolites. Such pores are able to accommodate only a single file of the adsorbate particles, i.e., the fluid approaches the onedimensional limit. It is known that the SDA functional ͓1,4͔ does not give the correct one-dimensional limit ͓73͔; therefore it is of interest to find the lower limit of applicability of the three-dimensional SDA functional in very narrow cylindrical pores. As a practical example, we considered a LJ fluid with interaction parameters chosen to model CO 2 adsorption at 273.2 K in cylindrical pores of D CC ϭ8. 3, 6.99, 6.75, 6 .57, and 6.22 Å width ͑D CC ϭ2.40 f f , 2.02 f f , 1.95 f f , 1.90 f f , and 1.80 f f , respectively͒. Figure 16 shows the fluid-solid potential for CO 2 in these pores calculated by Eq. ͑30͒. In the widest pore, D CC ϭ8.3 Å (2.4 f f ), which can be considered as a crude model for the MFI type of zeolite ͓94͔, the potential has two shallow minima. The parameters of CO 2 -wall interactions were chosen to reproduce the experimental isotherms of CO 2 on this type of zeolite ͓110͔. In narrower pores the potential has only a single minimum ͑Fig. 16͒. As the pore size decreases the potential well first increases, and then the repulsive contributions from the opposite walls start to interfere, leading to a decrease in the attractive wall-fluid interactions. Among the systems considered the pore D CC ϭ6.99 Å (D CC ϭ2.02 f f ) has the deepest energy minimum. Figure 17 shows the GCMC and NLDFT isotherms in cylindrical micropores. The parameters of the LJ potential, fitted to the bulk properties of CO 2 , were taken from our previous work ͓54,57͔. Two series of GCMC isotherms were calculated with different sets of the fluid-fluid LJ parameters, optimized for GCMC simulations and optimized for NLDFT, since it is not clear that the parameters chosen to describe the experimental data for the macroscopic three-dimensional system would be suitable at the one-dimensional limit. The NLDFT isotherm agrees well with the GCMC isotherm, cal- culated with the LJ parameters optimized for bulk CO 2 ͓Fig. 17͑a͔͒. Due to the slightly smaller molecular diameter used, the GCMC simulation yields slightly denser packing of molecules in the pore. Good agreement between simulations and NLDFT was also obtained when simulations were performed with the parameters optimized for NLDFT. The SDA model behaves surprisingly well in this pore ͓Fig. 17͑a͔͒. In the narrower pores, D CC ϭ6.99 Å (2.02 f f ), 6.75 Å (1.95 f f ), and 6.57 Å (1.9 f f ), appreciable discrepancies between the NLDFT and GCMC isotherms are seen at high pressures ͓Figs. 17͑b͒-17͑d͔͒.
We compared our calculations with a rigorous result for the one-dimensional LJ fluid in an external field ͓44,111͔. For this system one can write that
Here p is the bulk pressure, L is the system length, u(z) is the LJ potential of interactions between particles along the pore axis, is the one-dimensional pressure, and K H is the Henry constant determined by the solid-fluid potential u s f (r). In cylindrical pores
Adsorption per unit length of the pore is given by
By evaluating Eqs. ͑35͒ and ͑37͒ for given values of , one obtains the adsorption isotherm in the form of N a /L as a function of ln(pK H /L).
In Fig. 18 we compare the NLDFT and GCMC isotherms in rescaled form with the isotherm for the one-dimensional LJ fluid. In the GCMC simulations the LJ fluid behaved as a one-dimensional one in all pores except for the largest, D CC ϭ8.3 Å (2.40 f f ), which can accommodate more molecules at high pressures ͓Fig. 18͑a͔͒. In contrast, the SDA underestimates the density at high pressures, especially in the narrowest pores ͓Fig. 18͑b͔͒.
IV. SUMMARY AND CONCLUSIONS
In this work we have systematically tested the nonlocal density functional theory of confined fluids against benchmark MC simulations. We modeled LJ fluids in slit-shaped and cylindrical pores. The interaction parameters were chosen to imitate systems important in practice: nitrogen at 77.4 K in slit-shaped carbon pores and cylindrical silica pores, CO 2 at 273 K in cylindrical micropores of zeolites, and methane at 111 K in carbon slit-shaped pores. Two versions of NLDFT were used, the smoothed density approximation and the fundamental measure theory.
First of all, we tested the SDA and FMT density functionals against the benchmark GCMC results ͓9͔ and found good agreement for the density profiles of a hard-sphere fluid at an attractive wall ͑Fig. 1͒. After that, we compared the LJ fluid bulk phase diagrams for the DFT and MC models ͑Fig. 2͒. It was found that it is not possible to achieve quantitative agreement between the MC and DFT phase diagrams. Differences in the bulk phase diagrams cause ambiguities in the comparison of theoretical and simulated results, and lead to serious discrepancies between the MC and NLDFT adsorption isotherms in pores. To remedy this situation, we determined two sets of parameters for fluid-fluid intermolecular interactions by separately fitting the DFT and simulated phase diagrams for the bulk fluid to experimental data on vapor-liquid equilibrium for the system of interest ͑Fig. 3͒. That is, we used in the studies of confined fluids different fluid-fluid interaction parameters for the DFT and MC models to provide for the consistent description of the bulk phases. This approach to parameter fitting gave good agreement among the NLDFT, simulated, and experimental data for the surface tension of the liquid-vapor interface for nitrogen at 70-120 K. The solid-fluid parameters were chosen to reproduce experimental adsorption isotherms on nonporous graphite and silica surfaces and were the same in the DFT and MC models ͑Figs. 4 and 5͒. FIG. 18 . GCMC ͑a͒ and NLDFT ͑b͒ isotherms of CO 2 adsorption in cylindrical micropores at 273.2 K in dimensionless rescaled form. Pore widths shown in the legend. Solid line shows the solution for the one-dimensional LJ fluid ͓111͔.
By using this parametrization, we obtained good agreement between the NLDFT and MC nitrogen adsorptiondesorption isotherms in slit-shaped and cylindrical mesopores at 77.4 K ͑Figs. 6-13͒. Both NLDFT and MC modeling were performed in the grand canonical and canonical ensembles. The conditions of vapor-liquid coexistence in pores were determined from the equality of the grand potentials of vaporlike and liquidlike phases. Two methods of determination of phase coexistence from MC simulations were applied: ͑1͒ thermodynamic integration according to the Peterson-Gubbins scheme; ͑2͒ integration along the full sigmoid adsorption isotherm, which includes thermodynamically stable, metastable, and unstable states. The chemical potential of the fluid in the canonical ensemble MC simulations was determined using the Widom particle insertion method. In most of the examples considered, we found excellent agreement between the vapor-liquid equilibrium pressures calculated by the NLDFT and the MC simulations.
Nitrogen isotherms in cylindrical pores were compared with the experimental isotherms in siliceous MCM-41 type materials with tubular pores. We found quantitative agreement for pores larger than ca. 5 nm, or 14 molecular diameters in width ͑Fig. 12͒. In these pores, capillary condensation occurs at the point of spinodal transition from the adsorbed film to a liquidlike condensed fluid while desorption occurs at the point of equilibrium transition. In smaller pores, both NLDFT and MC models describe quantitatively the pressures of equilibrium transitions. However, they predict higher pressures of capillary condensation than the experimentally observed ones and, correspondingly, wider hysteresis loops, in contrast to the numerous experimental observations indicating that N 2 hysteresis at 77 K is not observed at relative pressures below ca. 0.42 ͓112,94͔. This issue is beyond the scope of this paper. It is also worth noting that in all pores the NLDFT models show larger compressibility compared to GCMC simulations.
The ability of the NLDFT to predict the fluid structure of a solidlike phase was tested by using methane sorption at 111 K in slit-shaped carbon pores. As expected, NLDFT does not reproduce the freezing transition in pores, as does the simulation. Instead, the fluid density increases continuously with pressure. However, at densities corresponding to solidlike methane in pores, the SDA theory shows solidlike density profiles, which are in very good agreement with GCMC results ͓105͔ ͑Fig. 15͒. In contrast, the FMT functionals underestimate the fluid structuring in these conditions.
To test the SDA functional in the vicinity of the onedimensional limit, we considered a LJ fluid with parameters chosen to represent CO 2 at 273.2 K in narrow cylindrical pores resembling zeolite channels. In general, the SDA and MC isotherms show quantitative agreement in all but the narrowest pores. While the NLDFT performs well in a pore of diameter D cc ϭ8.3 Å, serious discrepancies with GCMC simulations were found in the narrowest pores, which are able to accommodate only one file of molecules ͑Fig. 17͒. NLDFT substantially underestimates the fluid density in pores for which the GCMC isotherm in dimensionless rescaled units essentially merges with the rigorous result for the confined one-dimensional LJ fluid.
The comparison with benchmark MC simulations and reference experiments allows us to make a general conclusion: Within reasonable limits, NLDFT with properly chosen parameters of intermolecular interactions is capable of quantitatively predicting the confined fluid structure at solid surfaces and in pores, adsorption isotherms, and conditions of phase equilibrium and spinodal transitions.
