The big data from various sensors installed on-board for monitoring the status of ship devices is very critical for improving the efficiency and safety of ship operations and reducing the cost of operation and maintenance. However, how to utilize these data is a key issue. The temperature change of the ship propulsion devices can often reflect whether the devices are faulty or not. Therefore, this paper aims to forecast the temperature of the ship propulsion devices by data-driven methods, where potential faults can be further identified automatically. The proposed forecasting process is composed of preprocessing, feature selection, and prediction, including an autoregressive distributed lag time series model (ARDL), stepwise regression (SR) model, neural network (NN) model, and deep neural network (DNN) model. Finally, the proposed forecasting process is applied on a naval ship, and the results show that the ARDL model has higher accuracy than the three other models.
Introduction
In recent years, with the increase of global trade volume, seaborne transport volume shows a momentum of accelerating rise, and maritime transport has undoubtedly become a very important transport mode. However, the problems brought about by the maritime industry in terms of marine environment and ecological protection, energy sustainability, etc., have become increasingly serious. It is imperative for ships to save energy, reduce emissions, and minimize marine pollution by means of using new and cleaner energy as ship power, building ships with new materials, economically efficient hull design, economic speed, and intelligent ship fault prediction. The ship propulsion system [1] is the heart of ship, and it is the basic guarantee for the safety of the ship operation. Once the fault of propulsion devices occurs, it will not only affect the normal operation of the entire ship's power plants, but also cause a series of environmental problems, such as diesel oil leakage and seawater pollution. With the continuous improvement of scale and automation of modern ship propulsion systems, the design of various control systems is more and more complex, which makes it difficult to locate and solve the faults in time. However, many propulsion devices of ships are equipped with sensors, and the temperature change of the ship's propulsion devices can be forecasted for identifying potential faults, which will then save the cost of operation and maintenance, reduce energy consumption, and then ensure the sustainable development of ship energy.
There are many references focusing on the analysis of ship sensing data. For example, Onwuegbuchunam et al. [2] conducted research and analysis on the marine pollution of ships in Nigeria, and the integrated model was proposed as an alternative administrative tool for monitoring and controlling pollution in seaports. Iodice et al. [3] proposed a numerical approach to assess air pollution by ship engines in maneuver mode and fuel switch conditions, and it was also used
Data Preprocessing and Feature Selection
Since we want to analyze sensor data directly, 5 coefficient features were removed, and 25 features remained. These 25 features contain two temperature-related features: HPTET and GTCOAT, which are considered as the key factors for judging whether the fault occurs or not. Among the remaining 23 features, 6 features are single-valued features that have no effect on the results, and can be removed directly. The remaining 17 features are respectively referred to as Level, Speed, GTST, GTS, CPPTS, STP, SRP, GGS, FF, ABBTCS, GTCOAP, EP, HPTEP, TCSTCS, TCS, PRS, and PTP, which can be used as independent variables for predicting HPTET and GTCOAT. Subsequently, we normalize the values of these 17 features to fall in the range of 0 to 1, and predict objectives based on different samples. The HPTET is predicted by the H dataset, which consists of the HPTET temperature and 17 features, while GTCOAT is predicted by the G dataset, which consists of the GTCOAT temperature and 17 features. These data have time-series characteristics and we don't know which model is more effective for forecasting the temperature, so we compare and employ several prediction models in this paper. The majority (70%) of the dataset was chosen as training data, and the remaining were test data.
Finally, seven feature selection methods, including linear regression (Lr) [15] , ridge regression (Ridge) [16] , lasso regression (Lasso) [17] , random forest (RF) [18, 19] , correlation (Corr) [20] , stability (Stability) [21] , and the average of these six results (AVG) are employed for feature selection in the H training data and G training data (see Section 3).
Prediction Models
It is very difficult to select the most effective method from many prediction models, so we adopt the four most commonly used prediction models for getting the best one. In this study, four prediction models are employed: the autoregressive distributed lag time series model (ARDL) model, stepwise regression (SR) model, neural network (NN) model [22] , and deep neural network (DNN) model, respectively.
ARDL Model
The observations on a measurable variable acquired over a period of time form a time series [23] . ARDL model is a time-series model that is commonly used for statistical and econometrical analysis, and can be used to describe the behavior of a dependent variable; Y t is the output, µ is a disturbance, ε t is an independent variable, X t− j and X t−i are lags before the i and j time units. The number of lags used in the ARDL model determines how many past units are considered to affect the dependent variable.
An ARDL time-series model can be expressed as shown in Formula (1):
where:
Here, p and r are the lag length for the dependent variable Y t and independent variable X t , respectively. The ARDL model can also be expressed as follows:
Here, L refers to the lag operator [23] . In this study, we set L = 1, 5, 10, 15 for verifying and comparing the effects of lag on the results, which are 1 lag step, 5 lag steps, 10 lag steps, and 15 lag steps, respectively.
After regression prediction is employed for the corresponding coefficient on training data, the coefficient is verified by T-test with the tool of R language. Then, the verified coefficients are brought into the test set to obtain the predicted temperature.
Stepwise Regression Model
The stepwise regression algorithm is a widely used regression algorithm [24] . Its basic idea is to introduce the independent variables one by one, and the sequence of independent variables influences the dependent variable Y significantly. Each time, the old independent variables are verified one by one while a new independent variable is input. The insignificantly independent variables in the current equation are removed one by one from the independent variables that have the least impact on the dependent variable Y, until you can't introduce new arguments. Finally, the independent variables retained in the regression equation all have a significant impact on the dependent variable Y, while independent variables that are not in the regression equation have an insignificant effect on Y. Such a regression equation is the optimal equation. The basic steps of stepwise regression can be described in Figure 1 . After regression prediction is employed for the corresponding coefficient on training data, the coefficient is verified by T-test with the tool of R language. Then, the verified coefficients are brought into the test set to obtain the predicted temperature.
The stepwise regression algorithm is a widely used regression algorithm [24] . Its basic idea is to introduce the independent variables one by one, and the sequence of independent variables influences the dependent variable Y significantly. Each time, the old independent variables are verified one by one while a new independent variable is input. The insignificantly independent variables in the current equation are removed one by one from the independent variables that have the least impact on the dependent variable Y, until you can't introduce new arguments. Finally, the independent variables retained in the regression equation all have a significant impact on the dependent variable Y, while independent variables that are not in the regression equation have an insignificant effect on Y. Such a regression equation is the optimal equation. The basic steps of stepwise regression can be described in Figure 1 . Assuming that there are m independent variables and n groups of observations, the linear regression model of m elements can be shown as Formula (6):
where i = 1, 2, …, n represents the i-th observation, j = 1, 2, …, m represents the j-th independent variable, βj is the partial regression coefficient, and ei is the random error. Firstly, the data is normalized, and the average values = ∑ , = ∑ , and the standard value σxj and σy are calculated; then, the correlation coefficient of xj and y are calculated as = × . Here, M is the number of all variables including independent variables, and the last row and last column are the correlation coefficients of respective variables and dependent variables. Each independent variable has a significant effect on the dependent variable, and the sum of the squared error of the partial regression is the largest. The inverse transform is used to transform the correlation coefficient matrix, and the previously selected independent variables are tested. If it is not significant, the independent variable will be removed. The process is repeated until all the introduced independent variables have a significant effect on the dependent variable. If k-1 is reached and m-1 independent variables are selected at the same time, the following four steps can be taken in step k. Assuming that there are m independent variables and n groups of observations, the linear regression model of m elements can be shown as Formula (6):
where i = 1, 2, . . . , n represents the i-th observation, j = 1, 2, . . . , m represents the j-th independent variable, β j is the partial regression coefficient, and e i is the random error. Firstly, the data is normalized, and the average values x j = 1 n n i=1 x ij , y = 1 n n i=1 y i , and the standard value σ xj and σ y are calculated; then, the correlation coefficient of x j and y are calculated as
Here, M is the number of all variables including independent variables, and the last row and last column are the correlation coefficients of respective variables and dependent variables. Each independent variable has a significant effect on the dependent variable, and the sum of the squared error of the partial regression is the largest. The inverse transform is used to transform the correlation coefficient matrix, and the previously selected independent variables are tested. If it is not significant, the independent variable will be removed. The process is repeated until all the introduced independent variables have a significant effect on the dependent variable. If k − 1 is reached and m − 1 independent variables are selected at the same time, the following four steps can be taken in step k.
First of all, the partial determination coefficient not selected from the independent variables is calculated according to Formula (7) :
where i is an independent variable that has not yet been selected, and r ii represents the i column element of row i on the diagonal line of the correlation coefficient matrix.
Secondly, we compare and find the independent variable x 1 with the largest partial determination coefficient using Formula (8):
Thirdly, we test the significance of partial regression x 1 , as shown in Formula (9):
If the result of the F-test is not significant, then there is no x 1 available for introduction, and the regression is terminated. On the contrary, if the result of the F-test is significant, x 1 is selected, and the r (k−1) array is inversely transformed into r (k) . The process is shown by Equations (10)- (13) .
Last but not least, if x 1 is selected, the partial determination coefficient of the previously selected independent variable x 1 is the same as the value obtained in second step. The F-test is performed on the previously selected independent variable x 1 , as shown in Formula (14):
MM is the sum of the square error of the standard deviation regression. For the selected x 1 , if the dependent variable is significant, we should leave the significant independent variable for the dependent variable, and the process jumps to the first step. If there is an insignificant existence, the independent variable with the smallest deviation coefficient is defined as x 1 , the r (k) matrix is re-transformed, and the program jumps to the first step. The steps mentioned above are repeated until all the significantly independent variables are introduced, and all the non-significantly independent variables are eliminated, so as to obtain the regression equation of the relationship between the independent variable and the dependent variable.
Neural Network Model
A neural network with a hidden layer is used in this study. The full horizontal connection is achieved throughout the network, while the neurons in each layer between the verticals are disconnected. The network is a feed-forward network trained by the error back-propagation algorithm under the minimum error between the actual output and the expected output of the network. The multi-layer connection weights and thresholds of the network are corrected from the back to the front layer. This error back-propagation correction continues, and the correct rate of response of the neural network to the input mode is also rising. The structure of the network is given in Figure 2 . network. The multi-layer connection weights and thresholds of the network are corrected from the back to the front layer. This error back-propagation correction continues, and the correct rate of response of the neural network to the input mode is also rising. The structure of the network is given in Figure 2 . When constructing the neural network model, a random value in the range of (-1,1) to each connection weight and threshold is first assigned; then, the vector = ( , , … , ) and the expected output are input as the training samples. The vector = ( , , … , ) is provided to the network. Then, the input vector Pk, the connection weight , and the threshold are used to calculate the input of each unit of the hidden layer. Then, the input is used to calculate the output of each unit of the hidden layer by the transfer function f:
where i is the dimension of the input layer i = (1, 2, ..., n). Then, the output is used to connect weights with thresholds of the hidden layer to calculate the output of each unit of the hidden layer. Then, we use the output of the hidden layer to calculate the output of the output layer through the transfer function f; the actual output of the network is given in Formula (16):
where j is the j-th dimension of the hidden layer. In Equations (15) and (16), the transfer function f is usually expressed by a sigmoid-type function:
The expected output vector and the actual output vector Yt are used to calculate the error of the output layer.
where f' is the derivative of the output layer function. Then, the connection weight and the output of each unit of the hidden layer are used to calculate the correction error of the hidden layer. When constructing the neural network model, a random value in the range of (−1,1) to each connection weight and threshold is first assigned; then, the vector P k = (p 1 , p 2 , . . . , p n ) and the expected output are input as the training samples. The vector Q k = (q 1 , q 2 , . . . , q i ) is provided to the network. Then, the input vector P k , the connection weight v ij , and the threshold θ j are used to calculate the input of each unit of the hidden layer. Then, the input is used to calculate the output of each unit of the hidden layer by the transfer function f :
where i is the dimension of the input layer i = (1, 2, ..., n). Then, the output O j is used to connect weights ω jt with ψ t thresholds of the hidden layer to calculate the output of each unit of the hidden layer. Then, we use the output of the hidden layer to calculate the output of the output layer through the transfer function f ; the actual output of the network is given in Formula (16):
where j is the j-th dimension of the hidden layer. In Equations (15) and (16) , the transfer function f is usually expressed by a sigmoid-type function:
The expected output vector O i and the actual output vector Y t are used to calculate the error of the output layer.
where f ' is the derivative of the output layer function. Then, the connection weight ω jt and the output of each unit of the hidden layer are used to calculate the correction error of the hidden layer.
After obtaining the above correction error, the error is used to correct the connection weight and threshold between the output layer and the hidden layer and between the hidden layer and the input layer. The correction amounts are:
We used the TensorFlow tool to implement the models in this paper; a three-layer multi-input and single-output neural network with one hidden layer is adopted to establish a prediction model. However, if the number of neurons in the hidden layer is very large, the calculating amount will increase, and the over-fitting problem will easily occur. If the number of neurons is too small, the network performance will be affected, and the expected effect will not be achieved. Therefore, it is necessary to have a reasonable number of neurons. Through many experiments, we finally selected 20 neurons in the hidden layer, and employed the momentum method to define the optimizer and get the prediction results.
Meanwhile, we constructed a deep neural network (DNN) model because it often provides better performance than general neural networks with one hidden layer. The DNN model adopted in this paper is implemented by TensorFlow, and is composed of five hidden layers and one output layer.
Results and Discussion

Preprocessing and Feature Selection
In this paper, features are selected by their contribution, which is calculated by seven feature selection methods on the H dataset and G dataset mentioned above, which are chosen in descending order and in accordance with the rule that the sum of contribution values of selected features is over 95% (see Tables 1 and 2 ). The other features whose total sum of contribution values is less than 5% are considered to have a lesser influence on the results, and can be ignored.
Here, a1-a17 represent 17 features of Level, Speed, GTST, GTS, CPPTS, STP, SRP, GGS, FF, ABBTCS, GTCOAP, EP, HPTEP, TCSTCS, TCS, PRS, and PTP, respectively. The data marked in bold in the tables is the final selected variable attribute corresponding to it.
The process of feature selection and data processing for the HPTET temperature are same to that of the GTCOAT temperature, which is given in Table 2 . 
Results of GTCOAT Temperature Prediction.
In the present section, we predicted the test dataset according to the correlation coefficient obtained from the training data experiment, and compared the predicted results with the actual data. Three error analysis methods were employed, which are the actual error, absolute error, and relative error. Then, we drew two kinds of error graph, namely the actual error and relative error. Meanwhile, we compared their mean absolute error (MAE) and mean average relative error (MARE), and comprehensively analyzed the prediction effect. By comparing the seven feature selection methods for the time series, we found that for the GTCOAT temperature, the AVG feature selection method had the best prediction results (see Table 3 ). Moreover, the ARLD model with 15 lag steps has the smallest prediction error among all the models, whose MAE value is 1.0491 and MARE value is 0.0016. Table 3 shows that the DNN model is more accurate than the NN model, so the prediction accuracy can be improved by increasing the number of hidden layers. However, at the same time, it brings many problems, such as over-fitting and so on. The data in Table 3 marked in black bold color is the data obtained under the best selected features of the final selection. The abbreviations for the following prediction methods make the table simpler and clearer. Due to the large amount of data in this experiment, we have to select continuous data to visualize the results. Figures 3 and 4 respectively show the actual error and relative error between the predicted and actual values of all models. Figure 3 shows that the actual error range of the ARDL model with 15 lag steps is the smallest, most of which are concentrated between -3 and 3. At the same time, Figure 4 shows that the relative error of this model is the smallest, mostly less than 0.06. Therefore, we can conclude that the ARDL model with 15 lag steps has the best results for predicting the GTCOAT temperature. The data in Table 3 marked in black bold color is the data obtained under the best selected features of the final selection. The abbreviations for the following prediction methods make the table simpler and clearer. Due to the large amount of data in this experiment, we have to select continuous data to visualize the results. Figures 3 and 4 respectively show the actual error and relative error between the predicted and actual values of all models. Figure 3 shows that the actual error range of the ARDL model with 15 lag steps is the smallest, most of which are concentrated between -3 and 3. At the same time, Figure 4 shows that the relative error of this model is the smallest, mostly less than 0.06. Therefore, we can conclude that the ARDL model with 15 lag steps has the best results for predicting the GTCOAT temperature.
(a) ARDL model with lag1
(b) ARDL model with lag5 
Results of HPTET Temperature Prediction.
Similarly, the process of models for predicting the HPTET temperature equals to that for predicting the GTCOAT temperature. The results of all models for predicting the HPTET temperature are shown in Table 4 , which shows that the MAE and the MARE of the ARDL model with 15 lag steps is the smallest after the AVG feature selection method. The MAE and MARE of this model are 2.5255 and 0.0037, respectively. 
Similarly, the process of models for predicting the HPTET temperature equals to that for predicting the GTCOAT temperature. The results of all models for predicting the HPTET temperature are shown in Table 4 , which shows that the MAE and the MARE of the ARDL model with 15 lag steps is the smallest after the AVG feature selection method. The MAE and MARE of this model are 2.5255 and 0.0037, respectively. Subsequently, we also select 1000 continuous records to visualize the results. Figures 5 and 6 showed the actual error and relative error of all the models for predicting the HPTET temperature. Figure 5 shows that the actual error range of the ARDL model with 15 lag steps is the smallest, most of which are concentrated between -10 and 10. At the same time, from Figure 6 , we can easily find that the relative error of this model is the smallest, mostly less than 0.02. Therefore, we can conclude that the ARDL model with 15 lag steps has the best prediction results for predicting the HPTET temperature. Subsequently, we also select 1000 continuous records to visualize the results. Figures 5 and 6 showed the actual error and relative error of all the models for predicting the HPTET temperature. Figure 5 shows that the actual error range of the ARDL model with 15 lag steps is the smallest, most of which are concentrated between -10 and 10. At the same time, from Figure 6 , we can easily find that the relative error of this model is the smallest, mostly less than 0.02. Therefore, we can conclude that the ARDL model with 15 lag steps has the best prediction results for predicting the HPTET temperature.
(a) ARDL model with lag1
(b) ARDL model with lag5
(c) ARDL model with lag10 (d) ARDL model with lag15 
Discussions
Based on the above experimental results, we know that the ARDL model with the AVG feature selection method shows better results for forecasting both the GTCOAT and HPTET temperatures. For the GTCOA temperature, when the ARDL model has one lag step, the AVG feature selection method shows that the MAE is 2.3686 and an MARE of 0.0037. With 5 lag steps, the MAE is 1.3055 and the MARE is 0.0020. With 10 lags, the MAE is 1.0542 and the MARE is 0.0016. With 15 lags, the MAE is 1.0491 and the MARE is 0.0016. Among the rest of the models, the MAE and MARE of the multiple linear regression method are 2.4770 and 0.0039, respectively. According to the analysis mentioned above, we know that the ARGL model with 15 lags under AVG feature selection has the smallest error and the best prediction accuracy. The reason is that the remote sensing data from ships is time series, which means that the time-series correlation 
Based on the above experimental results, we know that the ARDL model with the AVG feature selection method shows better results for forecasting both the GTCOAT and HPTET temperatures. For the GTCOA temperature, when the ARDL model has one lag step, the AVG feature selection method shows that the MAE is 2.3686 and an MARE of 0.0037. With 5 lag steps, the MAE is 1.3055 and the MARE is 0.0020. With According to the analysis mentioned above, we know that the ARGL model with 15 lags under AVG feature selection has the smallest error and the best prediction accuracy. The reason is that the remote sensing data from ships is time series, which means that the time-series correlation prediction model is more effective. In addition, we analyzed the running time of these models. Our experiments are carried out on a 64-bit Windows 7 operation system computer, in which the CPU is an Intel(R) Core(TM) i7-3370 cpu @ 3.40GHz 3.40GHz. All the models are sorted by the running time in ascending order: The LR model takes about 55 seconds, the ARDL models with 1 lag step, 5 lag steps, 10 lag steps, and 15 lag steps respectively take about 60 seconds, 75 seconds, 95 seconds, and 110 seconds; the NN model takes about 460 seconds; lastly, the DNN model takes about 1500 seconds, which shows that the performance of the neural network model is worse than the ARDL model, and the more complex the network is, the more time it takes.
Some potential failures of the propulsion system can be found by the difference between the actual temperature and the predicted temperature, since sudden temperature changes are mainly caused by device failure. In actual voyage, it not only helps the crew to identify the location of the faults, but also automatically reminds them to focus on warnings of possible failures. The maintenance personnel only need to locate the specific parts of the abnormal situation in time and carry out inspection and maintenance, which can greatly reduce the workload of the crew and reduce the operation and maintenance cost of the ship.
Conclusions
Timely potential fault prognostics and early warnings in advance can effectively reduce the cost of operation and maintenance of ships, thereby further saving energy and reducing the cost of the operation and maintenance of ships. Device failure is often accompanied by sudden changes in temperature. Therefore, we focused on the temperature forecast of ship propulsion devices in this paper, and based on the states and position information of the ship transmitted to the shore at regular intervals, carried out a series of analysis and mining on the collected data, and constructed the several forecasting models. It is essential to compare these models because we lack prior knowledge, and the results can be summarized as follows:
(1) Compared with other feature selection methods, the AVG feature selection method shows the best effect.
(2) When forecasting the GTCOAT temperature, the MAE values of the ARDL model with 15 lag steps, the linear regression model, the stepwise regression model, the NN model, and the DNN model are 1.0491, 2.4770, 2.7024, 9.3936, and 15.5496, respectively while the MARE values of these models are 0.0016, 0.0039, 0.0042, 0.0141, and 0.0233 respectively. Similarly, when forecasting the HPTET temperature, the MAE values of the ARDL model with 15 lags, the linear regression model, the stepwise regression model, the NN model, and the DNN model are 2.5255, 2.4770, 20.8675, 66.4863, and 33.5700, respectively, while the MARE values of these models are 0.0037, 0.0039, 0.0317, 0.0855, and 0.0502, respectively.
The results show that the temperature forecast of the ship propulsion devices displays the linear features in two aspects: One is that the ARDL model has the most stable results and the highest accuracy. Another is that the NN model often shows better results for solving non-linear problems, but in this case, it shows worse results than the two other models.
(3) The forecasted temperatures can remind crew on board to discover potential failures timely, which will contribute to correct maintenance decisions and suggestions, so as to take effective measures to quickly troubleshoot the faults. Consequently, it is conducive to energy conservation, emission reduction, environmental protection, and sustainable energy development.
In this paper, we only predict the temperature of the ship propulsion system, but do not analyze the acceptable margin of error and how to identify the fault of ship propulsion devices because of the lack of empirical knowledge. In the future, we will try our best to improve the precision, reduce the training time, and discuss the reasonable margin of error.
