Introduction
Human activity recognition (HAR) is the computational discovery of human activity from sensor data. It is receiving increasing interest in the areas of health care and fitness [9] , largely motivated by the need to find creative ways to encourage physical activity. HAR is generally considered as a Machine Learning classification problem. However, there is little consistency in the research on which feature representation and classification models should be applied; to some extent this may reflect the differences that can exist between the detailed characteristics of different HAR problems. In particular, the sensor type and location may vary between applications, as can the activity types that need to be recognised.
The motivation for this work is to develop an effective HAR component for use in selfBACK 3 , an EU funded project that is developing a self-management system for patients with Lower Back Pain (LBP). Recent published guidelines for the management of non-specific LBP advises patients to remain active and avoid excessive bed rest or extended periods of inactivity [1] . The HAR component monitors the patient activity using sensor data that is continuously polled from a wearable device. User activities are recognised in real time and if selfBACK detects continuous periods of sedentary behaviour, a notification is given to alert the user. In addition, a daily activity profile is generated and compared with a prescribed activity plan. The information in this daily profile includes the durations of activities and, for ambulation activities (e.g. walking, running, stair climbing), the intensity of activity, and the counts of steps taken.
Given the importance of accurate recognition of user activity for selfBACK, an effective HAR component becomes crucial. Different feature representation approaches for HAR have been proposed, from shallow hand-crafted features to frequency transformation features e.g. Fast Fourier Transform (FFT) and Discrete Cosine Transform (DCT) coefficients, and more recently, deep learning approaches [9, 17, 18] . All these approaches have had some degree of success and setbacks in performance [15] . However, previous work has presented mixed results and does not provide a clear answer on which feature representation approach to adopt. Given the intended real-world use case of selfBACK, it is important to determine the appropriate feature extraction approach to use for our preferred sensor configuration (single wrist-mounted accelerometer) and our selected activity classes (walking, jogging, up-stairs, downstairs, standing, sitting). Hence in this paper, we provide an empirical evaluation of 7 different feature representation approaches across the three different classes of features i.e. shallow hand-crafted, shallow frequency transformed, and deep CNN derived.
Wrist data presents additional challenges as it has different characteristics to data collected from other body locations (e.g. thigh). It is more prone to random noise due to increased variations in movement and posture possible with the hand during activities. As a result, the performance of HAR with a wrist-mounted sensor may suffer. However, long-term usage of an application may be improved with a less obtrusive wrist-worn sensor. It is therefore important to compare both locations, in order to assess the tradeoff between performance and usability. Hence, we provide an empirical evaluation of wrist-mounted and thigh-mounted accelerometer data. The main contributions of this work are: -the evaluation of deep and shallow features for HAR for the specific activities required for the management of LBP, with sensors located on both the wrist and thigh; -a CNN hybrid approach has been introduced for HAR in which deep features are generated from the raw accelerometer data and then fed to a traditional classifiers; and -a new public dataset has been made available to the research community to support future work in this area. The rest of this paper is organised as follows: in Section 2, we highlight important related work on HAR. Section 3 discusses the different feature representation approaches. Evaluation, describing our dataset and experiments, is presented in Section 4 with our conclusions in Section 5.
Related Work on HAR
In this work, we focus on sensor input from a single tri-axial accelerometer mounted on a person's wrist or thigh. A tri-axial accelerometer sensor measures changes in acceleration in 3 dimensional space [9] . Other types of wearable sensors have also been proposed e.g gyroscope. A recent study compared the use of accelerometer, gyroscope and magnetometer for activity recognition [19] . The study found the gyroscope alone was effective for activity recognition while the magnetometer alone was less useful. However, the accelerometer still produced the best activity recognition accuracy. Other sensors that have been used include heart rate monitor [20] , light and temperature sensors [13] . These sensors are however typically used in combination with the accelerometer rather than independently. Some studies have proposed the use of a multiplicity of accelerometers [4, 12] or combination of accelerometer and other sensor types placed at different locations on the body. These configurations however have limited practical use outside of a laboratory setting. In addition, limited improvements have been reported from using multiple sensors for recognising every day activities [6] which may not justify the inconvenience, especially as this may hinder the real-world adoption of the activity recognition system. For these reasons, some studies e.g. [11] have limited themselves to using single accelerometers which is also the case for selfBACK [3] . Another important consideration is the placement location of the sensor. Several body locations have been proposed e.g. thigh, hip, back, wrist and ankle. Many comparative studies exist that compare activity recognition performance at these different locations [4] . The wrist is considered the least intrusive location and has been shown to produce high accuracy especially for ambulation and upper-body activities [11] . Hence, this is the chosen sensor location for our system. Many different feature extraction approaches have been proposed for accelerometer data for the purpose of activity recognition [9] . Most of these approaches involve extracting statistics e.g. mean, standard deviation, percentiles etc. on the raw accelerometer data (time domain features). FFTs applied to the raw data have been shown to be beneficial. Typically this requires a further preprocessing step applied to the resulting FFT coefficients in order to extract features that measure characteristics such as spectral energy, spectral entropy and dominant frequency [5] . Another approach is to use coefficients obtained from applying DCT on the raw accelerometer data as features [17] . This is particularly attractive as it avoids the need for further preprocessing of the data to extract features to generate instances for the classifiers. Recently, deep learning approaches have been applied to the task of HAR due to their ability to extract features in an unsupervised manner. In particular, Convolutional Neural Networks (CNNs), Recurrent Neural Networks (RNNs) and Deep Belief Networks (DBNs), have all been applied with promising results [7] . One of the early approaches to apply deep belief networks for feature learning is [14] . Here the authors use stacked Restricted Boltzmann Machines (RBMs) to learn higher level features from raw accelerometer data. RBMs are fully connected bipartite graphs that generatively model input data by training a set of stochastic binary hidden input units which function as lowlevel feature detectors. A comparative evaluation with other representation approaches, e.g. FFT and Principal Component Analysis (PCA), did not present RBM as a clear winner. Four different datasets were used in the evaluation, of which only one (Skoda) used a single wrist mounted accelerometer. However, this dataset was collected from a single person and the activity classes in the dataset are car assembly activities which are very different from the usage scenario with selfBACK. More recently, CNNs have been popularly applied to the task of HAR. One of the main advantages of CNNs is their ability to model local dependencies that may exist between adjacent data points in the accelerometer data [21] . In [16] , CNNs are used for representation of both accelerometer and gyroscope data from the Samsung mobile phone dataset [2] . The dataset also provides a set of 561 hand-crafted features. The evaluation compares a CNN classifier architecture (with 3 hidden layers) with four other classifiers, including SVM and Naive Bayes that use the hand-crafted features. Results showed deep features to be on par with hand-crafted features using SVM. Zeng et al. used CNNs with a modified weight sharing technique called partial weight sharing [21] . Evaluation compared performance of standard CNNs, partial weight sharing CNNs, time-domain hand crafted features, PCA and RBMS on three datasets using accuracy. Results show the CNN with partial weight sharing to perform best. However, only the Skoda datasets used a wrist mounted accelerometer and performance was reported as accuracy which can be misleading given that the datasets contained unbalanced class distributions. Furthermore the comparative study considered only kNN on just the raw features and did not consider state-of-the-classifiers such as SVM. Huang et al. found that while CNNs are good at learning invariant features, SVMs may be better at producing decision surfaces for classification [8] . For image classification they show that a hybrid approach, with a SVM trained on the features learned by the convolutional network, outperforms standard CNNs. Our work applies a similar approach but instead of image classification our focus is on studying comparative performance of deep hybrid features on HAR.
Feature Representation
The feature representations considered in this work can be divided into three categories: hand-crafted features, frequency transformation features and deep features.
Hand-crafted Features
Shallow hand-crafted features are the most common used in HAR and involve the computation of a number of defined measures on either the raw accelerometer data (timedomain) or the frequency transformation of the data (frequency domain). These measures are designed to capture the characteristics of the signal that are useful for distinguishing different classes of activities by bridging the semantic gap from low level sensor features to richer representations. Hand-crafted features can be extracted both from the original time series accelerometer values (time-domain features) or from a frequency transformation of the accelerometer data (frequency-domain features). For time and frequency domains, the input is a vector of real values each axis x, y and z. A function θ i is then applied to each vector to compute a single feature value. The time-domain and frequency domain features used in this work are presented in Table 1 , see [17] for more details on these features. While hand-crafted features have worked well for HAR, a significant disadvantage is that they are sensor-type specific. A different set of features need to be defined for each different type of input data i.e. accelerometer, gyroscope, time-domain and frequency domain. Hence, some understanding of the characteristics of the data is required. In addition, it is not always clear which features are likely to work best. The choice of features is usually made through empirical evaluation of different combinations of features or with the aid of feature selection algorithms.
Frequency Transform Features
Feature extraction from the frequency domain involves first applying a single function f on the raw accelerometer data to map into an alternative representation space (i.e. the frequency domain), where it is expected that distinctions between different activities will be more emphasised. The intuition is that some activities have particular characteristics, such as repetitive actions, which will become more evident. The main difference between frequency transform and hand-crafted features is that the coefficients of transformation are directly used for feature representation without taking further measurements. Common transformations include FFTs and DCTs. FFT is an efficient algorithm optimised for computing the discrete Fourier transform of a digital input. Fourier transforms decompose an input signal into its constituent sine waves. In contrast, DCT, a similar algorithm to FFT, decomposes a given signal into it's constituent cosine waves. Also, DCT returns an ordered sequence of coefficients such that the most significant information is concentrated at the lower indices of the sequence. This means that higher DCT coefficients can be discarded without losing information, making DCT better for compression. For frequency transform features, a transformation function (DCT or FFT) φ is applied to time-series accelerometer vector − → v of each axis. The output of φ is a vector of coefficients which describe the sinusoidal wave forms that constitute the original signal. Accordingly the transformed vector representations, x = φ(x), y = φ(y) and z = φ(z), are obtained for each axis of a given instance. Additionally we derive a further magnitude vector, m = {m i1 , ..., m il } of the accelerometer data for each instance as a separate axis, where m ij is defined in equation 1.
As with x , y and z , we also apply φ to m to obtain m = φ(m). This means that our representation of a training instance consists of the pair ({x , y , z , m }, c), where c is the corresponding activity class label. Note that the coefficients returned after applying φ are combinations of negative and positive real values for DCT, and a combination of real and complex values for FFT. For the purpose of feature representation, we are only interested in the magnitude of the coefficients, irrespective of (positive or negative) sign. Accordingly for each coefficient e.g. x ij , we maintain its absolute value |x ij | and for complex coefficients, we convert them to real numbers. In our approach we retain a subset of the l coefficients. The final feature representation is obtained by concatenating the absolute values of the first l coefficients of x , y , z and m to produce a single feature vector of length 4xl. An illustration of this feature selection and concatenation appears in Figure 1 . 
Deep Features
Deep learning approaches have been applied to the task of HAR due to their ability to extract features in an unsupervised manner. They are able to stack multiple layers of differentiable functions to create a hierarchy of increasingly more abstract features [10] . Recent applications have used more of CNNs due to their ability to model local dependencies that may exist between adjacent data points in the accelerometer data [21] . CNNs are a type of Deep Neural Network that is able to extract increasingly more abstract feature representations by passing the input data through a stack of multiple convolutional layers [10] , where each layer in the stack takes as input, the output of the previous layer of convolutional operators. An example of a CNN is shown in Figure 2 . The input into the CNN in Figure 2 is a 3-dimensional matrix representation with dimensions 1 × 28 × 3 representing the width, length and depth respectively. Tri-axial acceleromter data typically have a width of 1, a length l and a depth of 3 representing the x, y and z axes. A convolution operation is then applied by passing a convolution filter over the input which exploits local relationships between adjacent data points. This operation is defined by two parameters, D representing the number of convolution filters to apply and C, the dimensions of each filter. For this example, D = 6 and C = 1 × 5. The output of the convolution operation is a matrix with dimensions 1 × 24 × 6, these dimensions being determined by the dimension of the input and the parameters of the convolution operation applied. This output is then passed through a Pooling operation which basically performs dimensionality reduction. The parameter P determines the dimensions of the pooling operator which in this example is 1 × 2, which results in a reduction of the width of its input by half. The output of the pooling layer can be passed through additional Convolution and Pooling layers. The output of the final Pooling layer is then flattened into a 1-dimensional representation and then fed into a fully connected neural network. The entire network (including convolution layers) is trained through back propagation over a number of generations until some convergence criteria is reached. Detailed description of CNNs can be obtained in [10] .
Note that once the CNN is fully trained, it can be used to provide feature representations for use with other types of classifiers e.g. SVM, or kNN. This is achieved by cutting off the trained network after the final pooling layer and just before the fully-connected neural network. Each training example is then passed through the convolutional network in order to obtain an abstract representation which is used to train the SVM or kNN classifier. A similar operation is performed for each test example to obtain an abstract representation which is passed to the SVM or kNN for classification. We refer to this as a CNN hybrid approach.
Evaluation
A custom dataset was created to reflect the requirements of selfBACK. A group of 34 volunteer participants were used for data collection. The age range of participants is 18 to 54 years and the gender distribution is 52% Female and 48% Male. Data collection captured data for the six activities shown in Table 2 . This set of activities was selected by the health partners of selfBACK as the set of activities of normal daily living that they would like to monitor for the management of LBP. Data was collected using the Axivity Ax3 tri-axial accelerometer 4 , at a sampling rate of 100Hz with a range of ±4g. Accelerometers were mounted on the right-hand wrist and thigh of the participants using specially designed wristbands provided by Axivity for the wrist, and tape for the thigh. The activities have a balanced distribution between classes, as the participants were asked to carry out each activity for the same period of time (3 minutes). Each dataset consists of a set of accelerometer readings for each user on each activity, with each reading containing a timestamp and the x, y, z-axis readings for a specific poll of the accelerometer sensor. The wrist and thigh dataset are available on GitHub 5 as an open source dataset.
Experiment Design
Experiments are reported using our dataset of 34 users. Evaluations are conducted using a leave-one-person-out methodology in which each user is selected in turn for testing and the remaining 33 are used for training. In this way, we are testing the general applicability of the system to users whose data is not included in the trained model. Performance is reported using micro-averaged F1. We compare 7 different feature representations for both wrist and thigh mounted sensors. The 7 representations we use consist of 4 shallow feature representations and 3 deep feature representations: Shallow Features use a Support Vector Machine (SVM) for classification as it provides state-of-the-art performance and was found to outperform kNN and Naive Bayes in experimentation. The number of coefficients for the frequency domain representations was also selected by initial experimentation. The hand-crafted and frequency domain representations reported are:
-Time: hand-crafted time domain features, detailed in Table 1 ; -Freq: hand-crafted frequency domain features, detailed in Table 1 ; -FFT: applies Fast Fourier Transform and feeds the first 80 coefficients from the x, y, z axis along with the magnitude to an SVM classifier; -DCT: applies Discreet Cosine Transform and feeds the first 80 coefficients from the x, y, z axis along with the magnitude to an SVM classifier;
Deep Features have a vector of accelerometer values as an input into the CNN. After experimenting with different parameter settings, the final configuration used for the wrist data is 5 convolution layers with 150, 100, 80, 60, and 40 convolution filters respectively, created with a filter of size 10 and pooling size of 2. The last pooling layer is connected to a fully connected network with 2 hidden layers, with 900 units in the first layer and 300 units in the second layer and dropout probability of 0.5, and a final output layer with 6 units representing the 6 activity classes in our dataset and softmax regression. A shallower configuration is used for the thigh data with 3 convolution layers with 150, 100, and 80 filters respectively. For the deep features, we use both a neural network for classification as well as the CNN hybrid approach with traditional classifiers. For the hybrid approach, we cut off the network, after it has been trained, at the last pooling layer and feed the output of this as vector to the SVM or kNN classifier. The purpose of this is to compare the performance of the representation learned by the CNN using the same classifier as was used for the other representations. The deep features reported include a standard CNN and two hybrid approaches:
-CNN: uses CNN features with a Neural Network classifier; -CNN-SVM: a CNN hybrid approach using SVM as the classifier with features extracted from the CNN; and -CNN-kNN: a further CNN hybrid approach using kNN as the classifier with features extracted from the CNN.
Results
Wrist: The first set of results we present is a comparison of the F1 results for the different representations with the accelerometer positioned on the wrist, as shown in Figure 3 . The best results are achieved using the deep features, second best using frequency transform features, with the hand-crafted features performing poorly. Within the deep features, the hybrid approaches of CNN-SVM and CNN-kNN deliver the highest F1 scores at 0.850 and 0.845 respectively, slightly outperforming CNN which has a score of 0.839 although the difference is not significant 6 . CNN-SVM significantly outperform both FFT and the hand-crafted features. Among the remaining features DCT performs well with an F1 score of 0.836 which significantly outperforms FFT (0.797), Time (0.769) and Freq (0.705). Generally data collected from the wrist tends to be more noisy than data collected from the thigh; the deep features with the 5-layer architecture Fig. 3 . F1 results for different feature representations for the wrist appear to be more effective at building noise-resistant models. Similarly DCT, which disregard higher frequency coefficients, may be more effective than other shallow features at eliminating noise. Thigh: The second set of results compares the F1 scores for the accelerometer positioned on the thigh (see Figure 4) . The best result is achieved by DCT with an F1 score of 0.967, which is slightly better than achieved by the deep learning features of CNN, CNN-SVM and CNN-kNN with scores of 0.959, 0.957 and 0.949 respectively. The differences are not significant, however, DCT is significantly better than the other shallow features. Among the deep features CNN and CNN-SVM are on a par, both slightly outperforming CNN-kNN, and significantly better than FFT (0.927), Time (0.936), and Freq (0.820). It is interesting that Time outperforms FFT for this location and may explain hand-crafted time domain features are a popular choice for HAR with data collected from the thigh. Discussion: HAR with data collected from the thigh for the 6 classes evaluated here is excellent (0.967 for DCT) and superior to collection from the wrist by over 11%. This difference reflects that HAR from the thigh is an easier problem because there is less variation in the data; typically less noise; and data from the thigh is better able to identify leg orientation to distinguish between standing and sitting. However, the 0.850 obtained with deep features is still good performance, particularly if distinguishing between standing/sitting is less important than between active/inactive classes for selfBACK. Wrist movement alone appears insufficient to differentiate between standing/sitting. There is still a clear trade-off between the accuracy of classification from the thigh and the ease of wear on the wrist. Deep feature representations, particularly using the hybrid approach, perform well on both locations. They provide the best results with data from the wrist; the deeper architecture seems particularly effective at modelling the more complex and noisy data associated with the wrist. The hybrid combination (CNN-SVM) appears to take advantage of both the CNNs ability to learn effective invariant features and SVMs ability to generate good decision boundaries. Deep features also have an efficiency advantage in real applications because, once the model has been built they take raw accelerometer values as inputs. Shallow features generally have mixed results. However, DCT performs well on both locations, perhaps because frequency models are good at distinguishing between different active activity classes and by selecting lower frequency coefficients DCT is good at filtering out noise. DCT is also attractive for real time applications because by directly using coefficients obtained from the raw accelerometer data as features extensive preprocessing is not required. With hand-crafted features, Time performs adequately on the thigh data but is not competitive for wrist data.
Conclusion
In this paper, we have presented an analysis of deep and shallow feature representations for accelerometer data on HAR with data collected from the wrist and thigh. Three types of representations are considered: hand-crafted, frequency transform and deep features which includes two hybrid approaches. For the purpose of selfBACK, it is important to determine which representation approach is best suited for HAR using a single wrist-mounted accelerometer on the required activity classes. However, wrist data is more prone to random noise due to the variation in movement and posture of the hand. We evaluate the difference in classification performance with data collected form both locations and find data from the thigh to outperform data from the wrist by 11%. However, classification with data from the wrist still achieves good performance with an F1 score reaching 85%. Comparative evaluation of the seven representation approaches shows deep features to work best on data form the wrist. In particular CNN-SVM, a hybrid approach, that uses CNN to learn features for an SVM classifier outperformed both hand-crafted and frequency transform by a margin of over 1.4%.
