Abstract. Localize target areas in deep brain stimulation is a difficult task, due to the shape variability that brain structures exhibit between patients. The main problem in this process is that the fitting procedure is carried out by a registration method that lacks of accuracy. In this paper we proposed a novel method for 3D brain structure fitting based on Bayesian optimization. We use a morphable model in order to capture the shape variability in a given set of brain structures. Then from the trained model, we perform a Bayesian optimization task with the aim to find the best shape parameters that deform the trained model, and fits accurately to a given brain structure. The experimental results show that by using an optimization framework based on Bayesian optimization, the model performs an accurate fitting over cortical brain structures (thalamus, amygdala and ventricle) in comparison with common fitting methods, such as iterative closest point.
Introduction
Deep brain stimulation surgery (DBS) in Parkinson's disease, is a surgical procedure used to treat the most common neurological symptoms such as stiffness, slowed movement, tremor and walking problems. In this procedure, the neurosurgeons perform an electrical stimulation of the basal ganglia area (thalamus, ventricles and sub-thalamus) by placing a micro-electrode device over this region [1] . However, a misplacement of the final position of this micro-electrode can induce negative effects in the post-surgery, like abnormal postures, loss of speech and even loss of mobility, among others symptoms [2] . That is why the neurosurgeons need to locating with high accuracy, the cortical brain structures related with the basal ganglia area [3] . The most common planning DBS surgery methods include a registration process in which a given brain atlas (volume of labeled brain structures with respect to a healthy patient), is fitted into the magnetic resonance images (MRI) of the patient to be treated. This step allows to the neurosurgeons localize the target area in the MRI volume [4] . The main problem of these approaches is that the brain atlases used to estimate the target brain structures lack of generalizability (since we need to modeling the brain volumetry in a given population), and the fitting accuracy of the atlases in the brain volumes is still an open research topic [5] . Therefore, methods that can be able to capture the shape variability over a set of MRI volumes could improve the robustness (generalizability and accuracy) of the target area localization [3] .
The model-based approaches such as morphable models (MM), make use of the prior knowledge of the shape variability in a set of images (MRI volumes) and typically finds the best match between the model and the new image (brain structure) [6] . In medical image analysis, the use of prior information (shape contour of the brain structures labeled by a medical specialist), combined with some model that can be able to represent a shape contour, leads to an accurate fitting of a given brain structure [3] . A commonly used method for fitting morphable models, is the Iterative Closest Point (ICP) [6] . This method establishes closest point associations from one shape to another, and finds a rigid transformation that minimizes an Euclidean error between shapes. However, due to the large deformations that the brain volumes present over different patients (i.e. different thickness for ventral brain structures), the performance of the fitting process becomes inaccurate [7] . The reason for this performance, is that the global minimum of the cost function that measures the fitting process (mean square error between the deformed and the target brain structure), often does not corresponds to the optimal fitting (That is, a rigid transform only estimates the scale, rotation and translation parameters, discarding the shape parameters that control the deformations) [8] .
Bayesian optimization (BO) provides an elegant approach for the global optimization problem, in which a given cost function is minimized in a probabilistic way [9] . For continuous functions, Bayesian optimization assumes that the unknown function is sampled from a Gaussian process, and maintains a posterior distribution for this function as observations [10] . In the fitting process of the morphable model, these observations are the measure of generalization performance (matching accuracy) under different settings of the hyperparameters that we wish to optimize (shape parameters that control the deformations) [11] . In this paper we propose a Bayesian optimization framework for fitting 3D morphable models of brain structures. We use as morphable model, a point distribution model (PDM) in order to capture the shape variability in a set of brain volumes (brain structures related with Parkinson's disease). From the trained model, we perform a fitting process based on Bayesian optimization in order to find the optimal match between the morphable model and a given brain structure. The main contribution of our work, is based on the Bayesian optimization process that finds the shape parameters that control the deformations of a morphable model in a probabilistic way.
Materials and Methods

Database
In this work we use a MRI database from the Universidad Tecnológica de Pereira (DB-UTP). This database contains recordings of MRI volumes from ten patients with Parkinson's disease. The database was labeled by neurosurgeons from the Institute of Parkinson and Epilepsy of the Eje Cafetero, located in Pereira-Colombia. The database contains T 1, T 2 and CT sequences with 1 mm x 1 mm x 1 mm voxel size and slices of 512x512 pixels. Also a set of detailed label maps related to the brain structures (i.e. basal ganglia area) are provided. Moreover, three-dimensional models of the labeled anatomical structures for each patient are available in the dataset.
3D Brain Model
We use a 3D brain model based on a PDM to represent the shape of the brain structures. The shape information is captured by the vertexes information (point-cloud data in the R 3 ) from the mesh data that represents each brain structure. Besides, the model uses statistical information of the shape variation across the training set in order to model the brain volumetry of a given brain structure [6] . The PDM is a parametrized model,
representing each landmark (point data in 3D space). The vector b holds the parameters which can be used to vary the shape across the surface and γ defines the function over the parameters. We use N landmarks representing the points of the surface related to a given brain structure, from a training set of L brain meshes, where each shape is
. In order to eliminate the global transformations for the training shapes, we use Procrustes analysis [6] . The alignment process is carried out by minimizing the squaredistance of each shape S k with respect to their meanS = 1 N L k=1 S k (S is scaled such that |S| = 1). We use Principal Component Analysis (PCA) to model the shape variations of the brain structures in the training set. The model estimate these variations by computing the eigenvalues and eigenvectors of the covariance matrix of the training set defined by,
⊤ , where s k ands are the vectorized forms of the shape S k and the mean shapeS respectively. Les us define φ i and λ i as the ith eigenvector and eigenvalue of the covariance matrix C. If Φ holds the t eigenvectors corresponding to the largest eigenvalues, a given plausible shape (similar to the brain structures in the training set) can be estimated bŷ
where Φ = (φ 1 |φ 2 | . . . |φ t ) and b is a t dimensional vector representing the shape parameters (those who controls the shape variability). The value of t is chosen such that the model represents the 98% of the shape variance [6] . 1 
Bayesian optimization with Gaussian process priors
Since we want to compute the model parameters in a probabilistic way, the goal is to find the minimum of a cost function f (x) (i.e. Euclidean distance between the ground truth landmarks and the landmarks deformed by the 3D-MM model) on some bounded set X that controls the shape variations. To this end, Bayesian optimization constructs a probabilistic framework for f (x) with the aim to exploit this model to make predictions of the shape parameters X evaluated in the cost function [9] . 2 The main components of the Bayesian optimization framework are the prior over the function being optimized and the acquisition function that will allow us to determine the next point to evaluate the cost function [10] . In this work we use Gaussian process prior, due to its flexibility and tractability. A Gaussian Process (GP) is an infinite collection of scalar random variables indexed by an input space such that for any finite set of inputs X = {x 1 , x 2 , . . . , x n }, the random variables f [f (x 1 ) , f (x 2 ) , · · · , f (x n )] are distributed according to a multivariate Gaussian distribution f (X) ∼ GP(m(x), k(x, x ′ )). A GP is completely specified by a mean function m (x) = E [f (X)] (usually defined as the zero function) and a positive definite covariance function given by k (x,
⊤ (see [12] for further details).
Let us assume that f (x) is drawn from a Gaussian process prior and that our observations are of the form {x n , y n } N n=1 , where y n = N (f (x n ) , v)) and v is the variance of noise introduced into the function observations. The acquisition function is denoted by u : X ∈ R + and establish the point in X that is evaluated in the optimization process as x next = arg max x u (x). Since the acquisition function depends on the GP hyperparameters, θ, and the predictive mean function µ (x, {x n , y n } , θ) (as well as the predictive variance function), the best current value is then x best = arg min xn f (x n ).
Morphable Model Fitting Using Bayesian Optimization
Our approach is based on the Bayesian optimization process for estimating the shape parameters that fit accurately a given brain structure in a probabilistic way. In this work, we used the 3D models of the labeled anatomical structures for the ten patients of the dataset. We trained three PDM models by capturing the shape variability for the thalamus, amygdala and ventricles (due to their importance in the Parkinson's disease). Since the brain structures are non-rigid shapes and their size vary along the training set, we need to decimate all the 3D shapes (with respect to the smallest brain structure) to perform the eigenvalue decomposition. We use leave-one-out validation (we train the 3D-MM with L−1 brain structures) to measure the fitting accuracy. Besides, we initialize the fitting process by performing rigid iterative closest point (ICP) in order to find the scale, rotation and translation parameters between the model and the given brain structure. The main reason for this prior initialization is to let the BO process explore the shape parameters that deform the PDM model. For the BO process we use as cost function, the Euclidean distance between the landmarks of the model and the ground truth landmarks of the brain structure. We use the GP yOpt 3 toolbox for python. In this work, we report results for the expected improvement (EI), and the probability of improvement (PI) acquisition functions [9] . Figure 1 shows the block diagram of the proposed model used in this work.
Results and Discussions
In the following sections we show the results for our BO framework for fitting 3D morphable models of brain Structures. On section 3.1, we show the results of the 3D shape modeling for the brain structures using a PDM as morphable model. Section 3.2 shows the results for the fitting process of the morphable model using BO. Figure 2 shows the training process results for the morphable models. From the figure, it can be noticed that for the three brain structures (thalamus, amygdala and ventricle), the morphable models capture the shape variability along the training set. Moreover, the results also show that by modeling the covariance matrix of the training dataset using PCA, the morphable model capture the relevant information in the latent space by analyzing the shape parameters that controls the deformation of a given brain structure. Besides, figure 2 shows that by changing the shape parameters (eigenvalues of the PDM) the models deform a given brain structure from thin shapes (upper left corner of the figure 2(c)) to curvy shapes (lower right corner of the figure 2(c) ). This shape variability can be related with the range of ages of the subjects in the database(between 35 − 65 years), due to the fact that the brain volume decreases their mass over time in patients with Parkinson's disease (thin shapes modeled by the first eigenvalues of the morphable models) [2] . 
Training results for 3D-MM
Each shape parameter (structures for each row in the subfigures) ranges from −3 √ λi starting with the left column till 3 √ λi for the right column.
Fitting Results Using Bayesian Optimization
From the trained morphable models, we deform each PDM in order to match a target brain structure. The BO process estimate the best shape parameters that fit each of the brain structures (amygdala, thalamus and ventricle). Figure 3 shows the results for the fitting process using BO. The results show that by using a fully Bayesian treatment of the optimization process, the model can estimate the shape parameters that performs accurately the fitting process between shapes. Figure 3 shows that by adding a prior registration process through rigid ICP, the BO method can explore an exploit the probabilistic search of the shape parameters that minimizes the cost function (Euclidean distance between the deformed model landmarks and the target shape). Besides, the results in figure 3(a) prove that the optimization step estimates the plausible shape parameters that deforms a given brain structure, even if the target shape has large curvatures (significant changes over the shape surface, see figures 3(c) and 3(e)). Beside, the figure 4 shows the convergence of the BO process for both the EI and the PI acquisition functions. The results show that EI has better global convergence, due to the fact that by using this acquisition function the model fits more accurately the target shape and take less iteration to converge (200 iterations for the EI and more than 300 iterations for the PI). The main reason is that the EI estimates best shape parameters in the exploration step than the PI acquisition function. However, both acquisition functions exploit the probabilistic search of the shape parameters with lower values in the evaluated cost function (mean square error of the Euclidean distance, 52 for EI and 60 for the PI). Finally, table 1 shows the accuracy of the BO process compared against the common fitting method such as Rigid ICP. The results show that by using a given acquisition function the optimization process improves the selection of those values that control the deformation with high variance (shape parameters in regions not well explored) and values with high mean value (shape parameters worth exploiting that increase the fitting accuracy, MSE error of 10.295 for the amygdala) in comparison with the Rigid ICP which only removes the translation, rotation and scale between two shapes (MSE error of 23.971 for the amygdala). 
Conclusions and Future Works
In this paper we propose a Bayesian optimization framework for fitting 3D morphable models of brain structures. Our method deforms a trained point distribution model in order to match a given brain structure. Besides, the shape parameters that control the model variations (relevant eigenvalues derived from the training set), are optimized in a probabilistic way. The results show that placing a Gaussian process prior over the function being optimized, the proposed model can estimate the best parameters that perform the fitting process. Moreover, by using the Expected improvement as acquisition function, the optimization process improves the matching accuracy by exploiting the model parameters bounded by the eigenvalues of the training set.
As future works, we want to analyze the Bayesian optimization framework in high dimensional problems that includes the whole optimization process of a raw point-cloud data. Finally, we want to analyze a morphable model that adds both shape an appearance information in order to model tissue properties related to a given brain structure.
