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Some algorithms for finding the complexity and the connection polynomial of the shortest 
linear feedback shift register that generates a periodic sequence over GF(p) are proposed. 
1. Introduction 
Let S(N) denote a sequence so, sl, . . . with period N in GF(p) where p is a prime. 
Let c(S) denote the complexity of S(N) which is defined as the length of the shortest 
linear feedback shift register (LFSR) that generates S(N). Let E denote the shift 
operator, i.e. EnSj=Sj+n. Let deg(f) denote the degree of the polynomial f(x). 
If S(N) is generated by an L-length LFSR, then it is completely specified by the 
initial loading so, sl, . . . , sL_ 1 and the linear recursion that specifies the feedback 
f (E)Sj s 0 modp, i 2 0, 
where 
f(x) =ti+clti-*+ ... +c~_~x+c~, ck~GF(p), 
is called the connection polynomial of the L-length LFSR. 
Obviously, for S(N) we have 
(EN-l)sjEOmodp, iz0. 
SO xN- 1 is the connection polynomial of the N-length LFSR that generates 3(N). 
It is possible that the length of the LFSR that generates S(N) may be less than A’. 
An CP (short for connection polynomial of a shortest EFS that generates W+O 
f(x) is a polynomial of lowest degree that satisfies 
f(E)SjsOmodp, iz0. 
In this case c(S) =L. 
e have the f~llowin 
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Lemma 1.1. Let f (x) be a CR Then f (x)l(p- 1) over GF(p) and c(S)r N. 
Lemma 1.2. The CP is unique. 
Lemma 1.3. Let f (x) and g(x) be given polynopnials that satisfy 
g(0) = 1, 
and 
f (E)g(E)Si E 0 modp, in 0, 
f(E)SiEOmodp, Ori<deg(g) 
for S(N). Then 
f(E)sisOmodp, iz0. 
Especctl&, if f (x)1(x”- I) over W(p) and 
then 
f (E)si E 0 modp, OG<N-deg(f), 
f (E)si E 0 modp, is0. 
From above the CP f (x) is a factor of fl- I and satisfies 
f(E)q=Omodp, Ori<N-deg(f). (1) 
Obviously, to find the complexity and the CP, first factor p-- 1, then search for 
the smallest set of factors among those of fl- 1 such that their product f(x) 
satisfies (1). 
Section 2 describes three search processes. The algorithms for finding the com- 
plexity and the CP are discussed in Section 3. 
2. Search processes 
There are three search processes: cyclic, sequential nd p-ary searches for finding 
the smallest set of factors among the given factors such that their product f(x) 
satisfies (1). 
2. I. Cyclic search 
Let f(x) be a given polynomial that satisfies 
f(E)SieOmodp, O&<N-deg(f) 
for S(N) and is factored as _@c) = ji (x) fa (x) l m- fk(x), where fi (x), f2 (x), . . . , f&J 
are pairwise relatively prime over G 
The complexity of a periodic sequence over GF(p) 83 
Lemma 2.1. If for S(N) 
fi(E)&(E)***fm(E)sizOmodp, Ori<N-deg(f,)- l =* -deg(f,), 
fi (E) f2 (E) l fro__ l(E)si + 0 mod p for some i, (2) 
then fm (x) is an element of the smallest set of factors among ft (x), . . . , fk(x). 
Cyclic search process 
Put all factors fi (x), . . . , fdx) on a circle in order. Starting with ft (x), test them 
around the circle until the index m is found that satisfies (2). Drop 
fm+lo, l **s fk(x). Starting with fm(x), test them around the circle until the index 
m’ is found that satisfies (2). Drop fmt+r (x), . . . , fm_ 1(x). Repeat his process until 
the number of iterations is greater than or equal to the number of factors remaining 
on the circle. 
Theorem 2.2. The cyclic search process generates the smallest set of factors among 
fl (x), . . . 9 fk(x)* Especially, if fi (x), . . . 9 f&) are irreducible over GF(p) and 
f (x)1@- 1) over GF(p), then the CP is the product of all factors remaining on 
the circle after the cyclic search process. 
2.2. Sequential search 
Let f (x) be a given polynomial which is factored as f(x) = [fi (#‘g(x) and fur- 
ther for S(N) 
f @M -Omodp, O=i<N-deg(f), 
g(E)si + 0 modp, for some i. 
Sequential search process 
Initialize the exponent a to 0. Sequentially increase the exponent a of fi (x) that 
satisfies 
Ifi (E)lag(E)Si E 0 modp, OrieN-a!deg(fi)-deg(g), 
(3) 
[ fi (E)la- ‘g(E)si + 0 modp for some i. 
Theorem 2.3. The sequential search process generates the smallest exponent a of 
fi (x) that satisfies (3). Especially, if f, (x) is irreducible, g(x) is constant and 
f (x)i(p- 1) over GF(p), then [fi (x)la is the 
2.3. p-ary search 
Let f (x) be a given polynomial which is factore =fW= VI(x) 
tker for S(N) 
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ftE)Si =Omodp, Od<N-deg(f), 
g(E)si + 0 modp for some i. 
The p-ary search is a generalization of the binary search. The difference is that we 
do a sequential search in every step of the p-ary search. 
p-ary search process 
Initialize the exponent j3 to 0. In the first step, rewrite f(x) as 
f(x) = [fi (xp’-‘)]pg(x), then, applying the sequential search, find the smallest ex- 
ponent QI such that 
[fi (E)]pI-‘gi(E)Si E 0 modp, 0 s i < N- ap’- ‘deg(fi ) - deg(g), 
gl(E)Si + 0 mod p for some i, 
where 
And increase fi by (CT- I)p’ - ‘. Obviously, the problem is reduced to the same 
problem as above with r decreased by 1. So repeat he process above until r decreases 
to 0 and finally increase /Y by 1. 
Theorem 2.4. The p-ary search process generates the smalfest aponent fl of fr (x) 
that satisfies 
Vi CE>lsg<E>si s 0 mOd P, 0 s i < N- j!# deg( fi ) - deg(g), 
[ fi (E)]8-‘g(E)Si + 0 mod p for some i. 
Theorem 2.5. If fi (x) is irreducible, f (x)i(p- 1) and fi (x) and g(x) are relatively 
prime over W(p), then [fi (E)]B is u factor of the CP and j3 is the biggest possible 
exponent. Especially, if g(x) is a constant, then VI (x)]~ is the CP. 
3. Algorithms 
The algorithms for finding the complexity and the CP are proposed in the follow- 
ing three cases. 
3.1. N is a prime over W(p) 
For convenience, we call N a prime over GF(p) if N is a prime and satisfies 
Nl(pN- I), N{(pk - 1) for all kc N- 1. In this case we have the factorization 
x’“- 1 =++ ~j$“‘!+d”-2+ l + I), where~‘-‘+~‘2+ ... + I is irreducible [33= 
y Lemma 1.3 and the above fact, if for S 
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so+s1+ 9.. +sN_ 1 = Cl modp, 
then the CP f(~)=~-i+~-~+ l . . + 1 and c(S) = N- 1, otherwise the CP 
f (x)=x- 1 and c(S)= 1. 
3.2. N=p’ 
Game and Chan [5] have given an algorithm for p=2. Here we extend their 
algorithm to the case for any prime p. In this case N=p’, we have 
XN- 1 = (X- l)N, [PWI~ = P<x”, over WP), 
where P(x) is any polynomial in GF(p) [2]. So if we set f(x) =x- 1, g(x) = 1, then 
by Theorem 2.5 the p-ary search solves this problem. 
Example 3.1. S(27) = 120,022,122,002,102,00,102,111,121 over GF(3). 
Here N= 27 = 33. We recommend the following format for calculating by hand. 
r=3: 
Si 
si+(E3’- I)si+Omod 3 
sit (E3’ - l)si+Omod 3 
r=2: 
si+(E3-l)Sif0mod3 
(E3- l)siEOmod3 
r= 1: 
si 
si+(E- l)si+Omod 3 
si+(E- I)sifOmod 3 
ro: 
increase /?I by 1 
120,022,122,002,102,000,102,111,121 
120,022,122,002,102#00 
P-0 
212,110,2ii,100,012,121 
212,110,211 
221,202,210 
221,202 
a-3; 
/PO+(3- 1)*32= 18 
011,02 1 
011 
ooo 
011 
01 
Therefore the CP and the complexity are 
f(x) = (x- 1)24 =xU-t-x21 e ‘** + I, 
This case needs memory N an 
a-2; 
/P--l8+(2- 1).3=21 
a-3; 
/+21+(3- 1)*3’=23 
/P-23+1=24 
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3.3. General case 
Any natural number N can be factored as N= p’n, where r and n are integers 
such that (n, p) = 1. We have the factorization 
where i&(x) are minimal polynomials of x”- 1 over GF(p) which are irreducible 
and pairwise relatively prime over GF(p) [4]. 
For r= 0, we can apply the cyclic search to find the complexity and the CP by 
Theorem 2.2. This case needs memory 2N- 1 and computation k(& Ii j. 
For r>O, we have two ways: (i) applying the p-ary search, or (ii) first applying 
the cyclic search, then thepary search, to find the complexity and the CP. This case 
needs memory 2N-p’ and computation k(p - 1)r for (i) or m(p - l)r+k(k- 1) 
for (ii), where m is generated by the cyclic search process. When k > (p - I)r (i) is 
recommended. 
From the above we conclude that for cases with p- 1 factors, like when N is 
prime over GF(p) or N= p’, the algorithms become easier to apply than the 
Berlekamp-Massey algorithm [I]. 
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