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Abstract
We investigate an aggregation model with intrinsic interactions on the special or-
thogonal group SO(3). We consider a smooth interaction potential that depends on the
squared intrinsic distance, and establish local and global existence of measure-valued so-
lutions to the model via optimal mass transport techniques. We also study the long-time
behaviours of such solutions, where we present sufficient conditions for the formation of
asymptotic consensus. The analytical results are illustrated with numerical experiments
that exhibit various asymptotic patterns.
Keywords: asymptotic consensus, intrinsic interactions, measure solutions, particle
methods, swarming on manifolds.
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1 Introduction
We consider an aggregation model on a Riemannian manifold M , given by:{
∂tρ+∇M · (ρv) = 0,
v = −∇MK ∗ ρ,
(1.1)
where K : M ×M → R represents an interaction potential, and ∇M · and ∇M denote the
manifold divergence and gradient, respectively. The interaction potential K is typically
assumed to model short-range repulsive and long-range attractive interactions. Also, we use
the symbol ∗ to denote a generalized convolution in the following sense: for a time-dependent
measure ρt on M , the convolution K ∗ ρt is defined by
K ∗ ρt(x) =
∫
M
K(x, y) dρt(y).
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In this paper we restrict ρt to be a probability measure on M , i.e.,
∫
M dρt = 1 for all t.
Model (1) has been extensively studied in recent years, with the vast majority of these
works concerning its Euclidean setup (M = Rn with standard Euclidean metric). There
exists a large body of literature on the mathematical analysis of solutions to model (1) in
Rn, which addresses the well-posedness of the initial-value problem [11,12,15], the long time
behaviour of solutions [10, 25–27, 44], and the existence and characterization of minimizers
for the associated interaction energy [6, 7, 21]. At the same time a remarkable attention
has been directed to the numerous applications of model (1), e.g., biological swarms [50],
material science and granular media [17], self-assembly of nanoparticles [40], robotics [30,41]
and opinion formation [51]. Various qualitative features of swarm or self-organized behaviour
have been captured with this class of models. Some inspiring collections of equilibria that
can be obtained with this model can be found in [42,56] for instance, including aggregations
on disks, annuli, rings, and soccer balls.
Despite its remarkable potential for analysis and applications, literature on the aggre-
gation model posed on surfaces or more general manifolds is far more limited. Before we
review some of this literature, we want to distinguish two main classes of models that can
be considered on manifolds. The first class consists of extrinsic models, which rely on a
certain embedding of the manifold M in an ambient Euclidean space Rn. In such case, the
interaction potential K(x, y) is taken to be of form K(x, y) = K(|x − y|), where |x − y|
denotes the Euclidean distance in Rn between points x and y onM . The other class is made
of intrinsic models, which depend only on the intrinsic geometry of the manifold. For these
models, the interaction potential is of the form K(x, y) = K(d(x, y)), where d(x, y) is the
geodesic distance on M between x and y. In other words, models in the two classes consider
extrinsic versus intrinsic interactions, respectively.
To elaborate on the type of interactions a little bit further, the interactions are encoded
in the interaction potential K, more specifically in its gradient. For an extrinsic model,
∇MK(x, y) = K ′(|x − y|)∇M |x − y|, where ∇M |x − y| can be found by projecting the
Euclidean gradient ∇|x − y| on the tangent space of M at the point x (note that these
gradients are taken with respect to x for y fixed). On the other hand, for an intrinsic model,
∇MK(x, y) = K ′(d(x, y))∇Md(x, y), where ∇Md(x, y) = − logx yd(x,y) is expressed in terms of
the Riemannian logarithm map on M [52]. In particular, in intrinsic models, points x and
y interact along the length minimizing geodesic curve between the two points, as opposed
to interacting along the straight line connecting them in the ambient space, as for extrinsic
models. In regions of high curvature, the distinction between the two types of interactions
can be significant. Indeed, points that are close in Euclidean distance may be far apart in
geodesic distance, and consequently, such points may repel each other in an extrinsic model
(due to short-range repulsion), while they could attract themselves in an intrinsic model (by
long-range attraction). The intrinsic approach appears more robust and more appropriate
for applications. For example, consider applications in biology or engineering (robotics),
where individuals/robots are restricted by environment or mobility constraints to remain
on a certain manifold [45, 46]. In such case, an efficient swarming must take into account
inter-individual geodesic distances, and hence, intrinsic interactions.
Model (1) with extrinsic interactions has been studied in several works recently. In
[18, 57], the authors investigate the well-posedness of the aggregation model (1) on full-
dimensional subsets of Rn. Recently, several extrinsic Lohe-type models on the unit sphere,
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matrix manifolds and tensor spaces with the same rank and size were proposed in [31, 32,
37–39]. These models can be formulated as gradient flows for the square of the Frobenius
norm of the average state. Note that the Frobenius metric is an extrinsic metric which can
be obtained by embedding the given manifold into a larger Euclidean space. The emergent
dynamics in such models has been studied extensively, and several sufficient frameworks for
complete consensus and practical consensus were proposed. The proposed frameworks were
formulated in terms of initial data and system parameters.
The intrinsic model was investigated in [29], with a focus on the emergent behaviour of
its solutions on sphere and hyperbolic plane. It was shown there that solutions can approach
asymptotically a diverse set of equilibria, such as constant density states, concentrations on
geodesic circles, and aggregations on geodesic disks and annular regions. The well-posedness
and asymptotic behaviour of solutions to the intrinsic model on sphere was studied recently
in [28]. Applications that use the intrinsic properties of surfaces and manifolds have also
been considered in the context of Cucker-Smale type models, another class of models for
collective behaviours. Such models are second-order, as they are written in Newton’s second
law form. Cucker-Smale type models have been formulated and investigated recently on
Riemannian manifolds, including the unit sphere and hyperboloid, in [3, 4, 33].
In this paper, we are exclusively concerned with the aggregation model set up on the
3-dimensional special orthogonal group, that is, we take M = SO(3). The motivation for
this choice lies in applications of the model in engineering, more specifically in robotics.
Note that SO(3) is the configuration space of a rigid body in R3 that undergoes rotations
only (no translations). A group of robots engaged in self-organization by attractive/repulsive
interactions can be modelled by the discrete/ODE analogues of (1) on the rotation group. An
interesting engineering application for instance is to estimate the average pose of an object
viewed by a network of cameras [55]. For the desired swarming behaviour, engineering
works have focused mostly on two types of configurations: consensus (or synchronized) and
anti-consensus (or balanced) states. The former type corresponds to a configuration where
all agents occupy the same location (delta aggregation at a single point). Both extrinsic
and intrinsic algorithms have been proposed and studied for achieving consensus on SO(3)
[49, 54]. The latter type of configurations corresponds to a group of robots well-distributed
over a region/area, so that it achieves an optimal coverage needed for surveillance/tracking
(the coverage problem) [53]. In this paper we will investigate in detail the first type of
behaviour (consensus) in model (1) on SO(3).
The goal of the present paper is two-fold. First, we establish the local and global well-
posedness of solutions to model (1) on SO(3). In this aim, we work with the geometric
interpretation of model (1) as a continuity equation and consider weak, measure-valued
solutions defined in the optimal mass transportation sense [13]. In geometric terms, model
(1) represents the transport of the measure ρ along the flow on M generated by the tangent
vector field v, which depends on ρ itself [5]. This general framework enables us to include
the discrete particle system as a particular case, and also study particle approximations and
mean-field limits. The main result in this paper is Theorem 4.6, which establishes the local
well-posedness of solutions to model (1) on the rotation group. We also show in Theorem
5.1 that for purely attractive interaction potentials, solutions can be extended globally in
time. A major aspect in this analysis lies in the regularity of the distance function, which is
known to be non-smooth at the cut locus. For this reason we restrict the analysis to subsets
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of SO(3) of diameter less than pi, the injectivity radius of the rotation group. In particular,
any pair of points in such subsets can be connected by a unique minimizing geodesic, ruling
out ambiguities on how intrinsic interactions are defined.
The second goal of the present work is to investigate the long-time behaviour of the
solutions, in particular, the emergence of asymptotic consensus in model (1) on SO(3). In
literature, achieving such a state is also referred to as synchronization or rendezvous. As
noted above, this represents an important problem in robotic control [49,53,54]. Consensus
states(or phase-locked states) have also been investigated for the Kuramoto oscillator and
related models in [19, 20, 22, 31, 34, 35, 37, 47, 48]. For surveys on related topics, we refer
to [24,36] and references therein. For the applications of the model to opinion formation, we
refer to [51]. We will prove the formation of asymptotic consensus for the continuum model
(1) on SO(3) (Theorem 5.10), as well as refine the result for the specific case of the discrete
model (Theorems 5.12 and 5.13). We also present some numerical explorations of long-time
behaviour and equilibrium solutions.
The rest of the paper is organized as follows. In Section 2, we present some preliminaries,
and set the notion of the solution and the assumptions on the interaction potential K. In
Section 3, we briefly discuss necessary background on the rotation group as a Riemannian
manifold; in particular we present concepts such as geodesics and exponential/logarithm
maps. In Section 4, we establish the local well-posedness of solutions to model (1) on
SO(3), as well as their stability and mean-field approximation. In Section 5, we investigate
the formation of asymptotic consensus for solutions to model (1) on the rotation group, for
both the continuum and discrete formulations. In Section 6, we present several numerical
results. Finally, the Appendix is devoted to some concepts and results used in the main
body of the paper to show the well-posedness and asymptotic behaviour.
2 Preliminaries and general considerations
In this section, we present some background on flows on manifolds and Wasserstein distances,
and then we introduce the notion of the measure-valued solution for model (1) and set up
the assumptions on the interaction potential.
Flows on manifolds. We briefly present some general facts for flows on manifolds. Al-
though these facts hold for general manifolds, we restrict our discussion to M = SO(3).
Denote by U a generic open subset of SO(3), and consider a time-dependent vector field
X(R, t) on U × [0, a), for some a ∈ (0,∞], i.e. Xt(R) := X(R, t) ∈ TRSO(3) for all
(R, t) ∈ U × [0, a).
Given Σ ⊂ U , a flow map generated by (X,Σ) is a function ΨX : Σ × [0, τ) → U , for
some τ ≤ a, that satisfies: 
d
dt
ΨtX(R) = Xt(Ψ
t
X(R)),
Ψ0X(R) = R,
(2.1)
for all R ∈ Σ and t ∈ [0, τ), where we used the notation ΨtX for ΨX(·, t). A flow map is
said to be maximal if its time domain cannot be extended. Also, it is said to be global if
τ = a =∞ and local otherwise.
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In the context of the present paper, the flow maps are generated by the velocity field v[ρ]
of the interaction equation (see (2) below), where Σ is the support of the initial measure ρ0.
To simplify the terminology, unless there is potential for confusion, we will simply say that
v[ρ], instead of (v[ρ], supp(ρ0)), generates a flow map.
The local and global well-posedness of flow maps are covered by the standard theory
of dynamical systems on manifolds; see [43, Chapter 12] or [1, Chapter 4] for instance. In
the Appendix, we present briefly the results which we will need for our study. To establish
the local well-posedness one needs to work in charts and make use of standard ODE theory
in Euclidean spaces (see Theorem A.2). Note that here Σ is assumed to be compact, as
required for the maximal time of existence of the flow map to be strictly positive. We also
present a global version of the Cauchy-Lipschitz theorem to be used in Section 5.
Notion of a solution. In this paper we will interpret a solution ρt of (1) as the push-
forward of the initial density ρ0 along the flow map generated by ρt itself. To keep solutions
as general as possible, we work with measure-valued densities; this framework will enable us
to consider particle solutions and recover the discrete version of the model (1).
We denote by P(U) the set of Borel probability measures on the metric space (U , d)
and by C([0, T );P(U)) the set of continuous curves from [0, T ) into P(U) endowed with the
narrow topology. Recall that a sequence (ρn)n≥1 ⊂ P(U) converges narrowly to ρ ∈ P(U) if∫
U
φ(x) dρn(x)→
∫
U
φ(x) dρ(x), as n→∞, for all φ ∈ Cb(U),
where Cb(U) is the set of continuous and bounded functions on U .
We denote by Ψ#ρ the push-forward in the mass transportation sense of ρ through a
map Ψ: Σ → U for some Σ ⊂ U . Hence, Ψ#ρ is a probability measure on U such that for
every measurable function ζ : U → [−∞,∞] with ζ ◦Ψ integrable with respect to ρ, it holds
that: ∫
U
ζ(x) d(Ψ#ρ)(x) =
∫
Σ
ζ(Ψ(x)) dρ(x).
To recast model (1) in terms of transport along flow maps, we define for any curve
(ρt)t∈[0,T ) ⊂ P(U), the velocity vector field v[ρ] : U × [0, T ) → TSO(3) associated to (1),
that is,
v[ρ](R, t) = −∇K ∗ ρt(R) =
∫
U
∇K(R,Q) dρt(Q), (2.2)
for all (R, t) ∈ U × [0, T ). For simplicity of notation, we have dropped the subindex
M = SO(3) on ∇M . From here on, unless otherwise specified, ∇ denotes the intrinsic
(manifold) gradient on SO(3). We also used ρt in place of ρ(t), as we shall often do in the
sequel.
In this paper, we will adopt the following definition of weak (or measure-valued) solution
of model (1) (see also [13]):
Definition 2.1 (Weak solution). We say that (ρt)t∈[0,T ) ⊂ P(U) is a weak solution to (1)
if v[ρ] generates a unique flow map Ψv[ρ] defined on supp(ρ0)× [0, T ) and it holds that:
ρt = Ψ
t
v[ρ]#ρ0, for all t ∈ [0, T ).
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It can be shown that a weak solution in the sense of Definition 2.1 is also a distributional
weak solution. In fact, following [5, Lemma 8.1.6] (see also [28, Lemma 2.1]), one has the
following relation between a weak solution in the sense of (2.1) and a distributional weak
solution.
Lemma 2.2. Let (ρt)t∈[0,T ) ⊂ P(U) be a weak solution of model (1) in the sense of Definition
2.1. In addition, we assume that v[ρ] satisfies∫
S
∫
Q
‖v[ρ](R, t)‖ dρt(R) dt <∞, for all compact sets S ⊂ (0, T ) and Q ⊂ U .
Then, ρt is a distributional weak solution to (1), i.e.,∫ T
0
∫
U
(∂tφ(R, t) + 〈v[ρ](R, t),∇φ(R, t)〉R) dρt(R) dt = 0, for all φ ∈ C∞c (U × (0, T )).
Wasserstein distance. We compare solutions to (1) using the intrinsic 1-Wasserstein
distance on the rotation group. For ρ, σ ∈ P(U), the intrinsic 1-Wasserstein distance is
given by:
W1(ρ, σ) = inf
pi∈Π(ρ,σ)
∫
U×U
d(R,Q) dpi(R,Q),
where Π(ρ, σ) ⊂ P(U × U) is the set of transport plans between ρ and σ, i.e., the set of
elements in P(U × U) with first and second marginals ρ and σ, respectively.
We note here that in general, for 1-Wasserstein distances one needs to use the set of
probability measures on U with finite first moment, denoted by P1(U). By compactness of
the rotation group however, P1(U) = P(U), and hence (P(U),W1) is a well-defined metric
space. We further metrize the space C([0, T );P(U)) with the distance defined by
W1(ρ, σ) = sup
t∈[0,T )
W1(ρt, σt), for all ρ, σ ∈ C([0, T );P(U)).
The following lemma holds on general Riemannian manifolds, but we present it here
for the rotation group SO(3). It lists various Lipschitz properties of flows of probability
densities on U (a generic open subset of SO(3)) with respect to the 1-Wasserstein distance.
Lemma 2.3. The following four statements hold.
(i) Let Σ ⊂ U , ρ ∈ P(U) with supp(ρ) ⊂ Σ and Ψ1,Ψ2 : Σ→ U be measurable functions.
Then,
W1(Ψ1#ρ,Ψ2#ρ) ≤ sup
R∈supp(ρ)
d(Ψ1(R),Ψ2(R)).
(ii) Let a ∈ (0,∞] and X be a time-dependent vector field on U × [0, a), and ρ ∈ P(U).
Suppose (X, supp(ρ)) generates a flow map ΨX defined on supp(ρ) × [0, τ) for some
τ ≤ a and X is bounded on U×[0, τ), i.e., there exists C > 0 such that ‖X(R, t)‖R∈U <
C for all R ∈ U and t ∈ [0, τ). Then,
W1(Ψ
t
X#ρ,Ψ
s
X#ρ) ≤ C|t− s|, for all t, s ∈ [0, τ).
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(iii) Let Σ ⊂ U and Ψ: Σ → U be Lipschitz continuous as a map from the metric space
(Σ, d) into the metric space (U , d); denote by LΨ its Lipschitz constant. Then, for any
ρ, σ ∈ P(U),
W1(Ψ#ρ,Ψ#σ) ≤ LΨW1(ρ, σ).
Proof. Proofs of these statements are presented for general Riemannian manifolds in [28,
Lemma 2.3]. We refer the reader to this reference, also noting that in our context, probability
densities in P(U) necessarily have compact support.
Assumptions on the interaction potential. For future reference, we list here the as-
sumptions we make on the interaction potential K. First, we assume that the interactions
are intrinsic, that is, K : SO(3) × SO(3) → R depends only on the intrinsic distance d on
SO(3). In Section 3, we provide necessary materials on the Riemannian manifold struc-
ture of the rotation group. Since the distance function is not differentiable on the diagonal
{(R,Q) ∈ SO(3)× SO(3) | R = Q}, we take K to depend on the squared distance function
instead. Specifically, we make the following assumption on the interaction potential:
(H) K : SO(3)× SO(3)→ R has the form
K(R,Q) = g(d(R,Q)2), for all R,Q ∈ SO(3), (2.3)
where g : [0,∞)→ R is differentiable, with locally Lipschitz continuous derivative.
In the sequel we use the notation KQ(R) for K(R,Q) and dQ(R) for d(R,Q). The
notation is particularly useful when we take the gradient of K or d with respect to one of
the variables. For example the gradient with respect to R of K(R,Q) will show as ∇KQ(R).
With the notation and convention above, the intrinsic gradient of the distance function
can be expressed as:
∇dQ(R) = − logRQ
d(R,Q)
, for R 6= Q, (2.4)
where logRQ denotes the Riemannian logarithm map (i.e., the inverse of the Riemannian
exponential map) on SO(3) [52]. By chain rule, one can then compute from ((H)):
∇KQ(R) = −2g′(d(R,Q)2) logRQ. (2.5)
Equations (2) and (2) hold only for matrices R and Q that are within the injectivity
radius of SO(3) to each other (or equivalently, for matrices that are not in the cut locus of
each other). For this reason, our analysis will be restricted to subsets of SO(3) of diameter
less than the injectivity radius (the injectivity radius of the rotation group is pi – see Section
3 for more details).
The interpretation of (1) as an aggregation model can be inferred from (2) and (2).
Specifically, a rotation matrix R interacts with another rotation matrix Q through a force
of magnitude proportional to |g′(d(R,Q)2|d(R,Q), and either moves towards Q (provided
g′(d(R,Q)2) > 0) or moves away from Q (provided g′(d(R,Q)2) < 0). The velocity field
at location R, as computed with (2), takes into account all such contributions via the
convolution.
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3 The rotation group as a Riemannian manifold
The rotation group SO(3) consists of 3× 3 orthogonal matrices with determinant 1, that is,
SO(3) = {R ∈ R3×3 : RTR = I and det R = 1}.
The tangent space to SO(3) at a rotation R ∈ SO(3) is given by
TRSO(3) = {RA : A ∈ so(3)},
where so(3) is the Lie algebra of SO(3) consisting of 3 × 3 skew symmetric matrices. The
Riemannian metric on the tangent space TRSO(3) is given by:
g(RA1, RA2) =
1
2
〈RA1, RA2〉F = 1
2
〈A1, A2〉F , (3.1)
for any RA1, RA2 ∈ TRSO(3), where 〈·, ·〉F denotes the Frobenius inner product. Conse-
quently, in the norm induced by the metric, one has:
‖RA‖TRSO(3) =
1√
2
‖RA‖F =
1√
2
‖A‖F . (3.2)
Throughout the paper, for notational convenience, we will use the dot · to denote the inner
product given by the Riemannian metric. Note that by (3) it differs by a factor of 12 from
the Frobenius inner product 〈·, ·〉F . Also, we will use | · | for the norm of a tangent vector in
the Riemannian metric; by (3) it differs by a factor of 1√
2
from the Frobenius norm ‖ · ‖F .
Angle-axis representation. Any rotation R ∈ SO(3) can be identified via the exponen-
tial map with a pair (θ,v) ∈ [0, pi]× S2, where S2 denotes the unit sphere in R3. The pair
(θ,v) is referred to as the angle-axis representation of the rotation, where the unit vector v
indicates the axis of rotation and θ represents the angle of rotation (by the right-hand rule)
about the axis. The representation of R in terms of (θ,v) is given by Rodrigues’s formula.
To list it, we need the following common notation:
v̂ =
 0 −v3 v2v3 0 −v1
−v2 v1 0
 , (3.3)
for v̂ ∈ so(3) corresponding to v = (v1, v2, v3) ∈ R3. Then, the angle-axis representation of
a rotation R is:
R = exp(θv̂) = I + sin θ v̂ + (1− cos θ)v̂2, (3.4)
with v̂ given by (3). The inverse of the representation (3), θv̂ = logR, is given explicitly
by:
θ = acos
(
trR− 1
2
)
, v̂ =
1
2 sin θ
(R−RT ). (3.5)
Here, exp and log represent the matrix exponential and logarithm, respectively.
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Geodesic distance, exponential and logarithm maps. Below, we list some standard
facts on geodesics and the exponential map on the rotation group. Given two rotation
matrices R, Q ∈ SO(3), the shortest path between R and Q is along the geodesic curve
R : [0, 1]→ SO(3) given by
R(t) = R exp(t log(RTQ)). (3.6)
Note that R′(t) = R(t) log(RTQ) ∈ TR(t)SO(3).
From (3), one can easily see that the Riemannian distance on SO(3) between R and Q
is
d(R,Q) = θRQ , (3.7)
where θRQ v̂RQ = log(R
TQ). Throughout the paper we will frequently use the notation θRQ
to denote the distance on SO(3) between R and Q. By (3) we also have:
d(R,Q) = acos
(
tr(RTQ)− 1
2
)
, (3.8)
and in particular, d(I,R) = acos
(
trR−1
2
)
.
Using (3) one can also find explicitly the exponential map at R:
expR : TRSO(3)→ SO(3), expR(RA) = R exp(A),
and its inverse:
logR : SO(3)→ TRSO(3), logR(Q) = R log(RTQ). (3.9)
The formulas (3) and (3) can be expressed using the exponential map at the identity I.
Indeed,
R = expI(θv̂), θv̂ = logI R.
Note that the considerations above lead to:
θ = d(I,R) = ‖θv̂‖TISO(3) =
1√
2
‖θv̂‖F ,
where for the last equality we used (3). On the other hand, by (3) and the fact that v is a
unit vector in R3 we have
‖v̂‖2F = 2|v|2 = 2,
making the equation above consistent. This justifies the coefficient 12 in the Riemannian
metric (3).
Injectivity and convexity radius. The injectivity radius of the rotation group is pi. To
have a well-defined gradient of the distance function, we only consider in this paper subsets
of SO(3) where no two points are in the cut locus of each other. Examples of such sets are
geodesic disks of radius r < pi/2. For r ∈ (0, pi/2) we denote by
Dr = {Q ∈ SO(3) | d(I,Q) < r} ,
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the geodesic disk centred at the identity matrix of radius r. In general, Dr(R) denotes the
geodesic disk centred at R of radius r. Note that the convexity radius of the rotation group
is pi2 , and hence any disk in SO(3) of radius less than
pi
2 is geodesically convex. In particular,
the maximum distance between any two points in a disk of radius less than pi2 is bounded
by pi, the injectivity radius.
To illustrate directly the singularity at injectivity radius of the exponential/logarithm
map on SO(3), we introduce the following notation:
f(θ) =
θ
sin θ
. (3.10)
By (3) and the angle-axis representation of log(RTQ) (see (3)) one can then write:
logRQ =
θRQ
2 sin θRQ
R(RTQ−QTR) = 1
2
f(θRQ)(Q−RQTR). (3.11)
Note that f(θRQ) → ∞ as θRQ → pi, the injectivity radius. In the sequel we fix ε > 0
arbitrarily small and use the notation Dε for the disk Dpi
2
−ε, i.e.,
Dε =
{
R ∈ SO(3) | d(I,R) < pi
2
− ε
}
.
This is the set on which we study and establish well-posedness of model (1). We chose I as
the centre of the disk with no loss of generality; the considerations in this paper would hold
for a disk of radius pi2 − ε centred at a generic matrix R.
Since f and f ′ are bounded on [0, pi − 2ε], we set
Cf := sup
θ∈[0,pi−2ε]
f(θ), Lf := sup
θ∈[0,pi−2ε]
f ′(θ).
Note that both Cf and Lf blow up as ε → 0. Similarly, since the function g′ is assumed
to be locally Lipschitz continuous, denote by Cg′ and Lg′ the L∞ norm and the Lipschitz
constants of g′ on [0, (pi − 2ε)2], respectively.
Note that for convenience of notations we chose not to indicate explicitly the dependence
on ε of these constants, a more pedantic notation would have been Cf (ε), Lf (ε), Cg′(ε), and
Lg′(ε). We point out however that the dependence on ε is essential and the results below
do not hold in the limit ε→ 0.
Geodesic versus Frobenius distances. All rotation matrices have constant Frobenius
norm equal to
√
3. Hence, SO(3) can be embedded as a subset of a sphere in the space
(R3×3, 〈·, ·〉F ). For R,Q ∈ SO(3), the distance ‖R −Q‖F in the Frobenius norm relates to
the geodesic distance d(R,Q) as follows:
‖R−Q‖2F = tr[(R−Q)T (R−Q)] = tr(2I −RTQ−QTR)
= 2tr(I −RTQ) = 6− 2tr(RTQ). (3.12)
From (3) one can then obtain:
d(R,Q) = acos
(
1− 1
4
‖R−Q‖2F
)
. (3.13)
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Note that
‖R−Q‖F ≤
√
2 d(R,Q), for all R,Q ∈ SO(3). (3.14)
Indeed, one can use θ = d(R,Q) and an elementary inequality sin
(
θ
2
) ≤ θ2 for θ ∈ [0, pi], to
get
‖R−Q‖2F = 4(1− cos θ) = 8 sin2
(θ
2
)
≤ 2 θ2. (3.15)
4 Well-posedness of the intrinsic model on SO(3)
In this section, we establish the well-posedness of model (1) on Dε, and also investigate the
particle solutions and demonstrate the mean-field approximation.
4.1 Vector fields on SO(3)
We first investigate some properties of flows on SO(3) corresponding to a given vector field.
We will make use of the fact that SO(3) is embedded in R3×3, which allows us to view
tangent vectors to SO(3) as vectors in R3×3. In particular, one can then take the difference
of tangent vectors at different points of SO(3). In the following two lemmas below we will
require that the vector fields satisfy a Lipschitz condition (see (4.1)) with respect to the
Frobenius norm of the ambient space R3×3. Subsequently in the paper (Lemma 4.3), we
will show that the vector field associated to the interaction equation satisfies indeed this
Lipschitz property.
Lemma 4.1. Let X and Y be two time-dependent vector fields on Dε. Let Σ ⊂ Dε and
suppose that ΨX and ΨY are flow maps defined on Σ × [0, τ), for some τ > 0, generated
by (X,Σ) and (Y,Σ), respectively. Assume that X is bounded on Dε × [0, τ) and Lipschitz
continuous with respect to its first variable (uniformly with respect to t ∈ [0, τ)) on Dε×[0, τ),
i.e., there exists LX > 0 such that
‖X(R, t)−X(Q, t)‖F ≤ LX d(R,Q), for all (t, R,Q) ∈ [0, T ]×Dε ×Dε, (4.1)
where the difference X(R, ·)−X(Q, ·) is considered in the ambient space (R3×3, ‖ · ‖F ). Let
ΨtX and Ψ
t
Y be the flow maps corresponding to X and Y , respectively. Then, for all R0 ∈ Dε,
d(ΨtX(R0),Ψ
t
Y (R0)) ≤
eCεt − 1
Cε
‖X − Y ‖L∞(Dε×[0,τ)), for all t ∈ [0, τ),
where
Cε =
√
6
tan(pi/2− ε)
pi/2− ε ‖X‖L∞(Dε×[0,τ)) +
LX√
2
. (4.2)
Proof. We fix R0 ∈ Dε and estimate the distance d(ΨtX(R0),ΨtY (R0)) as follows.
d
dt
d(ΨtX(R0),Ψ
t
Y (R0))
= ∇dΨtY (R0)(Ψ
t
X(R0)) ·Xt(ΨtX(R0)) +∇dΨtX(R0)(Ψ
t
Y (R0)) · Yt(ΨtY (R0))
=
1
2
〈∇dΨtY (R0)(Ψ
t
X(R0)), Xt(Ψ
t
X(R0))〉F +
1
2
〈∇dΨtX(R0)(Ψ
t
Y (R0)), Yt(Ψ
t
Y (R0))〉F .
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In what follows, we will add and subtract
1
2
〈∇dΨtX(R0)(Ψ
t
Y (R0)), Xt(Ψ
t
X(R0))〉F and
1
2
〈∇dΨtX(R0)(Ψ
t
Y (R0)), Xt(Ψ
t
Y (R0))〉F
to the right-hand side above. The reason for this is as follows. Note that the two vectors in
the first inner product that we add and subtract, are tangent vectors to SO(3) at different
points. Hence, we used in this calculation the Frobenius inner product in the ambient space
(R3×3, ‖ · ‖F ). Therefore, one has
d
dt
d(ΨtX(R0),Ψ
t
Y (R0))
=
1
2
〈∇dΨtY (R0)(Ψ
t
X(R0)), Xt(Ψ
t
X(R0))〉F +
1
2
〈∇dΨtX(R0)(Ψ
t
Y (R0)), Xt(Ψ
t
X(R0))〉F︸ ︷︷ ︸
=:I1
−1
2
〈∇dΨtX(R0)(Ψ
t
Y (R0)), Xt(Ψ
t
X(R0))〉F +
1
2
〈∇dΨtX(R0)(Ψ
t
Y (R0)), Xt(Ψ
t
Y (R0))〉F︸ ︷︷ ︸
=:I2
−1
2
〈∇dΨtX(R0)(Ψ
t
Y (R0)), Xt(Ψ
t
Y (R0))〉F +
1
2
〈∇dΨtX(R0)(Ψ
t
Y (R0)), Yt(Ψ
t
Y (R0))〉F︸ ︷︷ ︸
=:I3
.
In the sequel, we estimate the terms Ii one by one.
• (Estimate of I3): By direct calculation, one has
I3 = 1
2
〈∇dΨtX(R0)(Ψ
t
Y (R0)), Yt(Ψ
t
Y (R0))−Xt(ΨtY (R0))〉F ≤ ‖X − Y ‖L∞(Dε×[0,τ)), (4.3)
where we used the Cauchy–Schwarz inequality and the fact that the gradient of the distance
has norm equal to 1; we also used (3) to relate the metric norm of SO(3) with the Frobenius
norm.
• (Estimate of I2): Similarly, one has
I2 = 1
2
〈∇dΨtX(R0)(Ψ
t
Y (R0)), Xt(Ψ
t
Y (R0))−Xt(ΨtX(R0))〉F
≤ 1√
2
‖Xt(ΨtY (R0))−Xt(ΨtX(R0))‖F
≤ LX√
2
d(ΨtX(R0),Ψ
t
Y (R0)), (4.4)
where for the last inequality we used the Lipschitz condition (4.1).
• (Estimate of I1): Recall that
I1 = 1
2
〈∇dΨtY (R0)(Ψ
t
X(R0)) +∇dΨtX(R0)(Ψ
t
Y (R0)), Xt(Ψ
t
X(R0))〉F .
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We denote by θ = d(ΨtX(R0),Ψ
t
Y (R0)) the geodesic distance on SO(3) between Ψ
t
X(R0)
and ΨtY (R0), and we set
R = ΨtX(R0) and Q = Ψ
t
Y (R0).
Then we use (3) to write:
I1 = − 1
2θ
〈logRQ+ logQR,Xt(R)〉F = −
1
4 sin θ
〈Q−RQTR+R−QRTQ,Xt(R)〉F . (4.5)
We use the commutativity of trace to find
‖Q−RQTR+R−QRTQ‖2F
= ‖R(RTQ−QTR) +Q(QTR−RTQ)‖2F = ‖(R−Q)(RTQ−QTR)‖
2
F
= tr[(R−Q)(RTQ−QTR)(RTQ−QTR)T (R−Q)T ]
= tr[(RTQ−QTR)(RTQ−QTR)T (R−Q)T (R−Q)]
= tr[(2I −RTQRTQ−QTRQTR)(R−Q)T (R−Q)]. (4.6)
The terms inside the trace can be factored as follows.
2I −RTQRTQ−QTRQTR
= 4I − (I +RTQRTQ)− (I +QTRQTR)
= 4I − (I −RTQ)(I −RTQ)− (I −QTR)(I −QTR)− 2RTQ− 2QTR
= 2(R−Q)T (R−Q) + (R−Q)TQRT (R−Q) + (R−Q)TRQT (R−Q)
= (R−Q)T (2I +RQT +QRT )(R−Q)
= (R−Q)T (R+Q)(R+Q)T (R−Q). (4.7)
Now, we combine (4.1) and (4.1) to obtain
‖Q−RQTR+R−QRTQ‖2F = tr[(R−Q)T (R+Q)(R+Q)T (R−Q)(R−Q)T (R−Q)]
≤ ‖R−Q‖4F · ‖R+Q‖2F ,
where for the inequality we used Lemma A.7.
On the other hand, we take a square root and use the fact that R,Q have Frobenius
norm
√
3 to get
‖Q−RQTR+R−QRTQ‖F ≤ 2
√
3‖R−Q‖2F = 16
√
3 sin2
θ
2
,
where for the second line we used (3). Then, we use the inequality above in (4.1) together
with the Cauchy-Schwartz to get:
I1 ≤ 1
4 sin θ
‖Q−RQTR+R−QRTQ‖F sup
R∈Dε
‖Xt(R)‖F
≤ 2
√
6 tan
θ
2
‖X‖L∞(Dε×[0,τ)). (4.8)
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Finally, we use
tan
θ
2
≤ tan(pi/2− ε)
pi/2− ε ·
θ
2
, for all θ ∈ [0, pi − 2ε),
and combine all the estimates (4.1), (4.1) and (4.1) to get
d
dt
d(ΨtX(R0),Ψ
t
Y (R0)) ≤
(√
6
tan(pi/2− ε)
pi/2− ε ‖X‖L∞(Dε×[0,τ)) +
LX√
2
)
d(ΨtX(R0),Ψ
t
Y (R0))
+ ||X − Y ||L∞(Dε×[0,τ)). (4.9)
Then, Gronwall’s lemma yields the desired estimate.
In the next lemma, we establish a Lipschitz property for flows of vector fields satisfying
(4.1).
Lemma 4.2. Let X be a time-dependent vector field on Dε. Let Σ ⊂ Dε and ΨX be the
flow map generated by (X,Σ) on [0, τ), for some τ > 0. Suppose X is bounded and satisfies
(4.1)) on Dε × [0, τ). Then,
d(ΨtX(R),Ψ
t
X(Q)) ≤ eCεtd(R,Q), for all R,Q ∈ Σ and t ∈ [0, τ),
with Cε given by (4.1).
Proof. Let R,Q ∈ Σ be fixed. Now, we estimate the distance d(ΨtX(R),ΨtX(Q)) as follows.
d
dt
d(ΨtX(R),Ψ
t
X(Q))
= ∇dΨtX(Q)(Ψ
t
X(R)) ·Xt(ΨtX(R)) +∇dΨtX(R)(Ψ
t
X(Q)) ·Xt(ΨtX(Q)).
(4.10)
By adding and subtracting ∇dΨtX(R)(ΨtX(Q)) · Xt(ΨtX(R)) to the right-hand side of (4.1),
we can proceed to estimate similar to I1 in Lemma 4.1 (in particular, see (4.1)), and obtain(
∇dΨtX(Q)(Ψ
t
X(R)) +∇dΨtX(R)(Ψ
t
X(Q))
)
·Xt(ΨtX(R))
≤ 2
√
6‖X‖L∞(Dε×[0,τ)) tan
(
d(ΨtX(R),Ψ
t
X(Q))
2
)
≤
√
6‖X‖L∞(Dε×[0,τ))
tan(pi/2− ε)
pi/2− ε d(Ψ
t
X(R),Ψ
t
X(Q)). (4.11)
For the remaining two terms, we use the Cauchy–Schwarz inequality and the Lipschitz
condition on X to get
∇dΨtX(R)(Ψ
t
X(Q)) · (Xt(ΨtX(Q))−Xt(ΨtX(R))) ≤
LX√
2
d(ΨtX(R),Ψ
t
X(Q)). (4.12)
Finally, in (4.1), we combine estimates (4.1) and (4.1) to find
d
dt
d(ΨtX(R),Ψ
t
X(Q)) ≤
(√
6‖X‖L∞(Dε×[0,τ))
tan(pi/2− ε)
pi/2− ε +
LX√
2
)
d(ΨtX(R),Ψ
t
X(Q)).
This yields the desired estimate.
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4.2 Well-posedness of solutions
We first check that the vector field (2) associated to equation (1) is bounded and satisfies
the Lipschitz condition (4.1).
Lemma 4.3. Let K satisfy (H) and let ρ ∈ C([0, T );P(Dε)). Then, the following assertions
hold:
i) The vector field v[ρ] given by (2) is bounded on Dε × [0, T ):
‖v[ρ]‖L∞(Dε×[0,T )) ≤ 2piCg′ .
ii) v[ρ] satisfies the Lipschitz condition (4.1): there exists L > 0 such that
‖v[ρ](R, t)− v[ρ](Q, t)‖F ≤ Ld(R,Q), for all (R,Q, t) ∈ Dε ×Dε × [0, T ),
where the Lipschitz constant L depends only on Cf , Lf , Cg′ and Lg′ .
Proof. (i) The boundedness of v[ρ] follows immediately from (2) and the assumption on K.
Indeed, for all (R, t) ∈ Dε × [0, T ),
|v[ρ](R, t)| ≤
∫
Dε
|2g′(d(R,Q)2) logRQ|dρt(Q) ≤ 2piCg′ ,
where we also used (2), the bound on g′ and that | logRQ| = d(R,Q) < pi for all R,Q ∈ Dε.
(ii) To show the Lipschitz condition, let R,Q ∈ Dε. By (2), one has
v[ρ](R, t)− v[ρ](Q, t) =
∫
Dε
(∇KU (R)−∇KU (Q)) dρt(U), (4.13)
where the difference of the tangent vectors at different points R and Q is taken in the
embedding space R3×3. For R,Q,U ∈ Dε, we use notation (3) and expression (3) (also
recall notation (3)) to find
∇d2U (R)−∇d2U (Q) = −2 logR U + 2 logQ U
= −f(θRU )(U −RUTR) + f(θQU )(U −QUTQ).
Again, we add and subtract f(θQU )(U − RUTR) to the above relation and compute the
resulting relation as
‖∇d2U (R)−∇d2U (Q)‖F
≤ |f(θQU )− f(θRU )|‖U −RUTR‖F + |f(θQU )|‖RUTR−QUTQ‖F
≤ 2
√
3Lf |θQU − θRU |+ 2
√
3Cf‖R−Q‖F , (4.14)
where we used the Lipschitz property and bound of f together with
‖U −RUTR‖F ≤ ‖U‖F + ‖RUTR‖F = 2
√
3,
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and
‖RUTR−QUTQ‖F = ‖RUT (R−Q) + (R−Q)UTQ‖F
≤ ‖RUT ‖F ‖R−Q‖F + ‖R−Q‖F ‖UTQ‖F
= 2
√
3‖R−Q‖F .
Then, from (4.2), using the triangle inequality |θQU − θRU | ≤ θRQ , and ‖R−Q‖F ≤
√
2 θRQ
(see (3)) one gets:
‖∇d2U (R)−∇d2U (Q)‖F ≤ 2
√
3(Lf + Cf
√
2) d(R,Q). (4.15)
Consider now an interaction potential in the form ((H)). For any U ∈ Dε, we get:
‖∇KU (R)−∇KU (Q)‖F = ‖g′(d(R,U)2)∇d2U (R)− g′(d(Q,U)2)∇d2U (Q)‖F
≤ |g′(θ2
RU
)− g′(θ2
QU
)|‖∇d2U (R)‖F + |g′(θ2QU )|‖∇d2U (R)−∇d2U (Q)‖F ,
by adding and subtracting g′(θ2
QU
)∇d2U (R) on the first line and then using triangle inequality.
Further, by using the bounds and Lipschitz constants of g′, the fact that |∇d2U (R)| = 2θRU ,
and (4.2), we obtain:
‖∇KU (R)−∇KU (Q)‖F ≤ 2Lg′ |θRU + θQU ||θRU − θQU |θRU + 2
√
3Cg′(Lf + Cf
√
2)d(R,Q)
≤ (4pi2Lg′ + 2
√
3Cg′(Lf + Cf
√
2)) d(R,Q), (4.16)
where for the last inequality we used |θRU − θQU | ≤ d(R,Q) by triangle inequality, and that
θRU , θQU < pi. Finally, we set
L := 4pi2Lg′ + 2
√
3Cg′(Lf + Cf
√
2),
and use (4.2) and (4.2) for all t ∈ [0, T ) to get
‖v[ρ](R, t)− v[ρ](Q, t)‖F ≤ Ld(R,Q)
∫
Dε
dρt(U) = Ld(R,Q),
where we also used that ρt is a probability measure on Dε.
Another step used to establish the well-posedness of solutions is the following lemma;
see [13, Lemma 3.15], and also [14, Theorem 4.1].
Lemma 4.4. Let K satisfy (H) and let ρ, σ ∈ C([0, T );P(Dε)). Then,
‖v[ρ]− v[σ]‖L∞([0,T )×Dε) ≤ ΛW1(ρ, σ),
where Λ is a constant that depends only on Cf , Lf , Cg′ and Lg′ .
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Proof. Take R,Q,U ∈ Dε. By (3), one has:
∇d2Q(R)−∇d2U (R) = −2 logRQ+ 2 logR U
= −f(θRQ)(Q−RQTR) + f(θRU )(U −RUTR).
Add and subtract f(θRU )(Q−RQTR) to the above, to estimate:
‖∇d2Q(R)−∇d2U (R)‖F
≤ |f(θRU )− f(θRQ)|‖Q−RQTR‖F + |f(θRU )|‖U −RUTR−Q+RQTR‖F . (4.17)
For the second term in the right-hand-side, we use triangle inequality to get
‖U −RUTR−Q+RQTR‖F ≤ ‖U −Q‖F + ‖R(Q− U)TR‖F = 2‖U −Q‖F .
Then, from (4.2), using the Lipschitz property and bound of f , triangle inequality and the
fact that a rotation matrix has Frobenius norm
√
3 we find:
‖∇d2Q(R)−∇d2U (R)‖F ≤ 2
√
3Lf |θRU − θRQ |+ 2Cf (ε)‖U −Q‖F
≤ (2
√
3Lf + 2
√
2Cf ) θQU , (4.18)
where for the second inequality we also used |θRU − θRQ | ≤ θQU by triangle inequality, and
(3). For an interaction potential in the form ((H)), we compute:
‖∇KQ(R)−∇KU (R)‖F = ‖g′(d(R,Q)2)∇d2Q(R)− g′(d(R,U)2)∇d2U (R)‖F
≤ |g′(θ2
RQ
)− g′(θ2
RU
)|‖∇d2Q(R)‖F + |g′(θ2RU )|‖∇d2Q(R)−∇d2U (R)‖F ,
where we added and subtracted g′(θ2
RU
)∇d2Q(R) on the first line and used triangle inequality.
Then, using (5.2), the bound and Lipschitz constant of g′, and |∇d2Q(R)| = 2θRQ , we find:
‖∇KQ(R)−∇KU (R)‖F
≤ 2Lg′ |θRQ + θRU ||θRQ − θRU |θRQ + 2Cg′(
√
3Lf +
√
2Cf )d(Q,U)
≤ (4pi2Lg′ + 2Cg′(
√
3Lf +
√
2Cf ))d(Q,U), (4.19)
where for the second inequality we used |θRQ − θRU | ≤ d(Q,U) by triangle inequality, and
that θRQ , θRU < pi.
Now, for (R, t) ∈ Dε × [0, T ) arbitrary fixed, take pit ∈ Π(ρt, σt) to be an optimal
transport plan between ρt and σt, and estimate:
|v[ρ](R, t)− v[σ](R, t)| =
∣∣∣∣∫Dε ∇KQ(R) dρt(Q)−
∫
Dε
∇KU (R) dσt(U)
∣∣∣∣
=
∣∣∣∣ x
Dε×Dε
∇KQ(R) dpit(Q,U)−
x
Dε×Dε
∇KU (R) dpit(Q,U)
∣∣∣∣
≤
x
Dε×Dε
|∇KQ(R)−∇KU (R)|dpit(Q,U).
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Then, using (4.2) and (3), we find:
|v[ρ](R, t)− v[σ](R, t)| ≤ Λ
x
Dε×Dε
d(Q,U) dpit(Q,U) = ΛW1(ρt, σt) ≤ ΛW1(ρ, σ), (4.20)
where
Λ :=
1√
2
(
4pi2Lg′ + 2Cg′(
√
3Lf +
√
2Cf )
)
.
We take the supremum in (R, t) ∈ Dε × [0, T ) on the left-hand side of (4.2) to derive the
desired result.
Remark 4.5. It is important to note that the upper bound on ‖v[ρ]‖L∞(Dε×[0,T )) and the
Lipschitz constant of v[ρ] in Lemma 4.3, as well as the Lipschitz constant Λ in Lemma 4.4,
do not depend on the densities ρ and σ. This is a key observation used in the proofs of the
local and global well-posedness of solutions.
We now present the local well-posedness of solutions to model (1) on SO(3), which is the
main result of this section. The structure of the proof is based on the fixed-point argument
used by Canizo et al. [13] to prove the analogous result in the Euclidean case.
Theorem 4.6 (Well-posedness on SO(3)). Suppose that K satisfies (H) and let ρ0 ∈ P(Dε).
Then, there exist T > 0 and a unique weak solution in C([0, T );P(Dε)) to the aggregation
model (1) starting from ρ0.
Proof. Relevant for this proof are Theorem A.2 and Lemma A.4 presented in Appendix. Fix
a curve σ(t) in P(Dε). By Lemma A.4, the interaction velocity field v[σ] is locally Lipschitz
and hence it defines a local flow on Dε. The maximal time of existence for this flow map
does not depend on σ, as noted in Remark A.5. Consequently, there exists a maximal time
τ > 0 such that the map Γ, given by
Γ(σ)(t) = Ψtv[σ]#ρ0, for all σ ∈ C([0, τ);P(Dε)) and t ∈ [0, τ),
is well-defined, where Ψv[σ] is the unique flow map generated by (v[σ], supp(ρ0)) and defined
on supp(ρ0) × [0, τ). The goal is to show that Γ is a map from C([0, τ);P(Dε)) into itself
and that it has a unique fixed point.
Fix σ ∈ C([0, τ);P(Dε)). By Theorem A.2 we have Ψtv[σ](x) ∈ Dε for all x ∈ supp(ρ0)
and t ∈ [0, τ). Hence Γ(σ)(t) is supported in Dε and moreover, by conservation of mass,
Γ(σ)(t) is a probability measure on Dε for all t ∈ [0, τ). Since the map t → Γ(σ)(t) is
continuous (see Lemmas 4.3 and 2.3(ii)), we conclude that Γ maps (C([0, τ);P(Dε)),W1)
into itself.
Next we show that Γ is a contraction provided we restrict the final time T ≤ τ as follows.
Let ρ, σ ∈ C([0, τ);P(Dε)). Then, for all t ∈ [0, τ),
W1(Ψ
t
v[ρ]#ρ0,Ψ
t
v[σ]#ρ0) ≤ sup
x∈supp(ρ0)
d(Ψtv[ρ](x),Ψ
t
v[σ](x))
≤ α(t)‖v[ρ]− v[σ]‖L∞([0,τ)×Dε)
≤ α(t)ΛW1(ρ, σ), (4.21)
18
where for the first inequality we used Lemma 2.3(i), for the second inequality we used
Lemmas 4.3 and 4.1 with
α(t) =
e
(
2
√
6pi
tan(pi/2−ε)
pi/2−ε Cg′+
L√
2
)
t − 1
2
√
6pi tan(pi/2−ε)pi/2−ε Cg′ +
L√
2
,
and for the last inequality we used Lemma 4.4. Note that α(t) is increasing in t and
limt→0 α(t) = 0. Hence, since Λ is independent of t, one can choose T ≤ τ small enough
such that
α(t)Λ < α(T )Λ < C, for all t ∈ [0, T ),
for some constant C < 1.
By restricting T according to inequality above, and by taking the supremum over [0, T )
in (4.2) we infer that:
W1(Γ(ρ),Γ(σ)) ≤ CW1(ρ, σ).
Since C < 1, this shows that the restriction of Γ to (C([0, T );P(Dε)),W1) is a contraction.
Consequently, Γ has a unique fixed point ρ ∈ C([0, T );P(Dε)), i.e.,
ρt = Ψ
t
v[ρ]#ρ0, for all t ∈ [0, T ),
which is the desired weak solution of model (1).
Remark 4.7. The solution established in Theorem 4.6 can be extended in time as long as
its support remains within the set Dε. For purely attractive interaction potentials (g′ ≥ 0),
we show in Proposition 5.1 below that Dε is an invariant set for the dynamics and hence,
the well-posedness of solutions holds globally in time, i.e., T =∞.
4.3 Particle solutions
The theory established in Section 4.2 can be applied to particle solutions of model (1).
Specifically, we take a positive integer N and consider a collection of masses mi ∈ (0, 1)
and rotation matrices R0i ∈ Dε, i = 1, . . . , N . The total mass of the particles is 1, that
is,
∑N
i=1mi = 1. We introduce the empirical measure associated to this set of masses and
points:
ρN0 =
N∑
i=1
miδR0i
, (4.22)
and denote by ρN the solution to model (1) on the interval [0, T ) (as established by Theorem
4.6) starting from ρN0 .
It is a standard fact [13] that the solution ρN is the empirical measure associated to
masses mi and trajectories Ri(t), i = 1, . . . , N , i.e.,
ρNt =
N∑
i=1
miδRi(t), for all t ∈ [0, T ), (4.23)
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where the (unique) collection of trajectories Ri : [0, T )→ Dε satisfies, for all i ∈ {1, . . . , N}
and t ∈ [0, T ), {
R˙i(t) = v[ρ
N ](Ri(t), t),
Ri(0) = R
0
i .
(4.24)
An important result in applications is the approximation of a continuum measure by
empirical measures, referred to as the mean-field approximation. We investigate this ap-
proximation below. First, we derive a stability result, analogous to [13, Theorem 3.16].
Theorem 4.8 (Stability). Let K be an interaction potential that satisfies (H). Consider
two initial densities ρ0, σ0 ∈ P(Dε), and let ρ and σ be weak solutions to (1) defined on
[0, T ) starting from ρ0 and σ0, respectively. Then, there exist T ∗ ∈ (0, T ) and an increasing,
bounded function r(ε, ·) with r(ε, 0) = 1 such that
W1(ρt, σt) ≤ r(ε, t)W1(ρ0, σ0), for all t ∈ [0, T ∗).
Proof. We set Σ = supp(ρ0)∪supp(σ0). Then, by Theorem A.2 and Lemma A.4, there exist
unique maximal flow maps Ψ˜v[ρ] and Ψ˜v[σ] generated by (v[ρ],Σ) and (v[σ],Σ), respectively.
Denote by τρ > 0 and τσ > 0 the respective maximal times of existence, and set T ∗ =
min(τρ, τσ, T ). We use triangle inequality to bound, for any t ∈ [0, T ∗),
W1(ρt, σt) = W1(Ψ˜
t
v[ρ]#ρ0, Ψ˜
t
v[σ]#σ0)
≤W1(Ψ˜tv[ρ]#ρ0, Ψ˜tv[σ]#ρ0) +W1(Ψ˜tv[σ]#ρ0, Ψ˜tv[σ]#σ0).
(4.25)
W apply Lemma 4.2 for X = v[σ], which is bounded and Lipschitz continuous with respect
to its first variable by Lemma 4.3. Infer that the map Ψ˜tv[σ] is Lipschitz continuous on Dε
with Lipschitz constant eCε[σ]t, where we use notation Cε[σ] for the constant in (4.1) with
X = v[σ] and τ = T ∗. Then use Lemma 2.3(i) and Lemma 2.3(iii)) to bound above the first
and second terms in the right-hand side of (4.3), respectively:
W1(Ψ˜
t
v[ρ]#ρ0,Ψ˜
t
v[σ]#ρ0) +W1(Ψ˜
t
v[σ]#ρ0, Ψ˜
t
v[σ]#σ0)
≤ sup
R∈supp(ρ0)
d(Ψ˜tv[ρ](R), Ψ˜
t
v[σ](R)) + e
Cε[σ]tW1(ρ0, σ0). (4.26)
We further bound the first term in the right-hand-side of (4.3) as follows. Using the estimate
(4.1) for the vector fields v[ρ] and v[σ], we integrate it with an integrating factor to find
d(Ψ˜tv[ρ](R), Ψ˜
t
v[σ](R)) ≤
∫ t
0
eCε[σ](t−s)‖v[ρ](·, s)− v[σ](·, s)‖L∞(Dε) ds
≤ Λ
∫ t
0
eCε[σ](t−s)W1(ρs, σs) ds, (4.27)
for all R ∈ supp(ρ0) fixed, where for the second inequality we used (4.2). Then, we combine
(4.3), (4.3) and (4.3) and multiply the resulting relation by e−Cε[σ]t to obtain
e−Cε[σ]tW1(ρt, σt) ≤ Λ
∫ t
0
e−Cε[σ]sW1(ρs, σs) ds+W1(ρ0, σ0).
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Gronwall’s lemma yields
e−Cε[σ]tW1(ρt, σt) ≤ eΛtW1(ρ0, σ0).
As a last step, we use the expression for Cε[σ] and the upper bound for ‖v[σ]‖L∞ from
Lemma 4.3, to reach the desired inequality by setting:
r(ε, t) := e
(
Λ+2
√
6pi
tan(pi/2−ε)
pi/2−ε Cg′+
L√
2
)
t
. (4.28)
The mean-field limit is given by the following theorem.
Theorem 4.9 (Mean-field limit). Let K be an interaction potential that satisfies (H).
Consider an initial density ρ0 ∈ P(Dε) and let (ρN0 )N∈N ⊂ P(Dε) be of the form (4.3), such
that
W1(ρ
N
0 , ρ0)→ 0, as N →∞.
Suppose that there exists T > 0 such that ρ and ρN are the unique weak solutions to model
(1) on [0, T ), starting from ρ0 and ρN0 , respectively, for all N ∈ N (see also (4.3)). Then,
there exists T ∗ ∈ (0, T ) such that
sup
t∈[0,T ∗)
W1(ρ
N
t , ρt)→ 0, as N →∞.
Proof. We will use Theorem 4.8 for ρNt and ρt. Note that the function r identified in (4.3)
does not depend on the choice of the two densities. Therefore, by Theorem 4.8, we infer
that there exists a strictly increasing, bounded function r(ε, ·) : [0, T ∗)→ [0,∞) such that
W1(ρ
N
t , ρt) ≤ r(ε, t)W1(ρN0 , ρ0), for all t ∈ [0, T ∗) and N ∈ N.
The function r(ε, ·) is bounded on [0, T ∗) and denote by Cr(ε, T ∗) > 0 such a bound. Then
we get:
sup
t∈[0,T ∗)
W1(ρ
N
t , ρt) ≤ Cr(ε, T ∗)W1(ρN0 , ρ0)→ 0, as N →∞,
which concludes the proof.
5 Global well-posedness and asymptotic behaviour
In this section, we establish the global well-posedness of solutions and investigate the for-
mation of asymptotic consensus, when the interaction potential is purely attractive, i.e.,
g′ ≥ 0.
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5.1 Invariant sets and global well-posedness
We will show below that for attractive potentials, any closed disk in Dε is an invariant set
for the dynamics and hence, the well-posedness from Theorem 4.6 can be extended globally
in time.
Proposition 5.1 (Global well-posedness in continuum model). Let K satisfy (H) with
g′ ≥ 0, and suppose the initial datum ρ0 ∈ P(Dε) satisfies
supp(ρ0) ⊂ Dr for some r < pi/2− ε.
Then, there exists a unique global weak solution to (1) in C([0,∞);P(Dε)) that starts from
ρ0; moreover, supp(ρt) ⊂ Dr for all t ∈ [0,∞).
Proof. We resort to the global version of the Cauchy-Lipschitz theorem included in the
Appendix; see Theorem A.3 and specifically, Lemma A.6 for how the theorem applies to the
interaction velocity field. Abusing the notation, denote by P(Dr) the set of Borel probability
measures on Dε that are supported in Dr.
Consider the map
Γ(σ)(t) = Ψtv[σ]#ρ0, for all σ ∈ C([0,∞);P(Dr)) and t ∈ [0,∞),
where Ψtv[σ] is the unique global flow map generated by (v[σ], supp(ρ0)). By Lemma A.6 this
map is indeed defined for all t ≥ 0. Also, by Theorem A.3, Ψtv[σ](R) ∈ Dr for all R ∈ supp ρ0
and t ≥ 0, which implies that Γ(σ)(t) is compactly supported in Dr for all t ≥ 0.
Following the argument in the proof of Theorem 4.6, we get that Γ is a map from
(C([0,∞);P(Dr)),W1) into itself. One also can infer the existence of a time T > 0 such
that the restriction of Γ to (C([0, T );P(Dr)),W1) is a contraction. Then, by the same
fixed-point theorem procedure, there exists a unique ρ ∈ C([0, T );P(Dr)) such that
ρt = Ψ
t
v[ρ]#ρ0, for all t ∈ [0, T ).
We note that by the proof of Theorem 4.6, the time T is independent of ρ0. Therefore, one
can restart the procedure at time T and then iteratively patch solutions through time to get
the existence of a unique weak solution in C([0,∞);P(Dr)).
Proposition 5.1 has an immediate analogue for the discrete model (4.3):
Proposition 5.2 (Global well-posedness in discrete model). Let K satisfy (H) with g′ ≥ 0.
Take a positive integer N and consider a collection of masses mi ∈ (0, 1) with total mass 1,
and rotation matrices R0i ∈ Dr for some r < pi/2−ε, i = 1, . . . , N . Then, there exist unique
trajectories Ri(t), i = 1, . . . , N satisfying Ri(t) ∈ Dr and
R˙i = −
N∑
j=1
mj∇KRj (Ri), t > 0,
Ri(0) = R
0
i ,
(5.1)
for all i ∈ {1, . . . , N} and t ∈ [0,∞).
Proof. The global well-posedness follows from Theorem A.3 and the fact that
logQ I · ∇KV (Q) ≤ 0, for all Q ∈ Dε \Dr and V ∈ Dr;
see the proof of Lemma A.6.
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5.2 Asymptotic consensus in the continuum model
We define the following energy functional:
E[ρ] =
1
2
∫
Dε
∫
Dε
K(R,Q) dρ(R) dρ(Q), for all ρ ∈ P(Dε). (5.2)
Model (1) is a gradient flow with respect to this energy [29]. For a fixed weak solution ρ to (1),
we denote E(t) := E[ρ(t)] and v(R, t) := v[ρ](R, t), where v[ρ] is the interaction velocity
field given by (2). We present first some simple considerations regarding the asymptotic
behaviour of E(t) and its derivatives.
Lemma 5.3. Consider an interaction potential K that satsifies (H) with g′ ≥ 0 and g′
continuously differentiable on [0, 4r2]. Suppose the initial datum ρ0 ∈ P(Dε) satisfies
supp(ρ0) ⊂ Dr for some r < pi/2− ε,
and let ρ ∈ C([0,∞);P(Dε)) be a global weak solution to (1) with the initial datum ρ0. Then,
one has
∃ E∞ := lim
t→∞E(t) and sup0≤t<∞
|E¨(t)| <∞.
Proof. (i) We denote by Ψv the global flow map generated by v[ρ] on supp(ρ0). Then the
derivative E′(t) can be calculated by the push-forward formulation of ρ, the chain rule and
the symmetry of K, as follows:
d
dt
E(t) =
1
2
d
dt
∫
Dε
∫
Dε
K(Ψtv(R),Ψ
t
v(Q)) dρ0(R) dρ0(Q)
=
∫
Dε
∇K ∗ ρt(Ψtv(R)) · v(Ψtv(R), t) dρ0(R)
= −
∫
Dε
|v(Ψtv(R), t)|2 dρ0(R)
= −
∫
Dε
|v(R, t)|2 dρt(R) ≤ 0.
(5.3)
Note that by Lemma 4.3, E˙(t) is bounded, and the map t 7→ E(t) is bounded below (as
supp(ρt) ⊂ Dr and K is bounded on compact sets). Moreover by (5.2) t 7→ E(t) is nonin-
creasing. Hence we have the first assertion.
(ii) For the second assertion, we use (5.2) to calculate E¨(t):
E¨(t) = − d
dt
∫
Dε
|v(Ψtv(R), t)|2 dρ0(R) = −2
∫
Dε
d
dt
v(Ψtv(R), t) · v(Ψtv(R), t) dρ0(R). (5.4)
Next, the time derivative in the integrand of (5.2) can be computed using the definition of
v along with the push-forward formulation:
d
dt
v(Ψtv(R), t) = −
∫
Dε
d
dt
∇KΨtv(Q)(Ψtv(R)) dρ0(Q). (5.5)
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To show that E¨ is bounded, it is enough to show that the expression in (5.2) is bounded
(note that v is bounded by Lemma 4.3). This can be shown by applying the product and
chain rules to compute the integrand in (5.2). The calculation leads to terms involving
g′(d(R,Q)2), g′′(d(R,Q)2), as well as derivatives involving the distance function, specifically
∇d2Q(R), Hess d2Q(R) and d logR(Q). The former is bounded on Dr ×Dr by the assumption
on g. The latter is also bounded, as the map (R,Q) 7→ d2Q(R) is smooth on the compact
(and geodesically convex) set Dr × Dr. We conclude from these considerations that E¨ is
bounded on [0,∞).
We use the result above and Barbalat’s lemma to prove the following proposition.
Proposition 5.4. Let K satisfy (H), with g′ ≥ 0 and g′ continuously differentiable on
[0, 4r2], and suppose the initial datum ρ0 ∈ P(Dε) satisfies
supp(ρ0) ⊂ Dr, with r < pi/2− ε.
Let ρ ∈ C([0,∞),P(Dε)) be the global weak solution to (1) with the initial datum ρ0. Then,
one has
lim
t→∞
∫
Dε
|v(R, t)|2 dρt(R) = 0.
Proof. By Lemma 5.3 we know that E(t) has a finite limit as t→∞ and E¨(t) is bounded on
[0,∞). By Barbalat’s lemma [8] we then conclude that E˙(t)→ 0 as t→∞. The conclusion
now follows from the expression of E˙(t) given by (5.2).
For future reference we also list the following immediate corollary.
Corollary 5.5. With the assumptions and notations of Proposition 5.4, one has
lim
t→∞
∫
Dε
‖v(R, t)‖
F
dρt(R) = 0.
Proof. We use the relation ‖v(R, t)‖F =
√
2 |v(R, t)| and the Cauchy-Schwarz inequality to
get ∫
Dε
‖v(R, t)‖F dρt(R) ≤
(∫
Dε
‖v(R, t)‖2F dρt(R)
)1/2
· |Dε|1/2
=
√
2
(∫
Dε
|v(R, t)|2 dρt(R)
)1/2
· |Dε|1/2. (5.6)
Then, by Proposition 5.4, the right-hand-side of (5.2) tends to zero as t→∞, and we obtain
the desired result.
We now focus the attention on the asymptotic behaviour of solutions to the continuum
model. By (2), (2) and (3), we express the vector field v as
v(R, t) = 2
∫
Dε
g′(d(R,Q)2) logRQdρt(Q)
=
∫
Dε
d(R,Q)
sin d(R,Q)
g′(d(R,Q)2)(Q−RQTR) dρt(Q). (5.7)
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We make the following notation:
h(s) :=

s
sin s
g′(s2), for s > 0,
g′(0), for s = 0.
(5.8)
Note that h has the same sign as g′, which is assumed to be non-negative. Using this
notation we rewrite v as
v(R, t) =
∫
Dε
h(d(R,Q))(Q−RQTR) dρt(Q), for all (R, t) ∈ Dε × [0,∞).
We also set
C(R, t) :=
∫
Dε
h(d(R,Q))Qdρt(Q), (5.9)
and express v from (5.2) as:
v(R, t) = C(R, t)−RC(R, t)TR. (5.10)
In this section, we will make the following assumptions on the function h:
For any a > 0 there exists 0 < b < a, such that h(b) > 0, (5.11)
and
h is non-decreasing, i.e., h(s2) ≥ h(s1) for all s2 ≥ s1. (5.12)
Remark 5.6. In terms of the interaction function g, conditions (5.2) and (5.2) are satisfied
provided one can find an arbitrarily small s > 0 such that g′(s) > 0, and g′ is non-decreasing.
These properties are satisfied by a wide range of interaction potentials, including power-law
potentials, see the examples discussed at the end of this section.
For simplicity, we will omit from the calculations below the dependence on t of C, and
we will reinstate it back when necessary.
Lemma 5.7. Let ρt ∈ P(Dε) be fixed and assume h satisfies (5.2). Then C defined by (5.2)
(with dependence on t omitted) satisfies
tr
(
C(R1)R
T
2 + C(R2)R
T
1
) ≥ tr (C(R1)RT1 + C(R2)RT2 ) for all R1, R2 ∈ Dε.
Proof. By definition (5.2) of C, we have
C(R1)R
T
2 + C(R2)R
T
1 − C(R1)RT1 − C(R2)RT2
=
∫
Dε
(
h(d(R1, Q))Q(R
T
2 −RT1 )− h(d(R2, Q))Q(RT2 −RT1 )
)
dρt(Q)
=
∫
Dε
(h(d(R1, Q))− h(d(R2, Q)))(QRT2 −QRT1 ) dρt(Q).
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From this calculation, we derive
tr
(
C(R1)R
T
2 + C(R2)R
T
1 − C(R1)RT1 − C(R2)RT2
)
=
∫
Dε
(h(d(R1, Q))− h(d(R2, Q)))
(
tr(QRT2 )− tr(QRT1 )
)
dρt(Q).
(5.13)
By (5.2) and since d(R,Q) is a decreasing function of tr(RTQ) (see (3)), one has
(h(d(R1, Q))− h(d(R2, Q)))(tr(QRT2 )− tr(QRT1 )) ≥ 0.
The conclusion now follows from this observation and (5.2).
Lemma 5.8. Let ρt ∈ P(Dε) be fixed and assume h satisfies (5.2). Then C defined by (5.2)
(with dependence on t omitted) satisfies
tr
(
C(R1)R
T
1 (R1 −R2)(R1 −R2)T + C(R2)RT2 (R1 −R2)(R1 −R2)T
)
≤
√
3
(‖C(R1)−R1C(R1)TR1‖F + ‖C(R2)−R2C(R2)TR2‖F ) . (5.14)
Proof. By simple manipulations, we have
C(R1)R
T
2 + C(R2)R
T
1 − C(R1)RT1 − C(R2)RT2
= (C(R1)R
T
2 − C(R1)RT1 R2RT1 ) + (C(R2)RT1 − C(R2)RT2 R1RT2 )
− C(R1)RT1 (I −R2RT1 )− C(R2)RT2 (I −R1RT2 ),
(5.15)
and on the other hand, the same left-hand-side can be rewritten as:
C(R1)R
T
2 + C(R2)R
T
1 − C(R1)RT1 − C(R2)RT2
= −C(R1)RT1 (I −R1RT2 )− C(R2)RT2 (I −R2RT1 ).
(5.16)
Finally, we combine (5.2) - (5.2) and apply trace, and also use Lemma 5.7 to find
0 ≤ 2tr(C(R1)RT2 + C(R2)RT1 − C(R1)RT1 − C(R2)RT2 )
= tr
(
(C(R1)R
T
2 − C(R1)RT1 R2RT1 ) + (C(R2)RT1 − C(R2)RT2 R1RT2 )
)
− tr(C(R1)RT1 (2I −R1RT2 −R2RT1 ) + C(R2)RT2 (2I −R1RT2 −R2RT1 )).
(5.17)
By properties of the trace and by Hölder inequality, we have
tr
(
C(R1)R
T
2 − C(R1)RT1 R2RT1
)
= tr
(
C(R1)R
T
2 −R1RT2 R1C(R1)T
)
= tr
(
(C(R1)−R1C(R1)TR1)RT2
)
≤ ‖C(R1)−R1C(R1)TR1‖F ‖R2‖F ,
(5.18)
and similarly, one has
tr
(
C(R2)R
T
1 − C(R2)RT2 R1RT2
)
= tr
(
C(R2)R
T
1 −R2RT1 R2C(R2)T
)
= tr
(
(C(R2)−R2C(R2)TR2)RT1
)
≤ ‖C(R2)−R2C(R2)TR2‖F ‖R1‖F .
(5.19)
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Now, combining (5.2), (5.2) and (5.2) we find:
tr
(
C(R1)R
T
1 (2I −R1RT2 −R2RT1 ) + C(R2)RT2 (2I −R1RT2 −R2RT1 )
)
≤ ‖C(R1)−R1C(R1)TR1‖F ‖R2‖F + ‖C(R2)−R2C(R2)TR2‖F ‖R1‖F .
By factoring out the left-hand-side above, one can then get (5.8), also using that a rotation
matrix has Frobenius norm
√
3.
Proposition 5.9. Let K satisfy (H) and r < pi/4. Suppose that g′ ≥ 0 and g′ is continu-
ously differentiable on [0, 4r2]. Also assume that h satisfies (5.2) and (5.2) (see also Remark
5.6). Let ρ0 ∈ P(Dε) be such that supp(ρ0) ⊂ Dr, and ρ ∈ C([0,∞);P(Dε)) be the global
weak solution to (1) starting from ρ0 from Proposition 5.1. Then, for a fixed δ > 0 satisfying
h(δ) > 0, one has
lim
t→∞
x
d(R1,R2)>2δ
dρt(R1) dρt(R2) = 0. (5.20)
Proof. Fix δ > 0 such that h(δ) > 0; note that by assumption (5.2), δ can be arbitrarily
small. Note that by Proposition 5.1, supp(ρt) ⊂ Dr, and in particular the diameter of
supp(ρt) is less than pi/2. From now on, we reinstate the dependence on t of C(·, t). We use
Lemma A.8 from Appendix to estimate
tr
(
C(R1, t)R
T
1 (R1 −R2)(R1 −R2)T
)
=
∫
Dε
h(R1, Q)tr
(
QRT1 (R1 −R2)(R1 −R2)T
)
dρt(Q)
≥
∫
Dε
h(R1, Q) cos(d(Q,R1))‖R1 −R2‖2F dρt(Q)
≥ ‖R1 −R2‖2F
∫
Dε\Bδ(R1)
h(R1, Q) cos(d(Q,R1)) dρt(Q),
(5.21)
for R1 ∈ supp(ρt). Here in the last inequality we used that h(R1, Q) and cos(d(Q,R1)) are
nonnegative. By assumption (5.2),
h(R1, Q) ≥ h(δ) for all Q ∈ Dε \Bδ(R1).
Using this fact together with d(R,Q) ≤ 2r for all R,Q ∈ supp(ρt), we infer from (5.2) that
tr
(
C(R1, t)R
T
1 (R1 −R2)(R1 −R2)T
)
≥ ‖R1 −R2‖2F
∫
Dε\Bδ(R1)
h(δ) cos (2r) dρt(Q)
= cos(2r)h(δ)‖R1 −R2‖2F
∫
Dε\Bδ(R1)
dρt(Q)
= cos(2r)h(δ)‖R1 −R2‖2F (1− ρt(Bδ(R1))).
(5.22)
A similar estimate can be derived with R1 and R2 interchanged. Then, we combine (5.2)
(and its analogue with R1 ↔ R2) and (5.8) to derive
cos(2r)h(δ)‖R1 −R2‖2F (2− ρt(Bδ(R1))− ρt(Bδ(R2)))
≤ tr(C(R1, t)RT1 (R1 −R2)(R1 −R2)T + C(R2, t)RT2 (R1 −R2)(R1 −R2)T )
≤
√
3
(‖C(R1, t)−R1C(R1, t)TR1‖F + ‖C(R2, t)−R2C(R2, t)TR2‖F ) .
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We integrate the above relation with respect to R1 and R2 to find
cos(2r)h(δ)
∫
Dε
∫
Dε
‖R1 −R2‖2F (2− ρt(Bδ(R1))− ρt(Bδ(R2))) dρt(R1) dρt(R2)
≤
√
3
∫
Dε
∫
Dε
(
‖C(R1, t)−R1C(R1, t)TR1‖F
+ ‖C(R2, t)−R2C(R2, t)TR2‖F
)
dρt(R1) dρt(R2)
= 2
√
3
∫
Dε
‖C(R, t)−RC(R, t)TR‖F dρt(R)
= 2
√
3
∫
Dε
‖v(R, t)‖F dρt(R),
(5.23)
where for the last equal sign we used (5.2).
For rotation matrices R1, R2 such that
d(R1, R2) > 2δ, Bδ(R1) ∩Bδ(R2) = φ,
one has
2− ρt(Bδ(R1))− ρt(Bδ(R2)) = 2− ρt(Bδ(R1) ∪Bδ(R2)) ≥ 1.
Then the left-hand-side in (5.2) can be estimated below as:
cos(2r)h(δ)
∫
Dε
∫
Dε
‖R1 −R2‖2F (2− ρt(Bδ(R1))− ρt(Bδ(R2))) dρt(R1) dρt(R2)
≥ cos(2r)h(δ)
x
d(R1,R2)>2δ
‖R1 −R2‖2F (2− ρt(Bδ(R1))− ρt(Bδ(R2))) dρt(R1) dρt(R2)
≥ cos(2r)h(δ)
x
d(R1,R2)>2δ
‖R1 −R2‖2F dρt(R1) dρt(R2). (5.24)
We combine (5.2) and (5.2) to get
x
d(R1,R2)>2δ
‖R1 −R2‖2F dρt(R1) dρt(R2) ≤
2
√
3
cos(2r)h(δ)
∫
Dε
‖v(R, t)‖F dρt(R). (5.25)
By (3), we write
‖R1 −R2‖2F = 4− 4 cos(d(R1, R2)),
and use this to estimate furtherx
d(R1,R2)>2δ
‖R1 −R2‖2F dρt(R1) dρt(R2)
≥
x
d(R1,R2)>2δ
(4− 4 cos(2δ)) dρt(R1) dρt(R2) = 8 sin2(δ)
x
d(R1,R2)>2δ
dρt(R1) dρt(R2).
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Finally, we combine this and (5.2) to find
0 ≤
x
d(R1,R2)>2δ
dρt(R1) dρt(R2) ≤
√
3
4 cos(2r) sin2(δ)h(δ)
∫
Dε
‖v(R, t)‖F dρt(R).
The conclusion now follows from Corollary 5.5.
Now, we are ready to prove the main result of this section.
Theorem 5.10 (Asymptotic consensus in the continuum model). Let K satisfy (H) and
r < pi/4− ε. Suppose:
i) g′ ≥ 0 and g′ is continuously differentiable on [0, 4r2],
ii) h satisfies (5.2) and (5.2),
iii) ρ0 ∈ P(Dε) satisfies supp(ρ0) ⊂ Dr.
Consider ρ ∈ C([0,∞);P(Dε)) the global weak solution to (1) starting from ρ0, as provided
by Proposition 5.1. Then, there exists P ∈ Dr such that W1(ρt, δP )→ 0 as t→∞.
Proof. By Proposition 5.1, we have
supp(ρt) ⊂ Dr for all t ∈ [0,∞)
and hence, from Prokhorov’s theorem we infer the existence of ρ∞ ∈ P(Dε) such that
supp(ρ∞) ⊂ Dr and (ρt)t≥0 converges narrowly to ρ∞. As the rotation group is compact,
we further get W1(ρt, ρ∞) → 0 as t → ∞. We also note that the sequence of product
measures (ρt ⊗ ρt)t≥0 converges narrowly to ρ∞ ⊗ ρ∞.
Suppose by contradiction that there exist Q1, Q2 ∈ supp(ρ∞) with Q1 6= Q2. By as-
sumption (5.2) on h, there exists 0 < δ¯ < d(Q1, Q2)/4 such that h(δ¯) > 0. Note that
Bδ¯(Q1) ∩ Bδ¯(Q2) = ∅ and hence, (ρ∞ ⊗ ρ∞)(Bδ¯(Q1) × Bδ¯(Q2)) > 0. Also, for any
R1 ∈ Bδ¯(Q1) and R2 ∈ Bδ¯(Q2), by triangle inequality one has:
d(R1, R2) ≥ d(Q1, Q2)− d(Q1, R1)− d(Q2, R2) > 4δ¯ − δ¯ − δ¯ = 2δ¯.
Then, by narrow convergence of ρt ⊗ ρt we have:
lim
t→∞
x
d(R1,R2)>2δ¯
dρt(R1) dρt(R2) =
x
d(R1,R2)>2δ¯
dρ∞(R1) dρ∞(R2)
≥
x
Bδ¯(Q1)×Bδ¯(Q2)
dρ∞(R1) dρ∞(R2) > 0,
which contradicts (5.9). We infer that supp(ρ∞) is a singleton, which concludes the proof.
5.3 Asymptotic consensus in the discrete model
We consider the specific case of the discrete model (see Section 4.3), where solutions are
empirical measures. The results in Section 5.2, in particular Theorem 5.10, apply of course
to such weak measure-valued solutions. However, using the discrete nature of the model
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we can establish separate asymptotic results, using different assumptions on the interaction
function.
Consider the discrete model (5.2) for N particles of identical masses mi = 1/N on Dε:
R˙i = − 1
N
N∑
j=1
∇KRj (Ri), t > 0,
Ri(0) = R
0
i .
(5.26)
The assumption on identical masses is made for convenience, as results extend immediately
to general masses mi ∈ (0, 1). The discrete analogue of the energy functional (5.2) is the
function EN : DεN → R given by:
EN (x1, . . . , xN ) =
1
N2
∑
1≤i≤j≤N
K(Ri, Rj), for all (R1, . . . , RN ) ∈ DεN .
One can write the dynamics in (5.3) as
R˙i(t) = −N∇iEN (R1(t), . . . , RN (t)), (5.27)
where ∇i stands for the manifold gradient with respect to the i-th variable. The discrete
model (5.3) is a gradient flow with respect to the discrete energy EN . The following lemma
will be used in the first results on discrete consensus.
Lemma 5.11. Let R1, . . . , RN ∈ Dpi/4 be such that ∆ := max1≤i,j≤N d(Ri, Rj) > 0 and if
necessary by relabeling, we may assume that d(R1, R2) = ∆. Then, one has
logR1 R2 · logR1 Rj ≥ 0, for all j ∈ {1, . . . , N}.
Proof. By definition of ∆ and the fact that d(R1, R2) = ∆, one has Rj ∈ D∆(R2) for all
j ∈ {1, . . . , N}. Suppose that N ≥ 3, as the case N = 2 is trivial. Fix j ∈ {3, . . . , N} and
consider the minimizing geodesic R : [0, 1] → SO(3) between R1 and Rj , parametrized so
that R(0) = R1 and R′(0) = logR1 Rj . Then, by the chain rule and (2) we find
d
dt
d(R(t), R2)
2 = ∇d2R2(R(t)) · R˙(t) = −2 logR(t)R2 · R˙(t). (5.28)
Since ∆ < pi/2, the closed disk D∆(R2) is geodesically convex. Consequently, R(t) ∈
D∆(R2) and d(R(t), R2) ≤ d(R1, R2) for all t ∈ [0, 1]. Furthermore, the map t 7→ d(R(t), R2)2
is nonincreasing at t = 0, which together with (5.3) implies:
0 ≥ d
dt
∣∣∣∣
t=0
d(R(t), R2)
2 = −2 logR1 R2 · logR1 Rj .
The conclusion then follows.
The following theorem is the first of two results on the asymptotic consensus for the
intrinsic discrete model on SO(3).
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Theorem 5.12. (Asymptotic consensus I) Let K satisfy (H) and r < pi/4 be a fixed positive
number. Suppose that
i) g′ is continuously differentiable on [0, 4r2] and satisfies g′(s) ≥ csα for all s ∈ [0, 4r2],
for some c > 0 and α ≥ 0,
ii) initial points {R0i }Ni=1 satisfy (R0i )Ni=1 ⊂ Dr,
and let (Ri(t))Ni=1 be the global solution to (5.3) whose well-posedness is guaranteed by Propo-
sition 5.2. Then,
lim
t→∞ d(Ri(t), Rj(t)) = 0, for all i, j ∈ {1, . . . N}.
Proof. By abuse of notation, we denote EN (t) = EN (x1(t), . . . , xN (t)), and set up the
empirical measures (4.3) and (4.3). Then, note that
EN (t) = E[ρ
N
t ],
where E is the continuum energy (5.2). By Lemma 5.3, EN (t) → E∞ as t → ∞ for some
E∞ ∈ R, and also, E¨N (t) is bounded on [0,∞). Hence, we apply Barbalat’s lemma for
t 7→ EN (t) to get
E˙N (t)→ 0, as t→∞.
Using (5.3), we can see for all t ∈ [0,∞),
E˙N (t) =
N∑
i=1
∇iEN (R1(t), . . . , RN (t)) · R˙i(t) = − 1
N
N∑
i=1
|R˙i(t)|2.
This implies
R˙i(t)→ 0, as t→∞, for all i ∈ {1, . . . , N}. (5.29)
Let ∆: [0,∞)→ [0,∞) be defined by
∆(t) := max
1≤i,j≤N
d(Ri(t), Rj(t)), for all t ∈ [0,∞). (5.30)
If necessary, by relabeling particles we may assume that
d(R1(t), R2(t)) = ∆(t), for all t ∈ [0,∞).
Now, we claim:
lim
t→∞∆(t) = 0.
Since the initial data is supported in Dr, by Proposition 5.2 we also have
Ri(t) ∈ Dr ∀ t ∈ [0,∞), 1 ≤ i ≤ N,
where r < pi/4. In particular, we can apply Lemma 5.11 to (Ri(t))Ni=1. Now we take the
inner product with logR1(t)R2(t) on both sides of (5.3) for particle i = 1 to get
R˙1 · logR1 R2 =
1
N
N∑
j=1
2g′(d(R1, Rj)2) logR1 Rj · logR1 R2
≥ 2
N
g′(d(R1, R2)2)| logR1 R2|2,
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where for the inequality we used Lemma 5.11 to bound from below a sum of nonnega-
tive terms by the term with j = 2. By the Cauchy–Schwarz inequality |R˙1 · logR1 R2| ≤
|R′1|| logR1 R2| and | logR1 R2| = d(R1, R2), one have
2
N
g′(d(R1, R2)2)d(R1, R2) ≤ |R˙1|.
Now, using the assumption on g′ we get
2
N
cd(R1, R2)
1+2α ≤ |R˙1|,
where 1 + 2α > 0.
Since R˙1 approaches to 0 as t → ∞ by (5.3), so does d(R1(t), R2(t)). This completes
the proof.
Next, we move to the second result on discrete consensus. Under a stricter assumption
on the interaction potential (g′ bounded from below by a positive constant) we can show
that the asymptotic consensus emerges exponentially fast. Using notation (5.2), the discrete
model (5.3) can be written as:
R˙i =
1
N
N∑
k=1
h(d(Ri, Rk))(Rk −RiRTkRi), i = 1, . . . , N. (5.31)
For simplicity, we set
hik := h(d(Ri, Rk)), for arbitrary indices i and k.
For two fixed indices i and j we then have:
d
dt
(RTi Rj) = R˙
T
i Rj +R
T
i R˙j
=
1
N
N∑
k=1
(
hik(R
T
kRj −RTi RkRTi Rj) + hjk(RTi Rk −RTi RjRTkRj)
)
. (5.32)
By simple manipulations, one has
RTkRj −RTi RkRTi Rj
= 2RTkRj − (I +RTi RkRTi Rk)RTkRj
= 2RTkRj − 2RTi Rj − (I − 2RTi Rk +RTi RkRTi Rk)RTkRj
= 2(Rk −Ri)TRj − (I −RTi Rk)2RTkRj .
We apply trace to the above relation to find
tr(RTkRj −RTi RkRTi Rj)
= 2tr((Rk −Ri)TRj)− tr((I −RTi Rk)2RTkRj)
= 2tr((Rk −Ri)TRj)− tr(RTi (Ri −Rk)(RTk −RTi )Rj)
= 2tr((Rk −Ri)TRj)− tr((Ri −Rk)(RTk −RTi )RjRTi ). (5.33)
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We calculate further the second term on the right-hand-side of (5.3).
Note that
tr((Ri −Rk)(RTk −RTi )RjRTi ) = tr(((Ri −Rk)(RTk −RTi )RjRTi )T )
= tr(RiR
T
j (Rk −Ri)(Ri −Rk)T ) = tr((Rk −Ri)(Ri −Rk)TRiRTj ).
Therefore we have
2tr((Ri −Rk)(RTk −RTi )RjRTi )
= tr((Ri −Rk)(Rk −Ri)T (RjRTi +RiRTj ))
= −tr((Ri −Rk)(Ri −Rk)T (2I − (Ri −Rj)(Ri −Rj)T ))
= −2tr((Ri −Rk)(Ri −Rk)T ) + tr((Ri −Rk)(Ri −Rk)T (Ri −Rj)(Ri −Rj)T ).
Now, we return to (5.3) and find
tr(RTkRj −RTi RkRTi Rj)
= 2tr((Rk −Ri)TRj) + tr((Ri −Rk)(Ri −Rk)T )
− 1
2
tr((Ri −Rk)(Ri −Rk)T (Ri −Rj)(Ri −Rj)T )
= 2tr((Rk −Ri)TRj) + ‖Ri −Rk‖2F −
1
2
‖(Ri −Rk)T (Ri −Rj)‖2F . (5.34)
By Lemma A.7 we have:
‖(Ri −Rk)T (Ri −Rj)‖2F ≤ ‖Ri −Rk‖2F · ‖Ri −Rj‖2F . (5.35)
Next, we use (5.3) and (5.3) to find
tr(RTkRj −RTi RkRTi Rj)
≥ 2tr((Rk −Ri)TRj) + ‖Ri −Rk‖2F −
1
2
‖Ri −Rk‖2F ‖Ri −Rj‖2F
= 2
(
tr(RTkRj)− tr(RTi Rj)
)
+ ‖Ri −Rk‖2F
(
1− 1
2
‖Ri −Rj‖2F
)
= 2
(
tr(RTkRj)− tr(RTi Rj)
)
+ ‖Ri −Rk‖2F
(
tr(RTi Rj)− 2
)
, (5.36)
where for the last equality we used (3).
Similarly, by interchanging indices i and j, one can also obtain
tr(RTi Rk −RTi RjRTkRj) ≥ 2(tr(RTkRi)− tr(RTi Rj)) + ‖Rj −Rk‖2F
(
tr(RTi Rj)− 2
)
. (5.37)
Now apply trace to (5.3) and use (5.3) and (5.3) to get
d
dt
tr(RTi Rj) ≥
2
N
N∑
k=1
(
hik(tr(R
T
kRj)− tr(RTi Rj)) + hjk(tr(RTkRi)− tr(RTi Rj)
)
+
1
N
(
tr(RTi Rj)− 2
) N∑
k=1
(
hik‖Ri −Rk‖2F + hjk‖Rj −Rk‖2F
)
.
(5.38)
In the following theorem, we use the inequality (5.3) to derive exponential consensus.
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Theorem 5.13. (Asymptotic consensus II) Let K satisfy (H) and r < pi/6 be a fixed
positive number. Suppose that
i) g′(s) ≥ c for all s ∈ [0, 4r2], for some c > 0,
ii) initial points {R0i }Ni=1 satisfy (R0i )Ni=1 ⊂ Dr,
and let (Ri(t))Ni=1 be the global solution to (5.3) (or equivalently, (5.3)) whose well-posedness
is guaranteed by Proposition 5.2. Then, one has
lim
t→∞ d(Ri(t), Rj(t)) = 0, exponentially fast for all i, j ∈ {1, . . . N}.
Proof. We set
Tm(t) = min
i,j
tr
(
RTi (t)Rj(t)
)
.
Since {Ri(t)}Ni=1 is an analytic solution, for fixed time T > 0 there exists
0 = t0 < t1 < · · · < tM = T,
and
im, jm ∈ {1, 2, · · · , N} for all m ∈ {1, 2, · · · ,M},
such that
Tm(t) = tr
(
RTim(t)Rjm(t)
)
for all t ∈ [tm−1, tm].
For fixed m ∈ {1, 2, · · · ,M}, it follows from (5.3) and the definition of im and jm that we
have the following inequality for t ∈ (tm−1, tm):
d
dt
tr(RTimRjm)
≥ 2
N
N∑
k=1
(
himk(tr(R
T
kRjm)− tr(RTimRjm)) + hjmk(tr(RTkRim)− tr(RTimRjm)
)
+
1
N
(
tr(RTimRjm)− 2
) N∑
k=1
(
himk‖Rim −Rk‖2F + hjmk‖Rjm −Rk‖2F
)
≥ 1
N
(
tr(RTimRjm)− 2
) N∑
k=1
(
himk‖Rim −Rk‖2F + hjmk‖Rjm −Rk‖2F
)
≥ 1
N
(
tr(RTimRjm)− 2
) (
himjm‖Rim −Rjm‖2F + hjmim‖Rjm −Rim‖2F
)
.
Finally, since by symmetry himjm = hjmim , we have
d
dt
tr(RTimRjm) ≥
2
N
himjm
(
tr(RTimRjm)− 2
) ‖Rim −Rjm‖2F
=
2
N
himjm
(
tr(RTimRjm)− 2
) (
6− 2tr(RTimRjm)
)
, (5.39)
for all t ∈ (tm−1, tm).
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Now note that at the initial time any two particles R0i , R
0
j satisfy d(R
0
i , R
0
j ) ≤ 2r < pi3 ,
which by (3) it implies that tr((R0i )
TR0j ) > 2. Also, by the Cauchy-Schwartz inequality,
tr((R0i )
TR0j ) ≤ ‖R0i ‖F ‖R0j‖F = 3.
Consequently, Tm(0) ∈ (2, 3]. By the assumption on g′, one has
himjm ≥ c,
and hence, it follows from (5.3) that
d
dt
Tm(t) ≥ −4c
N
(Tm(t)− 2)(Tm(t)− 3),
for as long as Tm(t) ∈ (2, 3]. The differential inequality can be integrated to get:
Tm(t) ≥ 3 +
(Tm(0)− 3) exp
(−4cN t)
(Tm(0)− 2)− (Tm(0)− 3) exp
(−4cN t) . (5.40)
Finally, we combine the relation Tm(t) ≤ 3 (by the Cauchy-Schwartz inequality) and (5.3),
one has
Tm(t) ∈ (2, 3] for all t ∈ [0, t1).
The procedure can be continued to find that (5.3) holds for all t ∈ [0, T ], for arbitrary
T > 0. In particular, we derive that Tm(t) converges exponentially fast to 3 as t → ∞,
which by (3), it is equivalent to mini,j cos(d(Ri(t), Rj(t)))→ 0 exponentially fast as t→∞.
Consequently, maxi,j d(Ri(t), Rj(t))→ 0 exponentially fast as t→∞.
Next, we present some examples of interaction potentials satisfying the assumptions in
Theorems 5.10, 5.12 and 5.13.
Examples.
1. (Power-law potentials). Consider the purely attractive power-law potential with ex-
ponent q:
K(R,Q) =
1
q
d(R,Q)q, for g(s) = s
q
2 .
This potential satisfies the assumptions of Theorem 5.10 (see Remark 5.6) and The-
orem 5.12 for q = 2 (quadratic potential) and q ≥ 4. For example, in Theorem 5.12
one has indeed that g is of class C2 and that g′(s) ≥ csα for all s ∈ [0,∞), with c = q2
and α = q2 − 1. The assumptions of Theorem 5.13 are satisfied only for q = 2, the
quadratic potential.
In Section 6, we will present some numerical experiments with power-law potentials
for the aggregation model on SO(3).
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2. (Potential in the Lohe sphere model). The following potential
K(R,Q) = 2 sin2
(
d(R,Q)
2
)
, for g(s) = 2 sin2
(√
s
2
)
,
was considered in recent works [32, 38] for the Lohe sphere model. By a direct calcu-
lation,
g′(s) =
1
2
sin
√
s
2√
s
2
cos
√
s
2
,
and hence, h(s) = 12 for all s > 0. One can also check that g is of class C
2.
The assumptions of Theorem 5.10 are trivially satisfied, since h is a constant function.
Also, for 0 < r < pi/4, it holds that
g′(s) ≥ cos r
2
, for all s ∈ [0, 4r2],
so g′ satisfies the lower bound assumptions in both Theorems 5.12 and 5.13 (for the
former take c = cos(r)/2 and α = 0).
6 Numerical results
We present some numerical experiments for the discrete model (5.3), which we solve nu-
merically using the angle-axis representation. Specifically, we write (5.3) as an ODE system
for the angle-axis pairs (θi,vi), where θivˆi = logRi, i = 1, . . . , N , and solve it numerically
with the 4th order Runge-Kutta method. In all simulations we have initialized θi randomly
in the interval (0, pi/4), while the unit vectors vi were generated in spherical coordinates,
with the polar and azimuthal angles drawn randomly in the intervals (0, pi) and (0, 2pi),
respectively. Consequently, all rotation matrices Ri at time t = 0 are within distance pi/4
from the identity matrix and hence, satisfy the assumptions of Theorem 5.12.
For plotting, we identify SO(3) with a ball in R3 of radius pi centred at the origin.
The identity matrix I corresponds to the centre of the ball, while an arbitrary point within
this ball represents a rotation matrix, with rotation angle given by the distance from the
point to the centre, and axis given by the ray from the centre to the point. For a correct
representation, antipodal points on the surface of the ball have to be identified, as they
represent the same rotation matrix (rotation by pi about a ray gives the same result as
rotation by pi about the opposite ray).
We present numerical experiments with two types of potentials, power-law and Morse-
type, both considered in the context of intrinsic interactions. A general power-law potential
reads:
K(R,Q) = −1
p
d(R,Q)p +
1
q
d(R,Q)q, (6.1)
where the exponents p and q (with p < q) correspond to repulsive and attractive interactions,
respectively. The case of purely attractive power-law potentials was discussed in Section 5.3
(see Example 1). A (generalized) Morse-type potentials [16] is given by:
K(R,Q) = V (d(R,Q))− CV (d(R,Q)/l), (6.2)
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where
V (r) = −e− r
s
s , with s > 0, (6.3)
and C, l are positive constants, which control the relative size and range of the repulsive
interactions.
Both power-law and Morse-type potentials have been widely used in the aggregation
literature for Euclidean spaces [6, 7, 21, 26, 27]. In particular, Morse-type potentials can
enable explicit calculations of equilibrium solutions [9,16]. It was shown that such potentials
can lead, through a delicate balance between attraction and repulsion, to a diverse set of
equilibria, such as aggregations on disks, annuli, rings and delta concentrations [16, 27, 42].
Potentials of form (6)-(6) have been also used in other models for swarming and flocking [23].
In Figure 1 we show results for several simulations using N = 20 particles and purely
attractive power-law potentials (potential in the form (6), but with no repulsion term). The
plots in Figure 1(a) and (b) correspond to an attractive quadratic potential (q = 2). Initial
particles located at black dots in Figure 1(a) achieve asymptotic consensus at the point
indicated by red diamond. The initial values of θi and their asymptotic state are shown in
Figure 1(b) by black and red circles, respectively. Note that for visualization purposes we do
not show the full ball of radius pi in Figure 1(a), as we set the axis limits to [−1, 1]. Figure
1(c) illustrates the speed of convergence to consensus. It shows the evolution in time of the
diameter ∆ of the discrete set {Ri}Ni=1 (see (5.3)) for different exponents q of the attractive
potential. Note that the larger the value of the exponent is, the slower the convergence to
consensus. We also point out the exponential convergence for q = 2, see Theorem 5.13.
Figure 2 shows two equilibria of the discrete model obtained by running simulations with
N = 40 particles to steady state. Figure 2(a), corresponding to a power-law potential with
p = 2 and q = 10, shows an aggregation at four points. The distances to the identity matrix
of these points are 0.5505, 0.6002, 0.6580, 0.6678, respectively. For Figure 2(b) we used a
Morse-type potential with C = 0.5, l = 0.25 s = 2. The equilibrium locations (indicated
by black dots) appear to lie on a geodesic sphere centred at the point indicated by red
diamond. To find the centre we calculated numerically the Riemannian centre of mass of
the equilibrium configuration by the intrinsic gradient descent algorithm investigated in [2]
(recall that the Riemannian centre of mass of a set of points on a manifold minimizes the sum
of squares of the geodesic distances to the data points). We found the Riemannian centre
of mass located at θC = 0.0958, vˆC = (−0.8654, 0.0701, 0.4961). The average distance of
the equilibrium points to the centre of mass is R = 0.3619, with a standard deviation of
1.9×10−4. Note that axis limits in Figure 2(b) are set at [−1, 1], so we do not show the entire
ball of radius pi there. Qualitatively similar equilibria were obtained with other parameter
values as well.
The numerical experiments presented here offer only a glimpse on the possible equilibria
that can be obtained with the intrinsic model investigated in this paper. We expect the model
to capture a rich set of pattern formations, motivating further research and developments
on intrinsic self-organization on manifolds, and rotation group in particular.
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Figure 1: Asymptotic consensus of N = 20 particles with attractive power-law potentials.
(a) Quadratic potential (q = 2). Initial particles are indicated by black dots, and the consen-
sus location is shown with red diamond. (b) Same simulation as in (a), showing the initial
values of θi and their asymptotic state (black and red circles, respectively). (c) Convergence
to consensus for different values of q. Note the slower convergence with increasing q. The
convergence is exponential for q = 2 – see Theorem 5.13.
(a) (b)
Figure 2: Equilibrium solutions of the discrete model. (a) Equilibrium aggregation at four
points. The simulation corresponds to a power-law potential with p = 2 and q = 10. (b)
Equilibrium solution (black dots) lying on a geodesic sphere in SO(3). The simulation used a
Morse-type potential with C = 0.1, l = 0.2, and s = 2. The centre of the sphere (indicated by
a red diamond) is the numerical Riemannian centre of mass of the equilibrium configuration.
The average distance of the equilibrium points to the centre of mass is R = 0.3619, with a
standard deviation of 1.9× 10−4.
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A Appendix
In this appendix, we briefly present basic materials on flows on manifold, interaction velocity
field and linear algebra which have been used in the proceeding sections of the paper.
A.1 Flows on manifolds
Consider a smooth, complete and connected n-dimensional Riemannian manifold M with
the intrinsic distance d. Denote the Euclidean distance in Rn by ‖ · ‖Rn , and let T ∈ (0,∞]
denote a generic final time and U a generic open subset of M .
Well-posedness of flow maps. Local well-posedness of the flow map equation (2) on an
arbitrary manifold M can be established in local charts using standard ODE theory. The
notions of Lipschitz continuity and boundedness on charts of a vector field on U are defined
as follows.
Definition A.1 (Lipschitz continuity and boundedness on charts). Let X be a vector field
on U . We say that X is locally Lipschitz continuous on charts if for every chart (U,ϕ) of
M and compact set Q ⊂ U ∩ U , there exists Lϕ,Q > 0 such that
‖ϕ∗X(x)− ϕ∗X(y)‖Rn ≤ Lϕ,Q ‖ϕ(x)− ϕ(y)‖Rn , for all x, y ∈ Q,
where ϕ∗ stands for the push-forward of ϕ. We denote by ‖X‖Lip(ϕ,Q) the smallest such
constant.
We say that X is locally bounded on charts if for every chart (U,ϕ) of M and compact
set Q ⊂ U ∩ U , there exists Cϕ,Q > 0 such that
‖ϕ∗X(x)‖Rn ≤ Cϕ,Q, for all x ∈ Q.
We denote by ‖X‖L∞(ϕ,Q) the smallest such constant.
The local well-posedness of flows generated by locally Lipschitz continuous on charts
vector fields is given by the following Cauchy–Lipschitz theorem.
Theorem A.2 (Cauchy–Lipschitz). Let a ∈ (0,∞] and let X be a time-dependent vector
field on U×[0, a). Suppose that the vector fields in {Xt}t∈[0,T ) are locally Lipschitz continuous
on charts and satisfy, for any chart (U,ϕ) of M and compact sets Q ⊂ U ∩U and S ⊂ [0, a),∫
S
(
‖Xt‖L∞(ϕ,Q) + ‖Xt‖Lip(ϕ,Q)
)
dt <∞.
Then, for every compact subset Σ of U , there exists a unique maximal flow map generated
by (X,Σ).
Proof. The proof can be found in a standard textbook material; see [43, Chapter 12] or [1,
Chapter 4]. A proof is also included with Theorem A.4 in [28].
In our context we will apply Theorem A.2 to M = SO(3), which is a compact set. The
Escape Lemma [43, Chapter 12] states that if an integral curve of a Lipschitz continuous
vector field on a manifold is not global (i.e., not defined for all t ∈ R), then the image of that
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curve cannot lie in any compact subset of the manifold. Consequently, Lipschitz continuous
vector fields on compact manifolds that are defined at all times (i.e., a =∞ above) generate
global flows.
For our purposes we will need to restrict the dynamics to certain subsets of SO(3) (e.g.,
a suitable geodesic disk). For this reason, a global well-posedness result will also need to
guarantee that the dynamics remains confined within such a subset. Use the notation
Dr(p) = {x ∈M | d(x, p) < r}, for any p ∈M and r > 0,
to denote the open disk in M of centre p and radius r. Also, logx below denotes the
Riemannian logarithm map at x ∈M (see [52]).
The following global version of the Cauchy–Lipschitz theorem will be needed in our
study.
Theorem A.3 (Global Cauchy–Lipschitz). Suppose that U is geodesically convex and Σ ⊂ U
is compact. Assume the same hypotheses as in Theorem A.2, and in addition, that a = ∞
and there exist p ∈ U , and r∗ > r > 0 such that Σ ⊂ Dr(p) ⊂ Dr∗(p) ⊂ U and
〈− logx p,X(x, t)〉x ≤ 0, for all x ∈ Dr∗(p) \Dr(p) and t ∈ [0,∞). (A.1)
Then, there exists a unique flow map Ψ generated by (X,Σ) defined on Σ× [0,∞); further-
more, Ψ(x, t) ∈ Dr(p) for all (x, t) ∈ Σ× [0,∞).
Proof. We refer to [28, Theorem A.4] for the proof. In informal terms, condition (A.3) states
that the vector field X is pointing “inside” the disk Dr(p) at points on the boundary ∂Dr(p)
and some of its outside vicinity. Hence, the dynamics remains contained in Dr(p) and also,
by the Escape Lemma, the flow is global in time.
A.2 Flows for the interaction velocity field
We focus exclusively on the velocity field v[ρ] associated with the interaction equation (see
equation (2)) set up on the rotation group. We fix a curve ρ ∈ C([0, T ),P(U)) and show
that for an interaction potential that satisfies Hypothesis (H), v[ρ] satisfies the assumptions
of Theorem A.2, and hence it generates a local flow map. This legitimates the definition
of the map Γ used in Theorem 4.6. We also show that one can apply Theorem A.3 to v[ρ]
when the interaction potential is purely attractive; this will be used in Proposition 5.1 to
establish the global well-posedness of solutions.
For simplicity, we assume that U is geodesically convex. In particular this implies that
U can be covered by a single chart, which we will denote by (U , ψ); such a chart can be
given by a normal chart for instance. Note that in our setup U = Dε, so this assumption is
satisfied. Our first result establishes that the Lipschitz theory given in Theorem A.2 applies
to the interaction velocity field v[ρ].
Lemma A.4. Let K satisfy (H), and let ρ ∈ C([0, T );P(U)). Then the velocity field
{v[ρ](·, t)}t∈[0,T ) given by (2) satisfies the assumptions of the Cauchy–Lipschitz theorem A.2.
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Proof. Let Q ⊂ U be compact. We first show that the maps V 7→ ‖∇KV ‖L∞(ψ,Q) and
V 7→ ‖∇KV ‖Lip(ψ,Q) are locally bounded on U . To do this, we will use the fact that the
map (R,Q) 7→ ∇d2Q(R) is smooth on U × U . Indeed, for all R ∈ Q and Q ∈ U we get
‖ψ∗∇KQ(R)‖Rn ≤ |g′(d(R,Q)2)|‖ψ∗∇d2Q(R)‖Rn ≤ |g′(d(R,Q)2)|‖∇d2Q‖L∞(ψ,Q),
and by the local boundedness of g′ and of Q 7→ ‖∇d2Q‖L∞(ψ,Q), we get
Q 7→ ‖∇KQ‖L∞(ψ,Q) is locally bounded.
Also, for all R,Q ∈ Q and V ∈ U we have
‖ψ∗∇KV (R)− ψ∗∇KV (Q)‖Rn
=
∥∥g′(d(R, V )2)ψ∗∇d2V (R)− g′(d(Q,V )2)ψ∗∇d2V (Q)∥∥Rn
≤ |g′(d(R, V )2)|‖ψ∗∇d2V (R)− ψ∗∇d2V (Q)‖Rn
+ ‖ψ∗∇d2V (Q)‖Rn |g′(d(R, V )2)− g′(d(Q,V )2)|
≤ |g′(d(R, V )2)|‖∇d2V ‖Lip(ψ,Q)‖ψ(R)− ψ(Q)‖Rn
+ ‖∇d2V ‖L∞(ψ,Q)|g′(d(R, V )2)− g′(d(Q,V )2)|.
Using the local Lipschitz continuity and the local boundedness of g′ (in fact of r 7→ g′(r2)),
and the local boundedness of the maps V 7→ ‖∇d2V ‖Lip(ψ,Q) and V 7→ ‖∇d2V ‖L∞(ψ,Q), we
conclude
V 7→ ‖∇KV ‖Lip(ψ,Q) is locally bounded.
Now let Qt ⊂ U be a compact set containing supp(ρt) such that t 7→ diam(Qt) is
nondecreasing. Then, for all R,Q ∈ Q and t ∈ S, where S ⊂ [0, T ) is compact, we have
‖ψ∗v[ρ](R, t)‖Rn ≤
∫
Qt
‖ψ∗∇KQ(R)‖Rn dρt(Q) ≤ sup
Q¯∈Qs
∥∥∇KQ¯∥∥L∞(ψ,Q) , (A.2)
where s = sup(S), and
‖ψ∗v[ρ](R, t)− ψ∗v[ρ](Q, t)‖Rn
≤
∫
Qt
‖ψ∗∇KV (R)− ψ∗∇KV (Q))‖Rn dρt(V )
≤ sup
V¯ ∈Qs
‖∇KV¯ ‖Lip(ψ,Q) ‖ψ(R)− ψ(Q)‖Rn .
(A.3)
Now, the proof follows from (A.2) and (A.2).
Remark A.5. We make a key observation that since the L∞ and Lipschitz bounds in (A.2)
and (A.2) do not depend on ρ, the maximal time of existence of the flow map generated by
v[ρ] does not depend on the curve ρ.
The global version of the Cauchy-Lipschitz theory, Theorem A.3, also applies to the
interaction velocity field when the potential K is purely attractive (g′ ≥ 0). The results is
given by the following lemma.
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Lemma A.6. Let K satisfy (H) with g′ ≥ 0, and let ρ ∈ C([0,∞);P(U)) fixed. Let Σ ⊂ U
be compact and such that Σ ⊂ Dr(R) ⊂ Dr∗(R) ⊂ U for some R ∈ U and 0 < r < r∗ < pi/2.
Then, the pair (v[ρ],Σ) satisfies the assumptions of the global Cauchy–Lipschitz theorem A.3
provided supp(ρt) ⊂ Dr(R) for all t ∈ [0,∞).
Proof. We need to check that v[ρ] verifies (A.3). Suppose that supp(ρt) ⊂ Dr(R) for all
t ∈ [0,∞) and let Q ∈ Dr∗(R) \Dr(R). Then, for all t ∈ [0,∞) one has
− logQR · v[ρ](Q, t)
= logQR · ∇K ∗ ρt(Q) =
∫
Dr(R)
g′(d(Q,V )2) logQR · ∇d2V (Q) dρt(V )
= −2
∫
Dr(R)
g′(d(Q,V )2) logQR · logQ V dρt(V ).
(A.4)
Let V ∈ Dr(R) ⊂ Dd(Q,R)(R) be fixed. Then, since d(Q,R) < r∗ < pi/2, the closed disk
Dd(Q,R)(R) is geodesically convex. Let γ : [0, 1] → Dd(Q,R)(R) be the unique minimizing
geodesic connecting Q to V . Then,
d
dt
∣∣∣∣
t=0
d(γ(t), R)2 = ∇d2R(γ(0)) · γ′(0) = −2 logQR · logQ V.
Note that ddt
∣∣
t=0
d(γ(t), R)2 ≤ 0. Indeed, otherwise there would exist τ ∈ (0, 1) such that
d(γ(τ), R) > d(γ(0), R) = d(Q,R), which contradicts γ([0, 1]) ⊂ Dd(Q,R)(R) and thus the
geodesic convexity of Dd(Q,R)(R).
We use these considerations in (A.2), we get that for attractive potentials (g′ ≥ 0),
− logQR · v[ρ](Q, t) ≤ 0, for all Q ∈ Dr∗(R) \Dr(R) and t ∈ [0,∞),
which is the required condition in Theorem A.3.
A.3 Some linear algebra results
The following technical lemmas are used in the proofs of some of the main results.
Lemma A.7. For any two matrices A,B ∈ Rn×n, one has
‖AB‖F ≤ ‖A‖F ‖B‖F .
Proof. We use the definition of Frobenius nrom and the Cauchy-Schwarz inequality to find
‖AB‖2F =
n∑
i,j=1
[AB]2ij =
n∑
i,j=1
(
n∑
k=1
[A]ik[B]kj
)2
≤
n∑
i,j=1
(
n∑
k=1
[A]2ik
)(
n∑
k=1
[B]2kj
)
= ‖A‖2F ‖B‖2F .
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Lemma A.8. Let R ∈ SO(3) be a rotation matrix with 0 ≤ d(I,R) < pi/2 and V ∈ R3×3.
Then the following inequality holds:
tr(RV V T ) ≥ cos d(I,R) · ‖V ‖2F .
Proof. Denote d(I,R) = θ. One can find a basis and a matrix Q such that
R = Q
1 0 00 cos θ − sin θ
0 sin θ cos θ
QT .
Then we have
tr(RV V T ) = tr
1 0 00 cos θ − sin θ
0 sin θ cos θ
QTV V TQ
 (A.5)
= tr
1 0 00 cos θ − sin θ
0 sin θ cos θ
 (QTV )(QTV )T
 .
On the other hand, the first term inside the trace can be rewritten as1 0 00 cos θ − sin θ
0 sin θ cos θ
 = cos θ
1 0 00 1 0
0 0 1
+(1−cos θ)
1 0 00 0 0
0 0 0
+
0 0 00 0 − sin θ
0 sin θ 0
 . (A.6)
First note that the third matrix on the right-hand-side above is skew-symmetric and its
contribution in (A.3) is zero. Indeed, for any skew-symmetric matrix A and any matrix M ,
tr(AMMT ) = 0, as
tr(AMMT ) = tr((AMMT )T ) = tr(MMTAT ) = tr(ATMMT ) = −tr(AMMT ).
The contribution of the second term in the right-hand-side of (A.3) is non-negative.
Indeed, let [QTV ]ij = bij , and compute:
tr
1 0 00 0 0
0 0 0
 (QTV )(QTV )T
 = ∑
i,j,k

1 0 00 0 0
0 0 0

ij
[QTV ]jk[(Q
TV )T ]ki
 = ∑
k
b21k ≥ 0.
Hence, it follows from (A.3) that
tr(RV V T ) ≥ cos θ tr ((QTV )(QTV )T ) ≥ cos θ‖QTV ‖2F = cos θ‖V ‖2F .
This proves the claim.
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