An evaluation of automated scoring programs designed to score essays. by Khaliq, Shameem Nyla
University of Massachusetts Amherst 
ScholarWorks@UMass Amherst 
Doctoral Dissertations 1896 - February 2014 
1-1-2004 
An evaluation of automated scoring programs designed to score 
essays. 
Shameem Nyla Khaliq 
University of Massachusetts Amherst 
Follow this and additional works at: https://scholarworks.umass.edu/dissertations_1 
Recommended Citation 
Khaliq, Shameem Nyla, "An evaluation of automated scoring programs designed to score essays." (2004). 
Doctoral Dissertations 1896 - February 2014. 5690. 
https://scholarworks.umass.edu/dissertations_1/5690 
This Open Access Dissertation is brought to you for free and open access by ScholarWorks@UMass Amherst. It 
has been accepted for inclusion in Doctoral Dissertations 1896 - February 2014 by an authorized administrator of 
ScholarWorks@UMass Amherst. For more information, please contact scholarworks@library.umass.edu. 

AN EVALUATION OF AUTOMATED SCORING PROGRAMS DESIGNED TO 
SCORE ESSAYS 
A Dissertation Presented 
by 
SHAMEEM NYLA KHALIQ 
Submitted to the Graduate School of the 
University of Massachusetts Amherst in partial fulfillment 
of the requirements for the Degree of 
DOCTOR OF EDUCATION 
May 2004 
School of Education 
© Copyright by Shameem Nyla Khaliq 2004 
All Rights reserved 
AN EVALUATION OF AUTOMATED SCORING PROGRAMS DESIGNED TO 
SCORE ESSAYS 
A Dissertation Presented 
by 
Shameem Nyla Khaliq 
Approved as to style and content by: 
Ronald K. Hambleton, Member 
DEDICATION 
To my loving and supportive mother, Joan. 
ACKNOWLEDGEMENTS 
I would like to thank my advisor, Stephen G. Sireci, for all his assistance, 
guidance, and support over the years. Thanks also to H. Swaminathan (Swami) and 
Ronald K. Hambleton for their contribution to my professional development and to 
Leah S. Larkey for participating on my dissertation committee. 
I want to thank The College Board for funding this research and providing 
assistance throughout this project. Thanks to ETS Technologies, Inc. and Knowledge 
Analysis Technologies for their support and participation with this project. 
I would like to say thank you to all my classmates and friends for their support 
and friendship over the years. 
v 
ABSTRACT 
AN EVALUATION OF AUTOMATED SCORING PROGRAMS DESIGNED TO 
SCORE ESSAYS 
MAY 2004 
SHAMEEM NYLA KHALIQ, B.A. (HON.), UNIVERSITY OF ALBERTA 
M.Ed., UNIVERSITY OF ALBERTA 
Ed.D., UNIVERSITY OF MASSACHUSETTS AMHERST 
Supervised by Dr. Stephen G. Sireci 
The number of performance assessment tasks has increased over the years 
because some constructs are best assessed in this manner. Though there are benefits to 
using performance tasks, there are also drawbacks. The problems with performance 
assessments include scoring time, scoring costs, and problems with human raters. 
One solution for overcoming the drawbacks of performance assessments is the 
use of automated scoring programs. There are several automated scoring programs 
designed to score essays and other constructed responses. Much research has been 
conducted on these programs by program developers; however, relatively little research 
has used external criteria to evaluate automated programs. 
The purpose of this study was to evaluate two popular automated scoring 
programs. The automated scoring programs were evaluated with respect to several 
criteria: the percent of exact and adjacent agreements, kappas, correlations, differences 
in score distributions, discrepant scoring, analysis of variance, and generalizability 
vi 
theory. The scoring results from the two automated scoring programs were compared to 
the scores from operational scoring and an expert panel of judges. 
The results indicated close similarity between the two scoring program 
regarding how they scored the essays. However, the results also revealed some subtle, 
but important, differences between the programs. One program exhibited higher 
correlations and agreement indices with both the operational and expert committee 
scores, although the magnitude of the different was small. Differences were also noted 
in the scores assigned to fake essays designed to trick the programs into providing a 
higher score. These results were consistent for both the full set of 500 scored essays and 
the subset of essays reviewed by the expert committee. Overall, both automated scoring 
programs did well judged on the criteria; however, one program did slightly better. The 
G-studies indicated that there were small differences among the raters and that the 
amount of error in the models was reduced as the number of human raters and 
automated scoring programs were increased. 
In summary, results suggest automated scoring programs can approximate 
scores given by human raters, but they differ with respect to proximity to operational 
and expert scores, and their ability to identify dubious essays. 
Vll 
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CHAPTER 1 
INTRODUCTION 
1.1 Background 
Testing in the United States has changed over the past century. A hundred years 
ago, performance tasks (or constructed responses) were the main method of testing 
students (Clauser, 2000). However, with the costs and problems associated with the 
reliable scoring of performance assessments, multiple-choice test items became the 
main item format for large-scale standardized assessments. Multiple-choice items were 
easy to administer and score, which was the reason for their initial use (Aschbacher, 
1991) and their continued use over the past century (Bennett, Rock, Braun, Frye, & 
Spohrer, 1990). Although a century ago there was dissatisfaction with performance 
tasks (mainly problems with the cost and reliability of scoring), now the use of 
performance tasks is increasing due to the current dissatisfaction with multiple-choice 
items. The number of performance assessment items included in standardized testing 
has been increasing since the 1990s (Hambleton & Sired, 1997). 
1.2 Constructed Responses and Their Benefits 
What are constructed responses? Constructed responses involve extended 
responses, tasks, or behaviors that the examinee is required to perform to answer the 
question (Kane, Crooks, & Cohen, 1999). Constructed responses can include tasks that 
require examinees to create or produce something that requires higher-level thinking 
skills and assess the process used in obtaining the correct solution (Aschbacher, 1991). 
1 
In educational testing, essays and short-answer items are the more common forms of 
constructed response items. Tests such as the Graduate Management Admissions Test 
(GMAT) and the Graduate Record Examination (GRE) include writing measures as part 
of their assessments (Bennett & Bejar, 1998). 
There are several reasons for the increase in performance assessments/tasks. 
One reason is the dissatisfaction with tests containing multiple-choice items only (Page 
& Petersen, 1995). Many people feel that multiple-choice items do not reflect what 
examinees can do and that multiple-choice items tend to assess information in an 
“artificial, decontextualized manner removed from the ways students actually learn and 
will need to apply knowledge outside the classroom” (Resnick & Klopfer, 1989, p. 
276). 
In addition, Multiple-choice items cannot always assess a construct in a manner 
that reflects how examinees would perform a similar task in the real world. Multiple- 
choice items do not necessarily resemble the criterion behavior of interest (Bennett, et 
al., 1990). For example, the construct of writing may be better assessed with an essay 
task, which would assess writing skills in a manner that is congruent with the writing 
community’s definition of the construct (Bennett & Bejar, 1998). In the field of 
medicine, multiple-choice items will not assess a medical student’s ability to interact 
with a patient. Even though multiple-choice items can be used to assess a medical 
student’s knowledge of diseases, multiple-choice items cannot assess their ability to 
diagnose a disease. 
Additionally, there is dissatisfaction with multiple-choice items because of the 
cognitive levels that can be assessed with this item format. Multiple-choice items may 
2 
not be capable of assessing some cognitive levels, processes, or skills (Bennett, et ah, 
1990). There is the perception that multiple-choice items focus only on the examinee’s 
ability to recall information rather than the examinee’s ability to apply their knowledge 
and skills or demonstrate their understanding of the material (Aschbacher, 1991; Braun, 
1988; Hancock, 1994). With multiple-choice items, there is no information about the 
examinee’s thinking skills or problem solving process used to answer the item. 
Constructed response items are being included by large-scale assessment 
programs in response to the criticisms and limitations of multiple-choice items (Bennett, 
et al, 1990). Essays and short-answer items can overcome the limitations of multiple- 
choice items. 
Constructed response tasks can also assess cognitive skills and processes in a 
different manner from multiple-choice items (Bennett, et al., 1990). They allow 
examinees to display their partial knowledge about a topic, which cannot be assessed 
with standard multiple-choice items (Traub & Fisher, 1977). Multiple-choice items 
allow examinees to guess from a list of possible answers, whereas performance tasks 
require an examinee to generate a response to guess (Traub & Fisher, 1977). 
1.3 Problems with Constructed Responses 
In 1991, Aschbacher noted that many of the state testing programs were hesitant 
to include constructed response items because of the resources needed to develop the 
tasks, scoring rubrics, and the performance standards. The state testing programs also 
noted that the training of personnel to administer and score the tasks were major 
concerns. Large numbers of human raters need to be properly trained prior to scoring 
student responses (Braun, 1988). Testing companies tend to have at least two, if not 
3 
three, human raters score each response to ensure reliable scoring. However, this 
process of multiple-raters not only increases the costs of scoring constructed response 
tasks, it also increases the scoring time (Braun, 1988). Additionally, the states indicated 
that they were concerned with the delay between test administration and the release of 
the test scores (Aschbacher, 1991). It takes a longer time to score, analyze, and report 
the results of performance-based items compared to the time involved with standardized 
multiple-choice items. Standardized multiple-choice items could quickly be scored with 
automated scoring machines. 
The lag time between test administration and the release of test scores is not the 
only drawback of constructed-response items. The amount of scoring is also an issue. In 
1993 ETS scored approximately 9 million student essays by hand (Page, 1995) and it 
foresees an increase the amount of scoring of essays as more tests (e.g., the SAT II 
examinations, the GMAT, and the GRE) include essays and constructed-response items. 
The cost of scoring constructed response items is the most significant cost in the 
testing process because scoring these items requires some human intervention, whereas 
multiple-choice items do not require human intervention (Hardy, 1995). Hardy 
estimated that it would cost between $3 and $6 per essay using a holistic scoring rubric 
and scoring five essays per hour. Shermis, Mzumara, et al. (2001) noted that with a 
minimum of two human scorers for each essay, being paid $15 per hour each, and 
scoring 20 essays per hour, the estimated cost of scoring 10,000 essays would be 
$15,000. Factors that increase the cost of scoring include the number of raters, response 
complexity, and type of scoring (analytic or diagnostic reporting) (Chung & O’Neil, 
1997). 
4 
It is not just the problems with test development (rubric design) and the cost of 
scoring that is a problem with constructed response items, it is also the problem of 
having humans doing the scoring. One criticism of performance tasks is the subjectivity 
involved with scoring (Bennett, et al., 1990). Other problems with human raters include 
maintaining standards across the scoring period (across days or weeks) and across the 
human raters (inter-rater reliability; Braun, 1988). When giving a human rater the same 
responses to score again, the correlations between scoring at time 1 and scoring at time 
2 are around .70 (Page, 1995). Therefore, human raters are not perfectly consistent over 
time. Problems with human raters include the halo effect, biased judges, stereotyping, 
scoring leniency/stringency, fatigue, and scale shrinkage (Page, 1994; Rudner, 1992). 
These problems with human raters reduce the validity and reliability of an assessment 
(Braun, 1988). 
1.4 Benefits of Automated Scoring 
Automated scoring programs are being developed to solve the problems of 
scoring performance assessments by hand. There are several advantages to using 
automated scoring programs rather than human raters. One advantage is a reduction in 
scoring time. Using automated scoring programs would increase the efficiency of the 
scoring process and would also decrease the time required to score essays (Page & 
Petersen, 1995) and other performance tasks. Another obvious benefit is reduced cost. 
Automated scoring programs could be used to replace or supplement current 
human scoring systems. For example, rather than having two or more raters read and 
score each response, an automated scoring program could be used to replace one of the 
human raters as is done with the GMAT. By reducing the number of human raters 
5 
required for scoring, the programs will reduce the financial costs of scoring. It has been 
speculated that using automated scoring programs may reduce the cost of scoring by 
almost 50% (Page & Petersen, 1995). 
Automated scoring programs may also reduce problems of scoring inconsistency 
when human raters are used. The ratings from automated scoring programs do not drift 
over time. Yang, Buckendahl, Juszkiewicz, and Bhola (2002) noted that an automated 
scoring program “can generate scores that are more consistent due to the mechanical 
nature of its scoring processes” (p. 18). Automated scoring programs may provide 
scores that are consistent, not only within one year of scoring but also across years 
(Page & Petersen, 1995). The training of a scoring program can be used across years, 
allowing for more valid comparisons of scores across test administrations and across 
testing years. 
Because of the advantages of automated scoring, essays, performance 
assessments, and other constructed-response items that were once scored manually are 
now being scored automatically (Bennett, 1998). Automated scoring is becoming more 
feasible as more and more tests are administered via the computer (Bennett, Steffen, 
Singley, Morely, & Jacquemin, 1997). 
1.5 Summary of Research on Automated Scoring Programs 
Research conducted on the various automated scoring programs started in the 
mid 1960s after the development of Project Essay Grade (PEG; Page, 1966) is still 
ongoing. The main focus of the research on automated scoring has been on the 
agreement between the program and human raters, especially while the programs were 
being developed. However, over the years the research on automated scoring has 
6 
expanded to include (a) determining the number of items needed in the training set 
(Vantage Technologies, 1998b), (b) holistic versus trait scoring (Page, 1968b; Shermis, 
Koch, Page, Keith, & Harrington, 2002), (c) ability of examinees to cheat (Landauer, 
Laham & Foltz, 2000; Powers, Burstein, Chodorow, Fowles, & Kukich, 1998b), (d) 
different writing prompts or essay styles (Shermis, Rasumssen, Rajecki, Olson & 
Marsigio, 2001; Vantage Technologies, 1998c; Vantage Technologies 1999), (e) 
providing students with feedback (Calfee, 2000; Foltz, Gilliam, & Kendall, 2000; 
Landauer, Laham, & Foltz, 2003), (f) scoring essays written by nonnative English 
speakers (Burstein & Chodorow, 1999), and (g) the ability to use the programs on-line 
(Burstein, Kukich, Wolff, Lu, & Chodorow, 2001; Shermis, Mzumara, Olson, 
Harrington, 2001). Although there has been a lot of research on the automated scoring 
programs, it is difficult to evaluate the programs, as there has been no systematic 
evaluation of the programs. 
1.6 Purpose of the Study 
Although a variety of research has been conducted with the various automated 
scoring programs, there has been no systematic evaluation of the programs. That is, all 
the previous research was conducted on only one automated scoring program. 
Therefore, making it difficult to make any conclusions on how these programs would 
score the same essays. The purpose of this study was to systematically investigate two 
popular automated scoring programs: Electronic Essay Rater and Intelligent Essay 
Assessor. And to evaluate how these program score the same essays under equivalent 
scoring conditions. That is, the two automated scoring programs were given identical 
training sets and then were given identical essays to score. 
7 
CHAPTER 2 
LITERATURE REVIEW 
2.1 Introduction 
In this chapter, research on the various automated scoring programs is reviewed 
and the programs are evaluated. This chapter starts with a discussion of how the 
automated scoring programs operate. Then the chapter continues with a discussion of 
the recommended validation methodologies, followed by a discussion of the research on 
the various essay scoring programs. The chapter concludes with a discussion of the 
conclusions that can be drawn from the research on automated scoring programs. It is 
from this review of the research, that the research design was selected for this study 
(inclusion of an expert committee of judges, and comparing multiple automated scoring 
programs with the same essays). 
The research on automated scoring is not limited to just scoring essays, even 
though the research on automated scoring has it roots in essay scoring. There are several 
other automated scoring programs designed to score a variety of constructed-response 
items, such as math problems, computer programs, architectural designs, and medical 
practice. These programs are Free-Response Scoring Tool, MicroPROUST, GIDE, 
Mathematical Expression Program, and CBX (see Khaliq, 2003). 
2.2 A Description of Current Automated Scoring Programs 
Automated scoring can be divided into two types of scoring: essay scoring and 
other performance task scoring. This chapter summarizes the automated scoring 
8 
programs designed to score essays. There are four popular automated scoring programs 
developed to score written essay responses. These programs are Project Essay Grade, 
Electronic Essay Rater, IntelliMetric, and the Intelligent Essay Assessor. Summaries of 
these four automated essay scoring programs, which have been used operationally, are 
provided in Table 2.1. 
All the scoring programs use a similar procedure for determining the score of 
response (essay or constructed-response). To begin with, previously scored responses 
are used to “train” the program. During the training process the scoring programs 
evaluate the features that are associated with each score. Then statistical analyses are 
conducted to create the statistical model that will be used for determining each 
response’s score. The responses are read and evaluated by the scoring program. Each of 
the automated scoring systems is designed to look for specific features of the response. 
The essay’s features are used with the statistical model to determine the essay’s score. 
Although the general procedure for scoring essays is similar across programs, the 
specific method by which the programs score essays is different. 
2.2.1 Project Essay Grade 
One of the first automated scoring programs is Project Essay Grade (PEG) 
developed by Ellis Page. PEG was originally designed for the assessment of general 
writing ability rather than the evaluation of content correctness (Shermis, Mzumara, et 
al., 2001). It should be noted that PEG’S developers never intended it to be an artificial 
intelligence program (Page, Lavoie, & Keith, 1996). Originally, PEG used counts 
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of features such as words, commas, parentheses, et cetera to determine an essay’s score. 
However, over the years, PEG evolved from using these types of crude counts, to 
looking at the grammatical features and fluency of the essay (Page, 1995). In general, 
PEG looks for indicators of writing quality (IPMA, 2000). 
To score essays and determine the regression weights, PEG needs to be trained 
(Page, 1966; Page, 1968b; Page, 1995; Page & Petersen, 1995; Shermis, Mzumara, et 
al., 2001; Shermis, Rasmussen, et al., 2001). To train PEG, essays that were previously 
scored by two human raters are used. These essays and their corresponding scores are 
reviewed by PEG and it gathers information about all the “trins” and “proxes” from the 
training essays. Trins are intrinsic variables such as diction, fluency, punctuation, and 
grammar (Page, 1994; Page, 1995) and are the real variables of interest (Page, 1966). 
Proxes are the numerical and statistical representations of the trins (Page, 1994). Proxes 
also include average word length, number of commas, number of periods, and essay 
length (Chung & O’Neil, 1997). Words, such as relative pronouns, prepositions, and 
other speech parts, are also counted as used as proxes of the complexity of the sentence 
structure (Page, 1994). There are approximately 200 trins and proxes that PEG uses to 
evaluate an essay. 
Page (1968b) listed the 30 predictor variables used the in the scoring process. At 
that time the standard deviation of the word length and the average word length had the 
highest correlations with the human ratings, r = .53 and .51, respectively. The number 
of common words, the number of commas and length of essay in words were also 
slightly correlated, r = -.48, .34, and .32, respectively. More recently, Page (1994) noted 
that the fourth root of the essay length in words was the most influential predictor 
12 
variable in the regression equation. During the ongoing development and refinement of 
PEG, the scoring process has moved from using only the surface features towards using 
more deeper essay features (Page, 1994). 
Once PEG has gathered information from the training essays, a multiple 
regression analysis is conducted. In this analysis, all the trins and proxes are used as 
predictor variables with the scores from the human raters used as the dependent 
variables. It is an empirical process rather than a theoretical method for determining 
which proxes to use (Chung & O’Neil, 1997). The regression weights are used to 
determine which 30 to 40 variables will be used in the scoring process (Shermis, 
Rasmussen, et al., 2001). The regression formula used for scoring is the formula for 
multiple regression: 
J1— Cl + + ^2^2 
where J' is the prediction of the mean human judgment, a is a constant, bi through bk 
are the regression coefficients, and Pi through Pk are the proxes used for scoring (Page, 
1994). When the regression formula/model has been determined, PEG is ready to score 
the responses. 
To score the essays, PEG reviews each response for the trins and proxes that are 
included in the regression model. PEG then enters the counts/statistical representations 
of the proxes into the regression equation and determines the essays score (Page, 1966; 
Page, 1968b; Page, 1994; Page & Petersen, 1995). PEG provides scores that are whole 
numbers with a mean of 70 and a standard deviation of 10 points. PEG can then 
transform these scores into z-scores. 
13 
A recent addition to PEG is TopicScore (Shermis, et al., 2002). For TopicScore, 
an algorithm of key vocabulary words was developed. Although no specific description 
has been provided regarding how TopicScore works, it is assumed that the scored 
essays are somehow compared with this list for content/topic representation. 
2.2.2 Electronic Essay Rater 
Another automated scoring program is Electronic Essay Rater (E-rater), which 
was developed by researchers at Educational Testing Service Technologies Inc. (ETS) 
and is based on natural language processing (Burstein, 2003). E-rater was designed to 
automatically score essays. E-rater looks at the writing argument structure in 
determining an essay’s score (IPMA, 2000), as well, the syntactic structure, rhetorical 
structure, and essay topic (Burstein, 2003; Burstein, Kukich, Wolff, Lu, & Chodorow, 
1998a; Burstein, et al., 1998b; Burstein, et al., 2001). Like PEG, E-rater needs to be 
trained prior to the conducting the scoring process. Five modules are used by E-rater 
during the training and scoring processes. 
The first module is the syntactic module that looks at the syntactic structures in 
the essay (i.e., clauses, verbs, etc.) (Burstein et al., 1998b; Burstein, et al., 1998c; 
Burstein, Leacock, & Swartz, 2001; Burstein & Marcu, 2000). E-rater reviews the 
syntactic features of an essay to create ratios of the types of syntactic structure per essay 
or per sentence. These syntactic ratios are measures of syntactic variety (Burstein, et al., 
1998a; Burstein, et al, 1998b; Kukich, 2000). Over 100 features are extracted and used 
in the scoring process. 
The second module is the discourse module in which the rhetorical (or 
discourse) structure of an essay is evaluated by E-rater (Burstein, 2003; Burstein, et al., 
14 
1998a; Burstein, et al., 1998b; Burstein, et al., 1998c; Burstein, et al., 2001; Burstein & 
Marcu, 2000). E-rater evaluates the essays for parallelism and contrasts using cue words 
to identify the arguments in the essay. E-rater looks for cue words for argument 
progression such as “in summary,” which indicates the summarization of the argument. 
E-rater also looks for words such as “this” and “these,” which indicates that the topic 
has not yet changed. As well, E-rater looks for words that indicate a change in topic, 
such as “additionally,” “also,” and “as well”. These cue words are used to provide an 
outline of the essay with the argument partitioning and annotation program (called 
APA; Burstein, et al., 1998b). This program partitions each essay by the units of the 
argument. The partitioning of the essay is not conducted by paragraph. Instead it is 
partitioned by the cue words, phrases, and structures used to identify the rhetorical 
structure of the essay. 
E-rater uses two programs to analyze essays for topical content: EssayContent 
and ArgContent as part of the third module (Burstein, et al., 1998a; Burstein et al., 
1998b; Burstein, et al., 2001; Burstein & Marcu, 2000). EssayContent looks at the word 
frequency in the essay. During the training process the vocabulary at each score point is 
evaluated and a single vector for the total frequency of each word is created. That is, a 
word frequency vector is created for each score point. Then while scoring the essays, 
EssayContent calculates the cosine correlation between the essay and each of the 
vocabulary vectors. An essay is determined to be most similar to a score point based on 
the correlations. That is, the content score of an essay is the score with which the essay 
is most highly correlated. The developers of E-rater noted that this cosine correlation 
method is not affected by essay length, which can vary across essays (Burstein et al., 
1998; Burstein, et al., 1998c). 
The other method for analyzing topical content and second part of the third 
module is ArgContent (Burstein, et al, 2001; Burstein & Marcu, 2000). ArgContent is 
calculated separately from EssayContent, yet it uses some of the information calculated 
by EssayContent (Burstein, et al., 1998b). Using the word frequency vectors, 
ArgContent calculates vectors of word weights using the following formula: 
, fre(h,s ,n_ essaystotal 
w/if = (—-7-) * log(-—), 
ma x_freq5 n _ essays. 
where Wi)S is the weight for word i in score category. Freqj,s is the frequency of word i in 
score category s, max_freqs is the maximum frequency of any word in score category s, 
n essaystotai is the total number of essays used in the training process, and n essaysj is 
the number of training essays that contain word i. There is one word weight vector for 
each score point determined during the training (Burstein, et al., 1998a; Burstein, et al., 
1998b; Burstein, et al, 2001). 
Additionally, a vector of word weights is also calculated for each argument of 
the essay being scored. That is, the vector Wj>a is computed for each argument of the 
scored essay. The formula used is similar to the previous formula and is: 
ma x_freqa n _ essays f 
where freqi,a is the frequency of word i in argument a and max_freqa is the maximum 
frequency of a word in argument a. 
Once ArgContent creates these two vectors, Wj)S and Wj>a, then ArgContent 
calculates the cosine correlations between the argument word weights and those for 
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each of the score points. The result is a set of cosine correlations, one for each argument 
of the response. From this set of cosine correlations, the most similar category is 
assigned to the argument. Therefore there is a score for each argument of the essay 
(Burstein, et al., 1998b). To compensate for the number of arguments in an essay, an 
adjusted mean is calculated for ArgContent using the following formula: 
(V arg scores + n args) 
ArgContent = —-(Burstein, et al., 1998a; 
(n _ agrs +1) 
Burstein, et al., 1998b; Burstein, et al., 1998c). 
The fourth module builds the regression model that will be used to predict each 
essay’s score (Burstein, 2003; Burstein, et al, 2001). E-rater then uses the scores from 
ArgContent, EssayContent, the rhetorical and syntactic features (in all there are over 50 
features) in a stepwise regression analysis to predict the scores given by the human 
raters. The stepwise regression calculates the weights for each feature used in the model 
(Burstein, et al., 1998a; Burstein et al., 1998b). Those predictor variables with 
significant weights are retained in the model and the other variables are removed. 
Burstein and Chodorow (1999) noted that the five most frequently used features are: 1) 
the topical analysis score by argument, 2) the topical analysis score by essay, 3) the 
number of subjunctive auxiliary words, 4) the ratio of subjunctive auxiliary words to the 
total number of words in the essay, and 5) the total number of argument development 
terms. 
The fifth and final module is the scoring module (Burstein, et al., 2001). This is 
the model that predicts each essay’s score based upon the regression model developed 
by the model-building module (module 4). 
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To score the essays, E-rater requires the use of training essays that have been 
previously scored by at least one human rater. Typically, the essays are scored on a 6- 
point scale and the following distribution of scores is used for the training set: 5 essays 
with a score of 0, 15 essays with a score of 1, and 50 essays with a scores of 2 though 6 
(for a total of 270 essays; Burstein & Chodorow, 1999; Burstein, et al., 1998a; Burstein, 
et al., 1998b; Burstein, et al., 1998c). E-rater uses these essays to determine the 
regression model as previously described. Once the regression equation has been 
formulated, E-rater is ready to score the essays. After the responses have been reviewed 
for their syntactic, rhetorical, and topical information, the regression model is used to 
determine the responses’ holistic score (Burstein, et al., 1998b). In general, the scoring 
method used by E-rater is holistic since the features assessed by E-rater are measured in 
terms of their statistical averages over the whole essay (Kukich, 2000). 
2.2.3 Intelligent Essay Assessor 
The Intelligent Essay Assessor (IEA), developed by Landauer and his 
colleagues, uses Latent Semantic Analysis (LSA). Originally, LSA was developed for 
the purposes of indexing documents for information retrieval (Rudner & Gagne, 2001) 
and is a computational model of how human represent their knowledge (Foltz, Laham, 
& Landauer, 1999). LSA is based on a factor-analytic model of the co-occurrences of 
words (Chung & O’Neil, 1997; Landauer, Laham, & Foltz, 2003) and uses singular 
value decomposition (Landauer, Foltz, & Laham, 1998). In other words, LSA is a 
mathematical and statistical method for creating relations among words, phrases, 
sentences, paragraphs, and documents (Landauer, 1998; Landauer, et al., 2003). 
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The scoring of essays is a new application of LSA (Chung, & O’Neil, 1997) and 
the goal of the LSA method is to go beyond the surface features of an essay to quantify 
the semantic content (IPMA, 2000; Kukich, 2000). The LSA methodology is different 
from the other automated scoring programs. It focuses on the content and knowledge 
being conveyed in the essay rather than focusing on the style, syntax, for argument 
structure of the essay (Foltz, et al., 1999). The meaning of a word is based on its 
relations with all the other words (Landauer & Psotka, 2001). LSA is intended to 
approximate the judgments human raters make about the meaning similarity between 
words (Landauer, Foltz, et al., 1998). Landauer, Foltz, et al. (1998) noted that this 
method allowed for predicting human meaning-based judgments about a response. It 
should be noted that LSA does not take into account word order, syntactic relations, or 
logic. 
The similarity in meaning between words, sentences, etc. is done using the 
concept of latent space analysis (Landauer, Foltz, et al., 1998). LSA does not simply 
count the number of times words co-occur; rather it uses mathematical analysis to infer 
the relations between words. The latent space is used to store the relationships between 
words, phrases, sentences, etc. For simplicity, one could think of the latent space as, a 
term-by-document matrix in which a term can be a word, a phrase, sentence, or any 
other unit of information, and a document can be a sentence, paragraph, essay, or any 
other large unit of information. The matrix is a match between the various items and the 
various types of documents (Chung & O’Neil, 1997). The relationship between terms 
and documents is represented by a weight - one weight relationship therefore one 
weight per cell. The cell frequencies are transformed using the following formula: 
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log (freqy +1) 
f ( \ f S\ 
V v l~J 7 V l~J J J 
which is “a measure of the first order association of a word and its context” (Landauer, 
Laham, & Foltz, 1998) and is the cell weight. The weight is an indication of the 
importance of the term to the documents, with a higher weight indicating that the term 
is more important and a smaller weight indicating that the weight is less important. 
It should be noted that LSA does not simply use one dimension for all the 
semantic relations, a series of dimensions are used (Landauer, Foltz, et al., 1998). 
Therefore an important step in the LSA scoring process is to reduce the dimensionality 
of the latent space and find the optimal dimensionality for the representation. This 
reduction in latent space is conducted using the process of singular value 
decomposition. The matrix is decomposed into three matrices: 
\ij] = [ik] [kk] [jk) , 
in which [kk] is a diagonal matrix of singular values and ik] and [jk] are matrices with 
orthonormal columns (Landauer, Laham, et al., 1998). With LSA between 100 and 
1,500 dimensions are often retained after singular value decomposition (Landauer, 
Laham, Rehder, & Schreiner, 1997). The singular value decomposition results in “a 
high-dimensional vector representing the average contribution to passage meanings of 
every word” (Landauer, 2002, p.l). It should also be noted that the latent space and 
number of dimensions depends upon the texts and essays that are reviewed by IEA prior 
to scoring (Landauer & Psotka, 2001). 
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Prior to scoring, LSA requires training with domain-representative text or with 
training essays (Foltz, et al., 1999). The text or essays are reviewed and the associations 
between words, sentences, etc are computed. Pre-graded essays are also used in the 
training process. LSA computes the weights for each relationship and then is ready to 
score. LSA scores an essay by reviewing the essay and creating a vector of terms from 
the essay, called a query vector. Then this query vector is compared to the matrix to 
determine which document the essay most closely resembles. LSA determines the 
similarity between the documents (the matrix of relationships) and the query vector by 
calculating the cosine coefficient (Landauer, et al., 2003; Laham, 1997), which is the 
dot product between each document and the query. A vector of scores is obtained from 
the dot product multiplication and these scores are used to determine which document 
the scored essay is most similar to and therefore the score that should be given to the 
essay (Chung & O’Neil, 1997; Landauer, et al., 2003). 
IEA, using the LSA scoring method, can score essays in a variety of different 
methods. The first technique is the holistic method that compares each essay with a set 
of pre-scored essays (the training essays) (Foltz, 1999). Other possible scoring methods 
include a “gold standard” response or essay (Wolfe, et al., 1998). For the “gold 
standard” method, an ideal response or essay is used as the standard of comparison and 
responses are scores based on how similar they are to the ideal response/essay. As well, 
IEA can compare responses/essays to portions of an original text or to sub-components 
of texts or essays. For this third method, the sentences in the responses are compared to 
the portions of texts and the score is determined on the basis of how well the response 
covers the material. In other words, IEA using LSA is able to generate a score based on 
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how well a response/essay covers the topic of interest. It should be noted that LSA can 
decide that “two essays can be considered to have almost identical content, even if they 
contain few or none of the same words, as long as they convey the same meaning” 
(Foltz, et al., 1999, p. 3). An essay that is especially different from the training 
responses can be identified and flagged for human scoring. IEA is not only able to score 
essays, it is also able to provide students with feedback (Foltz, et ah, 1999; Landauer, et 
ah, 2000; Landauer, et ah, 2003). 
2.2.4 Text Categorization 
Another method for automatically scoring essays is the text categorization 
technique (Larkey & Croft, 2003). This method for scoring responses uses binary 
classifiers to distinguish a “good” essay from a “bad” essay. The essays are then ranked 
by the classifiers and grades are then assigned to the essays (Larkey & Croft, 2003). 
The final grade assigned to the essays can either be assigned by the classifiers alone or 
in conjunction with other variables using linear regression 
Specifically, this text categorization technique uses representations to take into 
account the number of times a word appears in a document and vector of stem word 
counts is created. Stem words are used so that plural and singular of words are equated 
(that is, pumpkin is used rather than both pumpkin and pumpkins) and for verbs the 
different tenses are equated (i.e., talk, talks, talked) (Larkey & Croft, 2003). The vector 
of word counts is then weighted using tf idf weighting, which is the product of 
log(tf)xidf and where 
idf = \og(N/df). 
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Where tf is the word frequency in a document, N is the total number of documents in the 
training set, and df is the number of documents containing the word (Larkey & Croft, 
2003). A word will have a larger weight if it appears several times in one document and 
a smaller weight if it appears in numerous documents. 
This scoring method uses text categorization to determine an essay’s score. 
Essays are categorized as either being “bad” essays or as being “good” essays (Larkey 
& Croft, 2003). Larkey and Croft noted that this particular categorization is easier for 
the scoring program rather than categorizing essays as being “bad”, “poor”, “good”, or 
“very good”. 
An essay is assigned a category (either “bad” or “good”) using Bayes Theorem 
to estimate the probability of an essay’s membership to a category (Larkey & Croft, 
2003). The co-occurrence of the selected features and categories, displayed by the 
training set, is used to determine the probability of the essay’s category membership. 
These features include number of characters, number of words, and average word 
length. Similar features as those used by PEG are considered in this text categorization 
technique (Larkey & Croft, 2003). If an essay contains feature At then the following log 
probability formula is used to determine probability of which category the essays 
belongs to: 
log.P(C ID) = logP(C) + 'ZlogiPCA, I C)/P(4)), 
1 
where P(C) is the prior probability that an essay belongs to category C, P(^/|C) is the 
conditional probability that the essay includes feature A,- given the category C, P(A,j is 
the prior probability that an essay would include feature A,-. And if feature A,- is not 
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included in the essay the following formula is used instead to determine the probability 
of the essay’s category: 
log P(C I D) = logP(C) + £/ 0g(P(At I C)f P(A<)), 
i 
where P(Ai \ C) is the conditional probability that the essay does not includes feature A{ 
given the category C, P(At) is the prior probability that an essay would not include 
feature At. This is a binary model of the feature being present or absent in the essay 
(Larkey & Croft, 2003). 
Another type of text classification method is also possible with this program, the 
A:-nearest-neighbor classification (Larkey & Croft, 2003). This classification method 
looks for the k training essays that are nearest to the essay being scored based upon the 
similarity features of interest. The assigned grade is then based on a weighted average 
of the grades from the k nearest training essays. Therefore, the entire essay being scored 
is compared to a database created from the training set (Larkey & Croft, 2003). 
2.2.5 IntelliMetric 
Another automated scoring program that uses a similar method to PEG and E- 
rater is IntelliMetric developed by Vantage Technologies. IntelliMetric ™ is a web- 
based assessment system that is capable of both administrating and scoring open-ended 
and essay responses on-line (Vantage Technologies, 1998c). IntelliMetric is an 
automated scoring system that is designed to replicate the scoring process used by 
human raters (Vantage Technologies, 1998a). Like PEG and E-rater, IntelliMetric 
requires the use of previously scored essays for the program to be trained. The scoring 
program takes the characteristics of the responses for each score point and uses this 
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information for scoring other responses to the same prompt (Elliot, 2003). This process 
is repeated for each prompt and therefore, IntelliMetric scores each prompt with a 
unique rubric. 
IntelliMetric uses two programs in the scoring process: CogniSearch and 
Quantum Reasoning (Vantage Technologies 1998c). However, Vantage Technologies 
does not describe how these programs determine an essay’s score. Elliot (2003) 
mentions that IntelliMetric uses a combination of artificial intelligence, natural 
language processing, and statistical procedures to score the essays. However, no 
specific information is given regarding how IntelliMetric combines the three 
procedures. According to Yang et al. (2002), IntelliMetric analyses 72 different 
semantic, syntactic or discourse features. 
IntelliMetric provides feedback for five different categories: focus and unity, 
development and elaboration, organization and structure, sentence structure, and 
mechanics and conventions (Yang, et al., 2002). Unfortunately there are few research 
studies on IntelliMetric and no detailed description of how IntelliMetric scores 
responses. 
2.2.6 BETSY 
Bayes Theorem is not only used by Larkey’s text classification system, it is also 
used by a program called BETSY, created by Rudner. The goal is to classify an 
response as being complete, incomplete, or even partially complete (Rudner & Liang, 
2002) based upon the probabilities of features being included in a response that is 
complete, incomplete, or partially complete. Rudner and Liang denote these three 
probabilities as Pi(ut=l\A), Pi(ui=l\R), and Pi(url\I) where A, R, and I refer to the 
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essay score as being Appropriate, Partial, and Inappropriate and i is the feature under 
consideration. There is a different probability for each feature and will equal 1 when the 
feature is included in the essay. The conditional probabilities of the features are 
determined using a training set of responses that have been previously scored by human 
raters. 
Two models can be used with BETSY, the multivariate Bernoulli model and the 
multinomial model. In the multivariate Bernoulli model each essay being scored is 
considered to be a special case of the trained features. The presence and absence of 
every feature is considered. And then the probability of an essay belonging to a 
particular score is determined by the following formula: 
;=1 
where essay dj belongs to score classification Cj. And where V is the number of features 
in the vocabulary and Bit e (0,1) to indicate the presence of feature t in essay i. P(wt|Cj) 
indicates the probability of feature wt appearing in an essay that has a score of Cj and is 
calculated by 
D 
where Dj is the number of essays included in the training set with a score of cj and J is 
the number of score categories. 
Unlike the multivariate Bernoulli model, which considers each essay to be a 
special case of the training essays, the multinomial model considers each essay to be a 
sample of the training set. The probability of a essay’s score is determined by: 
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P(d, 
ci )=fYP{w‘1 C')K‘ 
where Nit is the number of times that feature w, appears in essay i. P(wt|cj) is the 
probability of feature w, appearing in essay with a score of Cj and is calculated by the 
following formula 
P(w, | Cj) = 1=1 
r+5>* 
where D is the total number of documents. 
The main difference between the multivariate Bernoulli model and the 
multinomial model is the calculation of P(wt|cj). Whereas the multivariate Bernoulli 
model looks for the presence or absence of a feature, the multinomial model takes into 
account the multiple times that a feature is used within an essay. 
2.3 Validation Methods for Automated Essay Scoring 
In this section, articles specifically focusing on validity issues are reviewed. 
Unfortunately, few articles were found that specifically focused on the validity of 
automated scoring programs. Two articles provided a conceptual framework for 
conducting a validity study on automated scoring programs: Chung and Baker (2003) 
and Yang, et al. (2002). Two other papers (Kelly 2001, 2002) described and reported 
research conducted on the validity of E-rater. And lastly Keith (2003) summarized the 
research on automated scoring. 
Chung and Baker (2003) discussed three areas of validity research that should be 
conducted on automated scoring systems: validation of the software, the scores, and the 
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assessment. They noted that most of the research conducted on the various automated 
scoring systems involves validating the scores. That is, most of the research on 
automated scoring involves comparing the scores given by the program to the scores 
given by human raters. They write that high agreements between human scoring and 
automated program scoring is necessary, however, the agreements alone are not enough 
evidence to make conclusions regarding validity. Thus, Chung and Baker noted that 
more validity research is needed to investigate the generalizability of the tasks 
(generalizability studies), the consequences of using automated scoring programs, and 
the fairness of automated scoring. They also noted that research is required to ensure 
that no systematic biases are included in the scoring model. 
Yang et al. (2002) suggested that the typical method of using exact and adjacent 
agreements, although useful for conveying information comparing the automated 
scoring program to human raters, is problematic. Exact agreement occurs when the 
automated scoring program and the human raters give an essay the exact same score. 
Whereas, adjacent agreement occurs when there is a one-point difference between the 
scores from the automated scoring program and from the human raters. The agreement 
indices are sensitive to the score scale, the number of essay scores, and the marginal 
distributions. They, and other researchers such as Rizavi and Sireci (1999) suggest that 
kappas be reported because kappas adjust for the possibility of chance agreement. They 
also suggest evaluating the score distributions from the varying scorers (human and 
automated scoring programs) and computing the inter-rater reliabilities. It should be 
noted that most of the researchers do report the correlations between raters and compare 
them to correlations between the human rater scores and the automated scoring program 
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scores. Chung and Baker (2003) noted that merely comparing the scores from human 
raters and automated scoring programs assumes that these scores are interchangeable 
and do not take into account variations that occur due to task (the writing prompt or 
scenario), rater, and the task-by-rater interaction. 
To evaluate the measurement precision of the automated scoring programs 
generalizability theory is recommended (Yang et al., 2002). Generalizability theory 
takes into account the sources of variation that occur in the model (e.g., variance due to 
task or raters). Generalizability theory can be used to assess which facets, sources of 
variation, are accounting for the score variance (tasks, raters, examinees). Few studies 
have included generalizability theory as method for evaluating the automated scoring 
programs (Clauser, Clyman, & Swanson, 1999; Clauser, Harik, & Clyman, 2000). 
Yang et al. (2002), as well as other researchers such as Rizavi and Sireci (1999) 
and Williamson, Hone, Miller, and Bejar (1998), recommend that an expert panel of 
scorers be used to determine a consensus score of each essay/response and that these 
scores should be based on the consensus of the committee rather than the average score 
of the committee. This criterion measure could be used to evaluate the automated 
scoring programs. Yang et al. also suggest that the score discrepancies between the 
human raters and the automated program should be evaluated. The scores from the 
expert panel can be used to evaluate the score discrepancies and be used to determine 
whether the human raters or the automated scoring program is scoring the 
responses/essays correctly. 
Kelly (2001) evaluated the validity of E-rater’s scoring procedure. Data were 
obtained from the GRE program and included a total of 1,794 essays. There was an 
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issue writing prompt (n=620) and an argument writing prompt (n=l,174). The essays 
were divided into two groups: a model-building set and a cross-validation set for a total 
of four groups. Two human raters scored each essay. From the results of factor 
analyses, a new rubric for each of the two prompts was created focusing on five specific 
characteristics. Several ETS development experts reviewed these two new rubrics. 
Modifications were made to the new rubrics based on the recommendations from the 
experts and scorers were given the new characteristic-specific rubrics and asked to score 
110 essays. Each essay was scored twice: once holistically and then once based on the 
new rubrics. The raters noted that they found it difficult to score the essays based on the 
separate characteristics and mentioned that this method of scoring was unfamiliar to 
them. They were then asked to score the essays under a “talk-aloud” condition so that 
their thought processes could be reviewed. The results of the “talk-aloud” sessions 
revealed that it was hard for the raters to not use the holistic scoring methods and that 
the scoring process is very complex. The “talk-aloud” sessions also revealed some 
evidence that the raters look for words, phrases, and other indicators of discourse, 
syntax, and content. And although the raters do not count the number of discourse cues, 
syntax features, and content words, they were considering these features when 
determining the scores. This suggests that the features that E-rater counts to determine 
an essay’s score parallels the features that the human raters attend to. 
Finally, the scores from two human raters and E-rater were compared (Kelly, 
2001). For the issue prompt, the correlation between E-rater and the human raters on 
holistic scoring was .56, the adjacent agreement proportion was .86 and the kappa was 
.24. Across the five features the correlations ranged between -.01 and .44. The adjacent 
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agreements ranged from .82 to .88, with kappa ranging from -.01 to .23. For the 
argument prompt, the correlation between E-rater and the human raters on holistic 
scoring was .74, the adjacent agreement was .93 and the kappa was .40. Across the five 
features the correlations ranged between -.08 and .56. The adjacent agreements ranged 
from .79 to .94, with kappa ranging from .00 to .21. There was better score agreement 
for the argument prompt than the issue prompt when holistic scoring was used. Kelly 
concluded that is some evidence that E-rater and the trained raters attend to similar 
specific characteristics and that these features are an indication of the quality of writing 
and that there is some evidence that scores from E-rater reflect the writing qualities 
specified in the scoring guides. 
Kelly (2002) extended the previous study by investigating score differences 
across prompt types. E-rater is trained separately for each writing prompt. However, 
Kelly’s factor analyses indicted that there were similar factors used by E-rater to score 
the argument and issue prompts. In Kelly (2001), he concluded that similar constructs 
of writing were measured by E-rater regardless of the writing prompt. Therefore, for the 
follow-up study, he investigated how the scores of the issue essay compared to the 
scores of the argument essay. The correlations for the issue and argument prompts were 
.75 and .70, respectively and the adjacent agreements were .99 for the issue prompt and 
.97 for the argument prompt. Kappas were also calculated for the issue and argument 
prompt (kappa = .41 and .33, respectively). 
Kelly (2002) also investigated how E-rater would score essays that were from a 
different program. Essays from NAEP were scored and compared to the GRE issue and 
argument prompts. High school students wrote the NAEP essays, whereas university 
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students wrote the GRE essays. The correlations for the issue and argument prompts 
were .61 and .73, respectively. The adjacent agreements were .65 for the issue prompt 
and .79 for the argument prompt. The kappas for the issue and argument prompts were 
.04 and -.03, respectively. 
Kelly (2002) also looked at comparing the scores produced by E-rater when a 
generic scoring model or a prompt-specific scoring model is used. Using three issue and 
three argument prompts, the scores produced by E-rater for each specific prompt were 
compared to the scores on the same essays from a generic scoring model. For the three 
issue prompts, the generic/prompt-specific correlations ranged from .81 to .88. For the 
argument prompts, the generic/prompt-specific correlations ranged between .72 and .77. 
For scores assigned by E-rater were also compared to the average score from two 
human raters. For the prompt-specific scores, the correlations ranged from .67 to .69 for 
the issue prompts and from .61 to .64 for the argument prompts. For the generic scores, 
the correlations were .78 for the issue prompts and .73 for the argument prompt. 
Kelly (2002) also assessed the validity of using a regression-based model for 
predicting essay scores. To do so, he compared E-rater scores using the regression- 
based model to scores obtained when a polytomous logistic regression model was used. 
Logistic regression was used because it assumes that the data are discrete whereas 
typical regression models assume that the data are continuous. The scores from E-rater 
are discrete in nature rather than continuous. The correlation between the linear and 
logistic regression models was .68 and .67, respectively, for the issue and argument 
prompts. The adjacent agreement and kappa for the issue prompt were 1.00 and .47. The 
adjacent agreement and kappa were both slightly smaller for the argument prompt, .98 
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and .44. The scores from the logistic regression model were also compared to the 
average human rater score. The correlations were .63 and .67 for the issue and argument 
prompts, respectively. The adjacent agreements were .97 and .95 and the kappas were 
.50 and .48 for the issue and argument prompts. 
Kelly (2002) was also interested in the consequential validity of automated 
scoring programs. To evaluate the consequential validity, Kelly wanted to know how 
graduate programs business schools would use essay scores provided by automated 
scoring programs. He contacted 28 faculty members from different business programs 
who sit on graduate admission committees and asked them questions about using essay 
scores from automated programs. These business faculty members stated that scores 
from automated scoring programs would have little to no impact on their admission 
decisions. They further stated that the essay score from the GMAT was one of many 
indicators considered for admissions and that many of the programs require students to 
submit essays with their application. Many of the business faculty members indicated 
they saw no difference between human scores and automated scoring program scores. 
In addition to the business faculties, Kelly (2002) also talked to 12 faculty 
members representing the arts and sciences and 18 faculty members from the social 
sciences. It should be noted that none of these faculty members use the GRE writing 
assessment as part of the admission requirements and that many of them were not aware 
of the GRE writing assessment. Most of these faculty members stated that they or their 
colleagues would be skeptical of scores from an automated scoring program. They 
further stated that they would prefer to read the essays and make their own decisions 
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about an applicant’s writing ability. Therefore, scores from automated scoring programs 
would have little effect on admission policies. 
2.4 Research and Evaluation of the Automated Scoring Programs 
In this section research focusing on the performance of the various automated 
scoring programs is reviewed for both the programs designed to score essays. Research 
on automated essay scoring programs began in the mid-1960s (Page, 1966) and is still 
ongoing. 
2.4.1 Project Essay Grade 
Research on PEG started in the mid-1960s. Over the years, a variety of topics 
have been researched with PEG: agreement with human raters, equivalence of writing 
prompts, the holistic versus trait scoring, the scoring of different writing prompts, and 
the feasibility of on-line scoring. Table 2.2 is a summary of the research conducted on 
PEG. 
When research first started with PEG in 1966, the correlations between PEG and 
human raters ranged from .44 to .72, however, the correlations for more recent research 
range between .71 and .84. The correlations have increased as research and 
developmental work has improved PEG’S scoring process. Although it was concluded 
that PEG could score essays as well as human raters could, no results were provided 
investigating the exact or adjacent agreements in scores. Other conclusions made about 
PEG were: (a) PEG could score holistically as well as specific essay traits (Page, 1968b; 
Shermis, et al., 2002), (b) essay length is important for short essays and other variables 
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become more important as essay length increases (Page, 1994), (c) PEG’s scores reflect 
the scores from human raters (Shermis, Rasmussen, et al., 2001), and (d) PEG is able to 
grade essays on-line (Shermis, Mzumara, et al., 2001). 
There are several strengths and weaknesses with PEG. One strength is the 
simplicity of the scoring methodology (Chung & O’Neil, 1997). It is easy to understand 
how PEG scores essays as it uses a very common statistical approach—multiple 
regression. For this regression, features of the essays are used as predictors of scores 
given by human raters. It is not only multiple regression that makes the scoring 
methodology easy to understand, it is also the scoring procedure. PEG is trained using 
scored essays and then it is ready to score. Another strength of PEG is the ongoing 
effort to improve the scoring methodology, moving away from only the surface 
features. 
Even though there are several strengths to PEG, there are some weaknesses as 
well. One ongoing criticism is the use of surface features to score an essay without 
taking the meaning of the essay into consideration (Chung & O’Neil, 1997; Page, 
1968b; Page and Petersen, 1995). PEG also does not consider the originality or the 
creativity of the essay (Page, 1968b). Another weakness of PEG is the training 
requirement, as it needs to retrained for each data set (Chung & O’Neil, 1997). 
The most important weakness of PEG is the lack of information about exactly which 
features are used as trins and proxes. Not knowing what trins and proxes PEG is 
evaluating the essays on, one cannot know what variables the regression is based on to 
determine the scores. PEG is a closed system because these variables have not been 
revealed since Page did so in 1968 (see Page, 1968b). 
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Another weakness that was revealed about PEG is its reliance on human raters. 
Shermis and his colleagues (Shermis, Rasmussen, et al., 2001) discovered that PEG will 
reflect biases that human raters have about a particular essay topic because PEG relies 
on responses previously scored by human raters is a weakness of nearly all the 
automated scoring programs. 
2.4.2 Electronic Essay Rater 
E-rater is another scoring program designed to score essays. Research on E-rater 
has focused on comparing its ability to score essays similar to human raters, the effects 
of automated scoring on nonnative English speakers (Burstein & Chodorow, 1999), and 
on the ability of examinees to cheat E-rater (Powers, et ah, 2001). A summary of the 
available research on E-rater is presented in Table 2.3. 
The research suggests that E-rater is able to provide scores similar to the human 
raters. The adjacent agreements are often around 90%. When investigating the 
possibility of cheating E-rater, the adjacent agreement dropped to 65% (Powers, 
Burstein, et ah, 2001). For one essay, E-rater gave it a score of 6, whereas the human 
raters both gave it a score of 1. The correlations between E-rater and the human raters 
varied from study to study. The lowest correlations occurred when examinees were 
trying to trick E-rater. The authors noted that changes to E-rater were needed to prevent 
cheating from occurring in the future. 
The conclusions made about E-rater’s ability to score essays include: (a) E-rater 
gives essays similar scores as the human raters (Burstein, et ah, 1998a), (b) the 
discourse processes used for scoring are useful (Burstein, et ah, 1998b), (c) E-rater is 
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useful for scoring essays written by nonnative English speakers (Burstein & Chodorow, 
1999), and (d) it was easier to trick E-rater into giving an essay a higher score than 
tricking into giving an essay a lower score (Powers, et ah, 2001). 
There are some advantages to E-rater. It is available for use on-line (Burstein, et 
ah, 2001), which makes it accessible for use. It is also built with modules, which makes 
the automated scoring program more flexible as the modules can be used or not used as 
desired (Burstein & Marcu, 2000). The scoring module can be reused as necessary with 
the same regression model and weights without having to reuse the other modules. 
Burstein and Marcu also noted that changes in E-rater’s code could be easily tracked 
and the scoring of essays can be compared as code changes are made. Because the 
modules are built independently of each other, they can be modified as needed or as 
research guides the automated scoring technology. 
There are disadvantages of E-rater as well. It is difficult to understand exactly 
how it scores essays and it requires quite a bit of computations. Another disadvantage is 
the lack of knowledge about the features that E-rater uses for scoring. Like PEG, all the 
features that E-rater uses to score essays have not been made available. Although the 
general classifications of the features have been described, the actual features selected 
by the step-wise regression analysis are not known. 
Another disadvantage stems from a problem with the research on E-rater. 
Namely, the same data have been used for several different research studies. Burstein 
her colleagues (1998a; 1998b; 1998c) repeatedly used the same eight arguments and 
five issue prompts from GMAT and the same two prompts from TWE for their studies. 
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When the exact same data are used for multiple studies, one would naturally expect that 
the results would be the same. Therefore, the conclusions made from these studies have 
somewhat limited generalizability. 
Currently, Burstein and Marcu (2002) are looking into using hierarchical 
discourse relations instead of the linear relations currently used. On-going research on 
E-rater is also including the ability of E-rater to give students feedback on their essays. 
2.4.3 Intelligent Essay Assessor 
Although LSA was not originally designed to automatically score essays, IEA 
uses LSA for such a purpose. Landauer and his colleagues have conducted several 
studies examining LSA’s ability to automatically score essays. Some of the research on 
LSA included (a) comparing LSA to human raters (Foltz, et al., 1999; Landauer, et al., 
1997), (b) evaluating the number of dimensions necessary for scoring (Landauer, et al., 
1997), and (c) evaluating IEA’s ability to provide student with feedback (Foltz, et al., 
2000). A summary of these research studies is provided in Table 2.4. 
The studies showed that LSA can also score essays in a manner congruent with human 
scores. The correlations between LSA and the human raters varied from .65 to .86. 
These correlations are about the same as those found with the other scoring programs. 
These correlations are also comparable to the correlations among the human raters, 
ranging between .71 and .87. No agreement indices were reported, therefore, it is 
difficult to say how similar the scores were between LSA and the human raters. 
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Other conclusions made about IE A were (a) 400 to 500 dimensions is optimal 
and over 1,500 dimensions detrimental for scoring (Landauer, et al., 1997), (b) LSA can 
score as well as human raters (Foltz, et al., 1999), and (c) IEA is able to provide 
students with useful feedback (Foltz, et al., 2000). 
The IEA scoring program has many benefits (Foltz, et al, 1999). The first benefit 
is the features attended to by LSA. Rather than surface features, LSA tries to understand 
essays and to score essays on the basis of content representation. Another benefit of 
LSA is it flexibility in score comparisons. IEA does not have to compare essays to 
previously scored essays. Instead it can score essays based on an ideal response or 
based on related text/materials. Therefore IEA is more flexible in how it is trained 
(Landauer, et al., 2000). In addition, LSA can score new essay topics without needing to 
be retrained (Landauer, et al., 2000). 
Another strength of IEA is that can assess essays that are strange and identify 
them for human consideration (Foltz, et al, 1999). As well, LSA can assess essays that 
the examinee wrote with the intent to cheat the program into giving the essay a higher 
score (Landauer, et al., 2000). And supposedly LSA can check essays for plagiarism 
(Landauer, et al., 2000). 
As well, IEA is able to provide students with feedback on topics not covered in 
the response. LSA can evaluate the responses for relevant topic material that was not 
included in the response and then to provide students with feedback, which include 
suggestions for improving the overall quality (Calfee, 2000; Landauer, et al., 2003). 
Although there seems to be many strengths and positive features to IEA, there is 
one major weakness; the lack of research. There are very few research studies available 
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on IEA’s use of LSA for scoring essays. Additionally, some of the research reported 
does not provide enough details to determine whether the conclusions are substantiated. 
The little research available is often based upon small numbers of essays. 
Other weaknesses include the computational demands that are required to run 
LSA. It uses matrices to create the relationships among words, phrases, sentences, 
etcetera, which take up quite a bit of memory space. Although singular value 
decomposition is used to reduce the dimensionality and therefore the computer memory 
space, the mathematical process of singular value decomposition requires a lot of 
computer resources. 
LSA has also been criticized because it does not assess the structure of the 
responses nor does it assess vocabulary (Calfee, 2000; Landauer, et al., 2003). Although 
LSA creates relations among words and sentences, it does not take into account the 
word order (Chung & O’Neil, 1997). IEA provides grades that have nothing to do with 
the essay’s writing style (Rudner & Gagne, 2001). 
2.4.4 Text Categorization 
Only one article was found on using text categorization as a method for scoring 
essays (Larkey & Croft, 2003) focusing on the evaluation of various scoring algorithms: 
multiple regression, k-nearest neighbor classifier, and several Bayesian techniques. Two 
experiments were conducted as part of this study and are summarized in Table 2.5. The 
adjacent agreements ranged from .66 to 1.0 and person correlations between .56 and .88 
depending upon the scoring algorithm used. Larkey and Croft concluded that binary 
classifiers for separating good essays from bad essays were successful for scoring 
essays. 
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2.4.5 IntelliMetric 
Few research studies on IntelliMetric are available. The few studies available 
have examined IntelliMetric s ability to score different styles of essays, such as creative 
thinking (Vantage Technologies, 1999) and narrative style essays (Vantage 
Technologies, 1998c) and IntelliMetric’s ability to score essays when the training 
sample is altered. Research has also focused on the number of responses needed to train 
IntelliMetric (Vantage Technologies, 1998b) and IntelliMetric's robustness for scoring 
essays regardless of the training sample (Vantage Technologies, 1998a). A summary of 
these studies is provided in Table 2.6. 
The research on IntelliMetric suggests that it can provide essay scores in a 
manner congruent with human scores as well as human raters can. The adjacent 
agreements between IntelliMetric and the human raters reported by Vantage 
Technologies (Vantage Technologies, 1998a, 1998b, 1998c, 1999) ranged from 83% to 
100% and were usually above 90%. Additionally, the Pearson correlations between 
IntelliMetric and the human raters ranged from .74 to .90. Rizavi and Sireci (1999) 
noted Spearman correlations of .67 and .63 with kappas of .51 to .52 and concluded that 
these correlations were lower than those noted for other scoring programs. Rizavi and 
Sireci concluded that IntelliMetric provides scores similar to human raters. However, 
they cautioned that where discrepancies exist, it is not known whether the humans or 
IntelliMetric provided the more valid score. 
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The conclusions made about IntelliMetric were that a) IntelliMetric provides 
consistent scoring regardless of the training sample (Vantage Technologies, 1998a), (b) 
a training set of 50 is appropriate for low-stakes testing (Vantage Technologies, 1998b), 
and (c) IntelliMetric can score essays from other countries (Vantage Technologies, 
1998c). 
According to Vantage Technologies, IntelliMetric performs the best under the 
five following conditions (Elliot, 2003): (a) a training set size of at least 300 responses 
that span the entire score scale, (b) the inclusion of a sufficient number of training 
essays that represent the extreme scores (that is, over sampling of the lowest and highest 
I scores), (c) the use of two or more human raters for scoring the training set, (d) a score 
scale that allows for variation in the scores (score scales of at least 6-points has been 
suggested), and (d) quality scoring of the training set so that IntelliMetric can be 
properly trained. 
It is difficult to analyze the strengths and weaknesses of IntelliMetric due to the 
lack of detailed information about how it works and the lack of details on the research 
conducted by Vantage Technologies (most research reports are five pages or shorter). 
One strength seems to be the simplicity of the scoring procedure. It appears that 
IntelliMetric uses a similar procedure as PEG and E-rater. Thus, a major weakness of 
IntelliMetric is the lack of available information. What features IntelliMetric uses 
during the scoring process is not known and therefore, it is not known what information 
is used to determine an essay’s score. 
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2.4.6 BETSY 
Only one research study was found on BETSY ability to score essays using both 
the multivariate Bernoulli and the multinomial models (Rudner & Liang, 2002). They 
found that BETSY’s classification accuracy was approximately 80%. They also found 
that the multivariate Bernoulli model outperformed the multinomial model when the 
vocabulary size was less than 1,000. 
There is little information by which BETSY can be evaluated. However, Rudner 
and Liang (2002) note some advantages of BETSY such as its usefulness with short 
essays, its ability to provide diagnostic information, its use with a variety of content 
areas, and its ability to provide classifications based on several skills. One drawback of 
BETSY is the use of Bayesian models in the scoring process and the multivariate 
Bernoulli and the multinomial models, which requires knowledge of these models for 
understanding the program’s scoring system. 
2.5 Conclusions About the Automated Scoring Programs 
The review of the literature illustrates that automated scoring programs can 
approximate the scores given by human raters and expert scorers. This conclusion is 
supported by the correlations between scores from the automated scoring programs and 
scores from human raters (or expert raters). The correlations tend to be around .70 to 
.85, with adjacent agreement indices of 80% to 85% depending upon the automated 
scoring program. Not only do automated scoring programs approximate the human rater 
score, the automated scoring programs mimic how human raters score different prompts 
(Shermis, Rasumsen, et al., 2001). 
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Although the conclusion can be made that the programs can approximate the 
scores of human raters, the conclusion cannot be made that the automated scoring 
programs are scoring responses in the same manner as human raters, or that the 
automated scoring programs are using the same features as humans when determining a 
response’s score. There is not enough information about the scoring programs to know 
exactly which features are considered when calculating the scores. Even though Kelly 
(2001) investigated whether PEG and human raters used similar features when scoring, 
not enough information was gathered to make a definite conclusion about the similarity 
of which features are considered. And Williamson et al. (1999) concluded that the 
mental models of the program were not identical to those used by the expert raters. 
There are several concerns regarding automated scoring programs. Some of 
these are humanistic concerns—that computers cannot appreciate responses in the same 
manner as humans (Page & Petersen, 1995). Additionally, there are many who feel that 
some choices require human knowledge, background, and wisdom to make. This 
criticism may not be wrong as many of the automated scoring programs focus on 
text/document classification, not on text/document understanding (Chung & O’Neil, 
1997). Another concern is the ability of examinees to cheat/trick the programs (Page & 
Petersen, 1995; Powers, et al., 2001) and to obtain scores higher than deserved. 
Although only one study was conducted on examinees’ ability to cheat the program, 
many of the researchers indicated that they would welcome research focusing on 
cheating/tricking the programs to determine whether this is possible. 
Many critics are concerned that the automated scoring programs will completely 
replace human raters and therefore no human rater will be part of the scoring process. 
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Page and Petersen (1995) noted that PEG will not completely replace the need for 
human raters and none of the other automated scoring programs will completely remove 
human raters from the scoring process. Human raters will always be needed to score the 
responses that are used for the training process. Many of the researchers conclude that 
at least one human rater be retained as part of the scoring process. Kukich (2000) noted 
that for high-stakes tests, for example the GMAT, ETS will continue to used at least 
two human raters to ensure accurate scoring and to prevent “any radically creative or 
otherwise anomalous essays from slipping through the system unnoticed” (p. 25). 
However, she also noted that for low-stakes testing only an automated scoring program 
may be needed in the scoring process. 
Another concern about the use of automated scoring programs is the features 
that are used for scoring essays and performance tasks. Early in the development of 
automated scoring programs surface features were predictors of essay scores. For 
example, total number of words was the leading predictor of scores for Project Essay 
Grade (Page & Petersen, 1995). However, the current automated scoring programs are 
using features such as diction, fluency, and grammar as score predictors (Page & 
Petersen, 1995). With information on automated scoring programs considered 
proprietary, there is little information about the specific features ultimately used to 
determine an essay’s score. 
2.6 Description of the Study 
This study addressed some of the concerns with the automated essay scoring 
programs and it expanded upon the previous research. All of the previously reported 
studies involve only one automated scoring program. There has been no systematic 
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evaluation of the automated scoring programs. Therefore, it is not known how similarly 
the automated scoring programs will perform when scoring the same responses. In this 
study, two automated scoring programs were compared, using the same training essays 
and the same scoring essays. The ability to cheat the automated essay scoring programs 
(spurious essays) was evaluated by Powers et al. (2001) on E-rater only. Thus, it is not 
known how other automated scoring programs would score fabricated essays. This 
study included essays written in attempts to trick the programs. Additionally, 
researchers have suggested the inclusion of an Expert Committee of judges to review 
the essays and provide information when the scores from the automated scoring 
program and the human raters are not in agreement (Rizavi & Sireci, 1999; Yang, et al., 
2002). Thus, this study expanded upon the previous research by including fabricated 
essays and by including and Expert Committee of judges to review the essays. 
Additionally, the scoring conditions were conducted on two popular scoring programs, 
rather than just one. Another limitation of the previous research was the lack of a 
standard to compare both the human scores and the automated scoring program scores. 
An expert panel of scores was included in this study. The scores from both the human 
(operational) scores and the scores from both automated scoring programs were 
compared to the scores given by the expert panel. Therefore, the scores from the expert 
panel were the standard of comparison. This study, therefore, addressed some of the 
criticisms of the previous research on automated scoring. 
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CHAPTER 3 
METHODOLOGY 
3.1 Introduction 
In this chapter, the methodology for the study is described. The purpose of this 
study was to evaluate two popular automated essay-scoring programs. This study 
involved (a) scoring of the same essays by both automated scoring programs, (b) 
convening an expert panel of writing specialists to review a sample of the essays, and 
(c) evaluating the automated scoring program using several criteria. These aspects of 
the study are described in this chapter. 
3.2 Data 
In this section, the essay prompt used and the selection procedures for the 
training sets and the scoring essays are described. 
3.2.1 Advanced Placement Essay 
For this study, the Advanced Placement English Literature and Composition 
Test was used. This test contains two sections: a multiple-choice section and an essay 
section. The multiple-choice section included 55 questions, which students have one 
hour to complete. This portion of the test was worth 55% of the final grade. The essay 
section contained three writing prompts and students were required to answer all three. 
Students were given two hours (40 minutes per prompt) to write their essays. The 
essays were scored on a scale of 1 to 9 by one human reader. The essay section was 
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worth 45% of the final grade. The maximum score for the final grade, after combining 
the multiple-choice and essay sections, was 150 points. This maximum score was then 
converted to the Advanced Placement’s grade scale of one (no recommendation) to five 
(extremely well qualified). 
This study used essay responses from the 2002 administration. Approximately 
220,000 high school students, within the United States and Canada, completed this 
exam. Only one of the three prompts was chosen for this study. The prompt chosen was 
the second writing prompt for the 2002 administration and it required that students read 
Thomas Hardy’s poem “The Convergence of the Twain” and then describe, analyze, 
and discuss how the poetic devices convey the speaker’s attitude regarding the sinking 
of the Titanic (see Appendix A for the actual prompt). The prompt was an interpretative 
prompt as the examinees were asked to interpret the speaker’s attitude. 
3.2.2 Training and Scoring Essays 
A random sample of 2,268 test booklets was obtained from The College Board 
to be used for this study. From these booklets, 1,000 responses to the second writing 
prompt were systematically sampled so that every scored category was represented. All 
the essays at the extreme ends of the score scale were used. That is, all essays with a 
score of 1, 2, 8, or 9 were selected. The remaining essays represented the other score 
categories and were randomly drawn such that the middle of the score distribution was 
relatively uniform. The distributions of the population, obtained sample, the training 
sets, and the scoring set are displayed in Figure 3.1. 
-♦-population -"-sample training -•-scoring 
Figure 3.1 Distributions of the Essays 
After selecting the 1,000 essays for this study, the essays were then randomly 
divided into two sets of 500 essays. These two essay sets are the training set and the 
scoring set. The automated scoring programs for training purposes used the training set 
of essays. This is the process whereby the automated scoring programs learn what 
features are associated with each score. The programs were given the assigned score for 
each essay. The other set of essays was the scoring set of essays which are the essays 
that scored by both automated scoring programs. The operational grade assigned to 
these scoring essays was not revealed to the automated scoring programs. 
The essays for both the training set and scoring set were transcribed so that the 
automated scoring programs could score the essays. The essays were transcribed such 
that spelling, grammar, and punctuation mistakes were not changed. The essays were 
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transcribed the way they were written. Once all the essays had been transcribed a 
random sample of 100 were reviewed to ensure there were no transcription errors. 
3.2.3 Fabricated Essays 
In addition to the 500 scoring essays, fabricated essays were created to assess 
the ability of examinees to cheat/trick the automated scoring programs to obtain a 
higher score than the essay deserves. This has been an on-going criticism of the 
automated scoring programs (Powers, et al., 2001). Powers and his colleagues noted 
several methods by which one could attempt to deceive an automated scoring program. 
One method is to increase the length of the essay by simply repeating the same 
paragraph over and over again or by repeating the same paragraph and altering the first 
sentence. Another common method for tricking the programs is to use a large number of 
key words and/or vocabulary that is related to the topic. Other methods include using 
disorganized logic and simply varying the sentence structure. Additionally, examinees 
might rehearse or memorize a well-written essay then use that essay even if it is off 
topic. 
Therefore, five types of fabricated essays were created for this study. The first 
type of fabricated essays was the off-topic essays. As responses were also obtained from 
the other two prompts not used for this study, essays given a score of 9 for either of the 
other two prompts were included for a total of 13 off-topic essays. The second type of 
fabricated essays was the repeating essays for which the essays were repeated at varying 
lengths. That is, an essay might be repeated eight times, then 17 times and repeated 25 
times to determine how essay length may affect the essay scoring. Quoting essays were 
the third type of fabricated essay. Essays were written such that the poem was 
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extensively quoted. The fourth type of fabricated essays was the wordy essays in which 
uncommon words were used. And the final type of fabricated essays was the essays 
written backwards. 
It should be noted that these fabricated essays were interspersed with the scoring 
essays and were included in the target essays that the expert committee reviewed. 
However, since the fabricated essays are not from the test administration, there are no 
scores from the human rater associated with these essays. 
3.3 Expert Committee 
Six experts, selected from experienced AP English Literature and Composition 
essay graders, were recruited for the Expert Writing Committee. These experts were 
selected from the more experienced and highly regarded graders such as Chief Readers 
and Table Leaders. To minimize training time, all participants on this panel had 
participated in the operational scoring of responses to the prompt. The Committee met 
for a day and a half to score 200 essays. On the first day, the Committee members were 
introduced to the purpose of the study. The session began with a reading of the poem 
followed by a discussion of the poem. Then the rubric was read. As each score point 
was read, the Committee members described the typical responses for each score point. 
There was a general discussion of the aspects of the poem that should be referenced in 
the responses and how the poem should be interpreted. 
After reading the poem and the scoring rubric, the Committee was given ten 
essays to read and score individually. After this individual scoring, they discussed their 
ratings for these essays and attempted to arrive at a consensus score for each one. 
Where consensus cannot be reached, the average score across the six members (divided 
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by 3 and rounded to conform to the 1-9 scale) was used as the consensus score. It 
should be noted that consensus was not reached for only one of the 200 reviewed 
essays. Then the Committee was divided into two groups of three to score the remaining 
essays. In each group the Committee members read and scored each essay individually 
and then determined the consensus score. The Expert Committee was not told what 
scores each essay received during the operational scoring or from either of the two 
automated scoring programs. 
Once all the essays were scored, the Expert Committee noted that they spent 
more time reviewing and scoring these 200 essays than they normally would spend on 
an essay during operational scoring. They also noted that errors in the essays seemed to 
be more noticeable as the essays were typed. It was decided to give the Expert 
Committee the typed version of the essay rather than the handwritten version so that the 
Committee and the automated scoring programs would be scoring the same version of 
the essays. Thus, when comparing the Consensus score to the automated program 
scores, the automated programs were not penalized for any transcription errors. 
3.4 Data Analyses 
Several statistical analyses were conducted to compare the automated scoring 
programs. These analyses ranged from simple percent agreement and correlation 
statistics to generalizability theory. 
3.4.1 Evaluating Congruence Among Operational Automated, and Expert Scoring 
Pearson, Spearman, and intra-class correlations (inter-rater reliabilities) were 
computed among scores from the human rater, the automated scoring programs, and the 
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Expert Committee. Pearson correlations were computed to compare the results of this 
study to the results from previous research, Spearman 
correlations were computed due to the ordinal nature of the data, and intra-class 
correlations were used to detect shifts in the score distributions across the different 
scoring programs. 
3.4.2 Agreement Indices 
The agreement among the human raters, automated scoring programs, and the 
expert panel were evaluated using three indices: the percentage of essays scored exactly 
the same (percent exact agreement), the percentage of essays within one-point of one 
another (percent adjacent agreement), and the kappa coefficient (percent agreement 
corrected for chance). The formula for kappa is: 
P-P 
k - ——, where P is the probability of a consistent decision and Pc is the 
chance probability of a consistent decision. 
3.4.3 Analysis of Mean Score Differences 
One-way repeated measures ANOVAs were conducted to evaluate the mean 
differences in the scores across the raters (operational scores, Expert Committee scores, 
and the scores from the automated scoring programs). One of the assumptions of the 
repeated measures ANOVA is the assumption of sphericity, which can be assessed with 
the Mauchly’s Test of Sphericity. When the assumption of sphericity is not met the 
Greenhouse-Geisser value for Epsilon is computed and used. Epsilon describes the 
degree of departure from the assumption of sphericity and is used as a correction factor 
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with the degrees of freedom. After the repeated measures ANOVA were conducted and 
since only three groups were included in this study, Fisher’s Least Squared Difference 
multiple comparison procedure was used to determine exactly where the differences in 
the means occurred. 
3.4.4 Generalizabilitv Study 
Two generalizability studies were conducted to identify the sources of error 
associated with computer and human scoring. The persons (essay) by rater nested 
within rater type (human or automated scoring program) were conducted with the use of 
URGenova (Brennan, 2001). Table 3.1 indicates the variance components that were 
computed. There were two levels of rater type, either human rater or automated scoring 
program, with different numbers of raters within each level. The first generalizability 
study involved the full set of 500 essays and used the operational scores and the scores 
from E-rater and IEA, thus it was an unbalanced design. The second generalizability 
study used only the essays reviewed by the Expert Committee. With the scores from 
two human raters and two automated scoring programs, the second generalizability 
study was a balanced design. URGenova is designed to estimate the variance 
components with balanced or unbalanced designs. 
1 
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Table 3.1 Estimated Variance Components with a Persons by Rater Nested Within 
Type (P X R:T) Design 
Source of 
Variation 
Variance 
Component 
Estimated Variance Component 
Persons (p) < MSp =nrnt cr2p + nr a2pl + 
Type(t) MS,= npnr erf + nr a], + np erf, + a2p(rJU 
Rater(r):t 
Cl, MSr;t= np crrt + crp^.J)e 
Pt < MSpt=n ro-2pl + a^rJ)e 
p(r:t),e 
ap(r.t),e MSp(r:t),e = <Jp(r.t),e 
Once the variance components were computed using URGenova, a Decision- 
study (D-Study) was conducted to determine what the variance components might be 
when the variance components are changed, such as altering the number of human I raters with one automated scoring program. These D-studies would provide information 
about measurement error and what might the most appropriate scoring design (i.e., the 
combination of human raters and automated scoring programs) in order to have minimal 
' 
measurement error. I The Decisions studies will be evaluated on the percent of total variance 
accounted for by the essays (person facet), the amount of error in the model as reflected 
the relative error and the absolute error (a2s and a>\, respectively) and by the 
Generalizability coefficient (Ep2) and the Phi coefficient (O). The formula for 
relative error is: 
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- ~T + ~tt » where a2 and a2 are the variance components for the 
nt nrnt ' 
interaction between persons and type and the residual, respectively, and n\ and rir are 
the samples sizes used in the Decision study. The formula for absolute error is: 
2 2—2 2 
* 2 r.[ ^pi &pr't 2 
cr\ = —~ + -7-7 + —— + —7— , where a is the variance component for the 
nt nrn, n, nrn\ 
facet type and a2rt is the variance component for raters nested within type. The 
Generalizability and Phi coefficients can be calculated from a] and cr\, respectively. 
The Generalizability coefficient is given by the formula 
^.2 
2 <37 2 
Ep - —--, where a is the variance coefficient for persons. And the Phi 
coefficient is given by the formula O = — p . 
O’] + ar\ 
The Generalizability coefficient is analogous to the reliability coefficient in 
Classical Test Theory and it reflects the proportion of variance that is attributable to the 
universe score. The Phi coefficient is an index of dependability. Relative Error and the 
Generalizability coefficient are used for norm-referenced situations and the absolute 
error and the Phi coefficient are used for criterion-referenced situations. Since the 
Advanced Placement English Literature and Composition Test is a criterion-referenced 
test (essays are judge against the scoring rubric) the absolute error and the Phi 
coefficient will be used the main measures for selecting the most appropriate Decision 
study. 
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CHAPTER 4 
RESULTS 
4.1 Introduction 
In this section the results of the statistical analyses are presented. The results 
section begins with a discussion of the 500 scored essays. The analyses include 
descriptive statistics, mean differences (repeated measures ANOVA), correlations 
(Pearson, Spearman, and Intra-class), and agreement (exact and adjacent) indices. Then 
the results from the Expert Committee’s review of the essays are presented, followed by 
a discussion of the seriously discrepant essays, which the Expert Committee reviewed. 
Since fabricated essays were included in this study, the results of scoring the fabricated 
essays are also included. The last section of the results section is a replication of the 
analyses, however, the scores are collapsed to a scale of 1 to 5 based on the scoring 
rubric. Analyses of both the 500 scored essays and the 200 reviewed essays are 
discussed in this final part of the results section. 
4.2 Results of All 500 Scored Essays 
This first section discusses the results of the full set of 500 scored essays 
including the descriptive statistics, the mean differences, correlations, and agreement 
indices. 
4.2.1 Descriptive Statistics 
The 500 selected essays were scored not only during operational scoring but also 
by the two automated scoring programs (E-rater and IEA). The descriptive statistics of 
the 500 scored essays are displayed in Table 4.1. The means and standard deviations for 
the two scoring programs are lower than those obtained from the operational scores. 
Additionally, the median score from operational scoring and from E-rater are the same 
with IEA have a median score one score point lower. 
Table 4.1 Descriptive Statistics of the 500 Scored Essays 
Operational E-rater IEA 
No. Responses 500 500 500 
Min. Score 1 1 1 
Max. Score 9 8 9 
Median 5 5 4 
Mean 4.69 4.52 4.51 
Standard Dev. 2.06 1.47 1.93 
The distributions are displayed in Figure 4.1. From Figure 4.1 it can be seen that 
E-rater gave most essays a score of 5 and did not give any essay a score of 9 (almost a 
third of the essays received a score of 5). Additionally, both E-rater and IEA gave very 
few essays a score of 8 compared to the operational scores. 
Comparing E-rater and IEA to the operational scores, the scoring programs gave fewer 
essays a score of 1. 
Score 
Figure 4.1 Distribution of the Scored Essays 
4.2.2 Mean Differences 
The mean differences among the operational, E-rater, and IEA scores were 
evaluated for statistical significance. The mean differences, on the 500 essays, were 
computed by conducting a one-way analysis of variance (ANOVA), with repeated 
measures on the one factor - rater. The results of the repeated measures ANOVA are 
displayed in Table 4.2. The Mauchly’s Test of Sphericity was significant (W=.848, Xi 
= 82.108, p<.000), therefore sphericity was not assumed and the Greenhouse-Geisser 
correction was used (Epsilon = .868). There is a significant difference among the 
scoring systems suggesting that the scores varied across the scoring programs and the 
operational scores. In order to evaluate the significant difference, post-hoc 
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comparisons were conducted. The post-hoc analyses revealed that both E-rater and IEA 
were significantly different from the operational scores (see Table 4.3). However, the 
effect sizes for the repeated measures ANOVA (Partial Eta Squared = .010) and the 
post-hoc analyses are all small. 
Table 4.2 Repeated Measures ANOVA for the 500 Scored Essays 
Source df SS MS F p1 
Raters 
Error 
Total 
1.736 
866.319 
868.055 
9.865 
1002.135 
1012 
5.682 
1.157 
4.912* .010 
* p < .05 
Table 4.3 Post-Hoc Analyses for the 500 Scored Essays 
Comparison Mean 
Difference 
Standard 
Error 
t df A A 
Operational vs. E-rater .17 .063 2.712* 499 .12 
Operational vs. IEA .18 .074 2.366* 499 .09 
E-rater vs IEA .00 .052 -.077 499 .01 
*p< .05 
4.2.3 Correlations 
Three types of correlations were computed among the scores of the human raters 
(operational scores) and the automated scoring programs: Pearson Product Moment 
correlations, Spearman correlations, and Intra-class correlations. The Pearson 
correlations were computed to compare the results of this study to previous research. 
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The Spearman correlations were computed because of the ordinal nature of the data. 
The Intra-class correlations were computed to account for difference in the location of 
the score distributions. 
The Pearson Correlations are presented in Table 4.4. The correlation between 
the two automated scoring programs was the highest correlation for the 500 scored 
essays, suggesting higher agreement between the scoring programs than either of the 
programs with the operational scores. The difference in the correlations between the 
operational scores and the two automated scoring programs was statistically significant 
(/ 497 =3.778, p<.05), suggesting that the scores from E-rater correlate more highly with 
the operational scores than do the scores from IEA. The statistically significant 
difference among the correlations is not surprising given the results of the repeated 
measures ANOVA. Given these correlations, E-rater accounts for about 10% more 
variance in the operational scores than IEA does (54% for E-rater versus 44% for IEA). 
Table 4.4 Pearson Correlations for the 500 Scored Essays 
Operational E-rater IEA 
Operational 1.000 
E-rater .733 1.000 
IEA .661 .798 1.000 
Similar to the Pearson correlations, the Spearman correlation between the two 
automated scoring programs was higher than the correlations between the programs and 
the operational scores (see Table 4.5). And the scores from E-rater are more highly 
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correlated with the operational scores than are the scores from IEA (t497 =3.3 1 0, p<.05). 
Again E-rater accounted for more variance in the operational scores than IEA 
(approximately 9% more, 53% vs. 44%). 
Table 4.5 Spearman Correlations for the 500 Scored Essays 
Operational E-rater IEA 
Operational 1.000 
E-rater .726 1.000 
IEA .663 .802 1.000 
The last set of correlations is the Intra-class correlations. Again, the highest 
correlation was between the two scoring programs and E-rater had a higher correlation 
with the operational scores than did IEA (see Table 4.6). When analyzing the difference 
in correlations between the operational scores and the scores given by the two scoring 
programs, there was no statistical difference in the correlations (t497=1.9 1 2, p<.05). 
Both E-rater and IEA account for approximately 80% of the variance in the operational 
scores. The difference in the amount of variance in the operational scores accounted for 
by each scoring program was only 2% (82% for E-rater and 80% for IEA). 
Table 4.6 Intra-Class Correlations for the 500 Scored Essays 
Operational E-rater IEA 
Operational 1.000 
E-rater .819 1.000 
IEA .795 .870 1.000 
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4.2.4 Exact and Adjacent Agreements 
In addition to the correlations, exact and adjacent agreements were also 
computed to determine the similarity between the operational scores and the automated 
program scores. The cross-tabulation of operational scores by E-rater scores is 
presented in Table 4.7. From Table 4.7, it can be seen that most of E-rater’s scores were 
between the scores of three and six. E-rater tended to give essays with operational 
scores of one through four slightly higher scores and conversely E-rater tended to give 
essays that received operational scores of six through nine scores that were slightly 
lower. Thus with the range of scores it is not surprising that the exact agreement was 
only 28.2%. The adjacent agreement was 73.6% and the Kappa (k) was .16. 
Table 4.7 Cross-Tabulation of the Operational Scores by E-rater Scores (in 
Percentages) n = 500 
E-rater 
Score 
Operational Score 
1 2 3 4 5 6 7 8 9 Total 
1 2.4 .8 3.2 
2 1.0 3.2 2.6 6.8 
3 1.9 5.2 3.6 3.0 .8 .2 .4 14.2 
4 .4 2.0 5.6 4.4 3.6 2.4 1.8 .2 20.4 
5 1.4 2.4 6.4 8.0 5.2 3.6 1.8 .4 29.2 
6 .2 1.8 3.4 4.6 4.8 3.4 1.0 19.2 
7 .4 .2 1.6 2.0 1.6 .6 6.4 
8 .6 .6 
9 0 
Total 4.8 12.6 14.1 16.0 16.0 14.0 12.6 7.0 2.6 100.0 
Note: the bolded numbers represent the seriously discrepant essays (1%) 
the exact agreement was 28.2% and k= .16 
70 
For E-rater, 26.4% of the 500 essays had discrepant scores that differed by two 
or more points from the operational scores. Furthermore, 1% (or five essays) had 
seriously discrepant scores (a difference in scores of more than 3 score points). In all 
five cases of seriously discrepant scoring, E-rater gave the essays a lower score than the 
essays received during operational scoring. For example, during operational scoring two 
essays were give scores of seven whereas E-rater gave the same essays a score of three. 
The exact and adjacent agreements were also computed for the operational 
scores and the IEA scores. The cross-tabulation of operational scores by IEA scores is 
presented in Table 4.8. From Table 4.8, one can see that the distribution of scores by 
IEA is more spread out than were the scores from E-rater. The exact agreement between 
IEA and the operational scores is 26.2%, with the adjacent agreement being 64.6%, and 
Kappa = .15. Of the 500 essays, 35.4% had discrepant scores between the operational 
scores and the IEA scores and there were 22 essays discrepant essays, IEA gave seven 
essays (or 1.4%) much higher scores than the essays received during operational scoring 
and the remaining 15 essays received (for 4.4%) that were considered to be seriously 
discrepant1. Of the 22 seriously discrepant essays, IEA gave much lower scores than 
were given during operational scoring. It is 
interesting to note that one essay received a score of 4 during operational scoring and 
IEA gave the same essay a score of 9. 
1 Given that these 22 essays were selected for inclusion in the expert committee portion 
of the study due to these discrepancies, the data were analyzed with and without these 
22 essays. The results after removing these essays were similar to the results that 
included them and so they are not discussed in this section. However, the results after 
removing these 22 essays are reported in Appendix C. 
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Table 4.8 Cross-Tabulation of Operational Scores by IEA Scores (in Percentages) 
n=500 
IEA 
Score 
Operational Score 
1 2 3 4 5 6 7 8 9 Total 
1 .2 1.2 .4 .2 3.8 
2 2.4 5.4 4.0 1.8 1.4 .4 .2 15.6 
3 1.8 4.4 2.8 1.0 .6 1.0 .2 11.8 
4 2.6 3.2 4.6 4.4 3.0 1.0 .8 19.6 
5 .4 1.2 1.2 3.4 5.2 2.0 2.6 1.4 .4 17.8 
6 .4 .8 2.0 2.4 2.4 3.0 1.8 .4 13.2 
7 .4 1.0 1.6 4.8 3.2 1.8 1.2 14.0 
8 .4 .4 .4 .2 1.4 
9 .2 .4 1.2 .6 .4 2.8 
Total 4.8 12.6 14.4 16.0 16.0 14.0 12.6 7.0 2.6 100.0 
Note: the bolded numbers represent the seriously discrepant essays (4.4%) 
the exact agreement was 26.2% and k= .15 
Not only were the exact and adjacent agreements computed between the 
operational scores and the automated program scores, they were also computed between 
the two programs to compare how the programs scored the essays. Table 4.9 is the 
cross-tabulation of E-rater and IEA scores. The exact agreement between the automated 
scoring programs is 32.6% and the adjacent agreement was 82.0%. Thus, the two 
programs agreed more with each other than either of them agreed with the operational 
scores. The Kappa was also higher, k = .20. Although 18% of the essays had discrepant 
scores between the two programs, only two essays had seriously discrepant scores. For 
both the seriously discrepant essays, E-rater gave the essays a score of 5, whereas IEA 
gave the essays a score of 9. Furthermore, of these two essays, one essay is also a 
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seriously discrepant essay when comparing IEA to the operational score (one essay 
received a score of 4 and the other essay received a score of 7). 
Table 4.9 Cross-Tabulation of E-rater Scores by IEA Scores (in Percentages) n=500 
Note: the bolded numbers represent the seriously discrepant essays (.4%) 
the exact agreement was 32.6% and k=.20 
4.3 Expert Committee Results 
The Expert Committee reviewed and scored 200 essays. As previously described the 
essays were selected on the following basis: the 22 seriously discrepant essays between 
IEA and the operational scores, 6 fabricated essays, and 172 essays were randomly 
selected such that essays from all score points were included. Although there were five 
essays that were seriously discrepant between operational and E-Rater scores, only three 
were included for review by the Expert Committee because the data had not been 
received from ETS by the time the Expert Committee was held. Therefore, we could not 
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select these essays to include for expert review. However, the expert committee 
reviewed three of these five essays. 
While reviewing the 200 essays, the Expert Committee noted that four of the 
200 essays seemed to have serious transcription problems (called problematic essays). 
The analyses of the reviewed essays was conducted with the four problematic essays 
removed, therefore only 196 essays were included in the following section. It should be 
noted that none of these four problematic essays had discrepant scores between the 
operational scores and the automated program scores (the largest difference in scores 
was 2 score points). 
4.3.1 Descriptive Statistics 
The descriptive statistics for the 196 essays are displayed in Table 4.10. It 
should be noted that only 190 operational essays were included because the six 
fabricated essays reviewed by the Expert Committee did not have an operational score. 
Table 4.10 reveals some interesting results. First, the Expert Committee (Consensus) 
did not give any essay a score of 9 (see also Figure 4.2). The Expert Committee had the 
lowest mean and median scores and as can be seen in Figure 4.2, the most frequent 
score given by the Committee was a score of 3. Secondly, although none of the essays 
selected were given a score of 8 or 9 by E-rater, E-rater had a similar mean as IEA, 
which did give some of the selected essays a score of 9. 
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Table 4.10 Descriptive Statistics of the 196 Reviewed Essays 
Operational Consensus E-rater IEA 
No. Responses 190 196 196 196 
Min. Score 1 1 1 1 
Max. Score 9 8 7 9 
Median 5 4 5 5 
Mean 4.69 3.89 4.45 4.44 
Standard Dev. 2.10 1.69 1.47 1.94 
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Figure 4.2 Distributions of the 196 Reviewed Essays 
4.3.2 Mean Differences 
The mean differences among the operational scoring, the Expert Committee 
scores, E-rater scores and IEA scores, on the 196 essays, were evaluated for statistical 
significance. The mean difference on the 196 essays was computed by conducting a 
one-way ANOVA with repeated measures on one factor - rater. The results of the 
repeated measures ANOVA are displayed in Table 4.11. Since the Mauchly’s Test of 
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Sphericity indicated that sphericity could not be assumed (W=.659, x] = 78.411, 
P<.000), the Greenhouse-Geisser Epsilon was used (epsilon = .775). The analyses 
indicate there is a significant difference among the means. 
Table 4.11 Repeated Measures ANOVA for the 196 Reviewed Essays 
Source df SS MS F 7 
Raters 2.326 56.088 24.112 17.345* .084 
Error 439.643 611.162 1.390 
Total 441.969 667.250 
*p < .05 
Post-hoc paired samples t-tests were conducted to determine where the location 
of mean differences. The results of the t-tests are displayed in Table 4.12. The post-hoc 
tests reveal that there are statistically significant differences for all comparisons except 
A 
E-rater and IEA. The effect size measure (A) indicates that the magnitude of the 
differences between Expert Committee and the rest of the scoring systems (operational 
scoring and automated program scoring) was moderate. 
Table 4.19 Post-Hoc Analyses of the 196 Reviewed Essays 
Comparison Mean 
Difference 
Standard 
Error 
t df 
A 
A 
Operational vs. .75 .107 6.962* 189 .47 
Consensus 
Operational vs. E-rater .22 .111 1.991* 189 .16 
Operational vs. IEA .30 .139 2.164* 189 .13 
Consensus vs. E-rater -.57 .088 -6.412* 195 .38 
Consensus vs. IEA -.56 .110 -5.034* 195 .28 
E-rater vs IEA -.01 .097 -.105 195 .01 
*p < .05 
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4.3.3 Correlations 
The Pearson, Spearman, and Intra-class correlations are presented in Tables 
4.13, 4.14, and 4.15, respectively. For the Pearson correlations, the correlation between 
the operational and Consensus scores was the same as the correlation between the two 
automated scoring programs. E-rater and IEA both had higher correlations with the 
Consensus scores than with the operational scores. Additionally, E-rater had higher 
correlations with the operational and Consensus scores than did IEA. 
Table 4.13 Pearson Correlations for the 196 Reviewed Essays 
Operational Consensus E-rater IEA 
Operational 
Consensus 
1.000 
.715 1.000 
E-rater .685 .701 1.000 
IEA .552 .643 .714 1.000 
E-rater accounts for over 45% of the variance in the operational and Consensus 
scores (47% and 49%, respectively) whereas IEA accounts for only 31% of the variance 
in the operational scores and 41% of the variance in the Consensus scores. E-rater 
accounted for 17% more variance in the operational scores and 8% more variance in the 
Consensus scores than does IEA. 
The correlations between the Consensus scores and the scores from the two 
scoring programs, the t-test revealed that there is a difference in the two correlations {t 
497= 2.501,/?<.05), which indicates scores from E-rater are more highly correlated with 
the consensus scores than are the scores from IEA. The statistical differences in the 
correlations were expected given the results of the repeated measures ANOVA. 
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When examining the Spearman correlations for the 196 essays, the highest 
correlation was between the two scoring programs (Table 4.14). Like the Pearson 
correlations, the scoring programs correlated more with the Consensus scores than with 
the operational scores. And that E-rater had higher correlations with the operational and 
Consensus scores than did IEA. 
Table 4.14 Spearman Correlations for the 196 Reviewed Essays 
Operational Consensus E-rater IEA 
Operational 
Consensus 
1.000 
.713 1.000 
E-rater .678 .698 1.000 
IEA .554 .622 .753 1.000 
E-rater accounted for more variance in the operational and Consensus scores 
than did IEA, 15% and 10% more variance, respectively. As well, E-rater accounted for 
46% of the variance for the operational scores and 49% of the variance in the 
Consensus scores. IEA only accounted for 30% of the operational scores and 39% of 
the Consensus scores. 
Additionally, statistical analyses were conducted to compare the correlations. 
The correlations between the Consensus scores and the scores from the two scoring 
programs, the t-test revealed that there is a difference in the two correlations, t497~ 
3.439,/?<.05. This suggests that the scores from E-rater are more highly correlated with 
the consensus scores than are the scores from IEA. 
The Intra-class correlations are higher than the Pearson or Spearman correlations 
(Table 4.15). The highest correlation is between the operational and Consensus scores, 
with the correlation between the Consensus and E-rater scores being the second highest 
correlation. Like the Pearson and Spearman correlations, the scoring programs 
correlated more with the Consensus scores than with the operational scores and E-rater 
had higher correlations than IEA. 
Table 4.15 Intra-Class Correlations for the 196 Reviewed Essays 
Operational Consensus E-rater IEA 
Operational 
Consensus 
1.000 
.821 1.000 
E-rater .781 .820 1.000 
IEA .710 .779 .815 1.000 
Using the Intra-class correlations, the amount of variance that E-rater and IEA 
account for is higher than with the Pearson and Spearman correlations. E-rater accounts 
for 61% of the variance in the operational scores and 67% of the variance in the 
Consensus scores. IEA accounts for only 50% of the variance in the operational scores 
and 61% of the variance in the Consensus scores. Thus, E-rater accounts for 6% more 
variance in the operational scores and 7% more variance in the Consensus scores. 
The correlations between the Consensus scores and the scores from the two 
scoring programs, the t-test revealed that there is a difference in the two correlations (t 
497= 2.785, p<.05), which again indicates scores from E-rater are more highly correlated 
with the consensus scores than are the scores from IEA. 
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4.3.4 Exact and Adjacent Agreements 
The exact and adjacent agreements were calculated for the 196 essays scored by 
the Expert Committee (Tables 4.16 through 4.19). When looking at the agreements 
between the operational and Consensus scores, the exact agreement was 27.4% and the 
adjacent agreement was 68%, with a kappa of .16 (see Table 4.16). As well, the number 
of seriously discrepant essays is seven out of 196 essays (or 3.7%). 
Table 4.16 Cross-Tabulation of the Operational Scores by Consensus Scores for the 
196 Reviewed Essays (in Percentages) 
Operational 
Score 
Consensus Score 
1 2 3 4 5 6 7 8 9 Total 
1 3.2 1.1 .5 4.7 
2 1.6 6.8 4.7 13.2 
3 3.7 7.4 2.1 1.1 14.2 
4 .5 1.1 4.7 3.7 3.7 2.1 .5 16.3 
5 1.6 2.6 7.9 2.1 1.6 15.8 
6 2.6 5.3 2.1 2.6 1.6 14.2 
7 2.1 2.6 1.6 3.2 .5 .5 10.5 
8 1.1 1.6 1.6 2.1 1.1 7.4 
9 .5 .5 2.6 3.7 
Total 5.3 14.2 25.3 22.6 12.1 11.6 7.4 1.6 0.0 100 
Note: the bolded numbers represent the seriously discrepant essays (3.7%) 
the exact agreement was 27.4% and k=.65 
The exact and adjacent agreements between the Consensus scores and E-rater 
scores were 28% and 70.3%, respectively (Table 4.17). The kappa was .18. Although 
29.7% of the essays had discrepant scores, only 2% (or 4 out of the 196 essays) had 
seriously discrepant scores between E-rater and the Expert Committee. 
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Table 4.17 Cross-Tabulation of Consensus Scores by E-rater Scores for the 196 
Reviewed Essays (in Percentages) 
E-rater 
Score 
Consensus Score 
1 2 3 4 5 6 7 8 9 Total 
1 3.1 .5 .5 4.1 
2 1.0 3.6 1.5 6.1 
3 .5 6.1 6.1 1.5 14.3 
4 1.0 2.6 8.2 2.0 .5 .5 23.0 
5 .5 1.0 6.1 10.2 5.6 3.1 .5 27.0 
6 1.0 2.6 2.0 3.1 5.6 4.1 1.0 19.4 
7 .5 1.0 2.0 2.0 .5 6.1 
8 0.0 
9 0.0 
Total 6.1 14.8 25.0 22.4 11.7 11.2 7.1 1.5 0.0 100.0 
Note: the bolded numbers represent the seriously discrepant essays (2%) 
the exact agreement was 28% and k=.18 
Next, the exact and adjacent agreements were calculated between IE A and the 
Expert Committee (Table 4.18). The exact and adjacent agreements were 32.2% and 
69.6%, respectively. Kappa was .20. There were eight essays (or 4%) with seriously 
discrepant scores. 
The exact and adjacent agreements were also computed between E-rater and 
IEA (see Table 4.19). The exact agreement was 32.1% and the adjacent agreement was 
78.9%. The kappa was .20. There are three essays (or 1.5%) with seriously discrepant 
scores between E-rater and IEA. 
1 
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Table 4.18 Cross-Tabulation of Consensus Scores by IEA Scores for the 196 
Reviewed Essays (in Percentages) 
IEA 
Score 
Consensus Score 
1 2 3 4 5 6 7 8 9 Total 
1 2.0 .5 2.6 
2 2.6 7.7 6.6 1.5 18.4 
3 2.6 4.1 3.6 .5 1.0 11.7 
4 .5 2.0 6.1 7.7 3.6 2.6 22.4 
5 .5 1.5 3.1 3.6 2.0 3.1 .5 14.3 
6 .5 .5 3.6 2.6 3.1 3.1 .5 13.8 
7 1.0 3.1 2.0 .5 5.1 11.7 
8 .5 .5 .5 .5 2.0 
9 .5 .5 1.0 1.0 3.1 
Total 6.1 14.8 25.0 22.4 11.7 11.2 7.1 1.5 0.0 100 
Note: the bolded numbers represent the seriously discrepant essays (4%) 
the exact agreement was 32.2% and k=.20 
Table 4.19 Cross-Tabulation of E-rater Scores by IEA Scores for the 196 Reviewed 
Essays (in Percentages) 
IEA 
Score 
E-rater Score 
1 2 3 4 5 6 7 8 9 Total 
1 1.5 .5 .5 2.6 
2 2.0 4.1 8.7 3.6 18.4 
3 .5 3.1 6.1 2.0 11.7 
4 .5 1.5 9.7 7.7 3.1 22.4 
5 .5 1.5 7.1 4.6 .5 14.3 
6 1.5 5.6 5.1 1.5 13.8 
7 .5 4.1 5.6 1.5 11.7 
8 .5 .5 1.0 2.0 
9 .5 1.0 1.5 3.1 
Total 4.1 6.1 14.3 23.0 27.0 19.4 6.1 0.0 0.0 100 
Note: the bolded numbers represent the seriously discrepant essays (1.5%) 
the exact agreement was 32.1% and k=.20 
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4.4 Seriously Discrepant Essays 
Seriously discrepant essays are those essays for which there is a disagreement in 
score of more than three score points between the operational scores and the scores 
from E-rater or from IEA. This section discusses these seriously discrepant essays as the 
Expert Committee reviewed most of these essays. 
4.4.1 Operational and E-rater Scores 
There were five seriously discrepant essays between E-rater and the operational 
scores. Unfortunately, the results from E-rater were not available when the Expert 
Committee was convened. Therefore, only three of the five seriously discrepant essays 
were reviewed. The scores for the three seriously discrepant scores are displayed in 
Table 4.20. The results from Table 4.20 reveal that E-rater gave these three essays a 
lower score than they received during operational scoring. And furthermore, the 
Consensus score was more similar to E-rater’s scores (in two of the three cases E-rater 
gave the exact same score as the Expert Committee). This suggests that E-rater gave the 
essays the more appropriate score. 
Table 4.20 Seriously Discrepant E-rater Scores 
Operational E-rater Consensus Agreement With 
7 3 3 E-rater 
8 4 4 E-rater 
9 5 3 E-rater 
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4.4.2 Operational and IEA Scores 
There were 22 seriously discrepant essays between IEA and the operational 
scores. When looking at the scores among the operational scores, IEA, and the Expert 
Committee some interesting results were revealed (see Table 4.21). The operational 
scores and IEA scores for these 22 seriously discrepant essays were approximately 
evenly matched (that is, about 50% of the time the operational score agreed with the 
expert committee or was much closer to the expert score than the score from IEA). 
However, it was noted that essays that received operational scores of 4 or lower tended 
to agree with the Expert Committee scores. Conversely, those essays that received 
operational scores of 6 or higher were scored much lower by E-rater and IEA. There 
were only three exceptions. For two of six seriously discrepant essays that received 
operational scores of 7 and IEA scores of 3, the Expert Committee agreed with the 
operational score. And one of the seriously discrepant essays that received an 
operational score of 8 and a score of 4 from IEA, the Expert Committee gave the essay 
a score of 6 (thus it could not be determined whether the operational score or IEA’s 
score was more appropriate). Thus, for the discrepant essays that received low 
operational scores, the Committee did not support the higher scores given by IEA. Thus 
IEA was more correct in scoring when the operational scores were higher. In addition, 
to the essay scores IEA provided a detailed report on the scoring (see also section 4.9). 
The IEA report identifies possible off-topic and plagiarized essays. None of these 22 
discrepant essays were identified in the IEA scoring report. 
Table 4.21 Seriously Discrepant IEA Scores 
Operational IEA Consensus Agreement With 
1 5 2 Operational 
1 5 1 Operational 
2 6 3 Operational 
2 6 3 Operational 
3 7 3 Operational 
3 7 4 Operational 
4 9 5 Operational 
7 3 6 Operational 
7 3 6 Operational 
6 2 3 IEA 
6 2 3 IEA 
7 2 3 IEA 
7 3 4 IEA 
7 3 4 IEA 
7 3 3 IEA 
8 3 4 IEA 
8 4 4 IEA 
8 4 5 IEA 
8 4 5 IEA 
9 5 3 IEA 
9 5 6 IEA 
8 4 6 Neither 
4.4.3 Between E-rater and IEA Scores 
Additionally there were three essays for which both E-rater and IEA seriously 
disagreed with the operational score. The scores from operational scoring, E-rater, IEA, 
and Consensus are displayed in Table 4.22. For these three essays, the two scoring 
programs provided scores that were closer to the Consensus score. Thus, the Expert 
Committee indicated that the automated scoring programs provided the more correct 
score compared to the operational score. 
Table 4.22 The Three Common Seriously Discrepant Scores 
Operational E-rater IEA Consensus Agreement With 
7 3 2 3 E-rater and IEA 
8 4 3 4 E-rater and IEA 
9 5 5 3 E-rater and IEA 
4.5 Fabricated Essays 
The fabricated essays are those essays written in an attempt to achieve a high 
score. There are several different types of fabricated essays included in this study, 
which are described in the methodology chapter (see section 3.2.3). The analyses of the 
fabricated essays are presented in this part of the results section. 
4.5.1 Description 
Fabricated essays were written in order to assess what the computer programs 
would do with essays that were designed to cheat the programs and get a higher score 
than deserved. Of the 43 fabricated essays, IEA identified 12 of the 13 off-topic essays 
(or 92%) in the off-topic portion of the report in a supplemental report. As well, IEA 
identified all of the repeated essays for possible plagiarism (this is not surprising 
considering the same essay was repeated at three varying lengths). Therefore, the 
discussion of the fabricated essays is limited to the wordy, extensive quoting essays, 
and the backwards essays, which were not identified by the report. 
The descriptive statistics for the remaining 12 fabricated essays are displayed in 
Table 4.23. It should be noted that there is a difference in the range of scores. Whereas 
E-rater’s scores ranged between 3 and 6, IEA’s scores ranged from 2 though 8. 
Therefore the median and mean scores for IEA were slightly higher than the median and 
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mean scores for E-rater. It should be noted that the “true” scores for the fabricated 
essays should be 1 and in some cases were the essay was completely off topic the “true” 
score should be 0. 
Table 4.23 Descriptive Statistics for the Fabricated Essays 
E-rater IEA 
No. Responses 12 12 
Min. Score 3 2 
Max. Score 6 8 
Median 5 5.50 
Mean 4.75 5.33 
Standard Dev. 1.14 2.10 
There were five different types of fabricated essays: off topic, repeating of 
essay, quoting the prompt, wordy essays, and backwards written essays. Table 4.24 
reveals the descriptive statistics for the five different types of fabricated essays. From 
Table 4.24 it can be seen that E-rater and IEA had similar means for the wordy and 
quoting essays and had different means for the backwards essays. 
Although IEA identified all 18 repeating essays for possible plagiarism, an 
ANOVA was conducted to learn if there might have been an effect for repeating an 
essay multiple times. There was a difference in how E-rater and IEA scored the 
repeating essays. E-rater gave 17 of the 18 repeating essays a score of 1, whereas IEA 
gave 17 of the 18 essays a score of 8. Even though the 6 essays were repeated at three 
different lengths (short, medium, and long), there was no change in the essay score as 
the number of times that the essay was increased, as is indicated by the ANOVA results 
displayed in Table 4.25. The only significant effect from the ANOVA is the 
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difference in scores given by E-rater and by IE A. When conducting a post-hoc 
comparison, using Bonferroni, the t-statistic was -89.095 and a confidence interval of - 
7.160 to -6.840, thus supporting the notion that E-rater and IEA scored the repeating 
fabricated essays quite differently. 
Table 4.25 ANOVA of the Repeated Essays 
Source df SS MS F -JT 
Scorer 1 441.000 441.000 7938.000* .996 
Length 2 .056 .028 .500 .032 
Scorer by Length 2 .167 .083 1.500 .091 
Error 30 1.667 .056 
Total 36 1190.000 
* p <.000 
4.6 Collapsing the Score Scale Based on the Rubric For All 500 Essays 
The score scale for which all the previous analyses were conducted upon was a 
scale of 1 to 9. This score scale, however, is much wider than that used in previous 
research. For previous research the score scales were often scales of 1 to 4 or 1 to 6. 
Therefore, it was decided to collapse the score scale based upon the scoring rubric 
(please refer to Appendix B for the actual scoring rubric). Essentially there are five 
score categories for the scoring rubric. Scores of 9 and 8, 7 and 6, 4 and 3, and 2 and 1 
are essentially described each as one category, thus having a rubric that basically has 
1 five score categories. Thus the scores were transformed from a 9-point scale to a 5-point 
scale (see Table 4.26). The operational scores, as well as, the Consensus scores, E-rater 
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scores, and IEA scores were all transformed. Once the scores were transformed, the 
correlations and agreement indices were computed. This section discusses the results 
based upon the transformed scores. 
Table 4.26 Transformation of the Score Scale 
Original Score New Score 
9 5 
8 5 
7 4 
6 4 
5 3 
4 2 
3 2 
2 1 
1 1 
4.6.1 Descriptive Statistics 
The descriptive statistics for the 500 scored essays, after the score scale was 
transformed, are displayed in Table 4.27 and the distributions of the scores are 
displayed in Figure 4.3. There is some variation in the means with the operational 
scores having the highest mean and IEA having the lowest mean. As well, E-rater has 
the narrowed variance in scores as it has the smallest standard deviation. From Figure 
4.3 it is clear that E-rater’s scores were in the center of the distribution (mostly scores of 
2, 3, and 4), whereas IEA was more likely to use the extremes of the score scale (a score 
of 1 or 5). 
Table 4.27 Descriptive Statistics of the 500 Scored Essays After Rescoring 
Operational E-rater IEA 
No. Responses 500 500 500 
Min. Score 1 1 1 
Max. Score 5 5 5 
Median 3 3 2 
Mean 2.81 2.72 2.65 
Standard Dev. 1.27 .97 1.19 
0.40 
Score 
Figure 1.3 Distributions of the 500 Scored Essays After Rescoring 
4.6.2 Mean Differences 
The mean difference among the operational scores and the scores from E-rater 
and IEA were evaluated for statistical significance. The mean differences on the 500 
essays were computed by conducting a one-way repeated measures ANOVA and the 
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results are displayed in Table 4.28. Sphericity could not be assumed (W= 879, = 
64.484, p<.000) and the Greenhouse-Geisser Epsilon was used (epsilon = .892). The 
ANOVA results reveal that, like with the nine-point score scale, even after collapsing 
the score scale there is a significant difference in the scores among the two scoring 
programs and the operational scores. Furthermore, the post-hoc paired-samples t-tests 
reveal that the operational scores were different from the scores of E-rater and IEA (see 
Table 4.29). The mean difference in scores between E-rater and IEA approaches 
significance, but is not significant (p=.051). The effect size measures are all small. 
Table 4.28 Repeated Measures ANOVA for the 500 Scored Essays After Rescoring 
Source df SS MS F —sr 
Raters 1.783 5.797 3.251 6.642* .013 
Error 889.917 435.536 .489 
Total 891.700 441.333 
* p < .05 
Table 4.29 Post-Hoc Analyses for the 500 Scored Essays After Rescoring 
Comparison Mean 
Difference 
Standard 
Error 
t df /V A 
Operational vs. E-rater .08 .042 2.004* 499 .09 
Operational vs. IEA .15 .048 3.196* 499 .13 
E-rater vs IEA .07 .035 1.956 499 .06 
* p< .05 
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4.6.3 Correlations 
Pearson, Spearman, and Intra-class correlations were computed on the rescaled 
scores (see Tables 4.30, 4.31, and 4.31). The scores between E-rater and IEA were more 
correlated than the scores between E-rater and the operational scores and more 
correlated than the scores between IEA and the operational scores. E-rater had a higher 
correlation with the operational scores than did IEA. E-rater accounts for 47% and IEA 
accounts for 39%, thus E-rater accounts for 8% more variance in the operational scores 
than IEA. In addition, the correlations between E-rater and IEA with the operational 
scores were compared to see if they were statistically different. A t-test was conducted 
and revealed that E-rater was more highly correlated with the operational scores than 
was IEA (t497= 2.433, /?<.05). 
Table 4.30 Pearson Correlations for the 500 Scored Essays After Rescoring 
Operational E-rater IEA 
Operational 1.000 
E-rater .682 1.000 
IEA .628 .758 1.000 
The Spearman correlations had the same pattern as the Pearson correlations (see 
Table 4.31). That is, E-rater and IEA are more correlated with each other than with the 
operational scores. And E-rater had a higher correlation with the operational scores than 
did IEA. Additionally, the difference in the correlations between E-rater and IEA with 
the operational scores was statistically significant. Like the Pearson correlations, E-rater 
accounts for more variance in the operational scores than IEA. E-rater accounts for 46% 
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and IEA accounts for 40% of the variance. The t-test revealed that E-rater was more 
highly correlated with the operational scores than was IEA, t497= 2.266, p<.05. 
Table 4.31 Spearman Correlations for the 500 Scored Essays After Rescoring 
Operational E-rater IEA 
Operational 1.000 
E-rater .681 1.000 
IEA .631 .761 1.000 
Like the Pearson and Spearman correlations, for the Intra-class correlations the 
highest correlation was between E-rater and IEA and E-rater had a higher correlations 
with the operational scores than did IEA (Table 4.32). Both E-rater and IEA account for 
approximately 60% of the variance in the operational scores (E-rater accounts for 63% 
and IEA accounts for 59%). As well, the correlations between E-rater and IEA with the 
operational scores were compared to see if they were statistically different. The t-test 
revealed that E-rater was not different from IEA with respect to the operational scores, t 
497=\.697, p<. 05. 
Table 4.32 Intra-Class Correlations for the 500 Scored Essays After Rescoring 
Operational E-rater IEA 
Operational 1.000 
E-rater .794 1.000 
IEA .770 .853 1.000 
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4.6.4 Exact and Adjacent Agreements 
In addition to the mean differences and the three types of correlations, the exact 
and adjacent agreements were also computed. The agreements are displayed in Tables 
4.33, 4.34 and 4.44. The agreements between the operational scores and E-rater are 
displayed in Table 4.33. The exact agreement was 45.6% and the adjacent agreement 
was 88.8%, with a kappa of .287. After collapsing the score scale the exact and adjacent 
agreements increased (from 28.2% and 73.6%, respectively). 
Table 4.33 Cross-Tabulation Operational Scores by E-rater Scores After Rescoring (in 
Percentages) n=500 
E-rater Score Operational Score 
1 2 3 4 5 Total 
1 7.4 2.6 10.0 
2 8.6 16.6 4.4 4.8 .2 34.7 
3 1.4 8.8 8.0 8.8 2.2 29.3 
4 2.4 3.4 13.0 6.6 25.5 
5 .6 .6 
Total 17.4 30.5 15.8 26.7 9.6 100.0 
Note: the exact agreement was 45.6% and k=.29 
The cross-tabulation of scores between the operational scores and IEA scores 
are displayed in the Table 4.34. The exact agreement between IEA and the operational 
scores was 46.2% and the adjacent agreement was 83.2%, with a kappa of .298. Even 
though the exact agreement between IEA and the operational scores were slightly 
higher than the exact agreement between E-rater and the operational scores, the adjacent 
agreement between IEA and the operational scores was a little lower than the adjacent 
agreement between E-rater and the operational scores. Like when comparing E-rater to 
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the operational scores, when comparing IEA to the operational scores, the exact and 
adjacent agreements increased after the scores had been rescaled. 
Table 4.34 Cross-Tabulation of Operational Scores by IEA Scores (in Percentages) 
n=500 
IEA Score Operational Score 
1 2 3 4 5 Total 
1 11.0 6.4 1.4 .6 19.4 
2 4.4 15.0 5.4 5.6 1.0 31.4 
3 1.6 4.6 5.2 4.6 1.8 17.8 
4 .4 4.2 4.0 13.4 5.2 27.2 
5 .2 2.4 1.6 4.2 
Total 17.4 30.4 16.0 26.6 9.6 100.0 
Note: the exact agreement was 46.2% and k=.30 
The rescaled scores of E-rater were compared to the rescaled scores of IEA and 
the cross-tabulation is displayed in Table 4.35. The exact agreement between E-rater 
and IEA was 51.6% and the adjacent agreement was 95.6%, both are higher agreements 
than the agreements between the operational scores and either E-rater or IEA. This 
result was not surprising between E-rater and IEA were more higher correlated with 
each other than with the operational scores. The kappa was also higher, k = .356. Again, 
the exact and adjacent agreements increased after the score scale had been changed 
from a scale of one to nine to a scale of one to five. 
Table 4.35 Cross-Tabulation of E-rater Scores by IEA Scores (in Percentages) n=500 
IEA Score E-rater Score 
1 2 3 4 5 Total 
1 9.0 9.8 .6 19.4 
2 1.0 18.6 10.2 1.6 31.4 
3 4.6 8.2 5.0 17.8 
4 1.6 9.8 15.4 .2 27.2 
5 .4 3.4 .4 4.2 
Total 10.0 34.7 29.3 25.5 .6 100.0 
Note: the exact agreement was 51.6% and k= 36 
4.7 Expert Committee Results After Collapsing the Score Scale 
The following section is a discussion of the Expert Committee results once the 
data had been rescored after collapsing the scores from a 1 to 9 point scale to a 1 to 5 
point scale. The 196 essays reviewed by the expert committee were rescored in the 
same manner as the 500 scoring essays. Once the data were rescored, the scores from 
the Expert Committee, the operational scoring, E-rater’s scores, and IEA’s scores were 
compared. 
4.7.1 Descriptive Statistics 
The descriptive statistics for the 196 rescored essays are displayed in Table 4.36. 
The four essays that the Expert Committee indicated had serious transcription problems 
were not included in these analyses. Again, it should be noted that only 190 operational 
essays were included because the six fabricated essays reviewed by the Committee did 
not have an operational score. When examining Table 4.36, it is interesting to note that 
the Consensus score had the lowest mean score compared to the mean score from 
operational scoring and from the two automated scoring programs. Although there is 
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some variation in the means, the standard deviations are much closer in value. The 
distributions of the operational scores, Consensus scores, E-rater scores, and IEA scores 
are displayed in Figure 4.4. From Figure 4.4 one can see that E-rater did not give any of 
the essays a score of 5 once the scores had been collapsed based on the scoring rubric. 
Additionally, a score of 2 was the most frequent score whether the rater was a human or 
a scoring program. 
Table 4.36 Descriptive Statistics of the 196 Reviewed Essays After Rescoring 
Operational Consensus E-rater IEA 
No. Responses 190 196 196 196 
Min. Score 1 1 1 1 
Max. Score 5 5 4 5 
Median 3 2 3 2 
Mean 2.81 2.32 2.68 2.60 
Standard Dev. 1.30 1.05 .97 1.22 
H Operational 
□ Consensus 
□ E-rater 
□ IEA 
Figure 4.4 Distribution of the 196 Reviewed Essays After Rescoring 
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4.7.2 Mean Differences 
The mean differences among the operational scores, the Expert Committee 
scores, E-rater scores and IEA scores were evaluated for statistical significance after the 
scores were collapsed based on the scoring rubric. The mean difference of the 196 
reviewed essays was computed by conducting a one-way repeated measures ANOVA. 
The results of the analysis are displayed in Table 4.37. Again, the assumption of 
sphericity could not be assumed because the Mauchly’s Test of Sphericity was 
significant (W=.724, =60.728, p<.000) and the Greenhouse-Geisser correction was 
used (Epsilon = .830). The repeated measures ANOVA indicated that there was a 
significant difference among the means. Furthermore, the post-hoc comparisons 
(Paired-sample t-tests) indicated that there was a difference between the mean 
Consensus scores and the operational scores, the E-rater scores, and the IEA scores, and 
a difference between the operational scores and IEA scores (see Table 4.38). The t-test 
also revealed that there was no difference in the scores from E-rater and IEA. The effect 
size measure was higher when the Consensus score was compared to the other scoring 
systems indicating that the Consensus score was different from the other scoring 
systems. 
Table 4.37 Repeated Measures ANOVA for the 196 Reviewed Essays After Rescoring 
Source df SS MS F 7 
Raters 2.491 21.316 8.557 14.774* .073 
Error 470.786 272.684 .579 
Total 473.277 294.000 
* p < .05 
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Table 4.38 Post-Hoc Analyses of the 196 Reviewed Essays After Rescoring 
Comparison Mean 
Difference 
Standard 
Error 
t df A A 
Operational vs. 
Consensus 
.45 .075 6.049* 189 .47 
Operational vs. E-rater 12 .074 1.638 189 .13 
Operational vs. IE A .25 .088 2.805* 189 .17 
Consensus vs. E-rater -.36 .059 -6.100* 195 .37 
Consensus vs. IEA -.28 .075 -3.655* 195 .23 
E-rater vs IEA .08 .065 1.226 195 .07 
* p< .05 
4.7.3 Correlations 
Pearson, Spearman, and Intra-class correlations were computed after the scores 
from the 196 reviewed essays had been collapsed. The Pearson correlations are 
displayed in Table 4.39. Like the full 500 scored essays, the highest correlation was 
between the two automated scoring programs. However, after the essays were rescored, 
the Expert Committee correlated more with E-rater’s scores than with either the 
operational scores or with IEA’s scores. Both E-rater and IE A had higher correlations 
with the operational scores than the Consensus scores. 
Table 4.39 Pearson Correlations for the 196 Reviewed Essays After Rescoring 
Operational Consensus E-rater IEA 
Operational 
Consensus 
1.000 
.631 1.000 
E-rater .628 .673 1.000 
IEA .529 .575 .677 1.000 
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Three statistical comparisons amongst the correlations were conducted to 
determine whether the correlations were statistically different. There three comparisons 
were between the operational scores and Consensus scores for E-rater, between the 
operational scores and Consensus scores for IEA, between E-rater and IEA for the 
Consensus scores. When evaluating the correlations between the Consensus scores and 
the scores from the two scoring programs, the t-test revealed that there was a difference 
in the two correlations, t497 = 3.767,p<.05. This suggests that the scores from E-rater are 
more highly correlated with the consensus scores than are the scores from IEA. 
The Spearman correlations are displayed in Table 4.40. The highest correlation 
was between E-rater and IEA. But the Expert Committee scores are correlated equally 
correlated with the operational scores and E-rater’s scores. E-rater and IEA have higher 
correlations with the Consensus scores than the operational scores. 
Table 4.40 Spearman Correlations for the 196 Reviewed Essays After Rescoring 
Operational Consensus E-rater IEA 
Operational 
Consensus 
1.000 
.639 1.000 
E-rater .629 .670 1.000 
IEA .540 .581 .703 1.000 
Statistical analyses were conducted to determine whether there were statistical 
differences among the correlations. When comparing the correlations between the 
Consensus scores and the scores from the two scoring programs, the t-test revealed that 
there was a difference in the two correlations (^97= 3.564,/?<.05), which indicates that 
101 
the scores from E-rater are more highly correlated with the consensus scores than are 
the scores from IEA. 
The Intra-class correlations for the 196 reviewed essays were also computed 
(Table 4.41). Like the Pearson and Spearman correlations, the highest correlation was 
between E-rater and IEA. The Expert Committee correlated more with the scores from 
E-rater than with the operational scores or with IEA’s scores. Additionally, both E-rater 
and IEA had higher correlations with the Consensus scores than with the operational 
scores. 
Table 4.41 Intra-Class Correlations for the 196 Reviewed Essays After Rescoring 
Operational Consensus E-rater IEA 
Operational 
Consensus 
1.000 
.763 1.000 
E-rater .750 .803 1.000 
IEA .690 .725 .795 1.000 
Additionally, statistical analyses were conducted to compare the correlations. 
The correlations between the Consensus scores and the scores from the two scoring 
programs, the t-test revealed that there was a difference in the two correlations (t497= 
4.693, /?<.05), which again indicates scores from E-rater are more highly correlated with 
the consensus scores than are the scores from IEA. 
4.7.4. Exact and Adjacent Agreements 
In addition to the correlations, exact and adjacent agreements were computed. 
First, the exact and adjacent agreements were computed between the operational scores 
and the Consensus scores after the scores were collapsed based on the scoring rubric 
(see Table 4.42). The exact agreement between operational and Consensus scores was 
41.6%, which was only 11.8% higher than the exact agreement between the Consensus 
and operational scores on the 9-point scale. The adjacent agreement increased to 80.0%, 
which was a 8.3% increase from the adjacent agreement based on the 9-point scale. The 
kappa was 0.22. 
Table 4.42 Cross-Tabulation of Operational Scores by Consensus Scores for the 196 
Reviewed Essays After Rescoring (in Percentages) 
Operational Score Consensus Score 
1 2 3 4 5 Total 
1 12.6 5.3 17.9 
2 5.3 17.9 4.7 2.6 30.5 
3 1.6 10.5 2.1 1.6 15.8 
4 12.6 3.7 7.9 .5 24.7 
5 1.6 1.6 6.8 1.1 11.1 
Total 19.5 47.9 12.1 18.9 1.6 100 
Note: the exact agreement was 41.6% and k=.22 
The exact and adjacent agreements between the consensus score and E-rater 
score were also calculated (see Table 4.43). From Table 4.43 it can be seen that E-rater 
did not give any of the 196 reviewed essays a score of 5, after collapsing based upon the 
scoring rubric. The exact agreement between Consensus score and E-rater 
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score was 51.6%, compared to the exact agreement 34.4% for the 9-point scale. And the 
adjacent agreement was 91.3%, compared to 79.2% with the 9-point scale. The kappa 
was 0.33. 
Table 4.43 Cross-Tabulation of Consensus Scores by E-rater Scores for the 196 
Reviewed Essays After Rescoring (in Percentages) 
E-rater Score Consensus Score 
1 2 3 4 5 Total 
1 8.2 2.0 10.2 
2 10.2 24.0 2.0 1.0 37.2 
3 1.5 16.3 5.6 3.6 27.0 
4 1.0 5.1 4.1 13.8 1.5 25.5 
5 0.0 
Total 200.9 47.4 11.7 18.4 1.5 100.0 
Note: the exact agreement was 51.6% and k=.33 
The cross-tabulation between the Consensus scores and IEA scores was also 
conducted (see Table 4.44). The exact agreement was 46.9%, an increase of 12% when 
comparing the exact agreement of 34.9% from the 9-point scale. The adjacent 
agreement was 81.6% compared to the 9-point adjacent agreement of 71.7%. Thus both 
exact and adjacent agreements increased after rescoring based on the rubric. The kappa 
was .27 indicating that there was some increase above the possibility of chance 
agreement. 
Table 4.44 Cross-Tabulation of Consensus Scores by E-rater Scores for the 196 
Reviewed Essays After Rescoring (in Percentages) 
IEA Score Consensus Score 
1 2 3 4 5 Total 
1 12.8 8.2 20.9 
2 5.1 21.4 4.1 3.6 34.2 
3 2.0 6.6 2.0 3.6 14.3 
4 1.0 10.2 5.1 9.2 25.5 
5 1.0 .5 2.0 1.5 5.1 
Total 20.9 47.4 11.7 18.4 1.5 100 
Note: the exact agreement was 46.9% and k = 27 
The exact and adjacent agreements between the two programs for the 196 
reviewed were computed (see Table 4.45). The exact agreement was 49.5%, an increase 
in 14% from the exact agreement of 35.5% with the 9-point scale. And the adjacent 
agreement increased to 93.4%, compared to 82.6% with the 9-point scale. The kappa 
was .32. There was one essay for which E-rater gave the essay a score of 1, yet IEA 
gave the same essay a score of 5 when the essays were rescored. 
Table 4.45 Cross-Tabulation of E-rater Scores by IEA Scores for the 196 Reviewed 
Essays After Rescoring (in Percentages) 
IEA Score E-rater Score 
1 2 3 4 5 Total 
_ 
1 8.2 12.8 20.9 
2 1.0 20.4 9.7 3.1 3425 
3 2.0 7.1 5.1 14.3 
4 2.0 9.7 13.8 25.5 
5 1.0 .5 3.6 5.1 
Total 10.2 3725 27.0 25.5 0.0 100 
Note: the bolded numbers represent the seriously discrepant essays (1%) 
the exact agreement was 49.5% and k=.32 
105 
4.8 Generalizabilitv Theory 
Generalizability studies (G-studies) were also conducted as part of this study 
using URGenova (Brennen, 2001). There were two persons (P) by rater (R) nested with 
rater type (T) for a P x (R:T) G-study designs. The first design was an unbalanced 
design with raters nested within type. There were two types of raters one human rater 
(the operational score) and two automated scoring programs (E-rater and IEA). The 
second design was a balanced design because there were two human raters and two 
automated scoring programs. The two different G-studies were conducted because the 
first design used the data from all 500 essays whereas the second G-study used the data 
from the 196 essays reviewed by the Expert Committee. Once the estimated variance 
components were obtained from the G-studies, Decision studies (D-Studies) were 
conducted to assess the measurement error under varying combinations of human raters 
and automated scoring programs. 
4.8.1 Unbalanced Nested Design 
The first G-study was a P x (R:T) unbalanced design. The variance components 
are displayed in Table 4.46. The largest variance component was the variance 
component for Persons, which accounts for 63% of the total variance. This suggests that 
much of the variance in this design was due to differences amongst the essays. The 
variance component for Type accounts for less than one percent of the total variance 
indicating that there were slight differences in how the different types of raters scored 
the essays. Although there were small differences across the two types of raters, there 
were differences in how the human raters and the automated scoring programs scored 
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the essays since the variance component for the person by type interaction accounted 
for 15% of the total variance. The variance component for raters nested with type was 
negative and therefore set to zero, suggesting that there was little to no difference in 
how the three different raters (operational, E-rater, and IE A) scored the essays. The 
second largest variance component was the residual component accounting for 21% of 
the total variance. Included in the residual component were any sources of variation not 
accounted for by the model, any random or systematic sources of error, and the PR and 
the PRT interaction terms. These results are consistent with the repeated measures 
ANOVA results because G-theory is an extension of ANOVA as it further decomposes 
the sources of variation. 
Table 4.46 P x (R:T) Unbalanced Design with the 500 Scored Essays 
SOURCE df MS % 
Person (P) 499 8.118 2.207 63.16 
Type(T) 1 9.861 0.014 0.43 
Rater:Type (R:T) 1 0.004 0.000a 0.00 
PT 499 1.333 0.493 15.37 
Residual 499 0.675 0.675 21.04 
Total 3.209 
a The negative variance component (-0.001) was set to zero. 
Several different D-studies were conducted to determine what combination of 
human raters and automated scoring programs would provide an optimal solution for 
the accurate scoring of the essays. Table 4.47 reveals the variance components for the 
G-study and for the D-studies. Additionally, the coefficients for relative and absolute 
errors (aj and cr\, respectively) are reported and so are the Generalizability 
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coefficient (Ep2) and the Phi coefficient (O). The Generalizability coefficient is 
similar to reliability and the Phi coefficient is an index of dependability. The number of 
human raters (n'h) and the number of automated scoring programs (n'p) were altered 
from one rater to as many as three raters in varying combinations in order to evaluate 
the variance components under different scoring conditions. 
Table 4.47 reveals that as the number of human raters and automated scoring 
programs increased the accuracy of the decision made increased (less error). As well, 
the amount of total variance accounted for by the essays (P) facet increased as the total 
number of raters increased. Although the amount of variance accounted for by the 
person by type interaction decreased as the number of human raters and automated 
scoring programs increased, even with three human raters and three automated scoring 
programs the person by type interaction term continued to account for more than 10% 
of the total variance. With only one human or one automated scoring program to score 
the essays there was quite a bit of error as the Phi coefficient was 0.632 and the residual 
term accounted for 21% of the total variance. It should be noted that when the there was 
an equal number of human raters and automated scoring programs in the model, the 
residual term decreased. For example, when n'h and n'p were both equal to two, residual 
component was. 0.084. But when n'h was 1 and n'p was 2, the residual component was 
0.125. 
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4.8.2 Balanced Nested Design 
The second G-study was a P x (R:T) balanced design with two human 
(operational and Consensus scores) and two automated scoring programs (E-rater and 
IEA scores) nested within type. The variance components are displayed in Table 4.48. 
The largest variance component was the variance component for Persons, which 
accounts for 44% of the total variance. This suggests that much of the variance in this 
design was due to differences amongst the essays. The variance component for Type 
was set to zero as a negative value for the variance component was obtained. There 
were differences in how the human raters and the automated scoring programs scored 
the essays since the variance component for the person by type interaction accounted 
for approximately 9% of the total variance. The variance component for raters nested 
with type accounted for 23% of the total variance suggesting that there was some 
variation in how the different types of raters scored the essays. The residual component 
accounted for 23% of the total variance. Included in the residual component were any 
sources of variation not accounted for by the model, any random or systematic sources 
of error, and the PR and the PRT interaction terms. Again, these results are consistent 
with the repeated measures ANOVA results. 
Table 4.48 P x (R:T) Balanced Design with the 196 Reviewed Essays. 
SOURCE df MS -? % 
Person (P) 195 9.702 1.961 44.06 
Type(T) 1 10.563 O.OOO3 0.00 
RatenType (R:T) 1 21.231 0.103 23.12 
PT 195 1.857 0.397 8.91 
Residual 390 1.064 1.064 23.91 
Total 4.451 
a The negative variance component (-0.029) was set to zero. 
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Several different D-studies were conducted from the results of this second G- 
study design to investigated what combination of human raters and automated scoring 
programs would provide an optimal solution for the accurate scoring of the essays. 
Table 4.49 reveals the variance components for the G-study and for the D-studies. 
Because this second design was a balanced design the number of human raters and 
automated scoring programs are the same. Table 4.49 reveals that as the total number of 
raters increases the accuracy of the decision made increases (less error). The amount of 
total variance accounted for by the essays (P) also increases as the total number of raters 
increases. The amount of variance accounted for by the raters nested with type and the 
interaction between persons and type both decreased as the number of raters increased. 
With only one human and one automated scoring program to score the essays there was 
quite a bit of error as the Phi coefficient was 0.612, however the Phi coefficient 
increases to 0.731 with two human and two automated scoring programs. 
- — 
4.9 Summary of Report From KAT 
Not only did KAT send the scores for each essay, KAT also sent a report 
indicating problem essays. ETS only sent the scores for the essays. The report indicates 
which essays were thought to be off-topic or to have been plagiarized and therefore 
should be considered for further review. In addition to evaluating the scored 543 essays, 
the training set of 500 essays were also evaluated for potential off-topic or plagiarized 
essays. This is a summary of that report. 
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The second section of the report from KAT dealt with the 543 scored essays and 
indicated which essays were off-topic. From the 543 essays that were scored, 15 of the 
essays were deemed to be off-topic. However, only 13 essays out of the 543 essays 
were completely off-topic. The report indicated that IEA detected only 12 of the 13 off- 
topic essays, thus IEA was able to detect most (92%) of the off-topic essays. Three of 
the 15 essays that IEA noted were off-topic were actually on-topic essays. All three of 
these essays were on-topic as the essays addressed aspects of the poem and both even 
quoted lines from the poem. One of the essays might have misconstrued as being off- 
topic as the essay begins by mentioning that the topic of the poem was boring and so 
was the movie “Titanic.” 
The last section of KAT’s report regarding the scoring of the essays addressed 
the issue of possible plagiarism. IEA was able to find 28 instances of possible 
plagiarism. This was not totally unexpected as six essays were repeated to evaluate the 
effect of varying the repeating of an essay (refer to the section 4.5 on the fabricated 
essays). Each time an essay was flagged for plagiarism the closest matching essay was 
also indicated. IEA only identified those essays for which there was a real possibility of 
plagiarism (i.e., there were no false reports of plagiarism). It should be noted that none 
of the 22 discrepant essays were flagged in the KAT report. 
CHAPTER 5 
CONCLUSION 
5.1 Summary of Results 
The conclusion section focuses on five main areas: summary of the results, 
comparison of the results to previous research, the limitations of this study, the 
strengths of this study, and suggestions for future research. 
When looking at the 500 scored essays, there was a difference in the means with 
the operational scores having the highest mean and no difference in the means from E- 
rater and IEA. The means of E-rater and IEA were both statistically different from the 
mean operational score. Not only were the means different, so were the distributions of 
the scores. E-rater gave very few essays a score of 8 and none a score of 9 and gave 
almost 30% of the essays a score of 5. IEA gave more essays a score of 9 than it gave 
essays a score of 8. 
For the correlations, E-rater and IEA were more correlated with each other than 
with the operational scores. The results of the Pearson, Spearman, and intra-correlations 
were similar, however the intra-class correlations were higher than the Pearson or 
Spearman correlations. The similarity in scores between E-rater and IEA is also 
reflected in the agreement indices. The exact and adjacent agreements between the two 
scoring programs are higher than the exact and adjacent agreements between the 
operational scores and either E-rater or IEA. This suggests that scores from the two 
automated scoring programs were more similar with each other than with the 
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operational scores, even though the scoring programs use different techniques for 
deriving an essay’s score. 
Then when evaluating the 196 essays reviewed by the Expert Committee, there 
was a difference in the mean score. The Expert Committee had the lowest and the 
operational scores had the highest mean score. E-rater and IEA had comparable mean 
scores. The Consensus score (or Expert Committee score) was statistically different 
from the operational scores, E-rater scores, and IEA scores. Additionally, the Consensus 
scores also differed in terms of the distribution. The Expert Committee did not give any 
essay a score of 9 and gave approximately 25% of the reviewed essays a score of 3 and 
approximately 22% of the reviewed essays a score of 4. For the 196 reviewed essays, no 
essay was given a score of 8 or 9 by E-rater yet E-rater did not differ with IEA with 
respect to the mean score. It should be noted that the Expert Committee was not a 
perfect criterion because none of the essays were given a score of 9. It may be hard to 
get experts to agree that a particular essay deserves a “perfect” score, even when a 
single expert would award such a score during operational scoring. 
When looking at the correlations, E-rater tended to have higher correlations 
with the operational and Consensus scores than IEA. And both automated scoring 
programs were more correlated with the Consensus scores than the operational scores. 
With the Intra-class correlations, because of the differences in the score distributions, it 
was noted that the operational and Consensus scores had the highest correlation. It was 
also noted that the correlation between E-rater and IEA was not the highest correlation, 
unlike the 500 scored essays. The results of the Pearson, Spearman, and intra-class 
correlations were similar, although the intra-class correlations were higher. 
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For the 196 reviewed essays, the highest rate of agreement was between E-rater 
and IEA. The lowest agreement indices were between the operational scores and the 
Consensus scores. Even though E-rater had a lower exact agreement with the Consensus 
scores than did IEA, E-rater did have a higher adjacent agreement than IEA. 
When investigating the agreement between the operational scores and the scores 
provided by the two automated scoring programs, 22 essays were found to have 
seriously discrepant scores (a difference of more than three score points). The Expert 
Committee reviewed these 22 seriously discrepant essays. Having the Expert 
Committee review these essays provided information on whether the automated scoring 
program or the operational scoring provided the essays with the better score. For the 
three seriously discrepant essays between E-rater and the operational scoring, E-rater 
gave the essays a lower score than the operational scoring and furthermore, the Expert 
Committee gave two of the three essays the same score as E-rater. However for all three 
essays, E-rater gave the essays a score that was closer to the Expert Committee score 
than the operational scoring. E-rater correctly gave these essays the low score that they 
deserved. 
The results for the seriously discrepant scores with IEA are more complicated. 
For seven of the 22 essays, IEA gave the essays a higher score than the operational 
score and for all seven essays the Expert Committee agreed with the operational scores. 
And for 12 out the 15 essays, which IEA gave lower scores than the operational score, 
the Expert Committee agreed with the IEA scores. Thus IEA tended to give low scoring 
essays the low score that they deserved. 
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Fabricated essays were included in this study to evaluate the examinee’s ability 
to trick the scoring programs. There were differences in how E-rater and IEA identified 
the 43 fabricated essays. KAT provided a supplementary report, along with the essay 
scores, indicating potential off-topic and plagiarized essays. IEA identified 12 of the 
off-topic essays and all 18 repeating essays. E-rater and IEA gave the extensively 
prompt quoting, and wordy essays similar mean scores. As well, E-rater gave the 
backwards essays lower scores than IEA. Therefore, the conclusion was made that there 
are differences in how E-rater and IEA identified the fabricated essays. 
The scoring rubric used by the operational human raters and by the Expert 
Committee had five groupings (essays of scores 1 and 2, 3 and 4, 5, 6 and 7, and 8 and 
9), therefore the scores provided by the operational scoring, E-rater, IEA, and the 
Expert Committee were collapsed to a 5-point scale and then the analyses were 
repeated. 
For the 500 scored essays, differences in the mean score remained. Specifically, 
the scores from E-rater and IEA were statistically different from the operational scores 
for both the original 9-point scale and for the collapsed 5-point scale. Although the 
correlations dropped after collapsing the score scale, the pattern in the correlations 
remained. E-rater and IEA were more correlated with each other than with the 
operational scores. And E-rater was more correlated with the operational scores than 
IEA. Additionally the exact and adjacent agreements increased with the adjacent 
agreement between E-rater and IEA reaching just over 95%. 
For the 196 reviewed essays, the operational scores continued to have the 
highest mean and the Consensus scores had the lowest mean. Furthermore, some of the 
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differences in the mean score remained statistically significant; the Consensus scores 
were statistically different from operational scores, E-rater scores, and IEA scores. 
Although E-rater’s scores were not different from the operational scores, IEA’s scores 
remained statistically different from the operational scores after collapsing the scores. 
E-rater and IEA continued to have higher correlations with the Consensus scores 
than with the operational scores and furthermore, E-rater tended to have higher 
correlations with both the operational and Consensus scores than IEA. Although, with 
the correlations on the 9-point scale, the correlation between E-rater and IEA were not 
always the largest, on the 5-point scale E-rater and IEA had the highest correlation. The 
agreement indices increased after collapsing the scores. The adjacent agreement 
between E-rater and IEA remained the highest at over 90%. 
The results of the generalizability studies indicated that there were some small 
differences amongst the raters, but no differences between the types of raters. The 
differences among the raters were expected because the repeated measures ANOVAs 
indicated that there were statistical differences among the scoring systems. Furthermore, 
most of the variance in the nested models was due to variation amongst the essays. 
These results were similar for the unbalanced and the balanced designs. The D-studies 
for both the unbalanced and balanced designs indicated that the more human raters and 
the more automated scoring programs the better the scoring results would be and there 
would be less error. Additionally, there would be quite a bit of error in the model if 
there was only one rater or one human rater and one automated scoring program. For 
the unbalanced design, the amount of error was reduced when the number of human 
raters and automated scoring programs was the same. 
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The analyses were repeated several times with different subsets of essays (all 
500 essays, 196 reviewed essays, 174 non-discrepant essays) and with two different 
score scales (the original 9-point scale and the collapsed 5-point scale). However, there 
were similarities across the results. First, E-rater and IEA tended to have similar mean 
scores that were not statistically different. The second similarity was that E-rater usually 
had higher correlations with the operational and Consensus scores than IEA. And third, 
the two automated scoring programs were often more correlated with each other than 
with either the operational or the consensus scores. The last similarity across the results 
was that the exact and adjacent agreements were highest between E-rater and IEA. 
5.2 Comparison With Previous Research 
The results from this study are compared with the results from previous 
research. First, the results of E-rater will be compared to previous research studies 
involving E-rater and then the results of IEA will be evaluated against previous IEA 
research findings. When evaluating the results of this study to previous research, it 
should be noted that this study used essays from an English composition test rather than 
a writing test. 
The previous research with E-rater focused on comparing the scoring results of 
E-rater versus the scores from human raters (Burstein, et al., 1998a). In this study, 
Burstein and her colleagues found that the adjacent agreements for 13 different GMAT 
prompts ranged from 86% to 93%. For this study, however, the adjacent agreement with 
the operational score was 73.6%. It should be noted that the two studies used different 
score scales. This study used a 9-point scale, whereas Burstein and her colleagues used 
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a 6-point scale. Using a wider score scale may reduce the adjacent agreement. When the 
score scale was collapsed to a 5-point scale, the adjacent agreement between E-rater and 
the operational score increased to 88.8%, similar to E-rater’s results with a 6-point 
scale. 
Not only was the adjacent agreements compared to previous research, the 
correlations are also evaluated against the previous studies involving E-rater. The 
Pearson correlations from previous research ranged from .80 to .87 (Burstein et al., 
1998a). For this study the Pearson correlations between E-rater and the operational 
score was .73, slightly lower compared to previous research. 
The results comparing IEA to the operational scores are also compared to 
previous research only with respect to the Pearson correlations. The previous studies 
involving IEA did not include the adjacent or the exact agreements. The Pearson 
correlations ranged from .65 to 86 (Foltz, et al., 1999; Foltz, et al.,2000; Landauer, et 
al., 1997). The Pearson correlation between IEA and the operational scores is .66. 
Although this correlation is within the range from previous research, it is at the lower 
end of the range. 
This study included a partial replication of Powers et al. (2001) in which essays 
were written in attempts to trick E-rater into giving the essays a higher or lower score 
than it actually deserve. Powers and colleagues found that it was easier to trick E-rater 
into giving an essay a score higher than it deserves and as a result made changes to E- 
rater. In this study, E-rater gave essays with repeating paragraphs a score of either 1 or 2 
(M = 1-06, SD = 0.24). The highest score given a fabricated essay was 6. Therefore, it 
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appears that the changes to E-rater included steps to reduce (and even prevent) 
examinees from trying to trick the scoring program. 
This study differed from previous research because of the inclusion of an Expert 
Committee, which reviewed a subset of the essays to provide a “true score.” The 
adjacent agreement between E-rater and the Consensus score is 68%, lower than the 
previously reported adjacent agreements (Burstein, et al., 1998a). With the 5-point 
scale, the adjacent agreement is 80%. The Pearson correlation between E-rater and the 
Consensus score is .70 and on the 5-point scale is .63. These two correlations are both 
lower than the correlations reported by (Burstein, el al., 1998a). The Pearson correlation 
between IEA and the Consensus score is .64 and .53 for the 5-point scale, which are 
both lower than reported in previous research studies (Foltz, et al., 1999; Foltz, et 
al.,2000; Landauer, et al., 1997). 
The results of this study were also compared to the results of Kelly’s (2001; 
2002) validity studies. Kelly (2001; 2002) found correlations between .56 to .75 
between E-rater and the human raters and the adjacent agreements ranged from .82% to 
.99%. The correlations for this study were between .65 and .75, similar to those found 
by Kelly. But the adjacent agreements were lower, approximately 73% for the 9-point 
scale and approximately 90% for the 5-point scale. 
5.3 Conclusions 
There are several conclusions that can be drawn from the results of this study. 
First, the automated scoring programs, E-rater and IEA, can approximate the scores 
given by the human raters. Secondly, even though E-rater and IEA used different 
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statistical procedures for scoring the essays, E-rater used regression analyses and IEA 
used singular value decomposition, the two automated scoring programs provided the 
essays with similar scores. E-rater and IEA were more similar to each other in terms of 
the mean score, the correlations, and the agreement indices than with the operational 
scores and Consensus scores. The third conclusion is that E-rater outperformed IEA on 
the evaluation criteria (correlations, agreements, and the fabricated essays). Even 
though E-rater was better than IEA on all of the criteria, the differences between the two 
scoring programs were small. Fourthly, it can be concluded that when there is a 
discrepancy in scoring, the automated scoring programs were more able to accurately 
score essays with “true low” scores than essays with “true high” scores. Therefore, the 
scoring programs are better able to score low scoring essays than higher scoring essays. 
And lastly, the scoring results improved when a shortened score scale was used. 
5.4 Strengths and Weaknesses 
Even though the results of this study are interesting, there are some limitations 
to this study. One such limitation is the inclusion of only one writing prompt. The 
results of this study may not be generalizable to other types of writing prompts, as 
essays in response to different writing prompts may be scored differently. 
In addition, the Expert Committee noted that there might have been transcription 
problems with the essays and were certain that there severe transcription problems for 
four out of the 200 reviewed essays. After consulting the directors of E-rater and IEA, 
the decision was made to directly transcribe the essays as the examinee wrote their 
response. Thus, an examinee’s spelling, punctuation, and grammar mistakes were all 
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transcribed into the typed essay. For quality assurance the first few essays transcribe by 
each typist was reviewed to ensure that essays were being transcribed properly and in 
addition a random selection of essays were checked for transcription accuracy. The 
Expert Committee suggested that someone familiar with student responses (and 
therefore, student handwriting) should transcribe the essays to reduce the possibility of 
transcription errors. 
A weakness of this study was the use of only one operational score for training 
the automated scoring programs. In all of the previous research scores from two human 
raters were used for training the scoring programs. The results of this study may vary 
from the results of previous research because of this weakness. 
Although there were some limitations to this study, there were some strengths to 
this study. One strength of this study was the inclusion of the Expert Committee. 
Previous studies indicated the number of essays with discrepant scores between the 
human raters and the automated scoring program. However, these previous studies were 
not able to provide information on which, the scoring program or the human rater, 
provided the essays with the more correct score. The inclusion of the Expert Committee 
provided information on whether the automated scoring programs or the operational 
scoring provided the more correct score where there were serious discrepancies in the 
scores. 
Another strength of this study was the use of two score scales, the original 9- 
point scale and the collapsed 5-point. Although the 5-point scale was not used 
operationally or by the two automated scoring programs or the Expert Committee, its 
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inclusion in this study provided some insight into what the results might look like if the 
5-point scale were used instead of the original 9-point scale. 
Additionally, a strength of this study is that an outside agency evaluated the 
automated scoring programs. In previous research studies, the developers of the 
automated scoring programs conducted the research to evaluate the scoring programs. 
This study was not conducted by a developer of one of the scoring program. And 
therefore, the systematic evaluation of the scoring programs was conducted by someone 
independent of the scoring programs. 
5.5 Future Research 
There are several possibilities for future research. Even though this study 
included two different score scales (9-point and 5-point), the use of the 5-point scale 
was a simulation and provides an approximation of what would happen. Therefore, it 
would be of interest to conduct a study in which the same essays were scored using 
score scales of varying widths (4, 6, or 9 points) to determine how the score scale 
affects the correlations and the agreement indices between the human raters and the 
automated scoring programs. A study with varying score scale would provide more 
information as to the accuracy of results estimated in this study. 
In addition, future research can also look at using the scores from an expert 
committee of judges to train the automated scoring programs. Previous research studies 
tended to use the scores from two human raters for program training. 
Another area of future research is with other content areas and with 
questions/prompts that do not require the examinees to write an essay or an extended 
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response. It would be of interest to conduct a similar study with a variety of different 
content areas to determine whether there are differences in how automated scoring 
programs would score different content. As well, it would be of interest to determine 
whether automated scoring programs can score short responses or responses that are not 
of an essay format. 
This study used a prompt for which examinees were required to respond to the 
piece of literature provided as part of the prompt. However, there are times when 
examinees might be asked to respond to a prompt that gives them a choice regarding the 
piece of literature (or even historical figure) that they include in their response. The 
decision needs to be made of whether the scoring program scores responses grouped by 
topic or all responses regardless of topic chosen by the examinee. If the automated 
scoring programs score each topic separately, then are the scores comparable? And if all 
the essays are scored as one large group, then how should the automated scoring 
programs be trained? And how comparable would these scores be to the operational 
scores and to an Expert Committee? 
This study extended the literature on automated scoring by systematically 
evaluating of two automated scoring programs and providing insight into how different 
automated scoring programs score the same responses. Additionally, this study looked 
at the ability to trick the scoring programs into giving scores higher than are truly 
deserved. And it extended the previous literature on automated scoring by including an 
expert committee of judges to review any discrepant scoring. This study, therefore, 
addressed some of the criticisms of the previous research on automated scoring. 
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APPENDIX A 
PROMPT 
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This is the prompt that the examinees responded to. 
Read the following poem carefully. Then, taking into consideration the title of the 
poem, analyze how the poetic devices convey the speaker’s attitude toward the sinking 
of the ship. 
The Convergence of the Twain 
(Lines on the lass of the Titanic2) 
I 
In a solitude of the sea 
Deep from human vanity, 
And the Pride of Life that planned her, stilly couches she. 
II 
Steel chambers, late the pyres 
Of her salamandrine3 fires, 
Cold currents third4, and turn to rhythmic tidal lyres 
III 
Over the mirrors meant 
To glass the opulent 
The sea-worm crawls - grotesque, slimed, dumb, indifferent. 
IV 
Jewels in joy designed 
To ravish the sensuous mind 
Lie lightless, all their sparkles bleared and black and blind. 
V 
Dim moon-eye fishes near 
Gaze at the gilded gear 
And query: “What does this vaingloriousness down here? ... 
2 On the night of April 14, 1912, the British White Star liner Titanic, the largest ship 
afloat collided with an iceberg and sank on her maiden voyage from Southampton to 
New York. Fifteen hundred of the 2,206 passengers lost their lives. 
3 Bright red. The Salamander was supposed to be able to live in the midst of fire. 
4 Thread 
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VI 
Well: while was fashioning 
This creature of cleaving wing. 
The Immanent Will that stirs and urges everything 
VII 
Prepared a sinister mate 
For her - so gaily great - 
A Shape of Ice, for the time far and dissociate. 
VIII 
And as the smart ship grew 
In stature, grace and hue, 
In shadowy silent distance grew the Iceberg too. 
IX 
Alien they seemed to be: 
No mortal eye could see 
The intimate welding of their later history, 
X 
Or sign that they were bent 
By paths coincident 
On being anon twin halves of one august event, 
XI 
Till the Spinner of the Years 
Said “Now!” And each one hears, 
And consummation comes, and jars two hemisphere. 
— Thomas Hardy 
APPENDIX B 
SCORING RUBRIC 
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AP ® English Literature & Composition 2002 Scoring Guidelines 
General directions: This scoring guide will be useful for most of the essays that you 
read, but in problematic cases, please consult with your table leader. The score you 
assign should reflect your judgment of the quality of the essay as a whole. Reward the 
writers for what they do well. The score for an exceptionally well-written essay may be 
raised by one point above the otherwise appropriate score. In no case may a poorly 
written essay be scored higher than a three (3). 
8-9 These well-focused essays offer an effective analysis of the poetic devices used by 
the author to convey the speaker’s attitude toward the sinking of the ship. They 
also take into consideration, directly or indirectly, the title of the poem. Although 
the writers of these essays offer a range of interpretations or choose different 
poetic elements for emphasis, they provide convincing readings of the poem and 
demonstrate consistent and effective control over the elements of composition. 
Their textual references are apt and specific. Though these essays may not be 
error-free, they are perceptive in their analysis and demonstrate writing that is 
clear and sophisticated and, in the case of a nine (9) essay, especially persuasive. 
6-7 These competent essays offer a reasonable analysis of the poetic devices used to 
convey the speaker’s attitude toward the sinking of the ship, including the 
implications of the title. They are less thorough or less precise in their discussion 
of the poem, and their analysis of the title and the poetic devices is less thoughtful. 
These essays demonstrate the writer’s ability to express and support ideas clearly, 
but they do not exhibit the same level of effective writing as the 9-8 essays. 
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Although essays scored 7-6 will be generally well written, those scored a seven 
(7) will demonstrate more sophistication in both substance and style. 
5 These essays tend to be superficial in analysis even though they may respond to 
the assigned task with a plausible reading of the poem. They often rely on 
paraphrase, by paraphrase that contains some analysis, implicit or explicit. Their 
interpretation of the poem may be simplistic or inadequately supported by 
references to the text, or there may be minor misinterpretations of the poem. These 
writers demonstrate control of ideas, but the writing may contain surface errors. 
3-4 These lower-half essays reveal an incomplete understanding of the task required 
by the prompt; they may demonstrate a misunderstanding of the speaker’s attitude, 
or they may fail to develop a coherent analysis of the poem. The analysis may be 
partial, unconvincing, or irrelevant. These essays may be slight or misconstrued. 
The writing often demonstrates a lack of control over the conventions of 
composition: inadequate development of ideas, an accumulation of errors, or a 
focus that is unclear, inconsistent, or repetitive. Essays scored a three (3) may 
contain significant misreadings and/or demonstrate weak control of language. 
1-2 These essays compound the weaknesses of the papers in the 3-4 range. They may 
contain serious misreadings of the poem, be unacceptable brief, or be incoherent 
in presenting their ideas. They may be characterized by multiple errors in 
grammar and mechanics. Although some attempt has been made to respond to the 
prompt, the writer’s assertions are presented with little clarity, organization, or 
support from the poem itself. Essays scored a one (1) contain little coherent 
discussion of the poem. 
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APPENDIX C 
THE 22 SERIOUSLY DISCREPANT ESSAYS REMOVED 
When selecting the 200 essays that the Expert Committee would review, the 22 
seriously discrepant essays between IEA and operational scores were included. 
Unfortunately data from ETS were not available prior to holding the Expert Committee 
and therefore two of the five seriously discrepant scores between E-rater and 
operational scoring were not included for review. Thus the analyses on the Expert 
Committee data were reanalyzed removing the 22 seriously discrepant essays to assess 
the scoring results without these essays. By removing the 22 seriously discrepant essays 
and the 4 problematic essays, the analyses were conducted on the remaining 174 essays 
that the Expert Committee reviewed and scored. 
C.l Descriptive Statistics 
The descriptive statistics for the 174 essays are displayed in Table C.l. The 
mean Consensus score is the lowest and the mean operational score is the highest. 
When comparing these results to those displayed in Table 4.10 (all 196 essays) one 
notices that there are some differences in the mean and standard deviations. The mean 
and standard deviation of the operational scores decreased by removing the 22 seriously 
discrepant essays. Although the mean Consensus score remained the same, the standard 
deviation increased when the 22 discrepant essays were removed. The mean and 
standard deviation of the scores from E-rater and IEA were only slightly different from 
the full set of 196 essays to the set of 174 non-discrepant essays. The mean score from 
IEA remains slightly higher than the mean score from E-rater. The distribution of the 
174 non-discrepant essays is displayed in Figure C.l. From Figure C.l it can be seen 
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that there is little difference in the score distributions after removing the 22 seriously 
discrepant essays. 
Table C.l Descriptive Statistics of the 174 Non-Discrepant Essays 
Operational Consensus E-rater IEA 
No. Responses 168 174 174 174 
Min. Score 1 1 1 1 
Max. Score 9 8 7 9 
Median 4 4 5 4 
Mean 4.54 3.89 4.43 4.46 
Standard Dev. 1.98 1.73 1.53 1.95 
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Figure C.l Distributions of the 174 Non-Discrepant Essays 
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C.2 Mean Differences 
The mean differences among the operational scoring, the Expert Committee 
scores, E-rater scores and IEA scores were evaluated for statistical significance. The 
mean differences on the 174 non-seriously discrepant essays were computed by 
conducting a one-way repeated measures ANOVA. The results of the analysis are 
displayed in Table C.2. Because the Mauchly’s Test of Sphericity was significant 
(W= 909, Zs = 15.813, p<.05) sphericity could not be assumed and the Greenhouse- 
Geisser correction was used (Epsilon = .943). The ANOVA indicates that there is a 
significant difference among the means. 
Table C.2 Repeated Measures ANOVA for the 174 Non-Seriously Discrepant Essays 
Source df SS MS F 7 
Raters 
Error 
Total 
2.828 
472.356 
475.184 
35.088 
397.162 
432.250 
12.405 
.841 
14.754* .081 
* p < .05 
The post-hoc comparisons (paired t-tests) indicated that there are some 
differences among the means (see Table C.3). The post-hoc analyses revealed that there 
is a significant difference between the Consensus scores and the scores from operational 
scoring, E-rater, and IEA. Furthermore, there is no difference in the scores from 
operational scoring and E-rater and IEA and no difference between E-rater and IEA 
scores. It should be noted that the largest effect sizes occurred when the Expert 
Committee was compared to the other scoring systems. 
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Table C.3 Post-Hoc Analyses for the 174 Non-Discrepant Essays 
Comparison Mean 
Difference 
Standard 
Error 
t df A A 
Operational vs. 
Consensus 
.60 .101 -5.891* 167 .38 
Operational vs. E-rater .10 .102 .997 167 .07 
Operational vs. IEA .14 .108 1.328 167 .04 
Consensus vs. E-rater -.54 .095 -5.712* 173 .35 
Consensus vs. IEA -.57 .108 -5.326* 173 .29 
E-rater vs IEA -.03 .099 -.349 173 .02 
*p< .05 
C.3 Correlations 
The Pearson, Spearman, and Intra-class correlations were computed for the 
remaining 174 essays (Tables C.4, C.5, and C.6). After removing the 22 seriously 
discrepant essays, the two scoring programs have similar correlations with the 
operational scores and with each other (see Table C.4). Additionally, IEA had a higher 
correlation with the Consensus scores than did E-rater. When comparing these 
correlations with the correlations from the set of 196 reviewed essays, it is interesting to 
note that after removing the 22 seriously discrepant essays, the correlations are all much 
closer in value. The range of Pearson correlations for 196 essays were from .582 to 
7.15, whereas the range for the 174 non-discrepant essays was between .707 and .758. 
As well, the correlations for the 174 non-discrepant essays are higher than the 
correlations for the set of 196 essays. 
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Table C.4 Pearson Correlations for the 174 Non-Discrepant Essays 
Operational Consensus E-rater IEA 
Operational 
Consensus 
1.000 
.758 1.000 
E-rater .748 .712 1.000 
IEA .747 .707 .745 1.000 
When squaring the correlations, it is noted that both E-rater and IEA account for 
56% of the variance in the operational scores and account for 50% of the variance in the 
Consensus scores. There is no difference in the amount of variance that is accounted for 
by E-rater and IEA. 
Statistical analyses were conducted to compare the correlations after removing 
the 22 seriously discrepant essays. The correlations between the Consensus scores and 
the scores from the two scoring programs, the t-test revealed that there is no difference 
in the two correlations (t497= .240, p>.05). This suggests that the correlation between E- 
rater and the Consensus scores is no different than the correlation between IEA and the 
Consensus scores. 
The patterns in the Spearman correlations were not the same as the patterns for 
the Pearson correlations (Table C.5). The highest Spearman correlation was between the 
two automated scoring programs. The two programs are both correlated more with the 
operational scores than with the Consensus scores. Like the Pearson correlations, the 
Spearman correlations for the non-discrepant essays have a smaller range than the 
Spearman correlations for the 196 reviewed essays. And the correlations increased by 
removing the 22 seriously discrepant essays. The patterns in the correlations between 
the full set of reviewed essays and the 174 non-discrepant essays are somewhat similar. 
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The one difference in the correlations is that IEA has a higher correlation with the 
operational scores than E-rater, when the 22 seriously discrepant essays are removed. 
Table c.5 Spearman Correlations for the 174 Non-Discrepant Essays 
Operational Consensus E-rater IEA 
Operational 1.000 
Consensus .745 1.000 
E-rater .745 .712 1.000 
IEA .752 .692 .781 1.000 
Like the Pearson correlations, after squaring the correlations there is no 
difference in the amount of variance that E-rater and IEA account for. Both scoring 
programs account for 56% of the variance in the operational scores and approximately 
50% of the variance in the Consensus scores (E-rater accounts for 51% and IEA 
accounts for 48%). 
The statistical analyses were conducted to compare the correlations after 
removing the seriously discrepant essays. The correlations between the Consensus 
scores and the scores from the two scoring programs, the t-test revealed that there is no 
significant difference in the two correlations (1497= 1.009, p>.05). This suggests that the 
scores from E-rater are not different than the scores from IEA with regards to the 
Consensus scores. 
The last set of correlations was the Intra-class correlations for the 174 non- 
seriously discrepant essays (Table C.6). Although the correlation between E-rater and 
IEA was the same as the correlation between the operational and Consensus scores, the 
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highest correlation was between IEA and the operational Scores. In fact, IEA had higher 
correlations with the operational and Consensus scores than did E-rater. These patterns 
in the correlations are quite different from the pattern of correlations for the 200 
reviewed essays. The range of correlations for the 174 non-discrepant essays is much 
smaller than the range of correlations for the 196 reviewed essays (.825 to .893 versus 
.710 to .821, respectively). Additionally the correlations for the 174 essays increased by 
removing the 22 seriously discrepant essays. 
Table C.6 Intra-Class Correlations for the 174 Non-Discrepant Essays 
Operational Consensus E-rater IEA 
Operational 
Consensus 
1.000 
.857 1.000 
E-rater .838 .828 1.000 
IEA .855 .825 .893 1.000 
Again, there is no difference in the amount of variance that E-rater and IEA 
account for. E-rater accounts for 70% and IEA accounts for 73% of the variance in the 
operational scores. Both E-rater and IEA account for 68% of the variance in the 
Consensus scores. 
Statistical analyses were conducted to compare the correlations after removing 
the discrepant essays. The correlations between the Consensus scores and the scores 
from the two scoring programs, the t-test revealed that there is no difference in the two 
correlations (t497= .274, p>.05). This suggests that the scores from E-rater are not 
different than the scores from IEA for the Intra-class correlations. Essentially there is no 
difference between E-rater and IEA. 
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C.4 Exact and Adjacent Agreements 
In addition to the Pearson, Spearman, and Intra-class correlations, the exact and 
adjacent agreements were computed for the 174 non-seriously discrepant essays. The 
exact and adjacent agreements between the operational and Consensus scores were 
29.8% and 71.7%, respectively (see Table C.7). The increase over chance agreement 
was low, k = .18. Even though 28.1% of the essays had discrepant scores between the 
operational and Consensus scoring, only 1.2% (or 2 out of 174 essays) had seriously 
discrepant scores. When comparing the results of the 174 non-seriously discrepant 
essays to the results of the set of 196 reviewed essays, there is a slight increase in the 
exact and adjacent agreements when the 22 seriously discrepant scores were removed 
from the analyses. And there was a decrease in the number of seriously discrepant 
scores, from 3.7% to 2.9% (or from seven out of 196 essays to 5 out of 174 essays). 
The agreement indices between the Consensus scores and E-rater scores were 
computed for the 174 non-seriously discrepant essays (Table C.8). The exact agreement 
between Consensus and E-rater was 34.4% and the adjacent agreement was 79.2%, with 
a kappa of .23. There were 4 essays (or 2.3%) that had seriously discrepant scores. 
When comparing these results to the results of the 196 reviewed essays, the exact 
agreement remained the same and the adjacent agreement increased, after removing the 
22 discrepant essays. Therefore, removing the 22 seriously discrepant essays did not 
affect the agreement indices between E-rater and the Expert Committee. 
Table c.7 Cross-Tabulation of Operational Scores by Consensus Scores for the 174 
Non-Discrepant Essays (in Percentages) 
Operational 
Score 
Consensus Score 
1 2 3 4 5 6 7 8 9 Total 
1 3.0 .6 .6 4.2 
2 1.8 7.7 4.2 13.7 
3 4.2 7.7 1.8 1.2 14.9 
4 .6 1.2 5.4 4.2 3.6 2.4 .6 17.9 
5 1.8 3.0 8.9 2.4 1.8 17.9 
6 1.8 6.0 2.4 3.0 1.8 14. 
7 1.2 1.8 1.8 2.4 .6 .6 8.3 
8 
.6 1.2 2.4 1.2 5.4 
9 3.0 3.0 
Total 5.4 15.5 23.8 22.6 11.9 10.7 8.3 1.8 0.0 100 
Note: the bolded numbers represent the seriously discrepant essays (1.2%) 
the exact agreement was 29.8% and k=.18 
Table C.8 Cross-Tabulation of The Consensus Scores and E-rater Scores for the 174 
Non-Discrepant Essays (in Percentages) 
E-rater 
Score 
Consensus Score 
1 2 3 4 5 6 7 8 9 Total 
1 3.4 .6 .6 4.6 
2 1.1 4.0 1.7 6.9 
3 .6 6.9 6.3 1.7 15.5 
4 .6 2.3 7.5 7.5 2.3 .6 20.7 
5 .6 1.1 4.6 10.3 5.2 2.9 .6 25.3 
6 1.1 2.9 2.3 2.9 5.7 4.6 1.1 20.7 
7 .6 1.1 1.7 2.3 .6 6.3 
8 0.0 
9 0.0 
Total 6.3 16.1 23.3 22.4 11.5 10.3 8.0 1.7 0.0 100.0 
Note: the bolded numbers represent the seriously discrepant essays (2.3%) 
the exact agreement was 34.4% and k=.23 
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Additionally, the agreement indices were also computed between the Expert 
Committee and IEA for the 174 non-seriously discrepant essays (Table C.9). The exact 
and adjacent agreements were 34.9% and 71.7%, with k = .24. Although 28.3% of the 
essays had discrepant scores between IEA and the Expert Committee, only 3% (or 5 
essays out of 174) had seriously discrepant scores after removing the 22 essays. When 
comparing these results to the results of the 196 reviewed essays, there was a slight 
increase in the exact and adjacent agreements. 
As this study is comparing the results from the two automated scoring programs, 
the exact and adjacent agreements were computed between the two scoring programs 
for the 174 non-seriously discrepant essays. The exact and adjacent agreements were 
35.5% and 82.6%, respectively (see Table C.10). The kappa was .24. Additionally, only 
two of the 174 essays had seriously discrepant scores between E-rater and IEA. When 
comparing these results to the results of the 196 reviewed essays, both the exact and 
adjacent agreements increased. The increase in the exact agreement was 3.4% and the 
increase in the adjacent agreement was 3.7%. And there was one fewer seriously 
discrepant essay. 
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Table C.9 Cross-Tabulation of the Consensus Scores and IEA’s Scores for the 174 
Non-Discrepant Essays (in Percentages) 
IEA 
Score 
Consensus Score 
1 2 3 4 5 6 7 8 9 Total 
1 2.3 .6 2.9 
2 2.9 8.6 5.7 1.7 19.0 
3 2.9 4.0 2.3 .6 9.8 
4 .6 2.3 6.9 8.0 2.9 2.3 23.0 
5 1.1 2.9 4.0 2.3 2.9 .6 13.8 
6 .6 .6 2.9 2.9 3.4 3.4 .6 14.4 
7 .6 2.9 2.3 .6 5.7 12.1 
8 .6 .6 .6 .6 2.3 
9 .6 1.1 1.1 2.9 
Total 6.3 16.1 23.6 22.4 11.5 10.3 8.0 1.7 0.0 100 
Note: the bolded numbers represent the seriously discrepant essays (3%) 
the exact agreement was 34.9% and k=.24 
Table C.10 Cross-Tabulation of the E-rater Scores and IEA’s Scores for the 174 Non- 
Discrepant Essays (in Percentages) 
IEA 
Score 
E-rater Score 
1 2 3 4 5 6 7 8 9 Total 
1 1.7 .6 .6 2.9 
2 2.3 4.6 9.2 2.9 19.0 
3 .6 3.4 4.6 1.1 9.8 
4 .6 1.7 10.9 7.5 2.3 23.0 
5 .6 .6 7.5 5.2 13.8 
6 1.1 5.7 5.7 1.7 14.4 
7 .6 3.4 6.3 1.7 12.1 
8 .6 .6 1.1 2.3 
9 1.1 1.7 2.9 
Total 4.6 6.9 15.5 20.7 25.3 20.7 6.3 0.0 0.0 100 
Note: the bolded numbers represent the seriously discrepant essays (1.2%) 
the exact agreement was 35.5% and k=.24 
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