Fluctuations in biochemical networks, e.g., in a living cell, have a complex origin that precludes a description of such systems in terms of bipartite or multipartite processes, as is usually done in the framework of stochastic and/or information thermodynamics. This means that fluctuations in each subsystem are not independent: subsystems jump simultaneously if the dynamics is modeled as a Markov jump process, or noises are correlated for diffusion processes. In this paper, we consider information and thermodynamic exchanges between a pair of coupled systems that do not satisfy the bipartite property. The generalization of information-theoretic measures, such as learning rates and transfer entropy rates, to this situation is non-trivial and also involves introducing several additional rates. We describe how this can be achieved in the framework of general continuoustime Markov processes, without restricting the study to the steady-state regime. We illustrate our general formalism on the case of diffusion processes and derive an extension of the second law of information thermodynamics in which the difference of transfer entropy rates in the forward and backward time directions replaces the learning rate. As a side result, we also generalize an important relation linking information theory and estimation theory. To further obtain analytical expressions we treat in detail the case of Ornstein-Uhlenbeck processes, and discuss the ability of the various information measures to detect a directional coupling in the presence of correlated noises. Finally, we apply our formalism to the analysis of the directional influence between cellular processes in a concrete example, which also requires considering the case of a non-bipartite and non-Markovian process.
I. INTRODUCTION
This work is motivated by the observation that there exist, broadly speaking, two different sources of fluctuations contributing to the stochasticity of biochemical processes, for instance in cell metabolic networks. The first onecommonly called "intrinsic"-is due the small numbers of biomolecules involved in a given reaction. The second one -the "extrinsic" source-arises from the heterogeneity in the physical environment of the cell and the occurrence of (many) other biochemical reactions (see, e.g., [1] [2] [3] [4] [5] [6] [7] [8] [9] ). As a result, the stochastic noises have a nontrivial structure that invalidates a description in terms of bipartite or multipartite processes (or systems). In the case of signaling networks, for instance, this means that the noise in the input biochemical signal -to be detected-and the noise of the reactions that form the network are correlated.
In contrast, in the context of stochastic and information thermodynamics, a recent and active field of research, as reviewed in [10] , the bipartite assumption is usually made (e.g., for modeling Maxwell's demons) as it simplifies the theoretical analysis and allows the contribution of each components of the system to the entropy production to be clearly identified [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] [23] [24] [25] [26] [27] . Although the abandon of the bipartite (or multipartite [21] ) structure seriously complicates the interpretation of information and thermodynamics exchanges, our objective in the present work is to show that a detailed description is still available. The price to pay is that several information-theoretic measures must be added to those already introduced in the literature (information flow, aka learning rate, and transfer entropy), which characterize how information is exchanged between two interacting systems in the course of their dynamical evolution. The positive side is that this will allow us to propose, at least for diffusion processes, a generalized version of the so-called "second law of information thermodynamics" that applies to non-bipartite systems. (This second-law inequality differs from the one recently obtained in [28] .)
In this paper, we will consider in particular non-equilibrium systems that can be modeled by continuous-time Markov processes (diffusions, jump processes, or both). It turns out however that many definitions or relations are also valid beyond the Markovian description and we will therefore provide a general framework. Moreover, in order to offer a sufficiently general perspective, we assume the presence of multiplicative noises (additive noises being regarded as a only special case) and we do not restrict the study to steady-state situations, as is often done. On the other hand, we only consider averaged quantities and do not derive fluctuation relations. We leave this important issue to future investigations.
The paper is organized as follows. In Sec. II, we describe our general setup and briefly review the existing results for bipartite processes. To this aim, we first present the formal tools that will be used throughout the paper, in particular those related to continuous-time Markov processes. We then define the information-theoretic measures that are commonly considered in the framework of information thermodynamics and that satisfy some useful inequalities. We then recall the corresponding formulations of the second law. In Sec. III, the bipartite assumption is lifted and we introduce the new information measures needed for a proper description of information and thermodynamics exchanges. The usual inequalities are then generalized. In Sec. IV, to make all of the introduced definitions and relations more explicit, we focus on Markov diffusion processes. The central result is the derivation of a generalized second law involving both forward and backward transfer entropies. In Sec. V, as a special case, we consider a stationary bidimensional Ornstein-Uhlenbeck process with additive noises for which a full analytical study can be carried out. This allows us to illustrate on a simple example the ability of the various information measures to infer a directional coupling in the underlying dynamics. Finally, in Sec. VI, we generalize the formalism to a class of non-Markovian processes and apply it to the study of the directional influence between cellular processes. This complements the previous experimental and theoretical investigations of Refs. [6, 9] . A brief summary is given in Sec. VII and some demonstrations and technical details are presented in Appendices.
II. SETUP AND BRIEF REMINDER OF THE BIPARTITE CASE

A. Setup
We are interested in the information and thermodynamic exchanges between two subsystems, denoted by X and Y , of a stochastic system Z whose microscopic states at time t are denoted by Z t = (X t , Y t ). The random variables X and Y may be multivariate (X and Y are then vectors), continuous or discrete, and live in arbitrary, and not necessarily identical, spaces. In the following, the full process Z t can be Markovian or non-Markovian, but even in the former case the individual dynamics of X t and Y t (viewed as coarse-grained descriptions of Z t ), are in general non-Markovian.
When Z t is a continuous-time Markovian process [29] [30] [31] [32] [33] , which may involve a combination of drift, diffusion, and jump, the building block of its description is the transition probability P (Z t = z|Z t = z ), for t ≤ t and all z, z . Such an object is generated by a kernel L t (z, z ), called the Markovian generator, according to the forward Kolmogorov equation,
where dz is the appropriate measure for either continuous or discrete space. For pure jump processes in a discrete space the Markovian generator is a matrix involving the transition rates W t (z, z ) (where by convention the transition is from z to z )
On the other hand, pure diffusion processes in continuous space are usually described by the stochastic differential equations
where F X,t , F Y,t , σ X,j,t , and σ Y,j,t are time-dependent vector fields, and the W j,t 's are independent Brownian motions. The non-negative covariance (diffusion) matrix D t (z) is the 2 × 2 block matrix with components
where the symbol ⊗ applied to two vectors U and V means the matrix construction (U ⊗V ) ij ≡ U i V j . The associated Markovian generator is then obtained as
where L
F P t
is the (Fokker-Planck) second-order differential operator (6) obtained by interpreting Eqs. (3) with Ito convention. (In the above expression the last term is a priori ambiguous because D XY,t is not necessarily symmetric. The notation ∇ x • ∇ y • D XY,t should thus be interpreted as ∇ xi • ∇ yj • (D XY,t ) i,j , using Einstein summation convention for repeated indices.) As usual, one can introduce the probability currents
and recast the Fokker-Planck (FP) equation as the continuity equation, ∂ t P t (z) + ∇ x J X,t (z) + ∇ y J Y,t (z) = 0 .
Note that the currents are defined up to a divergence-free vector. We will use the above definition in the following, which means that correction terms must be added in all expressions involving the currents if another decomposition is adopted. In continuous time, the Markov process Z is called bipartite if the transition probability P (Z t+h |Z t ) satisfies the property P (Z t+h |Z t ) = P (X t+h |Z t )P (Y t+h |Z t ) + O(h 2 ),
when h → 0 + . From the forward Kolmogorov equation (1), the above condition is equivalent to assuming that the Markovian generator L t (z, z ) can be written as
where L t,y (x, x ) and L t,x (y, y ) are called partial generators and the delta function becomes a Kronecker matrix in the case of discrete space. The partial generators must individually satisfy conservation of probability, i.e., dx L t,y (x, x ) = dy L t,x (y, y ) = 0. In particular, a pure jump process is bipartite if the transition rates have the additive form W t [z, z ] = δ y=y W t,y (x, x ) + δ x=x W t,x (y, y ), which implies Eq. (10), as can be readily checked. On the other hand, a pure diffusion process is bipartite if D XY,t = 0, i.e., if the diffusion matrix is block diagonal. From Eqs. (4), a sufficient condition is that σ X,j,t ⊗ σ Y,j,t = 0 for all j, which means that the overall noises affected X t and Y t are independent.
B. Definition of information measures
We start our reminder of information thermodynamics by recalling the definitions of several information-theoretic measures that are usually introduced in this framework. As already stressed, a consequence of the abandon of the bipartite assumption will be a proliferation of information measures. It is thus desirable to use transparent notations as much as possible (already in the bipartite case, the same quantity may have different names or be defined with different signs, which is a source of confusion). It is also important to clearly state under which condition a relation is valid: in the following, the capital letter M on the left of an equation indicates that the joint process is Markovian, the capital letter B indicates that the process is Markovian and bipartite, and the capital letter S indicates that the process is stationary.
Information flows, aka learning rates
Information flows quantify how the dynamical evolution of X t or Y t contributes to the change in the mutual information, I(X t : Y t ) ≡ ln(P (Z t )/[P (X t )P (Y t )] (where P (Z t ) is the joint probability distribution and P (X t ), P (Y t ) its marginals), which characterizes the instantaneous correlation between X and Y at time t. These information-theoretic measures were first considered in the context of interacting diffusion processes [11] and subsequently introduced in the analysis of the thermodynamics of continuously-coupled, discrete-space stochastic systems [14, 17, 20] . Consider for instance the dynamical evolution of X t . Introducing the time-shifted mutual information I(X t+h : Y t ) (with h > 0) and taking the limit h → 0 + , one then defines [11] l X (t) ≡ lim
where here and in the following we use the bracket symbol for an expectation. Similarly, l Y (t) is defined from I(Y t+h : X t ). (For brevity, it will be implicit in the following that similar quantities can be defined by exchanging X and Y .) One could also introduce Shannon entropies instead of mutual informations (using I(X t :
, with H(X t ) ≡ − ln P (X t ) and H(X t |Y t ) ≡ − ln P (X t |Y t ) [34] ), but we will try to avoid too many equivalent formulations throughout the paper. Note that the definition (11) is not restricted to a steady state, but in this case the information flow identifies with the so-called learning rate l X defined in [16, 22] . Hereafter, we will also use this denomination for l X (t) [35] . As discussed in [11, 14] , learning rates have a clear meaning: For instance, l X (t) > 0 reveals that the dynamical evolution of X increases the mutual information I(X t : Y t ) on average. In other words, the future of X is more predictable than its present from the viewpoint of Y [11] , or X is "learning about" Y through its dynamics [14] .
For a bipartite Markov process, one has the natural decomposition of the time derivative of I(X t : Y t ) [11, 14, 26] (B)
as will be explicitly illustrated below for Markov processes.
Transfer entropy
Transfer entropy (TE) is an information-theoretic measure that is used to assess directional dependencies between time series and possibly infer causal interactions [36, 37] . It may be viewed as a non-linear extension of Granger causality [38] , which is a concept widely used in econometrics and neuroscience (see e.g. [39] of a review). Instead of I(X t : Y t ), one considers the change in the mutual information between stochastic trajectories observed during some time interval, say from 0 to t, and which are denoted by X t 0 and Y t 0 hereafter. Specifically, we define the TE rate from X to Y in continuous time as
where we have assumed that
for h infinitesimal and used the chain rule for mutual information, I(A : {B, C}) = I(A : C) + I(A : B|C), where I(A : B|C) is a conditional mutual information [34] , to go from the first line to the second one. Like the learning rate, T X→Y (t) has a clear interpretation in terms of information transfer: It quantifies how much the knowledge of the trajectory X t 0 reduces the uncertainty about Y t+h (for h infinitesimal) when the trajectory Y t 0 is already known. As a conditional mutual information, T X→Y (t) is a non-negative quantity, whereas l X (t) has no definite sign. Note that the present definition is more general than the one adopted in [22] or [26] since we do not assume at this stage that the joint process is Markovian. When the joint process is Markovian, one has
, and after some manipulations Eq. (13) can be rewritten as
which clearly shows the difference with the learning rate l Y (t) = dI(X t : Y t+h )/dh| h=0 . (The original definition of transfer entropy in discrete time is even more general since the number of time bins in the past of X t and Y t may be different [36] . This definition can also be extended to continuous time [23, 40, 41] . Finally, see Ref. [42] for a rigorous definition via a partition of the time interval.) For a Markov bipartite process, in full analogy with Eq. (12), one has the decomposition
where we have used Eq. (9) and assumed Z Since the TE rates are conditioned on whole trajectories, they are very hard to compute numerically and one often replaces X t 0 and Y t 0 by the states X t and Y t at the latest time t. One then defines [11, 17, 22, 26] T X→Y (t) ≡ lim
which is called a "single-time-step" TE rate in [26] to contrast with the "multi-time-step" TE rate T X→Y (t). We will adopt this terminology hereafter.
C. Inequalities and sufficient statistic
For a Markov bipartite process in a steady state, one has the two inequalities [17, 22] (B + S)
(We do not report the demonstration here since more general inequalities will be derived in the next section.) The second inequality expresses the intuitive idea that the instantaneous value of Y is less informative about the instantaneous value of X that the whole past trajectory of Y . Within the context of a sensory system, where X t and Y t denote the states of the signal and the sensor, respectively, this prompted the authors of [22] to introduce a so-called "sensory capacity" C Y = l Y /T X→Y as a tool to quantify the performance of the sensor (assuming that l Y ≥ 0). In particular, C Y reaches its maximal value 1 when inequality (18) is saturated. As discussed in [26] , inequalities (17) and (18) are both saturated when the following condition is satisfied:
which means that "Y t is a sufficient statistic of X t " [34] and no more information about X t is contained in the trajectory Y t 0 than in Y t alone. By construction, this condition is realized by the Kalman-Bucy filter (which reduces to the Wiener-Kolmogorov filter in a steady state) [44] . Interestingly, such an optimization of information transfer may occur in actual biological signaling circuits [26, 45] .
As can be expected, things become more complicated when the bipartite assumption is dropped, and we show in the next section that this requires introducing additional information-theoretic measures.
D. Entropy production and second law
While the conventional second law of thermodynamics deals with the irreversibility of the whole process Z t , information measures can be used to formulate modified versions of the second law (which may then be called "second laws of information thermodynamics ") that assess the irreversibility of one subsystem alone, say X t , in the presence of the coupling with the other subsystem. The key quantity is the (fixed-time) entropy production rate σ X (t) which is defined by considering X as an open system and Y as just a fictitious external protocol (or idealized work source) [46] . On general grounds (see, e.g., [47] ), σ X (t) can be decomposed as
where d t S X (t), the time derivative of the marginal Shannon entropy S X (t) = −k B dx P t (x) ln P t (x), is the rate of change of the entropy of X, and σ B X (t) is the rate of change of the entropy of the environment or the bath. (From now on the Boltzmann constant k B is set equal to 1, so that we may use S instead of H as Shannon entropy.) As is now standard in the framework of stochastic thermodynamics (see, e.g., [48] ), the cumulative entropy change Σ 
where
is the probability of the trajectory of X for a fixed trajectory of Y and
is the corresponding probability of the time-reversed trajectory [49] . For a bipartite pure jump process, σ B X (t) is then given by
whereas for a bipartite diffusion process it is equal to
where the diffusion matrix D XX,t > 0 and the probability current J X,t have been defined above, and F X,t (z) is the modified drift defined by
. In cases where the thermodynamics of subsystem X can be defined and the environment is a single thermal bath at a given inverse temperature β, σ B X identifies with the heat flow βQ from X to the bath.
Since the two subsystems are coupled, σ X (t) may become negative, but a lower bound is provided by including the information shared with Y . For a bipartite Markov process, the various second-law-like inequalities proven in the literature [11, 13, 14, 17, 19] can be summarized by the following hierarchy of bounds,
or, for the time-integrated quantities,
, with ∆I ≥ ∆I by marginalization. (Note that some of these inequalities were first proven in a steady-state setup.) The key fact is that the tightest bound is provided by the learning rate.
III. INFORMATION MEASURES FOR NON-BIPARTITE PROCESSES
A. Learning rates
We first search for a generalization of Eq. (12) . The decomposition of d t I(X t : Y t ) introduced above in the bipartite case suggests to define the new rate
in addition to l X (t). Accordingly, l X (t) will be denoted l + X (t) hereafter to make the notations more consistent. Indeed, l − X (t) can be also written as l − X (t) = −dI(X t−h : Y t )/dh| h=0 + whereas l + X (t) = dI(X t+h : Y t )/dh| h=0 + . This also suggests to call l − X (t) a backward learning rate, in contrast with the forward rate l + X (t). (We stress that the definition of l − X (t) as a derivative has nothing to do with stationarity but simply results from a Taylor expansion in h: Indeed, for any continuously differentiable function f (s, t), one has f (t + h, t (12) is now replaced by the two relations
The distinction between the forward and backward learning rates in the general (i.e., non-bipartite) case suggests to introduce the symmetric quantities
such that Eqs. (27) now yield
As will be seen below, these symmetric learning rates play a natural role in the thermodynamics since they vanish when the joint system is at equilibrium, i.e., when the condition of detailed balance is satisfied. On the other hand, the non-symmetric rates vanish when the processes X t and Y t are independent.
In the general case, but in a steady state, there are only two independent learning rates since d t I(X t : Y t ) = 0 and Eqs. (27) yield the "conservation" relations
and thus
A basic feature of the learning rates is that they can be expressed in terms of the two-point probability distribution P (z, t; z , t ) ≡ δ(Z t − z)δ(Z t − z ) , with z ≡ (x, y), and the corresponding marginal distributions. (Hereafter, variables with a prime symbol such as z , x , y will always refer to a time t ≤ t in the two-point probability distribution functions.) Starting from the definitions (11) and (26), and using the normalization condition dxdy P (x, t; y , t ) = 1, we get
where we have used the notation P t (x, y) ≡ P (x, t; y, t) for the joint probability distribution at the same time t (and P t (x), P t (y) for the marginal distributions); similar expressions are obtained for l
(We recall that we use the same notations for continuous and discrete spaces. In the latter case, integrals must be replaced by sums.) From these equations, we readily see that the learning rates vanish when P t (z) = P t (x)P t (y), which means that the processes X and Y are independent. We stress that these formulas are fully general and do not require the joint process Z to be Markovian. However, further simplifications occur in the Markovian case, as one can replace the derivative with respect to h by using the Kolmogorov equation and introducing the Markovian generator L t (z , z), which leads to
Furthermore, by using the decomposition in Eq. (27) and the expression of the time derivative of the mutual information,
Finally, after using the conservation of probability dzL t (z , z) = 0, we obtain the symmetric learning rates as
From the above expression, one can immediately see that if Z t is an equilibrium process, such that the probability
vanishes, the symmetric learning rates both vanish. In Sec. IV A, we will provide more explicit expressions for these learning rates in the case of a Markovian diffusion process. The case of a Markovian pure jump process in a discrete space is treated in Appendix A.
If we now come back to the special situation of a bipartite process, due to the additive form of the Markovian generator [Eq. (10) ] and the conservation of probability, the formulas given in Eqs. (33) and (35) coincide and
A similar relation holds for l + Y (t) and l − Y (t). There are thus only two independent learning rates instead of four, and Eq. (27) then gives back Eq. (12) . Note that the present equalities between learning rates differ from those expressed in Eq. (30) . More generally, one must carefully distinguish relations valid for a bipartite process from those valid for a non-bipartite process in a steady state [54] . Of course, if the joint process is both bipartite and stationary, Eqs. (30) and (37) imply that only one independent learning rate subsists, for instance l
We conclude this part on the learning rates by briefly discussing their content in terms of information. The various quantities l + X (t), l − X (t), l S X (t), and their counterparts for the Y subsystem, all measure the change of mutual information between X and Y due to different aspects of an infinitesimal dynamical evolution of one subsystem or the other. When both l + X (t) and l − X (t) are strictly positive, and as a direct consequence l S X (t) > 0, one can plausibly conclude that X is "learning about" Y through its dynamics. However, the non-bipartite structure of the process allows cases with l + X (t) > 0 and l − X (t) < 0, which have no manifest interpretation in the context of learning.
B. Transfer entropy rates
Transfer entropy rates T X→Y (t) and T Y →X (t) can be defined by the same formulas as in the bipartite case: see Eq. (13) . They keep the same property of being non-negative and the same meaning as information-theoretic measures. However, whereas the generalization of the decomposition of the variation of mutual information [Eq. (12)] to a non-bipartite process was straightforward, a similar operation for the pathwise mutual information [Eq. (15) ] turns out to be problematic. Indeed, using the second line of Eq. (15), one can write
) is a symmetric quantity measuring the "instantaneous" dependence of the two processes (see, e.g., [55] for the discrete-time version). However, there is a serious obstruction, at least for diffusion processes: T X.Y (t) is either zero if Z is bipartite [cf. Eq. (15) We thus turn our attention to another class of rates which are well-defined in the non-bipartite case and will allow us to generalize the important inequality (18) . These rates are associated with the mutual informations I(X t : Y t 0 ) and I(Y t : X t 0 ) which are the natural quantities from the viewpoint of filtering theory [59, 60] . Consider for instance the case where X t is an unobserved signal and Y t is the observation. We then introduce the TE rate, called "filtered transfer entropy rate",
which quantifies how much the prediction of X t+h , for h infinitesimal, is improved by knowing Y t+h in addition to the trajectory Y t 0 . In general there is no simple relation between T X→Y (t) and T X→Y (t), except when the process is Markov bipartite, where
Indeed, from the definitions (13) and (39), we have the general equation
and it can be proven that the right-hand side of this equation is equal to 0 when the process is bipartite. The demonstration for jump processes is in Appendix C of [17] and for diffusion processes it is in given in Appendix B of the present paper.
There is of course a single-time-step TE rate corresponding to T X→Y (t), which is defined as
Then,
and (B) T X→Y (t) = T X→Y (t) (44) in the bipartite case, as will be illustrated below for diffusion processes [see Eq. (79)].
As for the learning rates, the single-time-step TE rates can be expressed in terms of the two-point probability distribution P (z, t; z , t ) ≡ δ(Z t − z)δ(Z t − z ) , with z ≡ (x, y), and the corresponding marginal distributions:
T X→Y (t) = lim h→0 + 1 h dz dy P (z, t + h; y , t) ln P (z, t + h|y , t) P (x, t + h|y , t)P (y, t + h|y , t)
.
In contrast with the learning rates [Eqs. (32)], one cannot generally introduce derivatives with respect to h in these expressions. On the other hand, we shall derive explicit expressions for Markov diffusion processes: see Sec. IV B below.
C. Backward transfer entropy rates
Finally, we add to our list of information-theoretic measures another TE rate which can be used to assess the directionality of information transfer (see Sec. VI B) and which will play an important role in the generalization of the second law (see Sec. IV D). To this aim, we slightly change our notations by assuming that the trajectories of X and Y are now observed in the time interval [0, T ]. We then define
where X T t+h and Y T t+h denote the trajectories of X and Y in the time interval [t + h, T ]. T † X→Y (t) has clearly the meaning and the properties of a TE rate, but it involves the future trajectories of X and Y instead of their past. It may thus be called a backward TE (BTE) rate and regarded as the continuous-time version of the BTE introduced in [24] in the discrete-time framework (see also [61] [62] [63] for the introduction of time-reversed Granger causality). It is actually much simpler to consider continuous time from the outset as this makes the generalization of the relations derived in [24] to the non-bipartite case a straightforward operation. We draw attention to the fact that the BTE defined in this way has no relation with the time-reversed transfer entropy considered in [23, 28, 64] .
When Z is a Markov process, the definition (46) can be also rewritten as
As before, we also define a single-time-step BTE rate as
which will play a useful role in Sec. IV D [65] . Note however that this does not add a new independent measure of information to our list since it can be easily seen from the definitions (26 ) of l − Y (t) and (42) of T X→Y (t) that
Combining Eq. (49) with Eq. (43) also yields
which, in the bipartite case, implies that
This is in agreement with Eq. (18) in [24, 67] . Furthermore, when the joint process Z t is Markovian, simple manipulations yield
where we have used Y 
, and we finally obtain a simple relation (not evident from the outset) involving the forward and backward time-integrated TEs,
Although this may be regarded as the continuous-time analog of Eq. (17) in [24] , we stress that the derivation of this relation does not require the joint process to be bipartite. Eq. (53) also leads to the interesting steady-state relation [68] (
D. Inequalities
We are now in position to generalize the standard inequalities (17) and (18) obtained in the bipartite case. 1) First, one easily obtains from the definitions that the single-time-step TE rate is an upper bound on the forward learning rate,
and that the single-time-step filtered TE rate is an upper bound on the backward learning rate,
Indeed, one has
, and Shannon entropy never increases by conditioning. These inequalities hold for a general (non-stationary and possibly non-Markovian) process.
2) If the joint process is Markovian, the single-time-step TE rate is an upper bound on the multi-time-step TE rate,
since
On the other hand, note that T X→Y (t) is not an upper bound on T X→Y (t).
3) In a steady state, inequality (18) is replaced by
which is a special case of the more general inequality
since l (18) is then recovered for a bipartite process since T X→Y = T X→Y in this case, as we have seen before [Eq. (40)]. We prove the inequality in Eq. (59) in Appendix B.
To summarize all these inequalities and be more concrete, let us give a numerical illustration. Anticipating the calculations performed in Sec. V for a bi-dimensional Ornstein-Uhlenbeck process, we show in Fig. 1 the behavior of (36), this occurs when the joint system is at equilibrium (in the sense of satisfied detailed balance and zero probability currents).
ii) The next arrow (ρ = −0.35) indicates that l
, which occurs when the two subprocesses X and Y become independent (see Eqs. (33) and (35)).
iii) The third arrow (ρ ≈ −0.185) indicates that T X→Y = T X→Y and l − Y = T X→Y = T X→Y . Extending the analysis performed in [26] and taking the continuous-time limit from the outset, we show in Appendix C that this occurs when Y t is a sufficient statistic of X t , as expressed by Eq. (19) . Thanks to Eqs. (57) and (58) . Indeed, since
condition (19) . The case of a bipartite process considered in [26] is an exception, as inequalities (55) and (58) then
. Although inequality (58) , which appears as the generalization of inequality (18) , has no intuitive interpretation [in contrast with (18) ], the fact that it becomes an equality if Y t is a sufficient statistic of X t may suggest to generalize the concept of a sensory capacity as
Likewise, we may define a "single-time-step" capacity
which is a much simpler quantity to obtain from experiments and is also bounded by 1 thanks to inequality (56) and equal to 1 if Y t is a sufficient statistic of X t (see Appendix C). Of course, it remains to be seen on specific examples of sensory systems if these quantities are helpful to estimate the performance of the sensor in the presence of correlations between the observation and signal noises (a situation classically treated in the framework of filtering theory [59, 60] ).
IV. MARKOV DIFFUSION PROCESSES AND SECOND LAW OF INFORMATION THERMODYNAMICS
To make all the above definitions and relations more explicit and to derive a second law, we now focus on Markov diffusion processes as defined in Eq. (3). To reduce the amount of notation, we consider the case where X t and Y t are unidimensional processes. The vector fields F X,t , F Y,t and the matrix fields D XX,t , D XY,t , and D Y Y,t are now all scalar fields. The general case can be easily extrapolated from this one.
A. Learning rates
As we have already pointed out, the expressions (32) of the learning rates can be simplified when the joint process Z t is Markovian. From the forward Kolmogorov equation (1) and the Markovian generator, we readily obtain
for t ≤ t. Integrating over x and using Eq. (6) then yields
as all terms involving derivatives with respect to y vanish at the boundaries (assuming natural boundary conditions). As a result,
and, after integration by parts, we transform Eq. (32a) into
where P t (y|x) ≡ P t (z)/P t (x) is the conditional probability distribution function. (Since we only consider Markov processes in this section, we no longer add the bold letter M on the left of the equations.) The rate l − X (t) is obtained by using the relation (27) ], the expression of the time derivative of the mutual information [Eq. (34)], and the FP equation. It reads
We immediately see that l
when the process is bipartite (i.e., D XY,t (z) = 0) in agreement with Eq. (37) .
One may also rewrite these expressions in terms of the probability currents defined by Eq. (7). This yields
and the symmetric learning rate l
As announced before, we observe that the two symmetric rates l S X (t) and l S Y (t) vanish in a steady state when the two probability currents are zero, which corresponds to equilibrium. On the other hand, the non-symmetric rates remain finite. All the learning rates vanish when the two subprocesses X and Y are independent, i.e., when P t (z) = P t (x)P t (y).
The above equations generalize the expressions in the current literature obtained for bipartite processes and additive noises [11, 18, 22] (note that the sign convention may differ). These expressions are immediately recovered by setting D XY,t = 0 and taking D XX,t and D Y Y,t independent of x and y. Finally, we note that the learning rates obtained above are finite, at least if the integrals in the right-hand sides of (66) and (67) are finite, for all diffusion processes described by Eq. (3). This will not necessarily be the case of the single-time-step transfer entropy rates that we consider in the following.
B. Single-time-step transfer entropy rates
We now derive the expressions of the various single-time-step TE rates. It turns out that it suffices to compute the rate T X→Y (t) given by Eq. (45a) (a similar calculation was presented in [9] , but it is worth repeating it for completeness). The backward rate T †
X→Y (t) is then deducible from T X→Y (t), and T X→Y (t) is finally obtained from Eq. (49).
We start from the expression of the infinitesimal transition probability (or propagator),
with L F P t the Focker-Planck operator appearing in Eq. (61) and defined by Eq. (6). Integrating the propagator over x and then integrating P (y, t + h; z , t) over x , we obtain
and
To compute the logarithms of the transition probabilities, we need to replace Eqs (69) by their Gaussian small-time expressions, [29] 
is also a function of x. We thus recover the conditions specified in [69] for the mutual information I(X t 0 , Y t 0 ) to be finite in the case of multiplicative independent noises. To proceed, we thus assume that D Y Y,t only depends on y. Then, ln P (y, t + h|z , t) P (y, t + h|y , t)
and using Eq. (45a), we finally obtain after some manipulations
This generalizes the expression given in [22] for a bipartite system with additive noises (an explicit calculation is also performed in [19] for a bi-dimensional Ornstein-Uhlenbeck model). Note that, contrary to the learning rates, the single-time-step TE rate is infinite when D Y Y,t = 0 (or in the multi-dimensional case when the matrix D Y Y,t is not invertible), which implies for instance that it is not well-suited for underdamped processes. The same is true for the other TE rates considered below.
To obtain the expression of the BTE rate T † X→Y (t) defined by Eq. (48), a possible method is to use Bayes theorem to modify the argument of the logarithm and recast Eq. (48) as
The calculation would then follow the same lines as above. However, it is more instructive to use the fact that T † X→Y (t) is the TE rate at time T − t corresponding to the process Z T −t , which is the time reversal of the process Z t (as the state at time t along a forward trajectory is now conditioned on the state at time t + h). As is well known, Z T −t is also a diffusion process, under some mild conditions (see, e.g., [31, 70] ). The covariance (diffusion) matrix and drift coefficients of the time-reversed process are given respectively by D * t (z) = D T −t (z) and
Denoting the single-time-step TE associated to D * t and F * X,t , F * Y,t by T * X→Y , we have by definition of the single-timestep backward TE rate that
Of course, the same is true for the multi-time-step TE rate T † Y →X (t) which identifies with T * Y →X (T − t). After some algebra described in Appendix B, we obtain
and T † X→Y (t) = ∞ otherwise. Using Eq. (66), we see that relation in Eq. (51) is recovered in the bipartite case (D XY,t = 0), as expected. Moreover, if the joint system Z is at equilibrium (i.e., the probability currents vanish), we also have T † X→Y (t) = T X→Y (t) [which is not obvious from Eq. (50)]. From Eq. (54), this also implies that T † X→Y = T X→Y . In other words, the TE rate is time-symmetric at equilibrium, as it should be.
Finally, after using Eq. (49) and the expression of l − Y (Eq. (65) with X and Y interchanged), we find
and T X→Y (t) = ∞ otherwise. This also immediately shows that T X→Y (t) = T X→Y (t) in the bipartite case [Eq. C. Multi-time-step transfer entropy rates It turns out that an expression somewhat similar to Eq. (74) can also be obtained for the multi-time-step TE rate T X→Y (t). To do this one has to generalize the preceding derivation for T X→Y (t). A new ingredient is the presence of an infinitesimal propagator P (y, t + h|y t 0 ) that is conditioned by a whole path y t 0 from 0 to t instead of a single value at time t. By using Bayes theorem and the Markovian property, we rewrite it as
where by convention y t 0 includes the endpoint y at time t. From Eq. (69) we then obtain
with
The above infinitesimal propagator can also be cast in the form of a Gaussian small-time expression as in Eq. (72) . The derivation of the expression of T X→Y (t) from its definition (13) then directly follows that of the single-time-step TE rate T X→Y (t) with the final result
and T X→Y (t) = ∞ otherwise. As found for the single-time-step TE rate, T X→Y (t) is only finite if the diffusion coefficient D Y Y,t (z) only depends on the variable y. As it should be, Eq. (74) is recovered and
in this case. Note also that the above formula has been derived for simplicity for unidimensional processes X t and Y t but mutatis mutandis it is easily extended to multidimensional processes. For instance, the result in Eq. (83) can be generally rewritten as
which expresses the transfer entropy rate in terms of the minimum mean-square error (MMSE) of the causal estimation. This generalizes the relation obtained in [42] for a bipartite diffusion process with additive noise and extends the classical and beautiful result of Duncan [69, 71] linking information theory with estimation theory: see [72, 73] for more on this theme.
D. Second law for non-bipartite processes
So far we have discussed learning rates and transfer entropy rates from the strict viewpoint of information exchange between two interacting systems. We now wish to use these concepts to discuss non-equilibrium thermodynamics. In particular, we want to investigate how the second-law inequality involving the learning rate, which provides the tightest lower bound for bipartite processes (see Sec. II D) is modified when the bipartite assumption is dropped. We stress that we are interested in the average entropy production (EP) during a finite time interval [0, t] and not only in the stationary state or in the limit t → ∞.
Let us again focus on subsystem X. At the ensemble level, an entropy balance equation can be obtained as usual by decomposing the time-derivative of the marginal Shannon entropy S X (t),
which can be rewritten as
after using Eq. (67) to introduce the symmetric learning rate l S X (t). Inserting the Fokker-Planck equation and performing a few manipulations, we then obtain
where we have defined the non-negative quantity
(traditionally referred to as the "irreversible" EP), and the modified drift F X,t (z) is defined by [53]
Eq. (87) can be further transformed as
where σ X (t) is formally defined as in the bipartite case by Eq. (20), i.e., σ
Finally, exchanging X and Y in Eq. (78) and using again Eq. (67), we obtain [provided that
So far, we have been only performing mathematical substitutions. However, as already mentioned in Sec. II D, connection to physics is possible if the thermodynamics of subsystem X can be defined and σ B X (t) identified as the heat flow from X to the environment (e.g., a thermal bath at a given temperature). In this regard, the existence of correlations between the noises is not an obstacle (see also the related discussion in [28] ). In particular, we stress that the path probability (21) has the same definition as in the bipartite case [74] . For an external observer monitoring only X, the quantity σ X (t) defined by Eq. (20) would then be interpreted as the EP of the thermodynamic system X, ignoring that X also influences the dynamics of Y . Note that Eq. (90) implies that σ X = 0 at equilibrium, since σ irr X = 0 from Eq. (88) (as J X = 0) and l S X = 0, as pointed out in the preceding section. Since the two subsystems are coupled, σ X (t) may be negative, but thanks to Eqs. (90) and (92) there is a lower bound,
which is conveniently rewritten as
This inequality takes a remarkably simple form in the case where D XY,t (z) = D XY,t (x), which includes the important case of additive noises, as it reduces to
or, after integration from 0 to T ,
where we have used Eq. (53) to write the second equality. In practice, the first equality may be more useful since the single-time-step TE rates can be extracted more easily from time series than the multi-time-step TE's. Since T Y →X (t) − T † Y →X (t) = l X (t) in the bipartite case [Eq. (51)], inequality (95) [or its time-integrated version (96)] may be considered as the natural generalization of the second law of information thermodynamics involving the learning rate. As far as we know, it is a new result, which represents a significant outcome of the present work [75] . It can be easily extended to non-bipartite Markov diffusion processes in which the two subprocesses are multidimensional.
Anticipating again the calculations performed in Sec. V for a bi-dimensional Ornstein-Uhlenbeck process, we illustrate in Fig. 2 vanishes for a bipartite dynamics and the bound is then known to be weaker than the one with the learning rate [see Eq. (24)]. For the specific case shown in Fig. 2 , we see that this remains true for ρ = 0 (but this is not a general feature). Note also that T X→Y + ∆İ [28] ). Note that σX varies linearly with ρ (the explicit expression is given by Eq. (D22). One has σX = 0 and TY →X = T † Y →X for ρ = −0.6, which corresponds to equilibrium, as indicated by the small arrow. The model parameters are the same as in Fig. 1 .
V. STATIONARY BI-DIMENSIONAL ORNSTEIN-UHLENBECK PROCESS
To make one further step to derive explicit analytical expressions and make the discussion of the consequences of dropping the bipartite property even more concrete, we restrict ourselves to a Gaussian Markov process, more specifically a bi-dimensional stationary Ornstein-Uhlenbeck (OU) process with additive noises. This allows us to obtain simple analytical expressions for all the information measures, including the multi-time-step TE rates. In the following, we only explain how these quantities can be computed, the details being given in Appendix D. In this Appendix, we also list the expressions of the learning rates and the single-time-step TE rates, which are easily obtained from the general formulas derived previously. To alleviate the notations we now denote the two (one-dimensional) subprocesses by X 1 and X 2 in place of X and Y and the combined process by X instead of Z: l X will for instance be replaced by l 1 and T X→Y by T 1→2 . We hope that this change of notation that will also be useful for the next section will not cause too much confusion.
The stochastic dynamics is governed by the coupled Langevin equationṡ
where A = [a ij ] is a 2 by 2 matrix and ξ = {ξ i } is a vector formed by two Gaussian noises with zero mean and covariances ξ i (t)ξ j (t ) = 2D ij δ(t − t ). We assume that all eigenvalues of A have a positive real part so that a stable steady-state solution exists [29, 30] . Since we only focus on this regime hereafter, we may assume that the process has started at t = −∞ and forget about the initial condition [accordingly, the past history of X i (t) up to time t is now denoted by
. The solution of Eq. (97) then reads
where H(t) = [e −At ] ij is the response (or Green's or transfer) functions matrix, and the power-spectrum matrix whose elements are the Fourier transform of the stationary correlation functions φ ij (t) = X i (t )X j (t + t) is given by
and 2D is the diffusion matrix with elements 2D ij .
A. Expression of the multi-time-step TE rates
An expression of T i→j for a non-bipartite stationary OU process has already been given in [28] , but it turns out that it contains an error, as explained below. Moreover, the derivation is convoluted. We thus believe that it is worth presenting an alternative and much simpler route which has also been recently used for computing the TE rate in the presence of time delay [76] . This is actually a mere application of the formalism presented in [77] for computing Granger causality for discrete and continuous-time autoregressive processes. As is well known, Granger causality and transfer entropy are identical (up to a factor 1/2) when the random variables are Gaussian distributed [78] , which is the case here.
By definition, T i→j is the slope at h = 0 of the finite-horizon TE defined by [79] T
From the expression of the entropy of Gaussian distributions in terms of their covariance matrix, we then readily obtain
are the mean of the variances of the conditional probabilities P (X j (t + h)|X − (t)) and P (X j (t + h)|X − j (t)) averaged over X − (t) and X − j (t), respectively. In the language of forecasting, the orthogonal projections X j (t + h)|X − (t) and X j (t + h)|X − j (t) are interpreted as the minimum mean-square error (MMSE) estimates of X j (t + h), and σ jj (h) and σ jj (h) are the corresponding mean-square prediction errors. The calculation of T i→j thus amounts to computing σ jj (h) and σ jj (h) and then expanding around h = 0. In particular, this requires to determine the causal factor of the function S jj (ω), but this is a simple task, as explained in Appendix D. The final expression of T 1→2 is
where r 2 is given by Eq. (D18) (T 2→1 is of course obtained by interchanging the roles of 1 and 2.) As it should be, one can verify that the same result is obtained from Eq. (83) (which is actually no more straightforward because the calculation of the effective drift F 2 requires to compute the MMSE estimate X 1,t |X − 2 (t) ). As noticed above, Eq. (104) differs from the expression of T 1→2 obtained in [28] after a lengthy calculation (see also [40] ). In this expression, a 11 is replaced by |a 11 | (cf. Eq. (88) in [28] ), which is erroneous and may even lead to negative values of T 1→2 for a 11 < 0. (Having a 11 < 0 does not preclude the existence of a stable steady state so long as a 11 + a 22 > 0 and a 11 a 22 − a 12 a 21 > 0.) More generally, we stress that one must be careful in using a spectral representation of the TE rate, as done for instance in [18] in the bipartite case. Indeed, as discussed in [76] , the spectral expression has a limited range of validity (specifically, one must have a 11 − (D 12 /D 22 )a 21 > 0). Otherwise, it underestimates the actual value of the TE rate, as was already pointed out in [83] in the case of discrete-time Granger causality.
From Eq. (104), one obtains the expression of the BTE rate T † 1→2 by modifying the drifts coefficients according to Eq. (76) . For linear Gaussian processes, this simply amounts to changing the matrix A into [84, 85] , where Σ is the stationary covariance matrix, solution of the Lyapunov equation A.Σ + Σ.A T = 2D [29, 30] . The quantity r 2 is invariant under the transformation A → A * , and we obtain
with a * 11 and a * 21 given by Eqs. (D7). It can be checked that this is in agreement with the expression obtained from Eq. (54), with T 1→2 and T † 1→2 given by Eqs. (D6) and (D8), respectively. On the other hand, the calculation of the filtered TE rate T 1→2 is more involved. For Gaussian processes, Eq. (39) yields
2 , and
. Skipping details, we eventually find
Finally, as shown in Appendix D, one may recast the non-Markovian Langevin equation for the marginal process X 2 asẊ
where ω ± are the eigenvalues of the matrix A whose expressions are given after Eq. (D16). This formulation is instructive because it shows that a remarkable simplification occurs when
that is when r 2 = ω ± . The second term in the right-hand side of Eq. (108) then vanishes and the equation describes a Markovian dynamics. Accordingly, one has P (X 2 (t + h)|X − 2 (t)) = P (X 2 (t + h)|X 2 (t)) and T 1→2 becomes equal to its upper bound T 1→2 , as discussed in Appendix C. From the perspective of optimal filtering, where X 1 (t) is a state variable that is not fully observed and the equation for X 2 (t) describes the dynamics of the observation variable (see, e.g., [43] ), this means that the observer gain is optimal. (One can show that Eq. (109) indeed corresponds to the optimal Wiener-Kolmogorov causal filter [86, 87] .) Eq. (109) generalizes the conditions for sufficient statistic discussed in Ref. [26] to the non-bipartite case. This may be viewed either as an optimal condition for the set of parameters a ij 's for given noise intensities D ij 's or as an optimal condition for the noises for a given set of the a ij 's. Note that there are in general two distinct solutions when the eigenvalues ω ± of the matrix A are real. Otherwise, there is no real value of r 2 that satisfies Eq. (109) and the statistic is never sufficient.
B. Numerical illustration
We now give a numerical illustration which will allow us to discuss the behavior of the various information measures in the presence of correlated noises. To this aim, we consider a situation with a quasi-unidirectional coupling between the two random variables X 1 and X 2 . Indeed, the presence of both bidirectional interactions and correlated noises would make the interpretation of the information exchanges almost impossible. Actually, as far as we know, this case is seldom considered in the literature on Granger causality. Specifically, we choose the parameters of the model (see the caption of Fig. 1 ) such that the coupling in the direction 1 → 2 is significantly larger than that in the opposite direction, so that one may consider X 1 as the source signal (the driver) and X 2 as the recipient. On general ground, one is more interested in the net information flow in the system than in the magnitude of the flows in each direction. Inspired by the recent literature on Granger causality [63] , and replacing Granger causality by transfer entropy, we then consider various differences of the TE rates, such as T
, and the individual differences
. We also compare with the behavior of the symmetric learning rate l
The results are shown in Fig. 3 . In the bipartite case (ρ = 0), all quantities behave as expected and indicate that the information mainly flows from 1 to 2, due to the fact that the interaction 1 → 2 predominates (a 21 /a 12 = 10). More precisely, we observe in < 0. The rationale given in the literature (see, e.g., [61] [62] [63] ) for the second inequality is that the directed information should be reduced (if not reversed) when the temporal order is reversed. We also verify in Fig. 3b that
As expected, X 2 is "learning about" X 1 through its dynamics.
One observes that introducing correlations between the noises has a strong effect on most quantities, even if the properties found for ρ = 0 remain valid in some interval of ρ around 0 (for instance, T in the whole interval −0.6 ρ 0.3). What appears robust whatever the correlation of the noises is that the net information flow measured by T (net) 1→2 always detects the correct dominant interaction. All of the other differences, as well as the learning rates, wildly vary and change sign as ρ varies. There is clearly a complex competition between the feedback (delayed) effects and the instantaneous influence generated by the correlation of the noises. The downside is that this competition sensitively depends on the quantity under study and on other details of the dynamics (for instance on the relative magnitudes of the intrinsic time scales of each subprocesses, i.e., a −1 11 and a
−1
22 in the present model). The upside is that one can infer the presence of a strong correlation between the noises if one of these quantities has not the expected sign when T (net)
1→2 is positive, which may be a useful piece of information. It is interesting to draw a comparison with the information about the dynamics of the system that could be extracted from the cross-correlation function φ 12 (t) = X 1 (0)X 2 (t) . This is indeed a widely used method to infer the directional influence between biological processes [3] , as will be evoked in the next section. This function is shown in Fig. 4 for several values of the parameter ρ. The two random variables are generally positively correlated, except at short times when the noises are strongly anti-correlated (and for ρ −0.8, φ 12 (t) < 0 for all t > 0). For ρ −0.3, the peak at t > 0 indicates that X 2 (t) correlates more strongly with the value of X 1 at an earlier time, suggesting that X 1 drives X 2 . On the other hand, the presence of a maximum for both t > 0 and t < 0 in the interval −0.3 ρ −0.7 is hard to interpret and could perhaps erroneously suggest the presence of bidirectional coupling. This again illustrates the subtle competition between the correlation in the noises and the actual feedback.
VI. GENERALIZATION TO A NON-MARKOVIAN PROCESS AND APPLICATION TO THE STUDY OF DIRECTIONAL INFLUENCE BETWEEN CELLULAR PROCESSES
We now consider the application of the general formalism for non-bipartite processes presented in Sec. III to a class of non-Markovian processes. We have in mind a situation that is commonly encountered in biological networks in which one is interested in the information exchanges between two random variables, say X 1 and X 2 (typically onedimensional), but other random variables -intrinsic or extrinsic to the system under study -come into play (see, e.g., Fig. 1 in [88] ). Within the linear-noise approximation, the network dynamics can be described by a set of chemical Langevin equations where X i (t) is the deviation of the concentration of species i from its mean value (see, e.g., [2, [89] [90] [91] ). The network dynamics corresponds to a multi-dimensional Markov process, but the (coarse-grained) dynamics of the combined process (X 1 , X 2 ) (and not only the dynamics of the individual processes) is non-Markovian. From this coarse-grained perspective, the system therefore corresponds to a process that is non-bipartite and furthermore non-Markovian in general. This is the case on which we focus below.
A. Extension to a bivariate non-Markovian process
For a bivariate non-Markovian process (X 1 , X 2 ) obtained as discussed above by coarse-graining a multi-dimensional Markov process over all the extraneous random variables, all the general definitions and relations of information measures introduced in Sec. III directly apply. Furthermore, the Markov character of the underlying network brings a drastic simplification for the derivation of explicit expressions for the information measures, and the latter can be obtained by some form of averaging over the extraneous dynamical variables. Skipping details, and considering only the case of additive noises for simplicity, we find
, where x denotes all the variables of the network, and F i,t (x) and J i,t (x) denote the drift and the probability current for species i in the full multi-dimensional Markov process.
The calculation of the multi-time-step TE rates is more involved and is detailed in Appendix E in the special case of the three-dimensional model considered in Sec. VI B.
We also do not discuss here the extension of the second law inequalities (94) or (95) as this requires a more extensive and delicate analysis which we defer to future investigations. Indeed, one must first decide which components or processes must be taken into account in the theoretical description, how information is transmitted throughout the network, and identify the sources of stochasticity [88] . This is a nontrivial task which is better done on a case by case basis. In particular, the non-bipartite character of the dynamics, i.e., the existence of transitions affecting simultaneously the states of the subsystems, may strongly depend on the level of coarse-graining of the description (see, e.g., [8] for a recent and detailed experimental and theoretical study of a chemical nanomachine).
B. Application to the study of directional influence between cellular processes
In this final section, we apply the previous framework to revisit and complement the study performed in Ref. [9] about the information transmission between single cell growth rate and gene expression in the metabolism of E. coli. Understanding how fluctuations in gene expression can affect the growth stability of a cell and, in turn, how the growth noise affects gene expression is an important issue that was initially investigated in Ref. [6] . The purpose of Ref. [9] -which actually prompted our concern for the problem of correlated noises -was to show that transfer entropy is a versatile and model-free tool that can be used to infer directional interactions in biochemical networks, in addition to (or possibly as a substitute for) the standard method based on time-delayed cross-correlation functions [3] .
A characteristic feature of the biochemical processes studied in [6, 9] is the presence of a common extrinsic noise source affecting both the lac enzyme concentration E(t) and the growth rate µ(t), which makes the stochastic system under study non-bipartite. Specifically, the stochastic model proposed in [6] to account for the experimental data leads to the following equations within the linear response approximation:
where X 1 (t) ≡ (E(t) − E 0 )/E 0 and X 2 (t) ≡ (µ(t) − µ 0 )/µ 0 quantify the deviations of E(t) and µ(t) from their mean E 0 and µ 0 , N l (t) (l = E, µ, G) are three independent Ornstein-Uhlenbeck (OU) noises (generated by the auxiliary equationsṄ l = −β l N l + ξ l where the ξ l 's are zero-mean Gaussian white noises with amplitudes θ l = η l √ 2β l ) and T ll are logarithmic gains representing how a variable l responds to the fluctuations of a source l (with T Eµ = −1 and T µG = 1). In fact, as shown in [9] , the intrinsic noise N E (t) affecting the enzyme concentration may be replaced by a delta-correlated noise with the same intensity D E = η 2 E /β E without deteriorating the quality of the fit to the experimental time-dependent correlation functions. Then, after some simple manipulations and eliminating the variable N G , Eqs. (113) become equivalent to three coupled linear Langevin equations [9] ,
where the third equation describes the dynamics of the OU noise X 3 (t) ≡ N µ (t) affecting the growth rate [Eqs (114) correspond to Eqs. (59) in [9] where X 1 , X 2 and X 3 are denoted x, y and v, respectively]. The rate µ E = µ 0 (1 + T µE − T EE ) sets the time scale of E fluctuations and the three Gaussian white noises
The numerical values of all these parameters are given in Table S1 of [6] . Eqs. (114) define a Markov process for a set of 3 interacting random variables, but we are interested in analyzing the information transfer between X 1 and X 2 which together form a joint non-Markovian process, as discussed just above. We can thus study the information-theoretic quantities previously introduced. This task was partially accomplished in [9] where the single-time-step TE rates T 1→2 , T 2→1 and the learning rates l TABLE I : Theoretical values of the various TE rates (per hour) for three IPTG concentrations (given inTable S1 of [6] ). The parameters ρ12 = D12/ √ D11D22 and ρ23 = D23/ √ D22D33 quantify the correlations between the white noises ξ1, ξ2 , and ξ2, ξ3 in Eqs. (114).
results are presented in Tables I and II . As in [6, 9] , we consider three different concentrations (low, intermediate, and high) of the inducer IPTG, which allows one to explore different regimes of noise transmission.
Comparing the results for T 1→2 and T 2→1 in Table I to the corresponding results for T 1→2 and T 1→2 in Table 3 of [9] , we observe that the numerical values are almost identical. The same is true for the backward rates. In fact, we find numerically that T ij (h) ≈ T ij (h) for all values of the prediction horizon h (recall that the TE rates are given by the slopes of the finite-horizon curves at the origin). More precisely,
separately, which means that the joint process (X 1 , X 2 ) and also the marginal processes X 1 and X 2 can be reformulated (in the stationary regime) as Markov processes to a very good approximation. More details are given in Appendix E. This is an intriguing result that suggests some kind of optimization in the transmission of information. Is this indeed a real feature of the metabolic network? Giving a definite answer to this question is difficult because there are many ingredients in the stochastic description and it is not easy to identify those which are responsible for such a behavior. However, we stress that this is not the generic behavior of the model: For instance, the marginal processes X 1 and X 2 become appreciably non-Markovian and accordingly the T i→j 's differ from the T i→j 's if one doubles the value of the gain T EG , which amounts to increasing the response of lac expression to the common noise N G (t) (see Eqs. (113). We leave the discussion of this interesting issue to a future investigation.
Finally, we complement the analysis performed in [9] by exploiting our determination of the backward TE rates. As suggested in Refs. [61] [62] [63] and tested on time series generated by multivariate autoregressive processes, time-reversed Granger causality, or backward TE in the present framework, may lead to a better estimate of the directionally of information flows. As in Section V B, we thus consider the quantities T (net)
, and the individual differences T 1→2 − T † 1→2 and T 2→1 − T † 2→1 . (We could also consider the corresponding quantities built from the single-time-step TE rates but they are almost identical.) The results are presented in Table II where We first observe that T 1→2 ) that information flows from X 1 to X 2 in these two cases. That lac fluctuations propagate through the metabolic network and perturb growth was also the conclusion of [6] based on the corresponding time-correlation functions. Note however that T 2→1 − T † 2→1 is also slightly positive. As discussed in Section V B, this may result from the competition between the correlation in the noises and the direct interactions between the variables X 1 and X 2 . We must also take into account that the process described by Eqs. (114) is significanltly more complicated to than the one discussed in Section V B because of the presence of bidirectional interactions.
At high IPTG concentration, all scores consistently indicate that there is a backward transmission from X 2 to X 1 , i.e., from growth to expression, which is again in line with the conclusions of [6] and [9] (see Table 1 in [9] where
1→2 is computed directly from the experimental time series collected in [6] ). Of course, one has T (net) 1→2 < 0 and T 1→2 − T † 1→2 < 0 in this case simply because X 1 no longer influences X 2 and thus T 1→2 = 0. Indeed, the transmission coefficient T µE describing the response of µ to E fluctuations is taken equal to 0 in the stochastic model (see Table  S1 in [6] ). On the other hand, a less trivial observation is that the difference T 2→1 − T † 2→1 is significantly more positive than at low and intermediate ITPG concentrations. It would certainly be useful in future investigations to also estimate the backward TE rates directly from the experimental time series.
In passing, note that the numerical results for
are equal in the last column of Table II . One could think that this directly results from the fact that (i) the white noises ξ 1 and ξ 2 are mutually independent in this case (D 12 = 0) and (ii) the noise N µ ≡ X 3 no longer affects X 2 (as β µ = β G in the model of Ref. [6] ). The reason turns out to be less straightforward. Indeed, the colored noises ξ (114) are replaced by the equivalent Langevin representation for X 1 and X 2 given by Eqs. (E16), one discovers that in this case the joint process (X 1 , X 2 ) is both bipartite and quasi-Markov. Accordingly, one has
VII. SUMMARY
In this paper, we have considered information and thermodynamic exchanges between two coupled stochastic systems that do not satisfy the bipartite property. This should correspond to the generic situation in biochemical networks, in which noises can be correlated (for diffusion processes) or transitions of the two systems can simultaneously take place (for jump processes). The generalization of information quantities, such as learning rates and transfer entropy rates, to the non-bipartite situation is non-trivial and involves introducing several additional rates. We have described how this can be achieved in the framework of continuous-time Markov processes. We have also derived several inequalities that are valid beyond the bipartite assumption and generalized a classical relationship between mutual information and causal estimation error. We have illustrated our general formalism on the case of Markov diffusion processes and obtained a new formulation of the second law of information thermodynamics in which the learning rate is replaced by a difference of transfer entropy rates in the forward and backward time directions. Explicit analytical expressions of all information measures have been derived for the special case of a bivariate Ornstein-Uhlenbeck process, allowing a discussion of the influence of the correlation between the noises on the sign and/or the relative magnitude of the various information measures. Finally, we have applied our formalism to the analysis of the directional influence between cellular processes in a concrete example, which required considering the case of a non-bipartite non-Markovian process. An intriguing "optimal" transmission of information has been observed, which calls for future investigations. More generally, it remains as an interesting future work to extend the present study to the level of fluctuating quantities.
In this Appendix, we give the expression of the learning rate for non-bipartite Markov pure jump processes. In this case, the Markovian generator takes the form (2) in terms of the transition rates W t (z, z ).
After some algebra, the general Markovian expressions (33) and (33) of the learning rates can be cast in the form
For a bipartite pure jump process, the bipartite transition-rate relation [below Eq. (10)] allows one to show that the two formulas in Eq. A1 coincide, (see also [17, 20] ) 
where x t 0 (resp. y t 0 ) is a short-hand notation to indicate paths of X (resp. Y ) between 0 and t and we have used the fact that the joint process is Markovian. For convenience of notation, integration with the measure D[x t 0 ] (resp. D[y t 0 ]) also includes the integration over the initial and final states, this latter being noted x (resp. y ). We can now use the properties of a bipartite process, i.e., the factorization of the infinitesimal Markovian propagator (or transition probability) in Eq. (9) and the decomposition of the Markovian generator in Eq. (10), to write P (z, t + h|z , t) = P (x, t + h|z , t)P (y, t + h|z , t)
The specific problem to be handled in the case of diffusion processes in the appearance of singular delta functions in the numerator and denominator of the argument of the logarithm. This can be conveniently bypassed by considering the Gaussian expressions of the infinitesimal propagators, as done in Eq. (72) . So, for instance, up to a O(h 2 ), dx P (z, t + h|x , y , t)P (x , t|y
where there was no need to consider the Gaussian expression for P (x, t + h|x , y , t) because the associated delta function is integrated over.
In the following we consider the case where D Y Y,t (z) is independent of x. Otherwise, the TE rates from X → Y are infinite, as shown in Sec. IV C. One therefore has ln P (y, t + h|z , t) dx P (z, t + h|x , y , t)P (x , t|y t 0 )
and ln dx P (x, t + h|x , y , t)P (x , t|y
so that ln P (y, t + h|z , t) dx P (x, t + h|x , y , t)P (x , t|y t 0 ) dx P (z, t + h|x , y , t)P (x , t|y t 0 )
One can check that the above expression reduces to a O(h 2 ) when x = x and y = y . As a consequence when combining Eqs. (B1), (B2) and (B6), it only remains, up to a O(h 2 ),
and it is straightforward to see that the above term linear in h exactly vanishes. One can therefore conclude from Eq. (41) that the equality in Eq. (40) is satisfied. Note that we have considered unidimensional processes X t et Y t for simplicity but the demonstration is easily generalized to multidimensional diffusion processes.
Proof of inequality (59)
To prove inequality (59) we consider the difference
where we have used the definitions of l + X (t), T X→Y (t), and the derivative of I(X t :
if the joint process is Markovian, we can write
Furthermore, the integral analogue of the log-sum inequality applied to the trajectory Y t−0
As a result,
which leads to inequality (59).
3. Proof of the expression (78) for the single-time-step BTE rates for a Markov diffusion process
For the same reason as T X→Y (t), the BTE rate T †
. We thus consider in the following the case where
Inserting the expression of F * Y,t (z) given in Eq. (76) into Eq. (74), we obtain
which yields from Eq. (B8)
Therefore, the steady-state inequality (58) 
From Eq. (66), we then find
where we have used relation (D3a) to go from the first to the second line. Likewise, the symmetric learning rate l 
and for D 12 = 0 one recovers the expressions already given in the literature [22, 26] . 
Finally, Eq. (49) yields
2. Multi-time-step TE rates
We now detail the calculation of the multi-time-step TE rate T 1→2 . As explained in the main text, this requires to compute the mean-square prediction errors σ 22 (h) and σ 22 (h).
The calculation of σ 22 (h) is straightforward. Starting from
we immediately get
since the noises are fixed for s ≤ t by Eq. (97) and average to zero in the time interval [t, t + h]. Eq. (102) then yields
Of course, since the joint process is Markovian, X − (t) can be replaced by X(t) in Eqs. (100) and (102), and the same result could be obtained from the well-known expression of the transition probability of the OU process [29, 30] .
The calculation of X 2 (t + h)|X − 2 (t) and thus σ 22 (h) is less straightforward because fixing only the past of the process X 2 up to time t is not sufficient to fix the past of the noises ξ 1 and ξ 2 . However, this difficulty is bypassed by determining a causal function H 22 (t) such that
where ξ 2 (t) is another Gaussian white noise with variance 2D 22 . Then, following the same reasoning as above, we get
and in turn
Since Eq. (D13) implies that S 22 (ω) ≡ X 2 (ω)X 2 (−ω) = 2D 22 H 22 (ω)H 22 (−ω), the Fourier transform of H 22 (t) is simply obtained by identifying the component of S 22 (ω) that is analytic in the upper-half plane Im(ω) > 0. Specifically,
2 + 4a 12 a 21 (ω ± are the eigenvalues of A). This yields
It then comes that
By construction, H 22 (ω) has no poles in the upper-half plane Im(ω) > 0 and therefore H 22 (t) vanishes for t < 0 [specifically, H 22 (t) = (u + e −ω+t − u − e −ω−t )Θ(t) where Θ(t) is the Heaviside step function and u ± = (ω ± − r 2 )/ √ ∆]. Moreover, we have chosen r 2 = r 2 2 > 0 so that H 22 (ω) is also zero-free in this region. As stressed in [76] , this condition (which corresponds to the so-called "minimum-phase" condition in the language of control theory [92, 93] ) ensures that there is a one-to-one correspondence between the process and the corresponding forcing white noise: Fixing the history of the process X 2 up to time t is equivalent to fixing the history of the noise ξ 2 (t) and vice versa.
The TE rate T 1→2 is finally obtained by expanding σ 22 (h) and σ 22 (h) in powers of h. Using H 21 (t = 0 + ) = 0 and H 22 (t = 0 + ) = H 22 (t = 0 + ) = 1, we get
and then
SinceḢ 22 (t = 0 + ) = −a 22 ,Ḣ 21 (t = 0 + ) = −a 21 , andḢ 22 (t = 0 + ) = r 2 − (ω + + ω − ) = r 2 − a 11 − a 22 , we finally arrive at Eq. (104) in the main text. Moreover, inserting the expression of H 22 (t) into Eq. (D13) and performing a few manipulations, we can transform this equation into the (non-Markovian) Langevin equation (108).
Entropy production rate
In the steady state, the entropy production rate in system 1 is equal to the rate of entropy change in the environment, and is computed from Eq (91) where F X,t , D XX,t , and J XX,t are replaced by F 1 (x) = −a 11 x 1 − a 12 x 2 , D 11 , and J 1 (x) = F 1 (x)P (x) − D 11 ∂ x1 P (x) − D 12 ∂ x2 P (x), respectively. This yields 
where we have imposed lim ω→∞ −iω H(ω) = 1 so that the response functions satisfy H(t = 0 + ) = 1, as it must be. The unknown coefficients K ij and L ij are then obtained by solving Eqs. (E5), which is a tedious task that is best done numerically. The correct solution is the one that ensures that the functions H ij (ω) have no zeros in the upper-half plane Im(ω) > 0 (they have no poles in this region by construction).
It remains to calculate σ 22 (h) from Eq. (D15), which requires to factorize S 22 (ω) again and to identify the response function H 22 (t) defined by Eq. (D13) with the Wiener-Hopf causal factor. This yields
where ω ± are the roots of the biquadratic polynomial ω 4 + Kω 2 + L with a positive real part.
Finally, expanding σ 22 (h) and σ 22 (h) in powers of h, using H 22 (t = 0 + ) = H 22 (t = 0 + ) = 1,Ḣ 22 (t = 0 + ) = 
T 2→1 is given by the symmetric formula. In order to compute the backward TE rates, we again have to replace the a ij 's by the elements of the matrix A * = ΣA T Σ −1 . However, this simply amounts to repeating the calculation of the forward TE rates after interchanging the power-spectrum functions S 12 (ω) and S 21 (ω) [as S † 12 (ω) = S 21 (ω)]. It is useful to illustrate the above equations numerically to see why the marginal processes X 1 and X 2 have a quasi-Markovian behavior. Let us for instance consider the case of the low-IPTG experiment. The three coupled Eqs. 
and 2D 11 = 0.020, 2D 22 = 0.059, and 2D 12 = 0.014. Although the exponential terms seem to only give small corrections, these noises cannot be approximated by their white components. Indeed, this would significantly change the values of the TE rates and even reverse the directionality of the information flow (T 1→2 ≈ 2.2 × 10 −3 , T 2→1 ≈ 8.6 × 10 −3 , to be compared with the values given in Table I ). On the other hand, by taking the inverse of the response functions H ij (ω), we obtain from Eqs. (E3) the equivalent representatioṅ 
with ξ i (t) ξ j (t ) = 2D ij δ(t − t ). Moreover, by using Eq. (D13) and the similar equation for X 1 , and taking the inverse of the response functions H ii (ω), the individual processes X 1 and X 2 can be represented bẏ 
with ξ i (t)ξ j (t ) = 2D ij δ(t − t ). Let us recall that, by construction, Eqs. (E14) and (E15) yield the same statistical properties of the stationary processes X 1 and X 2 as the original Eqs. (114). Although these are still non-Markovian equations, neglecting the contributions of the memory kernels is now harmless and leads to exactly the same values of the TE rates as the full equations. Likewise, for the high-IPTG experiment, the three coupled Eqs. Table 5 of [9] ), one observes that the inequalities l + X ≤ T Y →X and l + Y ≤ T X→Y are always satisfied. This is indeed the correct result, even for a non-bipartite process. Therefore, contrary to the statement made in [9] , such inequalities cannot be used for inferring that the noises are correlated. 
