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Abstract
Various modes of neuronal computations have long been theorized to be possible
based on the structure and geometry of the brain. These computations also seem necessary
for many of the integral functions of the brain, like information processing and regulatory
processes in the body. However, experimental data directly supporting these claims have
been rare.
In this study, data collected in mice from a large number of neurons over a long
period of time provided the opportunity to search for some of these computations,
specifically change detection and squaring calculations. Using Matlab, the goal of this
analysis was to find statistically significant evidence that these processes happen in the brain
and to open the door for further exploration into the possible computations occurring on the
level of individual neurons.
Results illustrate that both change detection and squaring calculations are happening
in the brain, which gives new experimental support for theories about neural computation.
These processes might be essential to brain function and might also explain how certain
population-level dynamics emerge from the properties of individual neurons.
Future studies might focus on logarithmic or integral computations, as these seem like
logical operations that would be useful to the brain. In addition, future studies with more time
and processing power might focus on additional multiplicative processes.
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Introduction
It seems only natural that our neurons would be able to perform computations. After
all, normally a neuron fires when the weighted sum of several other neuron’s firing rates
reaches a certain level. In this way, it is obvious that a neuron is keeping track of an
arithmetic sum. So, is it possible that neurons could also perform other calculations? There
are several theoretical papers exploring the different computations that are possible given the
geometrical framework of the brain.
Previous studies have focused on the arithmetic processing of neurons through
summation and multiplication, and only in regards to specific functions, such as language
processing1, or in regards to neuron morphology and information representation.2
Furthermore, it is argued that there are additional linear and nonlinear mechanisms that serve
as building blocks in neural computation.3 These linear mechanisms have been used to create
logic gates as the building blocks of computations in vivo.4
In addition, certain nonlinear mechanisms, such as change detection operations might
be used to track neuronal activity that changes in response to chemical balances in the brain.5
Integration might even be achieved with a sustained output occurring in response to a brief
input.6 It is even theorized that the ability to track and respond to changes, which would
require a change detection calculator, might be necessary for the existence of criticality in the
brain.7
In a study completed in the Shew Laboratory at the University of Arkansas, the
following figure was produced comparing the activity of highly correlated neurons versus
highly anticorrelated neurons.

Figure 1.
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The observation was made that the activity of the anticorrelated neurons seems to have
the same pattern as an approximate change detection calculation obtained from the activity of
the correlated neurons. It makes sense that this computation, and others, are performed in the
brain. As an example of why this makes sense, imagine that someone catches an object that is
thrown to them. The flight of the object travels according to an ordinary differential equation,
which would require techniques from calculus in order to track.
Therefore, the goal of this analysis was to provide statistically significant data
showing that individual neurons were performing various computations on the firing rates of
other neurons. Previously, limitations were caused by the small number of neurons that were
able to be simultaneously recorded, but using newly created imaging techniques, a paper by
Stringer et. al in 2019 produced enough data to make this analysis possible.
The analysis started by searching for derivative calculations, although it would be
more accurate to say ‘change detection’ calculations (or the absolute value of the time
derivative), due to the fact that neurons cannot fire negatively. After establishing statistical
significance for this process, multiplicative processes were examined. Due to limitations in
processing power and time, it was very difficult to look at computations multiplying the
firing rates of two different neurons, but statistically significant data was produced in favor
of squaring processes occurring. This means that a neuron keeps track of the squared firing
rate of another neuron.
Methods
The data that was used in the study was obtained from
a 2019 Science paper titled “Spontaneous behaviors drive
multidimensional, brain-wide activity” by Stringer et al. which
captured data from around 10,000 neurons in a 0.9 mm by
0.935 mm by 0.350 mm space in the visual cortex of mice.8
The experiment used mice bred to express GCaMP6s in
excitatory neurons and multiplane resonance scanning to
acquire fluorescence data from planes spaced 30 to 35 μm
apart. The amount of fluorescence present corresponded to the
firing rate of the neuron.

Figure 2.
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The data used was captured from six different mice over eight trials (where one
mouse was recorded 3 times), with each lasting approximately 20,000 timesteps, where each
timestep was one-third of a second. Each recording of neural activity was arranged in an nby-t matrix, where n corresponds to the number of neurons captured and t corresponds to the
number of timesteps, which were approximately one-third of a second each. Each of these nby-t matrices was named ‘Fsp’. Thus, each row of the matrix contains the activity time series
from one neuron.
The analysis was done entirely in Matlab. Each of the following processes were first
completed on the data set titled ‘Data_For_spont_M150824_20160405’ and then on the
remaining sets of data. First, the data was z-scored, which standardized the data for analysis.
This is done by subtracting each value from the mean value of the row and then dividing by
the standard deviation of the row. This new matrix was given the name ‘ZScoreFsp’.
Z-scoring normalizes the measured signals from different neurons to make them more
comparable, which can be important because each neuron may have different amounts of
fluorescent indicator proteins, and therefore different signal intensity.
Next, the ‘corr’ function was used on the transpose of the newly generated matrix,
which takes an n-by-t matrix and outputs a t-by-t matrix with each element containing a
pairwise linear correlation coefficient between the current column and each of the other
columns. For example, the element in the fifth row and tenth column would be the
correlation coefficient between the fifth column and the tenth column. The transpose of the
matrix is taken so that the correlation between each row is contained in each element of the
newly formed n-by-n matrix. Each correlation coefficient is found by using 𝜌 =

∑(#$#̅ )('$'()
)! )"

,

where ‘x’ and ‘y’ are the elements in your first and second column, 𝑥̅ and 𝑦& are the mean
value of each column, and 𝜎# and 𝜎' are the standard deviation of each column.
At this stage, it was found that some of the rows did not have usable data in them,
meaning that the recorded value was zero at each time step. This resulted in a ‘NaN’
correlation value between those and each other row. The highest number of rows found to
have this error was seven, so they were simply removed from the data set. These ‘NaN’
values would have otherwise caused an error in the analysis at a later point.
After this process, the data was fully prepared in order to search for the change
detection operations. Due to the limitation on processing power and time and also to the large
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amount of data, every tenth neuron was analyzed to investigate whether another neuron in the
data set was keeping track of its rate-of-change. First, each of these neuron’s one-hundred
most correlated neurons in the data set were averaged together, in order to capture group
firing activity.
Then, the ‘diff’ function was used to approximate the time derivative of the group
activity time series. The ‘diff’ function generated a new row, in which each element ‘n’ was
generated by calculating

##$% $##
*

, where h is the time step between them, which in this case is

0.3 seconds. Then, as the ‘diff’ function can create negative elements, the ‘abs’ function was
used to generate the absolute value of each element. This is because we noticed that the
neurons in the example figure above seem to increase their firing for both positive and
negative changes in firing of the other group of neurons. So, in this way, the analysis was
searching for change detection computations and not derivative computations.
Finally, the ‘corr’ function was used on this newly generated row and the original
data matrix, in order to find other neurons with highly correlated values, indicating that they
were in fact keeping track of the amount of change of the original activity.
A control matrix was generated from our ZScoreFsp matrix, which was called
‘ZScoreControlMatrixOne’. This was done by using the ‘circshift’ function, which shifts
each column in the matrix a number of times ‘c’ to the right, and then wraps the ‘c’ columns
that have been shifted past the last column index to the front. So, if we had a matrix, called
Example, with one row and ten columns and called ‘circshift(Example(1,:), 7)’, then each
column would shift to the right seven indices and the seven columns past the last index
would be moved to the first seven columns. Each column was shifted by a different,
randomly generated multiple of ten. In this way, the data was rearranged, which removed any
time dependency between the rows but retained realistic neuron firing data.
Initially, an arbitrary correlation cutoff of 0.3 was used to establish significance. The
above process was first completed on the control matrix and zero neurons were found to have
matches correlating higher than 0.3. When the ‘ZScoreFsp’ matrix was then analyzed, a high
number of neurons were found to have at least one other neuron in the data set correlating at
0.3 or higher to the amount of change of its group activity. While this seemed significant, it
was decided that a more exact correlation cutoff was needed in order to establish a
statistically significant trend in the data.
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A new cutoff score was determined by taking the highest correlation value generated
by this process when completed on the control matrix and setting that as our threshold for
significance. Any correlation value higher than this in the ‘ZScoreFsp’ matrix would then be
higher than every correlation score from the control matrix. This method was successful in
generating a significant number of matches.
After this success, there was an interest in searching for other types of computations.
It was decided that multiplication would be the next type of calculation to be searched for,
based on several theoretical papers mentioned in the introduction outlining the possibility of
this process occurring on the level of individual neurons.
It was difficult to decide on an approach to this computation. It seemed necessary that
multiplication was occurring, but picking two random neurons, multiplying their firing rates,
and searching for a correlating neuron seemed too arbitrary. Unless every pair of neurons
were multiplied together and compared, picking both neurons to multiply would be akin to
finding a needle in a haystack. Trying every pair would take up far too much time and
processing power, but given a large amount of both, it could be done. So, it was decided that
the rates of neurons should be squared.
Similar to the process of searching for change detection, every tenth neuron was
chosen. Its rate was squared and stored in another matrix. This matrix was then correlated
with the other rows in the z-scored matrix, for both the control and original data. The cutoff
score was established by the control and then the experimental data was compared to this
highest control correlation value. Also, the correlation values were compared with the
correlation values of the z-scored Fsp data with itself. This was to ensure that the data was
not just keeping the same correlation values that it had originally, as squaring the data from a
neuron makes it more like itself, in a certain sense. This process also seems to have generated
statistically significant results showing that quadratic multiplicative processes are happening,
with correlation values from the z-scored Fsp data being higher than both the control data
and the original Fsp matrix data.
Results
The data that was collected has been saved in the ‘.mat’ format. Across all recordings,
for change detection analysis, each neuron that was selected had an 88.9% chance of having
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at least one other neuron that was significantly correlated with its rate of change. Again,
significant correlation is defined as higher than the largest correlation value obtained from
the control. When a neuron had at least one match correlating higher than this value, it had an
average of 661 other neurons correlating at this rate or higher.

Figure 3.

Here, the correlation coefficients for the z-scored Fsp data and the control data are plotted
in histograms. These histograms were made from recording ‘1608-1212’. The image on the
left displays a linear scale while the figure on the displays a logarithmic scale. This illustrates
that the control correlations follow an expected spread for random data, while the z-scored
Fsp data exhibits a clear skew towards higher values and a larger standard deviation. Similar
figures for each of the other recordings were produced and each displayed the same trends.

Figure 4.
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The data from Figure 4 comes from recording ‘1707-0825’. In addition to these figures,
several more images were produced, showing time series comparisons for the activity of the
one-hundred correlated neurons and the neuron that correlated highly with the change in their
activity. The following shows this for recording ‘1707-0804’.

Figure 5.

Here, we see the level of activity of one hundred highly correlated neurons in the top
right and the activity of neuron 2348 in the bottom right. This neuron correlated very highly
with the change in activity of the one hundred correlated neurons. In the bottom left, the time
derivative activity of the one hundred neurons is plotted directly against the activity of
neuron 2348.
Across all recordings, for the quadratic multiplication analysis, each neuron that was
selected had an 89.4% chance of having at least one other neuron that was significantly
correlated with its squared value. Similar figures were generated for the multiplicative
processes but show slightly less skew towards higher correlation values than the change
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detection analysis produced. They are, however, still indicative of the fact that squaring
operations are occurring in individual neurons. This is especially clear in the histogram
displaying the logarithmic scale.

Figure 6.

These histograms were produced from recording ‘1610-0616’. Similar figures for each of the
other recordings were created and each displayed the same trends.

Figure 7.

This histogram was made from recording ‘1609-0926’.
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Discussion
The results generated in this study exhibit support for many of the theoretical papers
discussed in the introduction. For example, neurons computing change detection operations
would allow the brain to use information from neurons whose firing rates change in response
to changes in chemical levels. In certain information processing schemes, methods like
covariance computation and matrix multiplication are necessary to reduce dimensionality.
The two computations shown in this paper are simply the first of many that can be searched
for. Next steps include implementing an analysis for integral and logarithmic calculators.
These logarithmic computations might also allow for more complex multiplicative
operations, as they can then be achieved by addition.9
A further study that might be of interest would involve analyzing data from animals
with certain brain disorders for these computational processes. It might be found, for
example, that various brain disorders are associated with the disruption of different
calculations within the brain. If these processes are found to be affected, it might give new
insight into how the disorders affect the functioning of the brain and also the original purpose
and function behind the calculation being disrupted.
With the confirmation of these initial computational processes, further work can be
done to expand our understanding of the calculational repertoire of individual neurons.
Understanding these neurons and their computational capabilities could help explain higherlevel functions in the brain that are achieved on the population level.

12

References
1.

Papadimitriou, C. H., Vempala, S. S., Mitropolsky, D., Collins, M. & Maass, W. Brain
computation by assemblies of neurons. Neuroscience 117, 14464–14472 (2020).

2.

Silver, R. A. Neuronal arithmetic. Nature Reviews Neuroscience 11, 474–489 (2010).

3.

London, M. ; & Häusser, M. Dendritic Computation. Annual Review of Neuroscience 28,
503–532 (2005).

4.

Feinerman, O., Rotem, A. & Moses, E. Reliable neuronal logic devices from patterned
hippocampal cultures. Nature Physics 4, 967–973 (2008).

5.

Suzuki, H. et al. Functional asymmetry in Caenorhabditis elegans taste neurons and its
computational role in chemotaxis. Nature 454, 114–117 (2008).

6.

McCormick, D. A. Brain calculus: neural integration and persistent activity. Nature
Neuroscience 4, 113–114 (2001).

7.

Denève, S. & Machens, C. K. Efficient codes and balanced networks. Nature
Neuroscience 19, 375–382 (2016).

8.

Stringer, C. et al. Spontaneous behaviors drive multidimensional, brainwide activity.
Science (1979) 364, (2019).

9.

Nezis, P. & van Rossum, M. C. W. Accurate multiplication with noisy spiking neurons.
Journal of Neural Engineering 8, (2011).

13

