Abstract Kawasaki Disease (KD) is the leading cause of acquired pediatric heart disease. A subset of KD patients develops aneurysms in the coronary arteries, leading to increased risk of thrombosis and myocardial infarction. Currently, there are limited clinical data to guide the management of these patients, and the hemodynamic effects of these aneurysms are unknown. We applied patient-specific modeling to systematically quantify hemodynamics and wall shear stress in coronary arteries with aneurysms caused by KD. We modeled the hemodynamics in the aneurysms using anatomic data obtained by multi-detector computed tomography (CT) in a 10-year-old male subject who suffered KD at age 3 years. The altered hemodynamics were compared to that of a reconstructed normal coronary anatomy using our subject as the model. Computer simulations using a robust finite element framework were used to quantify time-varying shear stresses and particle trajectories in the coronary arteries. We accounted for the cardiac contractility and the microcirculation using physiologic downstream boundary conditions. The presence of aneurysms in the proximal coronary artery leads to flow recirculation, reduced wall shear stress within the aneurysm, and high wall shear stress gradients at the neck of the aneurysm. The wall shear stress in the KD subject (2.95-3.81 dynes/sq cm) was an order of magnitude lower than the normal control model (17.10-27.15 dynes/sq cm). Particle residence times were significantly higher, taking 5 cardiac cycles to fully clear from the aneurysmal regions in the KD subject compared to only 1.3 cardiac cycles from the corresponding regions of the normal model. In this novel quantitative study of hemodynamics in coronary aneurysms caused by KD, we documented markedly abnormal flow patterns that are associated with increased risk of thrombosis. This methodology has the potential to provide further insights into the effects of aneurysms in KD and to help risk stratify patients for appropriate medical and surgical interventions.
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Introduction
Computer simulations of hemodynamics in patient-specific geometries have advanced in recent years and are now being widely used in the study of cardiovascular disease. Simulations provide a means to obtain hemodynamic parameters that cannot be readily obtained by traditional imaging or clinical methods, including flow distribution, wall shear stress, particle residence times, and exercise conditions. Although simulations have played a key role in the study of congenital heart defects Sundareswaran et al. 2008) , abdominal and cerebral aneurysms (Les et al. 2010; Piccinelli et al. 2009 ), and bypass grafts (Ku et al. 2002) , this technology has not been previously applied to patientspecific models of Kawasaki Disease (KD). This study presents the first patient-specific computational simulations of blood flow in a subject with KD using physiologic boundary conditions and a patient-specific model of the aorta and coronary arteries. The downstream boundary condition takes into account the coronary microcirculation and myocardial contractility via a lumped parameter model. We measured the effect of local geometry on velocity patterns, wall shear stress (WSS), oscillatory shear index (OSI), and particle residence times, each of which are postulated to strongly affect the propensity for thrombus formation. By creating a patientspecific virtual control model, we also quantitatively compare and contrast hemodynamics in the aneurysmal and normal coronary artery.
Kawasaki disease (KD) is an acute, self-limited vasculitis occurring primarily in children less than 5 years of age. It is the leading cause of acquired heart disease in children, with over 5,500 cases of KD diagnosed annually in the US alone (Holman et al. 2010) . Japan has the highest annual incidence of KD in the world, with 1 in every 185 children affected (Nakamura et al. 2010) .
Coronary artery aneurysms occur in roughly 20-25% of untreated KD cases (Kato et al. 1996) , and this rate is reduced to 3-5% by treatment with intravenous immunoglobulin (IVIG) within 10 days of fever onset (Newburger et al. 1991) . Patients with aneurysms are at increased risk of thrombus formation, myocardial infarction, heart failure, and death (Gordon et al. 2009 ). In KD patients with aneurysms, there are currently limited clinical data to guide treatments, which could include anti-platelet therapy, systemic anticoagulation, percutaneous coronary artery interventions, such as stenting or rotational ablation, and coronary artery bypass surgery (Newburger et al. 2004) . Since most patients with KD are otherwise healthy, clinicians are faced with the difficult choice of exposing patients to treatment risks, or waiting and watching, knowing that a sudden adverse cardiac event may have serious or even deadly consequences. While aneurysms can be imaged to obtain anatomical information, there are currently no available clinical tools to predict the risk of coronary artery thrombosis or myocardial infarction. Imaging flow in the coronary arteries non-invasively using phasecontrast magnetic resonance imaging (MRI) is possible, but is technically challenging because the coronary arteries are small and mobile, with maximum displacements in the right and the left coronary arteries of about 16 mm and 10 mm, respectively (Hundley et al. 1996; Johnson et al. 2004) . CT angiography can now be performed with relatively low radiation doses to non-invasively image coronary artery anatomy (Earls et al. 2008 ) but provides no hemodynamic information. Despite evidence that hemodynamics, including wall shear stress and flow stagnation, are closely linked to inflammation and risk of thrombosis, clinical decisions are currently typically made based on anatomy alone.
This work builds upon recent advances in simulation technology, including sophisticated lumped parameter boundary conditions (Dubini et al. 1996; Formaggia et al. 2009; Lagana et al. 2002) , increasing anatomic realism , particle tracking (Shadden and Taylor 2008) , and virtual surgery optimization . Modeling coronary arteries presents particular challenges that are not readily addressed with standard simulation methods. Standard simulation boundary conditions, such as resistance, cannot capture coronary flow and pressure behavior, in which flow and pressure are out of phase. This effect is particularly significant in the left coronary artery (LCA). During systole, the resistance of the coronary bed increases and restricts blood flow through the LCA. During diastole, coronary resistance decreases, and blood flow is maximized. While, in principle, it is possible to model this phenomenon with time-varying impedance boundary conditions, a lack of information on the patient-specific coronary waveform makes the impedance spectrum difficult to obtain. In recent work, novel lumped parameter boundary conditions were developed for modeling coronary flow together with a coupled lumped parameter heart model, which we build upon in the present study (Kim et al. 2010) . We also quantify the effects of flow recirculation in the aneurysm by computing particle residence times at locations along both coronary arteries (Lonyai et al. 2010) .
In this study, we quantified hemodynamic parameters of likely clinical relevance for assessing the thrombotic risk in a patient with KD, using anatomic data obtained by multi-detector computed tomography (CT). From simulation results, we obtained the first detailed quantitative, time-dependent values of shear stress and residence times using realistic flow conditions in a coronary aneurysm caused by KD. We created a virtual control model by artificially constructing a model of normal coronary anatomy for the same patient to compare normal and pathological hemodynamics.
Methods

Subject data
The subject suffered KD at the age of 3 years. and developed giant coronary artery aneurysms. Anatomic data were obtained from a clinically indicated CT angiogram (64-slice CT General Electric), acquired in 2006 when the patient was 10 years old. The patient has been maintained on warfarin with therapeutic INR between 2.0-2.5 and aspirin (81 mg/day). He currently has no ischemic symptoms. This study was approved by the Institutional Review Board at UCSD, and written subject assent and parent consent were obtained for the imaging and simulation studies.
Model construction
Four steps were performed to construct patient-specific threedimensional geometric models from CT image data. These steps were the following: (1) creation of centerline paths in each vessel of interest, (2) segmentation of the vessel lumen using 2D level set methods, (3) lofting the 2D segmentations to create a solid model of the desired vasculature, and (4) meshing of the solid model using unstructured tetrahedral mesh for use in the finite element flow solver. Models are created using a customized version of the open sourced Simvascular software package (Schmidt et al. 2008 ) (simtk.org).
A virtual control case was created to "heal" the patient by replacing the aneurysmal regions with normal coronary geometry, keeping the rest of the anatomy unchanged. This allowed for the direct comparison of hemodynamic changes between the normal and pathological states. Segmentations in the KD model were manually replaced with circular segmentations in the aneurysmal region only, leaving other segmentations in the model untouched. The diameter and tapering of the segmentations were determined assuming Z-score (normalized diameter) values of 0 and using the body surface area (BSA) of the patient based on the following regression equations (McCrindle et al. 2007 )
where LMCA, pLAD, and pRCA represent the left main coronary artery, proximal left anterior descending coronary artery, and proximal right coronary artery, respectively. The above relations were used to prescribe the diameter of the normal coronaries approximately 3-4 cm distal to the ostia. Linear interpolation was used to taper the vessels between this point and normal region distal to the aneurysm. The arch anatomy and coronary geometry distal to the aneurysms were left unchanged, and only the diameter of the proximal aneurysmal regions was changed to the corresponding normal values. The maximum diameters in the aneurysmal regions of the KD model were 1.14 cm in the LAD and 1.08 cm in the RCA, which were almost 3 times the normal values.
Simulation methods
A finite element mesh was constructed for each model using the commercial software Meshsim (Symmetrix, Inc, Troy, NY). Adaptive meshing was used based on the Hessian of the velocity field, with a minimum mesh size of 0.2 mm to ensure mesh convergence of the solutions (Sahni et al. 2008 (Sahni et al. , 2009 ). Resulting meshes had over 3.5 million elements for both the normal and the KD model. Simulations were run for 6 cardiac cycles until the pressure fields at the inlet and outlet did not change more than 1% from the previous cycle. Simulations of 6 cardiac cycles took about 26 hours to complete on 60 processors. A custom stabilized 3-D finite element Navier-Stokes solver was used following our previous work (VignonClementel et al. 2006) . The fluids solver and boundary conditions we employ have been thoroughly validated in prior work through in vitro experiments using rigid and compliant physical phantoms, with abdominal aortic aneurysm, patent thoracic artery, and stenotic thoracic artery geometries. Results have shown good agreement between numerically simulated and experimentally measured velocity fields and pressure waveforms in rigid and deformable geometries (Kung et al. 2011a,b) .
Blood was modeled as a Newtonian fluid with a density of 1.06 gm/cc and dynamic viscosity of 0.04 dynes/sq cm for all simulations. We assumed the walls to be rigid in all cases. A time-step size of 1ms was chosen to satisfy the stability condition. In order to prevent divergence due to backflow at the outlets of the model, additional stabilization terms were used at the outlet nodes in the fluid solver Esmaily et al. 2011) , acting only during periods of flow reversal.
Boundary conditions
Coronary artery downstream boundary conditions are crucial for modeling the physiology of the coronary circulation and microcirculation. Coronary boundary conditions are applied at each coronary outlet of the model, and standard RCR (Windkessel) boundary conditions ) are applied at the outlets of the aorta and branch vessels. Details of the boundary conditions and their implementations are described below.
Inlet boundary condition
A typical aortic waveform is applied at the inlet of the aorta ( Fig. 1) , as a Dirichlet boundary condition. The flow waveform is scaled to match the cardiac output and the heart rate of the patient obtained from echocardiographic and clinical data.
Coronary boundary conditions
Blood flow at the inlet to the coronaries is driven by a combination of the aortic pressure and downstream coronary resistance. However, during systole, the distal coronary resistance Fig. 1 Boundary conditions imposed at the inlet (A) and outlet (F) of the aorta, the outlets of the aortic branches (B-E), and the outlets of the left and right coronary arteries (a-j), which are coupled to the lumped parameter heart model shown. The waveform shown is imposed on the aortic inlet increases substantially due to increasing intra-myocardial pressure resulting from the contraction of the heart. The intramyocardial pressure depends on the aortic flow and ventricular pressures. Hence, there is a complex interaction between the flow at the coronary outlets and the aortic flow at the inlet, which must be captured accurately by the numerical model.
A circuit analogy lumped parameter network (LPN) is constructed to model coronary flow and pressure ( Fig. 1 ) following previous work (Kim et al. 2010) . The model is comprised of resistors that model the effect of viscosity and downstream pressure, capacitors that model the vessel compliance, and a time-varying pressure to model the contracting ventricle. This model is governed by a set of ordinary differential equations with a known analytic solution, as described in Appendix I. This equation is implicitly coupled to the coronary outlet boundaries in the finite element solver.
The LPN coronary model has seven parameters that must be tuned to match clinical and literature data. These are the arterial resistance (R a ), microcirculation compliance (C a ), microcirculation resistance (R a−micro ), myocardial compliance (C im ), venous microcirculation resistance (R v−micro ), venous resistance (R v ), and intra-myocardial pressure (P im (t)). All the resistances in the LPN coronary model are in series. The intramyocardial pressure is determined from the ventricular pressures obtained from a lumped parameter heart model, as described in the next section.
Values of the LPN parameters are first determined for the normal coronary model, and the same values are then applied to the KD model. This choice is justified by the observation that the distal coronary geometry is unaffected in the KD case, and the diameter compares well with normal values.
Our methodology to choose parameter values is detailed in the following paragraphs.
The total coronary flow was assumed to be 4% of the cardiac output of the patient (Bogren et al. 1989; Kim et al. 2010) , and the flow percentages to the right and left coronaries were chosen to be 40 and 60% of the total coronary flow (Johnson et al. 2008) , respectively. The flow split to individual coronary outlet branches in the LCA and RCA was weighted according to the outlet areas.
The total resistance (R a + R a−micro + R v−micro + R v ) at each coronary outlet was initially estimated by the ratio of the mean pressure to the mean flow through that vessel, where the mean blood pressure is determined by (SBP + 2*DBP)/3. SBP and DBP are the systolic and the diastolic blood pressure, respectively, as measured in the clinic.
The relative values of resistances (R a , R a−micro , R v−micro and R v ) and capacitances (C a and C im ) were fixed using literature data (Burattini et al. 1985; Kim et al. 2010 ). The total resistance and capacitance values for the LCA and RCA were then tuned over multiple flow simulations such that the total coronary flow matched the target values, and the peak systolic to diastolic flow ratio matched typical values for normal patients (Marcus et al. 1999 ).
Lumped parameter heart model
The LPN coronary models were connected to a lumped parameter heart model (Kim et al. 2009 ) on the right and left (Fig. 1) via the intramyocardial pressure. In the heart model, the inductances model inertial effects and the diodes model the valves. The left heart model parameters include the left atrial pressure (P LA ), mitral valve, atrio-ventricular valvular resistance (R A−V ), atrio-ventricular inductance (L A−V ), aortic valve, ventriculo-arterial valvular resistance (R V−art ), ventriculo-arterial inductance (L A−art ), and left ventricular pressure. The left ventricular pressure is modeled with a normalized time-varying elastance function (Senzaki et al. 1996) . From the normalized elastance function, a patientspecific elastance function is computed from the patient's blood pressure, heart rate, and cardiac output. Parameters in the right heart model are similar.
The intra-myocardial pressure is obtained from the ventricular pressures using appropriate weights, as discussed in Appendix I. The parameter values for the heart model are chosen to match the pulse pressure and the cardiac output of the patient. The patient had a blood pressure of 105/52 and a BSA of 1.16 m 2 at time of scan. His stroke volume, cardiac output, and BSA were 66.8 mL/s, 4.1 L/ min and 1.33 m 2 , respectively, one year after the scan and were scaled to the time of scan according to the BSA (Dewey et al. 2008) , to be 58 mL and 3.4 L/ min, respectively. The corresponding cardiac cycle period and heart rate for the patient were 1.02 s and 59 beats per minute. These parameters, along with the applied aortic flow waveform, are used to back out the patient-specific ventricular pressures from an off-line solution of the lumped parameter heart model. The differential equations governing the lumped parameter heart model are given in Appendix I.
RCR boundary conditions
RCR boundary conditions were applied at all other outlets to model the remaining downstream vasculature. The target mean flow through each outlet was fixed based on the branch area (Zamir et al. 1992 ). The total resistance of all the outlets was calculated as the ratio of mean pressure to mean flow. The relative values of proximal resistance to total resistance were fixed at 15.6% (Les et al. 2010 ). The total capacitance values were tuned to match the measured blood pressure of the patient.
Exposure time computations
A high density of massless particles was injected virtually into in the right and the left coronary artery vasculature, and the particle paths were tracked in the domain following the velocity field. As a measure of particle residence time, the average time spent by the particles in each mesh element was calculated to provide a means to localize and quantify regions of recirculation. Using this procedure, the time spent by all the particles in each element was normalized by the element volume and the total number of particles released, to obtain the cumulative exposure time (CET) (Lonyai et al. 2010) . We hypothesize that CET is a clinically significant parameter in quantifying recirculation or stagnation in the flow field.
Both vigorously recirculating particles and slow-moving particles contribute to CET, as both increase the likelihood of thrombosis in regions of separated flow. Details of the CET formulation are described in Appendix II. Figure 2 shows the CT data with giant aneurysms in the right and left coronary arteries of the patient and the reconstructed models of both the diseased and the virtually created normal coronary artery models. Simulations were performed with both the virtual control normal model and the diseased KD model using identical boundary conditions.
Results
Flow and pressure
Figure 3 compares flow and pressure at the outlets of the normal and the diseased coronary arteries. Results confirmed that flow at outlets C and D in the LCA and RCA peaks during diastole, whereas flow at all other outlets peaks during systole. Thus, the boundary conditions have captured the expected physiologic behavior of coronary flow. The high intramyocardial pressure during systole impeded the systolic flow through the coronary arteries, while the low intramyocardial pressure during diastole produced higher flow. The flow and pressure waveforms (Fig. 3) and mean values (Table 1) in the LCA and RCA for the normal and KD cases were nearly identical. The minimum and maximum aortic pressures obtained from the simulation were 106 and 49 mmHg, which compared well with the patient blood pressure of 105/52 mmHg.
Velocity
The velocity in the left coronary, left circumflex, and the left anterior descending artery was maximum during diastole even when the velocity in all the other branches was much lower (Fig. 4) . Velocity in the aneurysms of both the left and right coronaries remained persistently low throughout the cardiac cycle when compared to that of the normal coronary simulation. The flow pattern also exhibited substantial recirculation in the aneurysms.
Wall shear stress
Wall shear stress and oscillatory shear index (Ku et al. 1985) (OSI) contours are shown in Figs. 5 and 6, respectively. There was a significant reduction in WSS in the aneurysmal parts due to flow recirculation and stagnation (Fig. 5) . Values of OSI range from 0 in undisturbed flow with unidirectional shear stress vectors, to 0.5 with disturbed flow and oscillatory shear stress vectors. Flow recirculation led to high values of OSI in the aneurysmal region compared with the normal coronary arteries, where the OSI was almost zero throughout the length of the cardiac cycle (Fig. 6) . Thus, the aneurysmal regions experience highly oscillatory and low shear stress compared with the normal model. The time-varying WSS for the normal and KD cases is shown in Fig. 7 for several locations along the length of the LAD and RCA. WSS values varied significantly from the proximal aneurysmal to the distal normal locations throughout the cardiac cycle. By comparison, in the aneurysmal parts of the KD model, the WSS values were nearly an order of magnitude lower than in the normal model. Distal to the aneurysm, there was little difference between the KD and normal WSS curves, confirming that the effect on WSS in the KD case is locally confined. Values in the simulated normal coronary artery models were in the range of previously reported normal values (Giannoglou et al. 2006; Gijsen et al. 2007; Torii et al. 2010) . A comparison of WSS at different locations in the KD model showed a significant jump from the aneurysmal to the distal region. (Fig. 8) The mean, maximum, and minimum values of WSS and OSI in the aneurysmal regions in the LAD and RCA of the KD model are presented in Table 2 , together with the corresponding values in the same regions of the normal model. The WSS and OSI values in the normal coronary arteries are about an order of magnitude higher than in the KD model. The OSI in the normal model is nearly zero, indicating nearly unidirectional flow. Figure 9 compares the spatial and temporal mean WSS and the lumen radius along the length of the RCA and LAD between the KD and the normal model. Distal to the aneurysmal region in the KD model, there is a sudden narrowing of lumen diameter back to normal value. WSS gradients (Lei et al. 2001) , which are a measure of the two-dimensional stretch of endothelial cells lining the arterial wall, are also computed. Figure 10 quantifies the spatial and temporal 
Particle tracking
Particle-tracking simulations performed in the LCA and RCA of the KD model revealed that about 32% of the particles remained in the LCA and 28% remained in the RCA after the first cardiac cycle. Nearly all the particles were flushed out of the domain after 5 cardiac cycles. By comparison, the corresponding simulations performed on the model with normal coronary arteries revealed that only 6% of the particles remained in the LCA and 11% of the particles remained in the RCA after the first cardiac cycle, and all particles in both the LCA and RCA were completely flushed out within just 1.3 cardiac cycles. The cumulative exposure time (CET) plots at different locations throughout LAD and RCA are shown in Fig. 11 . In the aneurysmal region, the CET was high (indicated by red) and progressively decreased with sudden decrease in radius and increasing velocity. We confirmed an inverse relationship between magnitudes of CET and velocity. Figure 12 illustrates the variation of average CET with the lumen radius, indicating that the aneurysmal region had a higher CET compared with the distal region. Increasing CET values along the length of the coronaries also correlated with decreasing WSS values, with correlation coefficients of −0.64 (RCA) and −0.50 (LAD) while decreasing WSS values correlated with larger lumen radius with correlation coefficients of −0.86 (RCA) and −0.77 (LAD) (Fig. 12) . The higher values of CET and lower values of WSS indicated substantial flow recirculation in the aneurysmal regions. Distal to the aneurysm, as the WSS suddenly increased, the CET also decreased, as shown in the correlation plots.
Discussion
We report the first patient-specific, finite element simulations using custom boundary conditions incorporating clinical data to characterize hemodynamics in aneurysms caused by KD. Simulations revealed highly altered hemodynamic conditions and permitted direct comparison with a virtual control case based on the same patient.
Simulation methods provide a powerful means to obtain quantitative measures of potentially relevant clinical parameters that cannot be readily obtained by conventional imaging modalities. We have demonstrated that modeling with LPN boundary conditions produces realistic physiologic flow conditions in the coronary arteries (Johnson et al. 2008; Marcus et al. 1999) , and that these simulations can provide detailed quantitative data for an individual KD patient. As expected, the presence of aneurysms in our model did not affect the global blood flow and pressure waveforms, since coronary artery resistance is dominated by the distal coronary circulation. However, local parameters related to thrombus formation were strongly affected. Quantitative comparisons of WSS, WSS gradients, OSI, and particle residence times in aneurysms were made between the KD and normal models under physiologic flow conditions. Results showed that WSS is decreased, while WSS gradients, OSI, and residence times are increased in the aneurysmal regions, which is expected due to the sudden increase in lumen radius. These are consistent with increased risk of thrombus formation and inflammation. Although, these results are qualitatively intuitive, the current framework provides a means of quantifying these hemodynamic parameters on a patient-specific basis, values that had not previously been known.
WSS levels were an order of magnitude lower in the aneurysmal region of the KD model compared with the normal model, which were in the range of values previously reported (Giannoglou et al. 2006; Gijsen et al. 2007; Torii et al. 2010) . Experiments using rabbit endothelium demonstrated that reduced levels of WSS varying from 0.77 to 2.79 dynes/sq cm were associated with thrombus formation (Sriramarao et al. 1996) . Further, results from experiments in parallel plate flow chambers revealed that low shear stress values of 4 dynes/ sq cm induced extensive platelet aggregation (Kroll et al. 1996) . The mean WSS values for our aneurysm model (2.95-3.81 dynes/sq cm) may well be in a range associated with thrombotic risk. In vitro experimentation to correlate WSS levels with likelihood of thrombosis should be a subject of future investigation.
Compared with the normal model, OSI was an order of magnitude higher in the aneurysmal region of the KD model, indicating increased flow recirculation. In vivo studies using porcine aorta demonstrated that disturbed flow (presumably with elevated OSI) leads to a proinflammatory transcription profile in endothelial cells (Passerini et al. 2004) . Additional in vitro studies using bovine endothelial cells revealed that slowly oscillating (1 Hz) shear stress with an amplitude of 3 dynes/sq cm (equal to the upper limit of OSI of 0.5) induced the expression of monocyte chemoattractant protein-1 and increased binding of monocytes to the endothelium (Hwang et al. 2003) . Average OSI values (0.08-0.09) in the aneurysmal regions in our simulations were elevated compared with the values in the normal model, which were uniformly zero in the corresponding region. These studies suggest that the combination of these slightly elevated OSI values in the KD model together with low shear values may create conditions sufficient to elicit an inflammatory response and thrombosis.
Results demonstrated that WSS gradients are elevated at the outlet of the aneurysm. Previous work examining WSS gradients has shown that high gradients result in the upregulation of inflammatory markers (Nagel et al. (Nesbitt et al. 2009 ). In vitro experiments demonstrated that localized thrombosis is accompanied by an increase in WSS from 9.6 dynes/sq cm to over 20.4 dynes/sq cm (Nesbitt et al. 2009 ). This compares favorably to the increase in WSS values from the body of the aneurysm to the outlet in the KD model (3.81 to 12.60 dynes/sq cm in LAD and 2.95 to 14.20 dynes/sq cm in RCA). The simulated levels of WSS and WSS gradient values support the clinical observation that the aneurysms are prone to thrombosis and inflammation (Samada et al. 2010) .
Particle-tracking simulations revealed that 30% of particles re-circulated in the coronary aneurysm for at least one full cardiac cycle, with some particles remaining in the domain for as long as 5 cardiac cycles. This is significantly longer than in the normal coronary artery model, in which all particles were washed from the domain within 1.3 cardiac cycle. CET values, a measure of re-circulation time, were approximately 1.3-2.0 times higher in the aneurysmal region. High values of CET also correlated with regions of low WSS, again suggesting a high risk for thrombosis in these regions. In vitro measurements of particle recirculation and residence times are difficult to taken due to several factors including inaccurate quantification of the number of particles in the model, rapid washing out of particles from the domain, difficulties in accurate measurement of dye recirculation times, and challenges in uniformly seeding the particles without altering the flow field (Wootton and Ku 1999) . However, in the present computational method, these problems can be overcome and an accurate representation of the in vivo behavior can be obtained.
The primary focus of this work was to investigate hemodynamic parameters such as WSS, WSSG, OSI, and CET that could inform physicians about risk of thrombus formation and vessel wall inflammation in specific patients. Data from autopsy studies of KD patients demonstrate that thrombosis of aneurysms associated with inflammation in the arterial wall is common (Tanaka et al. 1986 ). In patients with giant aneurysms such as our subject, there is consensus that systemic anticoagulation reduces morbidity and mortality (Samada et al. 2010) . However, in patients with smaller aneurysms (<8 mm), management decisions are less straightforward. The AHA guidelines for the management of KD patients with coronary artery aneurysms were only based on Level of Evidence C (expert opinion, case studies, or standard of care) (Newburger et al. 2004 ). In addition, there are no quantitative data indicating how the actual shape of the aneurysm affects the clinical risk of thrombus formation. The same techniques presented here could also be applied to patients with smaller aneurysms with a range of shapes. Using this framework, simulated perturbations can be made in the coronary anatomy to systematically study the effects of specific geometric changes on the hemodynamics. Hence, these techniques could provide a framework for evaluating how the size and shape of coronary aneurysms affect the hemodynamics, which would be useful in risk stratifying patients and choosing optimal treatment strategies. Furthermore, these same techniques could also be applied to evaluate coronary artery hemodynamics based upon the anatomic data in patients with other coronary artery pathologies.
Limitations of this work include the assumption of a Newtonian fluid, which could be addressed in future work by the implementation of non-Newtonian models (Johnston et al. 2006) or multiscale modeling of clot formation to predict (Zhiliang et al. 2008 ). An additional limitation is the assumption of rigid arterial walls in the simulation, which does not account for the significant motion and curvature changes of the coronary arteries during the cardiac cycle. In addition, the effect of calcium accumulation in the arterial wall that is a frequent sequelae of the inflammation was not considered in our model (Kaichi et al. 2008 ). This could be addressed in future work through the use of fluid structure interaction methods, which could be extended to incorporate variable properties of the vessel wall including calcification ). There are limited data on flow split percentages to the left and right coronary arteries and the relationship between the intra-myocardial pressures to the left and right ventricular pressures, and these are possible minor sources of error. For validation of these models, it may be possible to use MRI with phase-contrast imaging to measure coronary artery flow. Another limitation of the current work is the absence of a closed-loop LPN for the inlet and the outlet boundary conditions, which should be implemented in future work. The normal coronary geometry is idealized with a small degree of taper in the virtual control model. It would be useful to compare these results with patient-specific models of normal coronary artery anatomy in the future work. Additionally, particle-tracking simulations may provide an opportunity to correlate clot formation with hemodynamics in future comparisons with in vitro and in vivo data.
In summary, we have utilized patient-specific data to create a simulation framework that allows assessment of velocity, WSS, WSS gradients, OSI, and CET. Future application of this technique will include modeling the effects of arterial wall calcification and aneurysm shape and location on flow dynamics, assessing patient-specific risk for thrombosis, and planning interventions including stent placement and bypass grafting. This work presents a step toward developing such a framework.
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Appendix I
This appendix provides the equations for the lumped parameter boundary conditions that were coupled to the finite element flow solver, following previous work (Lonyai et al. 2010) . First, the equations for the lumped parameter heart model are provided. The heart model was used off-line to provide intra-myocardial pressure information for the lumped parameter coronary boundary conditions. Second, the lumped parameter coronary boundary conditions are described in detail.
Heart model Phase I: t = 0 to t 1 -isovolumetric contraction (Valve 1 and valve 2 closed)
Phase II: t = t 1 to t 2 -ejection (Valve 1 closed and valve 2 open)
Phase III: t = t 2 to t 3 -isovolumetric relaxation (Valve 1 and valve 2 closed)
Phase IV: t = t 3 to t 4 -filling (Valve 1 open and valve 2 closed)
In the above equations, E(t) is the patient-specific elastance function, Q 1 (t) is the flow rate through valve 1, V V (t) is the ventricular blood volume, P V (t) is the ventricular pressure, P A is the atrial pressure, R AV is the atrio-ventricular valvular resistance, and L AV is the ventriculo-arterial inductance.
Valve 1 is open when P A > P V (t) and is closed when P A ≤ P V (t).
Valve 2 The Intra-myocardial pressure is P im (t) = λ 1 P LV (t) + λ 2 P RV (t) where P LV (t) and P RV (t) represent the pressure of the left and the right ventricles, respectively.
For the left coronary artery outlets, λ 1 = 1.0 and λ 2 = 0.0, since these outlets supply blood only to the left ventricle. However, the right coronary arteries supply blood to both the right and left ventricles, with the longest branch of the RCA supplying blood to the left ventricle, and the others supplying the right ventricle. The weights of the myocardial pressure for the right coronary artery outlets are therefore calculated based on the outlet areas of the branches in the RCA, resulting in a right/left perfusion ratio of approximately 7:3 (i.e. λ 1 = 0.3 and λ 2 = 0.7). Figure 13 shows the right and the left ventricular pressures, as well as the pressure volume loop for the patient under consideration.
Coronary boundary condition
In the finite element solver, the coronary boundary condition couples the pressure P(t) with the flow rate Q(t) at the coronary outlet boundaries through the following equation using the coupled multi-domain method of Vignon-Clementel et al. (2006) as implemented in the work of Kim et al. (2010) In the case of an anisotropic mesh, as in the present study, CET is scaled with the average length of the tetrahedral elements, and the volume V e is replaced by the cube root of V e .
To achieve adequate resolution in the CET computation, particle tracking was performed with over 10 million particles in the right and the left coronary arteries in each cardiac cycle. Particles were released once at the start of simulation, and particle tracking continued until all the particles were washed from the domain.
