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We derive a somewhat crude, yet very efficient semiclassical approximation for computing nonadi-
abatic spectra. The resulting method, which is a generalization of the multiple-surface dephasing
representation, includes quantum effects through interference of mixed quantum-classical trajec-
tories and through quantum treatment of the collective electronic degree of freedom. The method
requires very little computational effort beyond the fewest-switches surface hopping or Ehrenfest
locally mean-field dynamics and is very easy to implement. The proposed approximation is tested by
computing the absorption and time-resolved stimulated emission spectra of pyrazine using the four-
dimensional three-surface model which allows for comparison with the numerically exact quantum
spectra. As expected, the multiple-surface dephasing representation is not suitable for high-resolution
linear spectra, yet it seems to capture all the important features of pump-probe spectra. Finally, the
method is combined with on-the-fly ab initio evaluation of the electronic structure (i.e., energies,
forces, electric-dipole, and nonadiabatic couplings) in order to compute fully dimensional nonadia-
batic spectra of pyrazine without approximations inherent to analytical, including vibronic-coupling
models. The Appendix provides derivations of perturbative expressions for linear and pump-probe
spectra of arbitrary mixed states and for arbitrary laser pulse shapes. © 2014 AIP Publishing LLC.
[http://dx.doi.org/10.1063/1.4896735]
I. INTRODUCTION
The vibronic spectroscopy belongs among the most
important experimental tools for studying ultrafast chemi-
cal and physical processes in molecules.1 Many different
approaches ranging from simple one-photon absorption to
multi-photon ultrafast time-resolved spectroscopy provide in-
formation about molecular structure, electronic states, or
excited state dynamics. Analysis of such spectra requires
theoretical approaches capable of attributing specific spectral
features to specific dynamical processes.
The most straightforward and accurate theoretical ap-
proach is based on the direct solution of the Schrödinger
equation. Unfortunately, for larger molecules this becomes
quickly computationally unfeasible, and has to be replaced
with some more efficient but approximate methods. In this
paper, we develop such a method based on the multiple-
surface dephasing representation (MSDR).2–4 Originally used
to estimate nonadiabaticity of quantum molecular dynam-
ics, the MSDR is here generalized into a method capable of
computing various linear and pump-probe electronic spec-
tra, including those involving nonadiabatic effects. As we
shall show, the proposed semiclassical method retains the ef-
ficiency and scaling properties of classical dynamics and, at
the same time, captures some quantum effects on nuclear mo-
tion via the interference of (almost) classical trajectories. Be-
cause the MSDR treats the electronic degrees of freedom fully
a)Electronic mail: jiri.vanicek@epfl.ch
quantum-mechanically, it may also be classified as a mixed
quantum-classical method.
The quantum treatment of the electronic degrees of free-
dom gives the MSDR the ability to describe nonadiabatic or
spin-orbit couplings, which often have a strong influence on
vibronic spectra.5, 6 Among the most important effects of
these couplings are the line broadening due to the decay
of excited state populations by internal conversion or inter-
system crossing, intensity borrowing between coupled elec-
tronic states, and energy shifts of spectral peaks. However,
in the presence of strong couplings in the Franck-Condon re-
gion, or in multi-photon spectroscopy, the above-mentioned
effects may be difficult to separate since the couplings may
change spectra completely.
The MSDR is a generalization to nonadiabatic dynamics
of the dephasing representation (DR)7–9 of quantum fidelity.10
In the context of spectroscopy, the DR has been known
as phase-averaging11 and used to compute electronic spec-
tra within the Born-Oppenheimer approximation.11–19 The
DR, which can be directly obtained by the linearization of
the path integral,20 is also closely related to the semiclas-
sical perturbation approximation of Smith, Hubbard, and
Miller21, 22 and to the linearized semiclassical initial value
representation.23 Recently, the application of the DR to Born-
Oppenheimer spectra was developed further by improving the
accuracy and efficiency using a semiclassical prefactor,24, 25
cellularization,19, 25 and Gaussian basis expansion.26 Kocia
and Heller have extended the method in order to compute
the off-diagonal elements of the evolution operator, allowing
0021-9606/2014/141(13)/134102/18/$30.00 © 2014 AIP Publishing LLC141, 134102-1
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its use as a general semiclassical propagator.27 During a revi-
sion of our paper, Petit and Subotnik28 have published a pa-
per in which they compute linear absorption spectra of one-
dimensional model potentials using a geometric average of
correlation functions computed with phase averaging using
trajectories propagated on either the ground or excited elec-
tronic surface, sometimes obtaining results that are even more
accurate than those based on trajectories propagated on the
average surface.
As will be shown later, from a pragmatic point of view
probably the most appealing feature of the MSDR is the ease
with which it may be incorporated into the fewest-switches
surface hopping (FSSH) or Ehrenfest dynamics codes, per-
mitting spectra calculations with very little additional pro-
gramming or computational effort. Another advantage of the
proposed method over wavepacket methods, typically scaling
exponentially with the number of degrees of freedom, is that
the number of trajectories needed for convergence is approx-
imately independent of the number of atoms in a molecule
(exactly independent in case of the DR).29 Finally, while it
does capture some quantum effects on nuclear motion, the
MSDR does not require the Hessian of the potential energy,
which is typically the most expensive part of semiclassical
calculations.30–36 Nevertheless, the simplicity and efficiency
come at the cost of accuracy. As demonstrated in fidelity
calculations, in certain cases the MSDR breaks down, even
though at least the initial decay of the correlation function
is usually captured correctly.2 In the context of spectroscopy,
this typically means that only the envelope of the spectrum is
resolved, whereas its detailed features are missing.
To test the proposed method, absorption and time-
resolved stimulated emission (TRSE) spectra of pyrazine are
computed. The pyrazine molecule exhibits a conical inter-
section between the first (S1) and second (S2) bright excited
states, which influences the dynamics after excitation and
the resulting vibronic spectra. Because the pyrazine molecule
provides an almost ideal benchmark, its vibronic spectra
have been extensively studied both experimentally37–46 and
theoretically,6, 25, 26, 31, 47–62 giving us an opportunity not only
to assess the accuracy of the MSDR in relation to experiment
but also to compare it with exact quantum calculations on sim-
plified models developed by others. In addition, due to effi-
ciency of the MSDR, we were able to go beyond simplified
model systems and to compute the absorption spectrum using
the ab initio electronic structure computed on the fly in all
24 dimensions.
The outline of the paper is as follows: in Sec. II we in-
troduce the quantum correlation functions needed to com-
pute the nonadiabatic linear and TRSE spectra; derivations
valid for general mixed states and arbitrary laser pulse shapes
are provided in the Appendix. In Sec. III, which is the core
of this paper, we develop the methodology based on the
MSDR to compute these correlation functions; further details
on the algorithm are summarized in Sec. IV. In Sec. V, the
MSDR is used to compute the absorption and TRSE spectra
of pyrazine using three models: (1) a four-dimensional (4D)
analytical model allowing for comparison with a numerically
exact quantum mechanical result, (2) a 24-dimensional (24D)
analytical model, and (3) an on-the-fly ab initio model based
on the complete active space self-consistent field (CASSCF)
method. Section VI concludes the paper.
II. NONADIABATIC SPECTRA
A. System and notation
Let us assume that the quantum dynamics of a molecule
of interest depends on D nuclear degrees of freedom and is re-
stricted to S lowest-lying electronic potential energy surfaces
(PESs). As a result, the pure states of the molecule are vec-
tors in the tensor product of electronic and nuclear Hilbert
spaces, H := CS ⊗ L2(RD), whereas mixed states as well as
observables are represented by operators on the Hilbert space
H. To avoid unnecessary subscripts, we will use bold face for
S-vectors or S × S matrices representing operators acting on
the electronic Hilbert space CS , hat ˆ for operators acting on
the nuclear Hilbert space L2(RD), and arrow for vectors in
the usual three-dimensional space. The scalar product is de-
noted simply by juxtaposition in the electronic space (as in
c†c) and by a dot · both in the nuclear D-dimensional coordi-
nate space and the three-dimensional space [as in P · ˙Q or
ˆμ · E(t)].
The total Hamiltonian of the system is therefore an S × S
electronic matrix of nuclear operators,
ˆHtot(t) := ˆH + ˆVint(t), (1)
consisting of the time-independent molecular Hamiltonian ˆH
and the time-dependent potential ˆVint(t) describing the inter-
action of the molecule with a classical electromagnetic field.
Within the electric-dipole approximation, the interaction is
given by
ˆVint(t) := − ˆμ · E(t), (2)
where ˆμ is the molecular electric dipole operator.
The exact evolution is performed with the total Hamil-
tonian ˆHtot(t). However, since we shall use extensively time-
dependent perturbation theory, we will mostly need only the
molecular evolution operator
ˆU(t) = e−i ˆHt/¯. (3)
We shall occasionally need to switch between the Schrödinger
and Heisenberg pictures for the molecular evolution given by
ˆU(t). To distinguish between the two pictures without intro-
ducing awkward subscripts such as S or H, in the Schrödinger
picture we shall explicitly denote the time dependence of den-
sity operators (or their generalizations, always denoted by a
Greek letter ρˆ, but possibly with a subscript, such as ρˆμ),
ρˆ(t) := ˆU(t)ρˆ ˆU(t)†, (4)
whereas operators corresponding to observables will have no
time dependence (e.g., ˆA). In the Heisenberg picture, in con-
trast, we shall explicitly denote the time dependence for oper-
ators representing observables, such as
ˆA(t) := ˆU(t)† ˆA ˆU(t), (5)
but not for time-independent density operators or their gener-
alizations, such as ρˆ or ρˆμ. For the total Hamiltonian (1), we
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shall also use the interaction picture, which will be denoted
with an explicit subscript I.
Finally, we will use the following convention for the for-
ward and inverse Fourier transforms:
˜f (ω) := 1
2π
∫ ∞
−∞
f (t) eiωtdt,
(6)
f (t) =
∫ ∞
−∞
˜f (ω) e−iωtdω.
B. Linear electric-dipole spectrum
Experimentally, the electric-dipole spectrum σ (ω) of
a molecule can be measured from the Beer-Lambert law
as the cross section σ (ω) = − 1
n0z
ln[I (ω, z)/I (ω, 0)], where
I (ω, z) := 2π | ˜E(ω, z)|2 is the intensity (more precisely, “in-
tensity spectral density”) of the detected signal that has passed
through a sample of thickness z, I(ω, 0) the intensity of the
incoming radiation, and n0 the number density of molecules
in the sample. Let us assume a linearly polarized laser field
E(t) := E(t), with amplitude E(t) and unit polarization vec-
tor  ( ·  = 1). To avoid unnecessary arrows, let us define a
projection
μˆ := ˆμ · , (7)
of the dipole operator onto the polarization of the laser field,
keeping in mind that in an isotropic sample one has to average
observable quantities over all orientations of the molecule at
the end of the calculation.
As shown for general mixed states and arbitrary pulse
shapes in the Appendix, within the first-order time-dependent
perturbation theory (TDPT), the linear spectrum can be com-
puted as63
σ (1)(ω) = 4πω¯c Re
∫ ∞
0
[
C
(1)
μ (t)∗ − C(1)μ (t)
]
eiωtdt (8)
from the dipole time-autocorrelation function
C
(1)
μ (t) := Tr[ρˆ μˆ μˆ(t)], (9)
where the initial density is assumed to be the Boltzmann equi-
librium density, ρˆ = e−β ˆH/ Tr(e−β ˆH), which is stationary un-
der evolution with ˆH, i.e.,
ρˆ(t) = ρˆ. (10)
The beauty of linear response theory lies in the fact
that the perturbative expression (8) only depends on the dy-
namics of the molecule in the absence of the field. Since
the dependence on the electromagnetic field cancels com-
pletely, expression (8) for the linear spectrum is valid both
for continuous-wave and pulsed experiments with pulses of
arbitrary length and shape.
After averaging over orientations of molecules in a given
sample (see Subsection IV A), Eq. (8) describes several types
of one-photon spectra: diagonal elements of μˆ give rise to
rovibrational spectra, whereas the off-diagonal elements of μˆ,
the so-called transition dipole moments, determine vibronic
spectra, the main focus of the present paper. In addition,
Eq. (8) describes both absorption and emission processes,
which correspond, respectively, to the first and second com-
plex conjugate terms in Eq. (8). Note that according to Eq.
(8) emission spectra have a negative sign; by convention, the
sign may be changed to positive when there is no danger of
confusion. One often simplifies Eq. (8) by adopting the rotat-
ing wave approximation (RWA) which consists in neglecting
highly oscillatory terms that give negligible contribution to
the spectrum. For example, to describe the vibronic absorp-
tion from the electronic ground state, the second term in Eq.
(8) corresponding to emission from the ground state may be
safely neglected. In contrast, to describe purely vibrational or
rotational spectra of equilibrium states, the two terms may be
merged, yielding an additional prefactor 1 − e−β¯ω.
C. Pump-probe electric-dipole spectrum
Let us consider a pump-probe experiment with the het-
erodyne detection in the direction of the probe beam. The
laser field consists of two linearly polarized pulses,
E(t) := Epu(t) + Epr(t)
:= puEpu(t) + prEpr(t), (11)
the pump (pu) pulse propagating in the direction kpu and cen-
tered at time zero, and the probe (pr) pulse propagating in the
direction kpr and centered at a delay time τ ,
Epu(t) := Epue (t)δpun (t), (12)
Epr(t) := Epre (t)δprn (t − τ ). (13)
Above, δn is an envelope of the pulse which is long on the
electronic time scale, while Ee is a factor changing rapidly on
the electronic time scale. Notation δn was used since we will
later assume ultrashort pulses (of arbitrary shape), which are
short on the nuclear time scale. Ee(t) has usually a harmonic
time dependence ∝ cos (ωct − ϕ), where ωc is the carrier fre-
quency, but let us also keep it general. In the limit of ultrashort
pulses considered below, the combination of factors Ee(t) and
δn(t) in the expression for the electromagnetic pulse allows
for selective excitation of specific electronic levels while pre-
serving the delta pulse character on the nuclear time scale.
To simplify notation, let us again define the projections of the
electric dipole moment along the polarization of the pump and
probe fields
μˆpu := ˆμ · pu, (14)
μˆpr := ˆμ · pr. (15)
Experimentally, the differential pump-probe spectrum is
obtained as the cross section
σ (ω, τ ) := − 1
n0z
ln[I pu+pr(ω, τ, z)/I pr(ω, z)], (16)
where Ipu + pr(ω, τ , z) is the intensity of the detected signal
that has passed through a sample of thickness z in the direc-
tion of the probe when the pump pulse is present, whereas
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Ipr(ω, z) is the corresponding intensity in the absence of the
pump pulse. As shown for general mixed states and arbitrary
pulse shapes in the Appendix, using the third-order TDPT and
assuming the nonoverlapping pulses (NOP), ultrashort pulse
(USP) approximation, resonance condition (RC), and phase
matching (PM), the differential pump-probe spectrum can be
computed as
σ (3)(ω, τ ) = 4πω¯c Re
∫ ∞
0
[
C
(3)
μ,τ (t ′)∗ − C(3)μ,τ (t ′)
]
eiωt
′
dt ′,
(17)
where t′ := t − τ is the time elapsed after the probe pulse and
C
(3)
μ,τ (t ′) := Tr[ρˆpu(τ )μˆprμˆpr(t ′)] (18)
is the third-order dipole autocorrelation function. Equa-
tion (18) has a nice interpretation as the linear autocorrelation
(9) with a nonstationary initial density ρˆpu(τ ).63, 64 This den-
sity is obtained by a free evolution for time τ of the second-
order density ρˆpu generated by the pump pulse, which for sys-
tems treated in this paper (which are initially in the electronic
ground state, ρˆ = ρˆ00|0〉〈0|), is given by
ρˆpu = 2π2¯−2 Tr [μˆpuRC, [ρˆ, μˆpuRC]], (19)
where μˆpuRC is the resonant dipole moment operator whose ma-
trix element between electronic states k and l is scaled by the
Fourier component of the pump electric field at the transition
frequency ωkl,
μˆ
pu
RC :=
∑
kl
˜Epu(ωkl)μˆpukl |k〉〈l|. (20)
(See the Appendix for details as well as for the treatment of
more general initial states.)
By expanding the commutator in the expression (19) for
the nonstationary density ρˆpu, one finds that the third-order
correlation function (18) consists of three different terms,
C
(3)
μ,τ = 2π2¯−2
(
2C(3)μ,τ,m − C(3)μ,τ,l − C(3)μ,τ,r
)
. (21)
The three components C(3)μ,τ,y (with y = m, l, r) are computed
in a similar fashion to Eq. (18) as
C
(3)
μ,τ,y(t ′) = Tr[ρˆμμ,y(τ )μˆprμˆpr(t ′)], (22)
where the generalized initial “density operators” ρˆμμ,y are de-
fined as
ρˆμμ,m := μˆpuRCρˆμˆpuRC, (23)
ρˆμμ,l := ρˆμˆpuRCμˆpuRC, (24)
ρˆμμ,r := μˆpuRCμˆpuRCρˆ. (25)
In Eqs. (23)–(25), y = m, l, r indicates the position of ρˆ with
respect to the product μˆpuRCμˆ
pu
RC: m = middle, l = left, r = right.
In the typical setting, where ρˆ is the Boltzmann density on the
electronic ground state,65 the first term of Eq. (21) generates
the TRSE signal, whereas its complex conjugate in Eq. (17)
corresponds to the excited-state absorption (transient absorp-
tion) signal if the electronic state excited by the pump pulse is
coupled to another electronic state lying approximately ¯ωc
higher in energy. The remaining two terms in Eq. (21) are
usually negligible and vanish exactly within the rotating wave
approximation since they correspond to the emission from
the ground state, whereas their two complex conjugates in
Eq. (17) describe the so-called “bleach” or the stimulated
Raman contribution.66 Within the Condon approximation, the
bleach is nothing else than the depletion of the absorption
signal due to excitation of the ground state. If the Condon
approximation breaks down and the pump pulse couples to
the nuclear motion directly, it is more appropriate to speak of
the stimulated Raman signal. In the following, we will con-
centrate only on the TRSE term; the transient absorption and
stimulated Raman contributions, which are important experi-
mentally, can be computed in a like manner.
III. MSDR FOR NONADIABATIC SPECTRA
The MSDR (Ref. 2) was originally developed as a
semiclassical approximation to estimate the nonadiabaticity
of quantum molecular dynamics, measured by the over-
lap 〈BO(t)|full(t)〉 of the Born-Oppenheimer and full
nonadiabatic molecular wavefunctions. This overlap is
a special case of quantum fidelity amplitude9, 10 fQM(t)
= Tr(ρˆe+i ˆH0t/¯e−i ˆH t/¯) which is a measure of stability of
quantum dynamics under a perturbation present in ˆH but
absent in ˆH0. In the case of nonadiabaticity, e.g., ˆH0 is the
Born-Oppenheimer Hamiltonian and ˆH the full nonadiabatic
Hamiltonian. Since the quantum fidelity amplitude fQM(t)
can be thought of as a specific correlation function, here we
generalize the MSDR to describe dipole time-autocorrelation
functions needed in calculations of the nonadiabatic lin-
ear and pump-probe spectra. Instead of fQM(t), we want to
evaluate Eq. (9) for the linear spectra or Eq. (22) for the pump-
probe spectra. First, let us consider the linear spectrum and
transform Eq. (9) from the Heisenberg to Schrödinger picture
C
(1)
μ (t) = Tr[ρˆμ(t)μˆ], (26)
where we introduced new operator
ρˆμ := ρˆμˆ. (27)
As in the derivation of the original MSDR method, C(1)μ (t)
is partially Wigner transformed67 over nuclear degrees of
freedom, yielding the exact expression
C
(1)
μ (t) = h−D
∫
d2DX Tre[ρμ,W(X, t)μW(X)], (28)
where X denotes the point (Q, P) in the 2D-dimensional
nuclear phase space, Tre is the trace over electronic degrees
of freedom, and a partial Wigner transform of an operator ˆA
is given by
AW(X) :=
∫
dDξ 〈Q − ξ/2| ˆA|Q + ξ/2〉 eiξ ·P/¯. (29)
To obtain the MSDR, the exact evolution of ρμ,W(X, t)
is replaced with an approximate propagation scheme Z using
either the locally mean-field dynamics (Z = LMFD),2 or the
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fewest-switches surface hopping (Z = FSSH)68
C
(1)
μ,MSDR,Z(t)
= h−D
∫
d2DX Tre[ρμ,W,Z(X, t)μW(X)]
= h−D
∫
d2DX Tre{ρμ,W,Z[XZ(t), t]μW[XZ(t)]}. (30)
Equation (30) is evaluated by using the propagation scheme Z
to evolve ρμ,W,Z together with phase-space trajectories XZ(t)
with initial conditions XZ(0) := X; note that in the second line
of Eq. (30), we used that the Jacobian det[∂XZ(t)/∂X] = 1.
(The propagation methods are described in detail in Subsec-
tions III A–III F, while their numerical implementation is pre-
sented in Subsection IV C.) To evaluate the integral (30), the
trace of products of complex matrices is taken for each tra-
jectory and the resulting complex numbers are summed over
trajectories. This sum is responsible for the interference ef-
fects which allow recovering some of the quantum effects on
the nuclear dynamics.
The ability to use two complementary propagation meth-
ods (LMFD and FSSH) in the same framework is advanta-
geous; indeed, the two methods are best suited for two very
different limiting situations:69 the LMFD performs the best
for the dynamics occurring within a region of extended cou-
pling and may fail after a single passage of a localized cou-
pling region—situation where the FSSH works well. Vice
versa, the FSSH may fail in the regions of extended coupling
or when the coupling region is visited repeatedly during the
dynamics.
The main difference from standard use of the LMFD or
FSSH is that Eq. (30) requires propagating the partial Wigner
transform of ρˆμ = ρˆμˆ, and not the usual density operator ρˆ.
Still, it will be easier to present the algorithm after first re-
viewing the standard propagation of ρW; in fact, as will be
shown later, a simultaneous propagation of ρW is required in
the MSDR0 variant of our method to obtain the force with
which to propagate ρμ,W.
A. Propagation of density matrix ρW
with LMFD or FSSH
A rather accurate approximation for propagating ρW uses
the mixed quantum-classical Liouville (MQCL) equation70–76
∂ρW,MQCL(X, t)
∂t
= − i¯ [HW, ρW,MQCL]
+ 1
2
{HW, ρW,MQCL} −
1
2
{ρW,MQCL, HW},
(31)
where {A, B} = ∂A
∂Q
∂B
∂P
− ∂A
∂P
∂B
∂Q
is the Poisson bracket over
the nuclear degrees of freedom. The LMFD and FSSH prop-
agation schemes can be both thought of as approximate so-
lutions of Eq. (31); in addition, both share a common feature
that all elements of ρW,Z(X, t) are propagated using the same
PES, which may, nevertheless, differ for different trajectories.
In the diabatic basis, the LMFD is expressed as
∂ρW,LMFD(X, t)
∂t
= − i¯ [HW, ρW,LMFD]
−FLMFD
∂ρW,LMFD
∂P
− P
M
∂ρW,LMFD
∂Q
,
(32)
where FLMFD is a locally mean-field force, the precise form
of which will be specified below [Eq. (36)]. Equation (32)
is derived from the MQCL equation (31) by invoking the
mean-field approximation separately for each X; for a detailed
derivation and for an analogous equation in the adiabatic basis
see Ref. 2. An alternative interpretation of the LMFD (32) of
ρW(X, t) as a dynamics of a swarm of trajectories, each prop-
agated separately with its own Ehrenfest dynamics,2 is ob-
tained by combining the partial phase-space and time deriva-
tives in Eq. (32) to form the convective (or total) derivative
Df
Dt
= ∂f
∂t
+ ˙Q ∂f
∂Q
+ ˙P ∂f
∂P
. (33)
This permits transforming Eq. (32) from the Eulerian refer-
ence frame at rest to the Lagrangian frame moving with the
phase-space flow of the Hamiltonian vector field
( ˙Q, ˙P ) = (P/M,FZ). (34)
In the Lagrangian frame (denoted by subscript L), Eq. (32)
becomes for each trajectory (whose initial condition X is
suppressed below) identical to the von Neumann-Liouville
equation for the single discrete electronic degree of freedom
with a time-dependent Hamiltonian HW,Z,L(t) := HW[XZ(t)]
DρW,Z,L(t)
Dt
= − i¯ [HW,Z,L(t), ρW,Z,L(t)]. (35)
For each trajectory, one can easily transform back to the
Eulerian frame via ρW,Z[XZ(t), t] = ρW,Z,L(t).
Note that “LMFD” was replaced with Z in the propaga-
tion Eqs. (34) and (35) since they are valid for both LMFD
and FSSH; the difference between the two schemes is mainly
due to the force FZ used:
The LMFD uses the locally mean-field force
FLMFD := −〈∂HW/∂Q〉e,ρW,LMFD , (36)
where
〈A〉e,ρ(X, t) := Tre[ρ(X, t)A(X)]
denotes a partial average of A over the electronic degrees of
freedom.
In the physically motivated FSSH scheme,68 each trajec-
tory follows the Born-Oppenheimer dynamics on one of the
occupied PESs; the trajectory moving on the jth PES feels the
force
FFSSH(X) := −∂HW,jj (X)/∂Q. (37)
In addition, after each time step t, trajectories are allowed
to jump between PESs according to a stochastic hopping al-
gorithm, where the probability of a hop from the current elec-
tronic state j to state k is given by
Pjk = t bkj /ρjj , (38)
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and bkj = −(i/¯)(Hkjρ jk − ρkjHjk).68 (For simplicity, sub-
scripts W and FSSH were omitted.)
B. Propagation of ρμ,W: MSDR0 and MSDRμ
To compute dipole correlation functions with the MSDR
Eq. (30), one needs to propagate ρμ,W(X, t) instead of
ρW(X, t). Whereas the propagation Eq. (35) for ρW(X, t) is
easily generalized for ρμ,W(X, t) as
Dρμ,W,Z,L(t)
Dt
= − i¯ [HW,Z,L(t), ρμ,W,Z,L(t)], (39)
it is not immediately obvious how to compute the force
FZ determining the phase-space flow (34). In the case of
LMFD, e.g., replacement of ρW(X, t) with ρμ,W(X, t) in
Eq. (36) would result in the force FLMFD = −〈∂HW/
∂Q〉e,ρ
μ,W,LMFD
averaged over ρμ,W, LMFD(X, t) which would
often be unphysical as the matrix ρμ,W, LMFD(X, t) is not
guaranteed to be Hermitian and positive semidefinite. This
difficulty is overcome by generalizing the strategy used
in the original phase-averaging method within the Born-
Oppenheimer approximation11 and in the DR: the force FZ
acting on ρμ,W,Z(X, t) is set to be equal either to the force
acting on ρW,Z(X, t), propagated with Eq. (35), resulting in a
method that we designate MSDR0, or to the force acting on
ρμμ,W,LMFD(X, t), where
ρˆμμ := T −1μˆρˆμˆ, (40)
T := Tr(μˆρˆμˆ), (41)
resulting in a method that we designate MSDRμ. Due to
the normalization constant T, the Wigner-transformed matrix
ρμμ,W(X) has unit trace, and since it is also Hermitian and
positive semidefinite, it can be propagated in an analogous
way to ρW,Z(X, t) as
Dρμμ,W,Z,L(t)
Dt
= − i¯ [HW,Z,L(t), ρμμ,W,Z,L(t)], (42)
with either the LMFD or FSSH force associated to
ρμμ,W(X, t) instead of ρW(X, t).
In the two-surface Born-Oppenheimer absorption spec-
troscopy with diagonal elements of μ set to zero, MSDR0
corresponds to the propagation on the ground PES whereas
MSDRμ employs propagation on the excited PES. [Inciden-
tally, in this important special case, naïve averaging of the
force over ρμ,W, LMFD(X, t) would yield FLMFD = 0.]
Finally, a third type of dynamics—MSDRav—with FZ as-
sociated to the time-evolved density ρav,W(X, t) with initial
value ρav,W(X, 0) = [ρW(X) + ρμμ,W(X)]/2 could be envis-
aged, which would correspond to the propagation on the av-
erage PES in the two-surface Born-Oppenheimer model. The
possibility of using the average Hamiltonian was—for the un-
coupled two-PES system—considered already in the phase-
averaging method11 and several researchers found—in the
similar context—the propagation of ρμ,W(t) on the average
PES to be the most natural and accurate choice.12, 15–17, 20, 77–79
In our setting, MSDRav is also expected to work as well as
or better than the MSDR0 or MSDRμ, but—in contrast to
MSDR0 and MSDRμ—the dynamics underlying a MSDRav
cannot be used to analyze the dynamics of the ground or ex-
cited states. The MSDRav approach is thus not explored in
detail here.
C. MSDR based on the locally mean-field dynamics
To summarize, MSDR based on the LMFD is the eval-
uation of Eq. (30) using ρμ,W, LMFD(X, t) propagated with
Eq. (39) in the Lagrangian frame given by the phase-space
flow (34) with the locally mean-field force
FMSDR0/LMFD
= − 〈∂HW/∂Q〉e,ρW,LMFD ,
or
FMSDR
μ
/LMFD = −
〈
∂HW/∂Q
〉
e,ρ
μμ,W,LMFD
,
where the densities ρW,LMFD(X, t) and ρμμ,W,LMFD(X, t) have
initial conditions ρW(X) and ρμμ,W(X), and are propagated
with Eqs. (35) and (42), respectively.
D. MSDR based on the fewest-switches
surface hopping
In the framework developed in Subsections III A–III C,
MSDR based on the FSSH resembles closely MSDR/LMFD–
the only differences are in the force and permission of
hops between PESs. To summarize, MSDR based on the
FSSH again consists in the evaluation of Eq. (30) using
ρμ,W, FSSH (X, t) propagated with Eq. (39) in the Lagrangian
frame given by the phase-space flow (34), however, with the
force
FMSDR0/FSSH
= −∂HW,jj (X)/∂Q,
or
FMSDR
μ
/FSSH = −∂HW,jj (X)/∂Q,
associated, respectively, with density ρW,FSSH(X, t) given ini-
tially by ρW(X) and propagated with Eq. (35), or with density
ρμμ,W,FSSH(X, t) given initially by ρμμ,W(X) and propagated
with Eq. (42). In addition, as mentioned in Subsection III A,
hops between PESs are allowed after each time step according
to Eq. (38) for ρW,FSSH or analogous equation for ρμμ,W,FSSH.
E. MSDR for electronically pure states
A simplified MSDR expression may be derived for elec-
tronically pure initial density ρW(X, 0) assuming the Condon
approximation μW (X) ≈ μ. To define what “electronically
pure” means, ρW (X) is first rewritten as
ρW(X, t) = ρ(X, t)ρe(X, t), (43)
where ρ(X, t) := TreρW(X, t) is a scalar function of X and t,
and ρe (X, t) is the conditional density matrix with the prop-
erty Treρe(X, t) = 1 for all X and t. The electronically pure
ρW(X, t) is then defined by requiring the conditional elec-
tronic density matrix ρe (X, t) to be pure for all X. An elec-
tronically pure initial density matrix can hence be written as
the tensor product
ρW (X) = ρ (X) c (X) ⊗ c (X)† , (44)
 This article is copyrighted as indicated in the article. Reuse of AIP content is subject to the terms at: http://scitation.aip.org/termsconditions. Downloaded to  IP:
128.178.54.130 On: Fri, 03 Oct 2014 12:49:48
134102-7 T. Zimmermann and J. Vanícˇek J. Chem. Phys. 141, 134102 (2014)
where c (X) is an S-component column vector containing the
initial electronic wave function for nuclei located at X. This is
usually a good approximation at ambient temperatures due to
large energy gaps between electronic states. For example, in a
typical absorption experiment at room temperature, only the
ground PES is occupied initially and even though the vibra-
tional density matrix ρ(X) is usually a mixed state, ρe (X) is
well described by a pure state with only one nonzero element.
Substituting Eq. (44) into Eq. (30) we arrive at
C
(1)
μ,MSDR,Z(t)
= h−D
∫
d2DXρ (X) cZ (X, t)† μcμ,Z (X, t)
= h−D
∫
d2DXρ (X) cZ[XZ(t), t]†μcμ,Z[XZ(t), t], (45)
where cZ (X, 0) := c (X) and cμ,Z (X, 0) := μc (X) are prop-
agated in the Lagrangian reference frame according to the
Schrödinger equations
DcZ,L(t)/Dt = −(i/¯)HW,Z,L(t)cZ,L(t),
(46)
Dcμ,Z,L(t)/Dt = −(i/¯)HW,Z,L(t)cμ,Z,L(t).
The reason why the Condon approximation permits de-
riving Eq. (46) is that when μ is a constant matrix, then
ρμ,W (X) = ρW (X) μ. In the general case, ρˆ and μˆ cannot
be treated separately and the Wigner transform (ρˆμˆ)W must
be computed explicitly. Even in the general case one may
introduce an additional, possibly rather crude approximation
(ρˆμˆ)W(X) ≈ ρW (X) μW (X), and thus simplify Eq. (28) by
generalizing Eqs. (45) and (46) beyond the Condon approxi-
mation. Note that μW (X) = μ (Q) since μˆ is independent of
nuclear momentum.
F. MSDR for TRSE spectra
The generalization of the MSDR to compute TRSE spec-
tra is done along the same lines as for the linear spec-
tra with the only exception that the initial density ρˆ is
replaced with ρˆμμ,m (τ ). The remaining issue—how to com-
pute ρμμ,m,W (X, τ ) with the LMFD or FSSH dynamics—
is solved by realizing that ρμμ,m,W (X, 0) = T ρμμ,W(X, 0),
where the norm T is conserved during the propagation, and
hence ρμμ,m,W (X, τ ) is obtained with Eq. (42) for propagat-
ing ρμμ,W(X, t). Note that also in the second step of the cal-
culation [i.e., the actual calculation of the correlation function
using a nonstationary initial state ρμμ,m,W (X, τ )], the norm of
ρμμ,m,W (X, τ ) must be factored out in order to compute the
average forces or hopping probabilities correctly.
Further details of the algorithm and sampling strategies
are described in Subsection IV C.
IV. COMPUTATIONAL DETAILS
A. Averaging over orientations of a molecule
The expression (7) for μˆ contains the dot product ˆμ · 
which depends on the orientation of the molecule and polar-
ization of the pulse. To describe isotropic samples it is thus
necessary to average over all possible relative orientations of
the molecule and light polarization. When all nonzero ele-
ments of ˆμ are parallel, the averaging affects only the overall
intensity of the absorption spectrum by a prefactor given by80∫ 2π
0 dϕ
∫ π
0 dθ cos
2 θ sin θ∫ 2π
0 dϕ
∫ π
0 dθ sin θ
= 1
3
, (47)
where θ denotes the angle between ˆμ and . When all nonzero
elements of ˆμ lie in the same plane (as in the case of
pyrazine models studied here), the averaging over θ may still
be performed analytically, and yields again the prefactor 1/3,
whereas the averaging over ϕ must be performed numerically.
In other cases, even the average over θ has to be computed
numerically. As for pump-probe spectra, a similar approach
can be used under the additional assumptions that both pulses
have the same polarization and that the molecule does not ro-
tate between the pulses. The latter assumption is usually justi-
fied since the rotational frequency of even the fastest-rotating
molecules at room temperature lies in the terahertz range. As
a result, for pump-probe spectra the analytical factor 1/3 is
replaced with a factor 1/5 since∫ 2π
0 dϕ
∫ π
0 dθ cos
4 θ sin θ∫ 2π
0 dϕ
∫ π
0 dθ sin θ
= 1
5
. (48)
B. Damping of the autocorrelation function
The effects of environment or neglected degrees of free-
dom are often accounted for by multiplying autocorrelation
functions C(1)μ (t) and C(3)μ,τ (t ′) by a phenomenological damp-
ing function fdamp(t). Here, we used an exponential damping
function of the form
fdamp(t) = exp(−t/τdamp), (49)
which generates Lorentzian broadening of spectral peaks.
We employed, respectively, τ damp = 20, 150, and 150 fs in
the 4D, 24D, and 30-dimensional (30D) pyrazine models. In
the calculations of TRSE spectra, the environmental effects
were entirely neglected during the typically short propagation
between pump and probe pulses.
C. Algorithm
To find the nuclear trajectories determining the La-
grangian reference frame in which ρμ,W is propagated, we
first rewrite the initial density matrix ρ initW (X) [given by
ρW (X) in MSDR0 or by ρμμ,W(X) in MSDRμ] as
ρ initW (X) = ρ init (X) ρ inite (X) , (50)
where ρ init (X) := Treρ initW (X). Scalar nuclear density ρ init(X)
is used as a weight for sampling the phase-space initial con-
ditions X for N trajectories XZ(t), which are propagated either
with the LMFD or FSSH dynamics (denoted again by Z). For
each initial phase-space point X generated, the electronic part
ρ inite (X) satisfies Treρ inite (X) = 1. Whereas X determines the
initial condition of a LMFD trajectory completely, for FSSH
one also needs to randomly select the initial surface for each
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trajectory; the probability for the initial surface of a trajectory
starting at X to be surface j is given by the diagonal element
ρ inite,jj (X).
Assuming for simplicity that (ρˆμˆ)W(X) ≈ ρW(X)
μW(X), which follows, e.g., from the Condon approximation,
von Neumann equation (39) implies that the matrix ρe,μ(X, t)
[with an initial condition ρe,μ(X, 0) = ρ inite (X)μW(X)]
is propagated along each trajectory XZ(t) by successive
multiplication by short-time propagators
ρe,μ,Z[XZ(t + t), t + t]
≈ UHW[XZ(t)] (t)
† ρe,μ,Z[XZ(t), t]UHW[XZ(t)] (t) ,
or—in practice—in the Lagrangian frame,
ρe,μ,Z,L(t + t) ≈ UHW,Z,L(t) (t)
† ρe,μ,Z,L(t)
× UHW,Z,L(t) (t) , (51)
where t is the time step and
UA(t) := e−iAt/¯ (52)
denotes a unitary evolution operator induced by a time-
independent Hermitian operator A. Trajectory XZ(t) starts at
XZ(0) = X and is propagated with the LMFD or FSSH force
associated in both MSDR0 and MSDRμ with the density
ρe,Z(X, t), which is according to Eqs. (35) and (42) evolved
with an equation analogous to Eq. (51),
ρe,Z,L(t + t) ≈ UHW,Z,L(t) (t)
† ρe,Z,L(t)UHW,Z,L(t) (t) .
The MSDR approximation (30) to the correlation function
C
(1)
μ,MSDR,Z(t) is then computed as the arithmetic average over
all N trajectories,
C
(1)
μ,MSDR,Z(t) ≈
1
N
N∑
k=1
Tre{ρe,μ,Z[Xk,Z(t), t]μW[Xk,Z(t)]}
= 1
N
N∑
k=1
Tre
[
ρe,μ,Z,L
k
(t)μW,Z,Lk (t)
]
, (53)
where Lk denotes the Lagrangian frame of kth trajectory.
For electronically pure states, i.e., states of the form
ρ inite (X) ≡ cinit (X) ⊗ cinit (X)†, the propagation scheme sim-
plifies. Instead of propagating the density matrix ρe,μ,Z (X, t)
using Eq. (51) that solves the von Neumann equation (39),
two wave functions represented by vectors cZ(X, t) and
cμ,Z(X, t) with initial conditions cZ(X, 0) := cinit (X) and
cμ,Z(X, 0) := μW (X) cinit (X) are propagated by solving the
Schrödinger equations (46):
cZ[XZ(t + t), t + t] ≈ UHW[XZ (t)] (t) cZ[XZ(t), t],
cμ,Z[XZ(t + t), t + t] ≈ UHW[XZ (t)] (t) cμ,Z[XZ(t), t].
As above, the LMFD or FSSH force is associated in both
MSDR0 and MSDRμ with the wavefunction cZ(X, t), so in
contrast to the situation for electronically impure states, no
additional quantum propagation is required to find the force.
Finally, the MSDR correlation function (30) is evaluated as
C
(1)
μ,MSDR,Z(t)
≈ 1
N
N∑
k=1
cZ[Xk,Z(t), t]†μW[Xk,Z(t)]cμ,Z[Xk,Z(t), t].
(54)
D. Discretization
Numerical averaging over the angle ϕ determining the
orientation of the molecule was performed using a spac-
ing of 30◦. In the calculations based on analytical models
of pyrazine, if not stated otherwise, 16 384 trajectories were
propagated for a total time tmax = 600 fs with the time step
t = 0.1 fs. (In TRSE calculations, the delay time τ must be
added to tmax to obtain the total time of the simulation.) In
ab initio calculations, 256 trajectories were propagated for a
total time tmax = 120 fs.
E. Methods and software
All quantum calculations were performed using the
second-order split-operator algorithm.81 The LMFD and
FSSH dynamics were implemented using the corresponding
second-order symplectic Verlet integrator.82 The Schrödinger
equation for the collective discrete electronic degree of free-
dom was solved using the unitary propagator UHW[X(t)](t)
= e−iHW[X(t)]t/¯ evaluated using the package expokit.83
Ab initio electronic structure calculations were performed us-
ing Molpro 2010.1 implementation of the CASSCF method.84
V. MSDR CALCULATION OF PYRAZINE SPECTRA
The suitability of MSDR for spectra calculations is tested
here using three different models of pyrazine: (i) a 4D three-
surface model, which allows for comparison with a numer-
ically exact quantum benchmark; (ii) a 24D three-surface
model, which explicitly includes all internal degrees of free-
dom of pyrazine; and (iii) a 30D four-surface ab initio model
with the electronic structure computed on the fly using the
SA-4-CASSCF(10,8)/6-31G* method.
In all calculations, the initial state is the vibrational
ground state of the ground PES. Condon approximation is
assumed for the transition dipole moment, the only nonzero
elements of which are the mutually orthogonal components
μ01 and μ02. Thus, the absorption spectrum reflects the exci-
tation of the molecule either to S1, S2, or both, depending on
the orientation of the molecule. The TRSE spectra reflect a
process in which the pump pulse first excites the initial state
to S1, S2, or both, and—after free evolution for a delay time
τ—the probe pulse of the same polarization brings the result-
ing density, now spread over S1 and S2 surfaces, back to the
ground electronic state. For simplicity, we assume that for the
pump pulse, the factor ˜E(ωkl) relating components of μˆpuRC,kl
to μˆpukl via Eq. (20) is constant, ˜Epu(ωkl) ≈ ˜Epu(ωc), for all
transitions of interest (ω01, ω02, ω10, ω20) and is zero for all
other transitions,85 so that the shape of the TRSE spectrum is
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independent of the pump and probe pulses. Within the USP
approximation, this is achieved exactly if ˜Epu(ω), the Fourier
transform of Epu(t), is a simple step function
˜Epu(ω) = const . = ˜Epu(ωc) ∈ R for ω ∈ B,
(55)
˜E(ω) = 0 for ω /∈ B,
where B := [ − ωmax , −ωmin ]∪[ωmin , ωmax ] is the spectral
band of the pulse containing only the frequencies ±ω01 and
±ω02 of electronic transitions of interest, and ωmin := ωc
− ω/2 and ωmax := ωc + ω/2. In the time domain, such
a pulse corresponds to a sinc function centered at time 0. For
other pulse shapes (such as Gaussian) whose Fourier trans-
form is peaked at ωc and mostly contained within B, the con-
dition ˜Epu(ωkl) ≈ ˜Epu(ωc) is satisfied approximately if only
the electronic transitions of interest lie within B, and more-
over, all these transitions are very close to ωc.
Due to the accuracy of the rotating wave approximation,
the emission term [the second term in Eq. (8)] is neglected in
absorption spectra. The transient absorption and bleach con-
tributions to pump-probe spectra are not computed since our
focus is specifically the TRSE contribution. Nevertheless, the
other terms can be computed easily; e.g., the bleach contri-
bution is, under our assumptions, nothing but a scaled linear
absorption spectrum.
In the figures presented below, results obtained with dif-
ferent methods are distinguished by the color of the lines
(quantum = green, MSDR0 = red, MSDRμ = blue, experi-
ment = black), whereas the line type denotes the underlying
dynamics (FSSH = solid, LMFD = dashed). Finally, thick-
ness of lines distinguishes nonadiabatically coupled (thick
lines) from corresponding uncoupled (thin lines) systems, in
which the nonadiabatic coupling is ignored.
A. Comparison of the MSDR with quantum dynamics
using a four-dimensional three-surface model
of pyrazine
The four-dimensional three-surface model of pyrazine
(“4D model” for short)49, 51 is formulated in the diabatic basis
and is based on the quadratic expansion of PESs, linear nona-
diabatic coupling between S1 and S2, and constant transition
dipole moments. Most parameters were taken using the four
most important degrees of freedom (including the nonadia-
batic coupling mode ν10a) of a 7D model of Ref. 51 except for
the energy levels and coupling between states S1 and S2 which
were taken from Ref. 49. To account for the remaining de-
grees of freedom and for the environment, a relatively strong
phenomenological decay must be introduced into the correla-
tion function. Figure 1(a) shows that the MSDR agrees rea-
sonably well with the quantum result, even though the MSDR
spectrum is less resolved, especially in the S1 region. As is
clear from the figure, it is not possible to match the exper-
iment with the 4D model with a single damping time τ damp,
even if exact quantum dynamics is used for propagation. With
the damping time τ damp = 20 fs chosen here (for details see
Subsection IV B), the S2 part of the spectrum is reproduced
very well, whereas the S1 part is too broad and too intense.
(Incidentally, the S1 region was not shown in most previous
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FIG. 1. Absorption spectrum of the 4D model of pyrazine. (a) Comparison
of the numerically exact quantum and approximate MSDR spectra of the 4D
model with the experimental spectrum. When the nuclear dynamics on the
ground surface is employed (MSDR0), the FSSH dynamics is identical to
both LMFD and Born-Oppenheimer dynamics (due to lack of nonadiabatic
couplings to the ground surface in the 4D model). When the nuclear dynamics
of the excited state is employed (MSDR
μ
), the FSSH and LMFD results are
not identical, but still very similar. (b) Effect of nonadiabatic couplings on
the spectrum. Direction of the spectrum shift due to nonadiabatic couplings is
reproduced by the MSDR although its extent is smaller than the true quantum
shift.
publications that obtained a favorable agreement in the S2
region.)
Figure 1(b) demonstrates the impact of nonadiabatic cou-
plings on the absorption spectra, the most significant effect
being the larger separation of the S1 and S2 peaks—note that
this quantum effect is reproduced qualitatively by the MSDR.
The nonadiabatic effects are much stronger in the TRSE
spectrum (see Fig. 2), and the MSDR reproduces the resulting
shifts as well as changes in the intensity rather well. More-
over, the FSSH dynamics reproduces better the positive part
of the spectrum, whereas the LMFD outperforms the FSSH in
the negative feature of the spectrum. In contrast, in the uncou-
pled system, the rather strong negative feature is qualitatively
reproduced even by the FSSH version of the MSDR. [Note
that in all figures of TRSE spectra we follow a convention
in which the TRSE spectra have an opposite sign to that in
Eq. (17).]
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FIG. 2. Time-resolved stimulated emission spectrum of the 4D model of
pyrazine at a delay time of 20 fs. (a) Comparison of the approximate MSDR
spectra with the numerically exact quantum spectrum. (b) Effect of nonadi-
abatic couplings on the spectrum. The overall shape of the spectrum as well
as shift and decay of intensity due to nonadiabatic couplings are qualitatively
reproduced by the MSDR. Note that in contrast to the absorption spectra,
MSDR0 here corresponds to the excited state dynamics. In the uncoupled
system, the underlying FSSH dynamics propagates each trajectory with the
Born-Oppenheimer dynamics on one of the excited states (since no hops are
allowed). Following convention, the TRSE spectrum is displayed with a pos-
itive sign instead of negative sign present in the general expression given in
Eq. (17).
B. MSDR calculations using a 24-dimensional
three-surface diabatic model of pyrazine
The more realistic 24-dimensional three-surface diabatic
model of pyrazine (“24D model” hereinafter) was taken from
Ref. 53. The transition dipole moments as well as the energy
difference between the S2 and ground states, unspecified in
Ref. 53, were set to the same values as in the 4D model.
The fixed-grid based methods for solving the Schrödinger
equation are impracticable in such high-dimensional
systems even though other quantum methods such as
multi-configuration time-dependent Hartree,53 full multiple
spawning,56, 86 matching-pursuit/split-operator-Fourier-trans-
form,59 or Gaussian-based multi-configuration time-
dependent Hartree87, 88 methods can still be used. Figure 3
shows that the MSDR spectra do not differ much from those
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FIG. 3. Absorption spectrum of the 24D model of pyrazine: The envelope is
reproduced but the details are lost in the MSDR spectra.
obtained with the 4D model except that they are even less
resolved. This happens notwithstanding that a much weaker
damping τ damp = 150 fs was used (the same as in Ref. 53).
Indeed, the additional 20 degrees of freedom play a role
of explicit environment and cause the broadening of the
peaks due to the four most important modes. Still, the lower
resolution in comparison with the 4D model is mainly due
to the intrinsic error of the MSDR approximation in the
additional 20 degrees of freedom, resulting in an artificial
decay of the correlation function at later times. Incidentally,
this error is aggravated by the fact that the PESs are quadratic
and in many degrees of freedom differ only by the force
constant. Although the DR is exact in displaced harmonic
potentials,11 and both DR and MSDR usually work well in
chaotic systems,8, 26 the nondisplaced harmonic oscillators
with changed force constants, despite the apparent simplicity,
represent the worst case scenario for both approximations
[compare panels (c) and (d) of Fig. 4 in Ref. 25].
Figure 4 compares TRSE spectra computed with and
without nonadiabatic couplings, showing that the most im-
portant effect of nonadiabatic couplings is a gradual decay of
the intensity with the delay time τ . The decay of the TRSE
signal integrated over all frequencies agrees quite well with
the decay of the averaged population of S2 (see Fig. 5). The
agreement is not prefect due to following facts: First, S1 also
contributes to the signal, although ∼nine times less than S2;
and second, averaging of the populations over orientations
does not correspond to the real influence of populations on
the spectrum since the states are bright or dark depending on
the orientation of the molecule. Still, Fig. 5 clearly demon-
strates that in this particular case, the integrated TRSE signal
is a good probe of the excited-state population dynamics.
C. MSDR calculations using a 30-dimensional
four-surface on-the-fly ab initio model of pyrazine
Finally, the MSDR was applied to the 30-dimensional
four-surface ab initio model of pyrazine based on the state-
averaged complete active space self-consistent field [SA-4-
CASSCF(10,8)/6-31G*] electronic structure method.89–91 At
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FIG. 4. Time-resolved stimulated emission spectrum of the 24D model of pyrazine. (a) Decay of the TRSE signal with the delay time τ due to nonadiabatic
couplings computed with the MSDR0 method and FSSH dynamics. (b) Neglecting the nonadiabatic couplings, the TRSE signal does not decay. Note that if the
MSDR0 variant of MSDR is used, the whole time-resolved spectrum can be obtained from a single FSSH simulation of the excited-state dynamics (apart from
averaging over orientations of the molecule).
this level of theory, the vertical excitation energies of the three
singlet excited states S1 (corresponding to the 1B3u state), S2
(1B2u), and S3 (1Au) are 4.85, 5.08, and 5.95 eV, respectively.
In comparison with experimental values of 4.04 eV for S1
and 4.89 eV for S2 used in the 24D model, the ab initio S2
state lies 0.19 eV higher in energy and the S1-S2 gap is re-
duced substantially. The magnitudes of transition dipole mo-
ments of states S1, S2, and S3 to the ground state S0 are 0.56,
0.36, and 0.0 a.u. Thus, S3 is a dark state (which, according to
more accurate electronic structure calculations, actually has a
lower energy than S2)61, 62 and does not directly influence the
calculation—it serves mainly as a stabilizing element in the
state-averaged CASSCF calculation.
Due to computational costs of the ab initio model the
averaging over orientations of pyrazine was not performed.
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FIG. 5. Time-resolved stimulated emission in the 24D pyrazine model. Com-
parison of the decay of the integrated intensity of the TRSE spectrum with the
decay of the population of the S2 state after the excitation by the pump pulse(not taking the probe pulse into account). Both quantities are normalized and
averaged over orientations of the pyrazine molecule. The result shows that in
the isotropic samples of pyrazine the integrated TRSE signal is a good probe
of the decay of S2 population.
Instead, as the authors of most other published pyrazine cal-
culations, we considered a linearly polarized light and the
pyrazine molecule oriented in a way that only the S2 state is
excited. The resulting MSDR absorption spectrum is shown in
Fig. 6. Since the shape of the S2 band is almost unaffected by
the intensity borrowing from S1, the spectrum of the S2 band
can still be compared with the experimental result obtained in
the gas phase and hence automatically averaged over orienta-
tions. Computed spectra were shifted in energy by 0.19 a.u. to
compensate for the inaccuracy of the CASSCF excitation en-
ergy, while a phenomenological damping time τ = 150 fs was
used to account for the environment as in the 24D model.
After the energy shift, the ab initio MSDR spectrum repro-
duces the envelope of the experimental spectrum reasonably
well even though it is slightly narrower. In addition, the ab
initio spectrum oscillates less than the spectrum of the 24D
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FIG. 6. Absorption spectrum of pyrazine: Comparison of the on-the-fly
ab initio MSDR spectrum with the MSDR spectrum of the 24D model and
with the experimental spectrum. The root mean square statistical error of the
spectrum σ s(N, λ) was computed for the 24D model following the method-
ology described in Subsection V D (for N = 256). Both MSDR calculations
used the FSSH dynamics, 256 trajectories, and the total simulation time tmax= 120 fs.
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FIG. 7. Time-resolved stimulated emission spectrum of pyrazine at a delay
time of 20 fs: Comparison of on-the-fly ab initio MSDR spectra with the
quantum spectrum of the 4D model. Both MSDR calculations used the FSSH
dynamics, 256 trajectories, and total simulation time tmax = 140 fs.
model obtained under the same conditions. Nevertheless, as-
suming that the statistical error of ab initio spectrum is simi-
lar to the statistical error σ s(N, λ) of the spectrum of the 24D
model (see Fig. 6), the “detailed features” of the MSDR spec-
tra should be considered statistical artifacts.
The TRSE spectra of the S2 state computed with the on-
the-fly ab initio MSDR are shown in Fig. 7. The MSDR0
and MSDRμ agree rather well not only with each other
but also with the quantum spectrum of the 4D model with
the initial state derived from the CASSCF ground state (in-
stead of the MP2 based ground state used in Ref. 51 and
Subsection V A). With this ground state the whole 4D model
except for the vertical energies becomes CASSCF based. The
comparison with the ab initio spectra is thus sensible and sug-
gests that neither the remaining 20 degrees of freedom nor the
anharmonicity of S2 plays a very important role in the TRSE
spectra of pyrazine. Note that—in contrast to the coupled 4D
model—the MSDR with the FSSH dynamics now seems ca-
pable of reproducing the negative feature of the spectrum al-
though barely beyond statistical fluctuations.
The excited-state populations shown in Fig. 8 are ob-
tained from the FSSH excited-state dynamics underlying the
MSDRμ calculation of absorption spectra (or, equivalently,
MSDR0 calculation of the TRSE spectra). The S2 state decays
into S1 with a half-life of ∼20 fs in an excellent agreement
with experimental observations46 and theoretical calculations
based on the TD-DFT method.92 However, the comparison of
Figs. 5 and 8 reveals that the decay is different in the diabatic
24D model and adiabatic ab initio model. In the two mod-
els, the populations of S2 decay on a similar time scale but
reach different final values after 100 fs. In the diabatic 24D
model, the final population is ∼0.4 whereas in the ab initio
model the population decays nearly to zero. Since the final
population is only weakly affected by the averaging proce-
dure used in Fig. 5, the difference between the final popula-
tion in the two models is probably due to the difference in the
model potentials and due to the well-known deficiencies of
the FSSH dynamics, namely, the “overcoherence” and the in-
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FIG. 8. Populations of the four lowest electronic states of pyrazine obtained
with the on-the-fly ab initio FSSH dynamics underlying the MSDR
μ
calcu-
lation. The molecule of pyrazine is oriented in such a way that only S2 is
initially excited by the pump pulse; the probe pulse is not taken into account.
Following the excitation, S2 decays to S1 with a half-life of ∼20 fs.
consistency between the propagation in the adiabatic and dia-
batic basis.69, 93, 94 Reassuringly, the effect of such differences
on spectra is quite weak (see Fig. 6).
D. Statistical convergence of the MSDR
In contrast to the DR,29 an analytical formula for the sta-
tistical error of the MSDR is not available. Nevertheless, it is
reasonable to expect that the MSDR inherits some favorable
convergence properties from its adiabatic predecessor, most
notably the independence of the expected statistical error of
the number of degrees of freedom.29 To test this surmise, we
have compared numerically computed statistical errors of the
dipole autocorrelation functions in the 4D and 24D models
with the analytically evaluated expected statistical error which
the DR would attain for the same autocorrelation function.
For the purpose of comparison, we define the root mean
square statistical error σC(N, t) of the normalized dipole au-
tocorrelation function Cμ, n(N, t) := Cμ(N, t)/Cμ(N, 0) as
σC(N, t)2 =
∣∣Cμ,n(N, t) − Cμ,n(∞, t)∣∣2, (56)
where the overline denotes an average over an infinite number
of simulations with different sets of N trajectories. Not having
an infinite number of simulations at hand, the errors were es-
timated numerically using 100 independent simulations, each
with N = 4096 trajectories. To project out the effect of the ac-
tual number of trajectories used, σC(4096, t) were converted
into an error per trajectory σC(1, t) := N1/2σC(N, t).
The results are shown in Fig. 9. Whereas both the 4D
and 24D models exhibit the same initial decay of |Cμ, n|, the
recurrences present in the 4D model are suppressed in the 24D
model. Yet, the statistical error σC of the MSDR appears to
be independent of the dimensionality. Moreover, within the
statistical error of σC itself, the MSDR error σC, MSDR is the
same as the error σC, DR of the DR, captured by the analytical
formula σC, DR(1, t)2 = 1 − |Cμ, n(∞, t)|2.
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FIG. 9. Statistical errors: Comparison of normalized dipole autocorrelation
functions |C
μ, n
| and root mean square errors of C
μ, n
per trajectory [σC(1, t)]
for the MSDR calculations in the 4D and 24D models. The analytically com-
puted error σC, DR(1, t) shows the hypothetical statistical error of Cμ, n if it
were computed with the DR instead of MSDR. Whereas the recurrences of
the correlation function |C
μ, n
| are much weaker in the 24D model than in 4D
model, the statistical error σC(1, t) of the MSDR appears to be independent
of dimensionality. In addition—within statistical fluctuations due to the finite
number of simulations—this error agrees with σC, DR(1, t).
VI. CONCLUSION
We have extended the MSDR method in order that it can
be used to evaluate correlation functions needed for the cal-
culations of linear and pump-probe spectra involving nonadia-
batic effects. By computing the absorption and TRSE spectra
of pyrazine, we have shown that the MSDR captures quali-
tatively the main features of the spectra. However, since the
MSDR cannot accurately resolve vibrational peaks, it is less
suitable for calculations of absorption spectra unless one is
primarily interested in the envelope of the spectrum or the
qualitative effect of nonadiabatic couplings. On the other
hand, our calculations confirm the utility of the MSDR for
the evaluation of TRSE spectra, where the main features (i.e.,
decay of intensity due to nonadiabatic coupling, shifts of the
maxima as a function of delay time, and negative features) are
often the only features of interest to experimentalists and are
all described rather well with the method.
Although MSDR may be less accurate than other semi-
classical or mixed quantum-classical methods for computing
nonadiabatic electronic spectra, the main practical advantages
of the MSDR are its efficiency and simplicity—in contrast
to approaches31 based on the semiclassical initial value rep-
resentation, the MSDR does not require the Hessian of the
potential energy, and, unlike methods79 directly solving the
MQCL equation, the MSDR relies on dynamical equations
that are easy to solve numerically. In particular, in MSDR
each trajectory carries all components of the density matrix,
whereas in direct solutions of the MQCL equation, each com-
ponent of the density matrix is propagated with a separate
ensemble of trajectories. In this sense, MSDR is related to
an approximate solution of the MQCL equation proposed by
Roman and Martens,78 in which the full density matrix is
propagated using a single ensemble of trajectories, evolved
with a reference Hamiltonian and yielding accurate results
at lower costs than direct solutions of the MQCL equation.
However, unlike the method of Roman and Martens78 and di-
rect approaches to solve the MQCL equation, where differ-
ent trajectories within an ensemble feel the same Hamilto-
nian, in MSDR each trajectory feels its own locally mean-
field Hamiltonian (in MSDR/LMFD) or instantaneous Born-
Oppenheimer Hamiltonian (in MSDR/FSSH); this does not
cause numerical difficulties since MSDR trajectories do not
communicate.
As the computational cost per trajectory of the MSDR
exceeds only very slightly the cost of the FSSH or Ehrenfest
dynamics, our method can be readily applied on the fly. In
addition, the implementation of the MSDR into a code for
FSSH or Ehrenfest dynamics is very simple; essentially, apart
from the computation of the dipole operator matrix, only four
additional operations are needed: (i) For each trajectory, one
must perform an additional propagation of the electronic de-
gree of freedom (using the same Hamiltonian matrix as for the
LMFD or FSSH dynamics but with a different initial condi-
tion). (ii) One must compute the overlap of the two electronic
states resulting from the two propagations. This amounts to a
dot product of vectors for pure states, or to a trace of a matrix
product for general states at each step and for each trajectory.
(iii) The dipole autocorrelation function is computed at every
step as an average of this overlap over all trajectories. (iv) At
the end of simulation, the spectrum is obtained as the Fourier
transform of the dipole autocorrelation function.
The approximate MSDR dynamics underlying both the
absorption and TRSE spectra is the dynamics on either the
ground or excited surface; both absorption and TRSE spectra
can therefore be computed almost for free during a standard
excited-state calculation.
In the future, the effects of using the non-Condon dipole
operator and propagation of the nuclei according to the av-
erage electronic density should be explored. In addition, the
MSDR may be generalized in a relatively straightforward way
to compute different autocorrelation functions. Also, a possi-
bility of adding a decoherence correction93, 94 to the underly-
ing FSSH dynamics may be considered. Finally, the accuracy
and efficiency of the method may be improved by implement-
ing a prefactor amplitude correction,24, 25 cellularization,19, 25
or by replacing the trajectories with evolving Gaussian basis
functions,26 i.e., ideas that have been used successfully in the
Born-Oppenheimer DR.19, 24–26
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APPENDIX: DERIVATION OF EXPRESSIONS
RELATING LINEAR AND PUMP-PROBE SPECTRA
TO DIPOLE TIME-CORRELATION FUNCTIONS
In this appendix, we provide derivations of perturbative
expressions for linear and pump probe spectra in the general
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setting of mixed states, arbitrary couplings between electronic
states, and arbitrary pulse shapes.
1. Nonperturbative electric-dipole spectrum
We start by reviewing the relation between the nonpertur-
bative spectrum and polarization of the sample using the den-
sity operator formalism; for a detailed derivation in the wave-
function setting, see, e.g., Ref. 95 or Tannor’s textbook.80 In
this subsection (only), we consider the exact, nonperturbative
density operator ρˆ tot(t) obtained by evolution with the total
Hamiltonian ˆHtot(t) using the von Neumann equation
i¯ d
dt
ρˆ tot(t) = [ ˆHtot(t), ρˆ tot(t)]. (A1)
In general, spectrum provides a measure of the energy
transfer between the electromagnetic field and the molecule.
The rate of change of the molecule’s energy is simply the time
derivative of the expectation value of the total Hamiltonian
d
dt
Htot =
d
dt
Tr[ρˆ tot(t) ˆHtot(t)] = − P (t) ·
d
dt
E(t), (A2)
where the second equality was obtained using Eq. (A1) and
by introducing the polarization
P (t) := Tr(ρˆ tot(t) ˆμ) (A3)
as the expectation value of the electric dipole operator. The
total energy transferred is obtained by integrating Eq. (A2)
over all times
Htot = −
∫ ∞
−∞
P (t) · d
dt
E(t) dt
= 2πi
∫ ∞
−∞
ω ˜P (ω)∗ · ˜E(ω) dω
=
∫ ∞
−∞
H (ω) dω, (A4)
where ˜E(ω) and ˜P (ω) are the Fourier transforms of the polar-
ization and electric field. The second equality follows from
the Plancherel theorem and the Fourier-derivative relation,
while the third equality introduces the total energy absorbed
per unit frequency
H (ω) := −2πω Im[ ˜P (ω)∗ · ˜E(ω)]. (A5)
The incident field energy per area (“radiation expo-
sure”) is computed by integrating the incident energy flux
(i.e., the magnitude of the Poynting vector) S(t) := c| E(t)
× B(t)|/(4π ) = cE(t)2/(4π ) over all times,
Incident energy
Area
=
∫ ∞
−∞
S(t) dt = c
2
∫ ∞
−∞
| ˜E(ω)|2 dω,
(A6)
where the Plancherel theorem was used again.
Now we are ready to define the spectrum as the
frequency-dependent cross section for the energy transfer
from the field to the molecule
σ (ω) := Energy transferred at ω
Incident energy per area at ω
= H (ω)
c| ˜E(ω)|2/2 ,
(A7)
where the denominator is the incident field energy per unit fre-
quency and area, and can be read off from Eq. (A6). Combin-
ing Eqs. (A5) and (A7), we arrive at the promised expression
connecting the nonperturbative spectrum to the polarization
of the sample
σ (ω) = 4πω
c
Im[ ˜P (ω) · ˜E(ω)∗]
| ˜E(ω)|2 . (A8)
This formula, valid for both continuous-wave and ultrafast ex-
periments with both weak and strong fields, captures absorp-
tion and emission spectra, vibronic and rovibrational spectra,
as well as linear and nonlinear spectra.
2. Time-dependent perturbation theory
for polarization
In a majority of spectroscopic experiments, the fields are
relatively weak, and expression (A8) can be expanded in or-
ders of TDPT. Although the TDPT does not necessarily sim-
plify numerical calculations, it often facilitates the interpreta-
tion of such spectra.
To compute the spectrum from expression (A8), one
needs to find the polarization, which—within the TDPT—
may be expanded in a series63
Ptot(t) ∼
∞∑
n=0
P (n)(t), (A9)
where the nth-order polarization depends on the nth power of
the electric field and is obtained as
P (n)(t) := Tr[ρˆ(n)(t) ˆμ] (A10)
from the corresponding term of the perturbative expansion of
the density operator
ρˆ tot(t) ∼
∞∑
n=0
ρˆ(n)(t). (A11)
The nth-order term of the density operator is conveniently ex-
pressed in the interaction picture,
ρˆ
(n)
I (t) := ˆU(t)†ρˆ(n)(t) ˆU(t), (A12)
in which it is given by
ρˆ
(n)
I (t) =
(
i
¯
)n ∫ t
−∞
dtn
∫ t
n
−∞
dtn−1 · · ·
∫ t2
−∞
dt1
× [ E(tn) · ˆμ(tn), [· · · [ E(t1) · ˆμ(t1), ρˆ] · · · ]],
(A13)
where we have used the stationarity (10) of ρˆ.
3. Linear electric-dipole spectrum
Let us denote the projection of the molecular polarization
onto the polarization of the laser field by P (t) := P (t) · . The
linear electric-dipole spectrum is obtained63 simply by sub-
stituting into the general nonperturbative expression (A8) the
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linear polarization
P (1)(t) = Tr[ρˆ(1)(t)μˆ] = Tr [ρˆ(1)I (t)μˆ(t)]
= i¯
∫ t
−∞
dt1E(t1) Tr{[μˆ(t1), ρˆ]μˆ(t)}. (A14)
By noting that
Tr{[μˆ(t1), ρˆ]μˆ(t)} = Tr{[μˆ, ρˆ(t1)]μˆ(t − t1)}
= Tr{[μˆ, ρˆ]μˆ(t − t1)}, (A15)
which follows from the cyclic property of the trace and sta-
tionarity (10) of ρˆ, and by changing variables to t′ := t − t1,
one can rewrite the linear polarization (A14) as
P (1)(t) = i¯
∫ ∞
0
dt ′E(t − t ′)[C(1)μ (t ′)∗ − C(1)μ (t ′)], (A16)
where C(1)μ (t) := Tr[ρˆ μˆ μˆ(t)] = Tr[ρˆ μˆ(t)μˆ]∗ is the dipole
time-autocorrelation function (9), the second equality follow-
ing from the cyclic property of the trace and hermiticity of μˆ
and ρˆ. Using the causal form of the correlation function
S
(1)
μ (t) := θ (t)C(1)μ (t),
where θ is the Heaviside function [θ (t) = 1 for t ≥ 0 and θ (t)
= 0 for t < 0], one can express the polarization as
P (1) = i¯E ∗
(
S
(1)∗
μ − S(1)μ
)
, (A17)
where ∗ denotes the convolution
(f ∗ g) (t) :=
∫ ∞
−∞
f (t − t ′)g(t ′)dt ′. (A18)
Substitution of the Fourier-transformed polarization,
˜P (1) = 2πi¯
˜E
(
S˜
(1)∗
μ − S˜(1)μ
)
, (A19)
obtained from Eq. (A17) using the convolution theorem, into
the nonperturbative expression (A8) completes the derivation
of the linear spectrum (8).
4. Pump-probe electric-dipole spectrum
Assuming nonparallel pump and probe laser beams and
heterodyne detection in the direction kpr of the probe beam,6
the cross section σ (ω, τ ) [Eq. (16)] corresponding to the dif-
ferential pump-probe spectrum is found by subtracting the
cross section for the probe only [σ pr(ω)] from the cross sec-
tion for both pulses combined [σ pu + pr(ω, τ )]. The differential
spectrum is therefore obtained by substituting the differential
polarization δ P := P pu+prkpr − P
pr
kpr , where P
j
kpr is the compo-
nent of the total polarization P j in experiment j radiating in
the direction kpr, into the general nonperturbative expression
(A8)96
σ (ω, τ ) = 4πω
c
Im[δ ˜P (ω, τ ) · ˜Epr (ω)∗]
| ˜Epr (ω) |2 . (A20)
Using the TDPT, the leading term of the differential polar-
ization δ P is δ P (3) since the first-order terms P pu+pr,(1)kpr and
P pr,(1)kpr cancel each other in the difference δ P and since the
second-order polarization P j,(2) vanishes in media with inver-
sion symmetry.6 In analogy to the derivation of nonperturba-
tive spectrum (A8) from the total energy transfer (A4), the
third-order pump-probe spectrum (A20) can be derived from
the energy transfer
δH (3) = −
∫ ∞
−∞
δ P (3)(t) · d
dt
Epr(t) dt, (A21)
where the total third-order polarization in experiment j is
defined as
P j,(3)(t) = Tr[ρˆj,(3)(t) ˆμ] = Tr [ρˆ(3)I (t) ˆμ(t)], (A22)
in terms of the third-order density operator, given by
ρˆ
j,(3)
I (t) =
(
i
¯
)3 ∫ t
−∞
dt3
∫ t3
−∞
dt2
∫ t2
−∞
dt1
× [ Ej (t3) · ˆμ(t3), [ Ej (t2) · ˆμ(t2),
× [ Ej (t1) · ˆμ(t1), ρˆ]]]. (A23)
Assuming the widths of the pump and probe pulses to
be much smaller than the delay τ , one may make the NOP
approximation, which mathematically amounts to computing
the differential density δρˆ(3)I (t) from Eq. (A23) for ρˆj,(3)I (t) by
replacing Ej with Epu at times t1 and t2 and with Epr at time
t3, as well as by replacing the upper limit t3 with ∞ in the in-
tegral over t2. [More generally, the NOP approximation only
implies that all interactions with Epr follow all interactions
with Epu; altogether there are four such terms since the last
of the four interactions–the one in Eq. (A21)–is always with
Epr; however, only the above-mentioned term ( Epu)2( Epr)2
survives since the terms Epu( Epr)3 and ( Epu)3 Epr with odd in-
teractions with the pump do not propagate in the direction of
the probe beam,6 and ( Epr)4 vanishes in the differential spec-
trum since two identical terms of this type cancel each other in
the differential polarization δ P (3) = P pu+pr,(3)kpr − P
pr,(3)
kpr .] Us-
ing dipole moment projections (14) and (15), denoting simi-
larly δP (3)(t) := δ P (3)(t) · pr, within the NOP approximation
Eqs. (A21)–(A23) for H(3) simplify to
δH
(3)
NOP = −
∫ ∞
−∞
d
dt
Epr(t)δP (3)NOP(t) dt, (A24)
δP
(3)
NOP(t) = Tr
[
δρˆ
(3)
I,NOP(t)μˆpr(t)
]
, (A25)
δρˆ
(3)
I,NOP(t) =
i
¯
∫ t
−∞
dt3
[
Epr(t3)μˆpr(t3), ρˆpuNOP
]
, (A26)
where ρˆpuNOP is the second-order density operator generated by
the pump pulse,
ρˆ
pu
NOP :=
(
i
¯
)2 ∫ ∞
−∞
dt2
∫ t2
−∞
dt1
× [Epu(t2)μˆpu(t2), [Epu(t1)μˆpu(t1), ρˆ]]. (A27)
Note that for nonoverlapping pulses the four-dimensional
time integral for δH(3) [Eqs. (A21)–(A23)] decouples into
two independent two-dimensional integrals, one for δH (3)NOP
[Eqs. (A24)–(A26)] and one for ρˆpuNOP [Eq. (A27)].
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Within the ultrashort pulse (USP or impulsive) approxi-
mation for the pump pulse, the pulse envelope δpun is assumed
to be a delta function on the nuclear time scale, so the nuclei
do not move during the pump excitation. One often considers
a Gaussian δpun with a width much shorter than the vibrational
period and much longer than the electronic period, and a har-
monic electronic factor Epue (t) = Epu0 cos(ωct − ϕpu). Since
the derivation for arbitrary pulse shapes is not difficult, be-
low we will use neither this form nor the splittings (12) and
(13) of the electric field into electronic and nuclear factors,
and will instead work with general Epu(t), assuming only that
it is localized at time 0 and that the bandwidth of the pulse
is narrow on electronic scale and wide on nuclear scale. As a
result, the pulse excites only electronic states of interest, but
within those states, all vibrational levels are excited equally.
By expanding Epu(t) = ∫ ˜Epu(ω)e−iωtdω and using the
USP approximation μˆpu(t) ≈ μˆpuUSP(t) :=
∑
kl μ
pu
kl |k〉〈l|eiωkl t
in Eq. (A27) for ρˆpuNOP, where ¯ωkl is the difference between
the energies of electronic states k and l, one obtains
ρˆ
pu
NOP+USP :=
∫ ∞
−∞
dt2
∫ ∞
−∞
dω2
˜Epu(ω2)
∫ t2
−∞
dt1
∫ ∞
−∞
dω1
˜Epu(ω1)
×
∑
klmn
ˆCklmn exp[i(ωkl−ω2)t2+i(ωmn−ω1)t1],
ˆCklmn :=
(
i
¯
)2 [
μˆ
pu
kl |k〉〈l|,
[
μˆ
pu
mn|m〉〈n|, ρˆ
]]
.
By changing variables from t1 to t ′1 := t2 − t1, one can sepa-
rate and analytically evaluate the two time integrals,
ρˆ
pu
NOP+USP :=
∫ ∞
−∞
dω2
˜Epu(ω2)
∫ ∞
−∞
dω1
˜Epu(ω1)
×
∑
klmn
ˆCklmn
∫ ∞
−∞
dt2 exp[i(ωkl
+ ωmn − ω1 − ω2)t2]
×
∫ ∞
−∞
dt ′1θ (t ′1) exp[i(ω1 − ωmn)t ′1]
=
∫ ∞
−∞
dω2
˜Epu(ω2)
∫ ∞
−∞
dω1
˜Epu(ω1)
∑
klmn
ˆCklmn
× 2πδ(ωkl + ωmn − ω1 − ω2)
×
[
πδ(ω1 − ωmn) + PV
i
ω1 − ωmn
]
≈ 2π2
∑
klmn
˜Epu(ωkl) ˜Epu(ωmn) ˆCklmn
= 2π2¯−2[μˆpuRC, [ρˆ, μˆpuRC]] =: ρˆpuNOP+USP+RC,
(A28)
where, on the penultimate line, we used the RC to neglect the
Cauchy principal value (PV) contribution to the ω1 integral,
and, on the last line, introduced the resonant dipole moment
(20).
Since we are interested in the signal in the direction of the
probe pulse, the PM implies that the momentum transfer be-
tween the molecule and the pump pulse must approximately
vanish (¯kpu1 − ¯kpu2 ≈ 0) and therefore frequencies ω1(=ωkl)
and ω2(=ωmn) in the derivation of Eq. (A28) must be ap-
proximately equal in magnitude but of opposite sign. Assum-
ing again that the bandwidth of Epu is relatively narrow, i.e.,
that the pump excites only nearly degenerate electronic tran-
sitions, while the detector is sufficiently large to detect signal
with a slightly mismatched momentum transfer ¯kpu1 − ¯kpu2
corresponding to these two transitions, the PM implies that
instead of ρˆpuNOP+USP+RC, one should actually use
ρˆ
pu
NOP+USP+RC+PM
:= 2π2
∑
klmn
ω
kl
≈−ω
mn
˜Epu(ωkl) ˜Epu(ωmn) ˆCklmn
= 2π2¯−2([μˆpu†RC+PM, [ρˆ, μˆpuRC+PM]]+ h.c.), (A29)
where we have introduced the nonhermitian resonant dipole
operator
μˆ
pu
RC+PM :=
∑
k>l
˜Epu(ωkl)μˆpukl |k〉〈l|,
which can also be obtained by applying the RC to
the nonhermitian dipole operator within the RWA, μˆpuRWA
:= ∑k>l μˆpukl |k〉〈l|. In the derivation of Eq. (A29), we have
also assumed that frequencies of all transitions due to
non-Condon effects are much smaller than the carrier fre-
quency of the pulse; this assumption is very well satisfied
in molecules. Finally, note that if the initial state ρˆ is in the
electronic ground state (ρˆ = ρˆ00|0〉〈0|), then ρˆpuNOP+USP+RC
= ρˆpuNOP+USP+RC+PM, and that is why we could use
ρˆ
pu
NOP+USP+RC in the main text.
Now let us turn to the treatment of the probe pulse and of
the final spectrum. Using the Fourier cross-correlation theo-
rem, the spectrum (A20) can be re-expressed as
σ (ω, τ ) = 4πω
c
| ˜Epr (ω) |−2 1
2π
Im ˜CEprδP (ω), (A30)
where the cross-correlation between Epr and δP is defined as
CEprδP (t) :=
∫ ∞
−∞
dt4E
pr(t4 − t)∗δP (t4) (A31)
and the argument τ was suppressed for simplicity. Using the
TDPT and NOP approximation, we can replace δP(t4) with
δP
(3)
NOP(t4) from Eqs. (A25) and (A26),
δP
(3)
NOP(t4)
= i¯
∫ t4
−∞
dt3E
pr(t3) Tr
{
μˆpr(t4)
[
μˆpr(t3), ρˆpuNOP
]}
= i¯
∫ ∞
0
dt ′Epr(t4 − t ′) Tr
{
μˆpr(t4)
[
μˆpr(t4 − t ′), ρˆpuNOP
]}
,
(A32)
where we changed integration variables from t3 to t′ := t4
− t3. Now we also make the USP approximation for the probe
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pulse, consisting in replacing the evolving dipole moment op-
erators μˆpr(t4) and μˆpr(t4 − t ′) with
μˆ
pr
USP(t4) :=
∑
kl
μ
pr
kl(τ + t ′)|k〉〈l|eiωkl(t4−t
′−τ)
and
μˆ
pr
USP(t4 − t ′) :=
∑
mn
μ
pr
mn (τ ) |m〉〈n|eiωmn(t4−t ′−τ), (A33)
where we used that the peak of the probe pulse arrives at time
t4 = τ + t′ since the probe pulse Epr(t4 − t′) in Eq. (A32)
is shifted by t′. Substituting δP (3)NOP(t4) from Eq. (A32), and
μˆ
pr
USP(t4) and μˆprUSP(t4 − t ′) from Eq. (A33) into Eq. (A31)
for CEprδP (t), Fourier expanding the real fields Epr(t4 − t)∗
= Epr(t4 − t) and Epr(t4 − t′), and Fourier transforming the
resulting C(3)EprδP,NOP+USP(t), we arrive at
˜C
(3)
EprδP,NOP+USP(ω)
= 1
2π
∫ ∞
−∞
dt
∫ ∞
−∞
dt4
∫ ∞
−∞
dω4
˜Epr(ω4)
∫ ∞
0
dt ′
∫ ∞
−∞
dω3
˜Epr(ω3)
×
∑
klmn
Dklmn
(
t ′
)
eiφI , (A34)
where
Dklmn(t ′) :=
i
¯ Tr
[
μˆ
pr
kl(τ+t ′)|k〉〈l|,
[
μˆ
pr
mn(τ )|m〉〈n|, ρˆpuNOP
]]
,
φI := ωt − ω4(t4 − t) − ω3(t4 − t ′)
+ (ωkl + ωmn)(t4 − t ′ − τ )
= (ω + ω4)t + (ωkl + ωmn − ω3 − ω4)t4
+ (ω3 − ωkl − ωmn)t ′ − (ωkl + ωmn)τ. (A35)
Integration over t and t4 gives
˜C
(3)
EprδP,NOP+USP(ω)
= 2π
∫ ∞
0
dt ′
∫ ∞
−∞
dω4
˜Epr(ω4)
∫ ∞
−∞
dω3
˜Epr(ω3)
×
∑
klmn
Dklmn(t ′)δ(ω+ω4)δ(ωkl+ωmn−ω3−ω4)eiφII ,
φII := (ω3 − ωkl−ωmn)t ′−(ωkl+ωmn)τ,
allowing a trivial integration over ω4 and ω3, which yields
˜C
(3)
EprδP,NOP+USP(ω)
= 2π
∫ ∞
0
dt ′
∑
klmn
Dklmn
(
t ′
)
˜Epr(−ω)
× ˜Epr(ω + ωkl + ωmn)eiωt
′−(ω
kl
+ω
mn
)τ .
Since the probe pulse is centered at τ , it is more convenient
to work with Epr0 (t) := Epr(t + τ ), which is centered at t = 0
and whose Fourier transform satisfies ˜Epr(ω) = ˜Epr0 (ω)eiωτ .
As a result, we find
˜C
(3)
EprδP,NOP+USP(ω)
= 2π
∫ ∞
0
dt ′
∑
klmn
Dklmn(t ′) ˜Epr0 (−ω) ˜Epr0 (ω+ωkl+ωmn)eiωt
′
.
(A36)
Now let us assume that the laser field is almost in res-
onance with one of the electronic transitions of interest, i.e.,
ω ≈ −ωkl (or, equivalently, ω ≈ ωmn). Under this RC,
˜C
(3)
EprδP,NOP+USP+RC(ω)
= 2π
∫ ∞
0
dt ′
∑
klmn
Dklmn
(
t ′
)
˜E
pr
0 (ωkl) ˜Epr0 (ωmn)eiωt
′
= 2πi¯
∫ ∞
0
dt ′ Tr
{
μˆ
pr
RC(τ + t ′)
[
μˆ
pr
RC(τ ), ρˆpuNOP
]}
= 2πi¯
∫ ∞
0
dt ′ Tr
{
μˆ
pr
RC(t ′)
[
μˆ
pr
RC, ρˆ
pu
NOP(τ )
]}
, (A37)
where we used the cyclic property of the trace (on the last
line) and introduced the resonant dipole moment
μˆ
pr
RC :=
∑
kl
˜Epr(ωkl)μˆprkl|k〉〈l|. (A38)
Substitution of ˜C(3)EprδP,NOP+USP+RC(ω) from Eq. (A37) into
Eq. (A30) gives the desired expression for the differential
pump-probe spectrum
σ (3)(ω, τ ) =4πω¯c |
˜E
pr
0 (ω) |−2
× Re
∫ ∞
0
[
C
(3)
μ
pr
RC,τ
(
t ′
)∗ − C(3)
μ
pr
RC,τ
(
t ′
)]
eiωt
′
dt ′,
(A39)
where the resonant dipole autocorrelation function is
C
(3)
μ
pr
RC,τ
(
t ′
)
:= Tr [ρˆpuNOP (τ ) μˆprRCμˆprRC (t ′)] . (A40)
For ultrashort pump pulses resonant with some electronic
transitions, one may also replace ρˆpuNOP with ρˆ
pu
NOP+USP+RC+PM
from Eq. (A29).
The result (A39) generalizes the “standard” expres-
sion (17) since it still depends on the probe field. As
mentioned for pump pulses in Sec. V, for sinc pulses
the Fourier transform ˜Epr0 (ω) is a simple box function,
the cancellation of the probe field occurs exactly and
one obtains the spectrum (17) with the correlation func-
tion (18). More generally, the cancellation occurs approxi-
mately also for other ultrashort pulse shapes since for res-
onant transitions, one must have approximately ωkl + ωmn
≈ 0 so ˜Epr0 (−ω) ˜Epr0 (ω + ωkl + ωmn) ≈ ˜Epr0 (−ω) ˜Epr0 (ω) in Eq.
(A36), resulting again in the spectrum of Eq. (17).
Finally, let us note that in practice, one can replace μˆpr
with μˆprcutoff = μˆpr , where μˆprcutoff,kl = μˆprkl for states with tran-
sition frequency within the spectral range of the pulse (ωkl
∈ Bpr) and μˆprcutoff,kl = 0 otherwise. Although the cross-section
for a transition with frequency ωkl outside of the spectral
range of the probe may be large (and, due to cancellation
of | ˜Epr0 (ω)|2, in our limit approximately independent of the
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probe field), it cannot be measured with a probe field of a
given spectral range if 2π | ˜Epr(ωkl)|2 is lower than the low-
est measurable intensity in the experiment. Obviously, using
μˆ
pr
cutoff enormously simplifies calculations.
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