Abstract-Particle swarm optimization (PSO) is a popular metaheuristic for deterministic optimization. Originated in the interpretations of the movement of individuals in a bird flock or fish school, PSO introduces the concept of personal best and global best to simulate the pattern of searching for food by flocking and successfully translate the natural phenomena to the optimization of complex functions. Many real-life applications of PSO cope with stochastic problems. To solve a stochastic problem using PSO, a straightforward approach is to equally allocate computational effort among all particles and obtain the same number of samples of fitness values. This is not an efficient use of computational budget and leaves considerable room for improvement. This paper proposes a seamless integration of the concept of optimal computing budget allocation into PSO to improve the computational efficiency of PSO for stochastic optimization problems. We derive an asymptotically optimal allocation rule to intelligently determine the number of samples for all particles such that the PSO algorithm can efficiently select the personal best and global best when there is stochastic estimation noise in fitness values. We also propose an easy-toimplement sequential procedure. Numerical tests show that our new approach can obtain much better results using the same amount of computational effort.
PSO's application in optimization. In this version of PSO, a swarm is formed by a certain number of particles. Each particle moves from one solution in the search space to another based on the locational information of both the best solution that it has visited personally (personal best) and the best solution that is visited by any of the particles that this particle can communicate with (global best). To control the balance between exploration and exploitation, the inertia weight [2] and the constriction factor [3] were introduced into the velocity updating equation to improve the basic PSO model. These three papers build the basic framework for the canonical PSO [4] . Because PSO is an efficient derivative-free method for black-box optimization, PSO has become a popular research topic and has been studied from many aspects. Many excellent reviews are available (see [4] [5] [6] ).
The main body of all this development work on PSO has concentrated on optimization in deterministic environments. However, many real-life optimization problems are stochastic [7] [8] [9] . Although there is little theoretical research about stochastic PSO, several numerical experiments that apply PSO to real-life problems such as power systems [10] , [11] have been done in a stochastic environment. The primary challenge for stochastic problems is the stochastic nature of fitness value evaluation. Unlike deterministic optimization, evaluating fitness value just once is not enough since the fitness function is noisy. A general approach is to take more than one sample for each solution and employ the sample mean of these fitness value samples as an approximation of the true fitness value of the solution. Hence, the number of samples taken for each solution becomes a key issue as it determines the accuracy of fitness evaluation. A large number of samples can be required to obtain accurate fitness values, which can be very time-consuming. On the other hand, if we relax the requirement on accuracy, the high noise may decrease the algorithm's ability to identify global best and personal best and then has a detrimental effect on the search efficiency of PSO.
Traditionally, a constant number of samples are taken for all the particles generated in an iteration. This represents an equal computing resource allocation approach. The focus of this paper is to develop an efficient approach to intelligently allocate computing resource among all particles such that PSO can correctly select the personal best and global best when stochastic estimation noise is present. Our approach is related to the ranking and selection (R&S) (see [12] [13] [14] ). One of most efficient R&S approaches is the optimal computing budget allocation (OCBA) procedure developed in [15] and [16] which aims at obtaining an effective allocation rule such that the probability of correctly selecting the best alternative from a finite number of solutions can be maximized under a limited computing budget constraint. It has been shown that OCBA has great potential in improving the computational efficiency of optimization methods applied to stochastic optimization problems (see [17] [18] [19] [20] [21] ). However, most of the OCBA research has focused on identifying the best or a subset of best solutions for typical R&S problems.
Given the popularity of PSO in deterministic optimization and the efficiency of OCBA in stochastic sampling, some researchers have proposed the integration of PSO with OCBA (PSO_OCBA) for stochastic optimization problems. In [22] , the design of a computing budget allocation scheme for PSO was explored. In [23] [24] [25] [26] , the OCBA allocation rule in [15] was directly applied to PSO and obtained some improvement in computational efficiency. In [27] , the OCBA procedure in [15] was combined with PSO into a twostage algorithm and applied to a wafer probe testing problem in semiconductor manufacturing. In [28] and [29] , detailed analyses were presented to illustrate how PSO's performance can deteriorate for stochastic problems and the authors suggested to use resampling such as the procedure in [23] to mitigate the deception and blindness in PSO. All previous works [23] [24] [25] [26] [27] directly apply the standard OCBA procedure and show that OCBA can significantly enhance the efficiency of PSO for stochastic optimization. However, the standard OCBA allocation rule in [15] is designed to select the best one from a given number of alternatives. In PSO, we need to select not only the best one (global best) but also the personal best for each particle.
Hence, instead of only considering global best and directly applying the standard OCBA procedure, the objective of this paper is to derive a new computing effort allocation rule specifically for PSO, considering the selection of both global best and personal best in the allocation rule. We propose an asymptotically optimal allocation that maximizes the probability of correctly selecting the global best and personal best. We combine this new allocation scheme with canonical PSO and refer to the new algorithm as PSO_OCBA.
In the following, we first describe the problem setting of PSO for stochastic optimization in Section II. We then formulate the PSO_OCBA problem and derive an optimal allocation rule for PSO. In Section IV, we present numerical experiments comparing PSO_OCBA with other allocation rules. The conclusion is then given in Section V.
II. PROBLEM SETTING

A. Problem Setting
We introduce the following notations.
: Continuous search space.
X:
Feasible solution in .
Location of the ith solution.
m:
Number of particles in the swarm. f (X): True fitness value of the solution of X. ω j (X): Stochastic noise in the jth sample. We assume ω j (X) is independently and normally distributed with zero mean and finite variance σ 2 j . f j (X): jth sample of the fitness value of X, i.e.,f j (
. Without loss of generality, the general optimization problem can be expressed as a minimization problem as follows:
In the stochastic setting, the performance of a solution, f (X), is estimated by the sample meanf (X). As we take more samples,f (X) estimates f (X) more accurately. While it is impossible to have an infinite number of samples taken in practice, we aim to investigate how we should allocate the finite computing budget in a more efficient way for PSO when it is applied to stochastic optimization problems. Our main objective of this paper is to show that the efficiency of PSO in stochastic optimization problems can be significantly enhanced via efficient computing budget allocation.
B. Particle Swarm Optimization
PSO was originally inspired by the social behavior of bird flocking for a food source and then was applied to solve nonlinear optimization problems. After that, different versions of PSO have been developed for different requirements. Multiple versions of PSO were summarized in [4] and a standard PSO algorithm was defined for providing a baseline for testing performance improvements. Therefore, we employ the standard PSO as the basic version in this paper.
One basic concept in PSO is swarm, which is formed by a certain number (suppose m) of particles. It can be thought that each particle "flies" through the fitness landscape in search of the minimum fitness value. We use X t i = (x t i1 , x t i2 , . . . , x t iD ), i = 1, 2, . . . , m, to denote the location of a particle i at the tth iteration in a D-dimensional solution. The location of particle i at the (t+1)th iteration is determined by its current location and its velocity V t+1 i , at the tth iteration. The personal best of particle i at the tth iteration is defined as the location of this particle's own previous best performance, i.e., P t i = arg min
f (X l i ) and the global best is defined as the best solution that any particle in the swarm has found, i.e., P t g = arg min
which is the same with
, the standard PSO updates velocity and location as follows:
In (1), χ is the constrictive factor designed to avoid the situation of premature convergence and achieve convergence. The two constants c 1 and c 2 control the balance between convergence speed to local best and the convergence speed to global best. ε 1 and ε 2 are two independent uniformly distributed random numbers which add some level of randomness to the search in order to avoid getting stuck in a local optimum. The entire algorithm structure of PSO for deterministic problems can be summarized in Algorithm 1.
III. PSO_OCBA FORMULATION Unlike deterministic problems in which a particle's true fitness value can be calculated using one single evaluation, the true fitness value in stochastic problems is estimated via Monte Carlo sampling of fitness value. Although the true fitness value is usually unknown in a stochastic environment, the sample mean is an unbiased estimator and is employed to estimate the true fitness value of each particle. During each iteration, a certain number of samples will be allocated to particles to calculate their sample means and then determine the personal best and global best. If we do not have enough samples for particles, the sample mean may not be a good estimate of the true fitness value. As a result, the algorithm may select an incorrect global best and an incorrect personal best, which will lead particles in wrong directions. Therefore, in applying PSO to stochastic problems, the correct selection of personal best and global best has significant impact on the performance of PSO. Intuitively, instead of taking an equal number of samples of fitness values for each particle, particles that have major effects on updating the velocity and location should be given more samples so as to ensure all particles moves in a correct direction when the computing budget is limited. We study the problem of how to allocate these samples to each particle to improve the probability of correctly selecting personal best and global best in stochastic optimization problems. We develop the OCBA scheme for PSO in this section.
A quantitative measure to evaluate the quality of a selection procedure is the probability of correct selection. To ensure that PSO performs well on stochastic problems, we want the probability of correctly selecting global best and personal best to be as high as possible. PSO_OCBA tries to determine the allocation of samples that maximizes the probability of correctly selecting global best and personal best. Specifically, at each iteration, for a total budget of T fitness samples, we would like to assign N i samples to particle X i to maximize the probability of correct selection, which is equivalent to minimizing the probability of incorrect selection 
A. Computing Budget Allocation for Standard PSO
In standard PSO, at each iteration, each particle moves to a new position whose fitness value may be better than its personal best or even the global best in the previous iteration. We classify the whole swarm into three sets.
S A :
The set of particles whose true fitness values at the current tth iteration are better than their personal best at the previous (t − 1)th iteration P
The set of particles whose true fitness values at the current tth iteration are worse than their personal at the previous (t − 1)th iteration P
The set of particles whose true fitness values at the tth iteration are better than the global best at the (t − 1)th iteration
The best particle at the tth iteration, i.e., f
In the above subsets, S A and S B are mutually exclusive, denoting, respectively, the set of particles whose personal best should be changed and the set of particles whose personal best do not need to be updated at the tth iteration. The subset S G indicates whether the global best should be changed or not. If S G is empty, the global best of this iteration P t g is the same as the previous iteration P t−1 g . If S G is nonempty, the best particle at this iteration should be the new global best, i.e., P t g =X t b .
1) S G = ∅:
We first consider the situation S G = ∅. The event S G = ∅ indicates that P t g should be equal to P t−1 g . If there is a particle X t i whose sample mean value is less than the sample mean value of P t−1 g , P t g will be incorrectly updated by particle X t i . In this case, the selection of global best is incorrect. Each particle i ∈ S A should update its personal best by X t i , while particles in S B should not. If the sample mean value of any particles in S A is larger than its previous personal best sample mean, or the sample mean of any particles in S B is smaller than its personal best sample mean, the selection of personal best is incorrect. Hence, the probability of incorrect selection in the situation S G = ∅ can be formulated as
in which f (·) is a random variable denoting the sample mean of the fitness value of a particle at iteration t, andf (·) is the realized sample mean of the previous global/personal bests from the last iteration. Because the global best influences the movement of the entire swarm, we should also allocate computing budget to it to improve its accuracy and thus we replacef (P t−1 g ) with f (P t−1 g ), which is now a random variable depending on the allocation of computing budget. So the probability of incorrect selection is
While the P{IS} given by (3) can then be estimated using Monte Carlo simulation, it would be very time consuming. Since the purpose of the budget allocation is to improve computational efficiency, we develop an analytical approach to quickly determine sample allocation. Instead of working on P{IS} directly, we investigate its asymptotic convergence rate. When T → ∞, P{IS} will converge to zero. We intend to find a sample allocation such that the asymptotic convergence rate of P{IS} is maximized.
Let P * be the maximum probability among the incorrect selection events. That is
Thus, P{IS} in (3) can be bounded by
Let T be the computing budget at this iteration. Assume N i = α i T is the number of replications allocated to particle i at this iteration and N g = α g T denotes the number of samples allocated to P t−1 g . If α i > 0 for all particle i, and T → ∞ at each iteration, all particles receive a large number of samples, ultimately infinite, and attain their true fitness values at infinity. In this case, P{IS} will approach zero. However, P{IS} will approach zero at different convergence rates for different allocation rules α T = (α 1 , α 2 , . . . , α m ). Because P * ≤ P{IS} ≤ 2mP * , the convergence rate of P{IS} is equal to the convergence rate of P * . Based on large deviation theory (see [30] , [31] ), we can obtain the rate functions of any element in incorrect selection events as follows.
For
in which I i (y) is defined in large deviation theory as the convergence rate function of P{ f (
This means that P{IS} will decay exponentially with increasing T at a rate given by
Our computing budget allocation problem for the standard PSO is to maximize the convergence rate of P{IS} as max min
In model (4), a closed-form expression of
All these terms are linear and strictly increasing functions. Because the minimum of linear functions is concave and strictly increasing with respect to α T , model (4) is thus a concave optimization problem when G ig and G jg are concave and strictly increasing functions, which can be rewritten as max z s.t.
Applying the Karush-Kuhn-Tucker conditions for constrained optimization problems, we are able to obtain the optimal allocation rule presented in Theorem 1 below.
Theorem 1: The allocation rule α T is asymptotically optimal for model (4) if it satisfies the following conditions:
Proof: See Appendix A. The optimal allocation rule satisfying Theorem 1 does not have a closed form and we need a numerical solver to find the optimal allocation rule at each iteration of PSO, which can be a significant computational overhead. To reduce the computational cost, we now develop an easy-to-implement closed-form solution by assuming that the observations of the performance of each particle follow a normal distribution, i.e.,f
In this case, a closed-form optimal allocation rule can be obtained as shown in Corollary 1. Numerical experiment results reported in Table VI show that the derived closed-form solution also performs well when the normality assumption does not hold.
Corollary 1: When the observed fitness value of each particle follows a normal distribution and α g α i , the optimal allocation rule for the standard PSO at each iteration, called PSO_OCBA, is:
Proof: See Appendix B. In Corollary 1, the samples allocated to each particle and personal best are different. For the particles in the current iteration, the samples allocated to them depend on the variance of fitness values and the differences between their fitness values and those of personal best or global best. The one with the highest variance and the one closest to personal best or global best will be given more samples. The number of samples allocated to the global best is the square root of the summation of other particles' allocations. This allocation rule clearly indicates which particles are critical and should be allocated more samples, as well as how many they should receive in order to efficiently decrease the probability of incorrect selection.
2) S G = ∅: Following a similar step, we get the allocation rules for the case where S G = ∅. In this case, the global best will be updated using the one with minimum sample mean value among current particles, denoted as particle b. The probability of incorrect selection can be formulated as follows:
Similarly, the computing budget allocation problem for maximizing convergence rates when S G = ∅ is given as follows:
Similarly, an asymptotically optimal solution to problem (6) is given in Theorem 2 for the case S G = . Its approximate closed-form analytic solution is presented in Corollary 2.
Theorem 2: The allocation rule α = (α 1 , α 2 , . . . , α m ) is asymptotically optimal for model (6) if it satisfies the following conditions:
Proof: See Appendix C. Corollary 2: When the simulation noise of each particle is normally distributed and α b α i , the optimal allocation rule 
End of loop Stopping
Select the personal bests and global best based on particles' sample means and update the personal bests and global best.
for the standard PSO at each iteration, PSO_OCBA, is:
Proof: See Appendix D.
B. PSO_OCBA Sequential Allocation Procedure
The allocation rules given in Corollaries 1 and 2 assume known parameters of the distributions. In practice, a sequential algorithm is used to estimate these quantities using the updated sample values. With a set of new locations for all particles, the procedure will be applied to obtain the sample mean value of each particle and select the personal best and global best. A new set of particles can be generated using the newly obtained personal best and global best. Each particle is sampled n 0 times in the initial stage, and additional samples are allocated incrementally at each subsequent stage until the computing budget T is exhausted. By utilizing the allocation in Theorems 1 and 2, we present the sequential algorithm (Algorithm 2).
IV. NUMERICAL EXPERIMENTS
In this section, we present numerical experiment results to demonstrate the efficiency improvement of PSO by using the proposed computing budget allocation scheme. We choose 12 benchmark problems for evaluation of evolutionary algorithms from [32] and [33] and their parameters are shown in Table I . The first ten are commonly used test functions in global optimization and evolutionary computation. We also give the location of the minimizer (all are minimization problems) and the minimum objective value for these problems. The Lennard-Jones potential problem deals with the minimization of molecular potential energy associated with a pure Lennard-Jones cluster, which is a mathematical model that approximates the interaction between neutral atoms or molecules. So the Lennard-Jones potential problem represents a "quasi" real-world problem. The minimizer of this problem is better described by the distance between atoms and thus we only give the minimum objective value for this problem. The parameter estimation problem for frequency-modulated (FM) sound waves is an optimization problem where the parameter of an FM synthesizer is optimized. This problem is also a quasi real-world problem and is complex and multimodal. The minimum objective value is zero.
For the test functions F1, F2, F3, F5, and F6, we set their optima as To simulate the stochastic environment, we add a noise following a normal distribution with a mean of zero. For unimodal functions 1-3, the variance of the noise is 1. The variance of the noise is 25 for the multimodal functions 4-10. This combination gives us both easy (unimodal and low noise level) and challenging (multimodal and high noise level) test problems. The variances for the noise added to the Lennard-Jones potential problem and parameter estimation problem for the FM sound wave are also 1. The number of particles in a swarm is 50. The values of c 1 and c 2 in (1) are set to 2.05 based on the recommendation of [4] . The constrictive factor χ is set to be a decreasing function of the iteration number, i.e.
where max_iter is the maximal number of iterations, set as 100. For the computing budget allocation rule, we set equal to 100 and n 0 equal to 10. The total computing budget in one iteration of PSO is 5000 at the first iteration and increases by 100 at the following iterations. We test two other allocation rules for PSO and compare the results to PSO_OCBA. The first allocation rule, "PSO_EA," equally allocates computing budget to each particle. This represents the traditional way of applying PSO to stochastic optimization problems. The second one, "PSO_HYL," is the PSO in [27] . Instead of deriving an allocation rule specifically for PSO, this approach directly applies the original OCBA allocation rule derived for choosing a single best [15] as follows:
in which b = arg min
. PSO_HYL has the same structure as PSO_OCBA, but the allocation rule is given by (7) and (8) instead of the rule in Corollary 2. Note that the PSO used in all three allocation rules are the same.
We first examine the computational efficiency of PSO_OCBA using the performance plots of the three algorithms for functions 9 and 10 as shown in Figs. 1 and 2 . We observe similar performance plots for all other test functions. To generate the plots, we run PSO_EA, PSO_HYL, and PSO_OCBA 5000 times using independent identically distributed random numbers and plot the average true fitness values of the global best location found by the algorithms as they iterate (we plot from iteration 31).
From these figures, we clearly see that the application of the standard OCBA (PSO_HYL) significantly enhances the computational efficiency for PSO. More importantly, our new allocation rule derived specifically for PSO (PSO_OCBA) can lead to further improvement in computational efficiency.
To better quantify the computational efficiency gains achieved by PSO_OCBA, we measure the computational savings of PSO_OCBA and compare them to those of PSO_HYL. The savings of computing budget is measured by the savings in the number of iterations by PSO_HYL/PSO_OCBA in the performance plots to achieve the same performance level of PSO_EA at iteration 75. For example, if PSO_EA achieves an average performance of 0.25 at iteration 75 and it only takes PSO_OCBA 50 iterations to get to an average performance of 0.25, then the savings is (75 − 50)/75 = 33.3%. Tables II-VI report the savings of computing budget for D = 10, 20, and 30. We see that both HYL and PSO_OCBA can attain significant computing budget savings. PSO_OCBA is able to further increase the savings as it takes into account how PSO functions, and in many cases the savings in computing budget almost doubled. The savings of computing budget show that PSO_OCBA is able to guide PSO quickly toward the optima in the presence of stochastic noise in fitness value evaluations. This also has direct impact on the quality of the solutions found by PSO, especially when computing budget is limited. We report the sample means and standard deviations of the true fitness values of the global best location at iteration 100 in 5000 trials in Table V for D = 30. From this table, we see that for easier problems (F1-F3, F9, F10 ), PSO_EA are able to find the optima in 100 iterations in almost all trials and thus has performance very close to PSO_HYL and PSO_OCBA. However, for more challenging problems (F4-F8, F11 ), PSO_HYL and PSO_OCBA achieve much better final results than PSO_EA, with PSO_OCBA outperforming PSO_HYL by a large margin. Furthermore, the standard deviations are also much smaller with PSO_HYL/PSO_OCBA, showing more consistent performance achieved by using OCBA with PSO.
In Corollaries 1 and 2, we make the assumption of normally distributed noise to derive the closed-form formulas. To test if PSO_OCBA is sensitive to the normality assumption, we run additional tests with non-Gaussian noise (case 2) and nonequal variance (case 3). Case 1 is what we report in this Table VI . We can see that the performance of PSO_OCBA is quite consistent across these three cases in the nine tested functions. The numerical result shows that PSO_OCBA is not very sensitive to the normally distributed noise assumption.
V. CONCLUSION
PSO is a popular population-based evolutionary algorithm for nonlinear optimization problems. The research focus of PSO has been on deterministic optimization problems. Previous studies [23] [24] [25] [26] [27] recognized the importance of the allocation of fitness value samples in PSO for stochastic optimization directly combined PSO with the standard OCBA [15] to achieve computational efficiency. In this paper, we develop a new computing budget allocation rule taking into consideration of how PSO functions. We provide theoretical results on the optimality of the new allocation rule. Through extensive numerical experiments, we show that the new allocation rule is able to further enhance the computational efficiency of PSO for stochastic optimization problems. From a more general perspective, we show that the integration of OCBA with a specific evolutionary algorithm will be optimized when we mathematically formulate the events of correct selection based on how the evolutionary algorithm under consideration operates, and identify the budget allocation rule that maximizes the probability of correct selection. In the future, we also plan to apply this framework to derive the optimal allocation rules for other evolutionary algorithms.
APPENDIX A PROOF FOR THEOREM 1
We first define four sets
Based on the definition, model (4) can be simplified as max z s.t.
Let F be the Lagrangian functions of model (A.1). Then, we have
The Karush-Kuhn-Tucker conditions are as follows.
1) The primal constraints
2) The dual constraints λ i ≥ 0, ν ≥ 0, and γ i ≥ 0 for all i = 1, . . . , m, g. Based on condition 4), the following equations can be obtained:
3) Complementary slackness
In stochastic situation, each solution has a noise and will be given no less than one sample to evaluate its performance. That is,
Substituting them into (A.6), the following equation can be obtained:
Therefore, if a solution satisfies the conditions in Theorem 1 1), we can find the values of γ i , λ i , and ν such that it also satisfies the KKT conditions. Because of the concavity of the maximization problem, the KKT condition is the sufficient and necessary condition for optimality. Therefore, the rule satisfying Theorem 1 1) is an optimal allocation rule for model (4).
APPENDIX B PROOF FOR COROLLARY 1
When the performance of each particle follows a normal distribution, we can obtain the following equation based on large deviation theory:
and
Substituting (B.5) and (B.6) into 2) in Theorem 1
Hence
(B.3) and (B.4) can be simplified as
Substituting into 1) in Theorem 1 yields
APPENDIX C PROOF FOR THEOREM 2
Similar to Appendix A, we first define four sets
Based on the definition, model (6) can be simplified as max z s.t.
Let F be the Lagrangian functions of model (C.1). Then, we have α i + α g = 1, α i ≥ 0.
In stochastic situations, fitness values have noise and thus each solution will be assigned more than one sample to evaluate its performance. That is, Therefore, if a solution satisfies the conditions in Theorem 1 1), we can find the values of γ i , λ i , and ν such that it also satisfies the KKT conditions. Because of the concavity of the maximization problem, the KKT condition is the sufficient and necessary condition for optimality. Therefore, the rule satisfying Theorem 2 is an optimal allocation rule for model (6) .
APPENDIX D PROOF FOR COROLLARY 2
When the performance of each particle follows a normal distribution, we can obtain the following equation based on large deviation theory: 
