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Abstract
In this paper, we introduce the notions of matching matrices in groups
and vector spaces, which lead to some necessary conditions for existence
of acyclic matching in abelian groups and its linear analogue. We also
study the linear local matching property in field extensions to find a di-
mension criterion for linear locally matchable bases. Moreover, we define
the weakly locally matchable subspaces and we investigate their rela-
tions with matchable subspaces. We provide an upper bound for the
dimension of primitive subspaces in a separable field extension. We em-
ploy MATLAB coding to investigate the existence of acyclic matchings
in finite cyclic groups. Finally, a possible research problem on matchings
in n-groups is presented. Our tools in this paper mix combinatorics and
linear algebra.
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1 Introduction
Let B be a finite subset of the group Zn which does not contain the neutral
element. For any subset A in Zn with the same cardinality as B, a matching
from A to B is defined to be a bijection ϕ : A→ B such that for any a ∈ A we
have a + ϕ(a) 6∈ A. For any matching ϕ as above, the associated multiplicity
function mϕ : Zn → Z≥0 is defined via the rule:
∀x ∈ Zn, mϕ(x) = #{a ∈ A : a+ ϕ(a) = x}. (1)
A matching ϕ : A → B is called acyclic if for any matching g : A → B,
mf = mg implies f = g. The notion of matchings in groups was introduced by
Fan and Losonczy in [11] in order to generalize a geometric property of lattices
in Euclidean space. Fixing finite subsets A and B in Zn with the same cardinal-
ity such that 0 6∈ B, the existence of an acyclic matching from A to B is proven
[3]. The motivation to study acyclic matchings is their relations with an old
problem of Wakeford concerning canonical forms for symmetric tensors [20].
In other words, acyclic matchings were used to prove that any small enough
fixed set of monomials can be removed from a generic homogeneous form after
a suitable linear change of variables. The notion of matchings was general-
ized and explored in the context of arbitrary groups [9]. Later, the notion of
the local matching property was introduced in 2018 Aliabadi-Janardhanan to
study the matching property under weaker conditions [2]. The main purpose
of this paper is to proceed to study the “main problem concerning the relation
between matchable bases and locally matchable bases”.
It is shown in [17] that any torsion-free abelian group possesses the acyclic
matching property. In Section 2 we introduce the matching matrices to study
acyclic matchings in any abelian groups, not torsion-free necessarily. We also
define the weak acyclic matching property to characterize finite cyclic groups in
terms of acyclic matching property in usual sense. Then we provide the linear
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analogue of matching matrices to study the linear acyclic matching property in
vector spaces. Section 3 presents a dimension criterion to study the linear local
matching property in subspaces in a field extension. We would like to mention
that although the main problem concerning the relation between matchable
bases and locally matchable bases is still unsolved ([2, Remak 5.7]), our dimen-
sion criterion should be useful to characterize it. We introduce the concept of
weakly locally matchable subspaces which is very similar to locally matchable
subspace in its usual sense. We establish that matchable subspaces are weakly
locally matchable as well. In Section 4, we provide a formula to estimate the
dimension of primitive subspaces in a separable field extension motivated by
matchable bases problems in primitive vector subspaces [2, Theorem 4.2]. In
Section 5, we give MATLAB coding of our conjectures in Section 2 concerning
the acyclic matching property and the weak acyclic matching property in finite
cyclic groups and discuss simulation results. Finally, in Section 6 a possible
research problem on matchings in n-groups is presented.
2 Acyclicity
In this section, we introduce matching matrices in abelian groups and prove
that the matching matrix of an acyclic matching is invertible. Then we in-
troduce the weak acyclic matching property in abelian groups and provide an
open problem similar to those in [1] regarding characterizing prime numbers in
terms of acyclicity. Next, we define the linear analogue of matching matrices
in field extensions and we conjecture the linear version of matching matrices in
the field setting. We provide an open problem concerning the existence of the
linear acyclic matching property in field extensions motivated by its analogue
to [1, Proposition 2.2 and Proposition 2.3]. We finally investigate matchable
subspaces in field extensions that contain proper finite dimensional intermedi-
ate subfields.
Following Losonczy in [17], we say that a group G possesses the matching
property if for every pair A and B of finite subsets of G with #A = #B and
0 6∈ B there is at least one matching from A to B. Also, G possesses the
acyclic matching property if for every pair A and B of finite subsets of G with
#A = #B and 0 6∈ B there is at least one acyclic matching from A to B. The
main result concerning the acyclic matching property is proven by Losonczy
in [17], where it is shown that any torsion-free abelian group has the acyclic
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matching property.
Let G be an abelian group. For each g ∈ G we associate a variable xg. Con-
sider now the commutative ring of polynomials with integer coefficients in all
possible variables. Call it D(G). Let A = {a1, . . . , an} and B = {b1, . . . , bn}
be two subsets of G. Define the n× n matrix MA,B = [mij ]n×n as follows:
mij =

xai+bj if ai + bj 6∈ A;0 otherwise.
Definition 1. The matrix MA,B is called the matching matrix from A to B.
Note that MA,B is defined over the domain D(G). More precisely, let
S = A + B. Then D(S) is the finitely generated subring in the variables
in S.
In the following observation we show that the necessary condition for the exis-
tence of an acyclic matching from A to B is that MA,B is invertible. Note that
here we mimick Losonczy’s proof [11] concerning removable subsets of T (q, p),
where T (q, p) denotes the set of all q-tuples I = (i1, . . . , iq) of nonnegative
integers satisfying
i1 + i2 + · · ·+ iq = p.
Proposition 1. Let A and B be two finite subsets of the abelian group G. If
there is an acyclic matching from A to B, then MA,B is invertible.
Proof. The determinant of MA,B equals, up to sign,
∑
σ

(−1)σ ·
∏
1≤i≤n
bj=σ(ai)
σ∈Sn
mi,σ(j)

 , (2)
where Sn stands for the symmetric group of degree n. There is a one to one
correspondence between matchings from A to B and the nonzero summands
in the above expansion. Assume that ϕ : A → B is an acyclic matching. The
summand corresponding to σ = id is∏
1≤i≤n
bj=ϕ(ai)
mij =
∏
1≤i≤n
bj=ϕ(ai)
xai+bj =
∏
1≤i≤n
xai+ϕ(ai)
=
∏
x∈G
xmϕ(x). (3)
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Since ϕ is an acyclic matching, this term is not canceled in the above expansion.
Then the determinant of MA,B is nonzero and so MA,B is invertible.
It is shown in [17] that an abelian group satisfies the matching property if
and only if it is torsion-free or cyclic of prime order. Later, it is proven in [9]
that this is the case for non-abelian groups as well. But similar classification
for acyclic matching property has not been found yet. It is proven in [17]
that abelian torsion-free groups satisfy the acyclic matching property. But
characterizing the acyclic matching property in finite groups of prime order
is still an unsolved problem. It is shown in [1] that there are infinitely many
prime p for which Z/pZ does not satisfy the acyclic matching property. In
Section 5, we will employ a MATLAB code to numerically check for which
values of p, Z/pZ have the acyclic matching property. Its results show that for
all 5 < p < 19, Z/pZ does not have the acyclic matching property. It seems
that for all p > 5 one can find a pair A,B ⊂ Z/pZ with #A = #B and 0 6∈ B
and there is no acyclic matching from A to B. Hence we have the following
conjecture:
Conjecture 1. For any prime p > 5, Z/pZ does not have the acyclic matching
property.
Replacing the condition 0 6∈ B with A ∩ (A + B) = ∅ in the definition of
the acyclic matching property guarantees that each bijection from A to B is
a matching. It is also easy to verify that if every bijection ϕ : A → B is a
matching, then A ∩ (A+ B) = ∅. Motivated by this observation, we turn to a
related, but weaker notion of acyclic matching property.
Definition 2. We say that G possesses the weak acyclic matching property if
for every pair A and B of finite subsets of G with #A = #B and A∩(A+B) = ∅
there exists at least one acyclic matching from A to B.
Back to Losonczy’s result ([17, Theorem 4.1]), every torsion-free abelian
group has the acyclic matching property. Combining an observation from [1]
which states that there are infinitely many prime p such that Z/pZ does not
have the acyclic matching property with the fact that the weak acyclic matching
property does not imply the acyclic matching property, one can probably find
a prime p such that Z/pZ does not have the weak acyclic matching property.
Conjecture 2. There exists a prime p for which Z/pZ does not satisfy the
weak acyclic matching property.
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Remark 1. Note that the techniques used in the proof of the existence of
infinitely many prime p with Z/pZ not having the acyclic matching property
mentioned in [1] might not be useful to apply for Conjecture 2 as the set
A = {n2 : n ∈ (Z/pZ)∗} (or A = {2i : 0 ≤ i ≤ m − 1} ⊂ Z/pZ) does not
meet the condition A ∩ (A+B) = ∅ in case we assume A = B. The reason for
the first case is that the equation x2 + y2 ≡ z2, modulo p, always has solution
(indeed, p−12 non-equivalent solutions for p ≥ 7), see [4]. The second case is
immediate from the fact that the equation 2x + 2y ≡ 2z, modulo p, has always
solution. However, the fact that “any acyclic matching from A to itself has a
fixed point provided that #A is odd” should be helpful ([1, Lemma 2.1]).
The condition A∩(A+B) = ∅, where A,B ⊂ Z/nZ, seems strong enough to
guarantee the existence of at least one acyclic matching from A to B for most
integers n. Running a MATLAB code for the existence of the weak acyclic
matching property in Z/nZ, we obtained that for all 1 < n < 23, Z/nZ has the
weak acyclic matching property (see Section 5). Hence we have the following
conjecture:
Conjecture 3. There are infinitely many n for which Z/nZ has the weak
acyclic matching property.
Linear Analogue of Matching Matrices
We now give the linear analogue of matching matrices for subspaces in a field
extension. Throughout this section, we shall assume thatK ⊂ L is a field exten-
sion, A,B ⊂ L are two n-dimensional K-subspaces of L and A = {a1, . . . , an},
B = {b1, . . . , bn} are ordered bases of A,B, respectively. The Minkowski prod-
uct AB of A and B is defined as AB := {ab : a ∈ A, b ∈ B}. Recall that
Eliahou and Lecouvey have introduced the following notions for matchable
bases of subspaces in a field extension [10]. The ordered basis A is said to be
matched to an ordered basis B of B if
a−1i A ∩B ⊂ 〈b1, . . . , bˆi, . . . , bn〉,
for each 1 ≤ i ≤ n, where 〈b1, . . . , bˆi, . . . , bn〉 is the vector space spanned by
B\{bi}. The subspace A ismatched to the subspace B if every basis of A can be
matched to a basis of B. Finally, the extension K ⊂ L has the linear matching
property if for every n ≥ 1 and any pair A, B of n-dimensional K-subspaces of
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L with 1 6∈ B, A is matched to B.
For each c ∈ L we associate a variable xc. Consider now the commutative ring
of polynomials with integer coefficients in all possible variables. Call it D(L).
Define the n× n matrix MA,B = [mij ]n×n over D(L) as follows:
mij =

xaibj if a
−1
i A ∩B ⊂ 〈b1, . . . , bˆj , . . . , bn〉;
0 otherwise.
(4)
Definition 3. The matrix MA,B is called the linear matching matrix from A
to B.
Various results on matchings in groups have recently been transposed to
a linear setting [1, 2 and 10], and our objective now is to study the linear
analogue of Proposition 1 for field extensions. In order to investigate linear
matching matrices and their relation with the acyclic matching property of
vector subspaces we need the definition of the linear acyclic matching property
from [1]. The main key to define the linear acyclic matching property is strong
matchings. Following Eliahou and Lecouvey in [10], we say that a linear iso-
morphism ϕ : A→ B is a strong matching from A to B if every ordered basis
A of A is matched to the basis B = ϕ(A) of B, under the bijection induced by
ϕ. The following criterion for existence of a strong matching will be used to
define the acyclicity property.
Theorem 1 ([10, Theorem 6.3]). Using the above notations, there is a strong
matching from A to B if and only if AB ∩ A = {0}.
Two linear isomorphisms ϕ, ψ : A → B are called equivalent if there exists
a linear automorphism φ : A → A such that for all a ∈ A one has aϕ(a) =
φ(a)ψ(φ(a)), and two strong matchings ϕ, ψ : A → B are equivalent if they
are equivalent as linear isomorphisms. An acyclic matching from A to B is
defined to be a strong matching ϕ : A→ B such that for any strong matching
ψ : A → B that is equivalent to ϕ, one has ϕ = cψ, for some constant c ∈ K.
Finally, it is said that the extensionK ⊂ L possesses the linear acyclic matching
property if for every pair A and B of nonzero n-dimensional K-subspaces of L
with AB ∩ A = {0}, there is at least one acyclic matching from A to B. The
main result concerning the linear acyclic matching property is proven in [1,
Theorem 4.5], where it is shown that any purely transcendental field extension
has the linear acyclic matching property. The existence of acyclic matching
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is verified by the necessary condition if the following conjecture holds. This
conjecture is basically the linear version of Proposition 1.
Conjecture 4. If ϕ : A → B is an acyclic matching and A = {a1, . . . , an} is
a basis of A, then the matrix MA,ϕ(A) is invertible.
In what follows we provide an open problem concerning the linear acyclic
matching property in field extensions. It is shown in [10] that if K ⊂ L is a field
extension, then L has the linear matching property if and only if L contains
no proper finite-dimensional extension over K. But a similar classification for
acyclic matching property is yet to be found. The above theorem implies that
purely transcendental extensions and also finite extensions satisfy the linear
matching property. As we mentioned above, the purely transcendental case is
solved in [1]. But characterizing field extensions of prime degree (or finite field
extensions with no proper intermediate subfields in general) that satisfy the
acyclic matching property remains an open problem. We have the following
conjecture on the linear acyclic matching property of field extensions of prime
degree.
Conjecture 5. There are infinitely many prime p for which the following
statement holds:
“There is a field extension K ⊂ L with [L : K] = p, and K ⊂ L does not admit
the linear acyclic matching property.”
The following theorem gives us a tool for constructing matchable subspaces
in field extensions that contain proper finite-dimensional intermediate subfields.
Theorem 2 ([10, Theorem 5.5]). Let K ⊂ L be a field extension. Let A,B ⊂ L
be n-dimensional subspaces of L, with 1 6∈ B and n < n0(K,L), where n0(K,L)
stands for the smallest degree of an intermediate field extension K $ F ⊂ L.
Then A is matched to B.
In what follows, we provide another observation which can be used to in-
vestigate matchable subspaces in field extensions that contain proper finite-
dimensional intermediate subfields. We begin with a generalization for match-
able bases in the following definition:
Definition 4. Let A˜ = {a1, . . . , am} and B˜ = {b1, . . . , bm} be subsets of A
and B, respectively, (not linearly independent sets necessarily). Let V be a
8
K-subspace of L and σ ∈ Sm. We say that A˜ is matched to B˜ with respect to
(V, σ) if
a−1i A ∩B ⊂ V ⊕ 〈b1, . . . , bˆσ(i), . . . , bm〉, (5)
for all 1 ≤ i ≤ m.
Note that if m = n, and A˜ and B˜ are bases of A and B, respectively, then
A˜ is matched to B˜ in the usual sense provided A˜ is matched to B˜ with respect
to ({0}, id), where {0} denotes the trivial K-subspace of L and id denotes the
identity permutation on {1, . . . , n}.
Remark 2. If V andW areK-subspaces of L with V ⊂W , then any matchable
subsets with respect to (V, σ) are matchable with respect to (W,σ).
Proposition 2. Let K ⊂ L and K ⊂ E be two field extensions, σ ∈ Sn and
T ∈ HomK(L,E). Then {Ta1, . . . , T an} is matched to {Tb1, . . . , T bn} with
respect to ({0}, σ) if and only if {a1, . . . , an} is matched to {b1, . . . , bn} with
respect to (kerT, σ).
Proof. The proof is trivial.
3 Local Matchings
In this section, we first provide a dimension criterion to study linear local
matchings in field extension similar to those in matchable bases. We also
introduce the weakly locally matchable subspaces and prove that matchable
subspaces are weakly locally matchable as well. Recall from [2] that if A,B ⊂ L
are two n-dimensional K-subspaces, n > 1, and A˜ and B˜ are two non-zero m-
dimensional vector subspaces of A and B, respectively, it is said that A˜ is
A-matched to B˜, if for any ordered basis A˜ = {a1, . . . , am} of A˜, there exists
an ordered basis B˜ = {b1, . . . , bm} of B˜ for which aibi 6∈ A, for i = 1, . . . ,m. In
this case, it is said that A˜ is A-matched to B˜. It is also said that A is locally
matched to B if for any intermediate subfield K ⊂ H $ L with H ∩ B 6= {0}
and aH ⊂ A, for some a ∈ A, one can find a subspace A˜ of A such that A˜ is
A-matched to H ∩B. Finally, K ⊂ L is said to have the linear local matching
property if, for every n ≥ 1 and every pair of n-dimensional subspaces A and
B of L with 1 6∈ B, the subspace A is locally matched to B. It is conjectured
in [2] that if A is matched to B, in the field extension setting sense, then A is
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locally matched to B. This problem is still unsolved. However, we will prove a
dimension criterion for matchable subspaces similar to the following dimension
criterion to deal with local matchings.
Proposition 3 ([10, Proposition 3.1]). Let A = {a1, . . . , an} be an ordered
basis of A. Then A can be matched to a basis of B if and only if for all
non-empty J ⊂ {1, . . . , n}, we have
dim
⋂
i∈J
(a−1i A ∩B) ≤ n−#J. (6)
The following dimension criterion will be used to study a weaker version of
locally matchable subspaces called weakly locally matchable subspaces.
Theorem 3. Let K ⊂ L be a field extension and A, B be two non-zero
n-dimensional K-subspaces of L such that A is matched to B. Let B =
{b1, . . . , bn} be an ordered basis for B. Define Ab = {a ∈ A : ab ∈ A}, for
any b ∈ B. Then we have
dim
⋂
i∈J
Abi ≤ n−#J, (7)
for any J ⊂ {1, . . . , n}.
Proof. If
⋂
i∈J
Abi = {0}, then (7) holds. Now, assume that
⋂
i∈J
Abi is non-zero
and {a1, . . . , at} is an ordered basis for it. As ak ∈
⋂
i∈J
Abi , for all 1 ≤ k ≤ t,
then akbi ∈ A, for all i ∈ J . This means bi ∈ a
−1
k A ∩ B, for all i ∈ J and
so bi ∈
t⋂
k=1
(
a−1k A ∩B
)
. This follows, #J ≤ dim
t⋂
k=1
(
a−1k A ∩B
)
. Since A is
matched to B, then by Proposition 3 we have dim
t⋂
k=1
(
a−1k A ∩B
)
≤ n − t.
Thus, we totally obtain t ≤ n − #J and this implies that (7) is the case, as
claimed.
A Connection to the m-intersection Property
The topic of upper bounds for the intersections of some families of sets has
found some interest in literature, for example see [5, Theorem 1.1]. Following
Brualdi, Friedland and Pothen [5] we say that the family J = {J1, . . . , Jt}
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of subsets of {1, . . . , n}, each of cardinality m − 1 satisfies the m-intersection
property provided
#
⋂
i∈J
Ji ≤ m−#J,
for any J ⊂ {1, . . . , t}, J 6= ∅. We generalize this notion as follows:
Definition 5. The family of J = {J1, . . . , Jt} of subsets of {1, . . . , n}, each of
cardinality ≤ m− 1 satisfies the weak m-intersection property provided
#
⋂
i∈J
Ji ≤ m−#J,
for all J ⊂ {1, . . . , t}, J 6= ∅.
We now formulate the linear analogue of this concept.
Definition 6. Let E be an n-dimensionalK-vector space and E = {E1, . . . , Et}
be a family of subspaces of E with dimK Ei ≤ m− 1. We say that E satisfies
the weak linear m-intersection property provided
dim
⋂
i∈J
Ei ≤ m−#J,
for any J ⊂ {1, . . . , t}, J 6= ∅.
Back to matchable subspaces setting, the possibility of matching given bases
of A and B is reformulated in terms of the weak linear n-intersection property
as follows:
Theorem 4. Let K, L, A, B and Ab as Theorem 3. Let A = {a1, . . . , an}
and B = {b1, . . . , bn} be bases for A and B, respectively. Then the family
{Ab1 , . . . , Abn} of subspaces of A has the weak linear n-intersection property
provided A is matched to B.
Remark 3. Note that since A is matched to B, then ai 6∈ Abi , for all 1 ≤ i ≤ n.
This implies dimAbi ≤ n− 1, for all 1 ≤ i ≤ n.
The interested reader is encouraged to see [12, Section 5.3] for more results
on the m-intersection family which is used to study the sparse basis problem.
See also [14].
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The Weak m-intersection Property and Match-
able Subsets
In contrast to precedent routine that results first are proven in the group setting
and then are generalized to field extensions, we investigate the analogue of
Theorem 4 in groups. We begin with the following lemma which is the analogue
of Proposition 3 in groups.
Lemma 1. Let G be an abelian group and A = {a1, . . . , an}, B = {b1, . . . , bn}
be two subsets of G. Then A is matched to B if and only if
#
⋂
i∈J
((A− ai) ∩B) ≤ n−#J,
for all non-empty J ⊂ {1, . . . , n}.
In our proof, we will use the marriage theorem of Hall [15] which states that
if E is a set and E = {Ei}ni=1 is a family of finite subsets of E, then E admits
a system of distinct representatives if and only if
#
⋃
i∈J
Ei ≥ #J,
for all non-empty subsets J ⊂ {1, . . . , n}.
Proof of Lemma 1. ⇒ Assume first that A is matched to B. Then there exists
a bijection ϕ : A→ B such that a+ ϕ(a) 6∈ A. This implies
(A− ai) ∩B ⊂ B \ {ϕ(ai)},
for all 1 ≤ i ≤ n. Therefore, for any non-empty J ⊂ {1, . . . , n} we have⋂
i∈J
((A− ai) ∩B) ⊂
⋂
i∈J
(B \ {ϕ(ai)}) = B \ {ϕ(ai) : i ∈ J}.
It follows that #
⋂
i∈J
((A− ai) ∩B) ≤ n−#J , as claimed.
⇐ Assume that for all non-empty J ⊂ {1, . . . , n}, we have
#
⋂
i∈J
((A− ai) ∩B) ≤ n−#J.
Taking the complement in B, we get
#
⋃
i∈J
((A− ai) ∩B)
c ≥ #J.
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Using the marriage theorem of Hall, the above bounds imply the existence
of a permutation σ ∈ Sn such that bσ(i) ∈ ((A− ai) ∩B)
c
. In other words
ai + bσ(i) 6∈ A. This induces the bijection ϕ : A→ B via the rule ϕ(ai) = bσ(i)
is a matching, as desired.
The following observation is analogous to Theorem 3 in the group setting.
Proposition 4. Let G, A and B be as Lemma 1. For any 1 ≤ i ≤ n, define
Abi = {a ∈ A : a+ bi ∈ A}. Let A be matched to B. Then
#
⋂
i∈J
Abi ≤ n−#J, (8)
for any non-empty J ⊂ {1, . . . , n}.
Proof. If
⋂
i∈J
Abi = ∅, then (8) holds. Assume that
⋂
i∈J
Abi is non-empty and
without loss of generality assume that
⋂
i∈J
Abi = {a1, . . . , at}. As ak ∈
⋂
i∈J
Abi ,
for all 1 ≤ k ≤ t, then ak + bi ∈ A, for all i ∈ J and so bi ∈
t⋂
k=1
((A− ak) ∩B).
It follows that #J ≤ #
t⋂
k=1
((A− ak) ∩B). Since A is matched to B, then
by Lemma 1 we have #
t⋂
k=1
((A− ak) ∩B) ≤ n − t. Thus we totally obtain
t ≤ n−#J and so (8) is the case, as claimed.
As an easy consequence, we get the following result.
Corollary 1. Let G, A, B and Abi be as Proposition 4. Then the family
{Ab1 , . . . , Abn} of subsets of A has the weak linear n-intersection property pro-
vided that A is matched to B.
A Few Notations
We shall use the following standard notation. We denote
A∗ = {ϕ : A→ K : ϕ is linear }
the dual of A. Moreover for any subspace E of A, we denote
E⊥ = {ϕ ∈ A∗ : E ⊂ kerϕ}
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the orthogonal of E in A∗. We will also use the fact that E ⊕ E⊥ = A. See
[13] for more details.
Let E = {Ei}
n
i=1 be a family of subspaces of a finite-dimensionalK-vector space
E. A free transversal for E is a linearly independent set of vectors {x1, . . . , xn}
in E satisfying xi ∈ E, for all i = 1, . . . , n. It is shown by Rado in [19] that E
admits a free transversal if and only if
dim
∑
i∈J
Ei ≥ #J, (9)
for any non-empty J ⊂ {1, . . . , n}. This result is actually very similar the
marriage theorem of Hall.
Back to the Linear Setting
Using Rado’s theorem we have the following observation:
Proposition 5. Let E be an n-dimensional vector space over K and E =
{E1, . . . , Ek} be a family of vector subspaces of E such that for any non-empty
J ⊂ {1, . . . , k} we have
dim
⋂
i∈J
Ei ≤ n−#J. (10)
Then there exist vector subspaces E˜i of E such that Ei ⊂ E˜i and for any
non-empty J ⊂ {1, . . . , k}, we have
dim
⋂
i∈J
E˜i = n−#J. (11)
Proof. Since dim
⋂
i∈J
Ei ≤ n−#J , we have dim
∑
i∈J
E⊥i ≥ #J . Using Rado’s the-
orem the family E˜ = {E⊥1 , . . . , E
⊥
k } admits a free transversal. Let (a1, . . . , ak)
be a free transversal for E˜ . Then dim
∑
i∈J
〈ai〉 = #J . Setting E˜i = 〈ai〉⊥ we get
dim
⋂
i∈J
E˜i = n−#J .
Combining Theorem 3 with the above observation yields the following corol-
lary:
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Corollary 2. Let K,L,A,B,B and Abi be as Theorem 3. Then, there exist
subspaces A˜i of A such that Abi ⊂ A˜i and dim
⋂
i∈J
A˜i = n−#J , J ⊂ {1, . . . , n}
and J 6= ∅.
With the notion of locally matched subspaces at hand, we now introduce
weakly locally matched subspaces.
Definition 7. Let K ⊂ L be a field extension and A,B be two n-dimensional
K-subspaces of L with n > 1. Let A˜ and B˜ be two m-dimensional K-subspaces
of A and B, respectively. We say that A˜ is weakly A-matched to B˜ if there
exist ordered bases {a1, . . . , am} and {b1, . . . , bm} of A˜ and B˜, respectively,
such that aibi 6∈ A, for i = 1, . . . ,m. We also say that A is weakly locally
matched to B if for any intermediate subfield K ⊂ H $ L with H ∩ B 6= {0}
and aH ⊂ A, for some a ∈ A, one can find a subspace A˜ of A such that A˜ is
weakly A-matched to H ∩B.
Combining Theorem 3 with a construction due to Eliahou-Lecouvey [10] we
arrive at the following result:
Theorem 5. Let K, L, A and B be as in Theorem 3. Then A is weakly locally
matched to B provided A is matched to B.
Proof. Assume that H is an intermediate subfield K ⊂ H $ L satisfying
H ∩B 6= 0 and aH ⊂ A, for some a ∈ A. We show that there exists a subspace
A˜ of A such that A˜ is weakly A-matched to H ∩ B. Let B˜ = {b1, . . . , bm} be
an ordered basis for H ∩B and extend it to the ordered basis B = {b1, . . . , bn}
for B. Using Theorem 3 we have
dim
⋂
i∈j
Abi ≤ n−#J
for all non-empty J ⊂ {1, . . . , n}. Taking the orthogonal in the dual space A∗,
we get
dim
(⋂
i∈J
Abi
)⊥
≥ #J,
and hence
dim
∑
i∈j
A⊥bi ≥ #J.
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By the Rado’s theorem, the above dimensions bound implies the existence of
a free transversal
ϕ1, . . . , ϕn ∈ A
∗
for the system of subspaces
{
A⊥bi
}n
i=1
. In other words, we have ϕi ∈ A⊥bi for
1 ≤ i ≤ n, and {ϕ1, . . . , ϕn} is an ordered basis of A∗. Let A = {a1, . . . , an}
be the unique ordered basis of A whose dual basis A∗ equals {ϕ1, . . . , ϕn}, i.e.
such that a∗i = ϕi for all i. Then we have
a∗i (Abi) = {0}. (12)
Set A˜ := 〈a1, . . . , am〉, the K-subspace of L spanned by a1, . . . , am. By (12),
we have aibi 6∈ A, for all i = 1, . . . ,m. Then A˜ is weakly A-matched to H ∩B.
This follows that A is weakly locally matched to B.
Remark 4. We hope that the techniques presented in the proof of Theorem
3 and Theorem 5 can be used to solve the main problem of local matchings
which states that matchable subspaces are locally matchable [2, Remark 5.6]
4 A Dimension Criterion For Primitive Match-
able Subspaces
It is shown in [17] that for a non-trivial finite cyclic group G and finite non-
empty subsets A, B of it with #A = #B there exists a matching from A to B
if every element of B is a generator of G. The linear analogue of this result is
given in [2] as the following theorem.
Theorem 6. Let K ⊂ L be a separable field extension and A and B be two
n-dimensional K-subspaces in L with n > 1 and B is a primitive K-subspace
of L. Then A is matched to B.
Note that we say that K ⊂ L is a simple extension if L = K(α), for
some α ∈ L. Also, if B is a K-subspace of L such that K(b) = L, for any
b ∈ B \ {0}, we say that B is a primitive K-subspace of L. Motivated by the
above theorem, a natural question to ask is that how large can the primitive
subspace B be? We answer this question in Theorem 7. We actually prove
that dimB ≤ [L : K] − n(K,L), where n(K,L) denotes the largest degree of
an intermediate field extension K ⊂ F $ L over K.
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Theorem 7. Let K be an infinite field and K ⊂ L be a finite simple field
extension. Then we have
m(K,L) = n− n(K,L), (13)
where n = [L : K], n(K,L) = max
{
[F : K] : F is an intermediate subfield of
K ⊂ L with F 6= L
}
and m(K,L) = max
{
dim V : V ⊂ L is a K-subspace
and K(a) = L, for any a ∈ V \ {0}
}
.
Note that in the proof of the above theorem, we use the fact that “fi-
nite union of lower-dimensional subfields of number fields (considered as vector
spaces over Q) do not cover the field”, namely, “a vector space over an infinite
base field cannot be written as a finite union of its proper subspaces” as a key
ingredient. The Artin’s theorem on primitive elements which states that “if
K ⊂ L is a finite field extension and K is infinite, then K ⊂ L is a simple
extension if and only if there are only a finite number of intermediate subfields
of K ⊂ L” is also an engine behind our proof [18, Theorem 22.1.22].
Proof. Artin’s theorem on primitive elements implies that K ⊂ L has only
finitely many intermediate subfields. Assume that {Fi}ri=1 is the family of all
proper intermediate subfields of K ⊂ L. Define ψ =
{
V ⊂ L : V is a K-vector
subspace of L and K(x) = L, for any x ∈ V \ {0}
}
. Without loss of generality
assume that n(K,L) = [F1 : K]. Choose V ∈ ψ for which dimV = m(K,L). It
follows from the above mentioned linear algebra result that L 6=
r⋃
i=1
Fi. Choose
a1 ∈ L \
r⋃
i=1
Fi and define F
(1)
i = Fi⊕〈a1〉, for 1 ≤ i ≤ r. So {F
(1)
i }
r
i=1 is a finite
family of proper K-subspaces of L. Next, choose a2 ∈ L \
r⋃
i=1
F(1)i and define
F(2)i = F
(1)
i ⊕ 〈a2〉, for 1 ≤ i ≤ r. Likewise, we get L 6=
r⋃
i=1
F(2)i . Continuing
in this manner, we obtain a finite family of K-subspaces F(j)i of L, 1 ≤ i ≤ r
and 1 ≤ j ≤ n − [F1 : K]. Consider the K-subspace W of L spanned by{
a1, a2, . . . , an−[F1:K]
}
. For any x ∈ W \ {0}, we have x 6∈
r⋃
i=1
Fi. This follows
that K(x) = L. Therefore W ∈ ψ. This implies m(K,L) ≥ dimW = n− [F1 :
K] = n − n(K,L). We claim that m(K,L) = n − n(K,L) because otherwise
dimV > dimW which yields [F1 : K] + dimV > n. This follows F1 ∩ V 6= {0}
which is a contradiction (note that if x ∈ (F1 ∩ V ) is nonzero then x cannot
be a primitive element of K ⊂ L.) Therefore, dim V = dimW and this yields
(13).
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Remark 5. Note that Theorem 7 is probably valid even if K is a finite field.
To work on the finite base field case, a theorem by Lenstra-Schoof which states
that “for any prime power q and positive integer m there exists a primitive
normal basis of Fqm over Fq” shall be helpful [16]. Further investigations along
this line could prove to be worthwhile.
Remark 6. Note that Theorem 7 has a very similar version in the group
setting. Given a cyclic group G of order n = pk, where p is prime and k ∈ N.
Define n(G) = max
{
#H : H is a proper subgroup of G
}
and m(G) = #{a ∈
G : 〈a〉 = G} . Clearly, n(G) = pk−1 and m(G) = φ(n), where φ stands for the
Euler totient function. Then we have
m(G) = φ(n) = n
(
1−
1
p
)
= n− pk−1 = n− n(G).
5 Computer Program
In this section, we employ three algorithms to investigate acyclic matchings in
finite cyclic groups. In the first two algorithms, we input n and the expected
output is that whether Z/nZ has the weak acyclic matching property or not.
In the third algorithm, we input p, where p is a prime, and the expected output
is that whether Z/pZ has the acyclic matching property or not.
Weak Acyclic Matching Property Algorithm Pseudo Code
S = {(A,B) : A ∩ (A+B) = ∅ & #A = #B}
Algorithm 1 Checking for Weak Acyclic Matching Property
1: function WeakAcyclicMatchingPropertyCheck(n)
2: for (A,B) ∈ S do
3: if NoAcyclicMatchingCheck((A,B)) then
4: return (A,B)
5: return (∅, ∅)
Let B(A,B) be the set of all bijections between A and B.
Let M be a multiset of multiplicity functions.
Acyclic Matching Property Algorithm Pseudo Code
T = {(A,B) : #A = #B & 0 6∈ B}
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Algorithm 2 Checking whether there exists no Acyclic Matching for (A,B)
1: function NoAcyclicMatchingCheck((A,B))
2: for b ∈ B(A,B) do
3: M =M ∪mb
4: if M has an element of multiplicity 1 then
5: return False
6: else
7: return True
Algorithm 3 Checking for Acyclic Matching Property
1: function AcyclicMatchingPropertyCheck(p)
2: for (A,B) ∈ T do
3: if NoAcyclicMatchingCheck((A,B)) then
4: return (A,B)
5: return (∅, ∅)
Simulation Results
Algorithms 1 and 2 show that for all 1 < n < 23, Z/nZ has the weak acyclic
matching property. We show the results of algorithm 3 in the following table.
In the second column, “Yes” signifies the existence of the acyclic matching
property and otherwise, we use “No”. In case Z/pZ does not have the acyclic
matching property, in the third column we provide two subsets A,B of Z/pZ
of the same cardinality and 0 6∈ B for which there is no acyclic matching from
A to B.
Since the number of subsets to check for the existence of acyclic matchings
increases exponentially with p, we were not able to run the code beyond p = 19.
6 A Possible Research Problem
There exists a generalization of the group concept called n-group. The first
formal definition of n-groups was given by W. Do¨rnte in [7]. Indeed, an n-
group is a generalization of a group to a set G with an n-ary operation instead
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p Acyclic matching property A and B
2 Yes -
3 Yes -
5 Yes -
7 No
A = {0, 4, 6}
B = {3, 5, 6}
11 No
A = {0, 6, 8, 9, 10}
B = {5, 7, 8, 9, 10}
13 No
A = {0, 6, 8, 9, 10, 11, 12}
B = {3, 5, 7, 9, 10, 11, 12}
17 No
A = {0, 8, 10, 11, 12, 13, 14, 15, 16}
B = {3, 5, 7, 9, 11, 13, 14, 15, 16}
19 No
A = {0, 8, 11, 12, 13, 14, 15, 16, 17, 18}
B = {5, 7, 11, 12, 13, 14, 15, 16, 17, 18}
of a binary operation. A short review of basic results on n-groups can be
found in [8]. Also see [6]. Following Do¨rnte we say that a non-empty set G
together with an n-ary operation f : Gn → G is an n-groupoid. We say that
this operation is associative if for all a1, a2, . . . , a2n−1 ∈ G we have
f (f(a1, . . . , an), an+1, . . . , a2n−1) = f (a1, f(a2, . . . , an+1), an+2, . . . , a2n−1)
...
= f (a1, . . . , an−1, f(an, . . . , a2n−1)) ,
and in this case G is called an n-semigroup. If for all a1, . . . , an in G the
equations:
f(x1, a1, . . . , an−1) = an,
f(a1, x2, a2, . . . , an−1) = an,
...
f(a1, . . . , an−1, xn) = an,
have unique solutions, then G is called an n-quasigroup. We call G an n-group
if G is an n-semigroup and n-quasigroup. We now generalize the concept of
matchings in groups to matchings in n-groups as follows:
20
Definition 8. Let G be a 2n-group and A and B be two finite subsets of G
with the same cardinality. A bijection ϕ : A → B is called a matching if for
any (a1, . . . , an) ∈ An we have f(a1, . . . , an, ϕ(a1), . . . , ϕ(an)) 6∈ A. In this case
we say A is matched to B.
Remark 7. If G is a 2-group, a matching in G is nothing but a matching in
the usual sense. We hope that the results presented on matchings in groups
have more general applicability, especially in the direction of generalizing these
statements to 2n-groups.
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