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Resumo 
Obtemos, para cada p, q, 1 < p ::; q < oo, condições necessárias e suficientes para que 
a integral de Poisson de funções definidas sobre a esfera unitária sn C JRn+l seja limitada 
de V(Sn, w) em Lq(IB, p), onde w e p são, respectivamente, medidas de Borel não negativas 
sobre sn e sobre a bola unitária 1B c !Rn~l 
Para p = q, consideramos dw = W da, onde a é a medida de Lebesgue sobre sn e W é 
um peso sobre sn tal que W 1-P' da é uma medida doubling sobre sn e 1/p + 1/p' = 1. Neste 
caso, o resultado é conseqüência de uma caracterização da limitação de V(X, Wdw) em 
V(X x [O, oo), Jl) de um operador maximal definido sobre funções definidas sobre um espaço 
de tipo homogêneo X, onde w e p são, respectivamente, medidas de Borel não negativas 
sobre X e sobre X x [0, oo), e wl-p' dw é uma medida doubling sobre X. Para W = 1 esta 
caracterização é a condição de Carleson para espaços de tipo homogêneo. 
Para p ::; q, consideramos as medidas w e p finitas, sem supor w absolutamente contínua 
com respeito à medida de Lebesgue a. Neste caso, a caracterização é dada por meio de duas 
desigualdades. Uma entre a norma no espaço Lq(IB, p) da integral de Poisson de funções 
características de elementos de partições diádicas de sn, análogas às partições diádicas de 
!Rn, e a norma em V ( sn, w) destas mesmas funções características. Outra entre a norma no 
espaço V' (Sn,w) da integral dual de Poisson de funções características de "cones" e "cones 
truncados" contidos em JB, cujas bases são elementos das partições diádicas de sn, e a norma 
em u' ( 1B, p) destas mesmas funções características. 
Abstract 
We obtain, for each p, q, 1 < p ::; q < oo, necessary and sufficient conditions for the 
Poisson integral of functions defined on the unit sphere sn c mn+l to be bounded from 
V(Sn,cv) into Lq(IB,f.L), where w and 1-L are, respectively, nonnegative Borel measures on sn 
and on the unit ballJB c mn+l 
For p = q, we consider dw = W do-, where o- is the Lebesgue measure on sn and lV is 
a weight on sn such that W 1-P' do-is a doubling measure on sn and 1/p + 1/p' =L In this 
case, the result is a consequence of a characterization of the boundedness from V(X, Wdw) 
in to V (X x [O, oo), f.L) o f a maximal operator defined on functions on a space o f homogeneous 
type X, where w and f.L are, respectively, nonnegative Borel measures on X and on X x [O, oo), 
and wl-p' dw is a doubling measure on X. For W = 1 this characterization is the Carleson 
condition for spaces of homogeneous type. 
For p ::; q, we consider the finite measures w and f.L, but we do not suppose w absolutely 
continuous with respect to the Lebesgue measure o-. In this case, the characterization is 
given by two inequalities. The first is between the norm in the Lq(IB, !-L) space of the Poisson 
integral o f the characteristic functions o f elements o f dyadic partitions o f sn' analogous to 
the dyadic partitions of mn, and the norm in V(Sn, w) of the same characteristic functions. 
The other is between the norm in the V' ( sn, w) space o f the dual Poisson integral o f the 
characteristic functions o f "cones" and "truncated cones" contained in 1B, whose bases are 
elements o f the dyadic partitions o f sn, and the norm in u' (JB, 1-L) o f the same characteristic 
functions. 
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Introdução 
O objetivo deste trabalho é obter, para cada p, q, 1 < p ::; q < oo, condições necessárias 
e suficientes para que a integral de Poisson de funções definidas sobre a esfera unitária 
sn c JRn+l seja limitada de LP(Sn,w) em Lq(lB,Jl), onde w e 11 são, respectivamente, 
medidas de Borel não negativas sobre sn e sobre a bola unitária IB c JRn+I 
Procuramos fazer uma redação auto-suficiente. Desta forma, algumas seções de capítulos 
são expositórios e não apresentam resultados originais. 
No Capítulo 1 apresentamos partições da esfera unitária sn, que têm algumas pro-
priedades tão boas quanto as partições diádicas de IRn, no sentido de podermos comparar 
as medidas de elementos da partição de um dado estágio com os elementos da partição de 
estágio anterior, e também no sentido de podermos comparar elementos das partições com 
bolas de sn Este capítulo traz resultados demonstrados por Bordin-Tozoni em [1], os quais 
são essenciais para o desenvolvimento do Capítulo 3. Apresentamos, também, as partições 
de um espaço quase-métrico X dadas em Sawyer-Wheeden [15], que serão utilizadas no 
Capítulo 2, e as decomposições de um espaço de tipo homogêneo introduzidas em Christ [5], 
que não serão efetivamente utilizadas neste trabalho, mas apresentamos aqui a título de ilus-
tração. Estas últimas possuem propriedades análogas às partições de sn citadas acima. No 
entanto, as partições de Sawyer-Wheeden não possuem elementos arbitrariamente pequenos 
e as decomposições de Christ não formam uma partição. 
No Capítulo 2 apresentamos os resultados contidos no trabalho [2], o qual foi realizado 
em conjunto com o Prof. Dr. Benjamim Bordin e o Prof. Dr. Sergio Antonio Tozoni, 
orientador deste trabalho. Dado um espaço homogêneo X = G /H, onde G é um grupo 
topológico localmente compacto e H é um subgrupo compacto de G, definimos os operadores 
maximais Md (de tipo diádico) e M e obtemos condições necessárias e suficientes sobre um 
peso W definido sobre X e uma medida de Borel não negativa !L sobre X = X x [0, CXJ), 
para que o operador M seja limitado de V(X, Wdw) em V(X,f.L), onde w é uma medida 
de Borel não negativa sobre X, induzida por uma medida de Haar sobre G. Se VV = 1, a 
condição obtida é a condição de Carleson para espaços homogêneos. Ainda neste capítulo, 
obtemos uma condição suficiente (que também é necessária para o caso W = 1) para que o 
operador integral de Poisson f e-+ u1 seja limitado de LP(Sn, Wdcr) em LP(lB,f.L), onde cr é 
a medida de Lebesgue normalizada sobre sn. Este resultado generaliza um resultado para o 
caso do círculo unitário S1 apresentado em Carleson [5]. Também consideramos o operador 
maximal f e-+ uj(tx) = SUPoss:st luJ(sx)l, x E sn, O::; t < 1, e obtemos uma caracterização 
para sua limitação de LP(Sn, Wdcr) em LP(lB,f.L). A nossa contribuição original começa 
neste capítulo, principalmente nas Seções 2.3 e 2.4, onde estendemos resultados inicialmente 
obtidos para a esfera sn, para espaços homogêneos. Estes resultados foram apresentados no 
51 Q Seminário Brasileiro de Análise (veja [7]) e generalizam os resultados para o caso do IRn 
apresentados em Ruiz-Torrea [12]. 
No Capítulo 3, a nossa contribuição original se encontra na segunda seção. Definimos o 
Operador Ufw de funçÕeS definidas sobre Sn , que, embora também chamamos de integral de 
Poisson, não é o mesmo operador estudado no Capítulo 2. Obtemos condições necessárias e 
suficientes para que este operador seja limitado de LP(Sn, w) em U(IB, f.L), onde w e f.L são, 
respectivamente, medidas de Borel não negativas sobre sn e a bola unitária 1B e 1 < p ::; 
q < oo. Um resultado análogo para a integral de Poisson sobre IRn é dado em Sawyer [14]. 
Se p = q e se w é a medida de Lebesgue sobre sn, o operador definido neste capítulo coincide 
com aquele definido no Capítulo 2 e assim é possível comparar estes resultados. 
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Capítulo 1 
Partições diádicas 
O objetivo deste capítulo é apresentar partições da esfera unitária sn e de espaços quase-
métricos análogas às partições diádicas do JRn e também uma decomposição de espaços de 
tipo homogêneo. 
Na primeira seção somente fixamos algumas notações e apresentamos algumas definições 
e propriedades básicas da esfera sn. 
Na segunda seção apresentamos partições de sn, análogas às partições diádicas de JRn, 
as quais também chamamos de partições diádicas. Estas partições foram obtidas por Bordin-
Tozoni em [1]. Analogamente às partições diádicas de JRn, os elementos da partição de um 
dado estágio são obtidos como refinamento dos elementos da partição de um estágio anterior. 
Além disso, cada um dos elementos de um fixado estágio está contido e contém bolas de raios 
fixos para este estágio. Os resultados apresentados nesta seção serão utilizados no Capítulo 
3. 
Na terceira seção apresentamos partições de um espaço quase-métrico X, isto é, de 
um conjunto X munido de uma quase-distância d, as quais foram introduzidas em Sawyer-
Wheeden [15]. Estas partições possuem as mesmas propriedades citadas acima das partições 
diádicas de sn. No entanto, elas não contém elementos arbitrariamente "pequenos", isto 
é, todos os elementos contém bolas de raio maior que um certo R > O. Isto não ocorre 
com as partições diádicas de sn expostas na segunda seção, onde seus elementos podem 
1 
estar contidos em bolas de raio arbitrariamente "pequenos". Utilizaremos os resultados 
apresentados nesta seção no Capítulo 2. 
Na quarta seção apresentamos as decomposições introduzidas em Christ [5] para um 
espaço X de tipo homogêneo, ou seja, um conjunto munido de uma quase-distãncia e de 
uma medida satisfazendo certa propriedade. Embora os elementos destas decomposições 
possam ser arbitrariamente "pequenos" e possuam propriedades satisfeitas pelos elementos 
das partições de Sawyer-Wheeden, os elementos de um dado estágio da decomposição não 
formam uma partição de X. 
1.1 Propriedades básicas de sn 
Notação 1.1.1 Se x E IRn, escrevemos lxln = (x · x )112 , onde x · y é o produto escalar usual 
entre x e y em IRn. Se não houver perigo de confusão, usaremos lxl para denotar lxln-
Seja S1 o círculo unitário em IR2 e, para n 2 2, seja sn = {X E JRn+l : lxln+l = 1} a 
esfera uni ária em mn+ l. Se X E sn e c 2 o denotamos por Bn (X' C) a intersecção de sn com 
a bola aberta em JRn+l com centro x e raio e. Se x E IRn e 1 - J2 ::; r < 1, denotamos 
Un(x, r)= Bn(x, h(r)), onde h: [1- J2, 1) -+ (0, 2] é definida por h( r)= J2(1- r). 
Definição 1.1.2 Seja D1 = [O, 211"] e para n 2 2 seja Dn = [O, 1r]n-l x [0, 21r]. Definimos a 
aplicação çn: Dn-+ sn por Çn(Bl, ... 'Bn) = (xl, ... 'Xn+l) onde 
x, = cos e1, 
i~l 
Xi = COS (}i rr Sen (}j, 2 :S Í :S n, 
j=l 
n 
Xn-'-1 = rr Sen (}j· 
j=l 
Observação 1.1.3 Observamos que, se e= (81 , ... , Bn) e B' = (82 , ... , On), então 
2 
Notação 1.1.4 A medida de Lebesgue de um conjunto mensurável A c sn será denotada 
por fAf. Se G é um subconjunto mensurável de Dn temos que 
!Çn(G)I = fcsenn- 1 e1 ... sen fln-lde, 
onde dfi =de, ... dfin· Escreveremos Wn = rsnr. 
Observação 1.1.5 Para X E sn e o < f. :S 7T /2, temos 
{2arcsen (f/2) 
fBn(x,R)f = Wn-1 lo senn-l sds 
e, portanto, a medida de Lebesgue de uma bola Bn(x, R), é da ordem de en, isto é 
2n-l 2n 
-
W_n-_1--::-- nn f B ( fi) I_ Wn-l Dn 
1 t.. :S n X, .t:. i :S -t- · n1in- n 
Notação 1.1.6 Se (D, :F, v) é um espaço de medida qualquer e A E :F, vamos denotar por 
fAfv a v-medida do conjunto A. 
Definição 1.1. 7 Seja f.L uma medida sobre a O"-álgebra de Borel Bsn de sn. Dizemos que f.L 
é uma medida de Radon sobre sn se as seguintes condições estão satisfeitas: 
(i) fKfM < oo para todo conjunto compacto K C Sn; 
(ii) Para qualquer E E Bsn, 
lEI~'= sup{fKfM: K C E, K compacto}; 
(iii) Para qualquer E E Bsn, 
lEI~'= inf{IGfM: E C G, G aberto}. 
Definição 1.1.8 Um grupo G é um grupo topológico se está munido de uma topologia tal 
que as operações de grupo 
(x, y) E G x G H x · y E G 
e 
x E G H x- 1 E G 
são contínuas. 
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Definição 1.1.9 Uma medida de Haar à esquerda sobre um grupo topológico localmente 
compacto G é uma medida de Radon f.1, não nula sobre G, que satisfaz jxEIP = lEI," para 
todo x E E e todo E E B5 n, onde xE = {x · y : y E E}. Esta propriedade é chamada 
invariância por translação à esquerda de J.l. 
Notação 1.1.10 Denotaremos por SO(n + 1) o grupo das rotações próprias de JRn+l. O 
grupo SO(n + 1) pode ser identificado com o grupo das matrizes ortogonais de ordem (n + 
1) x (n+1) e com determinante 1, que é um grupo topológico com a operação de multiplicação 
usual de matrizes. Este grupo age transitivamente sobre a esfera sn, isto é, para quaisquer 
x, y E sn, existe u E SO(n + 1) tal que u(x) = y. 
1.2 Partições diádicas de Bordin-Tozoni 
!\esta seção apresentamos as partições Ak, k 2: O, de sn, análogas às partições diádicas 
de lRn, introduzidas em Bordin-Tozoni [1] , e apresentamos propriedades destas partições. 
Estas partições foram construídas utilizando indução sobre n e considerando as partições 
diádicas usuais de 5 1 . Os elementos destas partições foram obtidos utilizando coordenadas 
esféricas. 
A seguir, daremos a idéia geométrica da construção das partições A~ da esfera 5 2 
Os elementos de A~ são oito triângulos geodésicos. Todos estes triângulos têm seus lados 
sobre a linha do equador e sobre meridianos, e todos eles têm um dos polos, n = (1, O, O) ou 
-li = ( -1, O, 0), como um vértice. Se Q, Q' E A~, então existe uma rotação própria u de 
JR3 tal que Q' = u(Q). 
Os elementos de A~+l são obtidos dividindo os elementos de A~. Os elementos de 
A~, k 2: 2, são triângulos geodésicos e retângulos geodésicos. Em cada A~, k 2: 2, exis-
tem exatamente oito triângulos geodésicos. Agora apresentaremos uma regra para obter os 
elementos de A%+1, dividindo os elementos de A%. 
Seja Q um triângulo em A%, k 2: 2, sejam B1 e B2 os pontos médios dos lados de Q que 
estão sobre meridianos e seja B3 o ponto médio do lado que é paralelo ao plano do equador. 
4 
Seja B1B2 o segmento geodésico unindo os pontos B1 e B2 e seja B4 o ponto médio deste 
segmento. Então Q é a união de um triângulo geodésico Q1 e dois retângulos geodésicos Q2 
e Q3 , todos em A~+ 1 , que são obtidos quando dividimos Q usando os segmentos geodésicos 
B1B2 e B3B4. 
Agora, seja Q um retângulo geodésico de A~, k 2: 3, e sejam C1 e C2 os pontos médios 
dos lados de Q que estão sobre os meridianos e sejam c3 e c4 os pontos médios dos la-
dos de Q que são paralelos ao plano do equador. Então Q é a união de quatro retângulos 
geodésicos Q1 , Q2 , Q3 , Q4 em A~+l' que são obtidos quando dividimos Q usando os seg-
mentos geodésicos clc2 e c3c4. 
Sejam k e j inteiros tais que k 2: O e 1 :S j :S 2k e consideremos o intervalo diádico 
Dessa forma, o intervalo [0, 21r) pode ser dividido em 2k intervalos IJ, cada qual de compri-
mento 2-k+l 
Definição 1.2.1 Definimos 
Ç l = {Ik : 1 < J. < 2k}: k J - - • 
Ç~ = {[0, 1r]n-! X [O, 21r)}, n 2: 2; 
Çf = {[0,7f/2) X [0,21r), [7r/2,7fj X [0,21i)}; 
Ç~ = {[0,1i/2) X [0,1r]n-2 X [0,21r), [7r/2,7fj X [0,7fjn-2 X [0,21i)}, n 2:3. 
e, para cada n, k 2: 2, definimos afamüia ç;z, por indução sobre n, como afamüiajormada 
pelos conjuntos 
[O, rk+l1f) X [0, 1i /2)n-l' 
[1r- 2-k+l7f, 1r] X [0, 7f /2)n-l, 
(o, rk+11r) x c, 
[7r- Tk+l1f, 7r) X G, 
5 
onde C E 92- 1 , C # [0, 1T /2)n- 1, e se k ?: 3, também formada pelos conjuntos 
Ij x C, 
/~k-Lj+1 X c, 
onde C E 9~- 1 , 3 S: r S: k e 2r-3 + 1 :::; j :::; 2r-2 
Agora, para cada n ?: 1 e k ?: O definimos 
e 
Observação 1.2.2 Para cada k ?: O, A~ é uma partição de sn, e, para todo Q E Ak_._1 , k ?: 
O, existe Q' E Ak, tal que Q C Q'. Chamaremos os elementos de An de elementos diádicos 
de sn. 
Observação 1.2.3 Sejam Q1 = Çn(I] x C) e Q2 = Çn(/;,_LJ+l x C) elementos de Ak, 
onde C E 9~-l Então existe u E SO(n+ 1) tal que u(Q1) = Q2 . Como conseqüência desta 
observação será suficiente considerar os elementos do tipo Q1 nas demonstrações e também 
em alguns enunciados dos resultados desta seção. 
Observação 1.2.4 Se #F denota o número de elementos de um conjunto finito F, então 
temos que #Al, = 2k para todo k ?: O, #A0 = 1, #Ar = 2, #A2 = 2n+1 e para k ?: 3, 
k 
#A~= 2(#A~- 1 +L 2'-3#A~-1 ). 
r=3 
Teorema 1.2.5 (i) Sejam n?: 2, k?: 1 e Q1 = Çn(C1 ) E Ak, Q2 = Çn(C2 ) E Ak+! tais 
que Q2 c Q1 . Se C 1 =!f x C~ com c; E 9~- 1 , então C2 = If x C~ com i E {1,2} e 
C' E9n-l Sek>2eC =lkxC' comC' E9n-! e2<r<k entãoC =Jk+1 xC' 2 2 - 1 J 1 l r --' 2 t 2 
onde i E {2j- 1, 2j} e C~ E 92-1 u 93- 1 se j = 1 e c; E 9~+} se 2 :::; j :::; 2k-2 
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{ii) Sejam n 2': 1, k 2': O e Q E Ak. Se k =O, então Q é a união de 2 elementos de Af, 
e se k = 1, então Q é a união de 2n elementos de A2. Para k 2': 2, Q é união de, no 
mínimo n + 1 e no máximo 2n, elementos de Ak+J· 
Demonstração. (i): O resultado é trivial para k = 1. Vamos considerar k 2': 2 e sejam 
. t . G Jk+ 1 G' G' E çn- 1 C Jk Jk+l u Jk+1 G c G t-z e s a1s que 2 = i x 2 , 2 s . orno j = 2j-l 2j e 2 1 , en ao 
i E {2j- 1, 2j} e G~ C G~. Se r = 2, então i E {1, 2} e assim s E {2, 3}. Se r 2': 3, então 
2r-2 + 1 :::; i :::; 2r-! e portanto s = r+ 1. 
(ii): O resultado é trivial para k =O. Temos que #A2 = 2n- 1(#AD = 2n+l e #Af = 2, 
e assim obtemos (ii) para k = 1. Vamos demonstrar (ii) para k 2': 2 e n 2': 1, usando indução 
sobre n. É óbvio que (ii) é verdadeiro para n = 1. Agora, suponhamos que qualquer elemento 
de A~- I é a união de no mínimo n e no máximo 2n-l elementos de A~:;: i, para todo k 2': 2. 
Sejam Ql = Çn(G!) E Ak, Q2 = Çn(G2) E Ak+l com G1 = If x G~, G~ E ç~- 1 , 2 ::ô r ::ô k 
e G2 = Ir 1 x G~, G~ E ç~- 1 , 2:::; s:::; k + 1 e suponhamos que Q2 c Q1 . Se j = 1, então 
segue por (i) que i E {1, 2} e G; = G~ para i= 1, G~ E Ç!)-1 para i= 2. Portanto, usando 
a hipótese de indução, podemos concluir que Q1 é a união de q + 1 elementos de tipo Q2 , 
onde q é um inteiro, n :::; q :::; 2n-l. Se j 2': 2, então segue por (i) que i E {2j- 1, 2j} e 
G~ E ç~;l. Portanto, pela hipótese de indução, podemos concluir que Q1 é a união de 2q 
elementos de tipo Q2, onde q é um inteiro como acima. 
Observação 1.2.6 Segue da demonstração acima que os elementos de A~ são união de 3 
ou 4 elementos de A%+ 1 se k 2': 2, 4 se k = 1 e 2 se k = O, e os elementos de Af são união 
de 4, 5, 6 ou 8 elementos de A~+l se k 2': 2, 8 se k = 1 e 2 se k = O. 
Teorema 1.2.7 Sejam n 2': 1, k 2': O, 'fl = 2-kr., /f = (1 + 2-2r.)2-k+l7r e ;J: = 2n-k" 
para n 2': 3. Se Q E Ak, então existe x E Q tal que Q C Bn(x,;J:). 
Demonstração. Se Q E A 0, então Q = sn = Bn(x,;0) para qualquer x E sn. Se Q E A~, 
então Q é uma metade da esfera sn. Portanto, como ;? > v'2, existe x E Q tal que 
Q c Bn(x, "tr). 
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Vamos demonstrar o teorema para k 2: 2 e n 2: 1, usando indução sobre n. A demons-
tração é trivial para n = 1. Agora, suponhamos que o teorema é verdadeiro para n- 1. 
Seja Q = Çn(G) E Ak, onde G = IJ x G', com G' E ç:;-l se j = 1 e G' E ç~-l se 
2r-3 + 1 ::; j ::; 2r-2, 3 ::; r ::; k. Sejam cjJ = j2-k+17í, t = 2-k+l7í e a = 2-r+11í. Se 
j = 2r-3 +i e 1 ::; i ::; 2r-3 , então cjJ = 1ít/ 4a + it e 
Q = {(cosl11,sen !11 Çn-1(11')): cjJ- t::; Ih::; cj;, O' E G'}. 
É suficiente considerar i = 2r-3, isto é, cjJ = 1ít/2a. Seja Q' = Çn-l ( G'). Como Q' E A~-!, 
segue pela hipótese de indução que existe x' E Q' tal que Q' c Bn_ 1 (x','!~- 1 ). Se 11 = 
(11b11') E G, então x = (coscj;, sen cjJ x'), Çn(cj;,O') = (coscj;, sen cjJ Çn- 1(0')) e Çn(O) = 
( cos cPh sen 01 Çn-l ( 11')) estão em Q e 
e 
Portanto, 
((cos01 coscj;) 2 + (sen 01 - sen 9) 2 [Çn-1(0')[;) 112 
16(111)- ç1(9)12 
< t 
< t +h~-! 
Teorema 1.2.8 Sejam n 2: 1, k 2: O e p/; = 2-n+b-k Se Q E A!; então existe x E Q tal 
que Bn(x,pí';) C Q. 
8 
Demonstração. O resultado é trivial para k = O, 1. Vamos demonstrar o teorema para 
k 2': 2 e n 2': 1, usando indução sobre n. A demonstração é trivial para n = 1. Agora, 
suponhamos que o teorema é verdadeiro para n - 1. 
Seja Q = l;n(G) E Ak, onde G = IJ x G', com G' E ç~-l se j = 1 e G' E ç~-l se 
2r-3 + 1 :S j :S 2r-z, 3 :S r :S k. Sejam ljJ = j2-k+l7i, t = 2-k+17i e a = 2-r+l1i. Se 
j = 2r-3 +i e 1 :Si :S 2r-3 , então c/J = 7it/4a + it e 
É suficiente considerar i= 1, isto é, q,- t = 7it/4a. Seja Q' çn_1(G'). Como Q' E A~- 1 , 
segue pela hipótese de indução que existe x' E Q' tal que Bn-l (x', p~-l) C Q'. 
Sejam x = (cos(c/J- t/2), sen (,P- t/2) x') e y = l;n(e1 , e')= (cose1, sen e1Çn-1(e')), 
(elo e') E Dn- Suponhamos que y <t Q. 
Se e1 ~ [c/J t, ,P), então 
IY- xln+l - ((cose1 cos(c/J- t/2)) 2 + isen e1 l;n-1(e')- sen (ljJ- t/2) x'l~) 1 i 2 
> ((cose!- cos(ljJ- t/2W + (lsen ed li;n-l(e')ln -lsen (c/J- t/2)llx'ln) 2)112 
- l6(el)-6(1/J t/2)lz 
> h(1- cos Tk7i)112 
Suponhamos c/J-t::; e1 ::; ,P-t/2 e e'~ G'. Como Bn_ 1 (x', p~- 1 ) c Q' e çn_1(e') ~ Q', 
então ll;n-1(e')- x'ln 2': p~- 1 . Tomamos 
V1 = Sen e1 Çn-1(e'), V2 = Sen el X1 , fJ = (sen (c/J- t/2)- Sen el)/sen el) 
e assim temos que .8 2': O e lvdn = lv2 !n, Portanto, 
IY- xln+l - ((cose1- cos(ljJ- t/2)) 2 + isen el l;n-1(e')- sen (1/J t/2) x'l;) 1i 2 
> lsen el çn-l(e')- sen (q,- t/2) x'i 
- l,6v2+(v2-vl)ln 
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> [v2-v1[n 
jsen ed[Çn-1(e')- x'ln 
> sen (<P- t)p~- 1 
2 1Ti n-1 > --p 
1T 4a r 
- 2p~ 
> p~ 
Suponhamos agora <P - t /2 :S: {)1 < <P e {)' f/: G'- Escolhendo convenientemente VL v2 
e (3 obtemos )y- xln+1 > pJ;. Então mostramos que se y f/: Q, então y f/: Bn(x, pJ;), isto é, 
Bn(x, p/;) C Q. 
Observação 1.2.9 Segue do Teorema 1.2. 7 e do Teorema 1.2.8 que existe uma constante 
c1 > o tal que, para todo k 2': o e todo Q E AI;' existe XQ E Q tal que 
(1.1) 
onde 5f: = 2rf: e r f: está dado no Teorema 1. 2. 7 
Corolário 1.2.10 Para todo n 2': 1 existe uma constante Dn, dependendo somente de n, tal 
que: 
{ii) Para todo Q E AI;, k 2': O, existem x E Q e O :S: 1! :S: 2, tais que Q C Bn(x,f.) e 
{iii) Para todo x E sn e todo O :S: f. :S 2, existem k 2': O,Q E AI; eu E SO(n+ 1), tais que 
Bn(X, 1!) C u(Q) e 
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Demonstração. A demonstração é conseqüência da Observação 1.2.9 e é análoga à demons-
tração do Lema 2.1.10. Por este motivo a omitiremos aqui. 
Observação 1.2.11 Segue pela Observação 1.2.g que, para quaisquer dois elementos Q1 , Q2 E 
Ak', obtemos 
A desigualdade acima mostra que as medidas dos elementos de Ak' são proporcionazs e a 
constante de proporcionalidade depende somente de n. 
Observação 1.2.12 Consideremos Dn com a partição diádica usual, isto é, para k > 1 
seJam 
Çn,o _ {Jk Jk . 1 < . . < 2k-1 1 < . < 2k} k - j 1 X··· X ]n · - )1, · · · ,)n-1 - ' _ Jn-
e 
Então A~·0 é uma partição de sn para cada k ;::: 1 e esta partição satisfaz as propriedades 
(i) e (iii} do Corolário 1.2.10. A propriedade (ii) do Corolário 1.2.10 não é satisfeita para 
os elementos A~'0 em torno de 11. = (1, O, ... , O) e -11. = 1, O, ... , O). 
Observação 1.2.13 Fixado n, vamos usar as notações simplificadas Ak para denotar Ak, 
k 2: O, A para denotar An e B(x,f), U(x,r) para denotar as bolas Bn(x,C) e Un(x,r) 
respectivamente. 
Observação 1.2.14 Vamos identificar sn X [O, 1) com a bola IB = {y E JRn+l IYI < 1} 
usando a aplicação (y, r) ---t ry. 
Definição 1.2.15 Seja a : [1- J2, 1] ---t [O,jSnl] a função decrescente dada por a(r) = 
IU(ll, r) j, onde 11. = (1, o, ... , 0). Se Q E A, Q f sn, definimos o subconjunto Q de sn X [0, 1) 
por Q = Q X [a- 1(IQI), 1). Se Q = sn, então definimos Q = sn X [0,1). 
Notação 1.2.16 Para Q E A, vamos denotar por Q* a bola B(x, 5k') que contém Q dada 
na Observação 1.2.9. 
11 
Definição 1.2.17 Vamos definir, para u = U(x,r), X E sn, 1- .J2::; r< 1: 
[i= { U x [0, 1), para 1- .J2 ::; r::; O 
U x [r, 1), para O ::; r < 1. 
Definição 1.2.18 Se R> O e B = B(x, r) é uma bola em sn, vamos definir RB = B(x, Rr) 
como sendo a bola de mesmo centro que B e com raio R vezes o raio de B. Se Q* = U(x, r), 
com 1- .J2::; r< 1, definimos RQ* = RQ*. Então, temos que 
~ { RQ* x [O, 1), para 
RQ*= 
RQ* x [1 +R( r- 1), 1), para 
1-.J2 :S:r:S:1-1/R 
1-1/R :S:r<l. 
Definição 1.2.19 Vamos definir, para cada k 2: O, uma partição Âk de sn x [O, 1). Defini-
mos 
Âo 
Âl 
Âz 
Â3 
-
-
= 
-
{ Sn X [0, 1)}, 
{Q: Q E AI}= {Q X [0, 1): Q E A!}, 
{Q:QEA2} U{Qx[0,1)\Q:QEAz}, 
{Q':Q'EA3} U{(Q'x[0,1)nQ)\Q':Q'EA3, QEA2, Q'cQ} 
U{Q' x [0, 1)\Q: Q' E As, Q E Az. Q' c Q} 
- AfUA~UA~. 
Para n 2: 4, definimos 
Âk - A~UA~UA~, onde 
Ak I - {Q': Q' E Ak}, 
Ak 2 - {(Q' x [o, 1) n Q)\Q': Q' E Ak. Q E A-1. Q' c Q} e 
Ak 
3 - { Q' x [0, 1) n Q : Q E A~- I U A~-l}. 
Observação 1.2.20 Da maneira como foram construídas, é claro que Âk é uma partição 
de Sn x [0, 1) e, além disso, dado Q' E Âk existe um único Q E Âk-l tal que Q' C Q. Vamos 
escrever Â = Uk:;:o Âk· 
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1.3 Partições diádicas de Sawyer-Wheeden 
Nesta seção apresentamos as partições diádicas de um espaço quase-métrico X, intro-
duzidas em Sawyer-Wheeden [15]. 
Definição 1.3.1 Uma quase-distância sobre um conjunto X é uma aplicação d : X x X -+ 
[O, oo) satisfazendo: 
(i) d(x, y) =O se e somente se x = y; 
(ii) d(x,y) = d(y,x) para todo x, y E X; 
(iii) existe uma constante K 2': 1 tal que, para todo x, y E X, 
d(x, y) :C: K[d(x, z) + d(z, y)]. 
Definição 1.3.2 Definimos a bola aberta de centro x E X e raio R > O em X , a qual 
chamaremos simplesmente de bola, por B(x, R) = {y E X : d(x, y) <R}. 
Observação 1.3.3 Dada uma quase-distancia d sobre X, existe uma distancia p sobre X e 
um número real positivo 1 tal que d é equivalente a p'~, isto é, existem constantes C, C' > O 
tais que 
C' d(x, y):; p'~(x, y):; C d(x, y), X ,y E X. 
(veja Macias-Segovia {9}). Portanto, a famüia de d-bolas é equivalente à famüia de p'~ -bolas 
e p'~ -bolas são conjuntos abertos. 
Definição 1.3.4 O par (X, d) formado por um conjunto X munido de uma quase-distância 
d é chamado de espaço quase-métrico. 
Teorema 1.3.5 Seja (X, d) um espaço quase-métrico separável (isto é, X contém um sub-
conjunto enumerável e denso). Então existe À > 1 tal que para todo m E JZ existem pontos 
xJ E X e uma famüia Vm = { EJ} de conjuntos de Borel, para k, j E JZ, k 2': m, 1 :C: j < nk, 
onde nk E IN U { oo}, tais que 
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(i) B(xk ),k) c Ek c B(xk ),k+l) · J 1 J J) I 
(ii) Para cada k 2': m, temos que X= UJ EJ e EJ nEt = 0 se i# j; 
(iii) Se m S:: k < e então ou EJ c Ef ou Ef n EJ = 0, para todos 1 S:: j < nk e 1 S:: i < ne. 
Demonstração. Seja À = 8K\ onde K é a constante da quase-distância dada na Definição 
1.3.1(iii). Para cada k E :::Z, seja {xJhsJ<nk um subconjunto de X maximal tal que as bolas 
{ B(xJ, 3K2 ),k) hsJ<nk são duas a duas disjuntas (observamos que o fato de X ser separável 
implica que a cardinalidade de {xJ}y é no máximo enumerável). Vamos mostrar que 
X= U B(xJ, 6K3 ;.,k). 
j 
(1.2) 
De fato, seja x E X. Pela maximalidade de {xJhsJ<nk' existe 1 S:: i < nk tal que 
B(x, 3K2 ),k) n B(xf, 3K2 ),k) # 0. Seja, então, w E B(x, 3K2 ),k) n B(x~, 3K2 Àk). Portanto, 
e assim, x E B(x~, 6K3 ),k), o que demonstra (1.2). 
Agora, fixemos m E :::Z. Definimos 
E:;'= B(x'{',6K3 Am)- (u B(xr;,;.,m)), 
i;tl 
E;'=B(x:f',6K3Am)- (UB(xr;,;.,m)) -E'(', 
#2 
(1.3) 
Vamos mostrar que (i) vale para k = m. Pela escolha de À, temos que Ej C 
B(xj, Àm~ 1 ) pois 6K3 ;.,m = 6K3 (8K5 )m < (8K5)m+l = ),m+l e, portanto, 
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Para ver que B(xj,J\m) C Ej, basta observar que as bolas {B(xj,J\m)}J são duas a_ duas 
disjuntas, pois B(xj,J\m) C B(xj,3K2 J\m) e {B(xj,3K2 J\m)}J são duas a duas disjuntas. 
Assim, 
B(xj, J\m) C B(xj, 6K3 J\m) - (~ B(x;-", J\m)) . 
Além disso, como B(xj, J\m) é uma das bolas subtraídas na definição de Ei para i =f j, 
temos que B(xj, J\m) não intercepta Ui<J E,';.. Assim, B(xj, J\m) C EJ, o que demonstra (i) 
para k = m. 
Vamos demonstrar agora que (ii) vale para k = m. Da maneira como foram construídos, 
é claro que os {EJ}j são dois a dois disjuntos. Agora, seja X E X. Se X E uj B(xj, J\m), 
então X E uj Ej e não há o que demonstrar. Vamos supor, então, que X 1- uj B(xj, J\m). 
Por (1.2) podemos tomar o primeiro j 0 tal que x E B(x'J:,, 6K3 J\m). Então, pela definição 
dos Ej' temos que X E Efo e, portanto, X E uj Ej. Logo, X = uj Ej' o que demonstra (ii) 
para k = m. 
Agora, vamos construir {EJ} para k > m por indução sobre k. Suponhamos e> me 
que a família {Effh está bem definida e satisfaz às condições (i), (ii) e (iii) para 1:::; j < nk, 
m :::; k < t. Para qualquer R > O e 1 :::; j < ne, seja 
B(xj, R)= U Ef-1 . 
i:Ef- 1 n B(x],R):;!:IJJ 
Vamos mostrar que, se R > O e 1 :::; j < nk, então 
(1.4) 
De fato, a primeira inclusão segue de (ii) com k =e -1. Se w E Ef- 1 e z E Ef- 1 n B(x], R), 
então por (i), temos 
d(w,x]) < K[d(w,xf- 1 )+K[d(xf-I,z)+d(z,x])]] 
< K[JI' + K[J\e +R]] 
K 2 R+ [K2 + 1]Jie. 
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Em analogia com (1.3), definimos 
Ef = B(xi, 6K3 >,e) - (u B(xf, >,')) , 
i~l 
E~= B(x~, 6K3 >,e) - (u B(xf, >,t)) - Ef, 
#2 
(Li) 
Tomando R = 6K3 ),f em (1.4) e utilizando (1.5) temos que se 1 ::; j < nt, então 
(1.6) 
pois 6K5 + K 2 + 1 ::; 8K5 = À, já que K ~ 1. Por outro lado, fazendo R = ),e em (1.4), 
temos 
(1.7) 
Agora, se i# j, então B(xf, 3K2 V) e B(x], 3K2 >,f) são disjuntas e segue de (1.4), (1.7) e de 
(1.5) que 
1 ::; j < ne. (1.8) 
As inclusões (1.6) e (1.8) juntamente com a hipótese de indução mostram que (i) vale para 
1 ::; j < nk, m ::; k ::; f. 
Para verificar a propriedade (ii), vamos primeiramente observar que 
X= UB(x],6K3.\e) 
j 
por (1.2) com k =f. e pela primeira inclusão em (1.4) com R= 6K3 >,<. Também 
B(x], ),e) C B(xj, 6K3 ),e) - (~ B(xf, >,1)) 
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por (1.7) e do fato que as bolas B(xf, 3K2 Àt) são duas a duas disjuntas em i. Assim, 
j j 
Se X E X, vamos tomar o primeiro Jo tal que X E B(x]o, 6K3 Àt). Para mostrar que X E uj EJ 
podemos assumir que X~ uj B(x], À é). Então X E Efo por (1.5). Isto demonstra (ii). 
Finalmente, para demonstrar (iii), é suficiente pela hipótese de indução mostrar que 
se m :S k < f e Efo intercepta EJ0 , então Efo C EJ0 • Como cada B(x], R) é a união de 
determinados Ef-1 e como os Ef-1 são dois a dois disjuntos em i, segue que cada EJ é 
também uma união de certos Ef-1 e que qualquer Ef- 1 que intercepta EJ deve estar contido 
em EJ. Assim, se Efo n EJ0 =J 0, então Efo n Ef-1 =J 0 para algum i tal que Ef-1 c EJ0 • 
Como m :S k :S e- 1, a hipótese de indução implica que Efo C Ef- 1 e, conseqüentemente 
que Efo C Ej0 • Isto completa a demonstração de (iii), e encerra a demonstração do teorema. 
Observação 1.3.6 A propriedade (ii) do Teorema 1.3.5 nos diz que, fixado mE LZ, para 
cada k ~ m, a famüia { Ej} é uma partição de X. 
Os elementos de D = UmEZ "Dm serão chamados de elementos diádicos. 
Definição 1.3.7 Se Q = EJ E "Dm para algum mE LZ, dizemos que Q está centrado em x] 
e definimos o comprimento do lado de Q por R( Q) = 2Àk. 
Notação 1.3.8 Denotamos por Q* a bola B(xJ, ).k+l) que, pelo Teorema 1.3.5(i) contém Q. 
Observação 1.3.9 Embora os elementos em cada "Dm satisfaçam às condições (i), (ii) e 
(iii) do Teorema 1.3.5, incluindo a condição particular de encaixamento (iii), os elementos 
de diferentes "Dm 's podem não estar encaixados. 
1.4 Decomposições diádicas de Christ 
Nesta seção apresentamos as partições diádicas de um espaço de tipo homogêneo X, 
introduzidas em Christ [5]. 
17 
Definição 1.4.1 Dizemos que uma medida de Borel não negativa w sobre um conjunto X 
munido de uma quase-distância d é uma medida doubling se existe uma constante Cw 2: O 
tal que 
[B(x, 2r)[w :S Cw [B(x, r)[w, 
para todo x E X e todo r> O. 
Definição 1.4.2 Um espaço de tipo homogêneo (X, d, w) ser-á um conjunto X, munido de 
uma quase-distância de uma medida doubling w tal que [B(x, r)[w < oo, para todo x E X e 
todo r> O. 
Definição 1.4.3 Seja (X,d,w) um espaço de tipo homogêneo. Seja 5 E (0,1). Para cada 
k E :E, vamos considerar {x~}aEI, uma fam{/ia de elementos de X, maximal com respeito à 
condição 
(1.9) 
para todo a i' /3. 
Observação 1.4.4 Se X for separável então a cardinalidade de h será no máxzmo enu-
merável. 
Observação 1.4.5 Pela maximalidade da famz1ia { x~} <>E h com respeito à condição ( 1. 9), 
temos que existe a desigualdade contrária: para cada k E :E e cada x E X, existe a E h tal 
que 
Definição 1.4.6 Uma árvore sobre o conjunto { (k, a) k E :E, a E h} é uma ordem 
parcial :::; satisfazendo: 
(i) (k, a) :::; (R, !3) * k 2: f.; 
(ii) Para cada (k, a) e R:::; k existe um único .8 tal que (k, a):::; (f'., .8); 
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(iii) (k, a) ::; (k 
(iv) d(x~, x~- 1 ) < (2K)-IJk-J =? (k, a) ::; (k- 1, 3), onde K é a constante da quase-
distância. 
Lema 1.4.7 Para cada k E LZ, consideremos uma famz?ia {x~}aEh como na Definição 
1..4.3. Então existe uma árvore sobre conjunto {(k, a): k E LZ, a E h}. 
Demonstração. Para cada (k, a), existe, por (1.10), pelo menos um ,3 tal que d(x~, x~-l) < 
Jk-l. Também, existe no máximo um ,3 tal que d(x~,x~- 1 ) < (2K)-1Jk-I De fato, se x~-l 
é outro elemento de X tal que d(x~, x~-l) < (2K)- 1Jk-l, então 
contradizendo ( 1. 9). 
Uma ordem parcial sobre { (k, a) : k E LZ, a E h} pode ser construída da seguinte 
forma: Para cada (k,a), verificamos se existe ,3 tal que d(x~,x~- 1 ) ::; (2K)- 1Jk-l. Se 
isto ocorre, definimos que (k, a) ::; (k - 1, .e), e também que (k, a) não está relacionado 
com qualquer outro (k- 1, 1). Se tal ,3 não existe, então escolhemos qualquer .e tal que 
d(x~, x~-l) ::; Jk-J, e definimos que (k, a) ::; (k- 1, e) e também que (k, a) não está rela-
cionado com qualquer outro ( k - 1, '!). 
Finalmente, estendemos ::; por transitividade e obtemos uma ordem parcial, a qual 
satisfaz (i), (ii), (iii) e (iv) da Definição 1.4.6. 
Teorema 1.4.8 Seja (X,d,w) um espaço de tipo homogêneo. Seja {x~}aEh uma famüia 
de elementos de X como na Definição 1.4.3. Existe uma coleção de subconjuntos abertos 
{Q~ C X: k E LZ, a E h}, e constantes o E (0, 1), a0 >O e C> O tais que 
(ii) Se k ::; e então ou Q~ c Q~ ou Q~ n Q~ = 0. 
(iii) Para cada (k, a) e cada e< k existe um único .e tal que Q~ c Q~; 
19 
(iv) IX- Ua Q~~w =O, para todo k E~-
Demonstração. Fixemos uma árvore sobre o conjunto { (k, o) : k E ~. a E h}, o que é 
possível pelo Lema 1.4.7, e seja a0 E (0, 1) tal que (2K)- 1a0 < 1. Definimos 
Q~ = U B(x~. aoc51). 
(1,;3)s;(k,n) 
Pela Observação 1.3.3, podemos supor que as bolas B(x, r) são conjuntos abertos. É claro 
que cada Q~ é aberto e que vale a primeira inclusão de (i). Para demonstrar a segunda 
inclusão de (i), vamos primeiro mostrar que 
De fato, dados (€, 8) ::; (k, a), existe urna cadeia 
(k, a) = (k, lo) 2': (k + 1,/J 2': (k + 2, /2) 2 .. · 2': (€, 8). 
Então, escolhendo c5 < (2K)-1, temos 
d(x~,x~) < Kd(x~,x~;" 1 ) + Kd(x~;" 1 ,x~) 
< K Jk + K d(x~;" 1 , x~) 
< K Jk + K2d(xk+l xk_+2) + K2d(xk+2 x') 
n ' ~ · ~ ' B 
< K Jk + K2c5k+l + K2d(x~;2, x~) 
< Kc5k + K2Jk+l + K3Jk+2 + ... 
Jk 
K -=-1 -_ -::-K:-::6 
< 2K Jk 
(111) 
Seja, agora, x E Q~. Então existe (€, (3) ::; (k, a) tal que x E B(x~, a0 c51 ). Daí, por (1.11), 
temos 
d(x, x~) < K[d(x, x~) + d(x~, x~)] 
< K[aoc51 + 2KJk] 
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< K[(2K)-1clk + 2Kok] 
[~ + 2K2]ok 
- cok 
Logo, Q~ c B(x~, Cok), o que demonstra a segunda inclusão em (i). 
Vamos, agora, demonstrar (ii). Para isto, vamos primeiro mostrar que, se Q~ n Q~ # 0, 
então a = (3. De fato, vamos supor que Q~ n Q~ # 0 e seja x nesta intersecção. Então existem 
(m,~t) e (n,O') tais que (m,1) :':: (k,a), (n,O')::; (k,/3) ex E B(x:;',aoom)nB(x~,aoon). 
Assim, supondo sem perda de generalidade que m 2: n, temos 
d(x:;',x~) < K[d(x;;',x)+d(x,x~)] 
< K[aoom + aob'n] 
< 2K aob'n. 
Agora, vamos considerar dois casos. Se m = n, obtemos d( x:;', x~) < 5n, contradizendo 
(1.9). Por outro lado, sem> n, existe um único x~+l tal que (m, 1) ::; (n + 1, .\). Então, 
por (1.11), temos 
d(xÂ+ 1 ,x~) < K[d(x~~ 1 ,x;;') +d(x;;',x~)] 
< K[2Kíjn+l + 2Kao8n] 
- 2K2 (8 + ao)íin 
< (2Ktlon, 
desde que 8 e a0 sejam escolhidos suficientemente pequenos. Pela Definição 1.4.6(iv) isto 
implica que (n + 1,.\) ::; (n,O'). Então (m,1) ::; (n + 1,.\) :':: (n,O') ::; (k,/3). Como 
(m, 1) ::; (k, a), concluímos que a= ,6, pela Definição 1.4.6(ii). 
Podemos, agora, mostrar (ii). Se f. 2: k e Q~ n Q; # 0, escolhemos "I tal que (€, ,6) :':: 
(k,1), donde~ E Q~. Então Q~nQ~ # 0, e assim, 1 =a, pelo que vimos acima. Logo, 
Q~ c Q~. 
Vamos demonstrar (iv). Fixemos k e seja E= Uo Q~. Dado qualquer x E X e qualquer 
n, existe, por (1.10), X~ tal que d(x, x~) < on. Se n 2: k então B(x~, aoíin) c E. Também, 
21 
pela desigualdade triangular segue que E(x~, a0on) c E(x, K(l + a0 )on), que chamaremos de 
E. Observamos que, como a medida w é doubling, [E(x~, a0on) lw 2: c[E[w, onde a constante 
c E (0, 1] depende somente de K e da constante doubling Cw. Em outras palavras, temos 
que 
Fazendo n -+ oo, temos 
. IEnE(x,r)[w > 
iimsup [E( ). _c> O, 
r--;.0 X, í lw 
para todo x E X. Pelo Teorema de Diferenciação de Lebesgue, E tem a medida de X e, 
portanto, IX- U, Q~/w =O, para todo k E ::Z, o que demonstra (ív). 
Observação 1.4.9 As partições diádicas de Bordin- Tozoni expostas na Seção 2 serão uti-
lizadas no Capítulo 3 e satisfazem as propriedades das partições diádicas de Sawyer- Wheeden 
expostas na Seção 3. Poderíamos tentar desenvolver todo o Capítulo 3 com as partições de 
Sawyer- Wheeden ao invés de utilizar as partições de Bordin-Tozoni. No entanto, escolhe-
mos estas últimas, já que conhecemos exatamente como são seus elementos, ao contrário 
dos elementos das partições de Sawyer- Wheeden, que são dados por meio de operações entre 
bolas, o que torna sua interpretação geométrica complicada. Além disso, fixado um inteiro 
m, os elementos da famüia 'Dm têm lado maior que 2À m, isto é, os elementos de 'Dm não se 
tornam arbitrariamente "pequenos" como ocorre nas partições diádicas de sn. As partições 
de Sawyer- Wheeden serão utilizadas no Capítulo 2. Embora os elementos das decomposições 
de Christ expostas na Seção 4, possam ser arbitrariamente "pequenos" e possuam pro-
priedades satisfeitas pelos elementos das partições de Sawyer- Wheeden, os elementos de um 
dado estágio da decomposição não formam uma partição de X, o que torna a utilização 
destas decomposições no Capítulo 2 inviável. 
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Capítulo 2 
Medidas de Carleson e pesos da classe 
O objetivo deste capítulo é expor os resultados contidos no trabalho [2], ue foi realizado 
com os professores Sergio Antonio Tozoni e Benjamim Bordin. 
Na primeira seção definimos os espaços homogêneos X = G /H, munidos de uma quase-
distância, onde G é um grupo topológico localmente compacto Hausdorff e H é um subgrupo 
compacto de G e apresentamos algumas propriedades adicionais das partições diádicas de 
Sawyer-Wheeden expostas na terceira seção do Capítulo 1, quando consideramos espaços 
homogêneos no lugar de espaços quase métricos. 
A segunda seção é uma breve exposição de definições e resultados da Teoria dos Mar-
tingais que utilizaremos neste e no próximo capítulo. 
Na terceira seção definimos um operador maximal de tipo diádico Jvtd usando as par-
tições de X = G /H expostas na primeira seção. Obtemos, então, uma condição suficiente 
sobre um peso W definido em X e sobre uma medida f3 definida sobre os borelianos de 
X= X x [0, oo), para que o operador Md seja limitado de LP (X, W dw) em LP (X, 8), onde 
w é uma medida sobre os borelianos de X induzida por uma medida de Haar sobre G. 
Na quarta seção definimos um operador maximal M utilizando as médias de uma função 
sobre bolas de X. Aplicamos o resultado principal da seção anterior e obtemos uma condição 
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necessária e suficiente sobre um peso W e sobre uma medida ,8 definida sobre os borelianos 
de X, para que o operador ;VI seja limitado de LP(X, Wdw) em LP(X,(J), Em particular, 
mostramos que, no caso W = 1, a condição obtida é a condição de Carleson para espaços 
homogêneos. Um resultado análogo para o caso do IRn foi obtido em Ruiz-Torrea [12]. 
Finalmente, na quinta seção definimos o núcleo de Poisson para a esfera sn, a integral de 
Poisson u1 e uma função maximal uj de uma função real e integrável f sobre sn. Mostramos 
que luj(x)l :S CMf(x) e assim, aplicando o resultado principal da seção anterior, obtemos 
uma condição suficiente para que o operador f >-+ uj seja limitado de LP(Sn, WdO") em 
V(IB, f.t), onde O" é a medida de Lebesgue normalizada sobre sn, 1B é a bola unitária em 
JRn+l e f.J, é uma medida não negativa sobre JB. '\lo caso W = 1, encontramos uma condição 
necessária e suficiente para que o operador f>-+ u1 seja limitado de LP(Sn, O") em LP(IB, f.t), e 
esta condição é a condição de Carleson para a medida f.J,. O caso do 5 1 sem pesos foi também 
estudado por Carleson em [5]. 
2.1 Espaços homogêneos 
'\!esta seção daremos algumas definições e resultados básicos e fixaremos algumas no-
tações. 
Daremos aqui uma nova definição de quase-distância sobre um conjunto X, que será 
utilizada em todo o Capítulo 2, diferente da Definição 1.3.1. Também, definiremos o que vem 
a ser um espaço homogêneo, que não será o mesmo que espaço de tipo homogêneo definido 
em 1.4.2. 
Notação 2.1.1 Seja G um grupo topológico (veja 1.1.8) localmente compacto Hausdorff com 
elemento unidade e, e seja H um subgrupo compacto de G. Vamos denotar por 7T : G >-+ G í H 
a aplicação canônica, isto é, a aplicação tal que K(g) = gH, para todo g E G. 
Vamos denotar por dg uma medida de Haar à esquerda sobre o grupo topológico G, que 
vamos assumir normalizada no caso de G ser compacto. Se A é um subconjunto de Borel de 
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G, vamos denotar por /A/ 9 a medida de Haar de A. 
Definição 2.1.2 Um espaço homogêneo X = G /H é o conjunto de todas as classes laterais 
à esquerda 1r(g) = gH, g E G, munido da topologia quociente. 
Observação 2.1.3 A medida de Haar dg sobre G induz uma medida w sobre a CJ-álgebra de 
Borel sobre X. Para uma função f integrável sobre X, temos 
fx f(x)dw(x) = fc f o r:(g)dg. 
O grupo G age transitivamente sobre X pela aplicação (g, r:( h)) f-t gr:(h) = r:(gh), isto 
é, para todos x, y E X, existe g E G tal que gx = y. 
A medida w sobre X é invariante sobre a ação de G, isto é, se f é uma função integrável 
sobre X, g E G e R9 f(x) = f(g- 1x), então 
fx f(x)dw(x) = fx R9 f(x)dw(x). 
Definição 2.1.4 Uma quase-distância sobre X é uma aplicação d: X x X f-t [0, oo) satis-
fazendo: 
(i) d(x, y) =O se e somente se x = y; 
(ii) d(x, y) = d(y, x) para todos x, y E X; 
(iii) d(gx,gy) = d(x, y) para todos g E G, x, y E X; 
(iv) existe uma constante K 2: 1 tal que, para todos x, y, z E X, 
d(x, y) ::; K[d(x, z) + d(z, y)]; 
(v) as bolas B(x, r) = {y E X : d(x, y) < r}, x E X, r > O, são relativamente compactas e 
mensuráveis, e as bolas B(R,r), r> O, formam uma base de vizinhanças de R= r:( e); 
(vi) existe uma constante Cw 2: 1 tal que, para todo r >O ex E X, 
isto é, a medida w é doubling. 
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Notação 2.1.5 Neste capítulo, X denotará um espaço homogêneo munido de uma quase-
distância d. Observamos que todo espaço homogêneo X é, em particular, um espaço de tipo 
homogêneo. 
Observação 2.1.6 Todo grupo topológico localmente compacto Hausdor.!J é um espaço ho-
mogêneo. Em particular, IRn é um espaço homogêneo. 
Seja SO(n + 1) o grupo das rotações próprias em Rn+l (veja 1.1.10). Consideramos 
SO(n + 1) munido da topologia induzida por JR(n+l)'. SO(n + 1) é um subespaço compacto 
do espaço M(n + 1, n + 1) de todas as matrizes de ordem (n + 1) x (n + 1). Podemos 
identificar SO(n) com o subgrupo de SO(n + 1) que deixa R= (1, O, ... , O) E sn invariante, 
e assim, considerar SO(n) como um subgrupo de SO(n + 1). Então, o espaço topológico 
SO(n+ 1)/ SO(n) é um espaço métrico homeomorfo a sn, onde consideramos sn munida da 
topologia induzida pela distância euclidiana e onde o homeomorfismo r.p : SO(n+ 1) / SO(n) f-) 
sn, que está bem definido, é dado por r.p(uSO(n)) = uR. Além disso, a medida de Lebesgue 
sobre sn é a medida induzida por uma medida de Haar sobre SO(n + 1). Portanto, a esfera 
sn pode ser considerada um espaço homogêneo. 
Observação 2.1.7 Segue da Definição 2.1.4(iii) que B(gx, r)= gB(x, r) para todos g E G, 
x E X e r > O, e assim IB(gx,r)iw = IB(x,r)lw· Portanto, dados x E X e r > O, 
existe uma seqüência (gJ)F;o: 1 de elementos de G tal que X = UJ?:l gJB(x, r). De fato, se 
E c X é um subconjunto limitado de X e se {B(x,r(x))} é uma cobertura de E, então 
existem uma constante C > O e uma seqüência de bolas disjuntas B(xi, r(xi)) tal que a 
famz?ia {B(xi, Cr(x;)} forma uma cobertura de E (veja Coiffman- Weiss í4J, Teorema 1.2, 
pag. 69). Temos que X= Uk21 (B(li, k)- B(R, k- 1)) e, para cada k, B(R, k)- B(R, k-
1) é um conjunto limitado. Para cada k 2: 1, consideremos a cobertura {B(x,r/C)} de 
B(R, k) B(R, k- 1), onde C é a constante descrita acima. Então existe uma seqüência de 
bolas disjuntas { B( x7, r/ C)} tal que a famz?ia { B( x~, r)} forma uma cobertura de B (R. k) -
B(R, k- 1). Dado x E X, se gj E G é tal que gjx = x], então B(R, k)- B(R, k- 1) C 
UJB(x],r) = UJB(gjx,r) = UJgJB(x,r). Logo, podemos escrever X= UkUJ 21 gjB(x,r), 
o que demonstra a afirmação feita. 
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Como conseqüência disso, temos que ]B(x, r)lw >O para todo r> O e para todo x E X 
e também que X é separável, isto é, possui um subconjunto enumerável e denso. 
Definição 2.1.8 Um peso é uma função positiva e localmente integrável sobre X. 
Notação 2.1.9 Dado 1 < p < oo denotamos por p' o conjugado de p, isto é, 1 < p' < oo e 
1/p+ 1/p' = 1. Se (íl, F, v) é um espaço de medida e 1 :S p < oo, denotamos por V (íl, .F, v) 
o conjunto das funções F -mensuráveis a valores reais tais que 
11 f ]]LP(fl,F,v)= (in ]f(x)IPdv(x)) ~ < oo. 
Se f, g E V(íl, F, v) e f = g q.s., f e g serão considerados um mesmo elemento de 
LP(íl, F, v). Quando não houver perigo de confusão, escreveremos V(íl, v) ou simplesmente 
V(íl) para denotar LP(íl, F, v). 
Se W é um peso sobre X, escreveremos V(W) para denotar V(X, W(x)dw(x)). 
Lema 2.1.10 Seja X um espaço homogêneo, seja b um inteiro positivo e seja .\ = 8K5, 
onde K é a constante da quase-distância dada em 2.1.4(iii). Então para cada inteiro k, 
-b :S k :S b, existe uma partição de Borel enumerável A% de X e uma constante positiva C 
dependendo somente de X, tal que 
(i) para todo Q E A%, -b :S k :S b, existe xq E Q tal que 
e 
(iii) para todos x E X e r, .\-b-l :S r :S .\b, existe Q E A~ para algum -b :S k :S b e existe 
g E G tal que d(gx,x) :S ).k+l, B(x,r) C gQ e 
]Q]w :S C]B(x, r)lw· 
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Demonstração. Fixado b E ::Z, b > O, pelo Teorema 1.3.5 segue que para cada inteiro 
k, -b ::; k ::; b, existe uma partição de Borel enumerável A% de X tal que, para todo 
Q E A%, existe XQ E Q tal que 
onde À = 8K5, o que demonstra a primeira parte de (i). Então, se a é um inteiro tal que 
2"-1 <À ::; 2", pela Definição 2.1.4(vi), temos 
JB(xQ,Àk+1)lw - JB(xQ, ÀÀk)lw 
< IB(XQ, 2" Àk) lw 
< c~ IB(xQ, Àk)lw 
< c~ IQiw, 
o que demonstra (i) com C= C~. 
Agora, se -b :S k :S b, Q1 E A%+1, Q2 E A%, com Q1 n Q2 f- 0 então pelo Teorema 1.3.5 
temos que Q2 C Ql e, como Q1 contém uma bola, temos que IQ1 Iw > O. Por (i), existem 
XQ 1 E Ql e XQ 2 E Q2 tais que 
e 
Logo, pela Definição 2.1.4(vi) e do fato que w é invariante pela ação de G, temos 
o < JQ!Jw 
< . ( k-'-2) I !B XQp À ' w 
< JB( ·)2aÀk); XQ 1 ) _, iw 
< C~aiB(xQ, Àk)lw 
< C~"IQ21w. 
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o que demonstra (ii) com C= C~"· 
Vamos demonstrar (iii). Sejam x E X e -b :::; k :::; b tais que Àk-l :::; r :::; Àk Existe 
um único Q E A% tal que x E Q. Consideremos XQ como em (i) e g E G tal que x = gxQ· 
Então por (i) temos 
e assim pela Definição 2.1.4(vi) temos 
/Q/w < /B(xQ, 2"Àk)/w 
< C~/B(xQ, Àk)/w 
< C~"/B(x, r)lw· 
Temos também que d(gx, x) = d(x, xQ) :::; ).k+I 
2.2 Martingais 
Nesta seção daremos algumas definições e resultados da Teoria dos Martingais. 
Vamos considerar (0, F, v) um espaço de medida o--finita e seja B uma sub-o--álgebra 
de F. 
Observação 2.2.1 Seja f E V(O, F, v). Segue como conseqüência do Teorema de Radon-
Nikodym que existe uma única g E V(O, B, v) tal que, para todo A E B, 
L g(x)dv(x) =L f(x) dv(x). (2.1) 
Definição 2.2.2 Seja f E L 1 (0, F, v). Definimos a esperança condicional de f com respeito 
a B como sendo a única função g E L 1(0, B, v) que satisfaz (2.1). Denotaremos g = E[f/B]. 
Teorema 2.2.3 Sejam f E U(O, F, v) e B' uma sub-o--álgebra de F tal que B' c B. Então 
E[E[fiBJIB'] = E[f IB'] q.s. 
29 
Observação 2.2.4 Seja {Bk : k E L}, L C IN, uma partição de ri tal que Bk E F e 
v(Bk) >O, para todo k E L. Se B é a a-álgebra gerada pelos conjuntos Bk e f E L1 (rl, F, v), 
então 
(2.2) 
De fato, como E[f!B] é E-mensurável, existem a1 , a2 , ... E IR tais que 
Portanto, para todo k E L, temos 
e asszm 
Definição 2.2.5 Seja (Fk)kEzz uma seqüência crescente de sub-a-álgebras de F, e para cada 
k E :Z, consideremos uma função fk E L 1(rl, Fk> v). Dizemos que a seqüência (fk)kEzz é um 
martingal com respeito à seqüência (Fk)kEzz se, para todo k E :Z, fk = E[fk71 jFk]· 
Observação 2.2.6 Seja (FkhEzz uma seqüência crescente de sub-a-álgebras de F e seja 
f E L'(rl, F, v). Então a seqüência Un)nEZZ definida por fn = E[f]Fn] é um martingal. De 
fato, por 2.2.3, temos 
Observação 2.2. 7 Seja Bk> k 2: 1, uma partição de ri por conjuntos mensuráveis, tal que 
para todo Q' E Bk existe um único Q E Bk-l tal que Q' C Q. Seja Fk a sub-a-álgebra de 
F gerada por Bk· Então (Fkh?:l é uma seqüência crescente de sub-a-álgebras de F. Se 
f E L'(ri,F, v) e 
fk(x) = E[fiFk](x) = L (,Q1' /c f(y)dv(y)) Xq(x), 
QEEk I lv Q 
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então (fkh?. 1 é um martingal com respeito à seqüência (Fkh?.l· Definimos o operador ma-
ximal Mv, para toda f E L1(fl,:F,v), por 
Mvf(x) = supE[!fiiFk](x) = sup IQ1' r lf(y)ldv(y). 
k>l zeQ lv }Q 
- QE!3 
onde B = Uk?.l Bk· 
O próximo resultado segue da teoria dos martingais e pode ser encontrado em Dellacherie-
Meyer (6, n. 40, pag. 37}. 
Teorema 2.2.8 Se 1 < p < oo e f E LP(O, F v), então 
IIMvfiiLP(!1,F,v) ::Ô p'lifi!LP(!1,F,v)· 
Observação 2.2.9 Se Ak e Âk são as partições de sn e sn X [0, 1) respectivamente, dadas 
na Seção 2 do Capítulo 1, então elas satisfazem as condições para que o Teorema 2.2.8 seja 
válido. Utilizaremos este resultado para ambas as partições no Capítulo S. 
Observação 2.2.10 Consideremos uma medida u-finita v sobre a u-álgebra de Borel de um 
espaço homogêneo X e seja :rk a u-álgebra gerada pela partição A~k, para -b :S k :S b, por 
A~b para k 2: b e por Ag para k :S -b, onde A% é a partição dada no Lema 2.1.10. Se 
f E V(X,:F, v), 
fk(x) = E[fi:Fk](x) = L (IQ11 1 f(y)dv(y)) xQ(x), -b :S k :S b 
QEA':_k v Q 
e fk = fb para k 2: b, fk = f -b para k :S -b, então (!k hEzt é um martingal com respeito à 
seqüência (:FkhEzt· Definimos o operador maximal Mí, para toda f E V(X, F v) por 
Mif(x) = supE[Ifl I:Fk](x) = sup .Q1I r !f(y)ldv(y). 
kE:Z xEQ I v }Q 
QEAb 
onde Ab = U-b:Sk:SbA%. 
Podemos enunciar, então, o Teorema 2.2.8 da seguinte forma: 
Teorema 2.2.11 Se 1 < p < oo e f E LP(X, v), então 
IIMífiiLP(X,v) :S v'llfiiLP(X,v)· 
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2.3 A limitação de um operador maximal de tipo diádico 
Definição 2.3.1 Seja b um inteiro positivo. Dado Q E Ab = U-b~k:Sb Ai, onde A% são 
as partições de X dadas no Lema 2.1.10, definimos o subconjunto Q de X= X x [O,oc) 
como Q = Q x [O,a- 1(1Qiw)J. onde a: [O,oc)-+ [O,oc) é a função definida por a(r)-
IB(li,r)lw, ]. = 1r(e). Definimos também Ê = B(x,r) x [O, r]. 
Definição 2.3.2 Se f é uma função a valores reais e localmente integrável sobre X, defi-
nimos, para cada (x, r) E X, 
M~f(x,r) = sup 'Ql' r lf(y)jdw(y). 
zEQEAb ! !w lQ 
IQiw ;?:o:(r) 
Se IQiw < a(r) para todo Q E Ab tal que x E Q, definimos M~f(x, r)= O. 
Lema 2.3.3 Seja W um peso e seja A um subconjunto mensurável de X. Se 1 < p < oc e 
w-1XA '/. LP' (W), então existe uma função positiva f E LP(W) tal que 
r f(x)dw(x) = ()(). /4 
Demonstração. Seja 7/J o funcional linear sobre LP (W) dado por 
7.f)(g) = /)W- 1 (x)XA(x))g(x)W(x)dw(x) =h g(x)dw(x). 
Como w- 1XA '/. LP' (W), segue pelo Teorema de Representação de Riesz que w não é 
contínuo. Portanto, existe e > O, tal que, para cada inteiro positivo m, existe gm E LP(W) 
tal que llgmiiLP(W):::; 2-m e 11/'(gm)i?: e. Seja 
Então, para todos m, k ?: 1, 
< 2-(m~l) 1 , 2-(m--:-k) T'''T 
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Assim Um) é uma seqüência de Cauchy V(W) e portanto existe f E LP(W) tal que fm---+ f 
em LP(W). Por outro lado, 
'1/J(Jm) = L fm(x)dw(x) 
- L lgl(x)ldw(x) +···+L lgm(x)ldw(x) 
> l?b(gl)l + · · · + 1'1/J(gm)l 
> mE. 
Mas fm t f q.s. e assim, pelo Teorema da Convergência Monótona, obtemos 
r f(x)dw(x) = '1/J(J) = lim 1b(Jm) 2: lim mE= 00. }A m~oo m~oo 
Teorema 2.3.4 Sejam W um peso sobre X, {3 uma medida não negativa sobre X e 1 < p < 
oo. Se existe uma constante C > O, tal que, para todo Q E Ab e todo inteiro positivo b, 
então existe uma constante C > O, tal que, para toda f E V'(W) e todo inteiro positivo b, 
r~[M~f(x, r)]Pd{J(x, r)::; C r lf(x)IPW(x)dw(x). lx · lx 
Demonstração. Vamos fixar f E V(W) e para cada k E LZ, seja ílk o conjunto 
Para cada k E LZ, vamos denotar por CZ a família formada por todos os Q E Ab tais que 
lfiQ = IQ11 r lf(y)ldw(y) > 2k. ilJ.I }Q 
Como para todo Q E A%, -b ::; k < b, existe Q' E A%+1 tal que Q C Q', então todo 
elemento Q E CZ está contido em algum elemento maximal Q' E cz. Denotamos por Ck a 
família {Q]: j E Jk} formada por todos os elementos maximais Q E cz. Como A~ é uma 
partição de X e todos os elementos de Ck são maximais, podemos concluir que os conjuntos 
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Qj, j E Jk, são dois a dois disjuntos. Portanto os conjuntos Qj, j E Jb são também dois a 
dois disjuntos , e 
Agora, para cada k E ::Z e cada j E Jb seja 
Então os conjuntos EJ e Ef são disjuntos para (k, j) I (h, i) e 
{(x,r): M~f(x,r) >O}= U (Ok Ok+l) = U U EJ. 
kE<Z kE<Z jEh 
Portanto, 
h[M~f(x, r)]Pd/](x, r) -
k,j 
Agora, introduzimos as seguintes notações: 
v(x) = wl-p' (x), 
[A[v = j v(x)dw(x), 
A 
IEk' (IQ~Iv)p "'(k,j = j IJJ IQA: J , 
I J IW 
( 
1 r lf(x)l )p 
9k,j = IQ]Iv }Qj v(x) v(x)dw(x) 
Y = {(k,j): k E ::Z, j E Jk}, 
r().)= {(k,j) E Y: 9k,j > ,\}. 
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(2.3) 
Seja 1 a medida sobre Y tal que i{(k,j)}l~ = /k,j e seja g a função definida sobre Y por 
g((k,j)) = 9k,J· Temos que 
lk,j9k,j = IE]ill (rQ~Iw fo11J(x)ldw(x)Y 
e assim segue por (2.3) que 
(2.4) 
Para cada À > O, seja { Q? : i E !À} a família formada por todos os elementos maximais da 
família 
{Qj: (k,j) E r(J.)} = {Q;: IQ~I r IJ((x))lv(x)dw(x) > ,\1/P}. 
j v }QJ V X 
Se Qj C Qf e (x,r) E EJ, então x E Qj, IQjlw 2: oo(r) e assim 
M~(vXq>.)(x,r) = sup 
t xEQEAb 
!Qiw2:o(r) 
Portanto, se Qj C Q? obtemos 
(2.5) 
Usando o fato que os conjuntos EJ são disjuntos, segue de (2.4), (2.5) e pela hipótese que 
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(2.6) 
Segue da definição do operador maximal Mi na Observação 2.2.10 e pela definição de f(.\) 
que 
U Q~ C {x E X: lv!Z (lfl) (x) > .\1/P}. 
(k,j)Er(J\) V 
Então, por (2.6), (2.7) e pelo Teorema 2.2.11, 
fx[M~f(x, r)]Pd{3(x, r) < C2P fo /{X: (MZ C~') (x) r> À }IV d.\ 
C2P fx (Mi c~)) (x)r v(x)dw(x) 
< C2P(p')P /, lf(x)IP v(x)dw(x) 
x (v(x))P 
- C2P(p')P fx IJ(x)iPTV(x)dw(x). 
(2.7) 
Observação 2.3.5 Vamos fixar g E G e sejam g-1 At = {g- 1Q : Q E A%}, g-1 Ab = 
{g- 1Q : Q E Ab}. Então, para cada -b ::; k ::; b, g- 1A% é uma partição de X e o Lema 
2.1.10 e o Teorema 2.2.11 também são válidos, com as mesmas constantes, quando trocamos 
A% por g-1 A%. Se f é uma junção a valores reais e localmente integrável sobre X, definimos 
b 1 1 MJ9 f(x,r)= sup -IQI )f(y))dw(y). 
:cEQEg-lAb w Q 
iQiw;::-cr(r) 
Então 
M~(R9 f)(gx, r)= M~'9 f(x, r) 
onde R9 j(x) = J(g- 1x). O Teorema 2.3.4 também é válido, com a mesma demonstração, 
quando trocamos o operador M~ por M~'9 e a famüia Ab por g-1 Ab. 
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2.4 A limitação de um operador maximal 
Definição 2.4.1 Definimos o operador maximal M por 
Mf(x,r) =sup IB( 1 )' r lf(y)ldw(y) 
s?.r X: S lw Js(x,s) 
para toda função a valores reais e localmente integrável f sobre X e ( x, r) E X. Se r = O 
o supremo acima é tomado sobre todos> O e Mf(x,O) = f*(x) é a função maximal de 
H ardy-Littlewood. 
Definição 2.4.2 Dado um inteiro positivo b e uma função a valores reais e localmente in-
tegrável f sobre X, definimos para (x, r) E X, 
Mbf(x,r) = sup . 1 . r lf(y)!dw(y). 
max{J.-b-l,r):Ss9b !B(x, s)fw Js(x,s) 
Definimos Mb f(x, r)= O se r> Àb e observamos que Mb f(x, r) t Mf(x, r) quando b t oo 
para todo (x,r) E X. 
Notação 2.4.3 Denotaremos 
Gb = {g E G: d(gx,x)::; Àb+l para todo x E X}. 
Observação 2.4.4 Se d(gli, li)= d(gx, x) para todo x E X e para todo g E G, em particular 
se G é um grupo Abeliano, então 
e assim Gb é relativamente compacto em G e O< IGblg < CXJ (veja Korányi- Vági [8]). 
Lema 2.4.5 Seja b um inteiro positivo, seja g E G, seja M~'9 o operador maximal definido 
na Observação 2. 3. 5, seja f uma função a valores reais e localmente integrável sobre X e 
seja (x, r) E X. Então 
M~'9f(x,r)::; CMf(x,r). (2.8) 
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Se G é um grupo compacto ou Abeliano, então 
Mb f(x, r)~ l~l 9 i, M~9 f(x, r)dg. (2.9) 
As constantes C em (2.8) e em (2.9) dependem somente de X e se X é compacto podemos 
trocar Gb por G. 
Demonstração. Fixemos (x,r) E X e 9 E G. Se IQiw < a(r) para todo Q E Ab tal que 
x E 9-1Q, temos )1.1~'9 f(x, r) = O. Para demonstrar (2.8), é suficiente considerar Q E A%, 
-b ~ k ~ b, tal que x E g- 1Q e iQiw 2: a(r). Pelo Lema 2.1.10(i) existe xq E Q tal que 
Q C B(xq,Àk+l) e IB(xq,Àk+l)lw ~ CJQiw· Para t = 2K),k+1, onde K é a constante da 
quase-distância, temos B(g-1xq, ),k+1) C B(x, t) e assim 
Se a é um inteiro positivo tal que 2a-1 < K ~ 2a, segue pela Definição 2.1.4(vi) que 
IB(x t)j < ca+l IB(x \k+l)j < ca+l c•g-1Q' ! ' w- w Q: /\ w - w i l(.t..J• 
Portanto, 
1 1 ca-'-1 c . I -1QI -1 IJ(y)jdw(y) ~ JB( t)' r lf(y)jdw(y) ~ c~·rl CMJ(x, r) g 1w g Q X, lw Js(x,t) 
e assim obtemos (2.8). 
Fixemos (x,r) E X. Se r> Àb temos Mbj(x,r) =O e assim podemos supor r~ Àb 
Dado s tal que À-b-1 ~ s ~ Àb e s 2: r, pelo Lema 2.1.4(iii), existe Q E A~ para algum 
-b ~ k ~ b e existe g E Gb, tal que B(x, s) C g- 1Q e JQiw ~ CjB(x, s)lw· Então 
B( 1 )j r jj(y)jdw(y) ~I -~Q r jj(y)jdw(y) ~ Clvt~,gj(x,r) I X, S w J B(x,s) ,g lw }g- 1Q 
pois JQiw 2: jB(x, s)]w 2: a( r). Portanto, integrando ambos os membros da desigualdade 
acima sobre Gb e com respeito à medida de Haar dg, temos que 
IB( 1 )' r . lf(y)jdw(y) ~ IGCI r M~·g f(x, r)dg 
X, S lw lB(X,S) b g Jab 
e assim obtemos (2.9). 
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Teorema 2.4.6 Seja G um grupo compacto ou Abeliano. Sejam 1 < p < oo, W um peso 
sobre X tal que wl-p' dw é uma medida doubling sobre X e .e uma medida não negativa sobre 
X. Então as seguintes condições são equivalentes: 
(i) Existe uma constante C > O, tal que, para toda f E LP(W), 
/x[Mf(x,r)]Pd,B(x,r) :S C L lf(x)IPW(x)dw(x). 
(ii) Existe uma constante C> O, tal que, para todas as bolas B = B(z, t), O::; t < oo, 
h[M(W1-p'xs)(x,r)]Pdf](x,r) :S C k W 1-P'(x)dw(x) < oo. 
Demonstração. Primeiramente vamos demonstrar a implicação (i) :;, (ii). Suponhamos 
que existe B = B(z, t), O < t < oo tal que 
ls wl-p' (x)dw(x) = 00. 
Então w-1xs tf_ v' (W) e assim, pelo Lema 2.3.3, existe uma função positiva f E V(W) 
tal que 
k f(x)dw(x) = oo. 
Portanto, dado (x, r) E X, existes 2 r tal que B c B(x, s) e assim Mf(x, r)= oo. Como 
{3 é uma medida não negativa, temos uma contradição com a condição (i). Assim 
ls wl-p'(x)dw(x) < 00. 
Para obter a desigualdade (ii) é suficiente escolher f(x) = wl-p' (x)xs(x) na hipótese. 
Vamos demonstrar (ii) :;, (i). Fixemos um inteiro positivo b, g E G e Q E A%, 
-b::; k ::; b. Então, pelo Lema 2.1.10(i) existe XQ E Q tal que B(xQ, >.k) C Q c B(xQ, ),k+l ). 
Sejam B = B(g- 1xQ, ),k+l ), Q' = g-1Q, v = W 1-P' e seja a um inteiro positivo tal que 
2"-1 <), :S 2". Como v é uma medida doubling, existe uma constante positiva Cv, tal que 
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Então pela hipótese e por (2.8) obtemos 
k,[M~'9(W 1 -p' XQ' )(x, r)]Pdí](x, r) < C2 h[M(vxs)(x, r)]Pd.B(x, r) 
< C3IBiv 
< c4 r wl-p' (x)dw(x). 
lQ' 
Como a constante C4 depende somente de p, W and 8, então pelo Teorema 2.3.4 e pela 
Observação 2.3.5, existe uma constante C5 tal que, 
r~[M~'9 j(x, r)]Pdí3(x, r)::; C5 r if(x)IPW(x)dw(x) h h (2.10) 
para toda f E LP(W) e todo g E G. Então, segue por (2.9), (2.10) e pela desigualdade de 
Jensen que 
< r~ ( .. Gc6l r M~·9j(x,r)dg)P dB(x,r) lx 1 b 9 lc, 
< C~ r rJM~'9 f(x, r)]Pdí3(x, r) 'Gdg' lc, lx 1 big 
< c~c5 fx IJ(x)IPW(x)dw(x). 
O resultado segue agora pelo Teorema da Convergência Monótona. 
Observação 2.4.7 (a) Para W = 1, a condição (ii) do Teorema 2.4.6 é dada por 
h[M(xs)(x, r)]Pdí3(x, r)::; CI,BI"' (2.11) 
para toda bola B. Fixemos B = B(z, t), O < t < oo. Então, segue como na demonstração 
da desigualdade (2.8) do Lema 2.4.5 que existe uma constante C> O tal que 
C::; M(xs)(x, r)::; 1, (2.12) 
para todo (x, r) E E. Portanto, de (2.11) obtemos 
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Então, a condição (2.11} implica a condição: 
(2.13) 
para uma constante C> O e todas as bolas B. Mas, da condição (2.13) obtemos 
e portanto as condições (2.11} and (2.13) são equivalentes. A condição (2.13} é a condição 
de Carleson para espaços homogêneos X (veja Ruiz-Torrea {13}). 
(b) Sejam B = B(z,t), O< t < oo e v= W 1-P'. Então 
IBiv ( CIBiw::; M(vxs) x,r) 
para todo (x, r) E Ê. Portanto, da condição (ii) do Teorema 2.4. 6 obtemos 
I,ÊilJP (1Biw) [ (1Biv)P ]l/p ~ IBiv h !B\w dB(x, r) 
( 'BI ) - ]'
1
P < C 'lEI: [fe[M(vxs)(x, r)]Pdf3(x, r) ., 
< C' (lEI"') IBil/p IBiv v . 
Então, a condição (ii) do Teorema 2.4. 6 implica a condição: 
(2.14) 
para uma constante C> O e todas as bolas B. Foi demonstrado em Ruiz-Torrea [13} que a 
condição (2.14} é uma condição necessária e suficiente para que o operador M seja limitado 
de IJ'(X, W(x)dw(x)) em fraco-LP(X, 6). 
2.5 A limitação do operador integral de Poisson 
Observação 2.5.1 Identificamos sn X [0, 1) com a bola lB = {y E JRn+l: !YI < 1} usando 
a aplicação (y, r) r+ ry, como foi Jeito na Observação 1.2.14. 
41 
Vamos considerar a distância d sobre sn dada pord(x, y) = lx-yl, para todos x, y E Sn, 
a denotará a medida de Lebesgue normalizada sobre sn e h : [1 - /2, 1) ---+ (0, 2] será a 
função definida em 1.1.1. 
Fixado n, ç: [0, Tt]n-l X [O, 211]-+ sn denotará a aplicação t:n dada na Definição 1.1.2. 
Definição 2.5.2 Se f é uma função real e integrável sobre sn definimos 
Mf(y) = Mf(y', h(lyl)), Y E JRn+l, O< IYi :S 1, y' = Y/IYI· 
Definição 2.5.3 O núcleo de Poisson sobre a esfera sn é definido por 
1 t2 
P,(x,y)=Pty(x)=cnl I .1 , ty- X n-
para0 :S t < 1 ex, y E sn. 
Observação 2.5.4 Observamos que P,(x,y) = P,(y,x), para x, y E sn e O :S t < 1. De 
fato, temos que 
Definição 2.5.5 Para uma função real e integrável f denotamos por ut(ty) a integral de 
Poisson 
Uj(ty) = r P,y(x)f(x)da(x), Jsn 
e definimos a função maximal uj por 
0 :S t < 1, y E Sn. 
Definição 2.5.6 Se B é a bola aberta B(z, t) = {x E sn : lx- zl < t}, O < t < 2, 
definimos 
B = { sx h-1 (t) :S s :S 1, x E B} se O < t :S vÍ2; 
B = { sx : O :S s < 1, x E B} se /2 :S t :S 2. 
Observamos que B é um cone truncado contido na bola 1B = {y E IRn"-l 
O < t :S /2 e um cone se .;2 :S t :S 2. 
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IYI < 1} se 
Lema 2.5. 7 Dados y E 1B e v E SO(n + 1), temos 
(2.15) 
M(J o v)(v- 1y) = Mf(y). (2.16) 
Demonstração. Dados y E 1B e v E SO(n + 1), temos 
o que demonstra (2.15). Para demonstrar (2.16), basta observar que, se y = ry' E JB, com 
O ::':: r < 1 e y' E 5n, temos 
IB( -~ I )' r lU o v)(z)\da(z) V y,siJB(v-ly',s) - IB( 1, li j , \(f o v)(v- 1x)lda(x) y ,S B(y',SJ 
= IB( 1, )I j, .lf(x)lda(x). y, S , B\y1,S) 
Tomando o supremo sobres 2: h(r), temos (2.16). 
Observação 2.5.8 Para todo 1- J2::; r< 1, temos que, se e= (e1 , ... , en), então 
B(R,h(r)) = {Ç(e): O::; e1 < arccosr(2- r)}. 
De fato, 
B(R, h(r)) - B(:n., VZ(1- r)) 
- {y E sn: IY- RI< VZ(1- r)} 
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= {y E sn : (1 -r )2 > 1 - y · 1l} 
- {(yi,···,Yn+l) E sn: (1- r) 2 > 1- Yl} 
{Ç(B): (1- r) 2 > 1- cos BI} 
- {Ç(B): O:::; B1 < arccosr(2- r)}. 
Observação 2.5.9 Para y E sn e f E Ll(Sn) definimos uj(y) = SUPos;t<liuJ(ty)j. Em 
Rauch f 11 j está demonstrado que 
A desigualdade do próximo lema generaliza a desigualdade acima. 
Lema 2.5.10 Existe uma constante C > O tal que, para toda função real e integrável f sobre 
Sn e todo y E JB, 0 < jyj < 1, temos 
uj(y):::; CMf(y). (2.17) 
Demonstração. Podemos assumir y = rll. = r(1, O, ... , 0), O < r < 1. De fato, supo-
nhamos que (2.17) seja válido para toda função real e integrável f e todo y = rll., O < r < 1. 
Então, dado y E JB, O < jyj < 1, existem v E SO(n + 1) e O < r < 1 tais que y = v(rll). 
Assim, pelo Lema 2.5.7, temos 
Vamos denotar B = (B1 , ... , Bn), B' = (B2 , ... , Bn), w(B') = senn-2 1}2 ... sen Bn-1 e 
Então 
{ Pr(x, ll.)f(x)dO"(x) }sn 
- f dB1 ... trr p(Bl.r)f(Ç((}))senn-l 1}1 w(B')dBn. 
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(2.18) 
Se o :::: r :::: 1/2, temos que p( e1' r) :::: zn+1Cn e assim 
Agora, vamos supor 1/2::; r< 1. Se m(r) = arccosr(2- r) (veja Observação 2.5.8), então, 
integrando por partes com respeito a (;)1, obtemos 
Ir - I r Pr(x, R)f(x)dO'(x)l 
1J 5"-B(R,h(r)) I 
- 11~ p(e1,r)senn-l e1de1''. {2~ J(Ç(e))w(e')denl 
1 m(r) Jo i 
< lp(11,r) f d(;)1·. ·l~ J(Ç(e))senn-1 el w(e')den 
rm(r) {2~ 
- p(m(r),r) lo d(;i1· .. lo j(Ç(e))senn-1 (;)1 w(e')den 
- j~r) ::e1, r) [t (f d(;)2 ... t~ f(Ç(t, e'))senn-1 t w(e')den) dt] de1 1 
< p(11,r) f d(;)1·. ·l" IJ(Ç(Ii))fsenn-1 01 w(O')den 
+ p(m(r), r) fom(r) de1 f de2 .. ·l"' IJ(ç(e))lsenn-1 e1 w(O')den 
+ !~r) I ::01 ' r) I [ll (f diJ2 .. ·l"' IJ(Ç(t, e')) fsenn- 1 t w(e')d(;)n) dt] d(;)l 
- I;+t:+I;. 
Temos que 
I; - p(11,r) f del·· ·l"' [j(Ç(e))[senn-1 e1 w(e')den 
- Cn( 1 - ~ r lf(x)fdO'(x) 1+rn)sn 
< Cn Wn Mf(rR). 
Pela Observação 1.1.5, temos 
3n 
r)n::; [B(R,h(r))[::; 2Twn-l (1- r)n. 
n 
Então para 1/2 ::; r < 1, segue que 
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Cn 1 - r
2 
n 1 r I f (X) I du( X) (2r3- 3r2 + 1)-, 1B(R,h(r)) 
(1-r)(1+r) J, ij()ld() 
- Cn n+l 1 X ; -a X ((1- r)2(1 + 2r))-, B(R,h(r)) 
1+r 1 J, . 
- Cn( n~l I j(x) I du(x) 1 -r )n (1 + 2r) -; B(R,h(r)) 
< en(1 
2 ) r I J(x) du(x) 
-r n 1 B(R,h(r)) 
3n 
< 2cn ~~~w~( 1 ))' r lf(x)ldu(x) 
n , r 1 1 B(R,h(r)) 
23;+1 
< Cn Wn- 1 MJ(rli). 
n 
Observamos que para todo O< r< 1 temos (veja Stein-Weiss [17, pag. 43]) 
1 -
-
-
-
por 1.1.4. Portanto, 
r Pr(x, TI)du(x) 1sn 
lo" dB1· · ·l" p(B1,r)senn-1 B1w(B')dBn 
(f p(B1, r)senn- 1 B1dB1) (f dB2 • .. l" w(B')dBn) 
Wn- 1 lo" p(Bh r)senn-1 B1dB1, 
Usando integração por partes, (2.19) e observando que 
se e O:S:r<1, 
temos 
(2.19) 
lo" l%~81 ' r) I (t' senn-1 t dt) de] - -p(7r,r) lo" senn- 1 tdt +lo" p(BL r)senn-l e1del 
-p(7r, r) r senn-l tdt + - 1-lo Wn-1 
1 1 1- r 2 Wn 
----
Wn-1 Wn (l + T )n+l Wn-1 
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< 
Como 
rm'r) 
IB(ll, h(r))j = "-'n-l lo ' senn-l (},d(},, 
(veja Observação 1.1.5 ), temos 
Portanto, existe uma constante D > O, tal que 
para todo 1/2 :S r< 1. Conseqüentemente, como Pr(E,((}), ll) = p((}1 , r) :S p(O, r) para todo 
O :S (}1 :S 1r, temos 
jut(rll)j lfsn Pr(X, ll)f(x)do-(x)l 
< I r Pr(x, ll)f(x)do-(x)l. +I r Pr(x, ll)f(x)do-(x)l J B(R,h(r)) i I} sn-B(R,h(r)) I 
< p(O, r)/, lf(x)jdo-(x) +Ir 
B(R,h(r)) 
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< 2cn( 1 ) r IJ(x)jdO"(x) +Ir 1 -r n J B(li,h(r)) 
â.!L:...l 
2 2 ' Wn-1 1 /, 'J( ) 'd ( ) D-J( ) 
< Cn jB( h( ))j , , I X I O" X + M rll n ll, r B 1R,h(r) 1 
2 3n...;_l 2, Wn 1- -
< cn - MJ(rll) + DMJ(rll) 
n 
- CMJ(rll). 
Lema 2.5.11 Existe uma constante C> O, dependendo somente de n, tal que 
para todos 0 :'0: r< 1, y' E sn ex E B(y', h(r)). 
Demonstração. Primeiramente observamos que 
B(y', h(r)) = {x E sn: jy'- xl < h(1- r)}= {x E sn: (1- r f> 1- X' y'}. 
Então se o :'0: r< 1, y' E sn e X E B(y', h(r)) temos que (1- r) 2 > 1- X' y'. Logo 
1 - 2rx · y' + r2 - (1 - r )2 + 2r(1 - x · y') 
< (1-r)2 +2r(1-rf 
< 3(1 - r) 2 
Portanto, pela Observação 1.1.5, temos 
1- r2 
- Cn :' (1 - 2rx · y' + r 2) "2 • 
(1-r)(1+r) 
> Cn n-i-l (3(1 - r )2) -, 
Cn (1+r) 
3n:i'(1-r)n 
Cn 1 
> ---;---,-3ni'(1-r)n 
1 
> C IB(y'.h(r))j 
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Teorema 2.5.12 Sejam 1 < p < oo, W um peso sobre sn tal que W 1-P' du é uma medida 
doubling sobre sn e p, uma medida de Borel não negativa sobre JB. Então as seguintes 
condições são equivalentes: 
(i) Existe uma constante C > O, tal que, para toda g E LP(W), 
(ii) Existe uma constante C> O, tal que, para todas as bolas B = B(z, t), O< t :<::; 2, 
Demonstração. A demonstração de (i) =? (i i) é exatamente como a demonstração de 
(i) =? (i i) no Teorema 2.4.6 
Vamos demonstrar (ii) =?(i). Seja g uma função a valores reais positiva e localmente 
integrável sobre sn. Pelo Lema 2.5.11, existe uma constante C> O, dependendo somente de 
n, tal que 
c 
Pry'(x)?: IB(y',h(r))l 
para todos O:<::; r< 1, y' E Sn ex E B(y', h(r)). Portanto, multiplicando ambos os membros 
da desiguladade acima por Wl-p' (x)x8 (x) e integrando sobre B(y', h(r)), temos 
Uw~-p'x8 (ry')?: 'B( 'Ch( ))" { Wl-p'(x)xs(x)du(x) 
1 y, r j}B(y'.h(r)) 
e assim 
(2.20) 
Consideremos a função k: lB-+ sn definida por k(x) = (xflxl,h(\xl)), X -=1 o, k(O) = 
(li, 0), ]. = (1, O, ... , 0). Seja ,8 a medida imagem de p, por k, isto é, IAI.a = lk- 1(A)Iw 
Então, dada uma bola Bem sn, por (2.20) e de (ii), temos 
f_[M(W 1-p' xs)(x, r)]Pdp(x, r) }iJ -
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Js[M(W1-p' xs) (y)]Pdp,(y) 
< C' Js[u';ln-p'xB (y)JPdp,(y) 
< C" fs wl-p' (x)du(x), 
e, portanto, pelo Lema 2.5.10 e pelo Teorema 2.4.6 aplicado à X= sn, temos 
jiB[u;(y)]Pd!J.(Y) < C jiB[Mg(y)JPd!J.(Y) 
o que demonstra o teorema. 
< t:__[Mg(x, r)]Pd!)(x, r) }sn 
< C /sJg(x)]PW(x)da(x), 
Corolário 2.5.13 Sejam 1 < p < oc, W um peso sobre sn tal que W 1-p' da é uma medida 
doubling sobre sn e Jl uma medida de Borel não negativa sobre 1B. Se existe uma constante 
C> O tal que, para todas as bolas B = B(z, t), O < t:::; 2, 
(2.21) 
então existe uma constante C> O, tal que, para toda g E V(W), 
(2.22) 
Demonstração. A demonstração segue diretamente de (ii) =;. (i) no Teorema 2.5.12, 
observando que para todo y E lB temos u9 (y):::; u;(y). 
Observação 2.5.14 Sejam E = B(y, h(k)) e E' = E(y, 2h(k)). Se x rx' E 13, então 
x' E E e r 2: k e assim temos que E(x', h( r)) C E'. Portanto, pelo Lema 2.5.11, temos 
UxB' (x) > IE(x'~h(r))l kcx',h(r)) XB•(y)da(y) 
- jE(x'~h(r))l IE(x', h( r)) n E' I 
> C. (2.23) 
Observação 2.5.15 Por (2.20) e pelo Lema 2.5.10, temos que existem constantes positivas 
C1 e C2 tais que para todo y E lB e toda bola B C sn, 
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Então, por (2.12} segue que, para todo y E JB, 
(2.24) 
Então, exatamente como foi feito na Observação 2.4. 'l(a), temos que a condição (2.21} para 
W = 1 é equivalente à condição de Carleson para a medida I" sobre 1B, isto é, 
para toda bola B E S". 
Corolário 2.5.16 Sejam 1 < p < oc e I" uma medida de Borel não negativa sobre JB. Então 
existe uma constante C> O, tal que, para toda g E V(S"), 
(2.25) 
se e somente se f." é uma medida de Carleson, isto é, se e somente se 
(2.26) 
para todas as bolas B = B(z, t), O< t < 2. 
Demonstração. Vamos supor que existe uma constante C> O tal que para toda g E V(Sn) 
temos (2.25). Sejam B e B' como na Observação 2.5.14. Então, por (2.23), temos que 
para todo x E E. Integrando ambos os membros da desigualdade acima sobre E com respeito 
à medida f.", por (2.25) e utilizando o fato que a medida de Lebesgue sobre sn é doubling, 
temos 
(C)PIEI" < fe[ux 8 , (x)]Pdf.t(x) 
< r [ux 8 ,(x)1Pdf."(X) }IB . 
< C' r [xs~(y)]PdD"(y) Jsn 
C' I E' I 
< C"IB! I ]1 
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que é (2.26). Agora, vamos supor (2.26). Pela Observação 2.5.15, temos que (2.26) é equi-
valente a (2.21) para W = 1. Então, pelo Corolário 2.5.13, temos (2.25). 
Observação 2.5.17 Seja (X, d, fl) um espaço de tipo homogêneo e seja D um subconjunto 
aberto de X. Para cada x E X, seja t(x) = d(x,íJD) e seja a(x) E íJD tal que d(x,a(x)):::; 
3/2 t(x). Seja B o conjunto de todas as bolas B = B(z,r) = {y E X : d(z,y) <r}, 
com z E íJD e r > O. Suponhamos que <p seja uma junção não negativa, definida sobre os 
borelianos de X e satisfazendo as seguintes condições: 
(i) existe c0 >O tal que se B, B' E B e B' c B então cp(B') :::; c0 cp(B). 
(ii) existe c0 >O tal que cp(B(z,2r)):::; c0 cp(B(z,r)), para todo z E íJD e todo r> O. 
Se v é uma medida doubling sobre ôD, definimos 
M"'j(x) = sup (1B) f. if(y)jdv(y), 
r>t(x) 'P }É 
onde B = B(a(x),r) = {y E X: d(y,a(x)) <r} e B = BníJD. O resultado seguinte está 
demonstrado em Zani [18}. 
Teorema 2.5.18 Sejam 1 < p < q < oo. Sejam V e W pesos definidos sobre D e íJD 
respectivamente. Suponha que wl-p' (x )dv(x) seja uma medida doubling. Então existe uma 
constante C > O tal que 
1 1 
(kfM"'j(xWV(x)dfl(x))' :S C (faD lf(x)!PW(x)dv(xl) ii 
para toda junção real e mensurável f, se e somente se existe uma constante C > O tal que 
cp(~) (fÊ V(x)dfl(x)) ~ (/s W 1-P' (x)dv(x) /' ::ô C, 
para todas as bolas B = B(z,r) com z E ôD e r> O. Ê = BnD e B = BníJD. 
Seja, agora, (X, d, w) um espaço de tipo homogêneo e seja D = X x (0, oo). Então 
íJD = X x {0}, que identificaremos com X. Vamos considerar a quase-distância d sobre 
X= X x [O, x) por 
d((x, t), (y, s)) = max{d(x, y), jt- sj}, 
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e w a medida produto sobre X dada por dw(x, t) = dw(x)dt. Então (X, J, w) é um espa.ço de 
tipo homogêneo. Para cada (x,s) E X, sejam t(x,s) = d((x,s),X) =se a(x,s) = (x,O). 
Seja 'P a função definida sobre os borelianos de X dada por 'P(B) = iEnXIw· Então, para 
cada função f a valores reais localmente integrável sobre X e (x, r) E D, temos 
M'Pf(x,r) = sup IB( 1 )i r .lf(y)idw(y), 
s>r X: S !w JB(x,SJ 
onde B(x, s) = {y E X : d(y, x) < s }. O resultado seguinte é uma conseqüência do Teorema 
2.5.18 
Corolário 2.5.19 Sejam 1 < p < q < x. Sejam V e W pesos definidos sobre X e X 
respectivamente. Seja f3 a medida sobre X dada por df3(x, t) = V(x, t)dw(x, t) e suponha que 
wl-p' (x)dw(x) seja uma medida doubling. Então existe uma constante C> O tal que 
1 l 
(fx[M'Pf(x,rWdfJ(x,r))'::; C (fx lf(x)IPW(x)dw(x)Y 
para toda função real e mensurável f, se e somente se existe uma constante C > O tal que 
l~lw lÊ I~ (fs w!-p' (x)dw(x))-? ::; c, 
para todas as bolas B = B(z,r) = {y E X: d(x,y) <r} e onde Ê = B(z,r) x [O, r]. 
Se X for um espaço homogêneo G /H e, neste caso, a medida w sobre X é induzida 
por uma medida de Haar sobre G, observamos que o Teorema 2.4.6 é válido se trocarmos 
Mf(x, r) por M,f(x, r), onde Mf(x, r) é dada na Definição 2 .. {1. Dessa forma, o Teorema 
2.4. 6 nos dá uma condição necessária e suficiente para a limitação do operador M, de 
V(X, W(x)dw(x)) em V(X,/3), 1 < p < x, enquanto que o Corolário 2.5.Jg nos dá uma 
condição necessária e suficiente para a limitação do operador 1\II'P de LP(X, W(x)dw(x)) em 
Lq(X, /3), com 1 < p < q < oo. 
Consideremos, agora, o espaço homogêneo ( sn, d, a), onde d é a distância euclidiana 
e a é a medida de Lebesgue sobre sn. Seja k : IB -+ Sn a função definida por k(x) = 
(x/lxl, h(lxl)), x f. O, k(O) = (li, 0), li = (1, O, ... , 0). Dado um peso V sobre IB, seja 
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V o peso sobre sn dado por V(x, t) = V(tx), se t < 1, e V(x, t) = O, se t 2 1. Seja 
./3 a medida sobre Sn dada por d(3(x, t) = V(x, t)da(x)dt e seja fJ a medida sobre 1B dada 
por IA[~' = [k(A)[s, para todo boreliano A C IB. Vamos ainda denotar por u' o operador 
uj(tx) = SUPo:s;r<t iuJ(rx)[, para o::; t < 1 e X E sn. Observamos que os resultados deste 
capítulo continuam válidos se considerarmos u* definido dessa forma. Segue, então, como 
conseqüência do Corolário 2.5.19 e do Lema 2.5.10 o seguinte resultado: 
Corolário 2.5.20 Sejam 1 < p < q < oo. Seja W um peso definido sobre sn tal que 
W 1-P' (x)da(x) seja uma medida doubling sobre sn. Então, se existe C> O tal que 
.~ 1 1BIÍ (/, wl-p'(x)dw(x))?::; c, I ' B 
para todas as bolas B = B(z, r)= {y E sn : d(z, t) <r} com z E sn e r > O, então 
1 1 
(JJB[uj(xWd!3(x)) ª :'::C (fsn [f(x)IPW(x)dw(x));; 
para toda função real e mensurável f. 
Vamos considerar, agora, o espaço de tipo homogêneo (JRn+ 1 ,d,fJ), onde d é a distância 
euclidiana e fJ é qualquer medida doubling sobre JRn+l. Tomamos D = 1B e assim oD = sn. 
Vamos considerar a medida de Lebesgue a sobre sn. Sejam cp(B) = [Bnsn[, para todo 
boreliano B de JRn+l, t(x) = [1- \x[[, para todo x E JRn+l , e seja 
{ 
xj[x[ se X E mn+l e X i= O; 
a(x) = 
ll se x =O. 
Então, para cada x = tx' E JB, tE [0, 1), x' E sn, temos 
onde B(x', r)= {y E sn: d(x', y) <r}. Podemos mostrar que existe C> 1 tal que 
Mf(x) :S M'~'f(x) :':: CMf(x), 
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onde usamos a notação Mf para denotar a função Mf(x) = Mf(xjjxj, h(]xj)), e 
Mf(x, t) = sup 'B( 1 )' { if(y)jdo-(y). 
s>r 1 X:S! JB(x,s) 
Segue como conseqüência do Lema 2.5.10 e do Teorema 2.5.18 o seguinte resultado: 
Corolário 2.5.21 Sejam 1 < p < q < oo. Sejam V e W pesos definidos sobre 1B e 
sn respectivamente e d(J(x) = V(x)df.L(x). Suponha que W 1-P' (x)do-(x) seja uma medida 
doubling sobre sn. Se existe uma constante C > O tal que 
I~IIÊIÍ (fs wl-p' (x)dw(x)) ;7 :; c, 
para todas as bolas B = B(z, r)= {y E sn : d(z, t) <r} e onde Ê = {y E 1B: d(z, t) <r}, 
com z E Sn, r> 0, então 
1 1 
(/IB[u!(x)JqdlJ(x))' :s: c (L lf(xJIPW(x)dw(x) )" 
para toda função real e mensurável f. 
Observamos que o Teorema 2. 5.12 nos dá uma condição necessária e suficiente para 
a limitação do operador u* de V(Sn, W(x)do-(x)) em IJ'(IB, f.L), 1 < p < oo, enquanto os 
Corolários 2.5.20 e 2.5.21 nos dão condições suficientes para a limitação do operador u* de 
IJ'(Sn, W(x)do-(x)) em Lq(IB,/3), com 1 < p < q < oo. Observamos que no Corolário 2.5.20 
esta condição suficiente é dada em termos dos "cones" ou "cones truncados" B, enquanto 
no Corolário 2. 5. 21 esta condição suficiente é dada em termos de Ê, que são intersecção de 
bolas em JRn+ 1 centradas em pontos de sn com 1B. 
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Capítulo 3 
Uma caracterização da limitação do 
operador integral de Poisson de 
O objetivo deste capítulo é obter uma caracterização da limitação da integral de Poisson 
Ufw de 1/'(Sn,w) em Lq(IB, f.L), onde w e 11 são, respectivamente, medidas de Borel não 
negativas sobre sn e IB e 1 < p ::; q < oo, Observamos que, embora também chamamos 
de integral de Poisson o operador Ufw, não é o mesmo operador estudado no Capítulo 2. 
Portanto, neste e no capítulo anterior, obtemos condições necessárias e suficientes para a 
limitação de operadores distintos. Porém, se p = q e w é a medida de Lebesgue sobre sn, 
podemos comparar os resultados obtidos neste capítulo e no Capítulo 2, o que é feito no final 
da segunda seção. 
Na primeira seção fazemos uma exposição de um resultado apresentado em Sawyer-
Wheeden-Zhao [16] que caracteriza a limitação de 1/'(X,a) em U(X,w), de um certo 
operador, onde X é um espaço de tipo homogêneo, a é uma medida de Borel sobre X, 
X= X x [0, oo), w é uma medida de Borel sobre X, 1 < p::; q < oo. A limitação da integral 
de Poísson de 1/'(IRn, a) em Lq (Rn, w) é obtida como conseqüência deste resultado. Porém, 
mostramos que a limitação da integral de Poisson de 1/'(Sn, w) em U(IB, 11) não pode ser 
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obtida de forma análoga. 
Na segunda seção, demonstramos o resultado que é o objetivo deste capítulo. Um 
resultado análogo para o caso da integral de Poisson sobre IRn está demonstrado em Sawyer 
[14]. 
3.1 Um resultado de Sawyer-Wheeden-Zhao 
Nesta seção faremos uma breve exposição de resultados de Sawyer-Wheeden-Zhao [16]. 
X denotará um espaço de tipo homogêneo, o qual foi definido em 1.4.2. Consideraremos 
as decomposições diádicas de X expostas na Seção 3 do Capítulo 1. Todas as medidas que 
aparecerem nesta seção serão localmente finitas. 
Definição 3.1.1 Seja (X, d, Jl) um espaço de tipo homogêneo. Se J e c.u são medidas de 
Borel sobre X, definimos os operadores T e T* por 
T(JJ)(x) = k K(x, y)f(y)dJ(y), X EX, (3.1) 
e 
T*(gc.u)(y) = fx K(x, y)g(x)dc.u(x), y E X, (3.2) 
onde o núcleo K(x, y) é não-negativo e satisfaz as seguintes condições: Existem constantes 
cl > 1 e c2 > 1 tais que 
K(x, y)::; C1 K(x', y) sempre que d(x', y) :S C2 d(x, y): 
K(x, y)::; C1 K(x, y') sempre que d(x, y') :S C2 d(x, y). (3.3) 
Observação 3.1.2 Em particular, estas condições são válidas quando K(x, y) = d(x, y)-0 . 
Mas, dada uma quase-distância d sobre X, existe uma distância p sobre X e um número 
positivo"! tal que d é equivalente a p', (veja 1.3.3). Portanto, as condições (3.3) são válidas 
se K(x, y) = cp(x, yJ--i, 1' >O. 
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Teorema 3.1.3 (Sawyer- Wheeden-Zhao {16}, Teorema 1.2, pag. 528}. Suponha que 1 < 
p :S q < oo, e que w e CJ são medidas de Borel não negativas sobre um espaço de tipo 
homogêneo X. Sejam T e T* definidos por (3.1) e (3.2) com um núcleo K satisfazendo 
(3.3). Suponha que T(xsCJ) E Lq(W,dw), para toda bola B E X. Seja K a constante da 
quase-distância d de X dada na Definição 1.3.1 (iii). Sejam a1 = 104 K 18 e a2 2: 1. São 
equivalentes: 
(i) Existe uma constante C > O tal que, para toda função mensurável f 2: O 
1 1 (fx [T(JCJ)(x)F dw(x)) -q :S C (fx [f(x)JP da(x));;. (3.4) 
(ii) Existe uma constante C > O tal que para todo elemento Q de uma dada partição diádica 
D de X temos 
(3.5) 
e 
(3.6) 
Definição 3.1.4 Dado um espaço de tipo homogêneo (X, d, fl), vamos considerar X= X x 
[0, oo). Definimos uma quase-distância J sobre X por 
d((x, t), (y, s)) = max{ d(x, y), it- si}, 
e definimos uma medida doubling íJ. sobre X por 
díJ.(x, t) = dfl(x)dt. 
Então (X, J, íi) também é um espaço de tipo homogêneo. 
Definição 3.1.5 Se a e w são medidas de Borel não negativas sobre X e X respectivamente, 
definimos os seguintes operadores integrais: 
T(JCJ)(x, t) = fx K,(x, y)f(y)dCJ(y), (x, t) E X (3.7) 
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e 
T(gw)(y) = {~ K,(x, y)g(x, t)dw(x, t), }5;: y E X, (3.8) 
onde o núcleo K,(x, y) é não negativo e satisfaz as seguintes condições: Existem constantes 
c3 > 1 e c4 > 1 tais que 
K,(x, y) :S C3 K,(x', y) sempre que d(x', y) + t' :S C4 (d(x, y) + t); 
K,(x, y) :S C3 K,(x, y') sempre que d(x, y') + t' :S C4 (d(x, y) + t). (3.9) 
Teorema 3.1.6 (Sawyer- Wheeden-Zhao [16}, Teorema 1.5, pag. 531}. Suponha que 1 < 
p ::; q < oo e que w e cr são medidas de Borel não negativas sobre os espaços de tipo 
homogêneo (X,d,íl) e (X,d,p) respectivamente. Sejam Te T' definidos por (3.7} e (3.8) 
com um núcleo K, satisfazendo (3.9). São equivalentes: 
(i) Existe uma constante C > O tal que, para toda função mensurável f 2: O 
(3.10) 
(ii) Existe uma constante C > O tal que para todo elemento Q de uma dada partição diádica 
D de X temos 
1 • (Jx [T(xQcr) (x, tW dw(x, t))' ::; C IQig (3.11) 
e 
(3.12) 
onde Q = Q x [O, C( Q)) e C( Q) é o comprimento do lado de Q. 
Demonstração. Fazendo f= XQ em (3.10) obtemos (3.11). Fazendo g = x0 na desigual-
dade dual (no sentido da Observação 3.2.27) de (3.10) que é 
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obtemos (3.12). 
A recíproca deste teorema é conseqüencia do Teorema 3.1.3. Seja K o núcleo sobre 
X x X definido por 
R ((x, t), (y, s)) = Klt-s'(x, y). 
Vamos mostrar que a condição (3.9) satisfeita por Kt implica que R satisfaz a condição (3.3) 
com c!= c3 e c2 = ~C4. De fato, sejam (x, t), (x', t'), (y, s) E X, com d((x', t'), (y, s)) :S 
C2d((x, t), (y, s)). Então 
d(x',y) + [t'- si < 2 max{d(x',y), [t' sf} 
Por (3.9) isto implica que 
ou seja, 
Ú((x', t'), (y, s)) 
< 2C2 d((x, t), (y, s)) 
- 2C2 max{ d(x, y), [t- sj} 
< C4(d(x, y) + [t- si). 
R((x, t), (y, s))::; c3 R((x', t'), (y, s)), 
o que mostra que R satisfaz a primeira condição de (3.3). Para mostrar que R satisfaz a 
segunda condição de (3.3) , basta proceder de forma análoga. 
e 
Para medidas & e w sobre X, definimos 
T(j&)(x, t) fx R((x, t), (y, s))j(y, s)d&(y, s) 
fx Kit-s!(X, y)f(y, s)dâ(y, s), 
T*(gw)(y, s) - Jx R((x, t), (y, s))g(x, t)dw(x, t) 
Jx Kit-sj(x, y)g(x, t)dw(x, t), 
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(3.13) 
(3.14) 
onde f e g são funções definidas sobre X. 
Para medidas CJ sobre X e w sobre X satisfazendo as hipóteses do teorema, vamos 
tomar d&(x, t) = o0 (t)dCJ(x)dt e w = w , onde o0 (t) é a função delta de Dirac. Então, se 
f(y, s) = f(y), por (3.13) temos 
T(JCJ)(x, t) - fx K,(x, y)f(y)dCJ(y) 
- h Klt-sl(x, y)f(y, s)d&(y, s) 
- T(f&)(x, t). 
Logo, (3.10) é equivalente à desigualdade 
1 1 
(/x[T(f&)(x, t)]ºdw(x, t));; ::; C (/x[f(x, t)]Pd&(x, t));;. (3.15) 
Vamos construir uma decomposição diádica i5 de X associada à D. Aumentando, se 
necessário, a constante K da quase-distância dada na Definição 1.3.1(iii), podemos assumir 
que À é um inteiro positivo. Para cada Q E D, vamos definir Qk = Q x [kl(Q), (k+ 1)l(Q)), 
para k E JZ, k 2: O, onde l(Q) é o comprimento do lado de Q. Então a coleção i5 = {Qk : 
Q E D e k=O,l, 2, .. . } é uma decomposição diádica de X. De fato, se Q1 , Q2 E Dm e 
Q1 C;t Q2 com Ql = UJk e Q2 = Ei, segue da propriedade (iii) de Dm que k < l, e portanto, 
como l(Q1) = 2Àk e l(Q2) = 2À1, devemos ter l(Q1) < l(Q2). A propriedade (iii) segue do 
fato que À é um inteiro. 
Então, pelo Teorema 3.1.3 a desigualdade (3.15) para T (e portanto (3.10)) é equivalente 
a 
(3.16) 
e 
(3.17) 
para todos os elementos Q = Qk, com Q E D como acima. Aqui Q* é a bola que contém 
Q com respeito à quase-distância d da Definição 3.1.4. Assim, Q* é o produto cartesiano de 
Q* com algum intervalo de comprimento equivalente a r(Q*), onde r(Q*) é o raio de Q*. 
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Como o suporte de & está contido em X x {0}, a desigualdade (3.16) é óbvia, a menos 
que Q intercepte X x {0}. Devido à estrutura dos elementos de 15, Q intercepta X x {O} 
somente quando Q = Q x [O,C(Q)). Para tal Q, por (3.13), temos 
T(xéj&)(x, t) - fx Kt(x, y)xq(y)dCJ(y) 
T(XqCJ)(x, t), 
e também IQI;;: = IQia· Assim, para tal Q, (3.16) se reduz a 
o que segue de (3.11). 
Agora, vamos considerar (3.17). A integral do membro esquerdo é zero, e conseqüente-
mente a desigualdade (3.17) é óbvia, a menos que a1 Q' intercepte X x {O}. Se a1 Q' intercepta 
X x {0}, então a distância de Q a X x {O} é no máximo um múltiplo de a1C(Q), onde Q 
é a projeção de Q sobre X x {0}. Como Q é um elemento diádico, podemos tomar um 
elemento diádico J contendo Q tal que J x [O,C(J)) contém Q, e C(J) :S ca1C(Q). Seja 
J = J x [O,C(J)), e note que J E i5 e que J se apoia na fronteira X x {O} de X. Podemos 
assumir, sem perda de generalidade, que a2 é suficientemente grande para que J c a2Q'. 
Então, para tais Q e J, temos que Q c J e, além disso, como w = w, por (3.14) e (3.8). 
temos 
T*(xj::J)(x, O)= T*(x;w)(x). 
Então, por (3.12) temos 
1 (l,éi· [T'(xéjw)(x, t)]P' d&(x, t)) 17 < (Jx[f'(xfo) (x, t)]P' d&(x, t)) 17 
1 
= (fx[T'(x;w)(x)]P' dCJ(x) y 
< c iJit 
1 
< C la2Q*I1. 
Isto verifica (3.17) e completa a demonstração do teorema. 
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Observação 3.1. 7 Se X= IRn x [0, oo), um exemplo típico de um núcleo K,(x, y) definido 
sobre IRn x IRn satisfazendo às condições (3.9) da Definição 3.1.5 é dado por 
1 
K,(x, y) = tP(x- y, t), tE [0, oo), x, y E JRn, 
onde 
P(x.t) =c t 
. n (t2 + fxf 2 ) 
é o núcleo de Poisson sobre IRn. De fato, se considerarmos a distância euclidiana d(x, y) = 
fx - yf em IRn x IRn e I" qualquer medida doubling sobre a u- álgebra de Borel de IRn 
(por exemplo, a medida de Lebesgue), temos que (JRn, d, !") é um espaço de tipo homogêneo. 
Definindo 
d((x, t), (y, s)) = max{fx- yf, ft- sf}, 
díJ(x, t) = df."(x)dt, 
temos que (IRn x [O,oo),d,íJ), também é um espaço de tipo homogêneo. Para aplicarmos o 
Teorema 3.1.6, devemos mostrar que o núcleo K,(x, y) satisfaz às condições (3.9). Isto de 
fato ocorre pois, como a2 + b2 :":: (a+ b) 2 :":: 2(a2 + b2 ) para a, b 2: O, se C4 > 1 é uma 
constante fixada ex, x', y E IRn, t, t' E [0, oo) satisfazem 
temos que 
fx'- yf + t' :":: C4 (lx- yf + t), 
K,(x, y) 1 
- Cn n+l (t2 + fx- yf2)-, 
< 2c 1 
n (t + fx- yf)n+l 
1 
< 4C4 c 
n (t' + fx'- yf)n+l 
1 
< 4C4 Cn -------;;=:;-((t')2 + fx'- yf2) 
- 4C4 K,.(x',y), 
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o que demonstra a primeira desigualdade de (3. 9). A segunda desigualdade é demonstrada 
de forma análoga. Portanto, o Teorema 3.1.6 nos dá condições necessárias e suficientes para 
que o operador 
P(fa)(x, t) = r K,(x, y)f(y)da(y), }JRn (x, t) E IRn X [0, oo), 
seja limitado de V(1Rn,a) em Lq(IRn x [O,oo),w), onde a e w são medidas de Borel não 
negativas sobre mn e mn X [O, 00) respectivamente, e 1 < p ::; q < oo, generalizando 
o Teorema 3.1.8, demonstrado em Sawyer [14} e enunciado abaixo, que nos dá condições 
necessárias e suficientes para a limitação do operador integral de Poisson de V(IRn, a) em 
Teorema 3.1.8 (Sawyer [14}, Teorema 2, pag. 535) Suponha 1 < p::; q < oo, e que w e a 
são medidas de Borel não negativas sobre JRn+l x [O, oo) e IRn respectivamente. Sejam 
e 
P(fa)(x, t) = r P(x- y, t)f(y)da(y), }JRn (x, t) E JR~+l 
P'(gw)(y) = r P(y- x, t)g(x, t)dw(x, t), J JRn+l x [O,oo) 
onde P(x, t) é o núcleo de Poisson sobre IRn. São equivalentes: 
(i) Existe uma constante C > O tal que, para toda função mensurável f 2: O, 
1 
( r [P(fa)(x, tWdw(x, t));; ::; c (r [f(x)]Pda(x)) ~. }JRn+lx[O,oo) }JRn 
(i i) Existe uma constante C > O tal que, para todo cubo diádico Q C IRn, temos 
( r [P(xQa)(x, t)]ªdw(x, t)) ~ ::; c IQi& < 00 }JRn+lx[O,oo) · 
e 
(JIRJP'(xqtq-lw)(x)]P'da(x)l::; C (ktªdw(x,t))ir < oo, 
onde Q denota o cubo em JRn+l x [0, oo) que tem Q como face. 
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Observação 3.1.9 Seja X = sn. seja d uma quase-distância sobre sn e seja p, uma medida 
doubling sobre sn. Então ( sn, d, p,) é um espaço de tipo homogêneo. 
Seja 
1 
K,(x, y) = 
1 
_ t2 P1(x, y), tE [0,1), x,y E sn, (3.18) 
onde 
1 - t2 
P,(x,y) = Cnltx- Y!n+l 
é o núcleo de Poisson sobre sn. Se 1 < p ::; q < DO e a e w são medidas de Borel não 
negativas sobre sn e sn X [O, 1) respectivamente, gostaríamos de aplicar o Teorema 3.1.6 
para obter condições necessárias e suficientes para que o operador 
P(ga)(x, t) = r K,(x,y)g(y)da(y), }sn (x, t) E 5n X [0, 1), (3.19) 
seja limitado de V(Sn,a) em U(Sn x [0,1),w). Para isso, vamos ainda denotar por w 
a medida de Borel sobre sn X [O, 00) que coincide com w sobre sn X [0, 1) e é nula sobre 
5n X [1, 00) e vamos definir 
K,(x,y)=O, tE [1,oo), x, y E sn. 
Seja, também, 
P*(gw)(y) = r . K,(x, y)g(x, t)dw(x, t) = r ·. K,(x, y)g(x, t)dw(x, t). 
Jsnx[O,l) }snx~O,oo) 
Para aplicarmos o Teorema 3.1.6 e assim obtermos condições necessárias e suficientes 
para que o operador definido em (3.19} seja limitado de V(Sn,a) em U(Sn x [O,oo),w) (e 
portando de V(Sn, a) em Lq(Sn x [0, 1), w )), devemos mostrar que o núcleo K 1(x, y) definido 
em (3.18) satisfaz às condições (3.9). Porém, o que mostraremos a seguir, é que o núcleo 
K,(x, y) não satisfaz estas condições. 
Vamos supor por absurdo que K 1(x, y) satisfaz as condições (3.9). Vamos tomar x, x', 
y E 5n e t, t' E [0, 1) tais que x = x' = y, t' = 0 e t suficientemente próximo de 1, tal que 
C4 t 2: 1 e Ci/(n+l) (1 - t) < 1, o que é possível pois C3 > 1 e C4 > 1. Então 
d(x', y) + t' =o< 1::; c4 t = c4 (d(x, y) + t), 
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e, pela primeira desigualdade de (3.g), isto implica que 
K,(x,y) :S C3 K,,(x',y) 
isto é 
1 c 1 
Cn /tx- y/n+l :S 3 Cn /t'x'- yin+l' 
ou seja, 
e, pela escolha de x, x', y e t', temos 
1 s cé' (1 - t), 
o que é um absurdo pela escolha de t. Portanto, K,(x, y) não satisfaz às desigualdades (3.g) e 
assim não podemos aplicar o Teorema 3.1.6 para concluir que o operador definido em (3.1g) 
é limitado de LP(Sn,a) em U(Sn x [O, 1),w). 
Nos parece que, embora o Teorema 3.1. 6 seja um resultado válido para espaços de tipo 
homogêneo, suas hipóteses sobre o núcleo K 1(x, y) foram estabelecidas tendo em vista obter 
o Teorema 3.1. 8 como conseqüência. Isto justifica o trabalho que apresentamos na seção 
seguinte, onde demonstramos um resultado análogo ao Teorema 3.1. 8 para o caso da esfera 
sn. 
3.2 A limitação do operador integral de Poisson 
Definição 3.2.1 Se w e f.l são medidas de Borel não negativas sobre sn e sn X [0, 1) res-
pectivamente, definimos, para junções reais, mensuráveis e não negativas g e f sobre sn e 
sn x [0, 1) respectivamente, 
e 
P(gw)(x, t) = f P1(x, y)g(y)dw(y), }sn (x, t) E Sn X [0, 1) 
P*(Jf.L)(y) = f P1(x, y)f(x, t)df.l(X, t), j snx[O,l) 
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onde P1(x, y) é o núcleo de Poisson sobre a esfera sn dado na Definição 2.5.3. Seja g uma 
função mensurável sobre sn e sejam g+ e g_ funções mensuráveis e não negativas sobre 
sn tais que g = g+ - g_. Se para todo (x, t) E sn X [O, 1) tivermos P(g+w)(x, t) < CXJ 
ou P(g_w)(x, t) < oo, definimos P(gw)(x, t) = P(g+w)(x, t)- P(g_w)(x, t). Analogamente 
definimos P' (f f..l) (y)' y E sn' para uma função mensurável f qualquer definida sobre sn X 
[O, 1). 
Observação 3.2.2 Observamos que 
r P(gw)(x, t)f(x, t)df..l(x, t) = r g(y)P*(ff..l)(y)dw(y), 
Js"x[O,l) }sn 
isto é, P* é o operador de Poisson dual de P com respeito ao par (L2(Sn x [0, 1), f..l), L2 (Sn, w) ). 
De fato, temos 
r P(gw)(x, t)f(x, t)df..l(X, t) Jsnx[O,l) r (r Pt(X, y)g(y)dw(y)) f(x, t)df..l(X, t) Js"x[O,l) Jsn 
- L (fs"x[O,l) Pt(X, y)f(x, t)df.k(X, t)) g(y)dw(y) 
- r g(y)P*(ff.k)(y)dw(y). Jsn 
Observação 3.2.3 Seja f ;:: O uma função mensurável e limitada definida sobre sn x [O, 1). 
Seja I" uma medida de Borel finita e não negativa sobre sn x [O, 1). Dado k E LZ, seja 
ílk = {x E sn: P'(ff.k)(x) > 2k}. Como P1(x, y) é uma função contínua em seu domínio, 
o conjunto nk é aberto. Seja T7 ;:: 2 uma constante fixada, e seja R = ~'f/- Então podemos 
escrever nk = ÚJELk Q], Lk c IN, onde Q] são elementos de A = Uk:;:o Ak maximais entre 
os Q E A que satisfazem RQ' C nk, e onde Ú denota que a união é disjunta. Lembramos 
que Q* denota a bola que contém Q dada na Observação 1.2.g. Observamos também que, da 
maneira como foram construídos, os conjuntos ílk satisfazem ílk+l C ílk. para todo k E ::Z. 
Se para algum k E LZ tivermos ílk = sn, tomamos ko = max{k E LZ : ílk = Sn}. Então 
nk = sn para todo k :S k0. Consideraremos, então, apenas os conjuntos ílk para os quais 
k 2:: ko. 
No que segue, iremos considerar f, f.k, nk, 'f/, R, Q] fixados como acima. 
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Observação 3.2.4 No que segue, a letra C denotará várias constantes e não será necessa-
riamente a mesma nas diversas vezes que aparecer. Quando uma constante depender de uma 
variável, esta variável aparecerá como um índice da constante. Por exemplo, denotaremos 
por C~ uma constante que depende de TI· No entanto, para não carregar a notação, como a 
dimensão n está fixada, omitiremos a dependência de n. 
Lema 3.2.5 Sejam Qb QJ, 71 e R como na Observação 3.2.3. Então existe uma constante 
Cry > O tal que 
(i) Ok=UjQ] eQfnQJ=0parai#j; 
(ii) RQJ' c Qk e 4RQJ* n rl% "# 0, para todo (k,j), desde que Qk -I sn; 
(i v) O número de elementos Q~ que interceptam uma bola fixada ryQ]' é no máximo Cw 
Demonstração. Da construção de Qk e dos Q] temos (i). A primeira inclusão de (ii) segue 
da definição dos Q]. Vamos mostar agora que 4RQ]* n Qk "# 0 para todo (k, j), desde que 
Qk "# sn. Pela maximalidade de Q], se Q] E A, e Q é o único elemento de A,_1 que contém 
QJ' então RQ' n nk -I 0. Seja, então, z E RQ' n OJ;. Se Xqj é um elemento de Q] e XQ é 
um elemento de Q dados na Observação 1.2.9, temos 
Logo z E 4RQj' e assim 4RQJ'nr1); "I 0, o que demonstra (ii). Vamos demonstrar (iii). 
Se Qk = sn então a propriedade (iii) é trivialmente satisfeita. Vamos supor Qk "# sn. É 
claro que, se z f/; Qk a desiguladade (iii) é satisfeita, pois, neste caso, o lado direito da 
desigualdade é zero. Além disso, como Q] c Ok, por (ii) temos que RQJ' C Qk· Temos 
também que ryQJ' c RQJ' c Qk e, portanto, se z f/; Qk temos que z f/; ryQJ' para todo j, o 
que implica que o lado esquerdo da desigualdade também é zero. Fixemos agora z E Qk e 
suponha z E ryQj'. Afirmamos que 
(3.20) 
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se QJ E A1. De fato, da primeira afirmação em (ii) segue que 
isto é, 
~1)6~ = Ró~ -176~ :::; d(z, D%), 
o que demonstra a primeira desigualdade em (3.20). Para demonstrar a segunda desigualdade 
em (3.20), observamos que a segunda afirmação em (ii) nos diz que d(xQ'' DO :::; 4Ror. 
J 
Então, 
o que demonstra (3.20). Agora, sejas= d(z, DO. Então 
Q; C B(z,4s). (3.21) 
De fato, se w E QJ, temos por (3.20) 
lz- wl :::: lz- XQk I+ lxQk- wl :::: 1)0~ +o~ < 21)0~ :::: 4d(z, D%) = 4s. 
J J 
Logo, w E B(z,4s), o que demonstra (3.21). Também temos 
B(z,4s) c 291)B(xQ,,o~). 
J 
(3.22) 
De fato, se w E B(z, 4s) então por (3.20), temos 
lw- xQ'I:::; lw- zi + lz- XQkl:::; 4s + 1)0~:::; 4 · 71)5~ + 1)0~ = 291)ór, 
J J 
o que demonstra (3.22). Como a medida de Lebesgue u sobre sn é uma medida doubling, 
segue da Observação 1.2.9 que existe uma constante C" dependendo somente da constante 
doubling para u e de 1) tal que 
(3.23) 
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Segue por (3.23) e (3.21) que 
IB(~ry4s)l ~ IQ;ixryqr(z) 
cry lu{ k k*} 
- /B(z, 4s)il 
1 
QJ : z E ryQi 
< Cry. 
Isto demonstra (iii). Para demonstrar (iv), observamos que, se rlk = sn, a propriedade (iv) 
é trivial. Vamos supor rlk f sn. Suponha que Q~ intercepta uma bola fixada ryQj' e seja 
z nesta intersecção. Então (3.20) vale da seguinte maneira: se Q~ E Am e Q} E Az, então, 
como z E Q~ n ryQj', temos 
e 
~ryor :::: d(z, n~) :::: 7ryor. 
Logo, o;; ::; 14o[ e o[ ::; 14o;;,. Afirmamos que 
k k* k* Q, c 29ryQj c 42lryQ, . (3.24) 
De fato, sejam Xqj e xq~ elementos de Q} e Q1 respectivamente, dados na Observação 1.2.9. 
Se w E Q~ então 
Assim, 
e, portanto, w E 29ryB(xqj, 5rJ, o que demonstra a primeira inclusão em (3.24). Para 
demonstrar a segunda inclusão, seja w E 29ryQ]*. Então 
JW- xQil < /w- Xq~l + lxq;- Xq}l 
< 29ryÓr + /Xqk - zl + lz 
J 
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o que demonstra a segunda inclusão em (3.24). Por (3.24), pela Observação 1.2.9 e do 
fato que a medida de Lebesgue u é uma medida doubling sobre sn, segue que existe uma 
constante C" que só depende da constante doubling para a medida u e de 7J tal que 
Segue por (3.25) e (3.24) que 
o que completa a demonstração de (i v). 
Lema 3.2.6 Sejam Qk, Qj, 7J e R dados como na Observação 3.2.3. Suponha Qk =F sn. 
Então existe uma constante C"> O tal que para todo (k,j), temos 
Pt(x, y) ::::c" Pt(z, y), 
k ) ~k* k* para x E Qj, (y, t !f_ 2Qj e z E 4RQj . 
Demonstração. Primeiramente lembramos que, se Qj' = U(xqk,l), então 
J 
2(jk* = { 2Qj' x [0, 1), 
J k* [ ) 2Qj X -1 + 2/, 1 , 
para 
para 
71 
yf;l ::;1::;1/2 
1/2 :::: l < 1. 
Vamos supor z E 4RQr, x E Q] e (y, t) tf_ 2Qf. Como (y, t) tf_ 2Qf, temos duas possibili-
dades: 
(a) y tf_ 2Qf ou 
(b) t tf_ [-1 +21,1) e 1/2:; I< 1. 
Vamos analisar cada um destes casos separadamente. Vamos supor (a), isto é, y tf_ 2Qr, 
e vamos escrever Qf = U(xQ~,I) = B(xQ:,s). Como x E Q] e y tf_ 2QJ', temos que 
' . 
lx- Yl 2: s. Por outro lado, como z E 4RQf, temos que 
Então, 
Logo, 
I . ' ' I I 3 -z -XI :; 1z- XQk 1 + xQ' - x :; 4Rs + s = 4 · -2 rys + s :; rrys. ) ) 
lz- Yl :; lz- xj + lx- Yl :; 7rys + lx- Yl :; 7ry/x- yj + lx- yj :; 8ry/x- yj. 
P,(x, y) 1- t
2 
- Cn n+l ((1- t)2 + tlx- yj 2)-2 
1- t 2 
< Cn n+l ((1- t)2 + (s~)'lz- y/ 2)-, 
( ) n~l 1 - t2 - 87] ' Cn n+l ((8ry)2(1- t)2 + *- yj2)-, 
( )
n+l 1 - t2 
:; 87) Cn n+l · ((1- t) 2 + tjz- y/2)-, 
Vamos, agora, supor (b ), isto é, t tf_ [ -1 +21, 1). Vamos escrever QJ' = U(xQk, I) = B(xQk, s ), 
J ) 
onde s = h(l) = .J2(1- 1). É suficiente supor y E 2Qf pois, caso contrário, temos o ítem 
(a). Então, como z E 4RQf e y E 2Qj*, temos que 
3 iz- yj :; lz- XQk! + !xQk - yj :; 4Rs + 2s :; 4 · -2rys + 2rys = 8rys. ) J 
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Ainda, t < -1 + 21 implica (1- t) > v'2 · v'2(1 -I)= v'2s 2: f,;lz- y). Então, 
1- t2 
Pt(X, y) = Cn n+l ( (1 - t)2 + t)x y) 2)-, 
1- t 2 
- Cn n+l 
( (1-t)
2 
' (1-t)2 +ti - '2) -, 
2 T 2 X Yl 
1- t2 
< ~ •+• ( ~ (f,; f lz- y)2 + (1~t)' + tlx- y)2) -, 
1- t 2 
< Cn n+l 
( 
1 i '2 - (l-t)2)-, (8ry)' 1z- Yl + -2-
•+' 1- t 2 
- (2 · (87)) 2)-2 Cn n 1 (2)z- y) 2 + (877)2(1- t)2)-, 
1- t 2 
< (2 · (877) 2 ) "i' Cn--------;;o. ,::;-, (lz y) 2 + (1 t)2)-, 
< (2 · (877) 2) "i' Pt(Z, y), 
o que encerra a demonstração do lema. 
Lema 3.2.7 Sejam f, f.L, Q] e 7) dados como na Observação 3.2.3. Então existe uma cons-
tante Cry >O, tal que para todo (k,j), temos 
(3.26) 
para x E Q]. 
Demonstração. Se nk = sn = Q] E Ao então (2Qf) = sn X [0, 1) e daí (2Qj*)c = 0. 
Logo, vale (3.26). Vamos supor agora ílk # sn. Seja z E 4RQ]* n ílk, o que é possível pelo 
Lema 3.2.5(ii). A desigualdade (3.26) segue da desigualdade 
(3.27) 
demonstrada no Lema 3.2.6. Multiplicando ambos os membros de (3.27) por f(y, t) e inte-
grando sobre (2Q]')c com respeito a dJ.L(Y, t), temos, para x E Q] 
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o que demonstra (3.26). 
< Cry { ~ .. P,(z,y)f(y,t)d!-L(Y,t) 
}(2Qj )' 
< C1 knx[O l\ P,(z, y)f(y, t)dp(y, t) 
''' 
Cry P'(f!-L)(z) 
Observação 3.2.8 No que segue, fixaremos TJ 2': 30. 
Definição 3.2.9 Sejam f, i:lk. Q], Lk e TJ como na Observação 3.2.3. Fixemos um inteiro 
m 2: 2 satisfazendo 2m-2 > Cry, onde a constante C~ é a mesma que aparece no Lema 3.2. 7 
(e, portanto, é a mesma constante Cry do Lema 3.2.6} e só depende da dimensão n e de T), 
que agora está fixado. Assim, m independe de f. Vamos definir o conjunto 
para k E :Z e j E Lk. 
Observação 3.2.10 Como T) está fixado, a partir de agora escreveremos apenas C para 
denotar as "novas constantes" C~ que dependerem de TJ. 
Definição 3.2.11 Sejam i:lk e Q] como na Observação 3.2.3. Definimos !Jk = UJ Q]. 
Lema 3.2.12 Sejam i:lk, QJ, Lk e /.L como na Observação 3.2.3. Seja w uma medida de 
Borel finita e não negativa sobre sn. Seja EJ como na Definição 3.2.9. Se k E :Z e j E Lk 
temos que 
onde 
e 
IEkl < 2-k ( k -k) j IW - Cfj + 'j o 
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Demonstração. Para x E E] C \.lk+m- 1 , segue de (3.26) e da escolha de m na Definição 
3.2.9 que 
> 2k+m-l C 2k 
- ry 
> 2k+m-l _ 2k+m-2 
> 
Logo, 
IEJiw fe, dw(x) 
J 
< 2-k fe, P'(X2qj· f!L)(x)dw(x) 
J 
Tk kj Lx[o,l) P,(x, y)f(y, t)x2qf (y, t)d!L(Y, t)dw(x) 
- Tk Je, foQ,. Pt(x, y)f(y, t)dfL(y, t)dw(x) 
J J 
- 2-k { ~. f(y, t) f. P1(x, y)dw(x)dfL(y, t) J2Q~ )Ek 
J J 
- 2-k foq,· f(y, t) .L P1(x, Y)XEj(x)dw(x)dfL(Y. t) 
J 
- Tk hq'" P(X.Ejw)(y, t)f(y, t)d!L(Y, t) 
J 
2-k( k ' k) 
- O'j -;- Tj . 
Definição 3.2.13 Sejam Q~ e Lk dados como na Observação 3.2.3. Sejam o inteiro fixado 
na Definição 3.2.9. Dados k E ZZ e j E Lk, definimos o conjunto 
Lema 3.2.14 Sejam Q~ e Lk dados como na Observação 3.2.3. Seja H] como na Definição 
3.2.13. Dados k E ZZ e j E Lk temos que se i E HJ então QÍ+m C 30Qj'. 
Demonstração. Fixemos k E ZZ e j E Lk e seja i E HJ. Então QÍ+m n 2Qf # 0. Seja 
k. m 2Qk' v· . Qk+m' E( dk+m) Qk' E( dk) D (3 20) z E Qi' n j. amos escrever i = XQk+m, i e ·) = XQ'• j. e . 
' J 
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temos 
e 
1 dk+m < d( nc ) < 7 dk+m 2TI i - z, "k+m - TI i · 
Como Çlk+m C ílb temos que d(z, íl~+m) :::; d(z, Dk). Usando este fato e as duas desigual-
dades acima, temos 
k+m 2 d( nc ) 2 d( nc) 2 k k di :S - · z, "k+m :S - z, "k < - · 7Tid1. = 14d1 . TI . TI TI (3.28) 
Seja y E Qt+m. Então, 
< dk+m + dk+m + 2dk 
z ' z ' J 
- 30dj, 
o que encerra a demonstração do lema. 
Lema 3.2.15 Sejam Q~ e Lk dados como na Observação 3.2.3. Sejam como na Definição 
3.2.9. Dados k E JZ, i E Lk+m e se J1 e )2 são tais que Qt+m n 2Q],* i= 0 paras = 1. 2 
então 
onde d~, é o raio de Q~, *. 
Demonstração. Sejam z 1 E Q7+mn2QJ,' e z2 E Q7+mn2Qj,*. De (3.20) temos 
~TidJ! :::; d( zb nu :::; 7TidJ,' 
e 
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1 k 2rydj1 < d(z1, ílZ) 
< [z1- z2[ + d(zz, ílZ) 
< [zl - XQk+m [ + [XQk+m - z2[ + d(z2, íl%) 
' ' 
< dk+m + dk+m , -rndk 
t t -r '/ ]2' 
Mas como i E Hj,, segue de (3.28) que d7+m :S 14dJ,· Logo, 
~ndk < 2dk+m + 7ndk < 28dk + 7ndk < 35ndk . 2 'I )1 - t 'I ]2 - )2 'I )2 - 'I ]2' 
isto é, dJ
1 
:S 70dJ,. De maneira inteiramente análoga é possível mostrar que dJ, :S 70dJ
1
• 
Lema 3.2.16 Existe uma constante C > O tal que para todo Q E A temos 
#{Q' E A: Qn2Q'' # 0 e 1/14 d :S d' :S 14d} :S C, 
onde d e d' denotam os raios de Q* e Q'* respectivamente. 
Demonstração. Primeiramente vamos lembrar que, pela Observação 1.2.9, se Q E Ak, 
então existe XQ E Q tal que Q' = B(xQ, 122-k), onde 12 é uma constante que só depende da 
dimensão n. 
Fixemos Q E A e suponhamos que Q E Ako· Então, 
ko+4 
{Q'EA:1/14d:Sd':S14d}c U A. (3.29) 
k:::::::.ko-4 
De fato, seja Q' E Ak, tal que 1/14 d :S d' :S 14d. Então 1/14 122-ko :S 122-k :S 14g2-ko, e 
assim k0 + log2 14;::: k;::: k0 -log2 14. Isto demonstra (3.29). Portanto, 
ko-i-4 
#{Q' E A: Qn2Q'' # 0 e 1/14 d :S d' :S 14d} :S L #{Q' E Ak: Qn2Q'' # 0}. 
k=ko-4 
Vamos primeiramente estimar #{Q' E Ako: Qn2Q'* # 0}. Se Q' E Ako• temos que d' = d. 
Se tivermos também Q n 2Q'" # 0, vamos mostrar que 
Q' c 4Q*. (3.30) 
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Seja z E Q n 2Q''' sejam xq e Xq' os centros das bolas Q* e Q'* respectivamente e seja 
w E Q'. Temos 
lw- zj :S jw- XQ'I + jxq'- zj :::; d' + 2d' =3d, 
e assim, 
lw- xqi:::; lw- zj + lz- xqj :::; 3d+ d = 4d, 
o que demonstra (3.30). Do fato da medida de Lebesgue sobre sn ser doubling, pelo Corolário 
1.2.10(ii) e por (3.30), existe uma constante C> 1 tal que 
I4Q*I :::; CIQ*I = CIQ''I :::; CIQ'I. (3.31) 
Portanto, por (3.31), temos 
Agora, como Q E Ak, existe um único Q E Ako-i, i = 1, 2, 3, 4, tal que Q C Q. 
Então, como a desigualdade (3.32) também é válida se supusermos Q E Ako-i, e tomarmos 
Q' E Ako-i, temos 
#{Q' E Ako-i: Qn2Q'' f. 0} :S #{Q' E Ao-i: Qn2Q'* f. 0} :S C. (3.33) 
Pelo Teorema 1.2.5(ii), temos que para todo k :?: O, se Q E Ak, então Q é a união de no 
máximo 2n elementos de Ak+l· Portanto, por (3.32) e por (3.33), temos 
#{Q' E A: Qn2Q'* f. 0 e 1/14 d:::; d':::; 14d}:::; 
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ko+4 
< L #{Q' E Ak: Qn2Q'" # 0} 
k=ko-4 
~ ~H L #{Q' E A: Qn2Q'' # 0} + L #{Q' E Ak: Qn2Q'" # 0} 
k=ko-4 k=-ko+l 
< 5C + 24n#{ Q' E Ako : Q n 2Q'' # 0} 
< c, 
o que demonstra o lema. 
Lema 3.2.17 Sejam Q] e Lk como na Observação 3.2.3. Seja m o inteiro da Definição 
3.2. 9. Existe um inteiro positivo C tal que para todo Q E A e todo O ::; Af ::; m- 1 existem 
no máximo C pares de índices (k, j), com k E JZ e j E Lk, satisfazendo 
(i) k = M (mod m); 
(i i) Os elementos QJ não estão entre os elementos { Q7+m };; 
(iii) Q = Q7+m para algum i E Lk+m tal que Q7~m n 2Q}* # 0. 
Demonstração. Fixemos Q E A e O ::; M ::; m - L Existe uma seqüência de inteiros 
congruentes a lvf módulo m consecutivos, k1r k2, ... , kn, com n 2: 1, e uma seqüência 
i 1 , i 2 , ••• , in, tal que Q = Q7;+m, para a = 1, 2, ... , n e tal que Q = Q7+m implica 
(k, i)= (ku, i,) para algum a, (J = 1, 2, '' '' n. Observamos que n <X, pois nk ílk+m # 0. 
Vamos primeiramente mostrar que o resultado é válido para a = 1, isto é, existem no 
máximo C pares de índices (k1,j) satisfazendo (i), (ii) e (iii) simultaneamente. Para isto, é 
suficiente mostrar que 
para algum inteiro positivo C. Mas, se Q7:+mn2Q]'' # 0, então, pelo Lema 3.2.14 temos 
que Qt'+m C 30QJ'". Portanto, se y E Q7,'+m, pelo Lema 3.2.5(iii), temos 
1 
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< L XHkl (i!) 
j J 
< L X3oqk' • (y) 
j J 
< Cxr1k, (y) 
-
c. 
Suponhamos, agora, a> 1 e seja (ka,j) satisfazendo (i), (ii) e (iii). Temos que Q = 
QI:.::;+m = Q7;_ 1 = Qr;, pois os ka são inteiros consecutivos satisfazendo ka = 1\!I (mod m). 
Portanto, Q está entre os elementos { Q~" },. Por (iii), temos que Q n 2Qj•' # 0. Portanto, 
se dJ" é o raio de Qj• * e d é o raio de Q*, temos que 
]_d < dko < 14d. 14 - J - (3.34) 
De fato, seja z E Q n 2Q]•*. Então, como z E Q c ílk, = Us Q~·, temos por (3.20) 
~l)d ::; d(z, í2%) ::; 77)d, 
e 
de onde segue (3.34). Mas, pelo Lema 3.2.16, temos que o conjunto Aq = { Q' E A : 
Q n 2Q'* # 0 e 1/14 d ::; d' ::; 14d} tem no máximo C elementos. Portanto, como QJ• é tal 
que Q n 2Qj•* # 0 e 1/14 d::; dJ' ::; 14d, devemos ter que QJ" E Aq. 
Agora, para cada Q' E Aq existe no máximo um par (k, j) satisfazendo (i), (ii) e (iii) tal 
que Q] = Q'. De fato, fixemos Q' E Aq e vamos supor por absurdo que (kap ji) # (ka,, j 2), 
com Q;;' = Q;;' = Q'. Se ka, = ka2 então j 1 :;!= j 2 , o que é um absurdo, pois, neste caso 
temos QJ;' n Q;;' = 0. Portanto, só podemos ter ka, # ka,. Sem perda de generalidade 
podemos assumir ka, > ka,. Então ka, 2: ka, + m. Assim í2k,, c ílk,,.cm- Por (ii) temos que 
Qkq Qk"" _ , I {Qk, 2 +m} p Qk,. -1- Qk,2 +m d . j, = h- nao esta entre os e ementos i ;. ortanto, j,' r i , para to o 1. 
'I k > k - Qk"" Qk,, Qk,,+m I . 
,v as, como a, _ "' + m, temos entao que h- = 1, C" i para a gum z. 
é um absurdo, pois, por construção dos Q] (veja Observação 3.2.3), temos que 
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Mas isto 
e portanto Q~;' não é maximal satisfazendo RQ' c nk,,. Logo, não podemos ter ( k~" j!) # 
(k~2 ,j2 ), com Q~;' = Q~;' = Q', o que implica que existe no máximo um par (k,j) tal que 
(k, j) satisfaz (i), (ii), e (iii) e Qj = Q'. Isto demonstra o lema. 
Lema 3.2.18 Sejam nk e Qj dados como na Observação 3.2.3. Seja w uma medida de Borel 
finita e não negativa sobre sn. Fixemos O < j3 < 1, seja m o inteiro fixado na Definição 
3.2.9 e fixemos um inteiro M, 0 :'0 M :'0 m- 1. Para todo (x, t) E sn x [0, 1), temos 
onde 
L 
(k,j)EF 
k=.M (mod m) 
F= { (k, j) : IE}Iw > !3IQ]Iw e 17J > rJ}, 
EJ é o conjunto da Definição 3. 2. g e O"J, Tjk estão definidos no Lema 3. 2.12. 
(3.35) 
Demonstração. Primeiramente vamos observar que, se Qj' = B(xQJ' d]), então ternos 
L 
{k,j)EF 
k:M (mod ...n) 
L 
(k,})EF 
k=.M (mod m) 
zdJ>VZ 
= I+ li. 
L 
(k,j)EF 
k=.M (mod m) 
zé~<v'2 
,-
(3.36) 
Vamos estimar I e li separadamente. Para estimar I, vamos observar que se Qj E As 
então, pela Observação 1.2.9, ternos que dj = 5~ = 21~, onde~~ é dado no Teorema 1.2.7. 
Portanto, existe Sn > O tal que se s > Sn então 26~ ::; J2. Logo, pela Observação 1.2.4, 
ternos 
I -
< 
(k,j)EF 
k=.M (mod m) 
2d~ >h 
J 
L 
(k,j)EF 
k:=M (mod m) 
2é>v'2 
J 
X2QY (x, t)Xrfi ~ l' (x, t) j \ k, m 
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< L 
(k,})EF 
k=.M (mod m) 
2dj >v2 
< #{(k,j): 2dJ >h} 
Sn 
< L#As 
s=O 
Cn. 
Agora, vamos estimar 11. Temos 
e ass1m 
Portanto, como 2dj ::; h, temos 
Também, como 
temos que 
Logo, 
II = 
+ 
L 
(k,j)EF 
k~M (mod m) 
2d~ < v'2 ,-
L 
(k,j)EF 
kEM (mod m) 
2é<v'2 ,-
L 
(k,j)EF 
k;:.;;M (mod m) 
2é<v0 
r 
= III+IV. 
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(3.37) 
(3.38) 
Vamos estimar III e IV separadamente. Para estimar III, fixemos (x, t) E sn x [0, 1). Se 
x E r!k+m, existe um único ik = ik(x) tal que x E Q7,+m. Seja 
e seja 
FM = {(k,j) E F: k- M (mod m), 2d]::; J2, k::; kl}. 
Então, 
III 
= 
Mas se Xzqk•(x) Xqk+m(x) = 1 então x E Q7,+mn2Qf e, portanto, ik E Hf, o que nos dá 
J tk 
XHk ( ik) = 1. Logo, 
J 
III L Xzqr(x) X[l-v'2di,l)(t) Xq7+m(x) xr
1
o.a-'IIQ'+ml)) (t) 
(k,j)EFM • ' k " . ' 'k 
L XHj(ik) X[l-v'2d',!)(t) x[oa-l('Qk+mi))(t). 
(k,j)EFM . J ' I 'k ' 
< 
Por outro lado, temos que se xr,_ !õzdk 1)(t) X[ ,_+ . ) (t) = 1 então 1- J2dJk ::; t < l v" j' O,a- 1 (IQ,1 ml) 
o-1 (IQ7,+ml) e portanto o(1- J2d]) 2': o(t) > IQ71+ml· Pela Observação 1.1.5, temos 
a(l- J2d]) = IU(TI, 1- J2d])l = IB(TI, 2d])l ::; Wn-l 2n 2n(d])n = K~(d])n, 
n 
com K~ = 22n Wn-Ifn. Agora, pela Observação 1.1.5 e pela Observação 1.2.9 temos 
IQ7k+ml 2': IB(Xqk+m' C,d7,+m) I 2': Wn-12n-l cn( dk+m)n = K2 ( dk+m)n. 
tk n1ín-l 1 ~k n ~k ' 
III < 
< 
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Agora, seja 
Para cada QÍk+m existe um único jk E h tal que QÍk+m C Q]k. De fato, pela definição dos 
QÍ+m temos que RQÍk+m* c Ok+m c Ok = ÚQ]. Logo, pela maximalidade dos Q], devemos 
ter que existe um único Q]k tal que QÍ,+m C Q],. Observamos que, da maneira como os 
ik foram escolhidos (de forma que x E Qt+m), temos que Q]k = Q~k-m' Pelo Lema 3.2.15, 
temos que se j E h então dJ :S 7üdLm, onde dfk-m é o raio de Q~;_m. Então 
111 < 
< 
Sejam, agora, n1 , n2 E ::Z tais que 2n,-l < 70nK~::; 2n1 e 2n' ::; K~ < 2n2+1 Como 
K'/,_ < K~, temos que n2 < n1 e portanto existe um inteiro positivo r tal que n 1 = n2 +r. 
Portanto, 
:E XHj(ik) x(K'(dk+m)" K'70"(dk )"] (a(t)) (k,j)EFM n ~k ' n ~k-m 111 < 
< :E XHj(ik) X(2n 2 rdk+m'" 2n 1 (dk )n] (a(t)) (k,j)EFM ' ~k 1 ' tk-m 
?= XHy(ik) x(2"2(dk+m)",2'2"2(dk )n](a(t)). 
(k,J;EFM 2 k tk-m 
(3.39) 
Pelo Lema 3.2.17, para um fixado Q = QÍ~0+m existem no máximo C pares de índices (k, j) 
satisfazendo 
(i) k = lv! (mod m); 
(ii) Os elementos Q] não estão entre os elementos {Qf+m};; 
Agora, se ( k, j) E F, então o elemento Q] não está entre os elementos { QÍ+m k De 
fato, seja (k,j) E F. Lembramos que EJ = Q] n(stk+m-l- ftk.;.m)- Se Q] estivesse entre os 
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elementos { Qf~m}i, então Q] c nk+m e daí teríamos EJ = 0, o que implica IE]Iw = o, o 
que é um absurdo para (k, j) E F. 
Como dt+m é o raio de Qt+m' e nas parcelas da soma de (3.39) temos as condições (i), 
(ii), (iii) acima, então o raio d~0+m se repete no máximo C vezes na soma em (3.39). Como 
Q7k+m C Qt"=-~+m, podemos extrair uma subseqüência {dÍ:,+m}, de {dt+mh , estritamente 
decrescente, onde cada um de seus termos são extraídos de intervalos disjuntos de C termos 
da seqüência original. Pelo Lema 3.2.14 temos que se Ík E HJ, então QÍtm C 30QJ'. 
Lembrando que x E Qfk+m e utilizando o Lema 3.2.5(iii), temos 
III < 
+ 
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Agora vamos estimar IV. Pelo Lema 3.2.5(iii), segue que 
IV = 2:: 
(k,j)EF 
k:M (mod m) 
2d~ <Vi ,-
< C l:xn,(x) X(n,~m)'(x) 
k 
- C l:xn,-nk+m(x) 
k 
< Cm. 
Substituindo (3.40) e (3.41) em (3.38), temos 
De (3.36), (3.37) e (3.42), temos 
o que demonstra o lema. 
(k,j)EF 
k=.M (mod m) 
(3.40) 
(3.41) 
(3.42) 
Lema 3.2.19 Sejam Q] e Lk dados como na Observação 3.2.3 e seja EJ como na Definição 
3.2.9. Sejam k E:&: e j E Lk· Seja w uma medida de Borel finita e não negativa sobre sn. 
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Seja i E Hj, onde Hj é o conjunto dado na Definição 3.2.13. Vamos denotar por x7+m o 
centro de Q7+m* e por d7+m o raio de Qf+m*. Então, para (x, t) E Q~+m•, temos 
P(XEkw)(x, t) 
J 
(3.43) 
onde a notação A ;::e B significa que existem constantes C~, C~ > O, dependendo somente 
de n, tais que C~A :S: B :S: C~A. 
Demonstração. Temos que 2Q~+m* n Ej = 0, já que se y E Ej = Q~ n(nk+m-1- Dk+m) 
temos que y ~ nk+m e logo y ~ 2Q7+m* pois 2QI+m* c RQI+m* c nk+m· 
Para demonstrar (3.43) é sufuciente demonstrar a equivalência entre os núcleos 
' 1- t2 P (x y) ~ P (xk.,-m y) ~ P . (xk+m y) (3 44) 
t ' ~ t ' ' ~ I .J2 k+ml2 11-./idk-;-mj ' ' ' . 1- 1- -d I ' ' 
, 2 z 1 
para (x, t) E Q7+m* e y E Ej. De fato, multiplicando cada um dos membros de (3.44) por 
XEk e integrando sobre sn com respeito à medida dw, temos (3.43). Vamos mostrar cada 
J 
uma das equivalências de (3.44) separadamente. 
Se (x, t) E Q7+m•, então x E Q7+m* e, portanto, lx- x7+ml :S: d7+m. Por outro lado, se 
Y E Ek e como 2Qk+m* n Ek = 0 então lx- Yl > dk+m e IY- xk+mi > 2dk+m A.ssim J t J 1 - t 2 1- l ·~ ' 
lxk+m- Yl < lxk+m- xl + lx- yl < dk+m + lx- Y'l' < !'x- yl + lx- yl = 2lx- y 1 
, z -I t , :- t I - , ; , I 
e 
IX- Yl < lx - xk+m' + lxk+m - t I I z 
Então 
~------------~~ ((1- t) 2 + tlx- Yl 2 ) 
1- t 2 
< Cn n+l ((1- t) 2 + t m2 lxz+m- Yl 2)--, 
1- t 2 
2n+1 Co----------~~ 
( 4(1- t) 2 + tlx7+m- Yl 2) 
< 2n+l Pt(x7+m,y). 
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e 
Cn n+l 
((1- t)2 + tixÍ+m- Yl 2)-' 
1- t 2 
< Cn--------~~--------~n~''' 
((l-t)2 +t(~flx Y1 2)-, 
< 3n~l , Cn n: 1 (9(1 - t)2 + 4tlx- yj2) ,---
1- t2 
- 3n+1 P,(x, y). 
Isto demonstra a primeira equivalência em (3.44). Vamos agora demonstrar a segunda equi-
valência em (3.44). Observamos que para demonstrar (3.43) é suficiente supor O:::; dÍ+m < L 
De fato, se 1 :::; dÍ+m:::; 2, então 2QÍ+m* tem raio 2: 2 e portanto, 2QJ+m' = sn. Assim, para 
que 2QJ+m* n EJ = 0, devemos ter EJ = 0 e a segunda equivalência em (3.43) é trivialmente 
satisfeita. Então, a partir de agora, vamos supor O :::; dJ+m < L Temos assim 
e portanto 
Observamos também que 
Logo temos que QJ+m• = QJ-"m* x [ 1- '{df+m, 1). Se (x, t) E Qf~m. e y E EJ, temos que 
lxk+m- yj > dk+m_ Daí 
I Z - 2 
1- t 2 P,(x;+m, y) = Cn n :1 
( (1 - t) 2 + tix7+m - yj2) -, 
1- t2 
< Cn n+: 
(~lxJ+m- Yl 2 + ~lx7+m- Yl 2)-,-
n~1 1 - t 2 
< 22cn _, 
(t(dJ+m)2 + tlx7+m- Y12) n;. 
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< 2ni1 Cn 
((dÍ+m)2 + 11- '?dÍ+mi JxÍ+m 
n..j-1 Cn 1- t2 
- 2-,- --.-, ------------------~~----------------~~ 
tn,. (2 (1-11- '?d7+mi) 2 + 11- '?df+mjJxÍ+m- Yi 2) 
1- t 2 
Como Q~k+m• = Qk+m* x [1- -/2dk+m 1) e como (x t) c: Q~k+m• temos que 1- .j'idk+m < 
t t 2Z' :"-z' 2t-
t < 1. Logo, do fato que O ::; df+m < 1, segue que 1 - '? < 1 - '? dÍ+m ::; t < 1. Assim, 
e assim demonstramos uma das desigualdades da segunda equivalência de (3.44). Por outro 
lado, 
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- Cn -----------------------;co:+Tt [(1-11- '?d:+ml) 2 + 11- '?d7+mllx7+m Yn"' 
1- t2 
= ~ --------------------------~n+íTt 
[ l (dk+m) 2 + l1- v'2dk+mllxk+m _ yl 2]-' 2' I 2'1' I 
1- t2 
< Cn --------------;;-:n+i:Tt [(1- t)2 + 11- '?d~+mj lx7+m- yn -, 
1- t 2 
< cn [(1- t)2 + (1- '?) lx7+m- Yn "i' 
1- t 2 
< Cn Cn n: 1 [(1- w + lx7+m- yn -, 
1- t 2 
< Cn Cn ----------n;;-:'::Tt [(1- tJ2 + t lx7+m- yn -, 
= Cn Pt(x7+m,y). 
Isto encerra a demonstração de (3.44). 
Lema 3.2.20 Sejam Q], Lk e 11 como na Observação 3.2.3 e seja EJ como na Definição 
3.2.9. Seja HJ o conjunto dado na Definição 3.2.13. Seja w uma medida de Borel finita e 
não negativa sobre sn. Sejam k E ;;z e j E Lk. Então, para q > 1, temos 
(3.45) 
onde dji(x, t) = (1- t)qd11(x, t) e onde rjk está definido no Lema 3.2.12. 
Demonstração. Primeiramente, vamos observar que 
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onde Hff é o conjunto dado na Definição 3.2.13. Então 2Qf n nk+m c uíEHk Q~+m, e, 
J 
portanto, 
hrJfnfi,+m f(x, t)P(Xejw)(x, t)df.L(X, t) 
< L k<+m f(x, t)P(Xejw)(x, t)df.L(X, t) 
iEHik Qr 
Do Lema 3.2.19, temos 
kk+m f(x, t)P(Xejw)(x, t)df.L(X, t) "'=' 
' 
""' (c.. P(xekw)(x, t)(1- t)-1d/1(x, t)) 1-k 1 I r_ . f(x, t)(1- t) 1-ªd/1(x, t), }Qk-t-m J Q· -r-m }Q~-r-m 
t z - ! 
f.' 
onde dji(x, t) = (1- t)ªdf.L(X, t). Somando sobre i E HJ, temos (3.45). 
Definição 3.2.21 Sejam QJ, Lk e f.L dados como na Observação 3.2.3 e seja q > 1. Para 
k E :tZ e j E Lk. definimos 
A~= ~-~: L f(x, t)(1- t) 1-qdji(x, t) 
Qj 1- Q, 
•f.' 
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e 
onde djj(x, t) = (1 t)qd!l(x, t). 
Observação 3.2.22 Da Definição 3.2.21 e de (3.45), temos 
rj < Cq I: (kk+m P(Xsjw)(x, t)(l- t)-1djj(x, t)) AI+m 
iEH"! Qi 
J 
{i•QZ~cQ~} (k
7
+m P(Xsjw)(x, t)(l- ft 1djj(x, t)) A7+m . (3.46) 
i E H "f 
J 
A última desigualdade de (3.4 6) segue do fato que 
u 
iEHjk sELJ {i:Qz+mcQ1} 
íEHlf 
J 
e portanto, 
u 
iEHj 
onde HJ é o conjunto da Definição 3.2.13. 
Q-k+m 
' ' 
Definição 3.2.23 Sejam Q] como na Observação 3.2.3, EJ como na Definição 3.2.g e w 
uma medida de Borel finita e não negativa sobre sn. Fixemos O < j3 < 1. Definimos o 
conjunto 
G = {(k,j): \EJ[w > f31Q)Iw e o-J::; r]}, 
onde o-k e Tk estão definidos no Lema 3. 2.12. J J 
Definição 3.2.24 Sejam Q] como na Observação 3.2.3 e AJ como na Definição 3.2.21. 
Sejam N e M inteiros com O ::; M ::; m - 1, onde m é o inteiro fixado na Definição 
3.2.g. Seja r~;M o conjunto consistindo de todos os índices (k,j) E G, com k 2: N e 
k = NI (mod m), para os quais os elementos Qy são maximais. Se r~)M está bem definido, 
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seja rJ;;,;)J consistindo daqueles (k,j) E G com k ;::: N e k = M (mod m) para os quais 
existe (t, u) E r};;~w' com Qj C Q~ e tal que 
(a) AJ > 2A~, 
(b} Ai ::; 2A~, sempre que Qj c,, Ql c Q~. 
Definimos rN,M = U::"=o rl;;!.w e, para cada (k, j) E G, com k ;::: N e k - M (mod m), 
definimos P(Qj) como o menor elemento Q~ contendo Qj com (t,u) E Cv,M· 
A idéia de introduzir o conjunto rN,M foi utilizada em Muckenhoupt-Wheeden [10, pag. 
804], Sawyer [14, pag. 540] e Sawyer-Wheeden-Zhao [16, pag. 538]. 
Lema 3.2.25 Sejam P(Qj) e rN,M como na Definição 3.2.24. Então 
(i) P(Qk) = Q1 =? 4k < 2A1 · J u "' J - uJ 
(ii) Qj Cft Q~ e (k,j), (t,u) E rN,M =? Aj > 2A~. 
Demonstração. Vamos demonstrar (i). Se P(Qj) = Q~, então Q;, é o menor elemento 
contendo Qj, com (t,u) E rN,M· Se Qj = Q~, temos que Qj = Q~ e assim Aj::; 2A~, de 
onde segue (i). Se Qj c,. Q~, como P(Qj) = Q~, temos que (k,j) tf_ rN,M e (t,u) E rN,M· 
Como (k,j) tf_ rN,M, temos que (k,j) tf_ r~;M, para todo n. Então, pela definição dos 
r~;M, não existe (v, s) E r.iV,M tal que QJ C Q~ e valem (a) e (b) simultaneamente, isto é, 
tal que AJ > 2A~ e Ai ::; 2A;, sempre que Qj c,. Qi C Q~. (Observamos que (a) e (b) 
dizem que não existe (v,s) E rN,M tal que Qj seja maximal em Q; satisfazendo AJ > 2A~). 
Em particular, para (v, s) = (t, u) E Cv,M, temos que não valem (a) e (b) simultaneamente 
(senão, (k,j) pertenceria a rN,M)· Se não vale (a), temos que Aj::; 2A; = 2A~, e encerramos 
a demontração de (i). Se não vale (b), então existe Qi tal que Qj c,. Qi C Q~ e Ai> 2A~. 
Neste caso, devemos ter (1, i) tf_ rN,M, pois, se (I, i) E rN,M, teríamos P(Qj) = Qi = Qt e 
assim, Ai = A~, o que é um absurdo, pois estamos supondo Ai > 2At. Portanto, (I, i) tf_ 
rN,M· Repetindo o raciocínio acima, temos que (a) e (b) da definição dos rl;;!.i\1 não podem 
valer simultaneamente para o par (I, i). Então, ou não vale (a), isto é, Ai ::; 2A~, o que 
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é um absudo pois estamos supondo Al > 2A~, ou não vale (b), ou seja, existe (h, i 1) tal 
que Ql C;t Ql; C Q~ e Al; > 2A~. Neste caso, repetindo o argumento anterior, temos que 
(l!, il) ~ rN,M, pois, se (l!, i!) E rN,M, teríamos que P(Q]) = Ql; = Q; e assim, Ai; =A;, o 
que é um absurdo, pois estamos supondo Ai; > 2A~. Então, repetindo o mesmo raciocínio, 
encontraremos uma cadeia infinita 
de elementos de A tais que (lr,ir) ~ rN.M· Portanto supor que não vale (b) é um absurdo, 
pois como todos os elementos estão em A, esta seqüência deve ser finita. Logo, só podemos 
ter que não vale (a), isto é, Aj::; 2A~. Isto encerra a demonstração de (i). 
Para demonstrar (ii), primeiramente vamos observar que do fato de r~)M ter sido 
. , 
escolhido como o conjunto dos índices (k,j) com k 2: N e k = M (mod m) para os quais os 
elementos Qj são maximais, temos que os elementos Qj tais que ( k, j) E r~;M são disjuntos. 
Além disso, como r~:M é o conjunto de índices (k,j) tais que existe (t, u) E r~:M com 
Q] C Q~ e Qj é maximal entre todos os elementos de A contidos em Q~ e satisfazendo 
AJ > 2A~, temos que os QJ tais que (k, j) E r~:M também são disjuntos. De maneira 
geral, os elementos Qj tais que (k,j) E r~}M são disjuntos. Sejam, agora, Qj C,; Q~, com 
(k,j), (t,u) E rN,M· Então, (k,j) E r~.~~, (t,u) E r~.~~' com n2 < n1, pela construção 
d r (n) C (k ") rCnl) . , . (k . ) rCn• -1) I Qk Qk' os N,M· orno ,J E N,M, ex1ste um umco 1 ,J1 E N,lvf ta que J C j,, 
satisfazendo (a) e (b). Prosseguindo com o mesmo raciocínio, encontraremos uma seqüência 
(k;, j;) E r~.~{i), com i = 1, ... , n1 - n2 e (kn,-n, Jn,-n,) = (t, u) tal que 
e tal que Aki > 2Aki+l e A 1 < 2Aki+l sempre que Qk' r Q1 r Qk;+l Logo .. Ji Ji+l s - Ji+l ' )i '--# s '-- Ji+l. 
A k > ') 4k1 > 22Ak' > ... > ')n,-n,Au > 2 4u J -..~ Jl )2 ... t - 4 t ' 
o que demonstra (ii). 
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Teorema 3.2.26 Suponha 1 < p :S q < co e sejam w e Jl medidas de Borel não negativas 
e finitas sobre sn e sn X [O, 1) respectivamente tais que P*(xsnx[O,l)Jl) E If(sn,w). São 
equivalentes: 
(i} Existe uma constante C > O tal que, para toda função mensurável g 2: O, 
( r [P(gw)(x, tWdJl(x, t)) ~ :S C (r [g(x)]Pdw(x)) ~. (3.47) Jsnx[O)l) }sn 
(ii} Existe uma constante C > O tal que para todo Q E A temos 
(3.48) 
e 
1 1 (fsJP*(x0(1- t)q-l Jl)(x)JP' dw(x) )"' :S C (k(1- WdJl(x, t) )" (3.49) 
Observação 3.2.27 Antes de iniciarmos a demonstração do Teorema 3.2.26, vamos obser-
var que a desigualdade (3.47} vale para toda função mensurável g 2: O se e somente se vale 
sua desigualdade dual 
1 l ( r [P*(JJl)(x)]P'dw(x))P' :::c(! [f(x,tWdJl(x,t))'', (3.50) }sn Jsnx[O,l) 
para toda função mensurável f 2: O. De jato, supondo válida a desigualdade (3.50}, utilizando 
a Observação 3. 2. 2 e a desigualdade de H older, temos 
1 
( r . [P(gw)(x, tWdJl(x, t));; = }snx[O,l) 
sup IJ ! EL''(S"x'O.l)."_) P(gw)(x, t)j(x, t)dJl(X, t) 11 l . ·< Sn X [0,1) llfliM' (Snx[O,l),p:)-1 
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< 
< 
sup 
fELq' (Sn x(O,l),t-t) 
I!J]ILq1 (Snx[O,l),J.I-):$l 
< c 
sup 
fEY/ ($ 71 x [ü,l),g) 
!ifiiLq' (Srtx[O,l),'-'):$l 
que é (3.41). Analogamente demonstramos que a desigualdade (3.50} é válida, supondo a 
validade da desigualdade (3.41). 
Demonstração do Teorema 3.2.26 . Vamos primeiro mostrar que (3.47) implica (3.48) 
e (3.49). Seja Q E A. Fazendo g(x) = XQ(x) em (3.47), obtemos (3.48). Mas (3.47) é equi-
valente a (3.50). Fazendo J(x, t) = XQ(x, t)(l- W-1 em (3.50) obtemos (3.49). Observamos 
que a constante C que obtemos em (3.48) e (3.49) é a mesma constante de (3.47). 
Reciprocamente, vamos assumir que existe uma constante C > O tal que as desigual-
dades (3.48) e (3.49) sejam válidas para todo Q E A. Vamos mostrar que existe uma 
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constante Cp,q > O, tal que a desigualdade (3.50) é válida e, portanto, a desigualdade C3.47) 
é válida. Seja f 2: o uma função limitada definida sobre sn X [O, 1). Se nk e QJ são dados 
como na Observação 3.2.3 e EJ é o conjunto dado na Definição 3.2.9, temos 
. . 
UEJ = UQJ n (ílk+m-1 - nk+m) = nk n (ílk+m-1 - nk+m) = nk+m-1 - nk+m, 
j j 
lílk+m-1- nk~mlw = IUE]Iw· 
J 
Portanto, 
r [P'(Jf.l)(x)]P'dw(x) -}sn 
onde 
E 
F 
G 
mp' "' kp' 1 r> r> f < 2 L., 2 "k+m-1- "k+m!w 
k 
- c "'2kp'"' IEkl 
m,p L L J w 
k j 
C "' 2kp' I Ek f 
- m,p L , j iW 
k,j 
C ( "' kp'IEkl "' kp'l kl "' kp'l kf ) - m,p L., 2 j w + L., 2 Ej w + L., 2 Ej [w (k,j)EE (k,j)EF (k,j)EG 
- Cm,p (I+ II +I II), (3.51) 
- { (k,j) : IE]\w ::; OIQ]Iw} 
- {(k,j): [EJiw > iJIQJiw e ak > 7k} J J 
- {(k,j): IE]Iw > OIQ]Iw e (J'k < _k} J - 'J ' 
onde aJ e rj estão definidos no Lema 3.2.12 e onde O < ,B < 1 será escolhido depois. Pode-
mos claramente assumir nas somas acima que IE]Iw # O e, conseqüentemente IQjlw # O, 
pois EJ C QJ, Vamos estimar I, II e III separadamente. 
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la Parte. Vamos estimar I. Temos 
I 
- L 2kp'IEJI"' 
(k,j)EE 
< 8L2kP'JQki I i J iW 
k,j 
- s~?kp' ( ~ IQ]Iw) 
-
8L2kp'ln ' , k[w 
k 
-
,6 L 2kp' I{ X : P*(J J.t) (x) > 2k} lw 
k 
- ,6 ~ 2kp' (fsn X{x•P"(f!-')(x)>2k) (x )dw(x)) 
- ,6 fsn ( ~ 2kp' X{xP'(fi-')(x)>2k) (x)) dw(x) 
< Cp ,ej [P*(JJ.t)(x)]P'dw(x), (3.52) 
sn 
pois 
L [P*(J J.t) (x )JP' dw(x) - f" p'tP'- 1 j{x: P'(JJ.t)(x) > t}lwdt 
oo zk 1 ' . . 
L hk-l tp'tP l{x: P'(JJ.t)(x) > t}iwdt 
k=-oo 
oo zk 1 
L P1 hk-l t(2k-!)p'!{x: P*(JJ.t)(x) > 2k}lwdt 
k=-oo 
> 
- p'2-p' f 2kp'j{x: P'(JJ.t)(x) > 2k}lw h::, dt 
~~ t 
- CP f 2kp' hn X{x•P'(ff.!)(x)>2kj(x)dw(x) 
k-z:-00 '-' 
- Cp fsn c~oo 2kp'X{x•P'(fp)(x)>2kj(x)) dw(x). 
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2a Parte. Vamos estimar li. Para isto, observamos que 
m-1 
li= L 2kp'IEJiw = L 
(k,j)EF M=O (k,j)EF 
k:M (mod m) 
(3.53) 
onde m é o inteiro fixado na Definição 3.2.9. Fixemos O ::; M ::; m- 1. Do Lema 3.2.12, do 
fato de estarmos somando sobre (k,j) E F, da desigualdade de Hõlder, de (3.48), do fato 
que p::; q e do Lema 3.2.18 segue que 
(k,j)EF 
k:M (mod m) 
< 
(k,j)EF 
kEM (mod m) 
, k ( 2aj ) p' 
!Ej lw jEJkl ' 
(k,j)EF --
k=.M (mod m) 
< 
! k CJj ' Tj ( k-1.. k)P' !Ej lw jEJklw 
k f 
, """ IEiw (1 ) 
- Cp (3-P L- "'-b -k· _ f(x, t)P(XEkw)(x, t)dfl(x, t) 
(k,})EF IQj lw 2Qj -Ok+m J 
k=:M (mod m) 
' 
< Cp {3-p' L IEt1; (r -)P(XQjw)]ª(x, t)dfl(X, t)) 7 
(k,j)EF IQj lw J2Qj 
kEM (mod m) 
i_ 
( 
{ -k· _ [j(x, t)F' dfl(X, t)) ª' 
JzQJ -nk+m 
< c s-p' p. L IEtl~ (r . [P(XQkw)]ª(x, t)dfl(X, t)) ~ 
(k,j)EF IQjiE lsnx[O,l) J 
k=.M (mod m) 
i_ (h-k· _ [f(x, t)]ª' dfl(X, t)) ª' 2Qi -nk+m 
. kl ' ( ) i_ 
< Cp (3-P' L ,1 QE~ 1; IQ]IJ h-k· _ [f(x, t)]ª' dfl(X, t) ª' (k,J)EF 1 j w 2Qi -nk+m 
k:M (mod m.) 
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- Cp .s-p' 'Ç"'"" I E] I"' ( r r ( )'ª'd ( l) ~ L. IQkl ;2~,- ~ tf X, t j jl x, t 
(k,j)EF J (J.) 2Qj -nk+m 
kEM (mod m.) 
< c, p-·· c,·1E: _, J,,f-ô.,YI"· t)]"'dMi".tr 
- Cp {3-p' ( L r n ' [f(x, tW' X2(Jk' -!'l.~m (x, t)dJL(X, t)l ~ 
(k,j)EF Js X[Ü,l) J • 
k::M (mod m) 
I!_ 
- Cp {3-p' ( r n ' \ L [f(x, t)]ª' X2éJk' -ilk+m (x, t)dJL(X, t)) q' ls xlo,11 (k,j)EF J 
k::l\11 (mod m) 
v' 
Cp ,o-p' (r . [f(x, t)]ª' L X2éJ,k' n(ilk+m)' (x, t)df.L(X, t)l qr 
Jsnx[O,l) (k,j)EF 
k::M (mod m) 
Cv ,o-v' (1 [f(x, t)]ª' L 
snx[O,l) (k,j)EF 
k:M (mod m) 
i,. 
< Cm,p,q {3-p' ( r ' [f(x, t)Jª' dJL(X, t)) q' ' J Sn X [Ü,l) 
e, portanto, 
I!_ 
I I:::; Cm,p,q e-r! (1 . íf(x, t)]ª' dJL(x, t)) ,, 
snx[o,l)" 
(3.54) 
(3.55) 
3a Parte. Vamos, agora, estimar III em (3.51). Sejam NeM inteiros com O:::; M:::; m -1. 
Seja 
GN,M = {(k,j) E G: k 2: JV e k = M (mod m)}. 
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Vamos mostrar que 
( r [f(x, tW' dj.t(x, t)) ~ lsnx[O,l) (3.56) 
onde Cp,q depende de p e q, mas é independente dos inteiros N e M. Fixemos inteiros N e 
M como acima. Usando o Lema 3.2.12, o fato de estarmos somando sobre (k, j) E G, pela 
Observação 3.2.22 e o fato que a cardinalidade de Lj é no máximo C (o que segue do Lema 
3.2.5(iv))(Lj é o conjunto dado na Definição 3.2.21), obtemos 
~ IEkl 2kp' < ~ IEkl . (O'j + rf)p' 
L., I J w - L., J w IEk I 
(k,j)EGN,M (k,j)EGN,M J w 
< L IE]Iw ( ~1 )p' 
(k,j)EGN,M I J lw 
< 2P' e-p' L k! lw (rf)P' 
(k,j)EGN.M IQj lw 
IEkl 
< c j3-p' ~ I J iW 
p,q L., IQk I p' (k,j)EGN,M j w 
< C j3-p' ~ IEJiw 
p,q L., 'Qkl p' 
(k,j)EGN,M I j w 
sELJ {i,Q7+mcQ1} 
iEH~ 
J 
(k+m,i)ítTN,M 
+ c e-p' ~ IE]Icc 
p,q, L IQki p' 
(k,j)EG N.M j iw 
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p' 
p' 
+ 
L L 
sELj {i:Q;+mcQ~} 
iEHJ 
(k+m,i)EfN.M 
< c o-p' " " IE}Iw . 
p,q. L- L- 'Qk I p' 
(k,j)EGN,M sELJ I j w 
- IV+ V. 
p' 
p' 
(3.57) 
pois, se Q7+m C Q~ e ( k + m, i) 1. r N,M, então P( Q77 m) = P( Q~). Vamos usar as condições 
(3.49) e (3.48) para estimar TV e V respectivamente. Primeiro, notemos que para um 
(t, u) E f.'V,M fixado, segue pelo Lema 3.2.25(i), pela Observação 3.2.2, pelo fato que a 
cardinalidade de LJ é no máximo C, pelo Teorema 2.2.8 aplicado à partição Ak e por (3.49) 
que 
L IE
kl 
" j lw 
(k,j)EGN,M L IQkl p' sELk>P(Q~)=Qt . j IW 
J 
< 
iP(Qt~=P(Q~) (k:+m P(XQjw)(x, t)(l- t)- 1d/i(x, t)) AÍ+m 
Q;+mcQ~ 
(k,j)EGN.M sELj:P(Q1)=Qt 
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p' 
< 
< Cp (A~y' L L IE]Iw · 
(k,j)EGN,M sELjoP(Q2)=Q; 
- Cp (A~y' L L IE]Iw · 
(k,j)EGN,M sELJ:P(Q1)=Qt 
- Cp (A~y' L L IE]Iw · 
(k,j)EGN,M sELJ:P(Q~)=Qt 
p' 
< Cp (A~y' L IE]Iw(IQ~I i,P*(Xqt(1-W-1J-t)(y)dw(y)) 
(k,j)EGN,M J w Q, 
= Cp (A~ r· L kk ( IQ~I· L P*(xQt (1- w-l J-t)(y)dw(y))p' dw(z) 
(k,J )EGN.M J J w QJ 
< Cp (A~y' Lk. kk [Mw (P*(XiJt (1- t)q-lJ-t)) (z)t dw(z) 
,J J 
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p' w-1!-l)(z)] dw(z) 
(3.58) 
Somando (3.58) sobre (t, u) E rN,M e usando o fato que p :S q, temos 
' 
IV < Cp (3-p' L IQ~!r (A~ r, 
(t,u)ErN,M 
i. 
< Cp (J-P' cu)~NM !Q~h; (A~t) q' (3.59) 
Para obter a correspondente estimativa para V, notamos que, para um fixado (k, j), pela 
desigualdade de Hõlder, pelo Teorema 2.2.8 aplicado à partição Âk e por (3.48), temos 
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( L IQ7+m i;; ( A7+m t) ~ iEHj:(k+m,i)Ef N,M 
< ,~!~~, (L. [k+m rlM;; (P(XQjw)(l- t)-1X1J7+m) (y, t)] q djl(y, t)) ~ 
I J lw iEHk Qt 
J ( ) ~ L IQ7+mÍ;; (A~+mf' iEHJ :(k+m,i)Er-N,M 
< 
i 
k Íw (L. L , [M;; (P(XQjw)(l- ft 1Xqk+m) (y, t)j-q djl(y, t))' [Qj [w iEHk S x,O,l) ' 
J 
( L [Q~+mi;;(A7+mt)~ iEHJ:(k+m,i)EfN,M 
i 
I Ek lw ( "' f [ ] q ) ' 
- Cp,q [Q;[,/ i;;} }q;+m P(XQjw) (y, t)(l- Wq(l- t)qdJ,t(y, t) 
(,<H)i"~''""" l<lt-1, (Ai'"l') f 
< Cp,q 1 IE~I~, IQJIÍ ( L IQ;+mi;; (A7+m r')~ 
,Qj .w iEHJ:(k+m,i)Ef,v,M 
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(3.60) 
Somando sobre (k, j) E G N.M e usando o fato que p::; q, temos 
< Cp,q (3-p' ( L 
(k,j)EGN,M 
< C (3-p' (" (') (k , ')'Q~k+mj (Ak+m)ª') ~ p,q L. XH] ~ Xr,v,u -r m, z i i li i 
t,J,k 
( ') ~ - Cp,q(J-P' LXH;-m(u)xr,M(t,u)IQ~b(A~)ª 
t,],U 
i. 
< Cp,q(J-P' ( L (LXH;-m(u)) IQ~I!i(A~)ª')'' 
(t,u)Ef N,M J 
(3.61) 
Mas, pelo Lema 3.2.14 temos que, seu E Hj-m então Qt C 30Q;-m*. Logo se x E Qt, temos 
pelo Lema 3.2.5(iii), pois na Observação 3.2.22 fixamos TJ 2: 30. Portanto, de (3.61) e da 
desigualdade acima, temos 
i. 
< Cp,q s-p' ( L IQ~I!i (A~r') q' 
(t,u)Ef'N,M 
(3.62) 
106 
Combinando (3.57), (3.59) e (3.62), temos que o lado esquerdo de (3.56) é limitado por 
L ]EJ]w2kp' < IV+ V 
(k,j)EGN,M 
i. 
- Cp,q (3-p' ( L hnx 
01 
XQt (x, t)dji(x, t) (A!. r') ,• 
(t,u)Ef N,M ~ [ ' ) 
i. 
= cp,q !3-p' (f _I: . (A; r· xQ' (x, t)dfi(x, t)) , .. (3.63) 
Snx[O,l) (t,u)EI"N,M u 
Mas, fixado (x,t) E Snx [0,1), temos que se (x,t) E Q;nQ~ com (t,u), (v,s) E fN,M então 
Q; c, Q~ ou Q~ c, Q;. Então, se (ti, ui) E rN,M, i= 1, 2, 3, ... , são tais que (x, t) E Q~, e 
Q;\ :::>, Q~, =>, Q;33 :::>, · · ·, temos, pelo Lema 3.2.25(ii) que 
2A'' <A'' < ~A's < 2_At' < ... < _l_Atr < ... 
U1 Uz 2 Ug 22 U4 2r-2 U,.. 
Logo, 
t) q' L ( Au XQt (x, t) 
(t,u)EI"N,M 
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onde g(y, s) = (1- s) 1-qf(y, s) e 
lvl;;g(x, t) = sup ( .. ! (g(y, s)djl(y, s)). 
ix.tJEÔ IQf;; }q 
ÔEÂ 
(3.64) 
De (3.63), (3.64) e do Teorema 2.2.8 aplicado à partição Âk (veja Definição 1.2.19), obtemos 
L fEJfw2kp' < 
(k,j)EGN.M 
i. 
< Cp,q .s-p' (r [M;;g(x, t) ]ª' djl(x, t)) ,. 
Jsnx[O,l) 
< CP q (3-P' ( r [g(x, t)F' dfl(x, t)) ~ 
' }snx[O,l) 
' 
- Cp,q f3-P' (Lx[D,l) [J(x, t)(1- t)Hr' (1- Wd~t(x, t)) ~ 
e; 
- Cp,q .s-p' (r .. [f(x, tW' d~t(x, t)) q j Sn xtD.l) 
que é (3.56). Agora, por (3.65), temos 
III = L fEJfw2kp' 
(k,j)EG 
i. 
::; Cm,p,q !3-p' ( r . [f(x, tW' d~t(x, t)) ,. J 5n X [Ü,l) 
o que encerra a estimativa de li I. 
Combinando (3.51), (3.52), (3.55) e (3.66), temos 
L [P"(J~t)(x)JP' dw(x) < 
(3.65) 
(3.66) 
i. 
+ Cm,p,q f3-P' (fsJ!(x, tW' d~t(x, t) )" (3.67) 
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Agora, escolhendo (J pequeno tal que Cp,B < ~ e subtraindo o primeiro termo do lado direito 
de (3,67) em ambos os membros desta desigualdade, já que ele é finito por pois P*(J J,L) :::; 
CP*(xsnxiO,l)IL) E LP'(sn,w), obtemos (3.50) para f 2': O limitada. Para f 2': O arbitrária, 
basta aplicar o Teorema da Convergência Monótona. Isto completa a demonstração do 
teorema. 
Observação 3.2.28 O Teorema 3.2.26 é a versão para a esfera sn do Teorema 3.1.8 para o 
caso do IRn. Para demonstrá-lo foi essencial estudar com detalhes Sawyer [14}, especialmente 
o Teorema 3.1. 8, em cuja demonstração Sawyer utiliza as idéias da demonstração do seguinte 
teorema: 
Teorema 3.2.29 (Sawyer [14}, Teorema 1, pag. 535) Suponha 1 < p :::; q < CXJ e que w e 
J,L são medidas de Borel não negativas sobre IRn. Seja T f= K *f, onde K(x) é uma função 
radial semicontínua inferiormente, decrescente em lxl e satisfazendo a seguinte condição de 
crescimento: K(x) < CK(2x), x E Rn. São equivalentes: 
(i) Existe uma constante C > O tal que, para toda função mensurável f 2': O, 
(ii) Existe uma constante C > O tal que, para todo cubo diádico Q C IRn, temos 
e 
Porém, encontramos algumas dificuldades na leitura deste trabalho. Para demonstrar o 
Teorema 3.1.8 de modo análogo à demonstração do Teorema 3.2.29, Sawyer inicia da seguinte 
forma: Dada uma função mensurável, não negativa e com suporte compacto f definida sobre 
IRn x [0, oo), e uma medida J,L sobre a CJ-álgebra de Borel de IRn x [0, oo), considere o conjunto 
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onde k E ZZ, 
P*(JJ.L)(x) = f P(x- y, t)f(y, t)dJ.L(Y, t), 
JmnxfO ool 
' ' } 
e P(x, t) é o núcleo de Poisson sobre IRn. Este conjunto é aberto e pode ser escrito como 
UJ Q], onde Q] são cubos diádicos (usuais) em IRn maximais entre os cubos diádicos Q que 
satisfazem RQ C nk, onde R 2': 3 é uma constante que só depende da dimensão n e RQ é o 
cubo em IRn x [O, oo) que tem o mesmo centro de Q e lado R vezes o lado de Q. Para estes 
conjuntos vale a seguinte propriedade: (Sawyer [14}, (2.2)(iii)): Existe uma constante C tal 
que 
LX3Qk(x)::; C Xnk(x), 
. J 
(3.68) 
J 
para todo x E IRn e para todo k E ZZ (conseguimos uma desigualdade análoga a esta no 
Lema 3.2.5(iii)). 
Para demonstrar uma desigualdade importante para a obtenção do Teorema 3.1.8, 
Sawyer faz uso do argumento que, para obtê-la, basta seguir "literalmente" os passos da 
demonstração do Teorema 3.2.29 no contexto do espaço de medida (Rn-rl x [O, oo), dw), tro-
cando os cubos diádicos Q] de IRn pelos cubos Q] de IRn x [0, oo), onde Q denota o cubo de 
IRn X [O, 00) que tem Q como face, e trocando nk por Çjk = uj Q]. Isto significa que, em de-
terminado momento, necessitamos de uma desigualdade análoga à {3.68) com as respectivas 
modificações, isto é, deveríamos utilizar a desigualdade 
(3.69) 
para todo (x, t) E IRn x [0, oo) e para todo k E ZZ. Porém, ela não é verdadeira. De fato, 
~ ~k k ~k 
se (x,t) ~ nk, temos que (x,t) ~ UjQj. Se X E Qjo para algumjo, para que (x,t) ~ UjQj, 
devemos ter t 2': f(Q]0 ), onde f(Q]0 ) é o comprimento do lado de QJ0 • Porém, podemos ter 
f( Q}0 ) ::; t < 3.€( Q]0 ), e assim, (x, t) E QJ0 x [0, 3f( Q]0 )) = 3Q]0 , e portanto, para este (x, t), 
temos que o membro direito de (3.69) é zero mas o membro esquerdo de (3.69) é positivo, o 
que mostra que a desigualdade (3.6g) não é válida. 
Isto não invalida o resultado de Sawyer, principalmente porque este resultado é gene-
ralizado em um trabalho posterior (veja Teorema 3.1.6 da Seção anterior). Além disso, 
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conseguimos contornar este problema demonstrando a desigualdade desejada sem fazer uso 
de (3.69). Esta foi uma das maiores dificuldades que encontramos no estudo de Sawyer [14], 
já que, para conseguir o Teorema 3.2.26 foi essencial entender com detalhes a demonstração 
do Teorema 3.1.8. 
Uma outra dificuldade que encontramos no estudo de Sawyer [14], é um erro que o 
autor comete na argumentação da demonstração de outra desigualdade do Teorema 3.1. 8 e 
retifica em um trabalho seguinte (veja Sawyer- Wheeden [15, pag.861] ). Porém, a correção 
se dá para espaços de tipo homogêneo e não para JR.n. Esta correção está confusa e isto é 
observado em Sawyer- Wheeden-Zhao [16, pag. 545]. Além disso, por conter poucos detalhes, 
tem difícil compreensão. 
Para demonstrar o Teorema 3.2.26, uma das maiores dificuldades que encontramos foi 
a estimativa de II (veja desigualdade (3.51}}, dada no 2a Parte da demonstração. Para 
obtê-la fizemos uso do Lema 3.2.18, cuja demonstração foi muito trabalhosa e dispensamos 
um bom tempo para consegui-la. 
Observação 3.2.30 Vamos mostrar que podemos encontrar condições suficientes para que 
(3.47) ocorra, mais fracas que (3.48) e (3.49). Isto será demonstrado a seguir, no Teorema 
3.2.32. 
Seja C1 a constante da Observação 1.2.9 e sejam a 1 = 43(4/C1 + 1) e a2 ?. 1. Vamos, 
a partir de agora, tomar Tf ?. max{ a1 , a2 }, que permanecerá fixo até o final do Capítulo. 
Sejam 
E' - { (k, j) : IEJiw ::; PiTJQJ'Iw} 
F' {(k )·'Ek' $'Qk'' 
'J · i j iw > ITf j iw e ak > Tk} J J 
G' 
- {(k,j): IEJiw > BITJQJ'!w e ak < _k} J - 'J ' 
onde aj e Tl estão definidos no Lema 3.2.12 e onde O< !3 < 1 será escolhido depois. Obser-
vamos que o Lema 3. 2.18 continua válido se, no lugar do conjunto F tivermos o conjunto 
F', com demonstração idêntica. Da mesma forma, se definirmos os conjuntos rN,M (veja 
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Definição 3.2.24) utilizando o conjunto G' no lugar do conjunto G, o Lema 3.2.25 também 
é válido, com a mesma demonstração. 
Lema 3.2.31 Sejam Q] e Lk como na Observação 3.2.3, EJ como na Definição 3.2.9 e L] 
como na Definição 3.2.21. Se k, t E ;;z, u E L1 e j E Lkl sejas E L] tal que Q~ C Q;. 
Então EJ C a1 Q; *, onde a1 está definido na Observação 3. 2. 30. 
Demonstração. Fixemos k, t, u, j, s, Q~ e Q; nas condições do enunciado. Vamos 
escrever QJ' = B(xQ,,d]), Q~* = B(xQ~,d~) e Q;* = B(xQt,~). Vamos primeiramente 
J 
mostrar que, para todo a~ 1, temos 
k * ( 4 ) t * o:Q, c + 1 o:Q cl u · 
De fato, mostrar (3.70) é equivalente a mostrar que 
Pela Observação 1.2.9, temos que B(xQ~,C1 d~) C Q~ e, como Q~ C Q~, temos que 
< lzo- XQtl + jxQt- xQ~I 
< ~ +d~ 
- 2d~, 
e, portanto, d~ < 4/C1 di:,. Agora, seja z E B(xQ~, ad;). Então 
jz- XQtl < jz- XQ~I + jxQt- xQl] 
< adk + d' s u 
4 t t 
< o:Cl du + du 
< (~1 + 1) ad~, 
112 
(3.70) 
o que demonstra (3.70). 
Vamos mostrar agora que, se Q~ n 2Qf # 0, então 
Seja z E Q~ n 2Qf. Então lz 
e 
Portanto, 
Então, se y E Qj*, temos 
o que demonstra (3.71). 
xq~l :S d~ e lz- Xqk I :S 2dJ, e segue de (3.20) que 
J 
k 2 ( r> C) 2_ k k dj :S -d z, "k :S- !1]d8 = 14d,. 
1] 1] 
< IY- Xqkl + lxqk- Xqkl 
J ' J I 
< dj + lxQj - zl + lz - xq~ I 
< d] + 2dj + d: 
< 3 ·14dk + dk 8 . 8 
(3.71) 
Finalmente, como Qj c Qj', temos de (3.71) que Qj c 43Q~* se Q: n 2Qj* # 0. 
Usando este fato e utilizando (3.70) com a= 43, temos 
o que demonstra o lema. 
Teorema 3.2.32 Suponha 1 < p :S q < oo e sejam w e f.L medidas de Borel não negativas 
e finitas sobre sn e sn X [0,1) respectivamente. Suponha que P*(xsnx[O,l)f.L) E LP'(sn,w). 
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Sejam a1 e a2 , como na Observação 3.2.30. Se existe uma constante C> O tal que para todo 
Q E A temos 
(3.72) 
e 
1 1 
(LQ_[P*(X[j(l- w-1f.l)(x)]P' dw(x) r :S: C (k(l- t)qdJ.L(X, t) )", (3.73) 
então existe uma constante C > O tal que, para toda junção mensurável g 2 O, 
( r . [P(gw) (x, tWdf.l(x, t)) ~ ::; C ( r [g(x )]Pdw(x l) i . Jsnx[O,l) }sn (3.74) 
Demonstração. A demonstração deste teorema segue exatamente as mesmas idéias da 
demonstração do Teorema 3.2.26 e por isso daremos detalhes apenas nos lugares onde as 
modificações forem relevantes. 
Seja f 2 O uma função limitada definida sobre sn x [0,1). Se íh e Qj são dados como 
na Observação 3.2.3 e Ej é o conjunto dado na Definição 3.2.9, temos, exatamente como em 
(3.51). 
r [P*(ff.l)(x)]P'dw(x) }sn < Cm,p ( L 2kp'\E}\w+ L 2kp'\E}\w+ L zkp'\EJ\w) (k,j)EE' (k,j)EF' (k,j)EG' 
- Cm,p (I+ li+ III), (3.75) 
onde E', F' e G' estão definidos na Observação 3.2.30. 
1 a Parte. Vamos estimar I. Pelo Lema 3.2.5(iii) e por (3.52), temos 
I L 2kp'\Ej\w 
(k,j)EE' 
< 8" 2kp' i ryQk*! 
'L I J :W 
k,j 
< .8_L2kp' (L r" X"qdx)dw(x)) 
k j 1 s J 
- B~?kp' L (ltx"qr(x)) dw(x) 
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< Ci3L2kp'j xn,(x)dw(x) 
k sn 
= i3L2kp'IDklw 
k 
< Cp .B fsJP*(ftJ.)(x)]P'dw(x). 
2a Parte. Vamos estimar II. Para isto, vamos observar que 
m-1 
IJ = L 2kp'!EJiw = L 
(k,j)EF' M=O 
L 2kp'IEJiw· 
(k,})EF 1 
k=.M (mod m) 
(3. 76) 
(3. 77) 
Fixemos O:::; M:::; m- 1. Do Lema 3.2.12, do fato de estarmos somando sobre (k,j) E F', 
da desigualdade de Hiilder. de (3.72), do fato que TJ ;:=: a2 (veja Observação 3.2.30), usando 
o fato que vale o Lema 3.2.18 para F' no lugar de F e procedendo exatamente como (3.54), 
segue que 
(k,j)EF1 
k=.M (mod m) 
< 
p' 
L IEJiw (
1
E:I ly _ ~ f(x, t)P(XEyw)(x, t)dtJ.(X, t)) 
(k,j)EF' J W 2Qj Ok+m 
k=.M (mod m) 
L IEJiw (~'~I Q2 k'l l~,. ~ f(x, t)P(XEkw)(x, t)dJ.L(x, t))p' 
(k,j)EF' fJ. TJ j W' 2Qj -Dk...!...m J 
k=.M (mod m) 
< Cm,p,q /3-p' (f ·.. [j(x, t)Jª' dtJ.(x, t)) ~ 
snx:O,l) 
(3.78) 
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e, portanto, 
.;. 
li::; Cm,p,q (3-p' (r [f(x, t)F' dJL(x, t))' 
}snx[O,l) 
(3.79) 
3" Parte. Vamos, agora, estimar III em (3.75). Sejam NeM inteiros com O::; M::; m- L 
Vamos ainda denotar por GN,M o conjunto 
GN,M = {(k,j) E G': k 2: N e k = M (mod m)}. 
Vamos mostrar que 
"' IEkl 2kp' <c L J w - p,q 
(k,j)EGN,M 
i. 
( r . [f(x, tW' dJL(x, t)) ,, lsnx[O,l) (3.80) 
Usando o Lema 3.2.12, o fato de estarmos somando sobre (k, j) E G', pela Observação 3.2.22 
e procedendo como em (3.57) obtemos 
"' IEkj 2kp' < "' 'tEkl ( 2rf )p' 
_L I J w - .L J ;W iE~I 
(k,y)EGN,M (k,J)EGN,M ' J w 
'Ekj 
< C (3-p' "' I j w ( Tk)p' 
P . L I Qk*j p' J (k,J)EGN,M i'fl j w 
< c s-p' "' "' JE}Iw 
p,q, L L I k*j p' 
(k,j)EGN,M sELj TJQ j w 
p' 
- IV+V (3.81) 
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Vamos usar as condições (3.73) e (3.72) para estimar IV e V respectivamente. 
Primeiro, notemos que para um (t, u) E C'V,M fixado, se Q~ C Q~, então Q~ C Q~. 
Assim, 
C P(XEkw)(x, t)(1- W 1dji(x, t) -}Q~ J r . P(XE'w)(x, t)(1- t)-1xQ,(l- t) 9df.L(X, t) }snx[O,l) J s 
- r P(xEkw)(x, t)(1- t)q-lxQ~, df.L(X, t) 
}snx[O,l) J u 
fs" P*(xQ~ (1 t) 9- 1f.L)(Y)XEj(y)dw(y) 
Je, P*(xQ~ (1 t) 9- 1f.L)(y)dw(y). 
J 
Para um (t, u) E r N,M fixado, seja 
G(t,u) = {(k,j): existes E LJ tal que Q~ C Q~}-
Portanto, temos pela igualdade acima, pelo Lema 3.2.25(i), pelo Lema 3.2.5(i), pelo fato que 
a cardinalidade de LJ é no máximo C, pela desigualdade de Hõlder, pelo Lema 3.2.31 e por 
por (3.73), temos que 
p' 
L (k~= P(XEjw)(x, t)(1- t)- 1dji(x, t)) A~+m 
i:P(Q7+m)=P(Q:) Qt 
Q~+mcQ1 
(A~t L 
(k,j)EG(t,u) 
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< Cp (A~y' L ~~~~Jkllt IQ]It-l k,JP'(XiJt (1- t)q-lf.")]P' (y)dw(y) 
(k,j)EG(t,u) 
< Cp (A~y' L /eJP'(XiJt (1- t)q-1p,)]P' (y)dw(y) 
(k,j)EG(t,u) J 
Somando (3.82) sobre (t, u) E rN,M e usando o fato que p::; q, temos (veja 3.59) 
i 
rv ::; cp s-p' ( L IQ~Ii: (A; f'),. 
(t,u)Er3V,M 
(3.82) 
(3.83) 
Para obter a correspondente estimativa para V, fixemos (k, j). Procedendo como em (3.60), 
utilizando o Lema 3.2.14, o Lema 3.2.5(i), o fato que a 1 2: 30 , 7) 2: a2 e (3. 72) temos 
\E]Iw 
I7!Qfj/' 
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< Cp,q 
< Cp,q 
Portanto, somando sobre (k,j) E GN,M exatamente como foi feito em (3.61) e (3.62), ternos 
(3.84) 
Combinando (3.81), (3.83) e (3.84), ternos que o lado esquerdo de (3.80) é limitado por 
L IEJiw2kp' < JV +V 
(k,j)EGN,M 
i_ 
- Cp,q .s-p' (L , L (A~)ª' XfJt (x, t)djj(x, t)) , .. (3.85) 
S x[O,l, (t,u)EfN,M 
A partir de agora a demonstração prossegue exatamente como a demonstração do Teo-
rema 3.2.26. 
Observação 3.2.33 Da maneira como foi feito na Observação 1.2.14, podemos identificar 
sn com a bola IB = {y E JRn+l: IYI < 1}, usando a aplicação (y,r)-----> ry. Se Q E A= 
uk~O Ak, sejam Q = IB, se Q = sn e 
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Observamos que, se Q # sn e se Q r:f A 1 (isto é, se Q não é metade da esfera sn ), então Q 
é um "cone truncado" contido na bola 1B, cuja base em sn é o elemento diádico Q. 
Se w é uma medida de Borel não negativa sobre sn e se g é uma função real mensurável 
e não negativa, vamos utilizar a notação 
Ugw(x) = P(gw)(x', t), 
para x = tx' E JB, 0 :S t < 1 ex' E Sn. 
Quando w for a medida de Lebesgue sobre sn, denotada por a, escrevemos u9~(x) = 
u9 (x), como na Definição 2.5.5. Então podemos enunciar os Teoremas 3.2.26 e 3.2.32 da 
seguinte forma: 
Teorema 3.2.26 Suponha 1 < p :S q < oo e sejam w e ll medidas de Borel não negativas 
e finitas sobre sn e lB respectivamente tais que P*(XIB!l) E If (Sn, w). São equivalentes: 
(i} Existe uma constante C > O tal que, para toda função mensurável g ;:=: O, 
(3.86) 
(ii) Existe uma constante C > O tal que para todo Q E A temos 
l 
(/IB[uxQw(YWdll(Y))' :S CIQI) (3.87) 
e 
l 1 
(/sJP'(xQ(y)(1-jyj)q-lJl)(x)JP'dw(x)Y :S C (k(l-jyl)qd!l(Y))"'. (3.88) 
Teorema 3.2.32 Suponha 1 < p :S q < oo e sejam w e Jl medidas de Borel não negativas 
e finitas sobre sn e lB respectivamente tais que P' (XIB!l) E I.l ( sn' w). Sejam al e a2 como 
na Observação 3.2.30. Se existe uma constante C> O tal que para todo Q E A temos 
l 
(kQJuxQw(y)Fd!l(Y) )' ::; Cla2Q' j) (3.89) 
e 
l l 
(lQ_[P'(xQ(y)(1-fyf)q-lll)(x)]P'dw(x)Y::; c (k(1-IYIFdll(Y))" (3.90) 
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então existe uma constante C > O tal que, para toda função mensurável g 2: O, 
(3.91) 
Observação 3.2.34 Como no Capítulo 2 (veja Corolário 2.5.13) encontramos condições 
suficientes para a limitação da integral de Poisson de LP(Sn, Wdu) em LP(IB,tJ.), é natural 
pensarmos em comparar este resultado com os resultados obtidos neste capítulo. Vamos, 
então, considerar os Teoremas 3.2.26 e 3.2.32 com p = q e dw = W du, onde W é um peso 
sobre sn. Neste caso, (3.86) e (3.g1) se tornam 
enquanto que (2.22) no Corolário 2.5.13 temos 
Portanto, se W "# 1, o Corolário 2.5.13 e os Teoremas 3.2.26 e 3.2.32 dão condições su-
ficientes para a limitação de operadores distintos. Portanto, só faz sentido pensarmos em 
comparar estes resultados para W = 1 e, portanto, para w = u. Neste caso, o Teorema 3.2.26 
e o Corolário 2.5.16 dão caracterizações da limitação da integral de Poisson de V(Sn, u) 
em LP(J/3, tJ.). Logo, podemos enunciar o seguinte resultado, que nos dá uma caracterização 
de uma medida de Carleson sobre J/3: 
Corolário 3.2.35 Seja fi. uma medida não negativa e finita sobre J/3 tal que P*(x18 tJ.) E 
V' (Sn). São equivalentes: 
(i) fi. é uma medida de Carleson. 
(ii) Existe uma constante C > O tal que para todo Q E A, 
(3.92) 
e 
(3.93) 
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O corolário seguinte segue do Teorema 3.2.32 e do Corolário 2.5.16, e nos diz que 
podemos encontrar condições suficientes para que uma medida J.l sobre lB seja uma medida 
de Carleson, melhores que (3.92) e (3.93). 
Corolário 3.2.36 Seja J.l uma medida não negativa e finita sobre lB tal que P'(XJBJ.l) E 
V' (Sn). Se existe uma constante C> O tal que para todo Q E A temos 
(3.94) 
e 
onde a1 e a2 são dados na Observação 3.2.30, então J.l é uma medida de Carleson. 
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