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SOMMAIRE 
En 1964, deux chercheurs de l'École des .\Iines de Paris à Fontainebleau, Georges ~Iathe­
ron et Jean Serra, ont publié leurs premiers travaux sur des problèmes de minéralogie et 
de pétrographie. A cette époque, leur principal objectif était de caractériser les propriétés 
physiques des minerais en examinant leur structure géométrique. Par la suite, leurs re-
cherches ont conduit à une nouvelle approche quantitative du traitement d'images, main-
tenant connue sous le nom de morphologie mathématique. Depuis. de nombreux travaux 
ont été publiés dans le domaine et ont mené à une variété de champs d'application en 
traitement d'images, en reconnaissance des formes ainsi qu ·en vision par ordinateur. 
Dans ce mémoire dont l'objectif général est d'introduire la morphologie mathématique, 
nous rappelons dans un premier temps, la notion de treillis complet qui est considérée 
comme la structure minimale pour représenter les opérateurs morphologiques. 
Dans une deuxième partie, nous introduisons la morphologie mathématique binaire qui 
est à la base de la théorie morphologique. 
Dans le troisième chapitre, nous effectuons le passage entre la morphologie mathéma-
tique binaire et celle à niveaux de gris et ce, à travers les notions de sommet de surface 
et d'ombre. 
Dans le quatrième chapitre. nous introduisons les opérateurs algébriques et montrons 
l'importance de définir les opérateurs morphologiques binaires sur un treillis complet. 
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Et enfin, nous définissons la notion de filtre morphologique, étudions les différentes mé-
thodes de construction des filtres morphologiques, puis terminons par l'application d'une 
classe spécifique de filtres morphologiques, à savoir les filtres alternés séquentiels au fil-
trage d'images afin de tirer nos conclusions quant à leurs effets sur la réduction du bruit. 
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La morphologie mathématique est une science qui a pris forme à la fin des années soixante 
à !'École Nationale des l\Iines de Paris, les pionniers en la matière étant G. :\Iatheron 
131 et J. Serra 1101. En fait, la morphologie mathématique est une théorie du traite-
ment d'images basée sur la théorie des ensembles, la géometrie ainsi que la topologie HL 
[il et 1181 . Fournissant au domaine du traitement d'images une approche basée sur la 
forme, les opérations qu'elle propose permettent de simplifier, d'améliorer, d'extraire ou 
de décrire les données d'une image. Les opérations de base de la morphologie mathéma-
tique, à sarnir la dilatation et l'érosion, furent également introduites par .\fatheron et 
Serra. Initialement, elles furent définies comme addition et soustraction de Minkowski 
sur les sous-ensembles de l'espace euclidien, utilisant les translations, les unions et les 
intersections. D'autre part, avec Sternberg [211 et [161, elles furent ensuite généralisées à 
l'ensemble des images à niveaux de gris et ce, au moyen des notions de sommet de sur-
face et d'ombre. Dès lors, une recherche intense a débuté dans le domaine et a engendré 
une grande variété d'applications en traitement d'images, en reconnaissance des formes 
ainsi qu'en vision par ordinateur, attirant les chercheurs des horizons aussi variés que la 
biologie, la géologie, l'informatique, la physique et les mathématiques. La morphologie 
mathématique repose sur le principe qui consiste à comparer une structure inconnue qui 
est notre image à un ensemble de formes dont nous maîtrisons toutes les caractéristiques, 
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ces dernières étant appelées les éléments structurants. Enfin, il importe de mentionner 
que cette comparaison se fait au moyen des relations booléennes, de l'intersection ou de 
l'inclusion. Dans cette optique, les images et les les éléments structurants sont considérés 
comme étant des ensembles. 
Le présent travail se veut une introduction à la morphologie mathématique ainsi qu'une 
application au filtrage d'images. 
Ce mémoire est structuré comme suit: 
- Dans le premier chapitre, nous rappelons la notion de treillis complet et donnons 
quelques propriétés à propos de ceux-ci, plus particulièrement celles concernant la 
dualité. pour ensuite terminer par des exemples. 
- Dans le deuxième chapitre. nous introduisons la morphologie mathématique binaire 
qui est considérée comme étant la base de la théorie morphologique. 
- Dans le troisième chapitre, nous effectuons le passage entre la morphologie mathé-
matique binaire et celle à niveaux de gris et ce, à travers les notions de sommet de 
surface et d'ombre. 
- Dans le quatrième chapitre. nous introduisons les opérateurs algébriques et mon-
trons l'importance de définir les opérateurs morphologiques binaires sur un treillis 
complet. 
- Dans le dernier chapitre, nous définissons la notion de filtre morphologique, étu-
dions les différentes méthodes de construction des filtres et terminons par quelques 
applications au filtrage d'images. 
Pour nos exemples, il est à noter que nous avons utilisé la librairie ~VLib développée 




Notion de treillis 
Introduction 
L'idée principale en analyse d'images linéaires est d'utiliser des transformations qui com-
mutent avec l'addition et qui demeurent inversibles. En morphologie mathématique, les 
transformations utilisées privilégient les transformations de type ensembliste qui com-
mutent avec le supremum et l'infimum. Par ailleurs, de nombreux travaux ont démontré 
que le cadre des treillis complets est le cadre adapté ainsi que la structure minimale per-
mettant une bonne modélisation des transformations, opérant sur les images binaires ou 
sur les images à niveaux de gris 151, [llj. 
Dans ce chapitre, nous allons donc rappeler les différentes définitions relatives aux treillis 
121, pour ensuite introduire la notion de treillis complets et en donner quelques exemples. 
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1.1 Structure de treillis 
Une relation définie sur un ensemble C,, notée ::;, qui possède les propriétés suivantes: 
1. Réflexivité: x ::; x. Vx E C,: 
2 . .-\nti-symétrie: x ::; y et y :::; x =? x = y, Vx,y E C,; 
3. Transitivité: x ::; y et y :5 z =? x :5 z, Vx,y,z E C,. 
est appelée une relation d'ordre. Tout ensemble muni d'une relation d'ordre::; est dit par-
tiellement ordonné et est noté (C,. :::;). Deux éléments x et y d'un ensemble partiellement 
ordonné sont dits comparables si nous avons x ::; y ou y :::; x. Soit X un sous-ensemble 
d'un ensemble partiellement ordonné C,. ~ous définissons deux opérations binaires sur X 
à l'aide des notions de borne supérieure et de borne inférieure. Cn élément m E C, est 
appelé minorant de X si m ::; x pour tout x E X. De mème, un élément JI E C, est appelé 
majorant de X si x ::; JI pour tout x E X. )fous dirons alors que rn ( resp. JI) est la 
home inférieure (resp. supérieure) de X s'il est le plus grand (resp. petit) des minorants 
(resp. majorants) de X. Un minorant (resp. majorant) de X qui est lui-même clans X 
est appelé le minimum (resp. le maximum) de X. Le minumum (resp. maximum) est 
unique lorsqu'il existe. Un élément a E X est dit minimal clans X si x "!::. a pour tout 
x E X. De même un élément a E X est dit maximal dans X si a "!::. x pour tout x E X. 
Un ensemble C, partiellement ordonné clans lequel deux éléments quelconques x et y pos-
sèdent à la fois une borne supérieure notée x V y et une borne inférieure notée x /\ y est 
appelé treillis. 
Un ensemble C, partiellement ordonné clans lequel toute famille {xi}iEl finie ou non de C, 
possède une borne inférieure et une borne supérieure est dit treillis complet. 
Dans un treillis complet, nous noterons la borne inférieure par rn = inf cX = infX =/\X 
et la borne supérieure par JI = supc.X = supX = vX s'il n'y a aucune confusion pos-
sible. 
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Principe de dualité. Si ( .C. ::; ) est un treillis, la relation $.' définie par x5:_' y si et seule-
ment si y 5:. x pour tout x et y E .C est également une relation d'ordre sur.Cet (.C.5:_') est 
un treillis. Le treillis (.C,::;') est appelé treillis dual du treillis (.C, ::;). Xous remarquons 
alors que V' = /\ et /\1 = V. 
Proposition 1.1.1 Si .C un treillis et x,y.:: E .C alors, nous avons toujours Les propriétés 
suivantes: 
(Pl} X V X= x /\X= :r; 
(P2} X V y= y V X et X f\ y =y/\ X; 
(P3} x /\(y/\::) = (x /\y)/\:: et x V (y V z) = (x V y) V z; 
(P4) Absorption: 
(P5) Consistance: 
X V (x /\y) =X/\ (x V y) =X; 
i::Sy<=>xVy=y<=>x/\y=x: 
( P6) Inégalités de distributivité: 
(i) xV(y/\::)::; {.rVy)f\(xV::); 
(ii) X/\ (y V::) ~ (x /\y) V (x /\ ::). 
( P7) Inégalité modulaire : x ::; :: ::::} .r V (y /\ z) 5:. ( x V y) /\ :: . 
Si dans {P6) (resp. (Pï)) nous avons des égalités, nous parlons alors de treillis distributif 
( resp. modulaire). 
Démonstration ( P 1) Nous avons x V x = x car x est le pl us grand élément de { x ,x} 
et x /\ x = x car x est le plus petit élément de { x ,x}. 
(P2) x V y= y V x car les majorants de {x,y} sont ceux de {y,x }. De même x /\y= y/\ x 
car les minorants de { x ,y} sont ceux de {y ,x}. 
(P3)Nous avons x/\y 5:. x, x/\y 5:. y et:: 5:.:: aussi (x/\y)/\:: 5:. (x/\y) et (x/\y)/\z 5:.:: 
ainsi, (x /\y)/\ z 5:. x et (x /\y) f\ z 5:. y/\ z, donc (x /\y)/\ z 5:. x /\(y/\ z). Nous avons 
aussi, x /\(y/\ z) 5:. x /\y et x /\(y/\ z) 5:. x /\ z::; z, donc x /\(y/\ z) 5:. (x /\y)/\:: nous 
obtenons x /\(y/\ z) = (x f\ y) f\ ::. L'égalité x V (y V z) = (x Vy) V z s'obtient par dualité. 
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(P4) Nous avons x :5 x V (x /\y). Comme x /\y :5 x, nous obtenons x V (x /\y) :5 x, ainsi 
x = x V (x /\y). L'égalité x = x /\ (x V y) s'obtient par dualité. 
(P5) Supposons x :5 y. ~fous avons x :5 y et y :5 y, donc x V y :5 y. Par ailleurs, 
y :5 x V y donc x V y= y. Réciproquement six Vy =y alors, y est un majorant de {x,y} 
ainsi x :5 y. L'autre équivalence s'obtient par dualité. 
(P6) ~ous avons x :5 x V y et x :5 x V .:, donc x :5 (.z: V y) /\ (x V z). De même 
y/\ z :5 y :5 x V y et y/\ z :5 z :5 x V z. ainsi y/\ z :5 (x V y)/\ (x V.:;). donc (x V.:;)/\ (x V y) 
est un majorant de x et de y/\.:; ce qui donne la première inégalité. La deuxième inégalité 
s'obtient par dualité. 
(Pï) :'fous avons x :5 x V y et x :5 .:; ainsi 1· < (x V y) /\ z. De même y /\ .:; :5 y :5 
x V y et y/\ z :5 .:. ~fous obtenons donc y/\ z :5 (x V y)/\.: . . .\insi (x V y)/\ z est un 
majorant de :r et de y/\.:. Donc x :5 .:; ::} x V (y/\ z) :5 (x V y)/\.:. • 
Proposition 1.1.2 Dans tout treillis C, les égalités suivantes sont équivalentes: 
(i) x /\(y V.:;) = (x /\y) V (x /\ z) Tix.y,:: E C,. 
{ii) x V (y/\ z) = (x V y)/\ (x V z) Vx,y,z E C. 
Démonstration :'fous allons démontrer que (i) implique (ii). Soient x,y,z E C,. ~ous 
avons 
(xvy) /\ (xv .:) = ( (x V y) /\X) V ( (x V y) /\ z) par (i) 
= xV(z/\(1·Vy)) par (P3) 
= x V ((z /\ x) V (z /\y)) par (i) 
= (x V (z /\ x)) V (z /\y) par (P3) 
= X V (z /\y) par (P3) 
= X V (y/\ z) par (P2) 
Donc x V (y/\ z) = (x V y)/\ (x V z) ce qui donne l'implication. L'autre implication 
s'obtiendra par dualité. • 
Soit C un treillis possédant un élément 0 tel que 0 = lnf C, et un élément I tel que 
I = SupC. Soit x E C, nous appelons complément de x noté x, un élément de C, tel que: 
x V x = I et x /\ x = O. Le complément de I est 0 et inversement. 
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Un treillis sera donc dit complémenté si tous ses éléments possèdent au moins un com-
plément. 
Théorème 1.1.3 Dans un treillis distributif (C, :5), quand Le complément x d'un élé-
ment x E C, existe il est unique. 
Démonstration Supposons que xi et x 2 sont deux compléments de x alors xi = 
xi AI = xi A (.r V x 2 ) = (xi A .r) V (xi /\ x 2 ) = i·i A x 2 donc xi :5 x 2 . De même nous 
montrons que x 2 :5 xi. Donc xi = x2 • 
Un treillis (C, :5) distributif et complémenté est appelé treillis booléen. Ainsi, dans un 
treillis booléen, chaque élément possède un et un seul complément. 
Théorème 1.1.4 Si C, est un treillis booléen alors, nous avons :r /\y = x V y et x V y = 
x Afi. 
Démonstration Ces deux relations sont duales, nous pouvons donc les déduire l'une 
de l'autre. Vérifions que le complément (unique) de x A y est bien x V y. '.'.fous dernns 
donc vérifier que nous avons bien (x A y)/\ (x V Y) = 0 et (x A y) V (x V y) = /. 
Nous avons (x A y) A (x V Y) = ((x A y) A x) V ((x A y) A y) = ((x A x) A y) V (x A 
(y A Y)) = (y A 0) V (x A O) = 0 V 0 = O. De même, nous avons (x A y) V (x V Y) = 
(x V (x V Y)) A (y V (x V Y)) = ( (x V x) V Y) A (x V (y V Y)) = (!V Y) A (x V/) = I AI = I 
donc, (x A y) A (x V Y) = 0 et (x A y) V (x V Y) = I • 
1.2 Opérateurs sur les treillis 
Soit (C, :5) un treillis, un opérateur l/J : C, -t C, est dit: 
1. idempotent si !/J( 1,(>(x)) = tb(x) Vx E C,; 
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2. extensif si x ~ 1,b(x) Vx E C,: 
3. anti-extensif si ~·(x) ~ x Vx E C,: 
-l. croissant si x ~y=> ib(x) ~ lf;(y) Vx,y E C,: 
5. décroissant si x ~y=> 1/J(y) ~ ib(x) Vx,y E C,; 
6. dual de l"opérateur </J par rapport au complémentaire si 1,'J(x) = (<t>(xcW Vx E C. 
L'ensemble des opérateurs sur C, est noté O. Cn opérateur 1/J défini sur (C. ~) est un 
automorphisme si: ti•(v1E1 x1) = v 1E1 0(x1) et 0(/\1E1 x 1) = /\JEJ1i'(x1). L'ensemble des 
automorphismes sur C, est noté .-lut(C,). 
Soient T Ç .-lut(C), TET. 17 E 0, nous disons que: 
• 17 commute avec r ou encore que 17 est r-invariant si r7r = TT]. 
• 17 est T-invariant si 17 commute avec tout élément de T. 
• 17 est pseudo-invariant par rapport à r si T]T = 17. 
1.3 Exemples de treillis complets 
Une famille B dans un treillis (C, ~) constitue une classe sup-génératrice lorsque tout 
élément a dans C, peut s'écrire comme: 
( 1.1) 
1.3.1 Le treillis booléen 
Le treillis booléen formé par l'ensemble 'P(E) des parties d'un ensemble E ordonné par 
l'inclusion, est un treillis complet. En effet, toute partie A = { Ei}iEI de 'P(E) admet 
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comme borne inférieure l'intersection des Ei et comme borne supérieure la réunion en-
sembliste des Ei . Le complément ensembliste xc de X dans E est encore appelé com-
plémentaire et vérifie bien: X n _yc = 0 et X U xc = E de plus dans P(E), le V et /\ 
deviennent U et n. En outre. l'ensemble 8 des singletons est une famille sup-génératrice. 
1.3.2 Le treillis des fonctions 
Dans ce qui suit, la droite des réels complétée IR U {-oc.+ oo} sera notée i. 
Soit E un ensemble quelconque et <l>(E) = {f : E ~ i} l'ensemble des fonctions 
définies sur E à valeurs dans i. Cet ensemble est alors ordonné par la relation : 
f::; g <==> f(x) ::; g(x) VxE E 
et constitue un treillis complet où le sup et le inf sont donnés par les relations suivantes: 
{ 
f =V fi <==> f(x) = supifi(x).. Vx E E 
f =/\fi <==> f(x) = infJ,(x). Vx E E 
De plus, dans l'ensemble des fonctions à \·aleurs positi\·es, tes fonctions impulsions t:\'.{x} (y) 
sont sup-génératrices; c'est-à-dire que toute fonction f peut s'écrire sous la forme: 
f(y) = VxEEf(x)J({.r}(y). 
Définition 1.3.1 Soit f E <l>(E). Nous appelons sous-graphe de f, ou ombre de f, et 
nous notons SG(J) ou U(f) l'ensemble défini par: 
SG(f) = U(f) = {(x,t) E E x ilt ::; f(x) }. 
D'autre part, nous appelons pseudo-sous-graphe ou pseudo-ombre de f, et nous notons 
SC' (f) ou U' (f) l'ensemble défini par: 
SG'(J) = U'(J) = { (x,t) E E x Rit < f(x) }. 
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Par ailleurs, nous dirons qu'un sous ensemble .-l Ç E x R est une ombre si: 
(x,y) E A~ (x,.:) E A V.: < y. 
Enfin, pour toute ombre .-l, nous lui associons son sommet T[A], une application de 








Figure 1.1 - Une fonction f et son ombre U (!) . 
Proposition 1.3.2 Si f: E ~ R, alors T[U(J)] = f. 
Démonstration Si y= T[U(J)](x), alors y= sup{zl(x,.:) E U(J)}. Ainsi.:::; f(.r), 
donc y= f(x). • 
Corollaire 1.3.3 U[T[U(J)]] = U[f]. 
1.3.3 Le treillis des fonctions semi-continues supérieurement 
Le treillis des fonctions semi-continues supérieurement (s. c.s) est l'un des treillis les plus 
utilisé en morphologie mathématique, car il nous permet d'effectuer le passage de la 
notion ensembliste à celle des fonctions et, réciproquement, en utilisant la notion de 
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sous-graphe fermé ou d'ombre fermée. Dans ce qui suit, E =!RN ou E = zN. 
Définition 1.3.4 Une application f : E ---1' lR est dite (s.c.s) si pour tout y E E, nous 
avons lim su px-. y J (x) ~ f(y). 
Nous notons par <l>scs(E) l'ensemble des applications (s.c.s) sur E. 
Théorème 1.3.5 Soit f : E -t i. le SG(J) est un fermé topologique de E x IR si et 
seulement s-i f est (s.c.s). • 
Du Théorème 1.3.5 et de la définition d'un sous-graphe, nous avons (i:,t) E SG(J) si t ~ 
J(x). De plus, si (.r,t) E SG(J) alors (x,a) E SG(J) pour tout a < t. Aussi, nous 
pouvons reconstruire de façon unique f car f est le supremum de tous les couples (x.t) 
dans SG(J). Ainsi, à toute fonction s.c.s correspond un unique sous-graphe fermé et 
inversement. Résumons cette remarque dans le théorème suivant. 
Théorème 1.3.6 À toute fonction f (s.c.s}, est associé un unique sous-graphe fermé 
SG(J). Ce sous-graphe est un ensemble A = SG(J) tel que: 
(i) (x,t) E A {::=::? t ~ f(x); 
(ii) (x,t) E .-1 {::=::? (x,a) E .-1 \fa < t; 
(iii) J(x) = sup{t E !RI (x,t) E .-1}. 
Réciproquement, soit .-1 un ensemble fermé vérifiant (ii), il existe une unique fonction J 






Figure 1.2 - Exemple de passage de fonctions aux ensembles . 
Puisqu'une fonction s.c.s est exactement déterminée par son sous-graphe, l"union et l'in-
tersection des sous-graphes vont induire deux opérations équivalentes entre des fonctions 
correspondantes. La figure ci-dessus montre deux fonctions f et g et leurs sous-graphes 
respectifs SG(J) et SG(g). L'intersection de leurs sous-graphes est un sous-graphe cor-
respondant à une nouvelle fonction s. c.s et l'union des deux sous-graphes correspond 
également à une nouvelle fonction s.c.s telle que sur la figure. ~ous notons ces nouvelles 
fonctions par : 
{ 
(f !\ g)(x) = min{f(x),g(x)}, 
(f V g)(x) = max{f(x),g(x)}, 
\::/x E E 
\::/x E E 
La relation d'inclusion des sous-graphes qui est une relation d'ordre partielle rn induire 
une relation d'ordre partielle entre les fonctions s. c.s par: 
f ~ g <==> f(x) ~ g(x) Vx E E 
de plus: f ~ g <===> SG(J) Ç SG(g) et (<l>scs(E), ~)est un treillis complet dans lequel 
le supremum et l'infimum sont donnés par: 
{ f: V fi <==> SG(J) : uSG(fi) f - Afi <==> SG(J) - nSG(fi) 
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CHAPITRE 2 
Morphologie mathématique binaire 
Introduction 
Au départ, la morphologie mathématique a été conçue pour analyser des images binaires 
[31, [101. Ainsi, le meilleur moyen de modéliser une image binaire (Blanc et Noir) est de le 
faire au moyen des ensembles. Ce chapitre est structuré comme suit : après avoir exposé 
la notion d'images, nous introduirons l'addition et la soustraction de Minkowski ainsi 
que leurs propriétés. Ensuite, nous présenterons les opérateurs de base de la morphologie 
mathématique, à savoir la dilatation et l'érosion morphologiques binaires, ainsi que leurs 
effets sur des images binaires. Dans une autre section. nous présenterons des exemples de 
dilatations et d'érosions morphologiques binaires. Ensuite, nous étudierons les composées 
élémentaires de ces deux opérateurs de base qui sont l'ouverture et la fermeture morpho-
logiques binaires, ainsi que leurs effets sur les images binaires. Enfin, nous donnerons un 
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exemple d'ouverture et de fermeture morphologiques binaires. 
2.1 Notion d'images 
Un signal est un support qui véhicule de l'information. ~ous pouvons le noter s(x) ou 
s(x,y) en fonction des espaces considérés. Cne image n'est rien d'autre qu·un signal 
bidimensionnel I: IR2 --+ IR dans le cas continu ou bien I: Z 2 --+ Z dans le cas discret. C ne 
image binaire f est une application du domaine de f notée V 1 à valeurs dans { 0.1}. 
Chaque point P(x,y), appelé pixel, possède une valeur f(x,y) appelée niveau de gris. Dans 
le cas binaire, les pixels à valeur 1 représentent les objets dans l'image et les pixels ayant la 
valeur 0 représentent le fond de l'image. ~ous pouvons aussi voir le problème inversement. 
c'est-à-dire prendre la mleur 0 pour les objets et 1 pour le fond de l'image. La morphologie 
mathématique traite donc les images comme des ensembles. Ainsi, nous représentons une 
image binaire par un ensemble X qui correspond à l'ensemble des positions dont la valeur 
de niveau de gris est 1. 
2.1.1 L'addition de Minkowski 
Soient E un espace vectoriel euclidien, P(E) l'ensemble des parties de E et .4, BE P(E). 
Le translaté de A au point t est l'ensemble, noté Ai. défini par: 
.-11 = {a + t 1 a E A} = t + .-1. 
L ·addition de Minkowsk-i, notée ©, est définie par : 
A© B = {x E Eix= a+ b,a E .4,b E B} = Uae..t(a + B). (2.1) 
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Proposition 2.1.1 L'addition de l'v!inkowski a les propriétés suivantes: 
Pour A,B,C E P(E) 
1. La croissance : A Ç B => A œ C Ç B œ C. 
2. La commutativité: .-l EB B = B EB .-l. 
3. L'associativité: .-l œ (B EB C) = (.-l EB B) EB C. 
4. La distributivité par rapport à la réunion d'ensembles: 
(Au B) œ c = (.-l œ C) u (B œ C). 
5. L'invariance par translation: .-lh EB B = (.-l œ B)h = .-l EB Bh· 
Démonstration 
1. Supposons .-l ç B. Si X E A œ c alors, X = a + c. a E .-l, c E C. Or A ç B, ainsi 
X =a+ c, a E B, c E c. Donc X E B œ c. 
2. La preuve \·ient de la commutatidé de l'addition sur E. 
3. La preuve vient de l'associativité de l'addition sur E. 
4. (.4 u B) œ c = U.cE . .\uB(Cx) = [U.cE.-l(C.c)] u [UrEB(Cx)] = (.-l œ C) u (B œ C). 
5. Nous avons .-l1i œ B = U.cE..\hB +X= UaE.-t(B +a+ h) = (.-l œ B)h =A œ Bh • 
2.1.2 La soustraction de Minkowski 
Soient E un espace vectoriel euclidien, P(E) l"ensemble des parties de E et .-l, BE P(E). 
La réflexion de .-l est l'ensemble, noté .-i, défini par: 
.-i = {-a I a E .-l} = - .-l. 
La soustraction de Minkowski, notée e, est définie par: 
AeB = {x E EIVb E B,-:Ja E .4,x = a-b} = {x E Elx+B Ç .4}. (2.2) 
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Proposition 2.1.2 L'addition et La soustraction de Minkowski sont liées comme suit par 
dualité: A e B =(.-le œ É)c. 
Démonstration ~ous avons: 
y~ AeB {::::::::::} :lb E B tel que y+ b ~ .-1 
{::::::::::} 3b E B tel que y+ b E .-le 
{::::::::::} :lb E B tel que y E (Ac)-b 
{::::::::::} y E ubEB(.-lc)_b 
{::::::::::} y E UbEB (Ac)b 
{::::::::::} y E (.-le EB É) 
Donc A e B = (Ac EB Ë)c • 
Proposition 2.1.3 La soustraction de Minkowski a les propriétés suivantes: 
Pour A.B,C E P(E) 
1. La croissance : A Ç B ::::} .-1 e C Ç B e C. 
2. Nous avons: .-1 Ç B ::::} Ce B Ç Ce .-1. 
3. Nous avons: .-1 e B = nbEBA-b = nbEB(A - b). 
4. D·istributivité par rapport à l'intersection d'ensembles: 
(An B) e c = (.-1 e C) n (Be C). 
5. Non associativité: (A e B) e C = .-1 e (B œ C). 
6. L'invariance par translation: Ah e B = (.-1 e B)h· Par ailleurs, nous avons 
(A e Bh) = (.-1 e B)-h· 
Démonstration 
1. Supposons A ç B. Si X E .-1 e c alors, X+ c E .-l pour tout c E c. Or A ç B, ainsi 
X+ c E B pour tout c E c. Donc XE Bec. 
2. Supposons A ç B. Si X E ce B alors, X+ b E c pour tout b E B. Or .4 ç B, ainsi 
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X + b E c pour tout b E .-L Donc X E c e .-1. 
3. Nous avons: 
y E A 8 B <==> y + b E A Vb E B 
<==> y E .-\_b 'ïlb E B 
Donc .-1 e B = nbEB··Lb = nbEB(.-1 - b). 
4. Nous avons (.-lnB)eC = ((.-lnB)cœc)c = ((AcuBc)œC)c = ((.-lcœë)u(Bc@é')) 
= ((.-1 e C)c u (Be C)c) = (.-1 e C) n (Be C). 
5. Nous a\·ons (.-1 e B) e c = ncEc(.-l e B)_c = ncEc(nbEB·-Lb)-c = ncEC.bEB·-l-(c+b) 
= nhEC•3B.-l-h = .-le (C EB B) = .-1 e (B EB C) 
6. Nous avons .-l1t8B = nbEa(.-lh-b) = nbea(.-l + h -b) = nbEa(.-1- b) + h = (.-leB)h· 
Par ailleurs . .-1 e Bh = nuEBh .-l-u = nbEB· . .\_b-h = (nbEB·-Lb)-h = (.-1 e B) _h· • 
2.1.3 L'élément structurant 
Un élément structurant, que nous noterons B, est un ensemble dont les caractéristiques 
sont connues et qui est utilisé pour sonder l'image à étudier. En fait, au cours d'une 
transformation morphologique, l'élément structurant est déplacé à travers l'image de 
manière à ce que son origine soit, tour à tour, localisée sur tous les pixels de l'image. 
C'est cette interaction avec l'image qui nous donnera le résultat d'une transformation 
morphologique. La forme et la taille d'un élément structurant peuvent être quelconques 
selon le type de tranformation morphologique souhaitée . .\lais en pratique, la taille et 
la forme de l'élément structurant dépendent de la structure des objets présents dans 
l'image à étudier. Par exemple, les éléments structurants linéaires seraient adaptés pour 
une extraction des objets linéaires dans l'image. En plus de la taille et la structure de 
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l'élément structurant, nous pouvons lui associer une orientation spécifique pendant une 
transformation morphologique. Les éléments structurants les plus utilisés sont carrés ou 
héxagonaux. 
2.2 La dilatation morphologique binaire 
Les deux opérations de base de la morphologie mathématique sont la dilatation morpho-
logique binaire et l'érosion morphologique binaire IIOl 151. En fait. ce sont des opérateurs 
locaux puisqu'il s'agit de tester avec des opérateurs booléens un ensemble qui est une 
image avec un autre ensemble de géométrie connue, appelée élément structurant. 
Soient X une image binaire et B un élément structurant. La dilatation morphologique 
binaire de X par B, notée c5 (X: B), est définie par: 
c5(X: B) =X EB B 
Proposition 2.2.1 La dilatation morphologique binaire a les propriétés suivantes: 
Pour .·LB,C E P(E) 
1. La croissance: A Ç B => c5(A.; C) Ç c5(B; C). 
2. La commutativité: c5(A; B) = c5(B; .-l). 
3. L'associativité: c5(c5(.-l;B);C) = c5(A;c5(B;C)). 
4. La distributivité par rapport à la réunion d'ensembles: 
c5(.4 u B; C) = c5(A; C) u c5(B; C). 
5. L'invariance par translation: c5(Ah; B) = c5(.4; B)h 
(2.3) 
6. L'invariance par rapport au translaté de l'élément structurant: 6(.4; Bh) = c5(.4; B)h. 
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Démonstration Ce sont des conséquences directes des propriétés de l'addition de 
Minkowski. • 
Proposition 2.2.2 Nous avons: 
c5(X; B) = {z E EIË: n X# 0} (2.4) 
Démonstration :'fous avons: 
c5(X: B) = XœB 
= UxexBx 
= Uxex(x + B) 
= {zl::lx E .\,:lb E B,:: = x + b} 
= {zl::lx E .\,:lb E B,:; - b = x} 
= {zl(-B)zn.\#0} 
et donc c5(X: B) = {zlË: n X# 0} • 
La dilatation morphologique binaire d'une image par un disque a pour effets de: 
• connecter les objets quand ils sont assez proches; 
• combler les trous étroits présents dans les objets ; 
•élargir les objets d'une taille correspondant au rayon du disque. 
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Exemple 2.2.3 Considérons E = IR2 , X= {(0,1),{1,1),{2,1},{2,2),(3,0)} et B = {{0.0),(0,1)}. 
Alors X EB B = {{O,l},{l,l},(2,1),(3,0},(0,2},(L2},(2,2},(2,3},{3,l}}. 
r • ~ • • • • • • • • • • • b. B • • 
a. X c. c5(X: B) 
Figure 2.1 - Dilatation morphologique binaire d'une image X par un élément structurant 
B contenant l'origine. 
Exemple 2.2.4 Soient E = IR2 • X= {{1,2),(2,2),(3,2},{-l,2}} et B = {(O, - 1),(0.l}}. 
Alors X EB B = { {1,1 ),(2.1},{3, l},(-1,1),(L3},{2,3),(3.3},(4,3)}. Nous remarquons que dans 
ce cas, le résultat n'a aucun point en commun avec X . 
f . r • • • • • • • • • • b. B • • 
a. X c. ô(X; B) 
Figure 2.2 - Dilatation morphologique binaire d'une im.n.ge X par un élément structurant 
B ne contenant pas l'origine. 
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2 .3 Dilatation morphologique binaire, érosion morpho-
logique binaire et dualité 
En fait, le principe de dualité consiste à faire agir les transformations sur le complémen-
taire des ensembles. Ce principe, bien que très simple, est fondamental en morphologie 
mathématique. 
L'érosion morphologique binaire d'une image X par un élément structurant B, notée 
ë(X:B), est définie par: 
c(X:B) =Xe B 
Proposition 2.3.1 L'érosion morphologique binaire a les propriétés suivantes: 
Pour .·LB,C E P(E) 
1. La croissance: A Ç B =} =(A:C) Ç =(B;C). 
2. Nous avons: .-1 Ç B =} ë(C: B) Ç =(C; .-\). 
3. Nous avons: E(A; B) = nben.-l-b = nbEn(A - b). 
4- Distributivité par rapport à l'intersection d'ensembles: 
c((.-1 n B); C) = E(A; C) n é(B; C). 
5. Non associativité: ={c(.-1: B); C) = €(.-\; J(B: C). 
6. L'invariance par translation: é(.-\h; B) = E(A; B)h. Par ailleurs, Nous avons 
E(A; Bh) = é(.4: B)-h· 
(2.5) 
Démonstration Ce sont des conséquences directes des propriétés de la soustraction 
de Minkowski. • 
De la dualité entre l'addition de .\linkowski et la soustraction de Minkonwski va découler 
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une relation de dualité entre la dilatation morphologique binaire et l'érosion morpholo-
gique binaire. 
Proposition 2.3.2 La dilatation morphologiq1te binaire et l'érosion morphologique bi-
naire sont reliées comme suit par dualité: é(X; B) = (c5(Xc; ÉJ) )c. 
Démonstration La preuve vient de la Proposition 2.1.2. • 
L'érosion morphologique binaire d'une image par un disque a pour effets de: 
• séparer les objets au ni,·eau de leurs étranglements: 
• éliminer les objets trop étroits ne contenant pas le disque; 
• rétrécir les objets d'une taille correspondante au rayon du disque. 
Exemple 2.3.3 Soient E = JR2 • X= {(1,0),(Ll),(l,2),(1.3),(l,5),(2,l),(3,1),(-Ll),(5,l)} 
et B = {(0,0),(0.1)}. Alors Xe B = {(l,O),(Ll),(L2).(l,3),(L-1)}. 
.r ,f • • • • • • • • • • • • • LPl•I • b. B • 
a. X c. é(X; B) 
Figure 2.3 - Érosion morphologique binaire d'une image X par un élément structurant 
B contenant ['origine. 
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Exemple 2.3.4 Soient E = R2 , X= {(3,0),(3,1),(3,2),(3,3),{3.4),(0.4),{1.1).{1,2).(1.3), 
(1,4),(2,l),(2.4),(4,l),(4,3),(4,4),(4,5),(5,1),(5,2),(5,3),(5,-l)} et B = {(-1. - 1),(-1.0), 
{-l,l),(1.1),{1.0),(1. - 1),(0, - l)}. Alors Xe B = {(2,2),(4,2)}. Nous remarquons que 
dans ce cas, le résultat n ·a aucun point en commun avec X. 
t • • • • • • • • • • • • • 
a. X 







c. E(X: B) 
Figure 2.4 - Érosion morphologique binaire d'une image X par un élément structurant 
B ne contenant pas l'origine. 
2.4 Ouverture morphologique binaire 
La dilatation morphologique binaire d'une image initialement érodée par le même élément 
structurant ne nous permet pas, en général, de la reconstituer. En effet, il n'existe pas de 
transformation inverse à l'érosion. ceci étant dû au fait que les opérateurs morphologiques 
sont non linéaires. En fait, chaque opération enlève un certain nombre d'informations et 
il n'existe aucun moyen de les reconstituer. La recherche d'un opérateur permettant de 
retrouver le maximum d'informations perdues par une érosion morphologique binaire va 
nous conduire à la définition d'une ouverture morphologique binaire ayant de meilleures 
propriétés de stabilité, telles que l'idempotence. '.'rotons que cette dernière est à la base 
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du filtrage morphologique [61. 
Soient X une image et B un élément structurant. L'ouverture morphologique binaire 
d'une image X par un élément structurant B, notée ~t(X; B) ou X a B, est une érosion 
morphologique suivie d'une dilatation morphologique de X par B c'est-à-dire: 
~t( X; B) = c5 ( ë( X: B); B) = (X e B) œ B = X 0 B (2.6) 
Théorème 2.4.1 Si X est une image et B est un élément structurant, alors: 
~1(X: B) = u{t +Bit E E et t + B Ç X} (•) -) -·' 
Démonstration ~ous avons: 
x E 'Y(X: B) <===:} x E (Xe B) œ B 
<===:} :lt E X e B tel que X E Bt 
<===:} :lt E E tel que Bt Ç X et x E Bt 
<===:} x E U { t + B 1 t E E et t + B Ç X} 
Donc r(X: B) = u{t +Bit E E et t + B Ç X} • 
Proposition 2.4.2 L'ouverture morphologique binaire a les propriétés suivantes: 
Pour A,B,C E P(E) 
1. La croissance: .4 Ç B => { ( .4; C) Ç ~f( B; C). 
2. L 'anti-extensivité: -y(X; B) Ç X. 
Démonstration Elle est croissante comme composée de deux opérateurs croissants. 
L'anti-extensidté de l'ouverture morphologique vient du Théorème 2.-l.l. • 
Proposition 2.4.3 L 'o1Lverture morphologique binaire est pseudo-invariante par rapport 
au translaté de l'élément structurant: 1(X; Bh) = ~t(X; B). 
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Démonstration Nous avons ~r(X: Bh) = (X e Bh) EB Bh = (Xe B)-h ED Bh = 
((Xe B) EB B)-h+h =((Xe B) EB B) = ~r(X; B). • 
Proposition 2.4.4 Toute image X dilatée par un élément structurant B est invariante 
sous toute ouverture morphologique binaire par B: ~f ( (X EB B): B) = X ED B. 
Démonstration :'fous avons (X 9 B) o B Ç X EB B car l'ouverture morphologique 
binaire est anti-extensive. Soient X E X. b E B alors X+ b E X 9 B et XE (Xe B) 6 B. 
Ainsi, X Ç (X EB B) e B. 
Or, si X Ç (X EB B) e B. alors X EB B Ç ((.\ EB B) e B) EB B = (X EB B) o B. Ainsi 
~r((X EB B): B) =Xe B. • 
Proposition 2.4.5 L'ouverture morphologique binaire est idempotente : 
1b(X; B); B) =~,(X: B). 
Démonstration En remplaçant X par Xe B dans la Proposition 2.4.4, nous obtenons 
~, ( (X e B) EB B: B) = (X e B) EB B = ~( (X: B) • 
L'ouverture morphologique binaire d'une image par un disque a pour effets de: 
• filtrer les contours dans l'image; 
• éliminer les particules trop étroites présentes dans l'image: 
• séparer en plusieurs composantes connexes les particules présentant un étranglement 
assez long et étroit. 
Exemple 2.4.6 Soient E = JR2 , X= {(2.1),(3,l),(4,l).(L2),(2.2).(3,2),(3.3),(3,4),(4,1}, 
(4,2),(4,4)} et B = {(1,0),(1,1)}. Alors1(X; B) = {(1,2),(2,l),(2,2),(3,l),(3,2),(4,1),(4,2)}. 
Nous remarquons que tous les. éléments de l'ouverture morphologique de X sont encore 
des éléments de X. 
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a. X c. =(X: B) d. ~:(X: B) 
Figure 2.5 - Ouverture morphologique binaire d'une image X par un élément structurant 
B. 
2.5 Ouverture morphologique binaire, fermeture mor-
phologique binaire et dualité 
Comme dans le cas de l'ouverture morphologique binaire, nous définissons la fermeture 
morphologique binaire afin d'essayer de retrouver le maximum d'informations perdues 
par une dilatation morphologique binaire. 
Soient une image X et un élément structurant B. La fermeture morphologique binaire de 
X par B, notée </>(X; B) ou X• B, est une dilatation morphologique binaire suivie d'une 
érosion morphologique binaire de X par B c'est-à-dire: 
</>(X; B) = ë(c5(X; B); B) = (X E9 B) e B =X• B (2.8) 
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De la dualité entre la dilatation morphologique binaire et l'érosion morphologique binaire 
va découler une relation de dualité entre l'oU\·erture morphologique binaire et la fermeture 
morphologique binaire. 
Proposition 2.5.1 L'ouverture morphologique binaire et la fermeture morphologique bi-
naire sont liées comme suit par dualité: 
Démonstration ~ous avons: 
~r(X: B)c = c5(ê(X; B); B)c 
= ê(ê(X: B)c: B) 
= ê(c5(Xc: B): B) 
= (<JJ(Xc: B)) 
(2.9) 
Proposition 2.5.2 La fennet'Ure morphologique binaire a la caractérisation suivante : 
<P(X; B) =(X ffi B) e B = {x E El'Vh E E,x E B1i => B1i n X =I 0} (2.10) 
Démonstration Nous avons: 
X • B - (Xe 0 B)c 
- {x E El3y,x E By Ç XcV 
- {x E El:Jy, x E By et Éy n X= 0V 
= {x E Eix E By => By n X =10} 
donc <P(X; B) =(X ffi B) e B = {x E EIV'h E E,x E B1i => B1i n X =10} • 
Proposition 2.5.3 La fermeture morphologique binaire a les propriétés suivantes: 
r _, 
Pour A,B,C E P(E) 
1. La croissance: . .\ Ç B => <P( .-l: C) Ç Q( B; C). 
2. L 'extensivité: X Ç cp(X: B). 
Démonstration 1. Elle est croissante comme composée d'opérateurs croissants. 
2. Soit x E X, b E B. Alors x + b E X EB B. Si x + b E X EB B. pour tout b E B, alors 
x E (X EB B) e B. Donc X Ç X• B. • 
Proposition 2.5.4 La fermeture morphologique b·inaire est pseudo-invariante par rap-
port au translaté de /"élément structurant: <i>(X: Bh) = <;i>(X: B). 
Proposition 2.5.5 Toute image X érodée par un élément structurant B est invariante 
sous toute fermeture morphologique binaire par B : 6 ( (X e B); B) = X e B. 
Démonstration La preuve s'obtient de la Proposition 2.4.4 et par dualité. • 
Proposition 2.5.6 La fermeture morphologique binaire est idempotente: 
<P(c/>(X; B); B) = <P(X; B). 
Démonstration La preuve s"obtient en remplaçant X par X EB B dans la Proposition 
2.5.5. • 
La fermeture morphologique binaire d'une image par un disque a pour effets de: 
• filtrer les contours en éliminant les petites concavités dans une image; 
• détecter un groupe spécifique de points dans une image; 
• segmenter une image en plusieurs composantes connexes. 
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Exemple 2.5.7 Soient E = JR2 , X= {(2,2),(2,4),(3,2),(3,3)} et B = {(0,1).(0.2),(Ll)}. 
Alors </>(X; B) = { (2,2),(2,3),(2,4),(3,2).(3,3)}. Nous remarquons que tous les éléments 
de X sont dans la fermeture morphologique de X. 
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Morphologie mathématique à niveaux 
de gris 
Introduction 
Initialement conçue pour les images binaires, la morphologie mathématique à été étendue 
aux images à niveaux de gris à travers les notions de sommet de surface et d'ombre [191, 
[161. Dans ce chapitre, il sera question tout d'abord de rappeler les notions de sommet 
de surface et d'ombre d'un ensemble. Ensuite, nous utiliserons ces notions pour effectuer 
le passage entre la morphologie mathématique binaire et la morphologie mathématique 
à niveaux de gris. Une deuxième partie sera consacrée aux opérateurs dérivés tels que 
le gradient morphologique et le chapeau-haut-de-forme. Dans ce chapitre, les fonctions 
considérées sont semi-continues supérieurement et l'espace euclidien considéré EN sera 
égal à RN dans la cas continu et zN dans le cas discret. 
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3.1 Notion de sommet de surface 
Soient l'espace euclidien EN (où E =IR ou Z), .-l Ç EN, .-let F = {x E EN-Ll:Jy E 
E,(x,y) E .-l}. Le sommet de la surface de.-\. noté T[.-l] est une application. T[.-l]: F __, Ë 
définie par : 
T[.-l](x) = sup{yl (x,y) E .-l} (3.1) 
Un ensemble .-l Ç EN-L x E est une ombre si (x.y) E .-l si et seulement si (x . .:) E .-l pour 
tout.: < y. Les notions de sommet de surface et d'ombre sont des notions inversibles dans 
le sens que toute opération sur la notion de sommet de surface va induire une opération 




Figure 3.1 - Le .5ommet d'une surface .4 . 
Proposition 3.1.1 Si EN est un espace euclidien, F Ç EN-L et f F __, E, alors 
T[U[f]] = f. 
Démonstration La preuve est celle de la Proposition 1.3.2. • 
Corollaire 3.1.2 U[T[U[f]]] = U[f]. 
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Proposition 3.1.3 Soit A Ç EN, nous avons 
1 . .4 Ç U[T[A]]. 
2. Si .-l est fermée et .-l est une ombre. alors .-l = U[T[.-l]]. 
Démonstration Soient x E EN - L. y E E. 
1. Si (x.y) E A, alors y:::; T[A](.r) et ainsi (x.y) E C[T[.-l]]. 
2. Si (x,y) E U[T[.-l]], alors y:::; T[.-l](x). 
(a) Si y< T[.-l](x), alors :J(x,.:) E .-l tel que y< :: < T[.-lj(x). Et alors (x.y) E .-l car A 
est une ombre. 
(,3) Si y= T[.-l](i:). alors Vs< y, :J t.s < t < y tel que (x.t) E A a.lors. (x,s) E .-let donc 
Vs< y, (x,s) E .-L ainsi (x,y) E .-l. 
Donc .-l = U[T[.-l]]. • 
Remarque 3.1.4 Si .-l est une ombre, la condition .-l fermée est importante pour avoir 
.-l = U[T[.-l]]. En effet, si .-l = lR x (-x.O), alors V(x,y) E IR x (-x,O) nous avons 
y < 0 et si :: < y alors :: < 0 et (x.z) E IR x (-x.O). D'autre part, soit y tel que 
(x.z) E .-l V:: < y. Supposons que (x,y) t/:. A, alors 0 < y. Ainsi. il existe :' tel que 
0 < z' < y et donc (x ,.:') rt. .-l. Alors (x ,y) E .-l. Donc .-l est une ombre. 
Mais T[A](x) = 0 Vx et U(T[.-l]) = lR x (-'.Xl,0] ::) .-l. 
Proposition 3.1.5 Si A et B sont des ombres alors: 
1. .-l EB B est une ombre. 
2. .-l 8 B est une ombre. 
Démonstration 1. Soient (.r.y) E .-l E9 B et w <y. Démontrons que (x,w) E .-l EB B. 
Si (x,y) E .-l EB B, il existe alors (u,v) E B tel que (1: - u,y - u) E A. Si w <y, alors 
w - v <y - v. Ainsi (x - u,w - v) E .-l, car .4 est une ombre. Ainsi (x,w) E .4 EB B. 
Réciproquement, soient (x,z) E .-lEBB et y tel que z <y. Démontrons que (x,y) E .-lEBB 
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Si (x,z) E A œ B, il existe alors (u,v) E B tel que (x - u,z - v) E A. Si z <y, alors 
z - v <y - v. Ainsi (x - u.y - v) E A, car A est une ombre .. -\insi (x . .:) E A œ B. 
2. Soient (x,y) E .-! e B et w < y. Démontrons que (x,w) E A e B. 
Si (x,y) E A e B, alors pour tout (u,v) E B (x + u,y + v) E A. Et w < y implique 
w +y< y+ V. Ainsi, (x + u.w + v) E .-!. Donc (x,w) E A e B 
Réciproquement, soient (x,.:) E AeB et y tel que.:< y. Démontrons que (.r,y) E AeB 
Si (x,z) E A 8 B. il existe alors (u,v) E B tel que (x + 'U,z + v) E A. Si :; <y, alors 
.:+v < y+v. Ainsi (x+u,y+v) E A. car A est une ombre. Donc (x.z) E AeB. • 
Proposition 3.1.6 Soit l\ un compact non vide de E'v muni de la topologie usuelle. 
1. Si G est un ouvert topologique de EN, alors G œ K est un ouvert topologique de 
2. Si F est un fermé topologique de E"°, alors F 9 K, Fe K. F o K et F • /\° sont 
des fermés topologiques de EN. 
Démonstration 1. Si G est un ouvert topologique de EN, alors G œ K = U.reKG x est 
un ouvert topologique comme réunion d'ouverts topologiques. 
1. Soient Fest un fermé topologique de EN et (xn) Ç F œ K une suite convergente vers 
XE EN. :\fontrons que XE F œ K. 
Nous avons, pour tout n, Xn = fn + kn où fn E F et kn E K. ~fais/( est compact, donc 
il existe une sous-suite knp de K qui com·erge vers un point u E K. 
Ainsi, limfnp =X - V= u E F. Donc X= u +VE F œ K. 
Par ailleurs, nous avons Fe K = (Fe œ l\)c, donc Fe/\° est un fermé topologique de 
EN. 
Enfin, Fe K et F œ K étant des fermés topologiques, nous avons F o K = (Fe K) œ 
/( et F. [( = (F œ K) e [( qui sont des fermés topologiques de EN. • 
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3.2 Dilatation morphologique à niveaux de gris 
La dilatation morphologique à niveaux de gris est définie à tnwers les notions de sommet 
de surface et d'ombre. 
Soient un espace euclidien EN, F, !\ des parties de E 1""-L et les applications f : F -7 
E et k : [( -7 E telles que { xlk(x) # -oc} est compact. La dilatation morphologique à 
niveaux de gris de J par k, notée J œ k, est définie par J œ k = T[F[f] E9 U[k]]. 
La dilatation morphologique à niwaux de gris peut être ramenée à un supremum de 
sommes. 
Proposition 3.2.1 Soient f : F -7 E et k : !\ -7 E telles que {xlk(x) # -x} est 
compact, alors J œ k : F EB /\ -7 E peut être obtenue par: 
(f EB k)(x) = .<HLP:Ef\n(.z:-F){f(x - z) + k(z)}. 
Démonstration Posons z = (f œk)(x). :\lors z = T[U[f]œU[k]](x). Par définition du 
sommet d'une surface, z = sup{y 1 (x,y) E U[f]EBU[k]}. Et par définition de la dilatation. 
z = S'up{a+blpouru E /\,x-u E F,(x-u,a) E U[f]et(u,b) E U[k]}. Ainsi, a= f(x-u) 
et b = k(u). Donc z = sup{f(x - u) + k(u) 1 u E l\,(x - u) E F}. • 
Proposition 3.2.2 Soient un espace euclidien El1i, F, /{ des partie.<; de EN-L et les 
applications f : F -7 E et k : /( -7 E telles que { xlk(x) # -oo} est compact. Alors 
U[f EB k] = U[f] EB U[k]. • 
Démonstration Nous avons f œk = T[U[f]EBU[k]] ainsi, U[f œk] = U[T[U[f]œU[k]]] = 
U[f] EB U[k] car U[f] EB U[k] est une ombre fermée. • 
Proposition 3.2.3 La dilatation morphologique à niveaux de gris a les propriétés sui-
vantes: 
1. Commutativité: J EB k = k œ J. 
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Démonstration 1. Nous avons f EB k = T[U[f] EB U[k]] = T[U[k] EB U[f]] = k EB f 
2. Nous avons ki EB (k2 EB k3) = T[U[k1] EB U[k2 EB k3]] = T[U[k1] EB (U[k2] EB U[k3])] = 
T[(U[k1] EB U[k2]) EB U[k3]] = T[U[k1 EB k2] EB U[k3])] = (k1 EB k2) EB k3 • 
La dilatation morphologique à niveaux de gris par un disque a pour effets de: 
• produire une image plus lumineuse que l'image initiale; 
• réduire ou éliminer les petites structures noires présentes dans l'image. 
Exemple 3.2.4 Dilatation morphologique à niveaux de gris d)une image f par un élément 
structurant k de taille 3 x 3. 
a. f b. f EB k 
Figure 3.2 - Dilatation morphologique à niveaux de gris d)une image. 
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3.3 Dilatation morphologique à niveaux de gris, éro-
sion morphologique à niveaux de gris et dualité 
L'érosion morphologique à niveaux de gris est définie à travers les notions de sommet de 
surface et d'ombre. 
Soient un espace euclidien pv, F, /{ des parties de EN-l et les applications f : F --+ 
E et k : l\ --+ E telles que {xjk(x) f. -oc} est compact. L'érosion morphologique à 
niveaux de gris de J par k. notée Je k, f e k : Fe [{ --+ E, est définie par Je k = 
T[U[/] e U[k]]. 
Comme dans le cas binaire. il existe une relation de dualité entre l'érosion morphologique 
et la dilatation morphologique à niveaux de gris. Soit f : F --+ E. la réflex·ion de f. notée 
J, J: F--+ E est définie par f(x) = f(-x). 
Proposition 3.3.1 Soient les applications J: F--+ E et k: !\--+ E telles que {xlk(.r) f. 
-oc} est compact et X E ( F 9 K) n ( F e k). La dilatation morphologique à niveaux 
de gris et l'érosion morphologique à niveaux de gris sont liées comme suit par dualité: 
(f 9 k)(x) = -((- f) e k)(x). 
Démonstration 
-(! 9 k)(x) = -SUP:EK,(x-:)EF[J(x - z) + k(z)] = infzEK,(x-z)EF[-f(x - .:) - k(.:)] 
= inf:Ek,x+:EF[-f(x + z) - f(z)] = ((-!) 8 k)(x) • 
L'érosion morphologique à niveaux de gris peut être évaluée en considérant l'infimum 
d'une différence d'ensemble. 
Proposition 3.3.2 Soient un espace eudidien EN, F, [( des parties de EN - 1 et les 
applications J : F --+ E et k : [(--+ E telles que {xlk(x) f. -oo} est compact. Alors 
J e k : F e I< --+ E est obtenue par: 
(/ 8 k)(x) = inf:EK{f(x + z) - k(z)}. 
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Démonstration Posons :: = (f e k)(x). Alors z = T[U[f] e U[k]](x). Soit encore 
en utilisant la définition de T, :: = sup{y I (x,y) E U[f] e U[k]}. Par définition d'une 
érosion, z = sup{y IV(u,v) E U[k], (x,y) + (u,v) E U[J]} et par définition des ombres des 
applications, z = .mp{y 1 Vu E K,v ~ k(u),y ~ f(x + u) - v }. Si, y ~ f (x + ·u) - v pour 
tout v ~ k(u) alors y~ f(x+u)-k(u) . . .\insi, z = sup{yiV'u E l\,y ~ f(x+u)-k(u)}. 
De plus, si y~ f(x + u) - k(u) pour tout u E l\ alors, y~ infuEK[f(x + u) - k(u)] donc 
z = sup{y 1 Y~ infuEK[f(x + u) - k(u)]} = infuEK[f(x + u) - k(u)]. • 
Théorème 3.3.3 Soient un espace euclidien EN, F. [{ des parties de Es-i et les ap-
plications J : F -t E et k : [\ -t E telle.'i que {xlk(x) # -x} est compact. Alors 
U[f e k] = U[f] e U[k]. 
Démonstration J ek = T[U[f]eU[k]] ainsi, U[J ek] = U[T[U[f]eF[k]]] = U[J]eC[k] 
car U[f] e U[k] est une ombre fermée. • 
Proposition 3.3.4 L'érosion morphologique à niveaux de gris est non associative: 
Démonstration Nous avons (fek1)8k2 = T[U[feki]eU[k2 ]] = T[(U[f]eU[ki])e 
U(k2]] = T[U[f] e (U[ki] œ U[k2])] = T[U[f] e U[k1 œ k2]] = f e (k1 œ k'2) • 
L'érosion morphologique à niveaux de gris par un disque a pour effets de: 
• produire une image plus sombre que l'image initiale; 
• réduire ou éliminer les petites structures claires présentes dans l'image. 
Exemple 3.3.5 Érosion morphologique à niveaux de gris d'une image f par ·un élément 
structurant k de taille 3 x 3. 
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a. f b. f 8 k 
Figure 3.3 - Érosion morphologique à niveaux de gris d'une image. 
3.4 Ouverture et fermeture morphologiques à niveaux 
de gris 
L'ouverture et la fermeture morphologiques à niveaux de gris sont définies de la même 
façon que dans le cas binaire et elles ont des propriétes similaires. 
Soient les applications f: F-+ E et k: K-+ E telles que {xlk(x) #- -oo} est compact. 
L'ouverture morphologique à niveaux de gris de f par l'élément structurant k, notée f o k, 
f o k : F o K-+ E, est définie par f o k = (f 8 k) EB k. 
La fermeture morphologique à niveaux de gris de f par l'élément structurant k, notée 
f • k, f • k : F • K -+ E, est définie par f • k = (! EB k) 8 k. 
Proposition 3.4.1 L'ouverture morphologique à niveaux de gris est un opérateur anti-
extensif: (! o k)(x) ::; f(x) pour tout x E F o K. 
Démonstration Nous avons f o k = (! 8 k) EB k = T[U[f 8 k] EB U[k]] = T[U[f] 8 
U[k] EB U[k]]. Or, (U[f] 8 U[k]) EB U[k] Ç U[f] car l'ouverture morphologique binaire est 
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anti-extensive. Donc T[(U[fj e U[k]) œ U[k]](x) ~ T[U[f]](x)Vx E F o K. Par ailleurs, 
T[U[f]] = f, ainsi T[U[f]eU[k]œU[k]](x) ~ f(x). Donc (Jok)(x) ~ f(x) pour tout x E 
FoK • 
Proposition 3.4.2 La fermeture morphologique à niveaux de gris est un opérateur ex-
tensif: J(x) ~ (J • k)(x) pour tout x E F. 
Démonstration La preuve se fait de la même façon que la précédente en utilisant le 
fait que toute fermeture morphologique binaire est extensive. • 
Proposition 3.4.3 L'ouverture morphologique à niveaux de gris est un opérateur idem-
potent: (J o k) o k = f o k. 
Démonstration Nous avons (f ok)ok = T[(U[f ok]eU[k])œU[k]] = T[(((U[f]eC[k])EB 
U[k])eF[k])œU[k]] = T[(U[f]oU[k])oU[k]] = T[U[f]oU[k]] = T[(U[f]eU[k])œC[k]] = 
T[U[f e k] œ U[k]] = T[U[(f e k) œ k]] = T[U[f 0 k]] = f 0 k. • 
Proposition 3.4.4 La fermeture morphologique à niveaux de gris est un opérateur idem-
potent: (J • k) • k = f • k. 
Démonstration Se démontre de la même façon que la précédente. • 
La dualité entre la dilatation et l'érosion morphologiques à niveaux de gris va induire une 
relation de dualité entre la fermeture et l'ouverture morphologiques à niveaux de gris. 
Proposition 3.4.5 L'ouverture et la fermeture morphologiques à niveaux de gris sont 
liées comme suit par dualité: (J o k) = -( - !) • k. 
Démonstration -(Jok) = -((Jek)œk) = (-(Jek))ek = ((-f)œk)ek = (-f)•k. 
Donc (Jok) =-(-f)•k. • 
L'ouverture morphologique à niveaux de gris par un disque a pour effets de: 
• éliminer les petites structures claires présentes dans l'image; 
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• réduire ou éliminer les pics présents dans l'image. 
Exemple 3.4.6 L'ouverture morphologique à niveaux de gris d'une image f par un élé-
ment structurant k de taille 3 x 3. 
a. f b. f 0 k 
Figure 3.4 - Ouverture morphologique à niveaux de gris d'une image. 
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La fermeture morphologique à niveaux de gris élimine les petites structures noires tout 
en préservant les structures claires présentes dans une image. 
Exemple 3.4.7 La fermeture morphologique à niveaux de gris d'une image f par un 
élément structurant k de taille 3 x 3. 
a. f b. f. k 
Figure 3.5 - Fermeture morphologique à niveaux de gris d'une image. 
3.5 Le gradient morphologique 
Dans une image, les contours sont situés dans les zones de grandes variations des niveaux 
de gris. Nous introduisons un opérateur appelé gradient morphologique afin de mettre ces 
variations en évidence. 
Soient les applications f : F -+ E et k : K -+ E telles que { x 1 k ( x) -=/: -oo} est compact. 
Le gradient morphologique de f par rapport à k, noté Pk (!), est défini par : 
Pk(f) = f ffi k - f 8 k (3.2) 
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Exemple 3.5.1 La gradient morphologique à niveaux de gris d'une image f par un élé-
ment structurant k de taille 3 x 3. 
a. f 
Figure 3.6 - Gradient morphologique à niveaux de gris d'une image. 
Le demi-gradient par l'érosion morphologique à niveaux de gris ou gradient interne, noté 
Pk - (!), est défini par : 
(3.3) 
De même, le demi-gradient par la dilatation morphologique à niveaux de gris ou gradient 
externe, noté Pk + (!), est défini par: 
(3.4) 
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Le demi-gradient interne améliore les contours internes des objets blancs dans l'image, 
alors que le demi-gradient externe améliore les contours externes de ces objets. 
Exemple 3.5.2 La gradient interne d'une image f par un élément structurant k de taille 
3 X 3. 
a. f b. IPk -(f)I 
Figure 3. 7 - Gradient interne d'une image. 
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) 
Exemple 3.5.3 La gradient externe d'une irriage f par un élément structurant k de taille 
3 X 3. 
a. f 
Figure 3.8 - Gradient externe d'une image. 
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CHAPITRE 4 
Treillis et opérateurs morphologiques 
binaires 
Introduction 
Dans ce chapitre, nous allons introduire les notions de dilatations et d'érosions algé-
briques. Ces concepts sont en fait des généralisations des notions de dilatations et d'éro-
sions morphologiques. Notons que cette généralisation met en valeur les propriétés fon-
damentales des dilatations et des érosions et ce, au moyen de la notion d'adjonction 151. 
Ensuite, nous définirons les ouvertures et les fermetures algébriques. 
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4.1 Dilatation algébrique 
Soient (.C, ::S) un treillis complet, 0 l'ensemble des opérateurs sur.Cet ;3 E O. L'opérateur 
/3 est une dilatation algébrique si : 
1. /3 est croissant, 
2. \:/S Ç .C, ,B(VS) = V xEs,B(x). 
Proposition 4.1.1 L'ensemble des dilatations algébriques est: 
1. Fermé pour la composition des opérateurs et contient l'élément identité, 
2. Fermé pour le supremum dans 0. 
Démonstration 1. Soient c51 et c52 deux dilatations algébriques et S Ç C 
i. c51 o c52 est croissant comme la composée de deux opérateurs croissants. 
ii. c51 o c52 commute par rapport au supremum. En effet, 
c51 o c52(VS} = c51 (c52(VS)) 
= c51(VxEsc52(x)) 
= VxEsc51(c52(x)) 
= VxEsc51 oc52(x) 
Donc c51 o c52 est une dilatation algébrique. Comme nous avons Id(VS) = VS=V xEsx= 
VxESid(x), alors Id est une dilatation. 
2. Démontrons que pour tout ensemble V de dilatations, VV est encore une dilatation 
algébrique. 
Soient S Ç .C, x et y E .C nous avons 
x ::S y ===;.. c5(x} ::S c5(y) Vc5 EV 
===;.. VJevc5(x)::; VJevc5(y) 
===;.. (V'D) (x) ::S {V'D}(y) 
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donc VV est croissant. Par ailleurs, nous avons: 
vV(vS) - VJevc5(vS) 
- VJev(Vxesc5(.r)) car c5 est une dilatation. 
- Vxes(V.;evc5(x)) 
- Vxes(VV(x)) 
ainsi VV commute avec le supremum. Donc VV est une dilatation algébrique. • 
4.2 Érosion algébrique 
Soient (C,, :5) un treillis complet, 0 l'ensemble des opérateurs sur.Cet .3 E O. L'opérateur 
;3 est une érosion algébrique si : 
1. .8 est croissant, 
2. 't/S Ç C, ,3(AS) = Axes/3(x). 
Par dualité aux propriétés de l'ensemble des dilatations algébriques, nous avons la pro-
position suivante: 
Proposition 4.2.1 L'ensemble des érosions algébriques est: 
1. Fermé pour la composition des opérateurs et contient l'élément identité, 
2. Fermé pour l 'infimum dans 0. 
En conséquence, l'ensemble des dilatations algébriques (resp. des érosions algébriques) 
est un treillis complet. 
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4.3 Illustration dans le cas des opérateurs morpholo-
giques binaires 
Soient E un espace euclidien et B Ç E un élément structurant. Xotons: 
1. c5a(X) =X œ B la dilatation morphologique binaire 
2. ëa(X) =Xe B l'érosion morphologique binaire 
3. o pour l'origine de E 
Proposition 4.3.1 Les dilatations (resp. les érosions) morphologiques binaires sont des 
cas particuliers des dilatations {resp. des érosions) algébriques. De plus, l'ensemble des 
dilatations (resp. des érosions) morphologiques binaires est fermé pour la composition des 
opérateurs et contient l'identité. 
Démonstration 
1. Les opérateurs 68 et ê 8 sont des opérateurs croissants pour tout B Ç E. 
2. Soit (B1)JEJ une famille d'éléments structurants. :\'ous arnns Ôu1 eJB1 (X) = X 9 
(UJEJBJ) = U1EJ(X EB B1) = UjEJc5a1 (X) = VjEJ6a1 (X). Aussi, ên1eJB1 (X) = 
Xe (nJEJBj) = njEJ(X e B1) = njEJéaJ(X) = ÂjEJEa}(X). 
Soient X, 8 1, B2 , des parties de E. Nous arnns: 
1. X œ { o} =Xe { o} =X en d'autres termes, Ô{o} = E{o} = Id. 
2. Nous arnns 6a1 o 6a2 (X) = 6a1 (602 (X)) = c5aJX œ B2) = (X œ B2) œ Bi = 
x œ (B2 œ Bi). 
3. l'ous avons êa1 0 Ea2(X) = êo1(êB2(X)) = êa1{X e B2) = (Xe B2) e Bi = 
x e (B2 œ Bi). 
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4.4 Notion d'adjonction 
La base de la définition des opérateurs morphologiques sur les treillis vient de la notion de 
l'adjonction. Celle-ci nous permet d'établir un isomorphisme entre l'ensemble des érosions 
algébriques et celui des dilatations algébriques. 
Soient (C, ::;) un treillis complet, 0 l'ensemble des opérateurs sur C et 6. E E O . .'.\ous 
disons que (ë,c5) est une adjonction si: 
8(x) ::; y {::::::=} x ::; ë(y) 't/x,y E C. ( -tl) 
ou encore 
E(y) ~ x {::::::=} y~ c5(x) 't/x.y E C. (-1.2) 
donc (ë,6) est une adjonction dans (C. ::;) si et seulement si (c5,ë) est une adjonction dans 
(C, ~). Puisque 6 et ê jouent un rôle dual, nous noterons c5 la dilatation algébrique et E 
l'érosion algébrique. 
Proposition 4.4.1 Soient (C, ::;) un treillis complet. 0 l'ensemble des opérateurs sur C 
et c5, E E 0. Si ( E ,6) est une adjonction alors 6 est une dilatation algébrique et E est une 
érosion algébrique. 
Démonstration Il nous suffit de montrer que 6 est une dilatation algébrique. :."fous 
déduirons que E est une érosion algébrique par dualité. Comme 0 ::; ë( 0) nous tirons de 
(4.1} que 6(0) ::; 0 et donc c5(0) = 0 . 
Soient y E C et S un sous ensemble non vide de C. Nous avons: 
VxEs6(x)::; y {::::::=} 6(x) ::; y pour tout xES 
{::::::=} x ::; ë(y) pour tout xES 
{::::::=} vs::; ë(y) 
{::::::=} c5(VS) ::; y 
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En particulier, en prenant successivement y= VxEsc5(.r) et y= c5(VS), nous obtiendrons 
que c5(VS) = V xEsc5(x), donc c5 est une dilatation algébrique. • 
Soient (C, ~) un treillis. 0 l'ensemble des opérateurs sur C, et T/ E O. :\"ous définissons 
;, E 0 par: 
Tj(y) = V { z l TJ( z) ~ y} Vy E C, (-l.3} 
et'! E 0 par: 
ry(x) = A{:l1· ~ TJ(z)}Vx E C,. ( 4.-1) 
Comme() = ;, dans (C. ~) si et seulement si() = ry dans (C. ~). les équations (4.3) et 
(4.-1) sont en dualité . .\'ous verrons que dans une adjonction (ë,6). ê =Jet c5 = ~-
Proposition 4.4.2 Soient ( C. ~) un treillis complet, 0 l'ensemble des opérateurs sur C, 
et c5, ê E 0. Si ( ê ,c5) est une adjonction. alors nous avons les assertions suivantes : 
( 1) ê est croissant et Id ~ ê o c5 
(2) ê = c5 
(3) c5 est croissant et c5 o ê ~ Id 
(4) c5=ç 
Réciproquement, si nous avons ( 1) ou ( 2) et ( 3) ou ( 4) alors ( ê ,c5) est une adjonction. 
Démonstration Il suffit de montrer que: 
(i) si (é,c5) est une adjonction, alors nous avons (2) et (4) 
(ii) (2) implique (1) et (4) implique (3) 
(iii) si nous avons (1) et (3) alors (c,c5) est une adjonction 
(i) Notonsquet:(y) = V{zlz ~ ê(y)} pour tout y E Cestéquivalcntàê(y) = V{z/c5(z) ~ 
y} Vy E C, et E = J. Alors c5 = ~ s'obtient par dualité. 
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(ii) ivlontrons que (2) implique {l), (4) implique {3) suivra par dualité. 
Soit y E C, définissons E(y) = {z 1 J(.:) :::; y}. Par {2) nous avons ê(y) Ô(y) 
v(E(y)). 
Si y1 :::; y2 alors, E(yi) Ç E(y2 ) et clone V(E(y1 )) :::; v(E(y2 )}. Ainsi = est croissant. 
Aussi, o(y):::; c5(y) donc y E E(ô(y)) pour tout y E C. Ainsi y:::; V(E(c5(y))) = ê(ô(y)) . 
Donc Id:::; ëoc5. 
(iii) Prournns enfin que si nous avons (1) et (3), alors (ë,c5) est une adjonction. 
Supposons (1) et que c5(x) :::; y, pour tout x,y E C. L'opérateur ê étant croissant nous 
avons ê(c5(x)):::; ê(y}. Aussi, Id:::; ê o c5 donne x:::; ë(c5(x)) ainsi c5(x) :::; y=> x:::; ê(y). 
De même x :::; ë(y) ===:} c5(.r) :::; y quand nous supposons{3). Ainsi c5(x) :::; y {=::> x :::; ê(y) 
clone (.:=:,c5) est une adjonction. • 
Exemple 4.4.3 Soient E un espace euclidien. X,B Ç E. la dilatation morphologique 
binaire ôB(X) = X EB B et l'érosion morphologique binaire ë 8 (X) =Xe B. Le couple 
(êB; 68} est une adjonction. En effet, nous avons: 
Si Y EB B Ç X alors (Y EB B) e B Ç Xe B. Mais l. Ç (l. EB B) 8 B. 
Sil'. Ç X 8 B alors l" EB B Ç (X 8 B) EB B. Mais (Xe B) EB B Ç X. 
Théorème 4.4.4 L'ensemble des adjonctions constitue un isomorphisme entre le treillis 
complet des dilatations algébriques et celui des érosions algébriques. En d'autres termes, 
nous avons: 
{ 1) Pour toute dilatation algébrique c5. il existe une et une se·ule érosion algébrique ê telle 
que ( é ,c5) est une adjonction et nous avons é = J 
(2) Pour toute érosion algébrique é, il existe une et une seule dilatation algébrique c5 telle 
que ( é ,c5) est une adjonction et no1.1.s avons c5 = ~ 
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(3) De plus, nous avons c5 o E o c5 = c5 et E o c5 o € = E. 
Démonstration (1) Soit c5 une dilatation algébrique, posons ê = J tel que dans 
l'équation (4.3) . .-\insi (i) l'opérateur 6 est croissant et (ii) soit y E C,, nous arnns c5oE(y) = 
c5(J(y)) = 6(v{.:16(.:)::; y})= v{6(.:)lc5(.:)::; y}::; y et donc. 6oE::; Id. :\lors 6 et= 
satisfont les conditions (2) et (3) de la Proposition 4.-!.2, donc (ë,6) est une adjonction. 
Par la Proposition 4.4.L l'opérateur€ est une érosion algébrique. 
Soit / une autre érosion telle que (ë' ,c5) est une adjonction, alors =' = J = E par le (2) 
de la Proposition 4.-l.2. 
(2) La deuxième partie de notre théorème s'obtient de la première partie par dualité. 
(3) Du (1) et (3) de la Proposition 4.-l.2 nous avons Id ::; €06, 6oë::; Id et 6 est croissant 
ainsi c5 = c5 o Id::; c5(ë o c5) = (6 o .s-) o c5::; Id o c5 = c5. Donc c5 o E o 6 = c5 et:: o 6 o ë = E est 
obtenu par dualité. • 
Proposition 4.4.5 Soit (ë ,6) une adjonction et T un groupe d'automorphismes sur C. 
c5 est T-invariant si et seulement si E est T-invariant. 
Démonstration Supposons que € est T-invariant .. .\lors E commute avec tout T dans 
T et en en particulier il commute avec r- 1• Soient x ,y E C, nous avons: 
c5 o r(x) ::; y {=::::} r(x) ::; ë(y) 
{=::::} X ::S T-l O ë(y) 
{=::::} Ô(x) ::S T- 1(y) 
{=::::} T O c5(x) ::S y 
Donc c5 o r(.r) = T o c5(x) et c5 commute avec T . .-\insi c5 est T-invariant. La réciproque se 
montre de la même façon. • 
Nous dirons que (ë,c5) est une T-adjonction quand ô est une T-dilatation et € est une 
T-érosion. 
Exemple 4.4.6 Sur le treillis booléen P(E), les dilatations et les érosions morpholo-
giques binaires peuvent être construites entièrement à partir des translations. En effet. 
si nous fixons ["origine o. tout point a E E détermine une unique translation Ta telle 
que Ta(o) = a. Si X Ç E alors, Ta(X) = Xa· Aussi, pour tout X . .-.\ Ç E nous avons 
X EB .-.\ = UaE..\Ta(X) et Xe...\= ilaE.-\Ta-l(X). 
Donc la dilatation morphologique binaire 6_.\ (X) = X EB .-l et l 'éros'Ïon morphologique bi-
naire E .. ,(X) = Xe .-1 ont la décomposition suivante en termes de translation: 
- - -l o ..\ = V aE..\ Ta et = .-\ = ÂaE.·I Ta 
• 
4.5 Ouvertures et fermetures algébriques 
Les ouvertures et les fermetures algébriques nous permettent d'étudier la composition 
d'opérateurs croissants et les nouvelles propriétés telles que l'idempotence. 
Soient (C,, :S) un treillis, 0 l'ensemble des opérateurs sur C, et ,B E () tel que /3 est 
croissant. Nous dirons que: 
1. ,3 est une ouverture algébrique si et seulement si /3 est anti-extensif et idempotent. 
2. /3 est une fermeture algébrique si et seulement si ,B est extensif et idempotent. 
Exemple 4.5.1 Soient E un espace topologique, C, = P(E). L'opérateur ·rj; : P(E) -+ 
0 
P(E) tel que ·t,V(X) =X, l'opérateur qui à un ensemble lui est associé son intérieur. 
C'est une ouverture algébrique dont le domaine d'invariance est l'ensemble des ouverts 
topologiques sur E. 
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De même, l'opérateur() : P( E) -+ P( E) tel que 0( X) = X, l'opérateur qui à un ensemble 
lui est associé sa fermeture morpholog·ique est une fermeture algébrique dont le domaine 





La théorie du filtrage morphologique a été développée par G. ~Iatheron [111 et .J. Serra 
[111 dans les années 80. Conçue comme une généralisation des ouvertures et des ferme-
tures morphologiques, elle étudie la classe des opérateurs croissants et idempotents d'un 
treillis complet dans lui-même. L'idée principale des filtres morphologiques est de sup-
primer de façon sélective des structures dans une image, ces structures pouvant être soit 
du bruit. soit des objets non pertinents. Cela implique donc que les structures préservées 
ne doivent pas être modifiées par une deuxième application du même filtre. Ceci illustre 
l'une des propriétés fondamentales des filtres morphologiques: l'idempotence. Le choix 
d'un filtre morphologique est guidé par le nombre d'informations que nous disposons par 
rapport aux contours, la taille et l'orientation des structures que nous choisirons de filtrer. 
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Dans ce chapitre, nous débuterons par une définition d'un filtre morphologique. Ensuite, 
nous étudierons les filtres dérivés ainsi que les filtres alternés séquentiels pour terminer 
par une application au filtrage d'images. 
Soit (.C, :S) un treillis complet. Cn opérateur ijJ : C, ~ C, est un filtre morphologique si 
w est croissant et idempotent. 
Les ouvertures morphologiques sont des filtres morphologiques anti-extensifs et les fer-
metures morphologiques sont des filtres morphologiques extensifs. 
5.1 Les filtres dérivés 
A ce point. nous étudions des transformations plus générales, qui ne sont ni extensives 
ni anti-extensiws. En fait. nous chercherons à obtenir des formules d'approximations 
permettant de trouver la majoration d'une classe prédéfinie de transformations. telles 
que les ouvertures et les fermetures morphologiques Il ïl, 1121. 
Soient (C, :S) un treillis complet et lb un opérateur croissant sur C,. L'opérateur v est: 
1. un sous-filtre si l/; o lj,· :::; ç 
2. un sur-filtre si Q o 1jJ 2'. 0 
3. un inf sur-filtre si 0 = tj; o (Id A w) 
4. un sup sous-filtre si 11: = 1J: o (Id V 11') 
Remarque 5.1.1 
sur-filtre. 
1. Si l'opérateur 1jJ est un filtre, alors l/J est un sous-filtre et un 
2. Par ailleurs, nous avons toujours ·tj; o (Id A l/J) :S ·If; et l/J o (Ici V l/;) 2'. If;. 
Proposition 5.1.2 Soient 1jJ et <P deux opérateurs sur le treillis complet (C, :S). 
(a) Si d> est croissant et extensif et ·l/J est un sur-filtre, alors <P o w et 1/; o <P sont des 
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sur-filtres. 
(a') Si <jJ est croissant et anti-extensif et li: est un sous-filtre, alors o o u.: et I!-' o o sont 
des sous-filtres. 
{b) Si </> est croissant et extensif et rj; est un inf sur-filtre, alors <Po lj.J est un inf sur-filtre. 
{b') Si <P est croissant et anti-extensif et rj; est un sup sous-filtre, alors</> o iji est un .rmp 
sous-filtre. 
Démonstration (a) Supposons que </J est croissant et extensif et ç est un sur-filtre. 
Alors </J o l/J o d> o u.: ~ o o i;,· o !;) ~ d> o 0 et 1) o o o 1.;.J o </J ~ l/J o If• o d> ~ 1JJ o o. clone o o v et 
rj; o </J sont des sur-filtres. 
{a') s'obtient par dualité à (a). 
{b) Supposons que <i> est croissant et anti-extensif et l/.J est un sous-filtre .. .\lors o o ç o 
(Id/\ </J o ,P) ~ <Pot· o (Id/\ 0) = o o I}), donc <Po l.1J est un inf sur-filtre. 
{b') s'obtient par dualité à {b). • 
Proposition 5.1.3 Si tt' un opérateur croissant et extensif et a est une ouverture algé-
brique sur le treillis complet (C,, ::;), alors a o I!;, ·lj; o O:' o 1}: sont des sur-filtres et !},• o a, 
a o l/J o a sont des inf sur-filtres. 
Démonstration Nous avons a o 1j: o a o ·lj; ~ a o a o ij1 = a o w et li' o a o ·lfJ o 0 o O:' o li.' ~ 
1/J o O:' o O:' o ljJ = I/,• o a o If;. Ainsi, O:' o ·lf;, w o O:' o 1/J sont des sur-filtres. 
Aussi, 1/Joao(fd/\'l};oa) 2'.: ljJoO:'o(ld/\a) = l/JoO:'OO:' = l}Joa et aoljJoQo(ld/\aol};oa) ~ 
a o 1/J o O:' o (Id/\ a o a) = l/J o a o O:' = ·lf; o a. Donc, 1/J o O:' et a o 1/; o a sont des inf sur-filtres . 
• 
Cette proposition nous indique comment construire des sur-filtres et des inf sur-filtres. 
Proposition 5.1.4 Soient 1p un opérateur et O:' une ouverture algébrique sur le treillis 
complet (C,, ::;) . 
{ 1) Si î/J est un sous-filtre, alors a o l/J, a o 'lj; o a, ·!}; o a o l/J, 1/; o a sont des sous-filtres. 
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{2) Si ·ljJ est un sup sous-filtre alors a: o t', llJ o a o 1p sont des sup sous-filtres. 
Démonstration {1) a: o l/J, a o 0 o a, ·lj; o a o 0, l)J o a sont des sous-filtres comme 
composées de sous-filtres. 
{2) Supposons que U.J est un sup sous-filtre . .-\lors, aolf;o(ldva:ol}.:) S 001!.Jo(ldvlf;) = aol}: 
et ·ljJ o a o 1jJ o (Id V ·lj; o a: o If;) S lj; o a: o l/J o (Id V i;J o 1-0) S tl: o a: o lj)(Id V 1.:>) = 0 o a: o 1!.J. 
Donc a o li: et lfJ o a: o l)J sont des sup sous-filtres. • 
Cette proposition nous indique comment construire des sous-filtres et des sup sous-filtres. 
Proposition 5.1.5 Soient w un opérateur croissant et a une ouverture algébrique sur 
le treillis complet ( C, S). Si a S IJ,· alors : 
( 1) a: o l/J, l/J o a o 1/J et a o ljJ o a sont des sur-filtres 
{2) iJ; o a, a o 1,c1 o a: sont des inf sur-filtres. 
{3) De plus, si ·tj; est anti-extensif, alors a o 1/-! = 0 o a = a o u.: o a = i:; o a o 9 = a 
Démonstration Supposons que a: S w. 
(1) Nous avons (aoîb)o(aoiti) 2'.: aoa:oaolj; = aoao0 = aol}; et (woaol)J)o(1/:oao1LJ) 2'.: 
1j; o a: o a o a o a o li· = ~· o a o a o ·ip = lfJ o a o it'. Enfin, (a o If; o a) o (a o lj,· o a:) = 
a o 1j; o a o 1/J o a 2'.: a o 1/J o a o a o a = a o l/J o a. Donc a o Ç•, 1}; o a o 0 et a o If; o a sont 
des sur-filtres. 
{2) Nous avons 'ljJoao(Id/\l/Joa) 2'.: l/Joao(Id/\aoa) = lf;oao(Id/\a) = ipoaoa = ipoa 
et a o 1jJ o a o (Id/\ a: o ·lj; o a) 2'.: a o ·lj; o a o (Id/\ a o a o a) =a o 0 o a o (Id/\ a o a) 
= a o If; o a o (Id/\ a) = a o îf; o a o a: = a o ·lj; o 0:. Donc l/J o a:, o: o ~1 o a sont des inf 
sur-filtres. 
(2) Supposons en plus que If; est anti-extensif. .-\lors a o ljJ S a: et a o 0 2'.: a o a = a: 
donc a o 1/J = a. Par ailleurs, a = a o o: S 0 o a ~ a ainsi If; o o: = a. De plus nous avons, 
a o ·l/J o a = a o a = a:. De la même manière, nous avons 1j; o a o 1j; = a o 1/J = a. • 
Le ( 1) de la Proposition 5.1.4 et la Proposition 5.1.5 donnent que a o l/J et 1/J o a o i;.: sont 
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des filtres. 
Proposition 5.1.6 Soit 1.b un opérateur sur le treillis complet ( C. 5). 
1. Si 1.jJ est un inf sur-filtre alors Id/\ t!; est une ouverture algébrique. 
2. Si 7jJ est un sup sous-filtre alors Id V G· est une fermeture algébrique. 
Démonstration Supposons que If: est un inf sur-filtre. Alors (Id A l'.J) o (Id /\ !!') -
(Id/\ î/J) /\ 1!J o (Id/\ 1!1) = (Id/\ 1.b) /\ liJ = Id A ti: et Id/\ li) ~ Id. Ainsi, Id/\ lJ est anti-
extensif et idempotent et donc est une ouverture algébrique. La preuve pour la fermeture 
algébrique se déduit par dualité à celle de l'ouverture algébrique. • 
Un opérateur 1p sur le treillis complet (C. 5) est un filtre morphologique fort si ç est à 
la fois un inf sur-filtre et un sup sous-filtre. 
Les ouvertures et les fermetures algébriques sur (C, ~) sont des filtres morphologiques 
forts. En effet, si a une ouverture algébrique sur (C, ~), alors a est croissant. a o a = 
a et a~ Id· Ainsi a= a/\Id et alors aoa = ao(a/\Id) donc a est un inf sur-filtre .. .\ussL 
Id = Id V a et alors, a = a o Id = a o (Id V a) donc O' est un sup sous-filtre. La preu\·e 
pour les fermetures algébriques se déduit par dualité à celle des ouvertures algébriques. 
5.2 Les quatre enveloppes 
Soit 1/J un opérateur croissant sur le treillis complet (C, ~)- '.'Jotons par: 
1/J = V {o. I a ouverture algébrique, a ~ -ip}, la plus grande ouverture algébrique qui minore 
1/J et ·l/J = /\{;31.8 fermeture algébrique,;) 2'.: lb}, la plus petite fermeture algébrique qui 
majore î/;. 
Théorème 5.2.1 Si ·lf; un filtre morphologique alors. nous avons: ·If; ~ l/; o l/J 5 lj_,• < 
'lj; 0 ·lf; ~ 1/J . 
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Les opérateurs "ijj et 'li: o ïi: sont les enveloppes inférieures de !}; et les opérateurs 0 o ~ et 
1/J sont les enveloppes supérieures de I['. 
Démonstration Nous avons liJ ~ ïi: o ïF ~ 1fJ o w. Aussi. w ~ Id donc 1/: o w ~ 0. Les 
autres inégalités s'obtiennent par dualité. • 
Ce théorème en est un d'approximation. En effet, il nous montre comment approcher au 
mieux un filtre morphologique par l'opérateur le plus proche et ce, au sens de la relation 
d'ordre à l'intérieur d'une classe d'opérateurs ayant des propriétés prédéfinies, telles que 
les ouvertures. les fermetures, les inf sur-filtres ou les sup sous-filtres. 
5.3 Filtres Alternés Séquentiels 
Les filtres alternés séquentiels (FAS), dont nous donnerons une définition détaillée plus 
loin, sont les filtres les plus utilisés en pratique 181, Il il, 1141, l15j. 191. Ils consistent en 
une séquence alternée d'ouverture morphologique et de fermeture morphologique de taille 
d'éléments structurants croissante. La taille de l'élément structurant est déterminée par 
celle des détails significatifs de l'image. 
Théorème 5.3.1 Soient ~' et</> deux filtres morphologiques sur le treillis complet (C, ~) 
tels que </> ~ 1/•. Alors: 
(1) </> ~ </> o 1/J o d> ~ </> o ·tj; V 1}; o </> ~ </> o l}J /\ tj,• o <f> ~ 1}: o </> o l/J ~ tj; 
(2) </> o 1/J, 'If; o <f>, <J> o ·If; o d> et '1/-' o </> o !}; sont des filtres morphologiques 
( 3) <i> o ·tj; o </> est le plus petit filtre morphologique supérienr à d> o ·t!; V 0 o </> et If; o </> o i; 
est le plus grand filtre morphologique inférieur à </> o 1fJ /\ 1/) o <i> 
Démonstration ( 1) </> ~ ·tj; ==> </> = <f> o </> ~ <i> o ·lfJ ==> <i> = </> o <i> ~ </> o t/; o </> ainsi 
<i> 2'. </> o 1/J o </>. Nous avons aussi </> 2'. w ==> ·tjJ o </> 2'. 1/J o ·t/J = tj; ==> </> o w o </> ~ </> o 0 et 
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</> 2:: l/J ==> d> o l/J 2:: 1}; o 1}; = !),,· ==> </> o w o <f> 2:: iJ; o </>. Donc d> o 0 o o 2:: </> o 1/J V w o o 2:: 
</> o 1/J A 1/J o </>. Par ailleurs, <P 2:: 0 ==> d> = d> o <f> 2:: 0 o d> ==> <? o If; 2:: o o <P o 1;J et 
</> 2:: 1/; ==> </> = </> o <f> 2:: </> o 0 ==> If; o <!> 2:: w o <!> o ô , donc </> o tJJ A 0 o <;> 2:: 1}; o o o !!,·. 
Enfin, </> 2:: IJJ ==> <Po 1fJ 2:: 1h o tJ; = 0 ==> ·iµ o d> o 'lfJ 2:: 0 o 7/; = 1};. Ce qui nous donne notre 
inégalité. 
(2) </> o lj;, </> o 0 o 6 et w o <f> o tb sont des opérateurs croissants comme la composée de tels 
opérateurs. Il reste à montrer qu ïls sont idempotents. 
- '.'fous avons <;>o'liJoooq 2:: oowoi:,:ot; = oolf; et <f>oti• = rf>o<jJoooii,,· 2:: <i>ot!.:0001J,.' 
donc <P o 0 o q> o 1fJ = </> o l!J 
- :.'fous a\·ons u o q> o 1j: o o 2:: w o 1;.J o !),: o ÇJ = l1J o d> et If; o 6 = 0 o <!> o 6 o o 2:: u o © o u o o 
donc If,• o d> o 0 o d> = 0 o </> 
- ~ous avons 6 o lfJ o <i> o d> o i:,· o o = <!> o l!J o </> o iJ.: o <f> = <!> o IJ) o dJ. car o et <JJ o lJ 
sont des filtres morphologiques. ~ous montrons de la même façon que G· o <JJ o 1) est 
idempotent. 
(3) l\lontrons que <Po ·0 o <f> et i:.1 o d> o If; sont respectivement le plus petit filtre et le plus 
grand filtre morphologiques supérieur à <jJ o iµ V l/,t o </>et inférieur à </J o ij,· A 0 o <J>. 
- Soit fun filtre morphologique supérieur à cf>ol/J et 1/Jo<f>. Alors f = f of 2:: cf>o ti;owo<;> = 
</> o 1/J o </>. Puisque ri> o ·l/J o </> est un filtre morphologique supérieur à </> o 1/; et If; o <P alors 
c'est le plus petit majorant de <? o tJ: A t/J o <rJ. 
- Soit fun filtre morphologique inférieur à <!> o tj.: et 0 o </>. Alors f = f of ~ l/J o </> o rp o 9 = 
1/; o </> o 1/; donc l/J o <f> o 0 est le plus grand minorant de l/J o </>A (j) o 1/.J. • 
Corollaire 5.3.2 Si </>i est la fenneture morphologique et '1},•i est l 'ouverttLre morpholo-
gique obtenues par l'élément structurant de taille i, alors mi = tf.:i o </Ji, ni = <!Ji o IJ)i, 
ri = </>i o ·!/Ji o </>i et si = î/.:i o </Ji o t/Ji sont des filtres. 
Définition 5.3.3 Un filtre alternatif séquentiel de taille i est défini comme étant une 
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combinaison séquentielle de l'un des filtres mi, ni, ri, ou si, la première séquence étant 
constituée du filtre obtenu en utilisant l'élément structurant de taille 1 et la dernière 
séquence le filtre obtenu en utilisant l'élément structurant de taille i. 
5.4 Utilisation des FAS pour la réduction du bruit 
Dans cette partie, nous allons examiner les performances des filtres alternés séquentiels 
face à un bruit. 
_.\ chaque étape de l'acquisition d'une scène, des perturbations ( poussières. amplifica-
tion, quantification) rnnt détériorer la qualité de !"image. Ces perturbations sont alors 
regroupées sous le nom de bruit d'image. Les bruits d'image les plus rencontrés peuvent 
être modélisés par une distribution gaussienne, uniforme ou impulsionnelle. 
Ainsi, un filtre a pour but de réduire ces perturbations tout en conservant des informa-
tions pertinentes comme les contours et les lignes présentes dans lïmage. 
Par ailleurs, il existe plusieurs types de mesures de performance des filtres. à sarnir. les 
mesures objectives et les mesures subjectives. 
Les mesures subjecti,·es, dont le critère psychovisuel, emprunté à la psychologie, utilisent 
le jugement humain pour évaluer la performance d'un filtre. De façon précise, ces me-
sures consistent à observer une série d'images filtrées et de leur attibuer une note sur une 
certaine échelle [li [22[. Ces mesures peuvent être suffisantes pour certaines applications, 
mais peuvent s'avérer difficiles à mettre en pratique dans d'autres situations. En effet, 
le nombre de caractéristiques que !'oeil humain peut distinguer est limité. Par exemple, 
l'oeil ne peut faire la différence entre deux niveaux de gris légèrement différents. De plus, 
le jugement dépendra de l'expérience de chaque individu. 
D'autre part, les mesures objectives ont pour but de mesurer les performances des filtres 
62 
suivant un critère prédéfini. Ce critère peut concerner le rapport signal bruit ou la conser-
vation des contours, des notions que nous allons présenter ci-dessous. 
Le rapport signal bruit(SNR) 
Soient une image idéale f de moyenne µ 1 et de variance a/ et j une image dégradée de 
moyenne µJ. Le rapport signal bruit de l'image f par l'image j noté SN Rj(f), est défini 
par: SN Rj(J) = {µr;;?il 2 • Cette mesure est objective, quantifiable et permet de dire si 
un filtre est adapté ou non à un type de bruit donné [201. Un filtre sera d'autant plus 
adapté pour un bruit si le rapport signal bruit est petit. A l'opposé. il est moins conseillé 
pour un bruit si ce rapport est grand. 
La conservation des contours 
La conservation des contours est l'un des objectifs m·oués du filtrage. En fait, c'est la ca-
pacité d'un filtre de réduire les \"ariations d'intensité au sein de chaque région de lïmage. 
tout en respectant les transitions entre les régions homogènes de l'image. Il existe plu-
sieurs types de transitions à savoir les contours de type marches et double marches. ~ous 
utiliserons le critère psychovisuel pour évaluer la conservation des contours. 
La méthode d'évaluation 
l!n filtre alterné séquentiel se caractérise comme étant une séquence alternée d'ouverture 
et de fermeture de taille d'élément structurant croissante. La taille du dernier élément 
structurant, quant à elle, est déterminée par celle des détails significatifs de l'image. 
Soient une image idéale f (figure 5.1) à laquelle nous ajoutons un bruit impulsionnel de 
probabilité 0.02 pour obtenir une image bruitée j (figure 5.2). Nous allons appliquer à 
l'image bruité j trois filtres alternés séquentiels, à savoir: 
1. FAS2 qui est le filtre formé d'une ouverture morphologique à niveaux de gris suivie 
d'une fermeture morphologique à niveaux de gris par un élément structurant de 
taille 2. 
2. FAS3 qui est le filtre formé de FAS2 suivie d'une ouverture morphologique à 
niveaux de gris et d'une fermeture morphologique à niveaux de gris par un élément 
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structurant de taille 3. 
3. F.4.S4 qui est le filtre formé de F.-1S3 suivie d'une ouverture morphologique à 
niveaux de gris et d'une fermeture morphologique à niveaux de gris par un élément 
structurant de taille 4. 
Nous allons ensuite évaluer la performance de ces filtres suivant le critère psychO\·isuel. 
le rapport signal bruit et la conservation des contours. Les contours considérés sont de 
type lignes et de type marches et l'opérateur de détection des contours est le gradient 
morphologique à niveaux de gris par un élément structurant de taille 2. Les différents 
éléments structurants considérés sont carrés. 
5.5 Résultats expérimentaux et commentaires 
Dans cette partie, nous présentons et commentons les images obtenues après le passage 
de nos différents filtres suivant les critères définis précédemment. 
Dans le cas du bruit considéré, nous avons les résultats suivants: 
Le rapport signal bruit (SNR) de 
l'image originale par rapport à 
l'image bruitée Ü.162 X 103 
l'image filtrée par FAS2 0.619 X 103 
l'image filtrée par FAS3 0.0733 X 103 
l'image filtrée par FAS4 0.0427 X 103 
Nous pouvons remarquer que le filtre alterné séquentiel FAS4 est celui qui réduit de 
façon significative le rapport signal bruit. Par ailleurs, nous remarquons que ce rapport 
décroît quand nous augmentons le nombre d'opérateurs pour constituer nos différents 
filtres alternés séquentiels. 
Nous remarquons (figure 5.14, figure 5.15, figure 5.16 et figure 5.9) que les contours de 
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type lignes présents dans l'image sont correctement détectés après l'utilisation des trois 
filtres alternés séquentiels FAS2, FAS3 et FAS4. De même, nous remarquons (figure 
5.23, figure 5.2-1, figure 5.25 et figure 5.18) que les contours de type marches sont aussi 
correctement détectés. 
Ainsi, nos différents filtres alternés séquentiels éliminent les pertubations tout en préser-
vant les transitions entre les régions homogènes de l'image. 
En conclusion, nous remarquons que le filtre alterné séquentiel F . .\S-1 est celui qui réduit 
de façon significati\·e le rapport signal bruit. Par ailleurs. nous constatons que les trois 
filtres alternés séquentiels FAS2, F . .\S3 et FAS-! permettent une bonne conservation 
des transitions entre les régions homogènes de l'image. Toutefois, le choix de l'un de ces 
filtres sera conditionné par ce que nous voulons faire de l'image après filtrage. Ainsi. nous 
proposons l'utilisation de l'un des filtres alternés séquentiels FAS2, FAS3 et FAS-! dans 
le cas du filtrage de notre image en vue d'une détection des contours et le filtre alterné sé-
quentiel FAS4 dans le cas du filtrage en vue d'une détection des contours et la réduction 
du rapport signal bruit. 
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Figure 5.1 - Image originale. 
Figure 5.2 - Image bruitée. 
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Figure 5.3 - Image filtrée par une ouverture 
morphologique à niveaux de gris. 
Figure 5.4 - Image filtrée par une fermeture 
morphologique à niveaux de gris. 
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Figure 5.5 - Image filtrée par un filtre FAS2. 




Figure 5. 7 - Image filtrée par un filtre FAS4. 
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Figure 5.8 - Image extraite de l'image origi-
nale contenant des contours de type lignes. 
Figure 5.9 - Image de gradient de l'image 
extraite de l'image originale contenant des 
contours de type lignes. 
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Figure 5.10 - Image extraite de l'image brui-
tée contenant des contours de type lignes. 
Figure 5.11 - Image de gradient de l'image 
extraite de l'image bruitée contenant des 
contours de type lignes. 
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Figure 5.12 - Image de gradient de l'image 
extraite de l'ouverture morphologique à ni-
veaux de gris contenant des contours de type 
lignes. 
Figure 5.13 - Image de gradient de l'image 
extraite de la fermeture morphologique à ni-
veaux de gris contenant des contours de type 
lignes. 
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Figure 5.14 - Image de gradient de l'image 
extraite de l'image FAS2 contenant des 
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Figure 5.15 - Image de gradient de l'image 
extraite de l'image FAS3 contenant des 
contours de type lignes. 
Figure 5.16 - Image de gradient image 
extraite de l'image FAS4 contenant des 
contours de type lignes. 
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Figure 5.17 - Image extraite de l'image origi-
nale contenant des contours de type marches. 
Figure 5.18 - Image de gradient de l'image 
extraite de l'image originale contenant des 
contours de type marches. 
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Figure 5.19 - Image extraite de l'image brui-
tée contenant des contours de type marches. 
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Figure 5.20 - Image de gradient de l'image 
extraite de l'image bruitée contenant des 
contours de type marches. 
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Figure 5.21 - Image de gradient de l'image 
extraite de l'ouverture morphologique à ni-
veaux de gris contenant des contours de type 
marches. 
Figure 5.22 - Image de gradient de l'image 
extraite de la fermeture morphologique à ni-
veaux de gris contenant des contours de type 
marches. 
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Figure 5.23 - Image de gradient de l'image 
extraite de l'image FAS2 contenant des 
contours de type marches. 
Figure 5.24 - Image de gradient de l'image 
extraite de l'image FAS3 contenant des 
contours de type marches. 
Figure 5.25 - Image de gradient de l'image 
extraite de l'image FAS4 contenant des 




Dans ce travail, nous avons ainsi présenté une introduction à la morphologie mathéma-
tique. Après arnir rappelé les notions de treillis utilisées en morphologie mathématique, 
nous avons exposé les opérateurs de base de la morphologie mathématique, à savoir la dila-
tation morphologique binaire et l'érosion morphologique binaire. Par la suite, nous avons 
présenté les composées élémentaires de ces deux opérateurs de base, soit la fermeture mor-
phologique binaire et l'ouverture morphologique binaire. Ensuite, nous avons effectué le 
passage entre la morphologie mathématique binaire et celle à niveaux de gris, à tra\·ers 
les notions de sommet de surface et d'ombre. Enfin, nous avons présenté quelques mé-
thodes de construction des filtres morphologiques et une application au filtrage d'images. 
En effectuant des choix judicieux de nos opérateurs morphologiques ou en combinant 
des opérateurs morphologiques de base, sans oublier de tenir compte du type de bruit, 
il ressort que les filtres morphologiques, tout en éliminant le bruit préservent assez bien 
les contours. Dans bien des cas, le filtrage morphologique est une étape importante vers 
la segmentation d'une image en régions. 
78 
BIBLIOGRAPHIE 
Ill D. ~air, A . .\Iitiche et J. K. Aggarwal. On comparing the performance of abject 
recognition systems. Intemat. Conf. Image Process, pp. 631-634, 1995. 
121 G. Birkhoff. Lattice theory, .4merican Mathematical Society Colloquium Publica-
tions. American Mathematical Society, PrO\·idence, RI. Vol(25), 1967. 
!31 G . .\Iatheron. Random set and integral geometry, .John \\ïley. ~ew York. 1975. 
Hl Henk . .J. A . .\[. Heijmans. Mathematical morphology: An algebraic approach. CWI 
Newsletter, no. 14, pp. 7-27, 1987. 
!51 Henk. J .. -\ . .\L Heijmans et C. Ronse. The algebraic basis of mathematical morpho-
logy: I. Dilation and Erosion. Computer Vision, Graphies, and Image processing, 
Vol(50), pp 245-295, 1990. 
161 Henk . .J .. -\ . .\1. Heijmans et C. Ronse. The algebraic basis of mathematical morpho-
logy: Il. Openings and closings. Computer Vision, Graphies, and Image processing, 
Vol(54), pp 74-97, 1991. 
171 Henk . .J. A . .\I. Heijmans. Mathematical morphology: A modern approach in image 
proccssing based on algebra and geometry. SIAM Review, Vol(37), no. 1, pp. 1-36, 
1995. 
181 Henk. J. A . .M. Heijmans. Composing morphological filters. IEEE Transaction on 
image processing, Vol(6), no. 5, 1997. 
79 
[91 J. :\. Bangham et S. Marshall. Image and signal processing with .\lathematical 
~forphology. Electronics and Communication Engineering Journal, pp. 117-128. 
1998. 
1101 .J. Serra. Image analysis and mathematical morphology 1, :\.cademic press, London. 
1982. 
l 11 I .J. Serra. Image analysis and mathematical morphology Il. :\.cademic press, London, 
1988. 
[121 :\l. Schmitt et .J. :\fattioli. ~Iorphologie mathématique. ~lasso. Paris, 1993. 
1131 Monique et Francis Biquard. Signaux systèmes linéaires et bruit en électronique 
édition ~[arketing. 1992. 
1141 P. :\faragos et R. \V. Schafer. ~Iorphological Filters- Part I: Their set-theoretic 
analysis and relations to linear shift-invariant filters. IEEE Transactions on Acous-
tics, Speech and Signal Processing, \'01(35), no. 8, pp. 1170-118-1, 1987b. 
[151 P. ~Iaragos et R. \V. Schafer. ~Iorphological filters- part II: Their relations to 
median, order-statistics, and stack filters. Relations to linear shift-invariant filters. 
IEEE Transactions on Acoustics, Speech and Signal Processing, Vol. 35, nO. 8, pp. 
1153-1169, 1987a. 
[161 P. Maragos . .-\. representation theory for mathematical image and signal processing. 
IEEE Transactions on pattern Analysis and J\;fachine Intelligence, Vol( 11), no. 6, 
1989. 
Il 71 P. Soille. :\forphological image analysis: Principles and applications. Springcr- Ver-
lag, Berlin Heidelberg, 1998. 
[181 Rafael C. Gonzalez et Richard E. \Voods. Digital Image Processing. Addison- Wes-
ley Publishing Compagny 1992. 
[191 Robert l\l. Haralick. Stanley R. Sternberg, et X. Zhuang. Image analysis using 
mathematical morphology, IEEE Transactions on pattern Analysis and Machine 
80 
Intelligence, Vol(P.-\:\II-9). no. 4, pp 532-550. 1987. 
[201 Roland T. Chin et Chia-Lung Yeh. Quantitative Evaluation of Sorne Edge-
Preserving Noise-Smoothing Techniques. Computer Vision, Graphies, and Image 
Processing, Vol(23), pp. 67-91, 1983. 
[211 S. R. Sternberg. Grayscale morphology, Computer Vision. Graphies. and Image 
processing, Vol(35), no. 3. pp 333-355, 1986. 
[221 T. B. Nguyen, D. Ziou. Contextual and non-contextual performance evaluation of 
edge detector. Pattern Recognition Letters, Vol(21), pp. 80.5-816. 2000. 
81 
