: An instance of the transition feasibility problem: can we guarantee that the contact sequence shown in this picture can be used to produce a feasible motion for the robot? To address this issue in this example we need to account for 9 different contact phases (including phases where the effector is flying, as displayed in the fourth image).
One key issue of multi-contact locomotion consists in 47 choosing contact locations such that the contacts can be broken 48 or created at a given time without violating dynamic or 49 geometric constraints. To tackle this issue one option is to 50 simultaneously optimize the contact locations and the motion 51 of the robot. The problem is non-linear, though promising 52 results have been obtained using approximations [3]- [6] . Such 53 approximations include ignoring collision avoidance or consid-54 ering a point-mass model.
55
The present paper lies in the continuity of an alternate 56 approach that decomposes the problem into a sequence of 57 smaller ones [7] - [11] .In such approaches, the computation 58 of a contact plan is achieved prior to the motion generation. 59 This simplifies the problem, but introduces the question of the 60 validity (feasibility) of the contact plan.
61
Those approaches thus face the same fundamental chal-62 lenge: how to make sure that the solution computed using a 63 reformulation of the multi-contact problem provides a straight-64 forward solution to the original problem? As an example, both 65 families of approaches propose contributions that rely on a 66 model-based approach called the centroidal model, which only 67 considers the dynamics of the Center Of Mass of the robot, 68 that we address in this paper (The former was considered in 119 [15] ).
120
It is important to observe that in this context, establishing 121 the transition feasibility as fast as possible is crucial: P 2 is 122 a combinatorial problem, which implies that many contact 123 sequences (thousands) must possibly be tried before finding 124 a feasible contact sequence.
125
Recent contributions have proposed centroidal trajectory 126 generation methods that could theoretically be used to answer 127 the transition feasibility problem [18] - [20] . However, because 128 of the combinatorial aspect of contact planning, the computa-129 tional time required by these methods is too important to use 130 a trial-and-error approach to verify the feasibility. Caron et al. 131 recently proposed a computationally efficient method [21] , but 132 its application range is restricted to single-contact to single-133 contact transitions.
134
The work that is the closest to the present paper is the 135 one of Ponton et al. [22] . By integrating the dynamic con-136 straints inside a mixed-integer programming problem [4] , they 137 addressed the transition feasibility problem at the contact 138 planning level. However the constraints are only approximated 139 through a convex relaxation (convex approximation is also 140 done in [23] ), and mixed-integer approaches remain subject to 141 combinatorial explosion. The main difference between their 142 formulation and the method presented in this paper lies in 143 the fact that the presented method uses conservative dynamics 144 constraints rather than approximated ones, and is also more 145 computationally efficient. 
B. Contributions

149
The main contribution is the formulation of a transition 150 feasibility criterion, able to test if there exists a kinematically 151 and dynamically valid motion that connects two states of the 152 robot, called CROC (which stands for Convex Resolution Of 153 Centroidal dynamic trajectories). Thanks to a conservative and 154 convex reformulation of the problem, this is achieved in a 155 fraction of the computational cost required by standard non-156 linear solvers. This method also produces a feasible CoM tra-157 jectory. This trajectory can be used as a valuable initial guess 158 by a non-conservative non-linear solver to converge towards 159 an optimal solution. Noticeably, this formulation is, along 160 with [24] , one of the few able to continuously guarantee 161 that the computed trajectories respect the constraints of 162 the problem, when other approaches require to discretize the 163 trajectory and check punctually the constraints.
164
Thanks to this criterion, we can provide strong guarantees 165 that a computed contact sequence will lead to a feasible 166 whole body motion. This also results in a major technical 167 contribution, as we obtain and demonstrate a framework able 168 to automatically and robustly generate complex motions, both 169 in simulation and on the real HRP-2 robot. The framework is 170 an extension of our previous works: [15] [16] for P 1 and P 2 , 171 and [17] [18] for P 3 .
172
This paper is organized as following. In section II, we recall 173 the formal definition of the problem. The main contribution 174 of the paper is presented in section III. We then introduce 175 our complete framework in section V. Finally, we present our 176 experimental results in section VI. 178 previous work 179 The present paper is an extension of an IROS conference 180 paper [25] , where we introduce a convex optimization method 181 Start / Goal positions Guide trajectory Feasible contact sequence Whole body motion Fig. 2 : Complete framework overview of our decoupled approach. In this work we only focus on addressing the transition feasibility problem, from P 2 to P 3 .
177
C. Situation of the contribution with respect to the authors
to solve the transition feasibility problem. Our previous formu-182 lation, as others in the community, is limited by the necessity 183 to use of the double description method [26] , an unstable 184 mean to compute the linear constraints that apply to the 185 problem [18] , which allows for fast computations. As for 
204
We advocate for its adoption for any centroidal generation 205 method. Fig. 3 : Example of an invalid solution found by a discretized method. The red lines represent the constraints, wile the black curve is the solution and the green dots are the discretization points. All the discretization points satisfy the constraints while the curve clearly violates them.
206
Sections II and III present important similarities with respect 207 to [25] . The novelty appears from section III-D, where we 208 present a continuous formulation able to deal with contact 209 switching during the trajectory.
210
The other sections of the paper are also novel. These 211 novelties include the completion of our experimental frame-212 work, which enables us to validate our method on several 213 experiments on the real robot. We also provide an empirical 214 analysis of the performances of our method with respect to a 215 state-of-the-art nonlinear solver, in terms of success rate and 216 computation times.
217
II. PROBLEM DEFINITION
218
We define the transition feasibility problem as follows. 219 Given two configurations of a robot; given the contact loca-220 tions associated to these two configurations; given the position, 221 velocity and acceleration of the Center Of Mass (COM) of the 222 robot at these two configurations; can we guarantee that there 223 exists a feasible motion that connects the two configurations? 224 A feasible motion should respect the kinematic constraints 225 of the robot, as well as the dynamics expressed at its CoM. 226 Depending on the use case, some constraints may be removed 227 (for instance if the end configuration is unknown, or if the 228 problem is simply to put the robot to a stop).
229
Thus, in this work we define the transition feasibility 230 problem with respect to the centroidal dynamics of a robot, as 231 now commonly done in the legged robotics community [27] , 232 [19] , [18] . In this section we provide some formal definitions 233 that are used in the rest of the paper.
234
A. Contact sequence and state
235
A legged motion can be discretized into a sequence of 236 contact phases. Each contact phase defines a number of 237 active contacts, and their locations remain constant during 238 the phase. Thus, each contact phase constrains kinematically 239 and dynamically the motion of the robot. Within a contact 240 sequence, each adjacent contact phase differs by exactly one 241 contact creation or removal (for instance when walking, the 242 contact sequence is gaited and alternates simple and double 243 support phases). The considered contact surfaces are assumed 244 to be rectangular (4 extreme points on each foot) for humanoid 245 robots, and punctual for quadrupedal robots.
246
We define a state x = (c,ċ,c) ∈ R 3 × R 3 × R 3 as the 247 triplet describing the COM position, velocity and acceleration. 
261
In this paper we present and discuss both formulations. 
Where :
265
• m is the total mass of the robot;
266
• nc is the number of contact points;
267
• p i ∈ R 3 , 1 ≤ i ≤ nc is the location of the i-th contact 268 point;
is the stacked vector of 270 contact forces applied at each contact point;
271
• g = 0 0 −9.81 T is the gravity vector;
272
•L ∈ R 3 is the time derivative of the angular momentum
273
(expressed at c).
274
•p i denotes the skew-symmetric matrix of p i .
275
The contact forces are further constrained to lie in their so- 
where H and h are respectively a matrix and a vector defined 291 by the position of the contact points, their normal and their
292
1 As commonly done, in the case of rectangular contacts (like most robot's feet) we define a contact point at each vertex of the rectangle. friction coefficients. As this matrix and vector are uniquely 293 defined for a contact phase, we note them with the superscript 294 {p} for a contact phase p.
295
With this formulation, the dimension of the problem is 296 greatly reduced. However, the computation of the matrices 297 H {p} and h {p} is a non-trivial operation called the double 298 description method [26] . It is computationally expensive, and 299 subject to occasional failures.
300
In the following theoretical sections, we will use the in-301 equality formulation because we believe our contribution is 302 more intuitive with this representation. In terms of implemen-303 tation the equality formulation is more reliable but slower. 304 However we show that under our formulation the computation 305 times remain in the same order of magnitude with both 306 formulations.
307
3) The dynamic constraints are not convex: Because of the 308 cross product between c andc in the equations (1) and (2), 309 the constraints are bi-linear, leading to a non-convex problem 310 to solve.
311
C. Centroidal kinematic constraints on c(t)
312
Each active contact also introduces a kinematic constraint 313 on c(t), depending of the placement of the end-effectors of the 314 robot. We use a linear constraint formulation to represent this 315 constraint depending on the 6D positions of each active contact 316 frames. They give us a necessary but not sufficient condition 317 for the kinematic feasibility (evaluated and discussed in section 318 IV-G). We refer the reader to [31] for the computation of these 319 constraints. For a given contact phase {p} this constraint can 320 be expressed as :
III. CONVEX FORMULATION OF THE TRANSITION
322
PROBLEM
323
As previously proposed [25] , in order to determine the 324 existence of a valid centroidal trajectory c(t), we formulate 325 the problem as a convex one by getting rid of the non-linear 326 constraints induced by the cross product operation c ×c. To 327 achieve this we impose a conservative condition on c(t).
328
However, a significant contribution with respect to [25] and 329 other contributions is a continuous reformulation of the prob-330 lem, which guarantees that the resulting trajectory is always 331 valid. Indeed, traditionally the constraints are only verified at 332 specific points of the trajectory, using a discretization step 333 that must be carefully calibrated to avoid an explosion in 334 the number of variables and constraints, while guaranteeing 335 that the constraints will not be violated in between. Figure 3 336 illustrates the violation of the constraints.
337
A. Reformulation of c(t) as a Bezier curve
338
Let us assume that c(t) is described by an arbitrary polyno-339 mial of degree n of unknown duration T . In such case, without 340 loss of generality, c(t) is equivalently defined as a constrained 341 Bezier curve of the same degree n:
where the B we use a curve of degree 6 with the constraints on initial and 370 final position, velocity and acceleration as described above,
371
and the same reasoning applies to all cases.
372
B. Conservative reformulation of the transition problem
373
We now constrain c(t) to be a Bezier curve of degree n = 6.
374
This is a conservative approximation of the transition problem 375 as it does not cover the whole solution space.
376
As we already need 6 control points to ensure that we 377 connect exactly the two states, this leaves a free control point
379 c(t, y) = i∈{0,1,2,4,5,6}
In this case, y and T are the only variables of the problem.
380
For the time being, we fix T to a constant value. We derive 381 twice to obtainc(t), and compute the cross product to get the 382 expression of w(t) :
The 
where P wi (y) ∈ R 6 are the control points of w(t, y) 389 expressed as :
The P y wi ∈ R 6×3 and P s wi ∈ R 6 are constants that only 391 depend on the control points P i of c(t, y) and of T .
392
In what follows, for the sake of simplicity, we assume 393 L(t) = 0. This is not a limitation: if we expressL(t) as 394 a polynomial in the problem the following reasoning stands. 395 One way to includeL(t) is to represent it as a Bezier curve 396 with one or more free variables. However guaranteeing that we 397 can generate a whole-body motion that tracks a variableL(t) 398 requires additional information on the whole-body motion, 399 which we leave as future work [19] , [33] , [34] .
400
The existence of a valid trajectory c(t) can thus be 401 determined by solving a convex problem.
402
C. Application for a motion with no contact switch
403
We first consider the case where p = q = 1. are constants given by 407 P {0,1,2,4,5,6} , the total duration T and the time step j∆t. j 408 belongs to the phase set J {p} : {j ∈ N : 0 ≤ j∆t ≤ T {p} }. 409 Given these expressions, we can replace w(t) in (2) by its 410 value at each discretization point j∆t:
By proceeding similarly for the kinematic constraint (3), we 412 can formulate the following linear feasibility problem (FP) in 413 3 dimensions:
(11) With this discrete formulation the number of constraints in 415 the problem is proportional to the number of discretization 416 points. Moreover, the constraints are verified only at the 417 discretization points, which leaves a risk that a part of the 418 solution trajectory between two discretization points does not 419 satisfy the constraints of the problem (Figure 3 ). Choosing the 420 number of discretization steps is thus a compromise between 421 the computation time (which depends on the number of 422 constraints) and the risk of finding a solution partially invalid. 423 This is a well-known issue when relying on discretization 424 methods.
425
Fig. 4: A bezier curve is comprised in the convex hull of its control points. In this abstract view, the red polygon represents the 6D constraints on w(t). If the control points P wi of w(t) satisfy the constraints, then the complete curve satisfies the constraints.
2) Continuous formulation: Alternatively, in [25] we pro- 
441
Assuming that the start and goal states are feasible (oth-442 erwise the problem has no solution), for the kinematic con-443 straints we only need to find a y that satisfies the constraints.
444
For the dynamic constraints all the control points P wi (y) 445 must satisfy the equation (2), given the expression (8) we can 446 express the dynamic constraints as follow:
Finally, we can reformulate the discretized Linear Feasibil-448 ity Problem (11) in a continuous fashion:
In this case, the whole trajectory necessarily satisfies the 450 constraints everywhere, as they form a convex set.
451
D. Application to a motion with one contact switch
452
We now consider the case where q = p + 1. In this case we 453 define T {p} and T {q} as the time spent in each phase, such
455
When a contact switch occurs during a motion, the con-456 straints applied to the COM trajectory change at the switching 457 time t = T {p} . When t < T {p} , the constraints of phase 458 {p} must be applied and conversely, the constraints of phase 459 {q} must be applied and when t > T {p} . At t = T {p} , the 460 constraints of both phases must be applied. 461 
1) Discrete formulation:
Adapting the discretized FP (11) 462 to this case is straightforward: the formulation remains the 463 same, with the only difference that the constraints that must 464 be verified at each discretized point change at t = T {p} and 465 t > T {p} . We thus have 3 sets of constraints in this case: 466 one for each of the two phases, plus one for the transition 467 time t = T {p} where the constraints of both phases apply. We 468 define J {q} : {j ∈ N, T {q−1} ≤ j∆t ≤ T {q} } and obtain the 469 following FP:
2) Continuous formulation: In this case, since w(t) spans 471 2 distinct sets of linear inequalities, the convex hull of its 472 control points is not guaranteed to lie in the constraint set. 473 The key idea, unlike Lengagne et al. [24] , is to fall back 474 to the case where no contact switch occurs, by considering 475 two curves that continuously connect at the switching time 476 T {p} . A similar approach has been proposed before, in the 477 context of UAVs [35] , with the difference that in our case the 478 continuity of the trajectory is guaranteed by the De Casteljau 479 decomposition algorithm. This algorithm divides the original 480 curve into two curves c(t, y), each curve being subject to the 481 constraints of their respective contact phase (see Figure 5 ). 482 The result is thus the expression of the control points of two 483 Bezier curves c {p} (t, y) and c {q} (t, y) with the same degree 484 as the original curve, such that :
The De Casteljau decomposition guarantees that 486 c {p} (T {p} , y) = c {q} (T {p} , y), and that the composition of 487 the curves in infinitely differentiable (C ∞ ), as it is strictly 488 equivalent to c(t, y). The control points of the new curves 489 are linearly dependent on the control points of the original 490 un-split curve, and thus have the following form:
where the P {z} i (y) have the form:
with P y{z} i
and P s{z} i constants.
494
It follows that w {p} (t, y) and w {q} (t, y) are also linearly 495 dependent of y: It is decomposed into two curves comprising the same number of control points each (3). We can then constrain the control points of the first curve (red) to lie in the first set of constraints, and similarly constrain the control points of the second curve (green) to lie in the second set of constraints.
As a result, if the constraints can be satisfied, the connecting control point of both curves satisfies both set of constraints, and we obtain the guarantee that each sub-curve satisfies its respective set of constraints. Interestingly, the control points of the sub-curves are constrained to belong to their respective cones, but those of the original curve can lie outside of the constraints.
Finally the constraints of (13) can be rewritten to deal with 497 the contact switches. The kinematic constraints expressed at 498 each control points are written:
, ∀i, ∀z ∈ {p, q} (19) and the dynamic constraints:
We can then stack the constraints:
. . .
. . . In the general case, the same idea will apply. In the contin-507 uous case, we use the De Casteljau algorithm to split c(t) into 508 as many curves as required, thus falling back to a formulation 509 with no contact switches. In the discrete case, we assign 510 the appropriate constraints for each discretized time step. 511 While these decompositions appear mathematically heavy, 512 from a programming point of view, they can be automatically 513 generated, and thus are in fact simple to implement.
514
In our experiments, we only consider three consecutive 515 phases (which correspond to one step), and solve a new 516 problem for each subsequent set of phases. We call one such 517 convex problem "CROC", which stands for Convex Resolution 518 Of Centroidal dynamic trajectories.
519
F. Non-conservative continuous formulation 520
The presented continuous formulation is more conservative 521 than the discretized one. Constraining the control points to lie 522 inside the constraint set prevents from the generation of curves 523 such as the one illustrated in Figure 6 .
524
However, by relying on the De Casteljau algorithm, it is 525 possible to continuously satisfy the constraints while consid-526 ering control points outside of the constraint set. Indeed when 527 a curve is split, the constraints no longer apply to the control 528 points of the original curve, but to the control points of the 529 sub-curves. This is illustrated in Figure 5 . If the curve is split 530 an infinite number of times, it is straightforward to see that 531 the original curve can span entirely its original definition set 532 as the position of the control points converge to the original 533 curve as the number of split increase.
534
The price to pay is that the number of constraints increases 535 with the number of curve splittings: a curve of degree s split 536 b times comprises (s + 1) * (b + 1) constraints. The higher 537 the number of splits is, more the number of constraints to 538 address increases. A parallel can be made with the discretized 539 approach: the lower the discretization step is, the higher the 540 number of constraints is.
541
We believe that a deeper analysis of the pros and cons of 542 using a continuous formulation, not only in the case of CROC, 543 but with any other formulation of the problem, requires a 544 significant amount of research, and thus will be discussed in 545 a future work. In this paper, we only divide the curve at the 546 transition points, and we show in our experiments that this 547 is already sufficient to perform similarly to the discretized 548 approaches, while ensuring comparable time performances.
549
G. Cost function and additional constraints 550
As the transition feasibility problem is addressed by CROC, 551 a feasible COM trajectory is computed. It is possible to 552 The formulation also allows to add inequality constraints fashion. In any case, they take the form:
We use such constraints to impose bounds on the velocity 
In our experiments we set constraints on the acceleration 
H. Time sampling
578
In the previous sections, in order to remain convex when 579 computing w(t) (equation (6) To achieve this, we consider a large variety of instances 587 of the transition problem. We first consider all the scenarios 588 demonstrated in Section VI (for HRP-2 and HyQ), from which 589 we extract instances of the transition problem. We secondly 590 generate random scenarios (Figure 9 ). We randomly allocate 591 initial and end velocities for the center of mass along the 592 direction of motion, between 0 and 1.5 m.s −1 .
593
For a total of 10 000 instances of the transition problem, we 594 sample various combinations of times, solve the corresponding 595 QPs and check whether a solution is found. In theory, this 596 would mean that we need to sample an infinity of time com-597 binations in order to be complete.
609
Upon analysis of the results of the convergence of the 610 QPs, we found out that we can use a small list of timings 611 combinations (5 in our case, shown in table I) that covers 612 100% of the success cases for all the robots and scenarios 613 tested. We thus solve a maximum of 5 QPs for each validation. 614 Figure 7 shows the evolution of the success rate according to 615 the number of timings combinations used. We observe that 3 616 combinations are enough to reach 99% of success but that two 617 additional combinations are required to reach exactly 100%.
618
The number 100% may appear large. Intuitively however, it 619 seems to highlight the fact that the accuracy of the transition 620 times are not that important for the considered feasibility 621 problem. Indeed T {p} constrains the COM trajectory to lie 622 in the intersection of two contact phase constraints at this 623 precise time. However this intersection is in general of a 624 significant volume. As a result the COM trajectory will belong 625 to the intersection for a large time window, which results in a 626 significant slack in the selection of time.
627
We recall that here, we are only concerned in finding 628 feasible times. For instance, typical double support times when 629 walking on flat ground are closer to 0.2 seconds than 1 second 630 for T {p} in dynamical cases. However 0.2 seconds is not 631 feasible when starting from a null velocity. In both cases the 632 interval between 0.8 and 1.2 seconds is almost always feasible 633 in our experiments, which explains why such timings were 634 selected for T {p} . As such, table I should not be considered 635 as a table giving optimal contact time durations, but rather one 636 maximizing feasibility over our set of problems.
637
IV. PERFORMANCES OF CROC
638
A. CROC vs a nonlinear solver
639
Computing the success rate of our method is a hard task 640 because we do not have any way to determine the "ground 641 truth" feasibility of a transition (ie. there does not exist any 642 Ponton et al. [22] . 
B. Comparison benchmarks
667
The scenarios used in our benchmarks consist of randomly 668 generated sequences of 3 contact phases such that:
669
• both initial and final contact phases are in static equilib- • there is exactly one contact repositioning between both 674 initial and final contact phases and no other contact 675 variation
676
• the intermediate contact phase is not required to be in 677 static equilibrium.
678
These benchmarks thus only consider the case of a "repo-679 sitioning" of an end-effector but as explained in section III-E 680 this is our main use case for CROC as it encompasses the 681 only two other possible cases (creating a contact or breaking 682 a contact) and because this is the kind of contact sequences 683 produced by our contact-planner.
684
For this benchmark we considered two kind of scenarios. 685 In the first case, we only sample contact phases with coplanar 686 contacts. In the second case, we sample truly random contacts, 687 which lead to contact phases with non-coplanar contacts 688 and contact sequences that require complex motions. Some 689 examples of randomly generated scenarios are shown in Figure 690 9.
691
All the benchmarks were run on a single core of an Intel 692 Xeon CPU E5-1630 v3 at 3.7Ghz. The QP problems are solved 693 with QuadProg, and the FP problems with GLPK [37] .
694
The first benchmark compares four different methods: both 695 discrete 3 and continuous formulation of CROC presented in 696 this paper (using the inequality representation of the con-697 straints), the nonlinear resolution proposed in [18] Comparison between CROC and a non linear solver for randomly generated contact sequences of three contact phases. The two first methods are the ones presented in this paper, with either the discrete 3 or continuous formulation and using the inequality representation of the dynamic constraints. These methods are compared with the non linear solver presented in [18] , either with their naive initial guess (Nonlinear) or with the solution found by CROC as an initial guess when available (N-L with init guess). The percentages on the "success" columns only consider the scenario where at least one method found a solution.
C. How conservative is CROC?
705
Because of its conservative reformulation, CROC does not 706 cover the whole solution space. As expected, our method 707 finds less solutions than the nonlinear solver. In the coplanar 708 case, CROC almost finds 90% of the solutions. In the non- 
D. Computation time
717
As claimed in the introduction, CROC is about two order of 718 magnitude faster than the nonlinear solver that we are using 719 for the centroidal motion generation. Thanks to this efficiency, 720 it is realistic to use our method during the contact planning to 721 evaluate hundreds of candidate transitions.
722
For the inequality representation with the double description 723 method, the computation time allocated to solve the QP 724 of equation (24) is extremely fast with 50µs on average. 725 The computation time of CROC, which comprises the time 726 required to solve the QP and the time required to compute 727 all the constraints matrices of equation (21) The major difference between the two representations lies 739 in the dimension of the variables and the constraints of the 740 problem, which is greater in the case of the force formulation. 741 As shown in Table III (Figure 5) , thus making the method less restrictive. We propose 758 a second explanation, which is only intuitive (thus not a claim): 759 the remaining missing solutions are necessarily those that will 760 result in the curve lying close to the constraint boundaries. 761 The discretized approach will theoretically find them, but 762 the chances of finding a trajectory partially outside of the 763 constraint sets are much higher in this case (Figure 3 ).
764
Moreover, in section III-D2 we proposed to only split the constraints were verified with a really small discretization step.
782
If the constraints were not satisfied for at least one point of 783 the trajectory, we count this solution as "invalid".
784
Method
Invalid solver. For the nonlinear method considered in this section 808 [18] proposed a naive initial guess of the centroidal trajectory 809 based solely on the position of the contact points.
810
Interestingly, Table II suggests that the solution set spanned 811 by CROC is not strictly included in the one spanned by 812 this nonlinear solver with this naive initial guess. Using the 813 solution of CROC to initialize the nonlinear solver can thus 814 help it to converge and increase its success rate. As shown 815 in Table II , this improvement only appears for the non-816 coplanar case because the naive initial guess used is always 817 close to a valid solution in the coplanar case. We expect that 818 the importance of the initial guess will grow if the contact 819 sequences do not allow static equilibrium configurations at the 820 contact phases, and will check this hypothesis in the future.
821
Moreover, by using the solution of CROC to initialize the 822 nonlinear solver we measured a reduction of the number of 823 iterations required to converge of 20% on average, reducing 824 the total computation time (ie. it is faster to use CROC and 825 then the non-linear solver than using the non-linear solver 826 directly).
827
G. Validity of our kinematic constraints
828
As explained in the section II-C, our representation of 829 the kinematics constraints is a necessary but not sufficient 830 approximation. In order to evaluate the accuracy of this 831 approximation, for each feasible transition found by CROC 832 between random configurations, we tested explicitly the kine-833 matic feasibility of the centroidal trajectory with an inverse 834 kinematic. This tests showed that 17.5 % of the trajectories 835 found by CROC were not kinematically valid. This shows 836 that our approximation of the kinematic constraints is not 837 sufficient. However, this is not a limitation of CROC, but rather 838 of the formulation of the kinematic constraints, which we hope 839 to improve in the future.
840
Moreover, by doing the same tests without any kinematic 841 constraints we found a total of 72.3 % of kinematically 842 unfeasible trajectories. This results show the interest of our 843 kinematic constraints approximation to improve the feasibility 844 of the trajectories found by CROC. Figure 10 shows the complete framework used for our 847 experiments, implemented with the Humanoid Path Planner 848 [38] framework. The inputs are an initial (respectively goal) 849 position and orientation for the root of the robot, as well as 850 a set of bounds on the velocities and acceleration applying to 851 the COM and the end-effector, and a complete representation 852 of the 3D environment. The output is a dynamically consistent 853 and collision free whole-body motion which can be played on 854 a real robot as shown in section VI.
845
V. EXPERIMENTAL FRAMEWORK 846
855
In this paper, we modify the contact generation method 856 by adding CROC as a feasibility criterion, and connect all 857 the pieces of the framework together. These other pieces are 858 used as black boxes and thus only briefly introduced, with a 859 reference to their respective publications. 
860
RB-RRT
Kinodynamic Contact generator Inverse kinematics Centroidal dynamic solver Trajectory validator End effector trajectory CROCP init P goal V max env robot q(t) x(t) planning contactSequence q(t) x(t) x(t) initGuess x {p} i ,x {q} i+1 f easibility, x i (t) initGuess [eff (t)] q(t)
A. RB-RRT kinodynamic planner
861
The first block generates a rough guide trajectory 5 for the presented in [15] and later extended to a kinodynamic version 871 in [16] , which is the one we use.
872
B. Contact generator with CROC as a feasibility criterion
873
The contact generator block computes a contact sequence, This guide is followed exactly to solve P 2 , but ignored at P 3 .
initial guess for a non-linear solver which will use it to 895 compute an optimal trajectory.
896
C. Centroidal dynamics solver
897
The centroidal dynamics solver block was proposed in [18] , 898 it takes as input the contact sequence found by the previous 899 block, along with an initial guess of the timing of each phases 900 and an initial guess of the CoM trajectory. The output of this 901 block is a CoM trajectory that respects the centroïdal dynamics 902 of the robot x(t) and minimizes a tailored cost function. This 903 method solves an optimal control problem with a multiple-904 shooting algorithm implemented in MUSCOD-II [39] .
905
The main interest of using a non-linear solver with the input 906 of CROC is that the trajectory can then be refined globally 907 (while the authors advise to use CROC with at most 3 contact 908 phases), at the cost of a higher computational burden. CROC 909 and the non linear solver are thus complementary: CROC 910 does not provide an optimum, but is computationally efficient, 911 which allows it to be used with a trial-and-error approach (ie. 912 trying to solve problems that we dont know if a solution exist, 913 until we find a solvable problem). Conversely, the non-linear 914 solver is too computationally expensive to be used with a trial-915 and-error approach, but will in general propose a trajectory 916 with a better optimum with respect to the optimized cost 917 function. The proposed framework is designed to call this non-918 linear solver only once, with a problem that is known to have 919 a solution.
920
The three different trajectories found in the framework of 921 Figure 10 are shown in Figure 8 , x(t) planning is represented 922 in black, x(t) initGuess in yellow and orange and x(t) in green 923 and blue. This figure shows a trajectory computed with CROC 924 and the same trajectory refined with a non-linear solver as an 925 illustration of the typical differences of both approaches.
926
D. Inverse kinematics
927
The whole-body motion q(t) is generated with a second 928 order Inverse Kinematics solver, similar to [40] . This method 929 takes as input a reference trajectory for the CoM, as well as 
VI. EXPERIMENTAL RESULTS
964
A. Experimental scenario
965
The complete experimental framework presented in the Additionally, CROC also ensures that the left foot is posi-987 tioned in such a way that the problem becomes feasible, which 988 is not trivial considering the size of the solution space for the 989 chosen step position (Figure 19(a) ). 2) 10 cm high steps: This experimental setup is an indus-991 trial set of stairs shown in Figure 11 and 18(a). It consists of 992 six 10 cm high and 30 cm long steps. This experiment was 993 done with the HRP-2 robot. All the valid contact sequences 994 produced contain at least 13 contact phases as the robot is 995 kinematically constrained to put both feet on each step.
996
The complete motion is shown in the companion video. The 997 crouching walk seen is required to avoid singularities in the 998 knee of the extending leg, which are not tolerated by the low-999 level controller.
1000
An example of unfeasible contact sequence filtered out by 1001 our feasibility criterion is depicted on Figure 14 . All three 1002 configurations in this sequence are valid (ie. respect kinematics 1003 and dynamics constraints) but there isn't any valid centroidal 1004 trajectory between the last two configurations. Our feasibility 1005 criterion will filter out this kind of contact transitions during 1006 contact planning. Figure 18 (b) 1010 and snapshots of the motion are shown in Figure 15 . This is 1011 a typical multi-contact problem, showing an acyclic contact 1012 sequence with non co-planar contact surfaces. The problem 1013 was already solved in a previous work [17] , but the input 1014 contact sequence and effector trajectories had to be manually 1015 selected from a large number of trials. In this paper, the only 1016 input is a root goal position at the top of the stairs. the feet. The probability of finding a contact position which 1042 leads to a collision-free configuration while maintaining the 1043 equilibrium is extremely small for this setup.
1044
The contact sequence found is shown in Figure 18 (e), 1045 snapshots of the motion are shown in Figure 1 and a motion for 1046 this scenario is shown in the companion video. These motions 1047 have been validated on the real robot.
1048
The Figure 17 shows two examples of unfeasible contact 1049 sequence filtered out by CROC in this scenario. section, we tried to solve the problem using our framework 1062 with and without using CROC as a feasibility criterion during 1063 the contact planning. We then measured the success rate of 1064 the centroidal dynamic solver with the contact plan found.
1065
The results are shown in Table V .
1066
In the walking on flat floor scenario, CROC brings only for the same transition.
1078
The trade-off is an increase of the computation time required 1079 by the contact generator, from a few percents to nearly the 1080 double. This is explained partly by the addition of the time 1081 required to run CROC for each candidates, but mostly by the 1082 fact than we need to evaluate a lot more candidates before 1083 we find a valid one (ie. which lead to a feasible transition). 1084 This is shown in the column 4 of Table V, which provides 1085 the average number of contact candidates evaluated during the 1086 contact planning phase. Actually, depending on the scenario 1087 considered, only 7 to 16% of the total "contact planning" 1088 computation time is spent solving CROC problems. The rest of 1089 the time is mostly spent by projection methods and collision 1090 tests. This shows that our formulation is fast enough to be 1091 used inside a contact planner, without too much impact on its 1092 computation time. greater than the motion duration, but only by a small margin.
1109
As shown in Figure 20 , the inverse kinematics method is 1110 currently the bottleneck of our framework and takes more than 1111 60% of the total computation time.
1112
VII. CONCLUSION
1113
In this paper we introduce a continuous, accurate and effi- Thanks to the computational efficiency of our method, 1122 requiring only a few milliseconds to solve the centroidal 1123 dynamic problem with three contact phases, we can use this 1124 method as a feasibility criterion during contact planning. The 1125 interest of this feasibility criterion has been demonstrated both 1126 qualitatively and empirically. Our results show that all the 1127 contact plans produced with CROC as a feasibility criterion 1128 lead to feasible centroidal dynamics problems. We also show 1129 that without using this feasibility criterion, the contact planner 1130 finds unfeasible contact sequences with a high probability on 1131 complex scenarios.
1132
Moreover, the centroidal trajectory produced by CROC can 1133 be used to provide a relevant initial guess to a non linear 1134 solver, resulting in the improvement on the convergence rate 1135 and computation time of the non linear solver by comparison 1136 to the naive initial guess previously used.
1137
Thanks to the continuous formulation proposed in this pa-1138 per, we have the guarantee that the whole centroidal trajectory 1139 is valid, by opposition to the discretized methods of the state 1140 of the art that only guarantee that the discretized points of the 1141 trajectory are valid. We showed that the discretization may 1142 lead to a non negligible amount of invalid solutions where the 1143 trajectory is invalid between two valid discretization points, 1144 which emphasizes the interest of a continuous formulation. 1145 We believe that this continuous formulation of the constraints 1146 on the centroidal trajectory may be useful for all state-of-the-1147 art methods, convex or non-linear. We leave the study of the 1148 feasibility and the interest of this application to a future work. 1149 Finally, the feasibility criterion proposed in this paper 1150 permits us to complete our locomotion planning framework 1151 [41] . In this paper we showed that our framework is able 1152 to produce indifferently simple walking motions and multi-1153 contact motions (ie. with non coplanar contacts and acyclic 1154 behaviors). These motions were validated in simulation or 1155 on the robot HRP-2. We also showed empirically that our 1156 framework presents a success rate close to 100% and present 1157 interactive computation times (the time required to compute 1158 a motion is smaller than the duration of this motion) in the 1159 studied scenarios, except for the most complex scenario where 1160 the computation time is approximately 20% greater than the 1161 duration of the motion, but still remain in the same order 1162 of magnitude. We believe that with an optimization of the 1163 implementation, interactive performances could be achieved We can easily change the constraints on c(t) defined in 
