Social media channels such as Twitter have emerged as popular platforms for crowds to respond to public events such as speeches, sports and debates. While this promises tremendous opportunities to understand and make sense of the reception of an event from the social media, the promises come entwined with significant technical challenges. In particular, given an event and an associated large scale collection of tweets, we need approaches to effectively align tweets and the parts of the event they refer to. This in turn raises questions about how to segment the event into smaller yet meaningful parts, and how to figure out whether a tweet is a general one about the entire event or specific one aimed at a particular segment of the event (and, if the latter, then which specific segment). In this work, we present ET-LDA, which provides an effective method for aligning an event and its tweets through joint statistical modeling of topical influences from the events and their associated tweets. The model enables the automatic segmentation of the events (in terms of their text transcripts) and the characterization of tweets into two categories: (1) episodic tweets that respond specifically to the content in the segments of the events, and (2) steady tweets that respond generally about the events. We present an efficient inference method for this model, and a comprehensive evaluation of its effectiveness over existing methods. In particular, through a user study, we demonstrate that users find the topics, the segments, the alignment, and the episodic tweets discovered by ET-LDA to be of higher quality and more interesting as compared to the state-of-the-art, with improvements in the range of 18-41%.
INTRODUCTION
Social media channels such as Twitter have emerged as valuable and in fact, the de facto platforms for crowds to share information and communicate with others. They become virtual town halls during public and televised events such as the State of the Union addresses by the President of the United States, the annual Academy Awards ceremony, the Superbowl, etc. During such events, typically large amounts of commentary is contributed by crowds via Twitter. For example, over 22,000 tweets were posted around President Obama's hour long speech on the Middle East in May 2011. Likewise, there were more than 110,000 tweets about the Republican Primary debate in September 2011 in a two hour period.
The Need for A Joint Model. Directly applying these current solutions to analyze the event and its associated tweets however has a major drawback: they treat event and tweets independently, thus ignoring the topical influences of the event on its associated tweets. In reality they are obviously inter-dependent. For example, in practice, when tweets are generated by the crowds to express their interests in the event, their content is significantly influenced by the topics covered in the event in some way. Based on such topical influences, a person can respond to the event in a variety of ways. She may choose to comment directly on a specific topic in the event which is of concern and/or interest to her. So, her tweets would be deeply influenced by that specific topic. In another situation, she could also comment broadly about the event. Therefore, the tweets would be less influenced by the specific topics but more by the general topics of the event.
The limitation of current solutions mentioned above highlights the importance of developing a computational model that can characterize the event and the crowd's involvement in the context of the event jointly. Such a joint model will have has two major benefits: (1) the topical influences from the event on its associated tweets can now be used both for indicating the topics mentioned in the event and also for indicating and regulating the content/topics in tweets and the tweeting behaviors of the crowd; and (2) by accounting for such influences on tweets, we can obtain a richer context about the evolution of topics and the topical boundaries in the event which is critical to the event segmentation, as mentioned in [Shamma et al. 2009 ].
Our Conceptual Model. In order to characterize the topical influences, we first propose that rather than enforcing tweets to be correlated only with the topics of the event that occur within time-windows around the tweets' timestamps (a common approach in the literature, e.g., [Shamma et al. 2009 ]), they should be allowed to correlate to any topic in the event. Next, we claim that a person can compose her tweets in a variety of ways to respond to the event (we later experimentally confirm the existence of these types of tweets).
We deem the tweets episodic tweets if their content refers to the specific topics of the event. To determine what these topics are about and where they appear, our approach splits the entire event into several sequential segments in which a particular set of topics is covered. In contrast, we deem the tweets steady tweets if their topics stay steady on the general themes across the event rather than being affected by its varying context. The patterns of episodic and steady tweets and their correlations to the event shows how people responded to the event.
A:3
Our Contributions
Our Computational Model: ET-LDA. We have developed a joint statistical topic model, ET-LDA 1 , geared towards aligning, analyzing and making sense of public events and a vast amount of tweets in response to these events. In our model, an event may consist of many paragraphs in its transcript, each of which discusses a particular set of topics. These topics evolve over the timeline of the event. Based on the event's topical influences, our model finds segments in the event and concurrently classifies tweets into two categories (episodic/steady) in an unsupervised manner. Enabled by this model, people would gain much deeper insights about the event (e.g., which topic was most interesting to the crowd) and the tweets around it (e.g., what they were about). In addition, the model also sheds light on the nature of the crowd's tweeting behaviors in the following ways:
(1) Reveals the topical context of the tweets, and (2) Shows how the tweets evolve over the event's timeline. Such work, to our knowledge, has not been investigated before and is not feasible with other alternative methods. For example, manual coding of the tweets is prohibitively expensive, and pure topic modeling (such as LDA [Blei et al. 2003 ]) does not easily enable the segmentation of the event and distinguishing between two types of tweets.
Evaluation of ET-LDA. We perform both quantitative studies and subjective evaluations of the proposed ET-LDA model against other baseline methods over two large sets of tweets in response to (1) President Obama's speech on the Middle East in May 2011 and (2) a Republican Primary debate in Sept. 2011. The evaluations include examining: (i) the topics extracted from both events and tweets, (ii) the segmentations of the events, (iii) the alignment between the events and their associated tweets, and (iv) the the capability of predicting topical influences of the events on unseen tweets. To justify the goodness of these results by different methods, we conduct a user study with 31 active Twitter users in a university. Based on the participants' perception of the quality of these results, we observe that our proposed ET-LDA model is highly effective and it consistently yields better quality over the state-of-the-art with improvements in the range of 18%-41%.
Insights from the Application of ET-LDA. We also apply ET-LDA to gain insights into the two public televised events and their associated tweets. In specific, we investigate the crowd's tweeting behavior in terms of (a) how people responded to the event over its timeline, and (b) how the segments of the events were referred to by the episodic tweets. Our results reveal several key insights: (1) We find the crowd's tweeting behavior varies with the timeline of the event. More episodic tweets were witnessed during the event and less were found before or after the event (the percentages on average are 55%/35%/38%). (2) We also discover that people showed a greater level of engagement (the total number of tweets and the percentage of episodic tweets) in the Republican debate which centered around national issues as opposed to President Obama's Middle East speech. (3) We find that, as the event evolved, the crowd tended to comment on any topic in the event -that topic could have been discussed before, was being discussed currently, or was expected to be discussed later on.
Outline of Paper. The rest of the paper is organized as follows. In Section 2 we discuss related work. In Section 3 and 4 we present our model and the inference of our model. Section 5 present quantitative studies and subjective evaluations. We conclude the paper in Section 6. A detailed derivation of the inference of our model is shown in the Appendix of this paper.
RELATED WORK
In this section, we introduce relevant prior work with respect to understand, analyze and make sense of events and their Twitter responses. In specific, we provide a detailed overview of the realm of prior work corresponding to: (a) analyzing and sensemaking of tweets and events; (b) topic modeling of textual documents; and (c) the segmentation of documents and events.
Analyzing and Sensemaking of Tweets and Events: While the topic of analyzing and making sense of a crowd's responses to a media event is relatively new, there have been some recent 1 Stands for The joint Event and Twitter Latent Dirichlet Allocation attempts to characterize events based on the tweets contributed around them. Previous work includes: inferring structures and dynamics of events based on the usage patterns of Twitter (e.g., volumes of tweets over an event's timeline), the textual content of tweets (e.g., keywords) and Twitter users' social networks (e.g., followings/followees, relationships between hashtags) [Shamma et al. 2009; Shamma et al. 2010] ; detecting/reporting either planned events or breaking events from tweets Petrović et al. 2010; Becker et al. 2011; Sakaki et al. 2010] ; summarizing events using tweets [Chakrabarti and Punera 2011] ; sentimental analysis of tweets to understand the events [Diakopoulos and Shamma 2010] . A slightly different angle to characterize events is through exploring types of Twitter users that posted messages about them. For example, in Vieweg et al. 2010; De Choudhury et al. 2012 ] the authors studied events by the classification of Twitter audience types and categories.
There is also a rich body of work that investigates tweets outside the context of events. This includes studies of why people tweet [Java et al. 2007; Zhao and Rosson 2009] , representations of tweet content using a labeled topic model [Ramage et al. 2010] , characterizations of individuals' activity on Twitter through a content-based categorization of the type of their tweets [Naaman et al. 2010] or through network analysis [Wu et al. 2011; Kwak et al. 2010] , and also predictions of social influence on Twitter and other social media [Cui et al. 2011; Bakshy et al. 2011 ].
Topic Modeling: Our work is also informed by prior work on topic modeling methods such as Latent Dirichlet Allocation [Blei et al. 2003 ]. Such methods have achieved great success in discovering underlying topics from text documents. Recently, there has been increasing interest in developing better and sophisticated topic modeling schemes for various scenarios. One line of such research is to extend topic models on networked documents or short documents, e.g., research publications, blogs, social networks, etc. For example, PHITS [Hofmann 2001 ] models the documents and their inter-connectivity based on topic-specific distributions; RTM [Chang and Blei 2009 ] also studies document networks but is based on a hierarchical relational model; [Dietz et al. 2007 ] models the influences in a citation networks built over publications; similarly, LinkPLSA-LDA characterizes topics and influences of blogs [Nallapati et al. 2008] ; [Ramage et al. 2010] proposes a labeled LDA model specifically for tweets. In addition to these work which assumes the learnt topic distribution is static in document collections, some other work considers the dynamics of topics where each topic distribution keeps evolving over a timeline. This includes the dynamic topic model [Blei and Lafferty 2006] and the topic over time (TOT) model [Wang and McCallum 2006] . Also note that these topic models require to set the number of topics in advance. Therefore, various nonparametric topic models have been proposed to tackle this limitation such as [Blei et al. 2010; Teh et al. 2006 ].
Event Segmentation: In parallel, there is a rich body of related work on automatic topic segmentation of events, texts, and meetings. Many approaches have been developed based on ideas from information retrieval, natural language processing, and recently machine learning. For example, in [Hearst 1993 ] the authors use a measure of lexical cohesion between adjoining paragraphs for segmenting texts. LCSeg [Galley et al. 2003 ] uses a similar approach on both text and meeting transcripts and gains better performance than that achieved by applying text/monologue-based techniques. In addition to lexical approaches, machine learning methods have also been considered. [Beeferman et al. 1999 ] combines a variety of features such as statistical language modeling, cue phrases, discourse information to segment broadcast news. Similarly, [Maskey and Hirschberg 2003 ] use entirely non-lexical features. Recent advances have considered using generative models [Barzilay and Lee 2004; Purver et al. 2006] . These methods enable the segmentation of topics through a generative process of building lexical models of the topics.
Limitation of Previous Work:
The focus of most of the above work is either to model topics in documents (where documents are assumed to be the homogenous, e.g, tweets, research papers) or segment the events alone. However, they do not know provide insights into how to characterize one source of text (tweets) in response to another (event). A key distinct difference in our work is that, our method considers the event and the associated tweets to be heterogenous: the topics in a tweet may be sampled from different types of topic mixtures (general or specific). Additionally, the topic mixtures in an event evolve over its timeline. Besides, previous work only focuses on better understanding of events, or isolated analysis of tweets. Thus, they do not provide insights into how to extract sense from the tweets around the events. As a result, another distinct difference in our paper is that we provide a comprehensive and in-depth analysis of the event and its associated tweets based on its topical influences [Hu et al. 2011; Hu et al. 2012a; Hu et al. 2012b ].
MODELING TOPICAL INFLUENCES
The observations mentioned above highlight the importance of developing models that can characterize the crowd's involvement with the event. Since such involvement (tweeting) is topically influenced by the event which itself is topically evolving, we model this complexity by a hierarchical Bayesian model based on Latent Dirichlet Allocation (LDA). With this model, the topic modeling of the event/tweets and event segmentation can be achieved concurrently. In next sections, we first introduce a conceptualized view of our model. We then describe the mathematical representations of the model in detail.
Conceptual Model
Our proposed model is called the joint Event and Tweets LDA (ET-LDA), which generalizes LDA [Blei et al. 2003 ] by jointly modeling the topic segmentation of an event and two distinct types of topics within associated tweets. The conceptual model of ET-LDA is shown in Figure 1 . ET-LDA assumes that: (1) An event is formed by discrete sequentially-ordered segments, each of which discusses a particular set of topics. A segment consists of one or many coherent paragraphs available from the transcript of the event 2 . Creating these segments follows a generative process in ET-LDA: First, we treat each paragraph in an event as being generated from a particular distribution of topics, where each topic is a probability distribution over a vocabulary. Next, we apply the Markov assumption on the distribution over topics covered in the event: with some probability, the topic distribution for paragraph s is the same as the previous paragraph s − 1; otherwise, a new distribution is sampled over topics for s. This pattern of dependency is produced by associating a binary variable with each paragraph, indicating whether its topic is the same as that of the previous paragraph or different. If the topic remains the same, these paragraphs are merged to form one segment. Furthermore, ET-LDA assumes that: (2) A tweet consists of words which can belong to two distinct types of topics: general topics, which are high-level and constant across the entire event, and specific topics, which are concrete and relate to specific segments of the event. A tweet in which most words belong to general topics is defined as a steady tweet, indicating a weak topical influence from the event, whereas a tweet with more words from specific topics is defined as an episodic tweet, indicating a strong topical influence from a segment of the event. In other words, an episodic tweet refers to a segment of the event. Similar to the event segmentation, composing tweets also follows a generative process in ET-LDA. To begin with, we assume that the distribution of general topics is fixed for a tweet since it is a response tagged with the official hashtag of the event (hence it should be related to the event). On the contrary, the distribution of specific topics keeps varying with respect to the evolution of the event, because it is a more directed and intended response. So, when a person wants to compose a tweet to comment on the on-going event, she has two choices on picking the appropriate words: with some probability, a word w is sampled from the mixture of general topics about the event, otherwise, it is sampled from the mixture of specific topics which occurs "locally" in the parts of the event that w refers to. The hypothesis behind the second case is that, the audience may be influenced by a set of topics that are covered by a particular part (i.e., a segment) of the event. As a result, when she picks a word to respond to that part of the event, its topic is likely to be among the topics that specifically appeared in that segment. For example, consider a tweet which was posted at the beginning of President Obama's Middle East speech: "Sec Clinton introducing President Obama on #Mideast #StateDept #MESpeech". It can be viewed as a mixture of general topics "Middle East" that was shared across the entire tweets corpus (words: "#Mideast" and "#MESpeech"), and specific topic "Foreign policy", sensitive to the part of the event when the Secretary of State, Hillary Clinton was introducing President Obama (words: "Sec", "Clinton" and "#StateDept"). Note that this specific topic only occurred in the tweets that were posted at beginning of the event. Similar to the segmentation of the event, the preference of specific topics versus general topics is controlled by a binary variable associated with each word of a tweet.
Graphical Model
The graphical model representation of ET-LDA is shown in Figure 2 . It has two major components with each capturing one perspective of our targets: the left part captures the event's topics and their evolution (event segmentation), whereas the right part captures the associated tweets' topics and the crowd's tweeting behaviors. Both parts have the LDA-like model and are connected by the link which defines the topical influences from the event on its Twitter feeds. Table I lists the notation used in this model. We have the generative process in ET-LDA in Algorithm 1.
Mathematically, in the event part, we assume an event's transcript S consists of many paragraphs. Each paragraph s (s ∈ S) is associated with a particular distribution of topics θ (s) which assigns each word in s of a topic z i s . Note that θ (s) is a multinomial distribution over K topics, determined by a binary variable c (s) under the governance of a binomial distribution δ (s) . This distribution is then parameterized by a symmetric beta prior α δ . To model the topic evolutions in the event, we apply the Markov assumption on θ (s) : when c (s) = 0, θ (s) is the same as the distribution of topics of previous paragraph s − 1, i.e., θ (s) = θ (s−1) , measured by the delta function δ(θ (s−1) , θ (s) ). As a result, s and its preceding paragraph s − 1 are merged into a segment. Otherwise, when c (s) = 1, θ (s) is drawn for s from a Dirichlet prior with parameter α θ for creating a new segment. Therefore, c (s) can be viewed as an segmentation indicator of whether a paragraph should be merged into the previous paragraph or not.
In the tweets part, the topic for a word in a tweet can be sampled from a mixture of specific topics θ (s) or a mixture of general topics ψ (t) over K topics given a distribution c (t) defining the preference. c (t) is sampled from a binomial distribution λ (t) . In the first case, θ (s) is from a referring segment s of the event, where s is chosen according to a categorical distribution s (t) . Although c (t) and c (s) share almost the same functionality, c (t) is controlled by an asymmetrical beta prior, which sets the preference parameter α λγ (for specific topics) and α λ ψ (for general topics) accordingly. Besides, an important property of the categorical distribution s (t) is to allow choosing any segment. indicates whether the topic of a paragraph is drawn from current or previous segment's topics. λ (t) parameter for choosing to draw topics in t from θ or ψ c (t) indicates whether the topic of a tweet is drawn from specific or general topics s (t) a referred segment, to which a specific topic in a tweet is associated ws, wt words in event's transcript, tweets, respectively zs, zt topic assignments of words in event, tweets, respectively. α, β Dirichlet/beta parameters of the Multinomial/Bernoulli distributions This reflects the fact that a person may compose a tweet on topics discussed in a segment that (1) was in the past (2) is currently occurring, or (3) will occur after the tweet is posted (usually when she expects certain topics to be discussed in the event). Last, φ is the word distribution over a vocabulary with corresponding parameter β.
INFERENCE IN THE MODEL VIA GIBBS SAMPLING
The extract inference of the posterior distribution of the hidden variables z s , z t , c s , c t and s t in ET-LDA is intractable because of the coupling between the hyperparameters. Therefore, we utilize approximate methods like collapsed Gibbs sampling algorithm for parameter estimation. Note that Gibbs sampling allows the learning of a model by iteratively updating each latent variable given the remaining variables. In specific, we want to estimate the posterior distribution of the following hidden variables: (i) z s , evaluated for each word in every paragraph s in the event transcript and then used to infer θ (s) ; (ii) z t , evaluated for each word in each tweet t written by the Twitter users and then used the results to infer ψ (t) ; (iii) c t , evaluated for the topic types in tweet t; (iv) s t , evaluated for selecting segments from the event's transcript for t; and (v) c s , evaluated for each paragraph to indicate segmentation of the event.
Following the Gibbs sampling scheme, we begin with the joint distribution of all tweets and paragraphs of the event in ET-LDA as
, where z t , z s , c s , c t , s t are vectors of assignments of topics, segment indicators, topic switching indicators and segment choice indicators for all words in the collection except for the one at position i in a tweet or in a paragraph of the event's transcript. Then, by using the chain rule and integrating out the parameters φ, γ (t) , θ (s) , ψ (t) , δ (s) , λ (t) (because the model only uses conjugate priors [Bishop et al. 2006 ]), we can obtain the posterior probability of aforementioned hidden variables. Below, we give a brief overview of how these probabilities are inferred. Please refer to Appendix A for detailed derivation.
For parameter estimation in (i), we have the estimation of the topic distribution z s for each word in paragraph s as:
where S is a set of segments of the event's transcript. Each element (S i ) in this set contains multiple paragraphs. n Si k is the number of times topic k assigned to words in segment S i . nt Si k is the number of times topic k appears in tweets, where these tweets are direct response to the sentences in segment S i (i.e., c t = 0). W is the size of the vocabulary and K is the number of topics.
For parameter estimation in (ii), we consider a two-step Gibbs sampling since the topic distribution z t for each word in tweet t have two cases based on whether z t is a specific topic (c t = 0) or a general topic (c t = 1):
where n i k is the number of times topic k appears in tweet t, where t is about a general topics sampled from
k is the total number of times all topics 1...k appear in t. Similarly, for parameter estimation in (iii), we also have two cases for the posterior distribution of the topic switching indicator c t :
where M 0 t is the number of words in tweet t whose topics are specific topics. On the other hand, M 1 t is the number of words in tweet t whose topics are general topics.
t is the number of words in t.
Next, for parameter estimation of segment choice indicator s t in (iv), we have:
where S is the set of segments in the event's transcript. s ∈ S is the segment that tweet t refers to. n i s is the number of times segment s is refereed by words in t.
Last, we present Gibbs update rules for the estimation of segmentation indicator c s in (v). Since this variable is sampled from a Binomial distribution, it has two possible values that control whether a paragraph s should have the same topic distribution as its preceding paragraph s − 1 (when c s = 0) or have a new topic distribution sampled from a Multinomial (when c s = 1). Thus, we have the following update rules:
A:10
, cs = 0
+ nt
where S 1 s is the number of times paragraph's topic changes (i.e., c s = 1).
s is the number of paragraphs in an event's transcript. Note that excluding c (s,i) = 1 from the sequence c s makes a segment S i split into two small segments: S (i−1) , which contains paragraphs from the beginning of original segment S i to the one (i.e., s − 1) right before s; and S i which contains sentences from s to the end of S i . In contrast, excluding c (s,i) = 0 from the sequence will only cause the segment S (i) missing the count for paragraph s.
During the parameter estimation, our inference algorithm keeps track of a W × K (words by topics) count matrix for both event and tweets, a S × 2 (paragraphs by coin) count matrix for indicating segments in the event, a T × 2 (tweets by coin) count matrix for indicating topic switch in tweets, and a vector of T length for keeping the choice of segment. Given these matrices, we can estimate the probabilities of
, and γ ( t).
EXPERIMENTS
In this section, we present the performance of ET-LDA model based on quantitative studies and subjective evaluations. Our study is mainly comprised of two parts. In the first part, we evaluate the effectiveness of ET-LDA against other baselines. Four main tasks are undertaken: (1) the topics extracted from the whole corpus (tweets and transcripts of events) are compared with those separately extracted from LDA model, (2) the alignment between events and their associated tweets is compared with those separately aligned by the LDA model, (3) the capability of predicting topical influences of the events on unseen tweets in the test set is compared with LDA, and (4) the quality of event segmentation is compared with LCSeg -a popular HMM-based segmenting tool in the literature [Galley et al. 2003 ].
In the second part, we apply ET-LDA to gain insights into two public televised events and their associated tweets. We first present our conjectures about Twitter users' posting behavior in responding to the event. Then we show more insights about the tweeting behavior in terms of how people responded to the event over its timeline, and how the segments of the events were referred to by the episodic tweets. As a result, we present (5) the evolution of episodic tweets over the event's timeline, and (6) the distribution of segments of the events as they were referred to by the episodic tweets. Through these results, we confirm our conjectures in a discussion section.
Experimental Setup
5.1.1. Data collection. To perform the experiments, we crawled tweets for two events using the Twitter API. The first event is President Obama's speech on the Middle East, where we obtained the tweets tagged with "#MESpeech". The second is the Republican Primary debate, where the tweets were tagged with "#ReaganDebate". Note that we only consider tweets with these hashtags, officially posted by the White House and NBC News, respectively, before the events. We obtained the transcripts of both events from the New York Times 3 4 . We preprocessed both datasets and the transcripts by removing non-English tweets, retweets, punctuation and stopwords and stemming all terms. Table II summarizes the properties of these datasets after preprocessing. We use the hashtags to refer to these events in the rest of this paper. It is known that topic modeling methods behave badly when applied to short documents such as tweets. To remedy this, we need to expand the tweets in some way to augment their context. Current efforts include using Wikipedia to enrich tweets [Hu et al. 2009 ], grouping tweets by same authors [Zhao et al. 2011] , etc. Inspired by [Sahami and Heilman 2006] , our approach here treats tweet t as a query and sends it to a search engine. After generating a set of top-n query snippets d 1 , ...d n , we compute the TF-IDF term vector v i for each d i . Finally, we pick the top-m terms from v i and concatenate them to t to form an expanded tweet. In the experiments, we used the Google search engine 5 for retrieving snippets and set n = 5 and m = 10.
5.1.3. Model settings. We used the Gibbs sampling algorithm for training ET-LDA on the tweets datasets with the transcript. The sampler was run for 2000 iterations for both datasets. Coarse parameter tuning for the prior distributions was performed. We varied the number of topics K in ET-LDA and chose the one which maximizes the log-likehood P (w s , w t |K), a standard approach in Bayesian statistics . As a result, we set K = 20. In addition, we set model hyperparameter α δ = 0.1, α θ = 0.1, α γ = 0.1, α λγ = α λ ψ = 0.5, α ψ = 0.1, and β = 0.01.
Effectiveness Evaluation of the ET-LDA
In following four sections, we show the evaluations of (1) extracted topics, (2) alignment, (3) model prediction, (4) event segmention by ET-LDA against several baseline models.
5.2.1. Topics from the ET-LDA Model. We first study the topics discovered from the two datasets by our proposed model ET-LDA. Table III and Table V present the highest probability words from two distinct types of topics -in the rest of this paper, we refer to them as top words. The topics extracted by baseline LDA model (which was trained on the event transcripts and tweet datasets separately with K = 20) are presented in Table IV and Table VI . For the specific topics (under the column Specific), we directly pick the top 2 from the distribution of topics for each segment of the event. The topics that are ubiquitously and consistently mentioned in the entire tweets dataset are considered as the general topics (under the column General) because their distributions are fixed for the event (recall Section 3). Note that all of the topics have been manually labeled for identification (e.g. "Arab Spring") to reflect our interpretation of their meaning from their top words. These settings are also applied to the results by LDA.
For MESpeech (see Table III ), all specific topics in 7 segments seem to correlate well with the event from a reading of the transcript. Furthermore, it is clear that these topics are sensitive to the event's context and keep evolving as the event progresses (in the sense that topics from most segments are different). The only exceptions are "Human rights" and "Foreign policy", which occur in two segments (S1 and S7). This can be explained by the fact that these two segments serve as the opening and ending of the event. Usually, the content of these two parts tends to be similar since they are either related to the outline or the summarization of the event. On the other hand, general topics and their top words capture the overall themes of the event well. But unlike specific topics, these general topics are repeatedly used across the entire event by the crowd, in particular when expressing their views on the themes of the event (e.g., "Arab spring") or even on some popular issues that are neither related nor discussed in the event (e.g., "Obama"). For ReaganDebate (see Table V) , we show a sample of 7 (out of 14) segments. All specific topics and their top words from these segments look well related to the event. However, compared to MESpeech where the specific topics were discussed in sequence (except for segments (S1 and S7) which we discussed above), we discover that here the specific topics are rather disordered and occur repeatedly. For example, "Healthcare" is mentioned in both segments S3 and S10, and "Immigration" is mentioned in segments S6 and S13, etc. This interesting observation is mainly due to the structure of the debate. Note that ReaganDebate is a multi-way conversation. Although it was led by two anchors, sometimes a presidential candidate also expounded his claims and attacked the other candidates' records on some topics, resulting in rebuttals among the candidates. Besides, the event partnered with an online medium (Politico.com) through which readers wrote down their questions to the candidates which were then selected by the anchors. Therefore, common concerns such as "Healthcare", "Economics", and "Immigration" were discussed back and forth heavily throughout the entire debate, producing many more segments than MESpeech (14 vs. 7) and the reoccurrence of the specific topics. It is clear that all specific and general topics from the ET-LDA model are very reasonable from a reading of the transcripts. Furthermore, we observe that the specific topics are sensitive to the event's context and keep evolving as the event progresses. On the other hand, general topics and their top words capture the overall themes of the event well. But unlike specific topics, these are repeatedly used across the entire event by the crowd in their tweets, in particular when expressing their views on the themes of the event (e.g., "Arab spring", "Immigration") or even on some popular issues that are neither related nor explicitly discussed in the event (e.g., "Obama" in MESpeech, "Conservative" in ReaganDebate).
The results of LDA seem less reasonable by comparison. Although LDA may extract general topics like "Israel Palestine issues" just like ET-LDA, since these topics remain constant throughout the document, LDA cannot extract specific topics for the event. In fact, "Israel Palestine issues" shows the advantage of ET-LDA: it is the top general topic for entire tweet collection (which is very relevant to and influenced by the event) whereas LDA fails to identify that (its top topic is 'Obama' which is less relevant). The data showed that people tweeted about this issue a lot. Besides, some top words for LDA topics are not so related to the event. This lack of correspondence is more pronounced for LDA when it is applied to the tweet datasets, e.g., GOP Job Approval in topic "Obama" of the tweets corpus by LDA. This is mainly because ET-LDA successfully characterizes the topical influences from the event on its Twitter feeds such that the content/topics of tweets are regularized, whereas the LDA method ignores these influences and thus gives less reasonable results.
Since the evaluation of topics extracted by topic models often lacks of ground truth, we depend on a user study to further evaluate the quality of these topics. We recruited 31 participants who are graduate students from the engineering school of the first author's university. As a part of our selection criteria, they were required to follow the news closely and tweet at least three times per week (same participants for other user study tasks in this paper, which are described in next sections). Median age of participants was 26 years (range: 21-37 years). The procedure of our user study is the following: each participant was provided (i) 5 samples of segments per event (recall MESpeech has 7 and ReaganDebate has 14 segments), together with short summaries for both events. For the comparison of the quality of topics, participants were provided with top 3 specific topics per segment and top 5 general topics of the event extracted by ET-LDA and top 2 topics extracted from the segment (determined by ET-LDA in advance) by a traditional LDA model (K = 20). After each sample, the participant was asked to rate the quality of topics, on a Likert scale of 1 to 5 rating. The duration of the study was 10-20 minutes.
After that, we compare the performance of our proposed method against the baseline method (LDA) using the qualitative responses obtained in the user study. In Table VII , we show the measure of the Likert scale for the results of two methods, averaged over the value diversity. We observe that the best ratings are obtained by our proposed method ET-LDA (on an average 22% improvement over the baseline LDA method). We also study the statistical significance of ET-LDA with respect to LDA. We performed a paired t-test on the participant ratings obtained from the user study. We find that the comparisons of ET-LDA to LDA yield low p-values. For MESpeech, we get p = 0.0163 and for ReaganDebate we have p = 0.0092. This indicats that the improvement in the performance of ET-LDA is statistically significant (against significance level of 0.05).
5.2.2. Alignment of Event and Tweets. Next, we evaluate the performance of event-tweets alignment. Basically, we want to evaluate whether the episodic tweets (i.e., tweets that are strongly influenced by the events) are correctly identified for each segment. Determining whether a response is an episodic tweet depends on its associated preference parameter c(t). As defined in ET-LDA, a response is an episodic tweet only if the sampled probability P (c (t) ) > 0.5, meaning that the majority of its topics are specific topics, influenced by the content of the segment it refers to.
Due to the lack of ground truth, we again rely on the user study. We give each participant a different questionnaire, which contained 3 parts: (i) 5 samples of segments per event (recall MESpeech has 7 and ReaganDebate has 14 segments), together with short summaries for both events. (ii) 5 samples of episodic tweets of each segment. (iii) 5 samples of steady tweets to the event. All topics and segments were generated by ET-LDA during the training time and the ordering of the samples was randomized. For the comparison of the soundness of episodic tweets and the alignment, participants were provided with top 5 tweets per segment measured by the distance (Jensen-Shannon divergence) of their topics to the ones of the referred segment. The JS divergence was calculated as
, where R = ( 1 2 P + 1 2 Q), P is a mixture of topics for tweets and Q is a mixture of topics for the referred segment, both are found by the LDA. Note these tweets are neither episodic nor steady, they are only similar/relevant to the segment of the event. After each sample, the participant was asked to rate the soundness of the alignment as compared to the ones described in (iii), on a Likert scale of 1 to 5 rating.
In Table VIII , we show the measure of the Likert scale for the results of two methods, averaged over the value diversity. Again, our proposed method ET-LDA improves the baseline LDA method on an average 18%-41%. Besides, the difference between the methods is more obvious in ReaganDebate rather than MESpeech, because the crowd was topically influenced by ReaganDebate more (describe later) and only our proposed model can characterize such a relationship (while LDA ignores such influences). Besides, we study the statistical significance of ET-LDA with respect to LDA. As expected, ET-LDA yield low p-values to LDA (p = 0.0408 for MESpeech and p = 0.0291 for ReaganDebate), indicating that the improvement in performance of ET-LDA is statistically significant (against significance level of 0.05), particularly for the quality of topics in ReaganDebate. This is in conformity with our observations that ET-LDA outperforms LDA more if there exists a strong influence from the event on the crowd's responses. Next, we study the prediction performance of ET-LDA. Specifically, we are interested in the prediction of topical influences from the event on the unseen tweets in our test set (20% of total tweets). Thus, we first run the Gibbs sampling algorithm, described in previous section, on the training set for each event/tweet dataset. Then we extend the sampler state with samples from the test set. For comparison, we used LDA as our baseline approach. However, since LDA treats the event and tweets individually, we measure the topical influences by the distance of topic mixtures of the unseen tweets to the ones of the segments of the event (as determined by ET-LDA in advance). Similarly to evaluation of LDA in event-tweets alignment, we measure this distance by the Jensen-Shannon divergence. To evaluate the "goodness" of prediction results by our proposed model, we again depend on users feedback. We asked our 31 participants to manually label the quality and strength of the predicted topical influences from events on the unseen tweet datasets on a Likert scale of 1 to 5 rating. We then averaged these ratings over the value diversity (i.e., normalization). In Fig. 3a and 3b , we present the results of the two methods on 5 randomly sampled segments.
In light of the observed differences in Fig. 3a and 3b , we study the statistical significance of ET-LDA with respect to LDA in terms of their predicting performance. We computed paired-t-tests for models with a significance level of α = 0.05 and we obtained p = 0.0161 for MESpeech and p = 0.0029 for ReaganDebate. This reveals that the improvement in prediction performance of ET-LDA is statistically significant.
Event Segmentation.
Finally, we study the quality and effectiveness of ET-LDA on the segmentation of the two events based on their transcripts. The results of the event segmentation (obtained using K = 20 in ET-LDA) are shown in Fig. 4a and 4b . To evaluate our model, we compare its results with the ones from a popular HMM-based tool LCSeg (trained on 15-state HMM) on the P k measure [Beeferman et al. 1999] . Note that this measure is the probability that a randomly chosen pair of words from the event will be incorrectly separated by a hypothesized segment boundary. Therefore, the lower P k indicates better agreement with the human-annotated segmentation results, i.e., better performance. In practice, we first ask four graduate students in our department to annotate the segments of the events based on their transcripts (two for each event) and later ask another graduate student to judge, for one event, which human annotation is better. We pick the better one of each event and treat it as the hypothesized segmentation. Then, we compute the P k value. The results of two methods are shown in Table. IX. The results show that our model significantly outperforms the LCSeg -as the latter cannot merge topic mixtures in paragraphs according to their similarity, and thus places a lot of segmentation boundaries (i.e., over-segmented), resulting in poor performance.
Insights from the Application of ET-LDA: Sensemaking of Events and Tweets
Our previous evaluations prove the effectiveness of our proposed ET-LDA model in topics extraction, event-tweets alignment, prediction of topical influences, and event segmenting. Now, we apply ET-LDA to the two events and their associated tweets to make sense of them. In the next sections, we first propose several conjectures about the crowd's tweeting behavior in responding to an event based on our manual inspection on a small sample of data. Next, we present two key insights about the tweeting behavior gained from ET-LDA analysis. Finally, we confirm our conjunctures through these insights.
5.3.1. Understanding Tweeting Behavior. We first present a preliminary understanding of a crowd's response to an event they are interested in. As an example, Figure 5 shows how the crowd interacted over the timeline of the Republican Primary debate, namely, before, during and after the event. The total number of tweets we collected for this event was over 110,000.
Based on the graph, we make three observations: (1) The swell of conversation occurred mostly within 1 hour right before the debate started, indicating that a large number of people began to pay attention to it then. Since the debate had not started yet, we conjecture their responses were mostly tangential (e.g., posted for presence) or commentaries about the general themes of the debate (which were known in advance). (2) The volume of tweets fluctuated during the debate, indicating different levels of involvement of the crowd with the evolving debate. We conjecture these changes were due to the fact that an event is made up of segments in sequence. Each segment covers a set of topics which may be uniquely interesting to the crowd and may influence their responses to be very specific to the content of the event. (3) A much smaller volume of tweets was witnessed right after the debate ended, indicating that most people quickly lost interest. We conjecture these tweets were of a different nature (e.g. slightly more specific to the content of the event) from the ones posted before the event, as the crowd had just listened to or experienced the event.
In addition to the above observations as reflected by the Twitter volume, we can further understand the crowd's responses from a different angle by analyzing their content. As mentioned earlier, this is nontrivial due to the vast amount of tweets. Hence, we first analyzed a small sample of tweets through manual inspection. We find that a tweet's content can be either weakly or strongly influenced by the debate's content. Tweets with weak correlations used words that were mostly about the general topics of the debate. So they seemed to be steady and less affected by the debate's progress. On the other hand, the words used in tweets with strong correlations were mostly related to specific topics, particularly influenced by the part of the debate that they responded to. Consequently, they seemed to be more episodic. Moreover, we find the pattern of steady versus episodic complies with the timeline of the debate. Before (and after) debate, most tweets were steady, while the episodic tweets were seen more frequently during the debate. According to these findings, our conjectures (which are mentioned earlier in this section) seem to be verified although the sample is limited.
Evolution of Episodic
Tweets over the Event's timeline. Next, to confirm these conjunctures, we study the crowd's responses that are strongly influenced by the event. Specifically, we are interested in how these responses evolve over the event's timeline. Determining whether a response is an episodic tweet depends on its associated preference parameter c (t) . As defined in ET-LDA, a response is an episodic tweet only if the sampled probability P (c (t) ) > 0.5, meaning that the majority of its topics are specific topics, influenced by the content of the segment it refers to. Figure  6 and Figure 7 plot the percentage of those episodic tweets, split by 3 periods of the events. The tweets are presented in buckets, and the percentage of the episodic tweets refers to the proportion in a bucket. Note that the tweets in both figures were ordered by their time.
For MESpeech (see Figure 6 ), only 18% responses were episodic tweets initially, indicating that most responses at the time were either tangential or about the high-level themes of the event. This is because the responses (first 100 to 200 tweets) were contributed almost as early as 1 day before the event started. Then, a rapid increase of episodic tweets (from 18% to 39%) was witnessed just before the event, suggesting that people had gathered more information about it. We observe that interesting changes occur both when the event begins and as it is ending. In both cases, the percentage of episodic tweets rises up sharply (beginning: from 39% to 52%; ending: from 43% to 50%) and then drops down quickly. We believe this makes sense since people are often very excited when the event starts and ends. Under such circumstances, they tend to respond strongly to both parts. For example, a large number of the responses like "Obama starts talking", "Here we go, Obama finally showed up" were witnessed in response to the opening of MESpeech, and responses such as "Obama's speech was finally over" were seen mostly from the ending of the event. In fact, the beginning (the ending) part is usually determined by ET-LDA as the first (last) segment. More surprising to us was the fact that the percentage of episodic tweets remained mostly stable during the event. This might be because the most audience members had lower interest levels about specific topics about the Middle East, so their responses tended to be general even as the event was airing. For ReaganDebate (see Figure 7) , the graph for the percentage of episodic tweets shows a similar behavior to the one in MESpeech. However, we also discovered three key differences through the comparison. First, the responses are much more strongly influenced by the specific topics of the debate when compared to MESpeech, (33% vs. 18% in terms of the lowest percentage). We believe this is because ReaganDebate was about domestic issues that interested more people. Therefore, they tended to follow the debate closely and their responses were more episodic. Second and more interestingly, the crowd was less excited during the opening and ending of the debate. We attribute this to two reasons: (1) MESpeech was significantly delayed by 40 minutes. Therefore, responses were stronger when the event finally began, and (2) before ReaganDebate, there had been 4 Republican Primary debates already, so the crowd might have been less excited at the start. Lastly, we find the percentage of episodic tweets rises significantly during the debate (see the percentage rise around the 66,000th tweet). While looking through the content of the segments that these tweets referred to, we find topics like "Healthcare" and "Economics" were discussed. We conjecture that, since these topics are controversial and are a strong concern in the Primaries, the responses from the audience were pronounced. 5.3.3. Distribution of Segments Referred to by Episodic tweets. We now study how segments in the events were referred to by episodic tweets from the crowd. As defined in ET-LDA, an episodic tweet may refer to any segment of an event based on its associated categorical distribution governed by parameter s (t) . We sample the highest probability segment from the distribution and deem it the referred segment. Figure 8 plots the results for both events, where each data point denotes a tweet (which is an episodic tweet). Again, all tweets in both figures were ordered by their time.
For MESpeech, we first show how segments were referred to during the event. The results are shown in Figure 8c . As expected, we find the data points are quite dense for all segments, indicating that the crowd were following the event closely. Next, in Figure 8a we show how tweets talked about the event before it really started. Not surprisingly, the data points to all segments were pretty sparse. Among the segments, Segments 1 and 2 were referred to slightly more by the episodic tweets, since their focused topics (see Table III ) were mostly general (e.g., "Human rights") or popular (e.g., "Terrorism") so that people could respond specifically without knowing any content of the event. Based on the patterns of the data points in these figures, we make two key observations here: (1) Looking horizontally, we find that the crowd's attention tended to shift from one segment to the next as the event progressed. Our observation is based on the fact that the density of the data points of segments evolved over the event's timeline (see Segments 4-6 in Figure 8c ). Initially, a segment starts out sparse since most people may still be focusing on other segments. Gradually, it becomes dense and stays dense (as more episodic tweets were contributed) during the time that the segment was occurring in the event. Afterwards, the density of the segment turns back to sparse because the audience may have lost interest in these topics. (2) More interestingly, when we look vertically in the graphs, we find the episodic tweets not only refer to the segments whose covered topics had been discussed before or were being discussed currently, but also refer to the segments whose topics are expected to be discussed later on in the event. We believe this is possible as long as the person has a high interest level, and expectation that these topics will be discussed. Lastly in Figure 8e , we see that the level of overall density of the segments lies between the ones in Figure 8a and Figure 8c . We believe this is because people had gained more information after the event (so they responded more specifically than before the event), but also they lost some interest in the event (so their responses were less specific than during the event).
For ReaganDebate, we observe two major differences from the results in MESpeech. First, there were significantly more episodic tweets regardless of the progress of the event (in Fig. 8b, 8d , 8f, the data points of every segment are much denser than the ones in Fig. 8a, 8c, 8e) . Second, nearly all segments drew the crowd's attention (episodic tweets) consistently during and after the event as the segments are continuously dense, as opposed to the ones that have evolved over the timeline of MESpeech (graphically, every line has short periods of high density in Figure 8a , 8c, 8e). We attribute this to the fact that the crowd had a better background in domestic issues and was familiar with the topics covered in the event.
5.3.4. Summary of Insights. We now summarize the central findings of our case studies. The first finding is that the crowd's responses tended to be general and steady before the event and after the event, while during the event, they were more specific and episodic. Such findings confirm our conjectures in Section 5.3.1. Secondly, the crowd showed different levels of engagement in different kinds of events. We attribute this to the reason that people may have greater interest levels about the general topics of certain events (e.g., topics in ReaganDebate). Our final finding is that the topical context of the tweets did not always correlate with the timeline of the event. We have seen that a segment in the event can be referred to by episodic tweets at any time irrespective of whether the segment has already occurred or is occurring currently or will occur later on. This finding is significant in light of the fact that current approaches such as [Shamma et al. 2009 ] focus on correlating tweets to the event based on their timestamps, however our models enable a richer perspective.
CONCLUSION
In this paper, we have described a joint statistical model ET-LDA for aligning, analyzing and sensemaking of public events and their Twitter feeds. ET-LDA is developed based on the characterization of topical influences between an event and the tweets around it. Depending on such influences, tweets are labeled steady or episodic. Our model enables the topic modeling of the event/tweets and the segmentation of the event in one joint unified framework. We provided systematic evaluation of the effectiveness of ET-LDA against several baseline methods on two large sets of tweets in responses to two public events. Through both quantitative studies and subjective evaluations, our model showed significant improvements over the baseline methods. Furthermore, the application of ET-LDA on the two events also revealed interesting patterns on how users respond to events.
Such patterns have not been investigated before as the needed analysis was not feasible with other alternative methods.
We believe this paper presents the first step towards understanding complex interactions between events and social media feedback. In fact, beyond the transcripts of publicly televised events that we used in this paper, ET-LDA can also handle other forms of text sources that describe an event. For example, by applying our model both to the news articles and the social media feedback about an event, we can not only explore how people respond to an event, but also how the social media responses differ from the journalists' responses in the mainstream media. We also believe that this paper reveals a perspective that is useful for tools in event playback and the extraction of a variety of further dimensions such as sentiment and polarity. For example, one can examine how the crowd's mood is affected by the event based on the topical influences. θ (s) ; (ii) z t , evaluated for each word in each tweet t written by the Twitter users and then used the results to infer ψ (t) ; (iii) c s , evaluated for each paragraph to indicate segmentation of the event; (iv) c t , evaluated for the topic types in tweet t; and (v) s t , evaluated for selecting segments from the event's transcript for t.
To begin with, we first write the joint distribution for ET-LDA based the generative process and the model's graphical structure. Note that we could integrate out the parameters φ, γ (t) , θ (s) , ψ (t) , δ (s) , λ (t) because the model only uses conjugate priors [Bishop et al. 2006] . As a result, we have:
(1)
A.1. Inference of ZS
Gibbs sampling allows the learning of a model by iteratively updating each latent variable given the remaining variables. So, instead of estimating the posterior P (z s |z t , w s , w t , c s , c t , s t ), we estimate the probably P (z s,i |z −(s,i) , z t , w s , w t , c s , c t , s t ) using the Gibbs sampler. Note that z −(s,i) is a vector of assignments of topics, for all words in the paragraph s in an event's transcript except for the one at position i. According to the Bayes rule, we can compute this conditional probability by dividing the joint distribution (see Eq. 1) by the joint with all variables but z (s,i) (denoted by z −(s,i) ). We further cancel factors in the faction that do not depend on z (s,i) , as follows:
We now derive the first fraction of Eq. 2. As defined in the generative process, a topic z (s,i) is generated from a Multinomial distribution whose prior φ is a Dirichlet. Because Dirichlet is the conjugate prior of Multinomial, we could solve the Dirichlet-Multinomial integral in a straightforward way. Specifically, we have:
A:25
, W is the size of the vocabulary, Γ(·) is the gamma function, n k sw and n k tw are the numbers of times topic k assigned to word w in the event and the tweets. n k s(.) and n k t(.) are the total number of words in the event and tweets assigned to topic k.
To yield the first fraction of Eq. 2, we apply the above equation twice, and given the fact that Γ(x + 1) = xΓ(x), we obtain the following equation:
where n k sw is the number of times that topic k is assigned to word w. So n
is the the number of times that topic k is assigned to word w, but with the i-th word in paragraph s (which happens to be w) and its topic assignment (which happens to be k) excluded. Therefore, n
Next, we derive the second fraction of Eq. 2. As defined in the generative process, z s and z t are both generated from Multinomial and share the same Dirichlet prior if and only if c t = 0, meaning that the topic of a word in a tweet t is influenced by the topic of the segment that t refers to. In such case, θ (t) = θ (s) . Besides, according to the Markov assumption on the event generation, the topic distribution θ ( s) associated with paragraph s is depended on the value of the binary segmenting indicator c s : it can be drawn from a new Dirichlet (when c s = 1) or can be just as same as the one in the preceding paragraph (when c s = 0). The distribution is thus: 
A:26
Based on these, we now expand and solve the integral (the numerator of the second fraction) as:
where S is a set of segments of the event's transcript. Each element (S i ) in this set contains multiple paragraphs. n Si k is the number of times topic k assigned to words in segment S i . nt Si k is the number of times topic k appears in tweets, where these tweets are direct response to the sentences in segment S i (i.e., c t = 0).
To yield the second fraction of Eq. 2, we again apply the above equation twice and we cancel most factors but only leave some certain factors with z d,i = k and v d,i = w. Thus we have:
where k = z (s,i) , S i is the segment that sentence s belongs to. So we have for:
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A.2. Inference of Zt
Next, we examine P (z t |z s , w s , w t , c s , c t , s t ). Similar to the estimation of z s , we also use the Gibbs sampling to compute the probability P (z (t,i) |z −(t,i) , z s , w s , w t , c s , c t , s t ). According to the generative process of ET-LDA, the topic distribution z t of a tweet t can have two conditions: it can be either drawn from a Multinomial governed by the Dirichlet prior θ s for specific topics (when c t = 0) or drawn from a Multinomial governed by the Dirichlet prior ψ s for general topics (when c t = 1). Therefore, the conditional probability P (z (t,i) |z −(t,i) , z s , w s , w t , c s , c t , s t ) has two cases with each capturing one condition. Using the Bayes rule and only consider factors that depend on z t , we have for c t = 0:
And for c t = 1, we have:
Next, we describe how to derive Eq. 8 and Eq. 9. First, note that in both Eq. 8 and Eq. 9 the first fraction is basically as same as the one in Eq. 4. Besides, the second fraction in Eq. 8 is very similar to Eq. 6 so that we can derive it analogously. Therefore, we focus on how to compute the integrals in the second fraction of Eq. 9 in the rest part.
In specific, as P (z t |ψ (t) , c t = 1) and P (ψ (t) |α ψ ) are conjugate pair of Multinomial-Dirichlet, we could solve this integral as:
k is the total number of times all topics 1...k appear in t. So, to yield the second fraction of Eq. 9, we apply the above equation twice. We obtain the following equation:
A:28
where c (t,i) = 1, i is the tweet t, z (t,i) = k Finally, by combining the derivations in Eq.4, Eq.6 and Eq.11, we obtain the Gibbs sampling update rules for P (z t |z s , w s , w t , c s , c t , s t ), which have two cases based on whether z t is a specific topic (c t = 0) or a general topic (c t = 1):
A.3. Inference of Ct
Next, we examine P (c t |c s , w s , w t , z s , z t , s t ). Based on the generative process of ET-LDA, c t is a Binomial distribution which controls whether a tweet t should have general topic sampled from tweets corpus or specific topics sampled from a specific segment of the event. It has a beta prior with asymmetric parameters α λγ and α λ ψ . As a result, the estimation of c t can be two cases: (1) when c t = 0 (for specific topics), and (2) when c t = 1 (for general topics). Similar to z s and z t , we have the conditional probability P (c t,i |c −(t,i) , z s , z t , w s , w t , c s , s t ). So when c t = 0 we have:
And when c t = 1 we have:
Note that in Eq. 14 the derivation of the first fraction is essentially as same as Eq. 6. Similarly, the first fraction in Eq. 15 is as same as the one in Eq. 11. Therefore, next we focus on how to derive the second part of both Eq. 14 and Eq. 15.
Given the fact P (c t |λ (t) ) is a Binomial and P (λ (t) |α λγ , α λ ψ ) is a Beta prior, we can easily solve the integral as:
As mentioned earlier, in order to yield the second fraction of Eq. 14 using Gibbs sampling, we need to consider the situation about the excluded variable. Here, since the excluded variable is c t,i = 0, we can have
+ 1 and M t = M t −(t,i) + 1. Therefore, we can obtain the following equation for c t = 0:
Similarly, when c t = 1 we have
+ 1 and also M t = M t −(t,i) + 1. Therefore, we can obtain:
Finally, by combining the derivations in Eq.6, Eq.11, Eq.17 and Eq.18, we obtain the Gibbs sampling update rules for P (c (t,i) |c −(t,i) , c s , w s , w t , z s , z t , s t ), which have two cases based on whether c t draws a specific topic (c t = 1) or a general topic (c s = 0): P (c (t,i) |c −(t,i) , cs, ws, wt, zs, zt, st) = Now, let's look at P (s t |c t , c s , w s , w t , z s , z t ). Similar to other variables, we cancel the factors that do not depend on s t and write the conditional probability below. Note that s t is a categorical distribution deciding which segment s of the event should be chosen for dawning the specific topics of tweet t. Therefore, the usage of s t implies c t = 0. P (s (t,i) |s −(t,i) , c t , c s , w s , w t , z s , z t ) = P (w s , w t , z s , z t , c s , c t , s t ) P (z s , z t , w s , w t , c s , c, s t −(t,i) ) = P (z s |θ (s) )P (z t |θ (s) , s t , c t = 0)P (θ (s) |α θ , c s )dθ P (z|θ (s) )P (z t |θ (s) , s t −(t,i) , c t = 0)P (θ (s) |α θ , c s )dθ (s) · P (s t |γ (t) )P (γ (t) |α γ )dγ (t) P (s t −(t,i) |γ (t) )P (γ (t) |α γ )dγ (t)
For the first fraction in Eq. 21, we solve it by following the same derivation procedure as Eq. 6. Then for the second fraction, since it comprises of a Multinomial-Dirichlet pair, we solve it by the same procedure described in Eq. 10. Thus, we have:
where S is the set of segments in the event's transcript. s ∈ S is the segment that tweet t refers to. n i s is the number of times segment s is refereed by words in t. By applying the Eq. 22, we obtain the following equation for the second fraction of Eq. 21:
P (s t |γ (t) )P (γ (t) |α γ )dγ 
Finally, by plugging Eq. 6 and Eq. 23 into Eq. 21 we have the update rule for the distribution of s t as follows: P (s (t,i) |s −(t,i) , c t , c s , w s , w t , z s , z t ) = n 
A.5. Inference of CS Last, we examine P (c s |c t , w s , w t , z s , z t , s t ), which is the posterior distribution of the binary eventsegmentation indicator c s . Similar to other variables we derived above, here we only consider the factors that depend on c s in the joint distribution Eq. 
For the first fraction in Eq. 21, we solve the integrals by following the same derivation procedure as Eq. 16. The only difference is that in Eq. 16 the beta prior is parameterized by asymmetric hyperparameters but here the beta prior P (δ (t) |α λ δ ) is symmetric. Thus we have:
s is the number of paragraphs in an event's transcript.
We begin with deriving the first fraction in Eq. 26. As defined in the generative process, c s is a Binomial distribution which controls whether a paragraph s should have the same topic distribution as its preceding paragraph s − 1 (c s = 0) or have a new topic distribution sampled from a Multinomial (c s = 1). Therefore, the estimation of c s can have two cases: (1) c s = 0 (i.e., paragraph merges into old segment), and (2) c s = 1 (starts a new segment).
Let us first consider the condition when c s = 1. Given c (−s,i) is the sequence excluded c s , we can get S 
Next, we calculate the second fraction in Eq. 25. We first consider the situation when c (s,i) = 0 and is excluded from the sequence c s . As a result, for a segment S i which does not contain paragraph s, we have n is the number of times top k appears in paragraph s. Thus, for the second fraction, based on the same procedures illustrated in Eq. 5 and Eq. 6 we have: where S i is the segment that paragraph s belongs to.
Similarly, since excluding c (s,i) = 1 from the sequence c s makes a segment S i split into two small segments: S (i−1) , which contains paragraphs from the beginning of original segment S i to the one (i.e., s − 1) right before s; and S i which contains sentences from s to the end of S i . Given on this situation, based on the derivation procedures in Eq. 5 and Eq. 6, we have: P (z s |θ (s) )P (z t |θ (s) , s t , c t = 0)P (θ (s) |α θ , c s )dθ 
Finally, we plug Eq. 27, Eq. 28, Eq. 29 and Eq. 30 into Eq. 25 we have the update rule for the distribution of c s : s,i) , ct, ws, wt, zs, zt, st) ∝
, cs = 0 (31)
+ nt , cs = 1
