Abstract. In this paper, we study the extremal problem for the Strichartz inequality for the Schrödinger equation on the R × R 2 ; we provide a new proof to the characterization of the extremal functions: the only extremal functions are Gaussian functions up to the natural symmetry of the Strichartz inequality, which was investigated previously by Foshi [2] and Hundertmark-Zharnitsky [5] .
Introduction
We begin with some notation. Define the Fourier transform, for ξ ∈ R d ,
The inverse of the Fourier transform, for x ∈ R d ,
Then f = F(F −1 f ) = F −1 (Ff ). We specify d = 2 and define
The linear Strichartz inequality for the Schrödinger equation [7] claims that
We define an extremal function or extremal to (2) is a nonzero function f ∈ L 2 such that the inequality is optimized in the sense that
. The extremal problem of (2) concerns (i) Whether there exists an extremal function? (ii) How to characterize the extremal functions? What are the explicit forms of extremal functions? Are they unique up to the symmetry of the inequality? From Foschi [2] and Hundertmark-Zharnitsky [5] , it is known that, the Gaussian functions are the only extremal functions to the linear Strichartz inequality (2) up to the natural symmetry of the inequality (2) ; for the symmetry group associated with this inequality, see for instance, Foschi [2] .
In this note, we give an alternative proof to the above characterization. We start with the study of the Euler-Lagrange equation derived by Foschi [2] , which has extremal functions of (2) as solutions. In [2] , the Euler-Lagrange equation reads
for any x, y, w, z ∈ R 2 such that
where f is a locally integrable function; for the extremal problem for (2), f is an L 2 function.
Since we are interested in (ii) of the extremal problem, we will restrict our attention to f in (4) as extremal functions. In Theorem 1.2, such f are proven to complex analytic when we regard R 2 as the complex plane C. By taking log in the proper branch of the logarithmic function, equation (4) is equivalent to
Then we use the power series expansion to prove that Theorem 1.1. Let φ be complex analytic on C and satisfy (6) with the constraint in (5). Then
where A, C ∈ C and B ∈ C 2 .
Thus f is an exponential function,
We are reduced to establish the regularity of f in (4). We prove that such φ is actually complex analytic. To this end, we closely follow the argument in [6] . Similar reasoning has appeared previously in [3, 4] . It relies on a multilinear weighted Strichartz estimate and a continuity argument. See Lemma 3.1 and Lemma 3.2.
Let f be an extremal function to (2) with the constant R. Then f satisfies the following generalized Euler-Lagrange equation
R 2 e −iξ·x dx in the distribution sense. Equation (8) and (9) are derived at the beginning of Section 3. 
Furthermore f is complex analytic on C.
We organize this paper as follows. In Section 2, we prove Theorem 1.1. In Section 3, we prove Theorem 1.2.
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The study of the additive Euler-Lagrange equation
In [2] , Foschi establishes the sharp Strichartz inequality for the Schrödinger equation on R × R 2 by an application of the Cauchy-Schwarz inequality. The sharpness of the Cauchy-Schwarz inequality reveals that, the extremal function solves
for some measurable function H. It is easy to see that (10) is equivalent to
for any x, y, z, w ∈ R 2 satisfying (12)
On the other hand, for the Strichartz inequality (2) for the Schrödinger equation, we have
where
Therefore the argument of Foschi [2] implies that f satisfies the same equation as (11), i.e.,
for any x, y, z, w ∈ R 2 satisfying (15)
In (12). In [2] , it is also known that f never vanishes on R 2 .
In Section 3, we prove that f in (4) or (14) is complex analytic. By Theorem 6.2 in [8, Chapter 3], for f complex analytic and never vanishing on C, by choosing a proper branch of the logarithm function, φ = log f is complex analytic on C.
We study the additive Euler-Lagrange equation
where φ is complex analytic, and x, y, w, z ∈ R 2 satisfying (17)
Note that if x, y, w, z in R 2 satisfy the relation (17), these four points form a rectangle in R 2 with vertices x, y, w and z.
Here we expand φ in a power series, and conclude that
Proof of Theorem 1.1. By the power series expansion, we write
We test (16) on three rectangles to evaluate the coefficients
The first rectangle we choose is formed by (0, 0), (x 1 , 0), (x 1 , x 2 ) and (0, x 2 ). In this case, if i, j ≥ 1
for all (x 1 , x 2 ) ∈ R 2 , which gives that
This eliminates the cross-terms in the expansion (18). Therefore,
Let a ∈ R. The second rectangle is formed by (0, 0), (a/2, −a/2), (a, 0) and (a/2, a/2). In this case,
The third rectangle is formed by (0, 0), (a/2, a/2), (0, a) and (−a/2, a/2). In this case,
If k is odd and k ≥ 3, equation (22) yields
If k is even, from (22) and (23), we have
for all a ∈ R; that is to say,
which holds if and only if k = 2. Thus we conclude that
This completes the proof of Theorem 1.1.
Complex Analyticity
In this section, we first derive an Euler-Lagrange equation for the extremal functions to the Strichartz inequality (2). Then we show that, the critical points to this Euler-Lagrange equation, i.e., solutions to this Euler-Lagrange equation, are complex analytic.
We begin with the derivation of the Euler-Lagrange equation (8) . The func-
We expend the L 4 -norm on the left hand side,
where (8) and (9) follows.
We define
Let ε ≥ 0 and µ ≥ 0. For ξ ∈ R 2 , define
Define the weighted multilinear integral, for
The multilinear estimate we need shows that the weak interaction of Schrödinger waves at the high and low frequency. More precisely, Lemma 3.1. Let h i ∈ L 2 (R 2 ), 1 ≤ i ≤ 4, and s > 1 be a large number. The Fourier transforms of h 1 , h 2 are supported in {ξ : |ξ| ≤ s}, and {ξ : |ξ| ≥ N s} with N > 1 being a large number, respectively. Then
Proof. The proof of this lemma need the following two inequalities,
Together with the Cauchy-Schwarz inequality and the L 2 → L 4 Strichartz inequality, the inequality (29) follows from (30) and (31). Note that (31) is established in [1] . Thus it remains to establishing (30).
On the support of η determined by δ(a(η)) and δ(b(η)), we have
Thus
Since the function x → x 1+ǫx is increasing on the interval [0, ∞), we have
This implies that
Therefore (30) follows by taking the absolute value in the integral.
Choose a large number s > 1. For f ∈ L 2 , define
If f ∈ L 2 satisfies the generalized Euler-Lagrange equation, the following bootstrap lemma shows that f gains certain regularity, namely, there is a constant µ > 0 depending on the function f , e µ|ξ| 2 f ∈ L 2 . This is enough to conclude that f is complex analytic, which is the content of the next lemma. 
where lim s→∞ o i (1) = 0 uniformly for all ε > 0, i = 1, 2, the constant C > 0 is independent of ε and s.
Proof. Define h(ξ) = e F (ξ) f (ξ) and h > (ξ) = e F (ξ) f > , where f > = f 1 |ξ|≥s 2 . Let P denote the symbol of differentiation of −i∂ x ; under the Fourier transform, P = |ξ|. Correspondingly, we write F (P ) with the Fourier symbol
We expand
Thus in the generalized Euler-Lagrange equation (8), setting g = e 2F (P ) f > , we see that
.
We split the integral M F (h > , h, h, h) into the following pieces,
where h j k is either h > or h < , but at least one is h > . We further split A into two terms,
we estimate this term by using Lemma 3.1,
where f ∼ is defined, f ∼ = f 1 s≤|ξ|≤s 2 . Thus we have
Similarly we estimate the term B. We split B into two terms B 1 + B 2 , where
To estimate B 1 , (36) and (37), we obtain
Since lim s→∞ f ∼ L 2 = 0, we take s sufficiently large and set µ = s −4 ,
which completes the proof of Lemma 3.2. 
and C is the same constant as in (32). Then
is connected and compact.
On the other hand, G ′′ (x) < 0 for all x ∈ (0, ∞); thus G is concave; the graph of G intersects at two points of the x-axis, x = 0 and
which yields that
uniformly in all ε > 0. By the monotone convergence theorem,
It is clearly that e s −4 |ξ| 2 f 1 |ξ|≤s 2 ∈ L 2 . Therefore,
Let µ = s −4 . This proves the first half of Theorem 1.2.
To prove that f is complex analytic, we observe that, by the Cauchy-Schwarz inequality, for any λ ∈ R, (41) e λ|ξ| f (ξ) = e λ|ξ|−µ|ξ| 2 e µ|ξ| 2 f (ξ) ∈ L 1 (R 2 ).
In particular, if λ = 0,f ∈ L 1 (R 2 ). On the other hand, since e it∆ f L 4
, the similar argument as above implies that f ∈ L 1 . Thus
R 2 e iz·ξ f (ξ)dξ, for a.e. z ∈ R 2 .
For z ∈ C, we can always choose λ > |z|, Then for any ξ ∈ R 2 , |f n (z, ξ)| ≤ 1. By the dominated convergence theorem, since F ∈ L 1 , lim n→∞ R 2 f n (z, ξ)F (ξ)dξ = 
Therefore f has a power series expansion in z and so f is complex analytic on C. This finishes the proof of Theorem 1.2.
