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ABSTRACT 
Soft materials are rich in nature and present in living systems constituting the 
basic components of living bodies. They are inseparably integrated into the modern 
world, being critical components in current devices. They undergo large deformations 
upon presence of small external stimuli due to the conformational and structural 
fluctuations in constituent molecules near the ambient temperature. The current work 
probed two classes of soft matter, conjugated polymers confined into nanoparticles, and 
polymer melts, where entanglements confine the motion of the polymer. The main body 
of this research focuses on probing the structure, dynamics and internal correlations of 
rigid luminescent polymers in confined geometry; polydots and their interactions with bio 
membranes using atomistic molecular dynamics simulations, followed by coarse grained 
simulations of rheology of entangled branched polymers. 
The structure, stability and internal correlations of polydots formed by confining 
luminescent ionizable polymers, poly para phenylene ethynelene (PPEs), into nano 
dimensions was investigated. Thought the most stable state of these polymers in solutions 
is extended, in polydots they are trapped in a far from equilibrium state. We find that 
these polymers remain confined in water independent of the fraction f of ionizable group 
with majority of the ionizable groups located at the polydot surface, with no correlations 
between the aromatic rings. The shape and thermal stability are sensitive to both the chain 
length n and f.  
These polydots are potential candidates for new class of therapeutic agents and 
one critical step in the use of any nanoparticle for therapeutics is understanding their 
iii 
interactions with membranes. Here, polydots with different hydrophobicities were 
introduced into a model bio membrane. The study finds that hydrophobic polydots penetrate 
the membrane while hydrophilic ones remain adsorbed to the membrane interface. Further we 
find that polydot surface charge determines the location of polydots with respect to the 
membrane interface. 
The last part of the thesis focuses on polymer melts where the effects of polymer 
topology on the flow properties of the polymers were studied. Using coarse grained 
simulations, we show that addition of branches reduces the polymer mobility where their 
length is one major factor. We find that the zero shear viscosity of branched polymer 
melts increases exponentially. The results are analyzed in terms of the reptation model. 
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CHAPTER ONE 
INTRODUCITON 
This work provides new insight into structure and dynamics of soft materials, 
particularly polymers in confined geometry, using atomistic and coarse-grained 
molecular dynamics simulations. Confining polymers results in restricting their 
conformational space. Consequently, their properties such as their glass transition 
temperature, their structure and interfacial behavior are affected.1, 2 Confined polymers 
represent a broad class of materials that include polymeric thin films where the interfaces 
affect the polymer structure and motion, polymer brushes where one end of the molecules 
is grafted to a surface, influencing their interfacial energies and adhesion as well as 
macromolecules in nano composites.1, 3-6 The current study probes the effects of 
confinement of polymers in two distinctive systems. The main body of the work focuses 
on conjugated polymers confined into far from equilibrium nanoparticles, or polydots. 
The second part focuses on the confining effects of polymer topology on the motion of 
polymers in melts. 
The introduction will begin by discussing some of the characteristics of soft 
materials pertaining to the current work. This will be followed by introducing soft 
nanoparticles (NPs) and the unique properties of NPs that consist of confined conjugated 
polymers. Then, the correlation between polymer topology and the motion of 
macromolecules will be discussed. Finally, a brief insight into the methodology will be 
given. 
1.1. Soft Materials 
Soft materials constitute basic components of the living organisms and they are 
intensively integrated into modern society with a broad range of applications. For an 
example, the pastes, gels, and creams that are common ingredients in personal care items, 
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pharmaceutical products and some processed food contains complex mixtures of soft 
materials such as colloidal particles, foams, polymers, and surfactants.7-9 These materials 
are characterized by inter molecular interaction energies of the magnitude of kBT near 
ambient temperature, resulting in thermal fluctuations. 7-10 The weak interactions between 
the molecules in soft materials result in large responses triggered by external stimuli. 7-9 
The motion of the molecules in soft materials are determined by their assembly mode and 
takes place over a broad time scale ranging from picoseconds to micro seconds.  
Polymers are one class of soft materials which are widely studied due to their 
importance in modern technology such as in auto mobiles, textiles, electronics and energy 
applications, food packaging, personal care items and therapeutics.9  Polymer properties 
are determined by the degree of polymerization, their chemical composition and their 
architecture.7, 11 Confining polymers restricts their conformational space which in turn 
affect their structure and dynamics.1, 12, 13 In polymer brushes, where polymer chains are 
end grafted to a surface or interface, the polymer motion is restricter due to the surface 
attachment. This confined motion of the chains upon grafting results in different flow 
behaviors and rheology of polymer brushes compared to un-grafted polymer chains.2, 12 
In polymer thin films the interfaces and alignment of the polymer chains restricts their 
conformational space affecting their motion.1 A new class of confined polymers 
constitute molecules that are confined to nano particles, either grafted 14 of collapsed into 
their nano dimensions,15-17 which changes their structure and dynamics. Rigid 
luminescent polymers confined into nano dimensions or soft nanoparticles exhibit 
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significantly different photophysics compared to its linear conformation due to the 
structural, and dynamical differences between two conformations.  
1.2. Soft Nano particles  
Soft nanoparticles such as liposomes, micelles, dendrimers and polymer-drug 
conjugates have been of significant interest for applications such as therapeutics and 
medical diagnostics.18-21 Though these NPs are among the most promising nanostructures 
for therapeutics, there are still some drawbacks to their applications such as, limitations 
in encapsulating molecules with different hydrophobicity, uncontrolled release of drugs 
and early burst of these nano structures.18 Thus, a new class of polymer nanostructures, 
formed by confining rigid luminescent polymers into nano dimensions are emerging as 
new class of emissive materials for therapeutics.18-23 These nano structures or polydots 
have an advantage over most of the inorganic NPs or other soft nano structures due to 
their high fluorescence quantum yields, robust photostability,15, 16, 24 and the ease of 
functionalization with biomolecules and targeting ligands.18, 22  
The photophysics of these polydots are determined by their shape, size and 
chemistry of the confined polymer. Both experimental15-17, 24 and computational studies25-
27 have shown that, though the most stable conformation of these polymers is extended, 
surprisingly these nano structures remain stable and optically active in suspension for 
extended times.15-17, 24-27 A computationally prepared diethylhexyl PPE polydot in water 
is shown in Figure 1.1.  
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Figure 1.1. Example of diethylhexyl PPE Polydot in water. Carbon atoms on side chain 
are marked in dark blue, hydrogen on side chain in white, and backbone is represented 
by magenta. (Maskey, S.; Osti, N. C.; Perahia, D.; Grest, G. S. ACS Macro Letters 2013, 
2, 700-704) Copyright © 2013, American Chemical Society. 
Conjugated polymers are functionalized with ionizable groups such as quaternary 
ammonium, carboxylate and sulfate groups to enhance water solubility and facilitate bio 
conjugation.18, 28 However, ionizable groups results in interactions at the length scale of 
particle dimensions and affect the confined polymer conformation and internal 
dynamics.27 The fundamental properties of polydots such as their photophysics and 
stability are dictated by local dynamics and internal correlations of the confined polymer. 
Though the polydots have shown emerging applications in therapeutics, resolving their 
confined polymer conformation, dynamics and internal correlations upon presence of 
charge groups remains an open question. Here we are probing the effect of ionizable 
groups on confined polymer conformation, dynamics and stability. 
1.3. Polymer Architecture and Melt Rheology 
Polymer architecture or its topology is an important factor to determine their 
distinctive rheological properties and processibility.7, 11, 29 The rheology of flexible linear 
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polymer melts strongly depends on their molecular weight Mw. 
6, 29, 30 However, 
modifying the chain topology by adding branches result in constraining the motion of 
chains, concurrently affecting the rheological properties.29, 31-33 Many studies have shown 
that branched polymers show significantly different viscoelastic spectrums compared to 
linear entangled polymers and their rheological properties are not only dependent on Mw, 
but also depend on branch length and number of branches. This clearly shows that, 
presence of branches affects the natural dynamics polymer chains. 29, 31, 34, 35 
The distinctive rheological properties of polymers arise due to coupled dynamics 
over many time and length scales.9, 10, 36-39 Resolving the dynamics of these 
macromolecules involves, probing the processes occur at the monomer level and also 
those occur at the time scale of the entire chain. Capturing those broad time scales 
associated with polymeric motion remains a challenge. 10, 36-39 
Experimental techniques to capture dynamics involves probing limited gaps of 
time and space.40 Computational approach to understand the dynamics of these polymer 
melts involves two distinct methods.  Fully atomistic MD simulations would allow us to 
zoom in to the atomic and molecular levels and capture the detailed descriptions of local 
chemistry and assemblies of macromolecules. However, atomistic MD simulations 
becomes rather impractical and expensive to capture the long-time scales needed for 
highly entangled polymer chains to move their own dimensions.10, 36-38, 41 Therefore, 
coarse-grained (CG)10, 38, 39 bead−spring models are developed to capture the mesoscopic 
length scales. Bead spring models42 represent the most basic CG model, and its simplicity 
allows to investigate phenomena on long length and time scales. However, it they do not 
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capture the local structure and chemistry. Hence, they are unable to quantity the 
characteristics such as the segmental dynamics, local packing or density.  
1.4. Multi Scale Modeling 
 
One significant challenge in studying soft materials, either experimentally or 
computationally is that the properties of these materials are determined by coupled 
processes over a wide range of length and time scales.7, 8, 10, 39 For example, for polymers, 
bond vibrations and rotations are taken place in femtosecond to picosecond (ps). The 
motion of the individual monomers takes place in couple of nanoseconds (ns) while, the 
motion of entire chain takes place in tens to couple of hundred ns to macroscopic time 
scales. These motions are coupled due to the connectivity through bonds and determines 
the polymer properties such as, elasticity.7, 8 No single simulation technique can capture 
all these coupled time and length scales. Therefore, the simulation techniques used is 
determined by the question at hand and the required level of resolution.10, 38, 39, 43  
Example of length and time scales in soft matter and the coresponding simulation 
techniques and the typical time and length scales they can capture is shown in Figure 1.2.  
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Figure.1.2 Examples for different simulation models for various length and time scales in 
soft material systems. From left to right, it captures quantum mechanical, atomistic, 
united atom, coarse grained and continuum level representations of systems. (Peter, C.; 
Kremer, K. Faraday Discuss., 2010, 144, 9) Copyright © 2009, Royal Society of 
Chemistry. 
Different quantum mechanical techniques, such as ab initio or density functional 
theory captures the electronic level properties in microscopic level with a high 
resolution.10, 38, 39, 43 These techniques, cover the ps time scales and angstrom length 
scales. Classical MD, Monte Carlo and coarse-grained simulations provide the ability to 
go up in accessible time and length scales capturing the processes in microscopic to 
mesoscopic scales.10, 43 However, these approaches are still unable to capture many 
macroscopic phenomena. To capture the macroscopic properties, by going further up in 
time and length scales, one needs to go beyond particle based approaches and use other 
continuum methods.10, 38, 39  
Here, we used classical MD techniques. These are well suited to probe the 
structure and dynamics of polymer on the nano-meter scale over time scales of a few ns 
to several hundred ns that captures the local motion of polymers. Atomistic MD 
simulations provides molecular scale insight of polymers. However, some processes such 
as relaxation of entangled polymers occur at length and time scales that is impossible to 
reach using detailed atomistic simulations. For an example, polymer melts become highly 
entangled with increasing molecular weight Mw, resulting in longer diffusive times which 
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are inaccessible using atomistic simulations. To study the diffusion of the polymers 
coarse grained MD is used, as will be discussed in detail in upcoming chapters.  
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CHAPTER TWO 
METHODOLOGY: MOLECULAR DYNAMICS SIMULATIONS 
In this study molecular dynamics simulations (MD)1 is to model single and multi-chain 
systems with different degrees of resolution. The first is a fully atomistic simulation 
which provides atomistic level details of the systems. The second is a coarse grained 
(CG) bead-spring simulation, where the motion of beads connected to form a polymer 
chain is modeled.1, 2 Though atomistic models capture the local details and chemistry of 
the system, the time and length scales one can achieve are limited due to their 
computational costs. As an example, polymer melts become highly entangled when 
increasing molecular weight Mw, resulting in very slow polymer diffusion which are 
inaccessible using atomistic simulations.1-5 Therefore, it is difficult to simulate 
atomistically macroscopic properties of polymer melts consisting of long or branched 
chains.6-9 One alternative is to use a CG model which extends the accessible range of 
time and length scales of the simulation. This is achieved by reducing the number of 
degrees of freedom in the modeled system by grouping atoms together to form super 
atoms. This increases the reachable time and length scales accessible by simulation. 6-9 
In classical MD simulations the trajectories of interacting particles are determined 
by integrating Newton’s equations of motion. This predicts the instantaneous positions 
and velocities of the particles and allows one to follow the time evolution of the system.1 
MD simulations have an advantage over experimental techniques because of its ability to 
obtain detailed molecular and atomistic level information. The basic concepts of MD 
simulations are presented here. 
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2.1: Equations of Motion 
Once the initial positions and velocities of all the particles and the interaction 
potentials between them are set, the time evolution of the system can be obtained by 
solving Newton’s equations of motions for all the atoms in the system, 1, 13, 14 
,       (2.1)  
where mi is the mass of the i
th particle,  is the acceleration and Fi is the force on 
the ith particle.  Fi is determined by the gradient of interaction potential U, 
      (2.2) 
From equations 2.1 and 2.2,  
      (2.3)  
Equation 2.3 is solved numerically by discretizing the atomic motion into small time 
steps . There are several numerical algorithms developed for integrating the equations 
of motion. However, all integration algorithms obtain the updated positions, velocities 
and accelerations by Taylor series expansion.  
2.2: Verlet and velocity-Verlet algorithms 
In the Verlet algorithm,1, 15 system is propagated forward by a time step  The 
positions r of each atom at time ,  along with the force F at time t is used to 
predict the updated position . 
    (2.4) 
The Verlet algorithm isnot using the velocity v to obtain the updated atomic positions. 
However, the velocity is approximated by 
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     (2.5) 
An alternate formulation to integrate Newton’s equation of motion which include 
the velocity explicity is the velocity-Verlet algorithm.1, 13  
     (2.6) 
     (2.7)  
The schematic diagram in Figure 2.1 describes the general strategy of a MD simulation. 
The initial positions and velocities of all the particles in the simulation cell are defined. 
The forces on each particle is calculated using the specified force field followed by 
integrating the equations of motions to obtain the updated positions and velocities. This 
updated information is used in the next step. This loop is repeated until the desired total 
time of simulation is reach.  
 
Figure 2.1: The flow chart of basic MD simulation strategy. 
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Choosing the correct time step is an important factor in performing MD 
simulations. Smaller time steps are usually more accurate but very costly 
computationally. Larger time steps can lead to instabilities and simulation crashes due to 
the larger error generated in the integration. Here, we used velocity-Verlet algorithm as 
this integration algorithm is more stable than the Verlet algorithm.1 
2.3: Force Fields 
The representation of the system by describing the interactions between particles 
is crucial for any simulation.  In this study the Optimized Potentials for Liquid 
Simulations - All Atoms (OPLS-AA)16, 17 and Chemistry at Harvard Macromolecular 
Mechanics 36 (Charmm36)18, 19 force fields are used. Atomistic representation of these 
force fields describes two groups of interactions. The first group describes the bonded 
interactions acting on chemically linked atoms separated by up to n bonds (usually n = 3). 
The second group describes the non-bonded interactions between pair of atoms, which 
belong to the same molecule or different molecules.  
     (2.8)  
Bonded interactions contains bond stretching , bond angle and dihedral 
angle interactions ,  
    (2.9)  
The bond interaction between two covalently bound atoms i and j can be described by a 
harmonic potential 
     (2.10)  
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Where kb is the force constant and r0 is the equilibrium bond length. The bond-angle 
potential describes the interaction between three atoms i, j, k, which are connected by two 
consecutive bonds using a harmonic potential of the form 
    (2.11)  
 Here angle between vectors rij and rjk is given by θijk while θ0 is the equilibrium angle 
value. The torsions around the bonds are described by proper dihedral angles which 
consists of four atoms i, j, k, l, linked by three consecutive bonds. ϕ is the angle between 
planes ijk and jkl. The dihedral potential is given by  
     (2.12) 
where, ϕ is the dihedral angle.   
The non-bonded interactions are represented by combination of a standard 12-6 
Lennard-Jones (LJ) interactions and long-ranged Coulombic interactions1, 15 
 
    (2.13)  
where rij is the distance between atoms i and j. The strength of interactions between two 
non-bonded particles is described by LJ energy . σij is the LJ diameter at which inter 
particle potential between the two interacting particles becomes zero. ε and σ are specific 
for each different type of particle.1, 13 For different species εij and σij are obtained by 
geometric mixing rules, where 1/2 and 1/2. The electrostatic 
contribution of the non-bonded interactions between partial charges or charges on atoms 
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is represented by Coulombic potential. In Equation 2.13, qi, qj are the charges of 
interacting particles, and  is the permittivity of the free space.  
The LJ potential between two particles consists of a sum of a short ranged 
repulsive term (1/rij
12) and a long ranged attractive (1/rij
6) term. As shown in Figure 2.2, 
at distances below rm the repulsive forces dominate due to the overlapping of atomic 
electron densities. Interaction potential between the two particles reach its minimum at a 
distance rm and at distances larger than rm, the attractive forces dominate because of 
induced dipole interactions between the atoms.  
  
Figure 2.2: Lennard-Jones potential.  
 
While the value 12 in the exponent of the repulsive contribution to ULJ(r), does 
not have a special significance, the value of 6 in the exponent of the attractive term arises 
from the London dispersion forces. Usually non-bonded interactions between two atoms 
are calculated for distances less than a pre-defined distance, known as the cutoff distance 
(rc) which is usually 10-16 Å for atomistic simulations to reduce computational cost. All 
the LJ interactions within rc are computed and the LJ interactions beyond rc is ignored. 
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The long-range particle−particle particle-mesh algorithm (PPPM)20 is used to treat the 
Coulomb interactions 
2.4 Coarse Grained Model and Methodology 
 
The coarse grained potentials for polyethylene (PE) were derived by Salerno et 
al.21, 22 from an all atom MD simulation of a melt containing 345 chains of C96H294 at 500 
K. The simulation pressure and density was kept at ∼30 atm and 0.72 g/cm3 
respectively.21, 22 The atomistic simulations are carried out using OPLS-AA16, 17 potentials 
with modified dihedral coefficients. The static and dynamic characteristics of long 
alkanes are better reproduced by this modified OPLS-AA compared to original OPLS-
AA parameters. In the atomistic simulation, the nonbonded potential is 
given by the sum of LJ and Coulomb interactions as discussed above, while for the CG 
model,  is a short-ranged, tabulated potential cutoff at rc = 1 nm. For the CG 
model four carbon atoms are combined to form one pseudo atom or CG bead.  
The angle and bond potentials for CG simulations are derived from all atom MD 
simulations in a single Boltzmann inversion (BI) step.8, 21, 22 The bond potential is given 
by  
(2.14) 
where the distribution of bond lengths and l is the bond length for CG beads. 
Similarly, the angle potential is given by,  
(2.15) 
where, θ represents the angle between CG beads bead triplets. The nonbonded potentials 
 for CG simulations are derived by a multi-step iterative Boltzmann inversion (IBI) 
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process using the radial distribution function (RDF) g(r) as the target function  
(2.16) 
The consecutive next nonbonded potential  is then obtained iteratively, using 
previous potential  the reference g(r) and  is calculated from a CG simulation as 
shown below 
 
(2.17) 
 
These iterations are continued until   generated from the CG simulations match with 
the targeted g(r). Here,  reflects how quickly the updates change the non-bonded 
potential and i is the iteration number.21, 22 
Once all these potentials were derived, CG simulations were carried out at 
constant volume. In these simulations, temperature is maintained by the Langevin 
thermostat with a damping time constant of 20 ps The time step is set at 20 fs. 21, 22 
Coarse graining results in reducing the number of degrees of freedom in a system, which 
creates a much smoother free-energy landscape in comparison to fully atomistic 
simulations. This results in enhanced mobility of the chains in the CG models compared 
to the chains in atomistic simulations. To address that phenomena current CG model is 
scaled by a dynamic scaling factor α = 6.2. 21, 22 
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CHAPTER THREE 
Conformation of Ionizable Poly Para Phenylene Ethynylene in Dilute 
Solutions 
 
Abstract 
 
The conformation of dinonyl poly para phenylene ethynylenes (PPEs) with 
carboxylate side chains, equilibrated in solvents of different quality have been studied 
using molecular dynamics simulations. PPEs are of interest because of their tunable 
electro-optical properties, chemical diversity, and functionality which are essential in 
wide range of applications. The polymer conformation determines the conjugation length 
and their assembly mode and affects electro-optical properties which are critical in 
current and potential uses. This study investigates the effect of carboxylate fraction (f) on 
PPEs side chains on the conformation of chains in the dilute limit, in solvents of different 
quality. The dinonyl PPE chains are modeled atomistically, where the solvents are 
modeled both implicitly and explicitly. Dinonyl PPEs maintained a stretched-out 
conformation up to a f = 0.7 in all solvents studied. The nonyl side chains are extended 
and oriented away from the PPE backbone in toluene and in implicit good solvent, 
whereas in water and implicit poor solvent, the nonyl side chains are collapsed toward the 
PPE backbone. Rotation around the aromatic ring is fast and no long -range correlations 
are seen within the backbone. 
  
 
 
 24 
Introduction 
Luminescent polymers which contain conjugated regions are known to provide 
structurally controllable properties such as conductivity, π electron polarization, light 
absorption and emission.1 These properties are useful in technologies such as light 
emitting diodes2 and photovoltaic devices.3 These polymers tend to be poorly soluble1, 4 
which narrows their potential applications. One option to overcome these limitations is 
introducing ionizable sites on luminescent polymers.1, 4 Conformation of luminescent 
polymers decorated by ionizable groups is controlled by competition between the rigidity 
of the backbone and long range electrostatic interactions. The backbone is conjugated or 
can become conjugated upon conformational changes and is often rigid compared to 
aliphatic chains. The ionic side chains provide the chemical diversity, sensitivity and 
functionality essential for chemo and bio sensor applications5, 6 while the ionic groups 
serve as anchoring for bio-conjugation.7  
Electro-optical properties of luminescent polymers highly depend on the 
conformation of the polymer chains.2 Conformation of luminescent polymers in solutions 
depend on the stiffness of the polymer backbone, strength of interactions between the 
segments within a chain and the polymer solvent interactions.2,3 Therefore it is important 
to understand the factors that affect the local arrangement of luminescent polymers in 
solvents of different qualities in order to optimize their conformation for potential 
applications.4 Here we report molecular dynamics (MD) simulations of carboxylate 
substituted dinonyl poly para phenylene ethynylene (PPE) in solvents of different quality. 
The carboxylate functional groups present in PPE side chains gives the ability to fine-
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tune the polymer charge and hydrophobicity. Furthermore, these groups provide possible 
sites for conjugation and bio sensing. When these carboxylates substituted PPE chains are 
in different solvents, the interactions between these carboxylate groups and solvent affect 
the local rearrangement of the polymer, hence the electro-optical properties.2,4 
MD simulations of carboxylate substituted PPE single chains in solvents of 
different quality reveal microscopic details about interactions between the segments 
within the chain and the specific polymer solvent interactions. This provides new insights 
into probing the conformation of dissolved polymer chains in these solvents which is 
important in determining their optical properties and association mode.5,8 
PPE consists of alternating single and triple bonds in conjunction with aromatic 
rings as shown in Figure 3.1. The single bonds along the backbone allow the aromatic 
rings to freely rotate along the long axis of the molecule.4 When the aromatic rings are 
confined into one plane, PPE becomes highly conjugated and shows characteristic 
emission and absorption properties, and conductivity upon doping. Association of these 
macromolecules is strongly controlled by their conformation. Perahia el al.8 has shown 
that dinonyl PPE in toluene, at high temperatures and low concentrations form a 
molecular solution with relatively extended chains, while at lower temperatures and 
higher concentrations it assembles into aggregates that eventually form a gel. The effect 
of molecular parameters such as polymer molecular weight and the length of the side 
chains on PPE conformation in different solvents were studied by Maskey et al.9 They 
reported that PPE molecules assume extended configuration independent of solvent 
quality or the nature of the side chains. The relationship between the conjugated polymer 
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conformation and their optical properties such as absorption and emission has been 
studied by numerous research works, both in solution and in thin films and shown that the 
chemical structure determines the configuration. Kim and Swager have studied the 
optoelectronic properties of PPEs and showed that the emissive properties depend on the 
chemical nature, conjugation length, conformation, and inter polymer packing.10 
Incorporation of ionizable groups into conjugated polymers introduces a configuration 
control factor that impacts their conformation and their optical properties.11  
This study focusses on dilute PPE molecular solutions and, as the first step of 
understanding the conformation of conjugated polymers with ionizable groups, we 
specifically resolve the conformation of dinonyl PPE and carboxylate substituted dinonyl 
PPE chains as a function of carboxylate fraction f and solvent quality in four different 
solvents using fully atomistic molecular dynamics simulations. We simulated the PPE 
chains in toluene which is a good solvent for both the PPE backbone and nonyl side 
chains and water which is a poor solvent for the PPE backbone and nonyl side chains. For 
comparison, we also simulated the PPE in an implicit good and an implicit poor solvent 
with different values for the dielectric constant ε. 
The chemical structure PPE used in current study is shown in Figure 3.1. Here we 
set the number of monomers n = 120 and R is C8H16. X is either a methyl CH3 group or 
sodium carboxylate COO+ group with Na+ counterion. The f is controlled by randomly 
replacing the CH3 end group by COO
- on one of the two side chains. f = 0 corresponds to 
X = CH3 for all side chains, whereas f = 1.0 corresponds to each monomer containing 
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one CH3 and one COO
-group. Here we have studied PPE chains with carboxylate 
fractions f = 0 to 1.0. 
 
Figure 3.1. Chemical structure of dialkyl poly para phenyl ethylene (PPE), where in this 
study R is C8H16 and X can be either CH3 or COO
-Na+. 
In this study we focus on the conformation of single PPE chains with different f in 
solvents which have different affinities for the backbone and the side chains. We found 
that conformation of the side chains is affected by the solvent quality; however single 
PPE chains with f ≤ 0.7 remain fully extended in all of the solvents studied.  
This paper is organized in following manner: Sec. II describes the simulation 
model and methodology, Sec. III describes the statics results followed by the dynamics 
results for PPE chains in each solvent and Sec. IV contains the summary and conclusions 
of the current study. 
Simulation Model and Method 
PPE chains and solvent molecules were modeled using the optimized potentials 
for liquid simulations-all atoms (OPLSAA) 12,13 potential. The OPLS-AA potential is 
given by sum of bonded and nonbonded ( nbU ) potentials. The bonded potential consists 
of intermolecular bond, angle and dihedral interactions. The nonbonded interaction nbU  
between the atoms on different molecules or between the atoms separated by more than 
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four bonds within the same molecule is given by sum of the standard 12-6 Lennard Jones 
(LJ) interaction and electrostatic interaction. 
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where 
ij  is the LJ energy and ij  is the LJ distance for atom i and j, which have charge 
iq and jq respectively. The LJ energy ij  between atom i and j is given by Berthelot rule 
( ) 2/1jiij  = , whereas ij  is given by Good-Hope’s geometric mixing rule 
( ) 2/1jiij  = . ε is the dielectric constant. Nonbonded interactions are included between 
all atom pairs of different molecules and all pairs on the same molecule separated by 
three or more bonds, though the interaction is reduced by a factor of 1/2 for atoms 
separated by three bonds. All LJ interactions are cutoff at a radius of 1.2 nm. All 
electrostatic interactions closer than 1.2 nm are calculated in real space and those which 
are outside this range are calculated in reciprocal Fourier space using the particle–particle 
particle–mesh algorithm (PPPM)14 with a precision of 10-4. 
The PPE molecules and water and toluene samples were made separately using 
the polymer builder and amorphous cell modules in Accelrys Materials Studio. Since the 
OPLS potential is not available in Material Studio, the conformation of each PPE 
molecule was initially minimized using Polymer Consistent Force Field (pcff). An in-
house conversion code was used to convert the potential parameters to OPLS and modify 
the Materials studio data files into a form readable by the LAMMPS classical MD 
package which was used for all simulations. Newton’s equations of motions were 
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integrated using the velocity-Verlet algorithm with a time step 1= fs. A Langevin 
thermostat with a 100-fs damping constant was used to regulate the system temperature, 
which was 300 K for all simulations.  
Here we study carboxylate fractions f = 0, 0.1, 0.2 0.4, 0.7, 0.9 and 1.0. To 
maintain charge neutrally of the system Na+ ions were added as the counterion. 
Simulations for implicit solvents were carried out in a large cubic cell which is much 
larger than the long PPE chain. For simulations in an explicit solvent, equilibrated 
samples of 105815 toluene molecules and 364812 water molecules were merged with a 
single PPE molecule to form a solution. For the explicit solvent simulations, the final 
simulation cell is 75.0  17.9  17.9 nm3 for toluene and 76.3  17.3  17.3 nm3 for 
water after merging the PPE chains with solvent and equilibrating for 2 ns to equilibrate 
the pressure ~ 1 atm. The PPE chain is initially along the long axis of the cell. After 
which the simulations were run at constant volume. For the implicit solvent simulations, 
the cell was 120  100  100 nm3. 
Overlapping atoms which resulted from merging the PPE molecule and bulk 
toluene and water samples were removed by running for a few thousand steps with the fix 
NVE/limit routine built into the LAMMPS package. The systems were then run at 
constant pressure with P= 0 for 1 ns before long runs were made at constant volume. All 
systems were run until no further changes were observed in the end-toend distance R0 and 
radius of gyration Rg. Total length of the simulations varied from 60 to 300 ns, which are 
much longer than the decay time of the end-to-end distance autocorrelation function 
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which was ~ 1.7 ns for all systems. The PPE chains were first ran in implicit good and 
poor solvents before they were merged with toluene and water. 
In addition to modeling, the PPE chain in toluene and water, we also simulated 
the chains in implicit solvents. The relative importance of the polymer–polymer 
interaction, and hence, the effective solvent quality can be controlled without explicitly 
introducing solvent molecules15 by adjusting the strength of the LJ interactions and 
varying the temperature. In one, all the interactions between atoms on the PPE chain were 
the same as in Equation 3.1 with rc = 1.2 nm. For T=300 K this corresponds to a poor 
solvent for both the backbone and side chains.9 To model a good solvent for both the 
backbone and side chains, all the LJ interactions in Equation 3.1 were truncated at the 
potential minimum (rc = 2
1/6 σij). In this case, the interactions are close to that of hard 
spheres and the system is nearly athermal. 
In most of the studies we simulated one representation for each ionization fraction 
f. However, in order to study the effect of different realizations on the chain 
conformation, we built four PPE chains for f = 0.4 with different random placement of 
carboxylate groups along the PPE chains (realizations) in an implicit poor solvent with ε 
= 77.3. The difference between the largest and smallest <Rg
2>1/2 and end-to-end distances 
for the four chains are within 2 %. This shows that chain conformation does not 
significantly depend upon the particular realization of the carboxylate end group 
placement along the chains.  
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Figure 3.2: Sample images of PPE chains with f =0 and 0.4 equilibrated in water and 
toluene. Water and toluene molecules are not shown for clarity. 
Results 
Statics 
The conformation of the PPE molecule with f =0 and 0.4 in toluene and water is 
shown in Figure 3.2. These snapshots show that PPE chains remain extended regardless 
of f and the solvent quality. These results are in agreement with previous simulations of 
Maskey et al.9 and small angle neutron scattering experiments by Perahiaet al.8 who 
found that PPEs with f = 0 are extended in toluene for dilute solutions. The effects of f on 
overall chain conformation were studied by measuring the average radius of gyration of 
equilibrated chains in different solvents. The mean square radius of gyration <Rg2>1/2 is 
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shown in Figure 3.3 as a function of carboxylate fraction in water, toluene, an implicit 
poor solvent with ε = 77.3, and an implicit good solvent with ε = 1.0. 
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Figure 3.3: Mean square radius of gyration <Rg
2>1/2 as a function of f for PPE chains in 
indicated solvent. 
In toluene and implicit good solvent, PPE chains with different f are more 
extended compared to water and an implicit poor solvent with ε = 77.3. The chains in the 
implicit good solvent being the most extended as the implicit good solvent is essentially 
athermal and hence a better solvent than toluene. Addition of carboxylate groups leads to 
less extended backbone and decreased end-to-end distance and radius of gyration for all 
four solvents. Increasing the f from 0.0 to 0.4 leads to decrease in <Rg
2>1/2 by 16% – 21% 
in toluene and water, respectively. 
The effect of solvent quality on the conformation of the side chains is shown in 
Figure 3.4 for f = 0 and 0.4. In toluene and in implicit good solvent, the chains are 
extended and separated from each other and splay away from the backbone, while in 
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water and implicit poor solvent, the side chains collapse onto the backbone for all values 
of f. The implicit poor solvent with ε = 77.3 maintains the same trend for <Rg2 >1/2 as 
water. 
 
Figure 3.4: Snapshots of PPE chains with f = 0 and 0.4 at 300K in indicated solvent. 
The correlation between the aromatic rings is one of the most significant 
conformational parameters to the overall electro-optical properties of PPEs as it 
determines the conjugation length of the backbone. The correlation of the aromatic rings 
within the PPE backbone was obtained using the orientation order parameter 
      1cos3
2
1 2 −=P  
Where Pθ corresponds to the average alignment of aromatic rings with a particular spatial 
direction, and θ is the measure of deviation perpendicular to the interface for two 
aromatic rings which are separated along the backbone by a degree of polymerization ∆n. 
Pθ has a range of [−1/2, 1]. A positive value for Pθ corresponds to a parallel alignment of 
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the aromatic rings whereas a negative value indicates a perpendicular alignment. For 
fully parallel aromatic rings within the backbone Pθ = 1 and for completely random 
orientation of no correlation, Pθ = 0. An example of Pθ versus ∆n for f = 0.4 PPE chain in 
water and in toluene is shown in Figure 3.5.  
 
Figure 3.5: Order parameter P

 as a function of ∆n for phenyl rings with f = 0.4 in water 
and toluene at 300K. 
For a single molecule, no correlations are observed between the orientation of the 
aromatic rings beyond the error in the estimate of Pθ except possibly for nearest neighbor 
ring in any of the solvents studied. This result is in agreement with that of Maskey et al.9 
for f = 0. 
The effect of high carboxylation of nonyl side chains of PPEs on conformation 
was also studied in implicit solvents. For f =1.0, PPE chain collapses in an implicit poor 
solvent with ε =1.0 unlike the chains with lower f (f = 0.4 and 0.7) as shown in Figure 
3.6(a). However, in implicit poor solvent with ε = 77.3, which mimics water, the chain 
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remained extended for all value of f. Figure 3.6(b) shows snapshots for f =1.0 at different 
times. The strong interactions between the side chains results in the collapsed structure 
shown in Figure 3.6(b). After 300 ns, the chain has collapsed into an aspherical globule 
with the ratio of the largest to smallest eigenvalue of the moment of inertia tensor ~ 2. 
However, there is no reason to expect that the chain will not continue to collapse, albeit 
quite slowly.  
 
Figure 3.6: (a) <Rg
2>1/2 for PPE chains with indicated f in implicit poor solvent with ɛ = 
1.0 at 300K. (b) f = 1.0 PPE chain in an implicit poor solvent with ɛ = 1.0 after 50, 100, 
150 and 300 ns at 300K. 
To compare the structure of PPE chains in each solvent system with experimental 
data,8 we measured the static structure factor S(q) of equilibrated chains in each solvent 
system. It is shown by small angle neutron scattering8 that PPEs in toluene remain 
extended within their entire molecular weight solubility range. The static structure factor 
S(q) was calculated as a function of q for PPE chains with f = 0.0 – 0.4 in water and 
toluene. The structure factor is determined from 
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Where, N is the number of atoms in the chain and the scattering lengths are bH = 
−3.7406 × 10−15 m for hydrogen and bC = 6.6511 × 10−15 m for carbon and 5.803 × 10−15 
m for oxygen.16 Results for S(q) were averaged over 10000 configurations and 500 
different random q vectors for each q value. S(q) for f = 0 and 0.4 are shown in Figure 
3.7. 
 
Figure 3.7.  S(q) as a function of q for PPE chains with f = 0 and 0.40 in water, toluene 
(a) entire chain and (b) backbone. 
Figure 3.7(a) exhibit a characteristic power law regime q−a for intermediate values 
of q and additional broad peaks at higher q values which are signatures of the side chains. 
For f = 0 and 0.4 chin in toluene a = 1.1 ± 0.1, for f = 0 and 0.4 chains in water a = 1.3 ± 
0.1. For a fully stretched rigid rod a = 1. With extended chains, a ~ 1 is a result of local 
dynamics that originates from the rotational freedom of the single-triple bonds along the 
polymer backbone. Resolving the exponent coupled with Rg and the visualization of the 
molecules provide an insight into the structure of a fully extended molecule. At 
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intermediate q values, a broad peak centered on 0.39Å−1 corresponding to fully stretched 
side chains. The signature peak centered on 3.7 Å−1 is characteristic of the C-C bond 
length. Even though the side chains assume different configuration depending on the 
quality of the solvent, the backbone remains extended and maintains a rigid rod behavior 
a = 1.1 ± 0.1 as shown in Figure 3.7(b). 
Dynamics 
The dynamic processes of the polymer chains with f = 0 and 0.4 in toluene and 
water was studied by calculating the dynamic structure factor S(q,t)/S(q,0), shown in 
Figure 3.8 (a) and (b). Depending on the q range the dynamic structure factor reflects the 
diffusion of the entire polymer molecule and internal motions. Here we have selected 
three different q values 0.23, 0.41, and 0.92 Å-1 which represents dimensions of 27.3, 
15.3, and 6.8 Å respectively. As clearly seen from Figure 3.8(a) and (b), the relaxation 
rate is different for different lengths scales. This in agreement with the MD simulations 
of Maskey et al.9 for ethylhexyl and dinonyl substituted PPEs for n = 60 in toluene. 
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Figure 3.8:  S(q,t)/S(q,0) as a function of time for f = 0 and f=0.4 PPE chains at 
indicated q values in (a) toluene and in (b) water. (c)  (closed) and  (open) as a 
function of q. The values of  are multiplied by a factor of 10. q is in units of A-1. 
The results of S(q,t) have been analyzed to extract effective diffusion coefficients 
by fitting to a sum of two exponentials, .The 
values for the effective diffusion constants  and  ( <  by definition) are shown in 
Figure 3.8(c). As seen from Figure 3.8 (a) and (b), PPE chains in toluene and water 
follow a similar decay pattern with slightly different relaxation times. In toluene, adding 
the ionizable groups has little effect on the relaxation of the chain on all length scales. 
However, for water, the relaxation is faster for all q for f = 0.4 compared to f = 0. This 
might be due to the difference in side chain orientation in toluene and water as explained 
previously. In water, side chains orient toward the backbone resulting in lower 
conformational energy for the rotation along the rigid PPE backbone. 
 
We also measured the autocorrelation function <N(t).N(0)> where N(t) is the 
normal to the plane of the aromatic ring. As shown in Figure 3.9, for the f =0 and 0.4 PPE 
chains in water and in toluene, it takes only about 3 ns in both water and toluene for the 
aromatic rings to rotate and become uncorrelated. This also confirms that aromatic rings 
are uncorrelated along the backbone. 
 39 
 
Figure 3.9: Autocorrelation function for aromatic rings in PPE backbone for f = 0 
(solid) and f = 0.4 (open) In water (triangles) and toluene (squares). 
Conclusions 
The conformation of single chains of dinonyl PPEs with different f has been 
studied in water, toluene, and in poor and good solvents. The chains were found to be 
fully extended up to a carboxylate fraction f = 0.7, independent of solvent quality. PPE 
chains with a f >0.7 found to be collapsed, forming ionic clusters only in a poor solvent 
with a very low dielectric screening ε = 1.0. The side chains are dispersed and extended 
away from the backbone in toluene and in the good solvent, whereas in water, the side 
chains tend to collapse toward the backbone. The average radius of gyration of PPE 
chains were slightly larger in toluene and in implicit good solvents compared to water 
and implicit poor solvent with ε = 77.3 which mimics water. There were no correlations 
between the aromatic rings with in the PPE back bone for PPE chains in all solvents 
studied.  
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In the intermediate q range, S(q) scales with q-a where a, ranges from 1.1 to 1.3, which is 
consistent with extended chains, though they are not fully rigid. At intermediate q, 
characteristic peaks of side chains depend on the length of the side chains and confirms 
that side chains in toluene are slightly more extended than in water. S(q,t) revealed that 
on the time scale of the simulation internal dynamics persist, and they are governed by 
the side chain dynamics. This study elucidates conformation of a single PPE chains with 
different carboxylate fractions in solvents of different quality. It has shown PPE chains 
stay extended up to a certain carboxylate fraction in all solvents studied. Though the 
molecules are extended, local dynamics is retained, and governed by the length of the 
side chains which are affected by the carboxylate fraction and solvent quality. Future 
studies involve exploration of PPE polydots17 which are formed by confining these 
extended chains with different carboxylate fractions in to nano dimensions. 
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CHAPTER FOUR 
Luminescent Tunable Polydots: Charge Effects in Confined Geometry 
Abstract 
Long-lived soft nanoparticles, formed by conjugated polymers constitute a new 
class of far-from-equilibrium responsive structures for nano-medicine. Tethering 
ionizable groups to the polymers enables functionality. However concurrently, the ionic 
groups perturb the delicate balance of interactions that governs these particles. Using 
fully atomistic molecular dynamics simulations, this study probed the effects of charged 
groups tethered to poly-phenylene ethynylene substituted by alkyl groups on the polymer 
conformation and dynamics in confined geometry. We find that the ionizable groups 
affect the entire shape of the polydots and impact the conformation and dynamics of the 
polymer. 
 Introduction 
Ionizable luminescent polymers confined into soft nanoparticles (NPs) or 
polydots have an immense potential for nano-medical diagnostics and therapeutics.1, 2  
Their soft nature together with their highly emissive characteristics and potential 
biocompatibility provide an edge over commonly used luminescent particles for bio 
applications.1 These soft NPs emit light at λ ~ 650-1000 nm, a wavelength range that is 
hardly absorbed or dispersed by biological membranes.1 The emissive characteristics of 
these polydots result from a large number of uncorrelated chromophores confined into 
nano dimensions where their potential tunability arises from inherent metastable state of 
confined rigid polymers which are not supported by any crosslinking.1, 3, 4 As observed 
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experimentally, the polymers remain in their confined nano sate for extended times 
(years) though their most stable conformation in solutions is extended.5, 6 Their 
photophysics is significantly different from spontaneously formed aggregates.4, 7, 8  
Understanding the delicate balance of interactions that control their shape by the presence 
of ionic groups will enable a transition from an idea to a functional NP. The optimal 
structure and dynamics of polydots are highly application dependent.9 However there are 
several common desired features including dimensions compatible in size of membranes, 
ensuring incorporation in living organisms with as little as possible disruption; ability to 
control the stability and response to changing environment; and the ability to modify the 
chemistries of their interface. The current work focuses on a fundamental understanding 
of the effects of ionizable groups substituting the polymer, that enable tethering of 
different functionalities, using molecular dynamics (MD) simulations to study the 
structure and dynamics of confined conjugated polymers. Resolving the effects of the 
ionizable groups is one critical step on the path to polydots potential uses, particularly 
since they introduce interactions that could propagate across the dimensions of these NPs, 
affecting the energy landscape that control their stability and dynamics. 
The tunability of polydots stems from conformational dynamics in confined 
geometry coupled with the nature of the groups that substitute the macromolecules. The 
effects of the conformation of the backbone have been recently demonstrated by quantum 
calculations on short linear segments of dinonyl poly para phenylene ethynylene (PPE) in 
solution on the photophysics of the polymer.10 A first molecular glimpse into the 
fascinating structures formed by confined highly rigid polymers, both as polydots and 
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grafted to nanoparticles was recently obtained computationally by Maskey et al.5, 11, 12 
These studies showed that the chromophores within polydots with non-polar substituents 
are not correlated, which rationalize the high luminescence observed experimentally for 
polydots.4, 7 Further they have shown that the autocorrelation time for rotation of the 
aromatic rings are of the order of microseconds; an order of magnitude of migration of 
dark spots within polydots, observed by spectroscopy.4 
Tethering ionic groups to the polymers enable controlling the interactions within 
the polydot, and offer a means to co-confine additional molecules; particularly cargo for 
targeted drug delivery.13-16 However ionic groups add long range interactions that may 
extend across the entire particle affecting the balance of interactions within this long 
lived nanoparticle.1, 3 Here, for the first time we study the effect of carboxylate 
functionalities on the internal structure and conformation of computationally prepared 
polydots made of dinonyl PPE using MD simulations. Ionizable groups are incorporated 
by terminating a fraction of the alkyl chain substituents with carboxylates. MD 
simulations were able to provide insightful details at the molecular level which are not 
directly accessible experimentally. We find that the presence of ionizable functionalities 
impact both the shape and internal dynamics of the polydots, two parameters that are 
critical for the photophysics of these soft nanoparticles. 17 
PPEs18 are highly rigid luminescent polymers whose backbone consists of 
aromatic rings bridged by alternating single and triple bonds with aromatic rings. In 
contrast to flexible and semi-flexible co-polymers that collapse as the solvent quality is 
reduced, PPEs assume a highly extended conformation, in good19, 20, 21 and poor solvents, 
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with their persistence length much larger than the molecular dimensions.21, 22 Confined 
into a polydot forces a far-from-equilibrium conformation of the polymer backbone. 
Specifically, PPEs with n = 120 monomers substituted by either a (CH2)8CH3 alkyl chain 
or its equivalent carboxylate (CH2)8COO
- were studied. The carboxylation fraction f is 
controlled by randomly replacing the CH3 end group by COO
- on one of the two side 
chains. f = 0 corresponds to the case in which all side chains are methyl terminated while 
f = 0.7 corresponds to the case in which 70% of aromatic rings have one side chain 
carboxylate terminated. Charge neutrality is maintained by introducing one Na+ counter 
ion for each COO- group. 
Polydot Preparation and Simulation Model 
Experimentally, the polydots are obtained by nano-precipitation where the 
polymers are trapped into droplets of good solvents and collapse into a NP as the solvent 
evaporates. 7, 23 Polydots were computationally made following the procedure described 
by Maskey et al.5, 11 The experimental process is modeled by encapsulating a PPE chain 
within a spherical cavity where the polymer interacts with its walls of the cavity with a 
purely repulsive, harmonic potential. Evaporation of the good solvent is mimicked by 
decreasing the size of the confining cavity. As the radius of the cavity is reduced the 
polymer is confined. Once the melt density of the polymer reaches its bulk value, the 
spherical cavity is removed and the polydot is allowed to relax in water. 
To make the polydots, first an isolated PPE chain is first equilibrated in 
tetrahydrofuran (THF) consisting of 90423 solvent molecules and then compressed in this 
solvent to form polydots. These polydots of diameter of 5.0 nm and densities comparable 
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to that of the polymer melts were subsequently transferred to water. The PPEs chains and 
solvents were modeled fully atomistically using optimized potentials for liquid 
simulations-all atoms (OPLS-AA).24, 25 All simulations were performed using the large-
scale atomic/molecular massively parallel simulator (LAMMPS)26 molecular dynamics 
code.  
To model the polydots in water, a system of 121,604 water molecules was 
equilibrated with a spherical cavity in the center of the simulation cell, which is large 
enough to insert a polydot. The polydot was then placed in the center of the cavity and 
the system was run at constant pressure of P = 1 atm for 8 ns. The final volume of the 
simulation cell is 15.0 x 15.0 x 15.0 nm3. For all simulations, the system temperature was 
regulated at 300K using a Langevin thermostat with a 100 fs damping constant. Each 
system was then run at constant volume for 150 to 200 ns. PPE molecules remain 
confined throughout this run time. 
Results   
The effect of f on the shape of the polydot and the internal structure will be first 
discussed followed by insight into the impact on dynamics. Polydots images with 
increasing f are shown in Figure 4.1 and their preparation is outlined in Figure 4S1. At 
first glance, regardless of carboxylate fraction the polydots remain in their collapsed 
state. With increasing carboxylation fraction, however, the polydots become more 
elongated. A close look at the backbone shows small carboxylate clusters that form 
physical crosslinks resulting in conformational effects that impact the polydot shape.  
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Figure 4.1: Polydots at the indicated carboxylate fraction in water at 80ns. The top panel 
corresponds to the entire polydot and the bottom depicts the backbone and the 
carboxylate groups. Black corresponds to carbon atoms in backbone, hydrogen and 
carbon atoms on side chains are shown in white and cyan respectively. Carboxylate 
carbon is represented in pink and oxygen is represented in red. Na+ counterions are 
yellow. 
The impact of the carboxylate groups was quantified through calculating the three 
eigenvalues (λ1 < λ2 < λ3) of the of inertia tensor, and average root mean square radius of 
gyration <Rg
2>1/2. Following the moment of inertia is of particular significance for 
objects with rough interfaces where simple geometrical ratios often exhibit large error 
bars. Results for the eigenvalues for polydots with different f are summarized in Table 
4S1. The rations of λ3/λ1 and λ2/λ1 provide a measure of divergence from sphericity 
where for a fully spherical object these ratios are equal to 1. For f = 0 polydots, λ3/λ1 = 
1.4 and λ2/λ1 = 1.3. With increasing f to 0.7, λ3/λ1 = 1.8 and λ2/λ1 = 1.7, an increase of 
about 28%, showing that increasing f results in increasing asphericity of the polydots. 
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Concurrently, < Rg
2>1/2 increases from 22.9Å to 26.7Å as f increases from 0 to 0.7. The a-
sphericity is rather surprising. The correlation between the between the presence of the 
ionizable groups and the shape of the polydot will be further discussed as the charge is 
tuned. 
The effect f on internal structure of the polydot and the distribution of the charged 
groups was probed through calculating the total average radial mass density ρ(r) and that 
of the carboxylates ρCOO-(r). The densities as a function of distance from the center of 
mass of the polydot are averaged over 80 ns after the polydots have relaxes in water and 
the results are presented in Figure 4.2. 
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Figure 4.2: (a) Radial mass density ρ(r) for the entire polydot and the polymer backbone 
in water for different f. (b) Radial mass density for COO- and water. 
The polydots exhibit uniform dense cores and falls off over a range of ~1 nm 
independent of f, with water hardly penetrating into the NP as shown in Figure 4.2(a). 
The differences between the backbone and the entire polydot show that the interface of 
the polydot is dominated by the side chains as is observed from the comparison of the 
backbone density with that of the entire polydot. The density profiles however are 
calculated through spherical averaging, resulting in an apparent increase in interfacial 
width with increasing f. This width however corresponds to the inherent broadening of 
the interface of the polydots coupled with the effect of the elongation. The overall width 
was modeled with an error function , where Δ is the interfacial width. Δ 
increases from 0.29 nm for f = 0 to 0.36 nm for f = 0.7. Results for each f are given in 
Table 4S2. For all f > 0 the majority of the carboxylates reside at the interface with the 
water as shown in Figure 4.2(b). For f = 0.4, for example 39 of 48 carboxylate groups 
reside at the interface. All Na+ counterions within the polydots are condensed, while 
about the half of those at the interface are condensed. The rest of the carboxylates are 
hydrated. 
 The distribution and clustering of the carboxylate groups distinguished charged 
polydots from neutral ones. The evolution of the carboxylate groups inside the polydot is 
studied by calculating the radial mass density of the polydot, water and carboxylate as a 
function of time from the introduction of the NPs into water. Results obtained for f = 0.4 
polydots are shown in Figure 4.3(a) and visual representative images are shown in Figure 
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4.3(b). The sharp interface between the polydot and water quickly broadens as the 
polymer relaxes. The signature of the carboxylate groups shifts towards the interface with 
increasing time. The migration of the charged groups towards the interface is rationalized 
in terms of affinity of the carboxylates to the water couple with electrostatic effects. 
 
Figure: 4.3 (a): Radial mass density ρ(r) for the f = 0.4 entire polydot, water 
associated with the polydot and the radial mass density for COO
-
 in polydot at indicated 
times. (b) left panel: All carboxylate groups and ionic clusters formed in f = 0.4 polydots 
at t = 0 and 30 ns. Right panel: Zoomed in images of carboxylate groups and clusters 
circled in left panel. 
A close look at the distribution of the ionic groups show that the carboxylate 
groups that reside within the polydots form small clusters with the Na+ condensed. The 
average number of COO- groups that reside in ionic clusters for polydots with f > 0 in 
water is shown in Table 4S2. Clusters are defined as the number of COO- groups that 
reside within 4 Å of each other and averaged over 20 ns. The calculation is averaged over 
200 configurations. The number of carboxylates per cluster increases with f, for f = 0.1 
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average cluster size records as 0.72 while for f = 0.7 its 2.69, consistent with increasing 
number of available carboxylates. The rest of the carboxylates migrate towards the 
interface. Being tethered to the backbone, some of the ionic groups remain within the 
polydots, driving clustering of about 2 carboxylates, where the anisotropic distribution of 
the carboxylates at the interface may drive some of the asymmetry of the particle.  
The effect of the degree of carboxylation f on the structure of the polydot was 
further probed by calculating the static structure factor  
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Where, q is the momentum transfer, ri and rj are the positions of atoms i and j and 
N is the number of atoms. The scattering lengths bi = −3.7406 × 10−15 m for hydrogen, 
6.6511 × 10−15 m for carbon and 5.803 × 10−15 m for oxygen. The structure of polydots in 
water is visualized computationally from the atomic coordinates. However, the 
correlation between results from simulations and scattering provide one powerful strategy 
to determine detailed structure of these NPs. Results for S(q) were averaged over 1000 
configurations and 500 different q vectors S(q) as a function of q for polydots in water 
with different f is shown in Figure 4.4(a).The static structure function consists of features 
that correspond to internal packing, that change with f, together with atomistic distances. 
S(q) is the form factor of the object, or in other words, a Fourier transform of the actual 
density. At intermediate q values the profiles follow a power law q-α where the exponent 
α in this q range characterizes offers insight regarding the shape of the scattered objects. 
For a spherical particle, the slope is 4, whereas for an elliptical object the slope is 2. With 
increasing f the slope decreases from 3.8 for f = 0 to 3.2 to f = 0.7. 
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Figure 4.4: a) S(q) as a function of q for the indicated carboxylation fractions f. 
The insert shows the slope α for intermediate q. b) Kratky plot of the S(q) presented in 
(a). c) Kratky plot of S(q) for f = 0.7 as a function of time after the charges on the 
carboxylates are reduced tenfold.  The insert corresponds to the slope α for intermediate 
q as a function of time. 
This transformation is consistent with enhanced asphericity, with increasing f was 
shown by eigenvalue analysis. The changes in shape with increasing f are manifested in a 
Kratky plot of the data presented in Figure 4.4(b), where the intermediate q range is 
pronounced. This presentation helps resolve small changes since S(q) is scaled with a that 
of a single chain, leaving only the signature of the polydot at low q values. While the PPE 
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backbone does not assume a Gaussian conformation, and its persistence length is 
significantly larger than that of the polydot, the packing in confinement is well capture by 
a q2 dependence. The full fitting of S(q) for a form factor of spheres for low f and ellipse 
at high f are given in Figure 4S2. The computed S(q) is analyzed using the same 
procedure experimental S(q) are. The fitting results provide the same dimensions as the 
directly calculated S(q). 
The results demonstrate that association of the carboxylates impact the backbone 
conformation resulting in divergence from sphericity. To test this hypothesis, the charges 
on the carboxylates in equilibrated polydots were reduced by a factor of 10 and S(q) was 
followed as a function of time. The results are shown in terms of Kratky plot in Figure 
4.4(c). As the charge is reduced, the divergence from sphericity diminishes, where after 
60 ns the polydot assumes it original conformation. This computational insight shows 
that the charge clustering is sufficiently strong to impact the conformation of the 
backbone and consequently the overall polydot shape. Qualitatively, the symmetry of the 
polydot has been directly correlated with the degree of clustering where the ionic 
multiplets force further confinement of the backbone. The ionic groups impact the 
polydot structure through clustering and thus are expected to affect the dynamics within 
the polydot. The internal dynamics comprises that of the aromatic rings and the 
substituents, which are coupled to the particle scale motion. Here we probed the 
autocorrelation function ⟨N(t)·N(0)⟩ of the motion of the aromatic rings, where N(t) is 
normal to their plane. This function measures directly the correlation of the rotational 
motion of the aromatic rings and is affected by the tethers. Therefore, any constraint of 
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the side chains such as clustering will be reflected in the autocorrelation function. For 
PPE chains in solutions, that assume an extended conformation, the aromatic rings rotate 
and become uncorrelated very quickly, in ~3 ns. However, under confinement of 
extended chains to form polydots the motion of aromatic rings is significantly restricted. 
The autocorrelation function, calculated for the aromatic rings within the polydots and at 
interface with water tethered to alkyl chains and to the carboxylate substituted ones is 
shown in Figure 4.5.  
 
Figure 4.5: Autocorrelation function for aromatic rings with carboxylate groups (open) 
and rings with CH3 groups (solid) in polydots at indicated f, at the outer surface and 
inside the polydot. The lines correspond to KWW fits. 
Independent of the tether, the inner rings relax significantly slower than the rings 
at the interface with the water. Concurrently, the rings that are tethered to carboxylates 
decay slower than those tethered to alkyl chains. These decays correspond to the time 
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scale that it takes to the aromatic rings to rotate and become uncorrelated affecting the 
electronic structure of the polydot. 
A quantitative analysis shows that these relaxation times cannot be describe by a 
single exponential, pointing to a convoluted process which is consistent with multiple 
local environments of the polymer backbone under confinement, as observed in S(q) at 
the high q regime. The decay is however well captured by Kohlrausch −Williams−Watt 
(KWW) 28 function <N(t)·N(0)> = A exp(−t/τ)β, where β is the stretched exponential and 
τ is the characteristic relaxation time. The results are summarized in Table 4S2. The 
values of β are between 0.75-0.78 for each case. The relaxation times τ depend strongly 
on the nature of the groups attached to the aromatic rings as well as their location within 
the polydot. For CH3 terminated rings in the interior of the polydot, τ is significantly 
larger, from 3.93 to 4.36 μs as f increases from 0 to 0.7, compared to rings at the 
interface, where τ increase 1.43 and 1.80 μs. The carboxylate tethered rings remain 
correlated for significant longer times with the τ for the inner ones increasing from 6.04 
µs to 6.26 µs and 2.61 to 2.88 µs for the interfacial ones as f increases from 0.1 to 0.7. 
The exact values of the relaxation times are obtained from extrapolation to region outside 
the measurement time of the simulations and should be viewed as such. However, 
simulations were run until no further evolutions of the dimensions of the polydots were 
observed, making the KWW extrapolation a valid approach. These results clearly 
demonstrate that the aromatic rings are not highly correlated, with a distinctive different 
behavior of the side chains within the polydots and at their periphery as well as between 
rings substituted with CH3 terminated alkyl chains and those terminated by COO
-.  
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The characteristic time for the carboxylate tethered aromatic rings results from trapping 
of the carboxylate into clusters. Only small contribution arises from the overall weigh 
effects.  Small ionic clusters are formed for all the carboxylation fractions studies as 
shown in Figure 4.3, affecting the autocorrelation time. Once ionic clusters are formed, 
they serve as a cage that impacts the dynamics of the non-ionic side chains. The 
autocorrelation time of the aromatic rings tethered to carboxylates increases only slightly 
with increasing f. However, they form confinement points that impact the entire dynamics 
within the polydots. 
Conclusions 
The structure and dynamics of dinonyl PPE chains decorated with ionizable 
groups confined into nano dimensions in water were probed with the aim of resolving the 
effects of the degree of carboxylation. We find that regardless of carboxylate fraction, the 
polydots remain collapsed. The fraction of the ionizable group strongly impacts the 
conformation and dynamics of the polymer and affects the overall shape of the polydot. 
The most notable impact of f is impacting the sphericity of the particle where increasing 
the ionic fraction increases the divergence from sphericity. Following a careful analysis 
of the changes of the static scattering factor coupled with calculations of ionic clustering 
within this nanoparticle, it becomes apparent that the ionic clusters form bridges that 
control the local conformation of the PPE chain and drive asphericity. These effects of 
clustering are particularly surprising since the majority of the carboxylate groups reside at 
the polydot water interface.  
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The dynamics as reflected in the autocorrelation of the aromatic rings is sensitive 
to f and results in average time correlations in the microsecond range. The ionic clusters 
form confinement points where the rest of the chain moves within this framework. While 
significant number of ionic groups reside at the interface of the particle with water, the 
carboxylates in the center of particle constrain the dynamics is similar to that in melts of 
ionomers.  
 This study has demonstrated that through tuning of the charge in confined 
geometry soft small nanoparticles can be tunable, where both their shape and internal 
dynamics can be regulated, impacting the design of NPs with controlled dynamics and 
consequently controlled response. 
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CHAPTER FIVE 
 
Temperature Response of Soft Ionizable Polymer Nanoparticles 
 
Abstract 
 
Temperature response of luminescent ionizable polymers confined into far from 
equilibrium nanoparticles without chemical links, was studied using molecular dynamics 
simulations. These nanoparticles often referred to as polydots, are emerging as a 
promising tool for nano medicine. Incorporating ionizable groups into these polymers 
enable bio functionality, however they also affect the delicate balance of interactions that 
hold these nanoparticles together. Here polydots formed by a model polymer dialkyl p-
phenylene ethynylene (PPE), with varying number of carboxylate groups along the 
polymer backbone were probed. We find that increasing temperature results in a dynamic 
state that allows internal rearrangements and migration of the ionizable groups towards 
the particle interface, while retaining the overall particle shape. The dependence of the 
transition temperature on the surface to volume ratio of these polydots is much stronger 
than what has previously been observed in polymeric thin films.  
Introduction 
Soft nanoparticles (NPs) constitute a class of responsive structures for medical 
diagnostics and therapeutics.1-5 Among them is a new class of NPs, or polydots, that 
consists of luminescent polymers confined into nano dimensions without additional 
chemical crosslinks.5-11 These NPs are distinguished from traditional soft and hard NPs in 
their response to their environment that stems from their unique stability without 
crosslinks. These particles are highly emissive and their inherent photophysics is affected 
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by the specific chemistries of the macromolecules, the polymer conformation, chain 
packing, and internal dynamics.5-11 Confined into nano-dimensions, the polymer 
characteristics differ significantly from those of spontaneous aggregates. Polydots remain 
stable in water for extended time (months to years) and their internal dynamics is rather 
slow, consistent with a glassy state.6, 7 Confined polymers have been thoroughly studied, 
predominantly focusing on the effects of tethering to surfaces (polymer brushes)12 and the 
effects of interfaces on the glass transition temperature Tg of thin films.
13 There is 
however very limited understanding of confinement of macromolecules into 
nanoparticles where the volume to surface area becomes a critical factor, particularly in 
presence of ionizable groups. Our previous studies have established that in confinement 
of conjugated polymers into a nanoparticle leads to glassy behavior and introducing 
electrostatic interactions through ionizable groups affects both chain packing and 
dynamics at ambient temperatures.7 Here we probe their response to thermal perturbation 
on the structure, dynamics and stability of ionizable polydots. This study shows that 
while the particles become more dynamic with increasing temperature, similar to their 
non-ionic analogues, concurrent rearrangements of the ionizable groups enhances 
stability.  
While experimentally the photophysics of polydot has been intensively studied,8 
the first insight into their stability was obtained by Maskey et al.6, 15 using molecular 
dynamics (MD) simulations. They studies confined dinonyl poly para phenylene 
ethynylene (PPE) as a model polymer. These are rigid luminescent polymers whose 
backbone consist of alternating single and triple bonds connecting aromatic rings.16 As 
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opposed to flexible and semi-flexible polymers, which collapse as the quality of the 
solvent is reduced, PPEs remain extended both in good and poor solvents.17-19 They 
found that with increasing temperature alkyl substituted PPE polydots unravel and their 
shape becomes less spherical. The dynamics within the polydot was found to be highly 
constrained within the temperature range where the polymer remains confined.6  
Introducing ionizable groups such as sulfonate, carboxylate and quaternary 
ammonium groups into polydots enable tailoring of functionality.1, 20 However, ionizable 
groups also result in long range interactions, often beyond the size of the entire particle 
incorporating a strong force that is expected to affect the structure dynamics and stability 
of the polydots. With this realization, we have probed the structure and motion of 
polydots that consist of PPEs decorated by alkyl carboxylate chains, immersed in water, 
at ambient condition. 7 These studies have shown that in these ionizable polydots, the 
carboxylate groups tend to reside at the interface of the polydots. Furthermore, the 
presence of carboxylate groups affects the local dynamics of the polymer backbone, 
resulting in longer correlation times for aromatic rings tethered to carboxylate groups.7 
On the path to understand nano-confinement of polymers the current study probes for the 
first time the response of ionic decorated polydots to thermal stimuli. We show that 
temperature affects the internal dynamics and consequently, the distribution of the 
ionizable groups within the polydots and hence, impact the shape and stability of these 
soft NPs.  
 
Polydot Preparation and Simulation Model 
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Polydots are formed experientially by trapping the polymers in droplets of good 
solvent that is dripped into water. As the good solvent evaporates under sonication the 
polymers remain in a long lived trapped state.9-11 Computationally, polydots were 
prepared in as closest possible way to the experimental procedure as described in chapter 
4 6, 15 To model the experimental process, an isolated PPE chain dissolved in a good 
solvent tetrahydrofuran (THF), was encapsulated in a spherical cavity where only the 
atoms of the PPE chain interact with the cavity wall by a purely repulsive harmonic 
potential. Specifically, we compressed isolated dinonyl PPE chains with (CH2)8CH3 and 
(CH2)8COO
- side chains with n = 60, 120 and 240 monomers containing ~3960, 7930, 
and 15770 atoms respectively in a bath of 90 423 tetrahydrofuran (THF) molecules to 
obtain the polydots. The fraction of carboxylate group f is varied from 0 to 0.7 randomly 
by replacing the CH3 end groups by carboxylate on one of the two side chains of each 
aromatic ring. f = 0 corresponds to the case in which all side chains are methyl terminated 
Na+ is used as counter ion to neutralize the charge. Once the collapsed PPE polydot 
density reaches its bulk value, the spherical cavity is removed and the polydots are 
transferred to water or run in an implicit poor solvent22 with ε = 77.3 which mimics 
water. These implicit solvents offer the ability to study the polydots for longer times. For 
f=0, the polydots were studied in implicit poor solvents. Our previous studies for one 
molecular weight have shown that for f = 0 results obtained in implicit solvents and in 
water are identical. 6, 15 For larger f values, the polydots were studied in water. 
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PPEs were modeled as mentioned in chapter 4 using the optimized potentials for 
liquid simulations-all atoms (OPLS-AA).24, 25 Water is represented using the TIP4P/2005 
water model26 and SHAKE algorithm is used.27, 28  
All simulations were performed using LAMMPS 29 molecular dynamics code. In 
THF and in water, all the Lennard-Jones 12:6 non-bonded interactions were truncated at a 
cutoff rc = 1.2 nm. To treat the Coulombic interactions long-range particle−particle 
particle-mesh algorithm (PPPM)30 is used. The quality of implicit solvents is controlled 
as described in chapter 4. To model polydots in water, we used the procedure described 
by Wijeinghe et al.6 To study the thermal stability of the polydots, we increased the 
temperature T to 400K and ran the system at constant pressure P = 1 atm for 5 ns and 
then at constant volume. A similar procedure was followed when we increased T to 
500K, except that the constant pressure run was at P = 100 atm. The constant volume 
simulations ran for 200 to 250 ns depending on the system. In an implicit poor solvent, 
the simulations were run for a range of temperatures from 300 to 600 K. For all 
simulations a Langevin thermostat31, 32 with a damping constant of 100 fs was used to 
regulate the temperature.  
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Figure 5.1-a) Polydots in an implicit poor solvent with ε= 77.3 at 200 ns at the indicated 
temperatures and n for f = 0. For clarity only, the backbone of the PPE chain is shown. 
b) Mean square radius of gyration as a function of temperature for the 
indicated n. The slopes of the lines are denoted by α. Insert: transition temperature as a 
function of n. 
Results 
The thermal response of polydots with chains of length n = 60, 120 and 240 di-
nonyl PPEs was studied for f = 0 in implicit poor solvent to elucidate the effects of 
molecular weights on the polydots and serve as a baseline for understanding the 
temperature-charge correlations in these soft nano-particles. The largest chain length 
studied corresponds to molecular weights where the polymer is soluble in organic 
solvents experimentally.18, 19 The temperature range for the study is chosen below and 
above the glass transition temperature Tg of bulk PPEs.
18 Images of polydots at 200 ns in 
implicit poor solvent with ε = 77.3 are shown in Figure 5.1-a at different temperatures.  
 67 
Upon increasing temperature, all polydots unreavel, though the degree depends on 
the polymerization number. The n=60 and 120 polydots open up whereas the larger n = 
240 polydot expands, but retains its particulate shape up to 600K. The temperature 
response of the n = 240 polydot is in good agreement with results obtained by Maskey et 
al6 who showed that a n = 240 diethylhexyl PPE polydot (a polydot decorated with a 
different side chain) remained confined at 400K and partially opened up at 600K. 
The average root mean squared radii of gyration <Rg
2>1/2 of f = 0 polydots 
increases with increasing temperature as shown in Figure 5.1-b. A discontinuity in the 
slope of the line is observed as the polydots unravel, between 380K and 400 K for n = 
60, between 440 K and 460 K for n= 120 and between 560 K and 580 K for n =240. 
Above these temperatures, <Rg
2>1/2 increases faster with increasing T compared to lower 
temperatures. The rate of swelling with temperature is captured though the slope α, 
obtained from a linear fit of the lower T regime, shown in Figure 1-b. The rate of 
expansion decreases by a factor of ~ 3.5 as n increases from 60 to 240, indicative of the 
increasing thermal stability with increasing chain length. The transition temperature 
increases linearly with n as shown in the insert of Figure 5.1-b. This change takes place 
over a broad temperature window and is a signature of the unrevealing of the polymer 
backbone. The transition appears to be similar in nature to Tg, where polymers become 
more dynamic. While Tg is a bulk phenomenon, the term is borrowed here to describe the 
onset of dynamics. The time scale of dynamics as extracted from the autocorrelation 
function of the rotational motion of the aromatic rings at room temperature7 clearly 
shows that the chains within the polydots are not crystalline. With increasing n, the 
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surface area to volume increases significantly affecting the onset of unraveling. Though 
the polydots studied here contain only one chain, this increase in the transition 
temperature with decreasing surface to volume ratio is analogues with polymer thin films 
where Tg decreases as the surface to volume ratio increases.
13, 14 The shape of polydots is 
one important parameter for their interaction with membranes however, it is rather 
challenging to capture small changes in symmetry of a dynamic nanoparticle. The ratios 
between the major three eigenvalues of moment of inertia tensor λi  are used to follow 
these changes, where λ1 < λ2 < λ3.6, 7 The ratios of the two largest to the smallest 
eigenvalues λ3/λ1 and λ2/λ1 are able to capture the deviation from sphericity. For a sphere 
these ratios equal to 1.  
 
Figure 5.2-a) Polydots with n =120 in water at indicated temperatures in water f = 0.1, 
0.4 and 0.7 after 180 ns.  For clarity, only the backbone of the PPE chain is shown in 
purple. Carboxylate carbon is shown in blue, oxygen is in red and Na
+
 counterion is 
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shown in yellow. b) Mean square radius of gyration <R
g
2
>
1/2
 as a function of f for n =120 
polydots at indicated temperatures in water. 
Results for the 3 eigenvalues and their ratios for different n are summarized in 
Table S1. At 300K, λ3/λ1 = 1.3 and λ2/λ1 = 1.1 for n =60. For n = 240, λ3/λ1 = 1.5 and 
λ2/λ1 =1.3. These ratios are consistent with visual observation that the shaped polydot at 
room temperature and at low molecular weights slightly diverge from sphericity at room 
temperature. This deviation from sphericity increases with increasing Mw as well as 
temperature for all polydots studied.  
Ionizable groups were then introduced into the polydots through terminating a 
fraction of the side chains with carboxylates that span the range from ionomers to 
polyelectrolytes.33, 34 These charged polydots were then studied as a function of 
temperature. These studies were carried out in water with the working assumption that 
the direct interaction of the solvent with the carboxylate groups constitutes one important 
factor in the thermal response of the ionizable polydots. The result for an intermediate 
polymerization number n = 120 polydots in water with f = 0.1, 0.4 and 0.7 are shown in 
Figure 5.2-a and the corresponding dimensions in Figure 5.2-b for three temperatures. 
Polydots in actual water constitute very large systems which are computationally 
expensive and therefore representative temperatures have been studied. Polydots with f = 
0.1 and 0.2 unravel at 500K while those with f = 0.4 and 0.7 remain confined in the 
temperature range of this study. Enhanced stability is observed in the polyelectrolyte 
regime where in the ionomer region and the boundary between ionomers and 
polyelectrolytes, the behavior is similar to non-charged polydots. In non-charged PPEs 
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within this temperature range, the polydots were not able to retain their particle state. The 
enhanced stability is a direct result of the ionizable groups. It may originate from either 
direct clustering35 or simply long range electrostatic forces confined into a nanoparticle.  
The effects of temprature on the structure of the polydots in the different ionic 
regions was obtained by evaluating their symetry through the eigenvalues of the moment 
of inertia, calculating their scattering functions S(q) and their radial density. Yet again 
resolving changes within the small dimentions of the polydots that are critical to their 
stability and photophysics remains a challenge. The values of λ3/λ1 and λ2/λ1 along with 
<Rg
2>1/2 of polydots with different f values are given in Table S2.  <Rg
2>1/2 is comparable 
in size for f  0.4 and increase by 30-40% as T increases from 300K to 500K, while the 
polydot with most carboxylate groups, f = 0.7, is larger at 300K and increases slower as T 
increases. The ratio of the largest to smaller eigenvalue of radius of gyration tensor 
increases from 1.4 to 2.2 as T increases 300K to 500K for f = 0 compared to an increase 
of 1.8 to 2.3 from f = 0.7. These values suggest that even though the increasing 
temperature results in increasing the asphericity of polydots for all f values, the 
temperature dependent sphericity becomes less prominent for higher f. These results 
capture for the first time the competition between the inherent chain conformation and 
effects of confinement in the nano dimensions. 
Further insight into structural changes of polydots as a function of temperatures 
was obtained by calculating the static form factor S(q), where q is the momentum transfer 
vector.  It corresponds to the Fourier transform of the localized density. Results for the 
structure factor S(q) are shown in Figure S1.  For f = 0, increasing T from 300 to 500 K 
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results in a transformation from a sphere to an elliptical object with a hollow core. At 300 
K, S(q) is well described by a fuzzy sphere form factor convoluted with a Gaussian to 
account for the finite interfacial width.37 However, increasing T results in a 
transformation to ellipsoid shaped object at 400K and an oblate shaped object with a core 
at 500 K. For f = 0.7 an ellipsoid form factor captures the structure for all 3 temperatures, 
which is consistent with the results obtained through eigenvalues of the moment of 
inertia. The radius of gyrations extracted from S(q) are consistent with the calculated 
radii of gyration in Figure5.2-b. 
  
Figure-5.3 a) Radial mass density ρ(r) for the f = 0 (full) 0.7 (open) for entire polydot at 
indicated temperatures. b) Radial mass density for COO
-
 × 10
3
 and water for f = 0.7 
polydots at given temperatures. 
Visualization has shown that with increasing temperature an internal cavity is 
formed for neutral and low f polydots where measurements of the eigenvalues of the 
moment of inertia and S(q) have shown a transformation in symmetry from spherical to 
elliptical, where the extent depends on f. The average radial mass density ρ(r) of the 
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polydots as a function of distance from their center of mass as the temperature is varied is 
shown in Figure 3 for f = 0 and 0.7. Following the density profiles of polymers and the 
carboxylate groups offers a unique insight into structural changes that take place within 
these far-from equilibrium soft nanoparticles. At 300K regardless of f, both polydots 
exhibit similar density profiles with a uniform density away from the interface, as shown 
in Figure 5.3-a. With increasing T, the density profile for f = 0 polydot first broadens at 
400K and eventually develops a hollow center at 500K.  This is in sharp contrast with the 
density profile for f = 0.7 polydots, which maintain similar shape over this temperature 
range.  
The enhanced stability of these ionizable polydots and the shape changes 
observed with increasing temperature point towards potential changes in the distribution 
and clustering of the carboxylates. The radial mass density of carboxylates ρCOO-(r) as a 
function of distance from polydot center of mass for f = 0.7 polydot for different T values 
along with the water density at the interface with the polydot are shown in Figure 5.3-b. 
At room temperature, a majority of the carboxylates reside at the polydot/water 
interface, as shown in our previous study.7 Surprisingly, the clear maximum in ρCOO-(r) 
near the polydot surface at room temperature, shifts towards the polydot/water interface 
as T increases. Specifically, at 300K for f = 0.7, 60 of the carboxylate groups at the 
polydot water interface while 24 carboxylate groups reside inside the polydot, while at 
500K, 72 carboxylate groups are at the polydot/water interface and only 12 carboxylate 
groups remain in the polydot interior. For all temperatures, the Na+ counterions are 
condensed within the polydot. At the interface however, only about 50% of the Na+ ions 
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are condensed at 300K. The fraction of condensed Na+ atoms decreases to 30% at 500K. 
Here condensation is defined as being closer than 4Å from the center of mass of a 
carboxylate group. Increasing temperature enhances chain dynamics enabling 
rearrangements the carboxylates to phase segregate towards the water interface, shielding 
the predominantly hydrophobic polydot and enhancing the stability of this far-from-
equilibrium NP. 
The distribution of the carboxylate groups is one critical stability factor, 
particularly in the nano-dimensions where electrostatic interactions often exceed the 
dimensions of the clusters. At room temperature, the carboxylate groups within the 
polydots aggregate into ionic clusters and their formation is driven by the balance of 
electrostatic interactions and polydot backbone conformation.7 As the Na+ ions are fully 
condensed within the particle, the size of the ionic clusters within the polydots becomes 
an important stability parameter. The average number of COO- groups residing in ionic 
clusters for different f as a function of temperature are presented in Figure 5.4. Two 
COO- groups are defined to be in the same cluster if they are within 4 Å of each other. At 
300K, increasing f from 0.1 to 0.7 results in an increase in the average cluster size from 
one or no clustering to 2.7. With increasing temperature, the large clusters break for all f 
as illustrated in Figure 5 4. However, for f = 0.4 and 0.7, the average cluster size remains 
larger than one. Combing clustering and excess hydrophilic later for polydots with a 
higher carboxylate fraction drive the enhanced stability of the polydots.  
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Figure 5.4: Average number of COO- per ionic cluster in polydots with indicated f in 
water at given temperatures. Result are averaged over 2000 configurations. The inset 
shows the evolution of a representative ionic cluster in f = 0.7 polydot with temperature. 
Increasing temperature has clearly shown enhanced dynamics where changes of 
dimensions with temperature capture the mesoscopic dynamics. Segmental dynamics 
particularly that of the aromatic rings in polymer backbone with respect to each other is 
one critical factor that impacts their glassy nature.6, 36  The autocorrelation function 
⟨N(t)·N(0)⟩ of the aromatic rings, where N(t) is normal to their plane was calculated for 
polydots with different f values as the temperature is varied. The results for polydots with 
f = 0 and 0.7 at different temperatures are shown in Figure 5 for aromatic rings tethered to 
side chains terminated with CH3 or COO
-  groups. 
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Figure: 5.5 Autocorrelation functions for aromatic rings in polydots with (a) f = 0 and 
(b) 0.7 connected to COO
-
 groups and CH
3
 groups at indicated temperatures. Aromatic 
rings at the polydot interior (in) are shown in full symbols and rings at the outer surface 
(out) are shown in open symbols. The black lines correspond to KWW fits. 
Regardless of the temperature and f, the rings at the outer surface relax faster than 
the ones inside. The aromatic rings tethered to side chains terminated by COO- groups 
relax slower than those terminated by CH3 groups in all sites. The correlation times for 
aromatic ring rotation were extracted by fitting the measured auto correlation function to 
the Kohlrausch−Williams−Watt (KWW)37 function <N(t)·N(0)> = A exp(−t/τ)β, where β 
is the stretched exponential and τ is the characteristic relaxation time. Results for τ are 
shown in Figure 5. 6.  
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Figure5. 6: Correlation times for aromatic rings at the surface of the polydot and inside 
the polydot with indicated f, at given temperatures. Open symbols and dotted lines 
corresponds to the rings at the surface (out) full symbols and straight lines corresponds 
to the rings inside (in) of the polydot terminated with CH3 with COO
-
 groups. 
 The β values obtained from the fit are between 0.73 - 0.79 for all cases. The 
relaxation times τ for the aromatic rings are in the range of µs region for all temperatures. 
For all aromatic rings the relaxation time decreases with increasing temperature. The 
extent depends on the degree of interaction of the end group with the immediate 
surrounding. The increased correlation times for aromatic ring rotation at higher f is 
attributed to the trapping of the carboxylate groups into clusters as shown by Wijesinghe 
et al.7 Overall, increasing temperature results in decreasing the ring correlation times for 
all f values as expected, due to the thermal energy. These results clearly show that 
through the ionizable groups enhance stability even for this small degree of clustering, 
thermal energy is sufficient to affect the dynamics.  
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Finally, we probe the polydot-water interface whose hydrophobicity is decreased 
as more carboxylate groups migrate to the interface with increasing temperature. The 
residence time of water molecules near the carboxylate groups were calculated along with 
residence time of water molecules at the polydot surface for f = 0. 38, 39 The residence 
time of water molecules was calculated by identifying which of the water molecules 
reside within 3  of a carboxylate group for f > 0, or the polydot surface for f = 0. These 
water molecules were followed in time, determining when they moved out of this region. 
The data are normalized by the average number of water molecules that reside within the 
cut-off distance over the length of the run. For comparison we calculated the residence 
time of two water molecules far from the polydot. The results for f = 0, 0.4 ad 0.7 
polydots are shown in Figure 5.7. 
 
 
Figure 5.7: Residence time of water at a cutoff distance of 3 Å. The data are normalized 
by the average number of water molecules that reside within the cutoff distance. Full 
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symbols represent residence time at 300K, open symbols represent the residence time at 
500K for indicated system. 
The residence time dynamics can be approximated by a single exponential 
function39   where, tr is the mean residence time of water molecules 
at the polydot surface. The results for tr  are summarized in Table 5.1. At 300K, tr = 0.52 
ns for two water molecules far from the polydot, 0.98ns for f = 0 polydot, 1.12ns for f = 
0.4 polydot and 1.30 ns for f = 0.7 polydot in water. At 500K however the residence 
times become shorter with tr = 0.03 ns for bulk water, 0.05 ns for f = 0 polydot, 0.06 ns 
for f = 0.4 polydot and 0.08 ns for f = 0.7 polydot.  
 At both temperatures, the residence time for a water molecule near the polydot 
surface are longer to the residence time of two water molecules far away from the 
polydot surface. Increasing temperature results in decreasing the residence time of water 
molecules. The water molecules reside slightly longer near polydots with f = 0.4 and 0.7 
compared to f = 0, independent of temperature. This is consistent with the relaxation 
times measured for the carboxylate groups at the interface as discussed in Figure 5.6.  
 
Table 5.1: Mean residence times tr for water molecules at the polydot surface for a cut off 
distance of 3Å. 
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Conclusions 
This study has provided a first ever temperature-charge correlation in polydots. 
Similar to their neutral analogues, ionizable polydots are far-from equilibrium soft 
nanoparticles that remain confined without crosslinks. However, in contrast to their 
neutral analogues that lose their particle nature, thermal energy induces dynamics that 
enable segregation of the ionizable groups to the interfacial region, hence changing their 
nature, while retaining their particulate state. The structure and shape evolution of the 
polydots with increasing temperature were initially visualized revealing that the 
nanoparticles become dynamic, through depending on the degree of decoration with 
ionizable group either unravel or remain in their collapsed state. Several means were 
employed to capture changes within such small disordered particles. The changes in the 
overall symmetry of the polydots were captured by calculating the ratios of the 
eigenvalues of the moment of inertia, followed by measurements of the structure factor to 
attain the structure. Finally, measurements of the radial density to reveal internal 
rearrangements were carried out. Regardless of the polymerization number and the 
fraction of ionizable groups, all polydots expand with increasing temperature 
accompanied by a shape transformation into more elliptical NPs.  
The backbone dynamics was probed through calculations of the autocorrelation 
function of the aromatic rings. For non-ionic polydots a transition from a glass like 
particle to a more dynamic state takes place with a strong dependence on the volume to 
surface area ratios. For ionic polymers, small ionic clusters that decrease in size with 
increasing temperature are observed within the polydots. The system becomes 
 80 
sufficiently dynamic to allow migration of trapped carboxylate groups into the water 
interface.  
The response of the ionizable polydots is thus two folds: while the dynamics 
increases with temperature driving the system to swell, the hydrophilic groups migrate to 
the interface forming a lower energy interface with water and enhance stability. Further, 
these results obtained for a single chain polydots have shown that within the small 
volume of a polydot ionic clustering takes place and is affected by temperature. The role 
of these ionic clusters in determining shape and stability remains an open question. 
Studies of multiple chain polydots are currently on the way to understand the effects of 
entropy and chain orientation on the structure and dynamics of polydots.  
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CHAPTER SIX 
 
Polydots, Soft Nanoparticles, at Model Bio Membrane Interfaces 
 
 
Abstract 
 
Soft nanoparticles (NPs) are emerging candidates for nano-medicine because of 
their soft nature, emissive properties and potential biocompatibility. NPs that consist of 
confined conjugated polymers without chemical bond, or polydots, are of particular 
interest because of their potential responsive nature and high luminescence. These 
particles differ from most NPs in their transient nature, where translocation through 
membranes may affect their structure and luminesce. Using fully atomistic molecular 
dynamics simulations the interrelation between polydots that consist of that consist of 
dialkyl para poly phenylene ethylene, and a model di-palmitoyl phosphatidylcholine 
(DPPC) lipid membrane, is studied. This polymer is particularly interesting since it’s 
luminesce strongly depends on the backbone conformation leading to potential tunability 
of its absorption and emission and the lack of chemical crosslinking enable release 
mechanism. We find that even though polydots are controlled by physical forces only, 
they retain their particulate state and are able to translocate through membranes. 
Regardless of their size, neutral polydots passively penetrate the membrane whereas 
charged polydots must be driven in with a force that depends on the degree of charge. 
Though the membrane is hardly perturbed integrity, the membrane reassembles 
immediately after the polydots penetrate the membrane.  
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Introduction 
The use of nanoparticles (NPs) for bio technology1, 2 and theraputic2-5 is rapidly 
growing. Fundamental to nano-medicine is the inter-relation between NPs and 
biomembranes, where the nanoparticles membrane interactions depend on the local 
chemistries at the membrane-nano-particle interface coupled with membranes 
fluctuations and curvature.1-3, 6-11 Numerous research efforts are on the way to resolve the 
effects of NP features such as morphology,12, 13 hydrophobicity, charge, and surface 
chemistry 6, 10, 11, 14-16on their interactions with membranes and their translocation into 
cells.  These studies include bare inorganic NPs, inorganic NPs encoded with different 
functionalities as well as organic particles such as cross-linked polystyrene and 
polyethylene. These studies have pointed to several universal control factors including 
charge and size of the NPs. With the immense impact of targeted drug delivery systems, 
responsive particles in in-vivo environments are becoming integrated in nano medicine. 
Of particular interest are NPs that would be traceable, responsive, however concurrently 
stable as they translocate through membranes. One such a class of NPs are those formed 
by conjugated polymers that are confined to their nano dimensions without any chemical 
crosslinks, forming a long-lived far-from-equilibrium particle, termed polydots. These 
particles are highly luminescent, consequently, trackable. Their chemical structure enable 
encoding with specific recognition groups, and their far from equilibrium nature makes 
them potentially tunable responsive NPs whose light emitting characteristics change with 
the backbone conformation. McNiell and co-workers were recently able to make these 
polydot co-confine cargo (other polymers and dyes) while retaining the high luminesces 
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and stability of these polydots.17, 18 Further they have shown that these NPs can 
translocate through cell membranes and be traceable in vitro.19 These particles are held 
together by physical interactions. Therefore, in contrast to most studies where the 
influence of the NPs on membranes are probed, the membranes effects on the NPs 
become intrinsic to the translocation process. Here we follow for the first time the 
translocation of polydots through model membranes using large scale atomistic molecular 
dynamics (MD) simulations. We show that these particles remain stable as they pass 
through the membranes. We further provide correlations between the interfacial charge 
and particle size and their penetration pathways, information which is attainable only 
through the high resolution provided by probing the NP-membrane complex 
atomistically. 
The significance of nanoparticles have led to a large number of studies where the 
surface charge on the NPs strongly affects their translocation through membranes.1, 2, 10-12, 
20-22 Qiao et al.14 have studied the effect of surface hydrophobicity of fullerenes on 
translocation across a lipid bilayer made up of di-palmitoyl phosphatidylcholine (DPPC). 
They found that hydrophobic fullerenes penetrate the bilayer whereas fullerenes with 
hydrophilic surface functionalization remain adsorb to the membrane/water interface. 
Coarse grained MD computation by Li et al.10 have shown that electrostatic interactions 
between surface charged gold NPs and DPPC molecules induce local transitions in fluid 
bilayers resulting in adhesion of charged NPs to the membrane. Besides NP 
hydrophobicity, their size relative to the membrane is found to be an important factor to 
determine NP-membrane interactions controlling the nonspecific NP uptake into cells.1, 
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12, 13 Recent studies on the effect of NP size on bio membrane interactions, show that 
regardless of NP inclusion or adhesion, larger NPs result in pronounced morphological 
changes in bio membranes compared to those induced by smaller ones and their 
translocation time across the membrane is size dependent.2, 13, 23  
The current study investigates the effects of two parameters, the hydrophobicity 
and size of polydots on their translocation through DPPC model membrane using all 
atom molecular dynamics (MD). The polydots consist of dinonyl poly para phenylene 
ethynylene (PPE)24 decorated by carboxylate groups on the end of the alkyl side chains. 
The chemical structure of DPPC and PPEs are shown in Figure 6.1.  Since the polydot 
water interface is dominated by the alkyl chains and the tendency of the carboxylate to 
migrate towards the interface with water,25 the degree of carboxylation enables control of 
the interfacial hydrophilicity.10, 11 The interrelation of the polydot with a lipid DPPC 
membrane is discussed.   
II. Methodology 
Polydot Preparation   
Polydots25-27 are prepared by compressing isolated PPE chains equilibrated in a 
tetrahydrofuran (THF) to a final diameter whose internal density is comparable to the 
polymer melt. 26, 28 This procedure mimics the experimental one where the polymers are 
confined to THF droplets that are transpired into water. As the volume of the droplets 
decrease through evaporation the polymer remains confined. The resulting polydots were 
then equilibrated in water for up to 60 ns before introducing them to the lipid bilayer.  
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PPE chains with a degree of polymerization n = 60 and 120 formed polydots with 
diameters of ~3.5 nm and 5.0 nm respectively. Polydot functionalization is controlled by 
varying the fraction f of aromatic rings which have one side chain which is carboxylate 
terminated. All other side chains are methyl terminated.28 Charge neutrality is controlled 
by adding one Na+ counterion per COO- group. PPEs chains and solvents were 
represented fully atomistically using the optimized potentials for liquid simulations-all 
atoms (OPLS-AA).29, 30 Simulations of polydots prior to their introduction into the 
bilayers were performed as mentioned in chapter 2 and 3.31 Further details of the 
simulations of single polydots can be found in ref.25 
 
Figure 6.1. (a) Chemical structure of di-palmitoyl phosphatidylcholine (DPPC), DPPC 
membrane. Hydrocarbon tail of DPPC is shown in yellow, N and P atoms in DPPC head 
group is shown in blue. (b) Chemical structure of dialkyl poly para phenyl ethylene 
(PPE), where in this study R is C8H16 and X can be either CH3
 
or COO-Na+, Polydots 
with n = 60 and f = 0 and 0.4. The carboxylate groups in f =0.4 polydot is shown in red. 
Lipid membrane  
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Initial coordinates for DPPC membrane was downloaded from 
https://lipidbook.bioch.ox.ac.uk/. That system includes 128 DPPC molecules and 3840 
water molecules in a cell with dimensions of 6.30×6.41×6.68 nm3. The mid plane of the 
membrane is defined as the XY plane and Z axis is perpendicular to the bilayer surface. Z 
= 0 corresponds to the center of the DPPC membrane. Initial configuration is replicated 
once in X and Y directions, to obtain a membrane large enough to accommodate the 
polydot. The resulting membrane contains 512 DPPC molecules. To allow space for the 
membrane to expand after the polydot was introduce, we used a lipid ribbon which was 
periodic in y direction and open in the x direction.32 Lipid ribbon was obtained by 
extending the X axis of the simulation box and filling the extended area with water. The 
resulting ribbon with 62.6 Å2/DPPC was equilibrated for 100 ns before introducing the 
polydot. Water molecules were modeled using TIP3P.33 During the equilibration some 
lipid molecules migrated to the edge of the ribbon forming curvature edges  
Simulations of the lipid membrane and polydot-membrane complex were 
performed using GROMACS 4.6.5.34-36 Temperature is maintained at 323 K which is 
above the gel-to-liquid phase transition temperature of DPPC using the Nose-Hoover 
thermostat.37 System pressure was maintained at 1 bar using the Berendsen semi 
isotrophic pressure coupling scheme38. 2fs Simulation time step was used. Electrostatic 
interactions were calculated using the particle-mesh Ewald (PME) with a Fast Fourier 
Transform (FFT) grid spacing of 0.12 nm. LINCS algorithm39 is used to constrain the 
bonds. 
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The polydot-membrane system was simulated in two ways, mimicking 
spontaneous interactions and pulling the polydots into the center of the membrane. To 
mimic a spontaneous ingestion, an equilibrated polydot was placed at the surface of the 
lipid membrane by forming a void in water near the water membrane interface. Resulting 
configurations contains 448088 atoms in a box of dimensions 20.64 × 12.67 × 15.84 nm3. 
These dimensions are sufficiently large enough so that the polydot did not interact with 
the other surface through the periodic boundary conditions. The area of lipid membrane is 
significantly larger than the diameter of the polydots. After initial energy minimization 
and equilibration, the center of mass (COM) of the polydot was restrained near the 
membrane/water interface and equilibrated for 50 ns followed by their releasing.  
III. Results and Discussion  
Neutral polydots and those decorated with carboxylates were placed at the interface with 
DPPC membrane. Following a short equilibration time at the membrane interface, the 
complexes of polydots-membranes were followed with time as shown in Figure 6.2. The 
top two images, recorded 10 ns following the equilibration of the complex, zoom into the 
interfacial region. The non-charged polydot f = 0 spontaneously penetrates the membrane 
whereas the f = 0.4 polydot remains adsorbed at the top membrane leaflet. 
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Figure 6.2: Time evolution of n = 60, f = 0 and 0.4 polydots at the membrane/water 
interface. N and P atoms in DPPC head group is shown in red and blue. Hydrocarbon 
tails of DPPC molecules are shown in yellow. Carboxylate groups in polydots are shown 
in red and Na+ are shown in purple. 
Though about 90% of all carboxylates are at the interface of the polydot, only a 
few are at the interface of the polydot with the membrane.25 However, since practically 
all Na+ ions are hydrated (i.e. non-condensed) polydots for all f >0 are charged. With 
time, the neutral polydots transverses the top leaflet of the membrane and remain at the 
center whereas the polydots with f = 0.4 remain at the interface. Both the charged and 
neutral polydots remain in their nano-dimensions and do not change their shape. These 
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results are consistent with prior studies that have shown that charged NPs tend to absorb 
to the membrane surface,6, 10, 11, 14 though the mechanism remains an open question. 
 The size of the nanoparticles plays an important role in the ingestion on particles 
into membranes. Here the ingestion of a polydot with f = 0 with two different n values 
was followed: a polydot with a PPE with n = 60 with radius of gyration Rg of 1.7nm, 
whose dimensions are smaller than the membrane thickness and a polydot with n =120 
with Rg of 2.6nm, whose dimensions are comparable. The polydots are placed at the 
interface and their ingestion into the membrane is followed. The results are presented in 
Figure 6.3.  
 
Figure 6.3:  The COM of the polydots with n =60 and n =120 as a function of time of 
penetration of the polydot into the membrane. The COM of the membrane is defined as 
the zero position along the z axis. The onset of time is when the polydots are released 
allowing a spontaneous uptake. 
 94 
For both polydots, a slow process is observed at the onset of ingestion, at the 
polydots transverse the hydrophilic later of the membrane, followed by a faster motion, 
where the polydots rearrange in the hydrophobic portion of the membranes. In the initial, 
slow stage, the polydots with smaller interface with the environment, i.e. n = 60 migrate 
significantly faster than the larger one (n =120) as noted by the slopes of the curves at 
short times. Within the hydrophobic layer, both polydots assume the same rates. The 
interface of the polydots consist predominantly of alkane chains who are similar in 
chemical structure to the DPPC hydrophobic tail, forming a relatively lower energy 
barrier for the motion. These results are similar to those observed by Li et al11 and Qiao et 
al.14  
Further insight into the membrane-polydot interrelation was obtained by pulling 
the polydots into the membranes applying a pulling force to their COM, with a force 
constant of a 500 kJ mol−1 nm−1. This force constant is chosen to minimize the 
deformations of the membrane. The force was released and the position of the polydots 
was followed for 80 - 600 ns, until no changes were observed.  Figure 6.4 shows the final 
positions of n = 60 polydots for different f values.  
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Figure 6.4: Equilibrium positions of f = 0, (a) f = 0.1, (b) f = 0.2 (d) and f = 0.4 (d) 
polydots. N and P atoms in DPPC head group are shown blue. Hydrocarbon tails of 
DPPC molecules is shown in yellow. Carboxylate groups in polydots are shown in red 
and Na+ are shown in purple. 
For f = 0 the polydot remains in the hydrophobic region of the membrane and 
polydots with f = 0.4 the polydots migrate to the hydrophilic interface. Remarkably, 
polydots with f = 0.1 and f = 0.2 assume intermediary positions across the membrane 
hydrophilic layers. The z value of the center of mass of the polydots was captured from 
their release until no further changes were observed. The results are shown in Figure 6.5.  
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Figure 6.5: Distance z between the COM of the DPPC lipid membrane and polydot COM 
as a function of time after polydot is released from the center of the DPPC membrane 
(solid) and from membrane interface (open). 
 These results show that the final position of the polydots does not depend on their 
starting position, inside or at the interface of the membrane. It shows that the final 
position attained after releasing the polydot from the center of membrane is indeed the 
inherent location of the polydots at a given charge and dimensions. 
The lateral motion of the polydots in their equilibrium position was followed by 
calculating their mean square displacement with in the membrane plane i.e. XY direction, 
and the corresponding diffusion constants. The results are shown in Figure 6.6. Lateral 
movement of polydots are restricted by the neighboring DPPC molecules. The more they 
are submerged into the membrane greater the movement restriction becomes. 
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Figure 6.6: MSD for n = 60 and 120 polydots and lateral diffusion coefficient (DXY) of n 
= 60 polydots as a function f. 
The forces operating on the polydots was calculated. The polydot positions were 
fixed at different Z, the average force acting on all atoms of the polydot during the 
simulation time was extracted. For every simulation, 3 ns equilibrium run was performed 
followed by a 5ns simulation where, the average force was extracted. 40Mean force is 
considered as negative if the polydot pull toward the DPPC membrane center. Calculated 
mean force as a function of distance in Z from the the lipid membrane center (Z = 0) is 
shown in Figure 6.7.  
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Figure 7: Mean force on the polydot as a function of distance from the COM of the lipid 
ribbon for polydots with indicated f and n.  
For f = 0 the minimum force is at the center of the membrane center. This is 
attributed to affinity between the lipid tails and hydrophobic polydot surface, which 
provides the driving force for f = 0 polydots to spontaneous ingestion. For polydots with f 
= 0.1and 0.2 we observe an initial negative force with a minimum at the distance 
comparable with their equilibrium locations along membrane Z direction, followed by a 
gradually increasing force towards the hydrophobic membrane center, resulting in 
interstitial final position of these polydots. Finally, for f = 0.4 the minimum force is at the 
interface with significant repulsion in the hydrophobic region, hindering the penetration 
of the polydots. 
Summary 
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The interrelation between PPEs polydots and a DPPC membranes were studies as a 
function of their size and charge. The NPs were smaller or comparable to the membrane 
dimensions and their size was controlled by the molecular weight of the confined 
polymer. The charge was controlled by the degree of carboxylation of side chains with 
Na+ as a counterions. With the carboxylates residing predominantly at the polydot 
interface, and the sodium being hydrated, these NPs become charged. We find that 
independent of charge, the polydots remain in their particulate state as the transverse the 
membrane. Neutral polydots with carboxylate fraction f = 0 spontaneously penetrate the 
membranes. The carboxylate polydots reside across the hydrophilic layer, partially 
immersed in water and partially in the membrane where the exact location normal to the 
membrane depends on the degree of f. We find that even small fraction of carboxylates is 
sufficient to prevent translocation of the NPs across the membrane. The forces operating 
on the polydots include hydration forces, as well as hydrophobic and hydrophilic ones. 
The equilibrium position is a result of a delicate balance of all interactions in the system. 
Further studied are on the way to resolve the interactions that result in a partially 
interrelated polydots. 
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CHAPTER SEVEN 
 
POLYMER TOPOLOGY EFFECTS ON DYNAMICS OF COMB POLYMER MELTS 
 
 
Abstract 
 
Controlling polymer viscosity and flow is key to their many applications through 
strength and processability. The topology of the polymer i.e., linear, stars and branched, 
affects the macroscopic flow characteristics of melts, where introducing one branch is 
sufficient to increase the viscosity significantly. While a significant number of studies 
have probed the effects of polymer topology on their rheology, the molecular 
understanding that underlies the macroscopic behavior remains an open question. The 
current study uses molecular dynamics simulations to resolve the effects of topology of 
polymer melts on chain mobility and viscosity in the comb-regime using polyethylene as 
a model system. A coarse grained model where four methylene groups constitute one 
bead is used and the results are transposed to the atomistic level. We find that while the 
number of branches only slightly affects the chain mobility and viscosity, their length 
strongly impacts their behavior. The results are discussed in terms of interplay between 
the relaxation of the branches and reptation of the backbone where the topology affects 
the tube dimensions. 
 
Introduction 
 
Polymer architecture or its topology drives the distinctive viscoelastic properties 
that affect their strength and processability.1-4 A small number of branches tethered to 
linear chains is sufficient to drive significant changes in viscosity and shear response of 
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melts. Comprehensive experimental studies have shown that the topology of the polymers 
not only affect the packing and structure of the macromolecules but also strongly affect 
their dynamics and viscoelastic response. 5-11 Well defined polymers with narrow 
molecular weight distribution and distinctive topologies including linear, comb-like, and 
star morphologies have been studied.12-14 However, the molecular understanding of these 
effects is hard to attain experimentally. Here we probe the effects of branching on the 
dynamics of melts of loosely branched (sparsely distributed along the backbone, so that 
they do not affect the end-to-end distance of the polymer) comb polymers with branches 
of length comparable to the entanglement molecular weight Me using molecular dynamic 
simulations (MD). 
The large impact of polymer topology on processing of macromolecules has 
driven numerous experimental studies, all demonstrating large effects of presence of 
branches. 7, 17, 18 Lohse and coworkers studied the rheology of a series of well-defined 
polyethylene (PE) melts with different topologies including linear, H shape, pom-pom 
polymers (stars at both ends of a linear chain) and combs with long side chains.7 They 
showed that the way the zero shear viscosity ηo depends on the structure of multibranched 
polymers is quite complicated. For example, single long branch (i.e. a three arm start-
polymers) is sufficient to enhance the zero-shear viscosity η0 in comparison with a linear 
chain with a higher molecular weight MW, while a melt of comb polymers with 30 
branches of about the same length as the one of the star has about the same η0 as that of 
the 3-arm star.7 These are attributed to a balance of two competing effects of slowing 
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down of the polymers due to the presence of the side chains, and enhancing mobility 
because of the decrease in chain size compare to the linear equivalent Mw. 
Nagasawa et al.17, 18 showed that comb-shaped polystyrene (PS) have a lower 
relaxation modulus than linear PS with the same Mw. They have also observed that 
molecular weight dependence of the relaxation modulus of branched PS at a constant 
branch molecular weight Mw is much smaller than that of the corresponding linear 
polymers and that the viscosity o does not increase significantly with increasing number 
of branches with the same molecular weight. Kempf et al.10 and Abbais et al.11 showed 
that for PS comb polymers, strain hardening increasing dramatically with increasing 
number of branches for constant branch Mw. 
Further insight was obtained following the effect of branching on the rheological 
behavior of polyethylene melts as a function of temperature. Lohse and co-workers7 and 
Munstedt and co-workers15, 16 have shown that for linear and PE combs with short 
branches, the storage and loss moduli measured at different temperatures can be 
superimposed onto a universal curve with a simple shift. However, branching results in 
thermo-rheological complexity in which the data cannot be superimposed by a simple 
temperature shift.  
Extensive theoretical work has been carried out to resolve the complexity of topology-
motion correlations described above. These studies have concluded that macromolecules 
with more than one branch point relax stress differently than star polymers which have 
only one branch point.1,2,4 Branched polymers can exhibit a combination of relaxation 
mechanisms because the different parts of the chain relax on different time scales, 
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including constraint release, contour length fluctuations and reptation and others,19 
depending on their specific architecture. For a comb polymer, after the branches relax, 
they act as an effective solvent for the backbone while concurrently providing a drag on 
the motion of the backbone. 1, 2, 4, 20, 21 An insight into the role of the branches was 
recently attained by MD simulations of Bačová and coworkers22, 23 who showed that in 
asymmetric stars and combs with two branches, the branch point movements can be 
described as the motion over a network of traps. They find that residence times within the 
traps are broadly distributed.  
Here we study the chain mobility and viscosity of melts of entangled comb 
polymers with multiple branches per chain with MD simulations. MD simulations allow 
us to zoom into the microscopic behavior that underlie the macroscopic experimental 
observations. While ideally a fully atomistic model would be desired, the sample size 
required to understand macroscopic dynamics of entangled polymers is rather challenging 
particularly given the broad time and length scales associated with the polymeric motion. 
12, 19 Therefore, a coarse grained (CG) model for PE,24-26 where 4 methylene groups are 
represented by one bead are used to capture the chain mobility and viscosity of loosely 
branched PE melts on multiple time and length scales. An illustration of comb polymers 
with multiple branches of equal length randomly distributed along the polymer backbone 
studied here are shown in Figure 7.1. This model captures well the diffusion, plateau 
modulus and viscosity of entangled, linear PE melts.24, 25 The study demonstrate that 
branching effects can be understood through reptation model with a tube diameter that 
increases as the length of the branches increase  
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Figure 7 1. Snapshots of CG chains of polyethylene with backbone of n = 480 carbons
 
(120 CG beads) with (a) no side chains, (b) nb= 4 branches of length ns= 40 carbon 
atoms (10 CG beads) and (c) nb = 8 branches of length ns= 80 carbon atoms (20 CG 
beads). 
Model and Methodology 
A CG potential with four methylene groups per CG bead (coarse graining degree λ = 4) 
previously derived by Salerno et al.24, 25 was used. This model was derived from a fully 
atomistic molecular dynamics simulation of a linear polyethylene melt of C96H194 at 
temperature T = 500 K and mass density ρ = 0.72 g/cm3. The CG bond and angle 
potentials were determined by Boltzmann inversion of the atomistic angle and bond 
length distributions. The nonbonded potential was obtained from a multi-step iterative 
Boltzmann inversion process29 where the intermolecular radial distribution function from 
the atomistic simulation was used as the target.   
All simulations were run at constant volume. Temperature is maintained by a 
Langevin thermostat with a damping time constant of 20 ps 30, 31 Time step is set as 20 fs. 
All simulations were performed using the Large Atomic Molecular Massive Parallel 
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Simulator (LAMMPS) molecular dynamics code.32 This results in an increase in the 
mobility of the chains in the CG models compared to the fully atomistic model.24, 25  
Salerno et al. found that for λ = 4 at 500K, the mean squared displacement for CnH2n+2 
linear chains in a melt of length n = 96 and 480 carbons in the atomistic and CG model 
overlapped if time in the CG model is scaled by a dynamic scaling factor α = 6.2. 
Accordingly, for all results presented here, time is scaled by α. 
In this study PE combs are prepared by randomly adding CG branches along the 
PE backbone. First, linear melts of 216 PE chains with n = 480 and 800 PE chains with n 
= 1920 were constructed following the procedure outlined in Auhl et al.33 with periodic 
boundary conditions in all three directions.24, 25 Then nb branches of ns carbon atoms in 
each branch were added randomly to the equilibrated melts of n = 480 (120 CG beads) 
and 1920 (480 CG beads).  Here ns = 40, 80 and 160 (10, 20 and 40 CG beads) and nb 
was varied from 4 to 16. The density of the resulting comb melts was kept constant at ρ = 
0.76 g/cm3 by expanding the simulation cell. A melt of 800 linear chains of n = 1120 
(280 CG beads) was made by removing 120 beads from one end of the chains in the n 
=1920 melt and decreasing the dimensions of the simulation cell until the melt density ρ 
= 0.76 g/cm3. All the simulations presented here were carried out using the CG model 
with 4 carbon atoms per CG bead, though results are reported in terms of number of 
carbon atoms n in the backbone and ns in the side chains or the total molecular weight Mw 
of the chains. 
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n ns nb 
   
 
480 0 0 42.1  101.7  
 40 4 41.8 9.3 101.3 22.6 
 40 8 41.2 9.2 100.1 22.4 
 40 16 40.4 9.1 98.3 22.2 
 80 4 41.6 14.5 100.9 35.1 
 80 8 40.9 14.3 99.5 34.7 
 160 4 40.5 22.3 98.2 54.1 
1120 0 0 61.9  150.3  
1920 0 0 76.9  186.3  
 40 16 74.9 9.1 182.1 22.1 
 80 16 72.6 14.1 177.1 34.2 
 160 16 71.1 22.3 174.2 53.9 
 
Table7.1. Systems studied with number n of carbon atoms in the backbone, number ns of 
carbons in the side chains and number of branches nb. <Rgb
2>1/2 is radius of gyration of 
backbone, <Rgs
2>1/2 is radius of gyration of side chains, <Rb
2>1/2 is end-to-end distance 
of the backbone and <Rs
2>1/2 is the end-to-end distance of the side chains. The error bars 
are ±2%. 
Snapshots of the CG linear chain and combs with 4 branches of length ns = 40 and 
8 branches of length ns = 80 are shown in Figure 1. The systems studied are described in 
Table 1 along with their corresponding dimensions. For large n, the end-to-end distance 
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<R2>/M = 1.29 ± 0.02 Å2/(g/mol) for linear PE which is in good agreement with the 
experimental value of 1.21 Å2/(g/mol) obtained from small angle neutron scattering at 
443K.34 The average distance between branches varies from 28  n/(nb+1)   112. These 
lengths are comparable to the entanglement length ne of PE which is ~ 80.
34, 35 Note that 
the radius of gyration <Rgb
2>1/2 and end-to-end distance <Rb
2>1/2 of the backbone do not 
change with the number of branches and length of the side chains ns, which shows that all 
of our results are all in the comb, not in the bottle-brush regime.36, 37 
Non-equilibrium molecular dynamics simulations were performed to study the 
nonlinear viscoelastic properties of these polymer melts. We integrate the SLLOD 
equations of motion.38 At a strain rate , the shear viscosity is calculated using 
, where  is the xz component of stress along the flow and gradient 
directions respectively.  
Results 
A series of melts of PE comb polymers have been studied focusing on the regime 
where addition of branches does not affect the rigidity of the polymers. This is reflected 
in a nearly constant <Rg
2>1/2 of the chains, independent of ns and nb, as shown in Table 
7.1. The mean squared displacement (MSD) of chains in equilibrated melts was 
calculated for the center six beads, g1(t) = <(ri(t)-ri(0))
2> in order to suppress the 
fluctuations caused by chain ends and for the center of mass (cm) of the chains,  g3(t) = < 
(rcm(t)-rcm(0))
2>, where ri(t) is the position of atom i at time t, and rcm(t) is the position of 
the center of mass of the chains. Figures 7.2 a and b depicts MSD of chains of n = 480 
and 1920 carbon atoms with different branch lengths ns. Both the backbone chain length 
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n and the length of backbone per branch n/nb = 120 are above the entanglement length ne. 
The branch lengths are ns ~ne/2, ne and 2ne. These data show the distinctive t
1/4 reptation 
scaling regime at intermediate times while at later times the MSD scales as ∼ t1, 
characteristic of diffusive regime, where the chains have moved their own dimension. 
The chains are not long enough to observe the second t1/2 regime between the reptation 
and diffusive regimes. The extent of the reptation scaling regime as well as the diffusive 
time, τd, increases with increasing branch length as observed in Figures 7. 2 a and b.  
 
Figure 7.2: Mean squared displacement (MSD) of the center six CG beads g1(t) (open 
symbols) and of the center of mass g3(t) (full symbols) (a) for chains of n = 480 carbon 
atoms, (b) for chains of n = 1920 carbon atoms, both at the indicated branch lengths ns 
and number of branches nb, and (c) for chains of n = 480 carbon atoms at the indicated 
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number of branches nb for ns = 40 carbon atoms. The solid lines represent the scaling 
predictions t1 for the diffusive regime and t1/4 for the reptation regime. 
Figure 7.2c that depicts the MSD for chains with n = 480 and ns = 40 for nb =4, 8 
and 16 branches. These data show that number of branches nb hardly affects chain 
mobility in the comb regime. Regardless of nb, the MSD curve show similar t
1/4 scaling 
followed by the chains reaching the diffusive regime. The diffusive time increases only 
slightly with increasing nb. 
These results show significantly effects of branch length with only slight effects of the 
number of branches within the region studied.  
The diffusive time d is determined from the time that the inner beads have moved 
a distance comparable to the size of the chain g1(d) = 3<Rgb2> = <Rb2/2>.39  The 
measured τd for chains with backbone length n = 480 and n =1920 with n/nb = 120 is 
shown in Figure 7.3 for varying number of carbon atoms per branch ns.  We find that for 
both backbone lengths, the data follow an exponential dependence with d = d* 
exp(adns/ne) with ad ~1, d* = 8700 ns and ad = 1.1 for n = 480 and τd* = 290 μs and ad = 
0.86 for n =1920. 
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Figure7. 3: Diffusive time τd
 
as a function of number ns of carbon atoms in the side 
chains for n/nb= 120. 
 
With the exponential dependence of τd with ns, one would expect that the 
dimensions of the branches to affect the diffusion pathways available for the chains to 
propagate. The diffusion of high molecular weight polymer in melts is strongly affected 
by entanglements, where the chain motion often follows the reptation model.19 This 
model describes the motion of the polymers as reptation of the chains around the 
constraints formed by entanglements in an imaginary tube with a diameter 𝑑𝑇 formed by 
neighboring chains. Here the tube diameter for different ns was calculated from the 
MSD  at the crossover time from the early time t1/2 Rouse regime to the t1/4 reptation 
regimes  . The crossover time is directly correlated to the entanglement 
time  .40 Results for dT are summarized in Figure7 4 show that dT increases 
linearly with increasing length of the side chains.  The entanglement time  also 
increases linearly from 41 ns to 112 ns as ns increases from 0 to 160. This increase in the 
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tube diameter and entanglement time with increasing ns is expected from the geometrical 
description of the chains. However, while dT increases, the mobility of the combs is 
suppressed due to the additional constraints arising from the presence of the tethers.  
 
Figure7. 4: Tube dimeter as a function of ns, calculated from the cross over time 
from the Rous regime to the t1/4 reptation dynamics.  Insert: schematics of a cross-
sections of a tube for a linear and branched. 
To compare the entanglement times τe and diffusive times τd to the time τa for the 
arms to relax, we measured the end-to-end correlation function of the branches, 
 
where Rs(t) is the end-to-end vector of a branch.  Results C(t) for 3 values of ns are shown 
in Figure 7.5. The data fits a Kohlrausch−Williams−Watt (KWW) stretched exponential 
function C(t) = exp(−t/τa)β reasonably well though not perfectly. The exponent β 
decreases with increasing ns, indicative of a very broad spectrum of relaxation times, 
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presumably since the arms relax by a combination of arm retraction and backbone 
mobility. To compare the arm relaxation time to τe and τd, we take as the time when the 
arms relax 90%, C(t) = 0.10, since the fits to KWW are only approximate. The arm 
relaxation time  increasing exponentially
22, 41, 42 with increasing length of the arm, with 
 ~ exp(4n/ne), though the fit is only approximate since we only have 3 arm lengths. For 
the shortest arm, ns = 40,  ~ 13 ns which is less than τe = 51 ns. For this case the arms 
have fully relaxed before the backbone has reached the reptation regime. For arms of 
length ns = ne = 80,  ~ 100 ns which is only slightly larger than τe, so that the arms 
have largely relaxed by the time beginning of the reptation regime. However, for the 
longest arms, ns =2ne,  ~ 2.7 μs, significantly larger than τe ~ 112 ns where the 
backbone begins to reptate. By τe, only the end of the arms has relaxed, though the 
backbone begins to reptate, albeit with a very high effective friction coefficient from the 
long branches. For both backbone lengths studied here, the diffusive time τd exceeds  
for all branch lengths. 
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Figure7. 5: End to end vector auto correlation function for n = 480 chains with indicated 
branch length ns and fitting parameter to KWW formula β and τa (ns). 
The effects of branching on chain mobility was quantified by measuring the 
diffusion coefficients, g3(t))/6t for t≫ τd. The values for D as a function of molecular 
weight Mw of the chain for linear and branched chains are shown in Figure 7.6. The 
values of D for linear chains with Mw = 9 kg/mol and 11.2 kg/mol were calculated by 
D=D1(M/M1)
-2.18  with D1 = 3.08x10
-5 cm2/s and M1 = 1kg/mol are fitting constants.
43 
This formula is a semi-empirical relations derived by Lodge44 to capture the scaling 
relations for dynamics in a series of melts measured by a broad variety of techniques. For 
both linear and branched chains, D decreases with increasing Mw. The comb polymers 
however move slower than the linear chains with the same Mw, even though the combs 
have shorter backbones compared to the linear chains with the same Mw. Chains with ns = 
40 shows about two-fold of decrease in their mobility compared to the linear chain with 
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the same Mw, while the comb polymers with ns = 160 show about three-fold decrease in 
their mobility compared to the linear chain with the same Mw. 
  
Figure7 6.  Measured diffusion constant D for chains with indicated total number of 
carbons. Solid symbols represent the linear chains and open symbols represent the 
branched chains.  
Diffusion coefficients extracted for combs with n = 480, ns = 40 at different nb, 
show that D decreases linearly with increasing nb from 4 to 16 as presented in Figure 
7.7a.  D extracted for the chains with same Mw but different n, ns and nb are shown in 
Figure 7.7b. The linear chain consists of 1120 backbone carbons corresponds to the ns = 0 
and nb = 0. For comb polymers, to keep Mw constant, ns is decreased from 160 to 40 
carbons as nb is increased from 4 to 16. D for the comb with nb = 4 and ns = 160 is 
significantly lower than the linear chain with the same Mw. However, D gradually 
increases for the combs with higher number of shorter branches. These results 
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demonstrate that at fixed Mw, chain mobility is mainly affected by the branch length than 
the number of branches.  
 
Figure7 7. Diffusion coefficients D as a function of (a) nb for chains with fixed n and ns 
and (b) as a function of nb for the chains with indicated ns. 
The shear viscosity η of the chains as a function of shear rate  is measured using 
non-equilibrium MD simulations. Results for chains with n = 480 backbone carbon atoms 
with different number ns of carbon atoms per branch for nb =4 are shown in Figure 7. 8a. 
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Figure7 8. (a) Shear viscosity  as a function of shear rate for chains with n = 480 and 
nb = 4 at indicated ns.  Inset shows zero shear rate viscosity 
0
 as a function of ns at fixed 
n and nb. (b) Shear viscosity  as a function of strain rate  for chains with M
w
 = 15.7 
kg/mol at indicated n, ns and nb. 
At high , all systems show a shear thinning regime in which the viscosity η ∼ 
− with  ≈ 1.0 ± 0.1 independent of chain Mw. As decreases, η reaches a plateau. The 
zero-shear viscosity η0, obtained by fitting the shear viscosity data with 
  
is shown in the inset of Figure 8 8a. Here, c is the crossover time at which η reaches a 
plateau. At fixed n and nb, η0 increases exponentially   with the 
length of the side chains with  = 772 cp and  = 0.4 for n = 480.  
 The shear viscosity for melts of the chains with a fixed Mw for different ns and nb 
is as a function of  are shown in Figure 7.8 b. At fixed Mw, the shear viscosity η for low 
shear rates  is smaller than that of the linear polymer for all three comb polymers. The 
number of branches dictates the shear viscosity of combs where the ones with lower 
number of longer arms has a larger viscosity than the combs with higher number of 
shorter arms.  
Stress overshoot is an important nonlinear rheological phenomenon exhibited by 
polymer melts.4 The shear stress of the system initially increases with time, then reaches 
a maximum at a certain strain followed by a rather smooth decrease, and eventually 
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attains a steady-state value. The stress overshoot measured for the chains with different 
branch lengths ns is shown in Figure 7 9 for high shear rate. The amplitude of the stress 
overshoot decreases with decreasing shear rate. For the lowest shear rate studied, the 
stress overshoot is not observable. As seen in Figure 7 9, the peak stress increases and 
moves to later times as the length of the side chains increases. According to the reptation 
model the tube represents uncrossability constraints by neighboring chains, hence the 
stress is assumed to apply entirely along the backbone of the polymer chain. For linear 
polymers, stress is assumed to relax via diffusion of a single chain confined to the tube. 
However, branched polymers behave differently from their linear counterparts, where the 
stress relax hierarchically, from the outer to inner regions. The initial relaxation of 
branches provides an effective solvent for the interior unrelaxed parts in chain followed 
by relaxation of backbone similar to a linear polymer in a dilated tube with increased 
friction from the branch points.  Here, the combined action of stretch of backbone and 
branches governs the overshoot which increases with increasing ns due to the stretching 
of the arms. 
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Figure 7 9. Stress over shoot normalized by its value at long time for systems with n = 
480 backbone carbon atoms with nb = 4 branches at indicated branch lengths for shear 
rate  = 1.6 x107/s. 
Conclusions 
The effect of the number of branches and branch length on the chain mobility and 
viscosity of loosely branched polyethylene comb polymer melts has been studied. We 
find that the presence of sparsely placed branches greatly reduces the chain mobility of 
comb polymers compared to their linear analogs. The motion of the polymer backbone is 
well described by reptation over intermediate time scales even for time where the longest 
branches have not fully relaxed. The branches impose strong drag on the chains as is 
evident by the exponential increase in the time that it takes the polymers to reach the 
diffusive regime as the length of the branches increases. The addition of branches act as 
an effective solvent for the backbone and increase the tube diameter and consequently the 
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entanglement time. The tube diameter, directly measured from the crossover from the 
early time Rouse to reptation regime and the entanglement time both increase linearly 
with the length of the branches. While increasing the branch length has a very strong 
effect on chain mobility, increasing the number of arms with fixed branch length has 
much smaller effect on the chain mobility. The zero-rate viscosity increases exponentially 
with increasing branch length. At higher shear rate, in the shear thinning regime, the 
viscosity decreases inversely with shear rate, independent of the length of the branches. 
At fixed molecular weight MW, the chain mobility is mainly governed by the branch 
length rather than the number of branches. This study provides a molecular level insight 
into long-lived problems in polymer rheology 
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CHAPTER EIGHT 
 
SUMMARY 
 
 
The goal of this study is to resolve the structure and dynamics of polymers in 
confined geometry. The main body of this research captures the structure, dynamics and 
internal correlations of rigid luminescent polymers in nano confinement; polydots and 
their interactions with bio membranes using atomistic molecular dynamics simulations. 
Further, we used coarse grained simulations to study the rheology of branched polymer 
melts. The confinement of these melts is determined by the entanglements. The series of 
studies for resolving the structure and dynamics of nanoconfined polymers were started 
with understanding the effect of ionizable groups on conformation of isolated ionizable 
luminescent polymers in dilute solutions. 
1. Conformation of ionizable poly para phenylene ethynylene in dilute solutions 
 
Conformation of isolated ionizable poly para phenylene ethynylene (PPE) chains 
in implicit and explicit solvents were studied. We found that in all solvents studied, up to 
a fraction of ionizable groups f = 0.7, the PPE chains remain extended, without long-
range correlations between the aromatic rings along the backbone. PPE chains with a f 
>0.7 tend to collapse, in implicit poor solvent with a very low dielectric constant ε = 1.0, 
forming ionic clusters. Nonyl chains are orienting towards the PPE backbone in water 
and an implicit poor solvent with ε = 77.3 which mimics water, while the side chains 
remain extended and oriented away from the PPE backbone in toluene and implicit good 
solvent. Overall, this study elucidates that, even though the PPE chain backbone remains 
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extended, local dynamics of chains is governed by side chains, which are affected solvent 
quality and f. 
2. Luminescent tunable polydots:  charge effects in confined geometry 
This study investigates the structure, dynamics and internal correlations of soft 
nanoparticles or polydots formed by confining luminescent ionizable polymers into nano 
dimension. Though the most stable state of these polymers in solutions is extended, in 
polydots they are trapped in a far from equilibrium state. Surprisingly, we find that the 
polymers remain confined in water independent of the ionizable group fraction f with the 
majority of the ionizable groups located at the polydot surface. The amount of the 
ionizable groups strongly affets the dynamics and conformation of the polymer and 
impacts the shape of the polydot. Notably, with increasing f, polydots become more 
aspherical. The ionic clusters form in these polydots results in interactions at the length 
scale of particle dimensions and affect the local polymer conformation. The aromatic ring 
dynamics is captured by measuring the autocorrelation function of the aromatic rings. We 
find that, correlation times are in microsecond range and increasing f results longer 
correlation times. This study shows that confined polymer conformation and its internal 
dynamics can be regulated by tuning f to obtain soft nanoparticles with controlled 
response. 
3. Temperature response of soft ionizable polymer nanoparticles 
This study captures the effect of charge-temperature correlation on luminescent 
ionizable polymers in nano confinement. While the ionizable groups increase the overall 
stability of confined polymer conformation, increasing temperatures affect the dynamics 
of the confined polymer due to its large surface to volume ratio. Clearly, increasing 
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temperature results in a transition from a glassy state to a dynamic state. This transition is 
captured by shape changes that occur in polydots at higher temperatures. With increasing 
temperature, polydots with lower number of monomers n or fraction f of ionizable groups 
tend to unravel forming aspherical structures, while polydots with higher n or f maintain a 
confined structure. Aromatic ring dynamics is reflected by the auto correlation times 
associated with ring rotation. The correlation times measured for aromatic rings depends 
on both f and aromatic ring location with respect to the polydot interface. Further, we 
show that, enhanced dynamics affect the distribution of the carboxylate groups and 
increasing temperature increases the migration of carboxylate groups towards the polydot 
interface.   
4. Polydots, soft nanoparticles, at model bio membrane interfaces 
Resolving the interactions between the soft NPs or polydots with bio membranes 
is a critical step to use them in therapeutic applications. Here, we resolve the interactions 
between a model bio membrane and polydots with different hydrophobicity and size. We 
saw that regardless of size hydrophobic polydots penetrate the membrane and remain 
inside the membrane, while hydrophilic polydots remain adsorbed to the membrane 
surface or only partially penetrate the membrane. We also saw that polydot equilibrium 
location with respect to the membrane interface and polydot normal dynamics with 
respect to the plane of the membrane is determined by the polydot hydrophobicity. These 
results are in good agreement with the potential of mean force measurements that 
signifies increasing the hydrophilicity of polydots results in shifting the position of the 
energy minima from the center of the membrane to the surface. This study exhibit ways 
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to control and guide the polydot location in bio membranes, which is important in 
designing next generation soft NPs for therapeutic applications.  
5. Polymer topology effects on dynamics of comb polymer melts 
Polymers exhibit different rheological behaviors depending upon their topology. 
Here, using a coarse grained molecular dynamics simulation we studied the effect of 
branch length ns and number of branches nb on the rheology of entangled polyethylene 
(PE) melts. ns is set above and below the entanglement length of PE, while nb is varied. 
As expected, branched PE chains show a slower mobility than their linear analogs. At 
fixed molecular weight MW, chain mobility is mainly governed by the branch length 
rather than the number of branches. We further show that, zero shear viscosity of the 
melts exponentially increases with increasing ns. This study provides a molecular level 
insight into long-lived problems in polymer rheology.  
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