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The research presented in this thesis provides original contribution to 
knowledge in the area of lexical-semantic effects in episodic memory. 
Lexical-semantic influences on memory have received considerable attention 
(e.g., MacLeod & Kampe, 1996; Roodenrys & Quinlan, 2000), and despite 
these works, the effects of many theoretically important item properties on 
memory remain unclear. While other lexical dimensions, most notably, word 
frequency, are often accounted for by models of episodic or recognition 
memory (Howard & Kahana, 2002), a number of semantic dimensions remain 
underspecified.   
Given the potential memory affordances arising from lexical-semantic 
properties in episodic memory (Hargreaves, Pexman, Johnson, & Zdrazilova, 
2012), this dissertation aims to address the above gap. To this end, I collected 
free recall and recognition memory estimates for 532 concrete nouns. This is a 
departure from previous memory researchers who typically collect normative 
data for a single memory task, such as free recall (Rubin & Friendly, 1986) or 
recognition memory (Cortese, McCarty, & Schock, 2014), but not both. 
Second, the megastudy approach was employed, reflecting a methodological 
extension from previous works. Briefly, this approach uses multiple regression 
analyses to examine a number of item properties on performance in a given 
task. The bootstrapping regression involves using the sample data to infer 
population characteristics with the sampling distribution constructed by 
resampling from the sample. Parametric assumptions are not required in 
bootstrapping. Hence, the estimates obtained using bootstrapping will be less 
susceptible to violations of parametric assumptions. Overall, this database 
 v 
could be utilized by other researchers to test for novel measures and 
hypotheses, and to determine and compare lexical-semantic effects across 
memory tasks.  
The experimental work that forms the basis of the thesis is presented as 
a paper entitled "Free Recall and Recognition Memory Estimates for 532 
Concrete Nouns" that has been submitted to "Behavior Research Methods" 
(under review). This paper is a manuscript that has been revised according to 
an earlier review by this journal. I was involved in the conceptualization of 
this research, data collection, analysis, and interpretation, and the drafting of 
this manuscript, while the second and third authors assisted in the 
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Free Recall and Recognition Memory Estimates for 532 Concrete Nouns 
Mabel C. Lau, Winston, D. Goh, and Melvin, J. Yap 
This manuscript is under review in Behavior Research Methods 
Abstract 
The successful retrieval of words is likely to be intricately linked to their 
lexical and semantic properties. As such, variations in these properties 
determine how the word is encoded, stored, and retrieved. We collected both 
recall and recognition memory estimates for 532 concrete nouns (McRae, 
Cree, Seidenberg, & McNorgan, 2005) using the megastudy approach and 
demonstrated the validity of the data. Collecting memory estimates using this 
approach allows researchers to move away from the constraints of factorial 
designs. This resource could be used to carry out more fine-grained 
investigations on lexical-semantic influences on memory or to test new 
hypotheses. Two uses of this dataset were illustrated. First, we regressed recall 
and recognition performance on a number of lexical-semantic variables. In 
free recall, these accounted for 26.0% of the variance, while in recognition 
they accounted for 32.3% of the variance in hit rates, 16.5% of the variance in 
false alarm rates, and 35.0% of the variance in d'. Second, we used our data to 
determine whether the number of semantic features effect in free recall 
(Hargreaves, Pexman, Johnson, & Zdrazilova, 2012) could be replicated using 
our free recall dataset. Consistent with Hargreaves et al.’s findings, words with 
higher number of features were better recalled as compared to words with 
fewer number of features.   
Keywords: megastudy; recall and recognition memory; lexical-semantic   
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Free Recall and Recognition Memory Estimates for 532 Concrete Nouns 
Words are particularly valuable stimuli for memory research because 
they are characterized by a host of dimensions that can be organized at the 
level of form (orthography), sound (phonology), and meaning (semantics) 
(Glanc & Greene, 2007; Hargreaves, Pexman, Johnson, & Zdrazilova, 2012). 
Importantly, any variability on these dimensions could potentially influence 
how a word is encoded, stored, and retrieved (Jenkins, 1979). Using a variety 
of memory paradigms (e.g., immediate free recall, immediate serial recall, and 
recognition), researchers have since documented how memory performance 
can be systematically influenced by certain lexical variables (e.g., word 
frequency or the frequency of occurrence of a word in a language; MacLeod & 
Kampe, 1996) and semantic variables (e.g., imageability or the extent that a 
word is able to elicit mental images; Cortese & Fugett, 2004). Despite this 
work, the effects of many theoretically important word dimensions on memory 
remain unexplored or poorly understood. The overarching objective of the 
present work is to address this gap by providing a behavioral database that 
contains both free recall and recognition memory norms for a large set of well-
characterized and well-studied concrete words. 
Effects of Lexical Variables on Memory 
In a free recall experiment, participants study a list of to-be-
remembered words with the items being presented one at a time. At the test 
phase, they are then tasked to recall the words in any order. The importance of 
free recall lies in its utility in delineating the organization and mechanisms of 
human memory (Kahana, 1996). Thus, any observed patterns of recall 
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performance can provide a rich source of information regarding the 
importance of lexical-semantic influences (e.g., Howard & Kahana, 2002). 
Similarly, in a recognition memory paradigm, participants study a list of 
words and are then prompted to determine whether the words were previously 
seen during the study phase. Regardless of the tasks used, researchers have 
consistently found that variations in different lexical properties influence 
performance across episodic memory tasks. For example, word length 
(defined as either the number of syllables or letters of a word) has been found 
to influence free recall, in that participants often remember shorter words 
better as compared to longer words (e.g., Tehan & Tolan, 2007). A word 
frequency paradox has also been found when the frequency of occurrence of 
words was being examined in free recall and recognition memory tasks. 
Specifically, high-frequency words are better recalled as compared to low-
frequency words in a free recall task (e.g., Hall, 1954; MacLeod & Kampe, 
1996; Roodenrys & Quinlan, 2000; Van Overschelde, 2002). However, high-
frequency words are associated with lower hit rates and higher false alarm 
rates (Malmberg, Zeelenberg, & Shiffrin, 2004) in a recognition task. The 
word frequency effect in the memory domain is far from being 
straightforward. While the disadvantage of high-frequency words in 
recognition memory is generally robust across pure (consisting of either high- 
or low-frequency words) and mixed lists (consisting of both high- and low-
frequency words), the high-frequency advantage in recall is less robust in a 




Other structural properties of words are also of interest to memory 
researchers, such as the distinctiveness of the item. Past research examining 
the distinctiveness of nonsemantic features of the word often used 
participants’ reports to determine whether a word is considered unusual 
looking (Glanc & Greene, 2007). The distinctiveness of an item is then likely 
to be subjective and may even vary depending on which participant pool is 
used. Recent studies have attempted to operationally define distinctiveness 
without the use of participants’ reports. For example, measures such as 
orthographic/phonological neighborhood size (N) and 
orthographic/phonological Levenshtein distance (OLD20/PLD20) capture the 
word's orthographic or phonological distinctiveness (Cortese, Khanna, & 
Hacker, 2010; Cortese, McCarty, & Schock, 2014). A neighbor is a word that 
differs from the target word by a single phoneme (for phonological neighbor; 
Yates, Locker, & Simpson, 2004) or by a single letter (orthographic neighbor) 
substitution. For example, the orthographic neighbors of the target word cat 
would be cut, cap, and hat. The phonological neighbors of the target word 
gate would be hate and get. Their respective neighborhood sizes can be 
defined as the total number of neighbors a word has (Coltheart, Davelaar, 
Jonasson, & Besner, 1977; Glanc & Greene, 2012; Goh & Pisoni, 2003). The 
conceptualization of OLD20/PLD20 is less restrictive; the LD between two 
words is the number of operations (substitution, deletion, or insertion of a 
letter or phoneme) necessary to transform one word into the other (Yap & 
Balota, 2009; Yarkoni, Balota, & Yap, 2008). For example, to transform the 
word smile to similes would require the insertion of I and S, resulting in a 
distance from smile to similes of 2. OLD20/PLD20 refers to the average 
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distance between a target word and its 20 closest orthographic/phonological 
Levenshtein neighbors. A word which is relatively distinct (from other words) 
will have a lower N value, but a higher OLD20/PLD20 value. These two 
measures capture the word's orthographic or phonological distinctiveness. To 
the extent the target item is distinct, memory for that item will be facilitated 
(Cortese, Watson, Wang, & Fugett, 2004).  
Overall, this suggests that lexical properties influence the memory of 
words to some extent (amongst other determinants of memory). There are, 
however, several theoretical explanations for different lexical variables. For 
example, according to the distinctiveness framework, a unique and distinctive 
item would be better remembered (e.g., Hunt & Elliott, 1980; Hunt & 
Worthen, 2006). The distinctiveness framework has been used to account for 
the paradoxical reversal of the word-frequency effect in recognition memory 
(but see Criss & Malmberg, 2008; Dennis & Humphreys, 2001 for different 
accounts). Low-frequency words are more distinctive as compared to high-
frequency words, and that gives low-frequency words a memory advantage, as 
observed in the high hit rates (e.g., Shiffrin & Steyvers, 1997). Also, 
distinctiveness theories can be used to explain the neighborhood effects. Based 
on the distinctiveness hypothesis, an item's attribute is distinctive when it is 
shared by few other words (Hunt & Elliott, 1980). These distinctive attributes 
will then help in the retrieval of the target item. Memorability is therefore 
better for distinctive items because the item's unique properties help in the 
discrimination of the target item from other competing items during retrieval 
(Hirshman & Jackson, 1997).  
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There are other theoretical accounts of lexical effects, such as the 
interference framework, which are more specific in their application. For 
instance, the interference framework that has been used to account for 
neighborhood effects, assume that the presentation of the target word will 
activate its corresponding orthographic/phonological representations (Cortese 
et al., 2004). To the extent that these representations are shared with other 
words, its activations will likely interfere with the retrievability of the target 
word. This interference is likely to be greater when a word has more 
neighbors.  
Effects of Semantic Variables on Memory 
Apart from lexical variables, it seems that variation in the semantic 
dimensions of a word may also influence word processing and its 
memorability. Semantic representations of words can be conceived as being 
multidimensional (see McRae & Jones, 2013; Pexman, 2012, for detailed 
discussions), including: (1) semantic neighborhood density (SND; the degree 
to which a word co-occurs with other words; Landauer & Dutnais, 1997; Lund 
& Burgess, 1996; McRae & Jones, 2013); (2) number of senses (NS; the 
number of meanings a word is associated with; Pexman, 2012; Rodd, Gaskell, 
& Marslen-Wilson, 2002); (3) imageability (the degree to which a word 
evokes a mental image); (4) number of semantic features (NoF; the number of 
attributes a participant lists for the target word; McRae, Cree, Seidenberg, & 
McNorgan, 2005); (5) body-object interaction (BOI; the degree to which a 
human body can interact with the word; Siakaluk, Pexman, Sears, Wilson, 
Locheed, & Owen, 2008); and (6) emotional valence (the degree of 
pleasantness of the word).    
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 Generally, it is believed that relatively more semantic information 
should facilitate performance in a variety of lexical tasks; this is termed the 
“semantic richness effect” (Grondin, Lupker, & McRae, 2009; Pexman, 
Holyk, & Monfils, 2003). A word is considered to be semantically richer when 
it is associated with more information; that is, it is highly imageable, has 
multiple meanings, associated with many semantic features, associates and 
sensorimotor information, situated in dense semantic neighborhoods, or is an 
emotional word. Research in this area suggests that different aspects of 
semantic representations of a word can have consequences in terms of how 
people access and use lexical-semantic knowledge in a variety of learning and 
memory tasks (Acheson, MacDonald, & Postle, 2011; Moss, Ostrin, Tyler, & 
Marslen-Wilson, 1995). Although there is still much to explore regarding the 
exact relationship between how a word is recognized and how it is encoded, 
stored, and retrieved in episodic memory, certain word properties that affect 
word recognition tasks also appear to influence memory performance; this 
includes, word frequency (e.g., for word recognition, Balota & Chumbley, 
1984; Balota & Spieler, 1999; for memory, Hall, 1954; MacLeod & Kampe, 
1996), orthographic/phonological neighbors (e.g., for word recognition, 
Andrews, 1989; 1992; for memory, Cortese et al., 2004; Glanc & Greene, 
2007), and emotional valence (e.g., for word recognition, Kuperman, Estes, 
Brysbaert, & Warriner, 2014; Kousta, Vinson, & Vigliocco, 2009; for 
memory, Kensinger & Corkin, 2003; Mather, 2007). However, the majority of 
semantic richness research has been based on visual word recognition tasks 
(e.g., Pexman, Hargreaves, Siakaluk, Bodner, & Pope, 2008; Yap, Tan, 
Pexman, & Hargreaves, 2011), and it remains unclear as to whether other 
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lexical-semantic variables have an influence on the memorability of a word. 
Hence, one important goal of the present study is to help shed more light on 
this. 
The idea that word dimensions could influence subsequent memory is 
consistent with the notion of encoding variability (Hargreaves, Pexman, 
Johnson, & Zdrazilova, 2012), in that variability in how words are processed 
during the encoding phase can influence their subsequent retrieval. For 
example, MINERVA 2 (Hintzman, 1984) posits that human memory is built 
up by a large set of episodic traces and that traces are represented by a list of 
features. When a word is studied, a memory vector containing these features is 
created for that item, and each feature is independently encoded (Raaijmakers 
& Shiffrin, 2002). For each feature, there could be substantial variability in its 
processing (e.g., semantic elaboration; Seamon & Murray, 1976) which will 
have consequences for subsequent memory. Hargreaves et al. (2012) proposed 
that differential processing may be elicited by the lexical-semantic dimensions 
of words (i.e., item-specific encoding variability), which leads to differences 
in the memory strength for each word.  
In their work on the NoF effect in free recall, Hargreaves et al. (2012) 
accounted for the NoF effect using the temporal context model (TCM-A; 
Sederberg, Howard, & Kahana, 2008). According to TCM-A, the context 
representation which guides the memory search is a combination of temporal 
information regarding the ordering of items, semantic information of the target 
item, and information of the current context. Associations between the study 
context and the representations of studied items are formed and this allows for 
the retrieval of these items. Variability in item-specific encoding may have 
MEMORY ESTIMATES 
9 
consequences for how well an item is able to bind with the context. As free 
recall is theorized as a competitive process between items in TCM-A, whether 
an item will be successively retrieved is a function of the strength of the item's 
trace in the context layer. Variability in the property of NoF may determine 
how well an item can bind to the context layer through varying item-specific 
activity during encoding, which then influences the probability of successful 
recall (Hargreaves et al., 2012).  
Contributions of Context and Item in Memory 
It is certainly true that a number of context parameters (e.g., encoding 
time, retention interval, the number of studied/tested items, test composition) 
contribute substantially to memory performance (Criss & Shiffrin, 2004). For 
example, Criss and Malmberg (2008) found that low-frequency words require 
more attention during the early encoding phase (when words are first 
identified). Also, Criss (2009) found that recognition memory for words was 
improved when these words were subjected to repeated study (i.e., five times), 
as compared to words that were only studied once.  
In the context of a typical free recall or recognition memory task, 
certain word dimensions may also provide an encoding affordance, thereby 
increasing its memory strength for subsequent retrieval. This notion is 
compatible with differentiation models of memory (e.g., Criss, 2006; 2010; 
Criss & McClelland, 2006), in that more encoding for the specific word may 
lead to a more accurate memory representation, which then improves the 
probability that it will be retrieved correctly at a later time. If so, it is possible 
that through the contributions of the word’s lexical-semantic properties (e.g., 
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word frequency), the less confusable this word will be with other items in the 
studied lists (Criss, 2009). With regard to recognition memory, this improves 
the match between the item during the study and the test phase (thereby 
increasing the hit rate), as well as reduces the match with a non-studied foil 
(thereby decreasing the false alarm rate). In free recall, the lexical-semantic 
properties of the word may help to differentiate it from other words (e.g., 
whether the word is more frequently or less frequently encountered), 
determining its similarity with other items in the studied list, and whether it 
can be successfully retrieved at a later time. While a review of memory 
models is beyond the scope of the present paper, processing differences for 
individual words  during the encoding stage may impact the probability of that 
word being recalled or recognized (Hargreaves et al., 2012).  However, it is 
not entirely clear if all item-specific encoding variability have memory 
consequences. Perhaps, some lexical-semantic variables have little (if any) 
impact on how the word is remembered.    
The potential memory affordances  arising from the dimensions of a 
word also raise the question regarding the nature of lexical-semantic 
representations, as well as the relationship between word recognition (and its 
related processes) and episodic memory (Goldinger & Azuma, 2004).  
Generally, many memory researchers have used words because of 
methodological convenience; the dimensions of the word are in and by 
themselves not the investigative focus. This approach makes some sense since 
memory researchers often assume that individual words (or their lexical 
representations) are collectively represented by their episodic traces 
(Goldinger, 1996; Tenpenny, 1995). On the other hand, psycholinguistic 
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theories view the human lexicon as representing a set of ideal, abstract, and 
canonical units, as well as assuming that each word is meaningfully combined 
from 26 meaningless letters (Goldinger & Azuma, 2004). If each word is 
perceived as meaningful in its own right, then the dimensions of the word 
might have implications on how the word is processed and recognized. 
Despite the potential importance of word properties, the majority of 
memory researchers often treat them in a discrete manner. That is, most 
studies evaluating these properties often dichotomize them into binary groups, 
with low or high categories. For example, word frequency is examined via 
participants’ performance on high-frequency versus low-frequency words 
(e.g., Freeman, Heathcote, Chalmers, & Hockley, 2010). While such an 
approach is perhaps helpful in demonstrating lexical-semantic effects, this 
could mask the true relationship between these lexical-semantic properties and 
memory, especially when one considers them as continuous variables. Some 
memory researchers (e.g., Hemmer & Criss, 2013; Lohnas & Kahana, 2013) 
have started to examine word frequency as a continuous, rather than a 
dichotomous variable. For instance, Hemmer and Criss (2013) utilized an 
item-level analysis between word frequency and recognition performance and 
they found a U-shaped pattern for hit rates when word frequency is treated as a 
continuous variable. These findings from Hemmer and Criss (2013) and 
Lohnas and Kahana (2013) demonstrated how such analyses could further the 





Megastudies: A Complementary Approach to Factorial Experiments 
 For the most part, studies which have explored lexical and semantic 
effects on memory have been based on factorial experimental designs, in 
which researchers manipulate the independent variable of interest (e.g., 
imageability) while holding all other factors constant (e.g., word frequency 
and length). While this approach has undoubtedly generated a wealth of 
insights, it is also associated with some limitations (see Balota, Yap, 
Hutchison, & Cortese, 2013; Cortese et al., 2010). For example, continuous 
variables are usually dichotomized (Cortese et al., 2010), which could inflate 
Type I (MacCallum, Zhang, Preacher, & Rucker, 2002) or Type II (Cohen, 
1983) error. It is also often impossible to select a set of word stimuli that vary 
on only one dimension (Morris, 1981; Rubin & Friendly, 1986). Moreover, 
factorial studies typically emphasize the search for statistically reliable effects, 
and much less attention has been paid to the relative predictive power of 
different variables on a word’s memorability.     
 Given the abovementioned limitations of factorial designs, an 
alternative approach to studying lexical-semantic effects in memory is the 
“megastudy” approach (see Balota et al., 2013, for a review).  This approach 
uses multiple regression analyses to comprehensively examine the influence of 
an array of item characteristics on performance in a given task, which can 
provide important complementary insights to findings from factorial studies. 
The megastudy approach has been used most extensively in the lexical 
processing literature (e.g., Balota, Cortese, Sergent-Marshall, Spieler, & Yap,  
2004), but has also been employed to some extent in studies on recognition 
memory (Cortese et al., 2010; Cortese et al., 2014) and free recall (Rubin & 
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Friendly, 1986). For example, Rubin and Friendly (1986) used a multiple-trial 
free recall paradigm and investigated the effects of imageability, concreteness, 
meaningfulness (defined as the mean number of written associations that could 
be made within 30 seconds; Paivio, Yuille, & Madigan, 1968), availability 
(the extent of how easily a word comes into mind), familiarity, frequency, 
goodness (how good or bad a word's meaning is), emotionality (how 
emotional the word is), and pronunciability (how easy or hard it is to 
pronounce the word) on free recall performance for 925 words. Interestingly, 
the authors found that semantic variables (imagery, availability, and 
emotionality) accounted for the most variance in recall performance. 
Similarly, two megastudies on recognition memory were conducted by 
Cortese and his colleagues (2010; 2014), with the earlier paper examining 
monosyllabic words, and the more recent paper examining disyllabic words. 
They included word length, age of acquisition, objective and subjective 
frequency, imageability, orthographic and phonological similarity, and 
phonological-to-orthographic N (number of words that share orthographic and 
phonological rimes with the target word) as predictors in their examination of 
monosyllabic words and used a similar set of predictors (word length, age of 
acquisition, log frequency, imageability, orthographic and phonological 
Levenshtein distance) in their examination of disyllabic words. They, too, 
found that imageability was a strong predictor of recognition memory.   
The Present Study 
 The aim of the present study is to extend previous work in the 
following ways. Our first goal was to provide a resource which contains free 
recall and recognition memory estimates for a large set of concrete words that 
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are represented on various lexical and semantic norms. Some lexical 
properties are reportedly dissociable between recall and recognition. For 
instance, while there is a memory advantage for high-frequency words in free 
recall (but see Lohnas & Kahana, 2013, for a discussion on the word 
frequency effect when pure versus mixed lists are used), the word frequency 
effect is often reversed in memory recognition tasks, suggesting that retrieval 
is perhaps influenced by whether there is elaborative processing for the 
studied items (e.g., linking the to-be-retrieved word with other long-term 
lexical-semantic information in memory; MacLeod & Kampe, 1996). High-
frequency words are more elaborated upon than low-frequency words, and this 
advantage is likely to be observed in free recall, but not in recognition. Similar 
findings have also been reported for word length effects, such that short words 
are better recalled than long words but are more poorly recognized (Tehan & 
Tolan, 2007). Providing a behavioral database that contains free recall and 
recognition memory estimates will allow researchers to better characterize the 
lexical-semantic effects on memory performance, as well as to tease apart 
task-specific from task-general processing. To the extent that future memory 
models can eventually make predictions at the item-level, these data can also 
be used to constrain such models. 
 Second, it is apparent that the majority of memory researchers employ 
the factorial designs. In the present study, we apply the megastudy approach in 
our collection of recall and recognition memory estimates in the hope that the 
present resource would allow researchers to move away from the constraints 
of factorial designs to study memory. While there have been previous recall 
and recognition memory megastudies (e.g., Cortese et al., 2010; Cortese et al., 
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2014; Rubin & Friendly, 1986), they are associated with some limitations. For 
example, Rubin and Friendly’s (1986) study aggregates 13 free recall 
experiments that vary on the type of stimuli presented and the recall paradigm 
used. It is likely therefore that the Rubin and Friendly (1986) dataset is 
associated with substantial method variance, which coupled with participants’ 
heterogeneity, could add noise to the memory estimates and obscure item-
level effects.  
 Cortese et al.’s datasets (2010; 2014) represent a substantial 
improvement over the earlier work by Rubin and Friendly (1986) in that a 
common set of participants was presented with all words in a recognition 
memory experiment. However, although they sampled a very large number of 
words, these words are better represented on lexical, compared to semantic, 
measures. In fact, of the predictors included in their studies, only one semantic 
variable (i.e., imageability) was explored. As discussed earlier, it appears that 
certain semantic dimensions of the words may provide additional affordances 
to memory due to item-specific encoding variability (Hargreaves et al., 2012).  
Thus, Cortese et al.’s megastudies, while clearly timely and valuable 
resources, may not be optimal for studying certain effects, such as semantic 
richness effects. More pertinently for the present study, they only collected 
recognition memory data, making it difficult to tease apart task-specific from 
task-general processes.  
 Another important difference between the present study and the work 
by Cortese and colleagues has to do with the type of word stimuli used. That 
is, Cortese et al. (2010; 2014) sampled words that have been normed for 
imageability, hence their word stimuli contained both concrete and abstract 
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words. However, the word stimuli in this study will comprise concrete nouns 
from McRae et al.’s (2005) semantic feature production norms. The use of this 
norm is for several reasons. First, these words are well-characterized and well-
studied. In fact, McRae et al.’s (2005) norms have been utilized in word 
recognition research and have yielded relatively consistent findings (Pexman 
et al., 2008; Yap et al., 2011; Yap et al., 2012). A second, and far more 
important reason is because feature attributes are “verbal proxies for packets 
of knowledge” (McRae, 2004, p. 42). Such attributes are obtained through the 
listing of features of the target word. Representations which are derived from 
experiences with these target concepts are accessed when participants are 
listing these features. Thus, feature norms provide an excellent means to 
examine how meaning influences memory, such as through greater semantic 
activation (Pexman, Hargreaves, Siakaluk, Bodner, & Pope, 2008; Yap et al., 
2011; Yap et al., 2012).  
 As a demonstration of our database’s validity and utility, we will 
illustrate two ways whereby the current dataset can be utilized by researchers. 
We will first examine the relative contributions of lexical-semantic 
dimensions on both free recall and recognition memory. As semantic features 
are well-studied in the word recognition domain, and less so in memory, a 
preliminary analysis on these semantic effects in two of the most used long-
term memory tasks represents one contribution of the present study.  Next, we 
will report the results of a virtual experiment in which we determined if 
Hargreaves et al.’s (2012) findings could be replicated in our dataset (i.e., 
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 instead of collecting new data, relevant word items for various experimental 
conditions were selected and analyses were run using the corresponding 
average recall rate for selected word items).    
Method 
Participants 
Two hundred and forty undergraduates from National University of 
Singapore (NUS) participated in the study, half in the free recall experiment 
and the other half in the recognition memory experiment. All participants had 
English as their first language with normal or corrected-to-normal vision and 
had no speech or hearing disorders. Participants had an average score of 31.8 
(SD = 2.86) on the 40-item vocabulary subscale of the Shipley Institute of 
Living Scale (Shipley, 1940).  
Four participants from the free recall experiment were excluded from 
data analyses; two due to a failure to complete the experimental task, one due 
to a failure to follow the task’s protocol (viz. the participant copied the words 
right after each word was presented on the screen instead of recalling it during 
the test phase), and the last one was due to program error. For the recognition 
memory experiment, one participant was excluded from data analyses due to a 
d' value that was 2.5 SD below the mean.   
Materials and Predictors 
 The word stimuli used comprised of the 532 concrete words (see Table 
1 for the descriptive statistics of concreteness measure) from McRae et al.’s 
(2005) semantic feature production norms. The predictors in the analyses were 
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divided into two clusters of lexical and semantic variables (see Table 1 for 
descriptive statistics of predictors). The ratings for these various variables 
were obtained from existing databases (see below).   
 Lexical Variables.  These variables included number of letters, 
syllables, word frequency (the log subtitle frequency measure was chosen; for 
a detailed discussion of this measure, see Brysbaert & New, 2009; New, 
Brysbaert, Veronis, & Pallier, 2007), orthographic and phonological 
neighborhood size and Levenshtein distance.  All these measures were taken 
from the English Lexicon Project (ELP; Balota et al., 2007).  
 Following Yap et al. (2012), principal component analysis was used to 
address the high correlations between orthographic and phonological 
neighborhood size (r = 0.789), as well as between orthographic and 
phonological Levenshtein distance (r = 0.918). Specifically, the two 
neighborhood size measures and Levenshtein distance measures were reduced 
to a neighborhood size (N) and Levenshtein distance (LD) component 
respectively.  
Semantic Variables.  The ratings for imageability, BOI, NoF, NS, and 
semantic neighborhood density (ARC) were taken from Yap et al. (2012). 
Valence and arousal ratings were taken from Warriner et al. (2013), who 
greatly expanded Bradley and Lang’s (1999) Affective Norms of English 
(ANEW) by including more than 12,000 English words with participants’ 




Table 1   
Descriptive statistics of predictors 
Variable (n = 443)
1










Number of orthographic neighbors  3.70 5.00 
Number of phonological neighbors 8.11 9.86 
Orthographic Levenshtein distance
3
 2.20 .92 
Phonological Levenshtein distance 
4
 2.04 1.01 
Number of features
5
 12.21 3.25 
Number of senses
6
 .62 .26 
Imageability
7
 602.40 39.04 
Semantic neighborhood density
8
 .52 .10 
Body-object interaction
9
 4.55 1.20 
Valence
10
 5.55 .92 
Arousal
11
 3.87 .91 
Concreteness
12
 4.83 .18 
1 
This value refers to the number of words that has a corresponding value on all lexical-semantic properties. 
2






The number of attributes a participant lists for the target word in a feature-listing task (McRae et al., 2005). 
6 
Values were taken from Miller (1990) and were log-transformed. 
7
 Values were obtained from the following databases: MRC norms; Coltheart, 1981; Cortese and Fugett (2004); 
Schock, Cortese, and Khanna (2012); Bennett, Burnett, Siakaluk, and Pexman (2011) which were based on 
participants' ratings of the extent to which a target word evokes a mental image. 
8
 Values were based on average radius of co-occurrence (ARC) values taken from Shaoul and Westbury (2010). 
9
 Values were from Bennett et al. (2011) and were based on participants' ratings on a 7-point scale. 
10 and 11
 Values were from Warriner, Kuperman, and Brysbaert (2013) and were based on participants' ratings on 
a 9-point scale.    
12
 Values were from Brysbaert, Warriner, and Kuperman (2014) and were based on participants' ratings on a 5-
point scale; the higher the rating, the more concrete the word is. These values were based on 439 words (out of 





 Both the free recall and recognition memory tasks were conducted 
using E-prime version 1.2 (Schneider, Eschman & Zuccolotto, 2002). For the 
free recall task, each study list consisted of 19 words, with a total of 28 lists. 
For each participant, a unique set of 28 lists was generated by random 
sampling without replacement from the pool of 532 words. The order of 
presentation of words within each list was randomized. Each word was 
presented for 1.5 seconds at the center of the screen in a sequential manner. 
Participants were given 5 minutes to recall the words in any order immediately 
after the presentation of each 19-word list in prepared answer booklets. 
 For the recognition memory task, McRae et al.’s (2005) words were 
separated into two lists (i.e., List 1 and 2). These two lists were created such 
that they were matched on all lexical-semantic variables that served as 
predictors in this study, |t|s ≥ .025, ps ≥ .117. In order to ensure that both lists 
occurred as "old" or "new" equally often, half of the participants were 
randomly assigned to List 1 to be studied and the remaining half to List 2.  For 
instance, List 1 served as the "old" list and List 2 served as the "new" list for 
half of the participants. For the remaining participants, List 1 and 2 now 
become the "new" and "old" lists, respectively.    
 There were a total of 7 blocks with each block following the general 
procedure: a study phase, followed by a math verification task, and finally, the 
test phase. During the study phase, participants were first presented with 38 
words randomly sampled without replacement from the “old” list, with each 
word being presented for 1.5 seconds at the center of the screen. During the 
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test phase, the 38 old words were re-presented along with 38 new words, 
randomly interspersed. Participants had to indicate if the word was old (by 
pressing the "m" key) or new (by pressing  the "z" key). Similar to the 
protocol used by Cortese et al.’s (2010; 2014) recognition megastudies, 
between each study and test phase, participants had to verify simple math 
problems (e.g., (10/2) + 4 = 9?) for 40 seconds by pressing the "m" and "z" 
keys for correct and incorrect solutions, respectively.   
 Different list lengths were used in these two memory tasks due to 
several constraints. First, the number of study lists needs to be a factor of 532. 
Second, we considered the possibility of ceiling effects in recognition and 
floor effects in recall. A list length of 10 or more study items is often 
employed in a typical free recall experiment (Grenfell-Essam & Ward, 2012), 
however, free recall performance is expected to decrease with increasing list 
length (e.g., Gillund & Shiffrin, 1984; Grenfell-Essam & Ward, 2012; 
Murnane & Shiffirn, 1991; Ward, 2002). A list-length of 19 study items was 
chosen for the free recall task in light of the factor and floor effect constraints. 
On the other hand, for the recognition task, there was a concern that a 19-word 
list per block might result in ceiling effects. In fact, Cortese et al. (2010; 2014) 
had participants study 50 words per block in both of his recognition 
megastudies and obtained reasonable hit rates. In light of the factor and ceiling 
effect constraints, 38 study items were chosen.
1
 
                                                          
1 In fact, even after doubling the list length for the recognition task, we found a 
recognition advantage over recall for all 532 words (mean recall = .45; mean hits-FA 
= .59). It will be reasonable to assume that if the list length were to be matched across 
both memory tasks, perhaps by increasing the list length in free recall, the recognition 





 There were 3 recognition measures (hit rates, false alarm rates, d’2) and 
a single free recall measure (see Table 2 for descriptive statistics of measures). 
A list of 532 words, along with their lexical-semantic values and memory 
estimates are provided (see Appendix A).  
Table 2   
Descriptive statistics of measures 
Measure M SD 
Recall  .45 .08 
Hit .71 .09 
False alarm .12 .07 
d’  1.82 .52 
 
Demonstrating the Utility of the Dataset  
Correlations with Existing Memory Megastudies.  Since there were 
earlier recall and recognition memory megastudies (Cortese et al., 2010; 
Cortese et al., 2014; Rubin & Friendly, 1986), we sought to compare our free 
recall data for the 75 words common to both our dataset and Rubin and 
Friendly’s (1986) dataset, and to compare our recognition data for the 336 
words common to both our dataset and Cortese et al.’s (2010; 2014) dataset.  
There was a significant correlation between our free recall data and Rubin and 
                                                          
2
 To keep things consistent with existing recognition memory study (Cortese et al., 
2010), item-level d’ will be calculated. The calculation of item-level d’ is 
conceptually similar to the calculation of subject-level d’. At the subject-level, hits 
and false alarms are computed by collapsing across different words and participants 
(within the same experimental condition) and d’ is therefore obtained from the 
subtraction of one from the other. Even though the hits and false alarms were 
contributed by different groups of participants at the item level, they come from the 




Friendly’s data, r(73) = .353, p = .002. There was also a significant correlation 
between our data and Cortese et al.’s data; hit rate, r(334) = .369, p < .001; 
false alarm rate, r(334) = .241, p < .001; hit minus false alarm, r(334) = .367, 
p < .001. This demonstrates that our data are moderately correlated with 
existing memory megastudies, providing evidence for convergent validity. The 
modest correlation values are consistent with the role of task context on 
memory. The free recall task employed in the present study is different (in 
terms of parameters such as list length, presentation rate, etc) from Rubin and 
Friendly’s. In fact, Rubin and Friendly’s data were based on combining 13 
different free recall paradigms. Similarly, the recognition task used in the 
present study is different from Cortese et al.’s. It is likely that these 
methodological differences contributed to the moderate correlation values 
obtained. 
Split-half Correlations. A split-half correlation for each measure was 
computed. This is crucial since item-based regression analyses would only be 
meaningful if there is reliability of item effects across participants (i.e., there 
is reproducible variance to predict; see Rey, Courrieu, Schmidt-Weigand, & 
Jacobs, 2009 for a detailed discussion). We separated participants into odd and 
even groups by subject number. For each item, the memory score for that item 
was obtained separately for the odd and even groups and a correlation between 
the scores for each group was computed. The Spearman-Brown correction was 
applied and the split-half correlation for each measure was modest, suggesting 
that there is reproducible variance to predict; recall, r(530) = .700, p < .001; 
hit rate, r(530) = .542, p < .001; false alarm rate, r(530) = .653, p < .001; and 
d', r(530) = .621, p < .001. The two halves of the dataset comprised distinct 
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groups of participants who experienced the same items but in different list 
compositions (i.e., no two study lists were the same for any participants). 
These correlations suggest that the memory for words must to some extent 
reflect the lexical-semantic properties of the word stimuli, which contribute to 
the word's memorability alongside contextual factors. If memory performance 
is entirely driven by contextual factors, then one would not expect a high to 
moderate correlation. 
Examining Lexical and Semantic Influences.  To demonstrate one of the 
uses of this dataset, we explored the influences of lexical-semantic properties 
of words on recall and recognition memory. We included established lexical 
predictors as control variables (in Step 1), and additional semantic variables 
that have not been well studied in the memory literature (in Step 2). This is to 
determine whether these semantic variables predict memorability above and 
beyond lexical variables. From the original McRae et al.’s (2005) norms, 
analyses were conducted on the 443 words that had a corresponding value for 
each of the lexical and semantic variables used in the current study. 
Regression diagnostics revealed normality of residuals for all dependent 
measures (recall, hit, false alarm, and d'). All corresponding Q-Q plots of 
standardized residuals show that the measures generally follow a normal 
distribution. As there were some slight deviations from the normality 
assumption for false alarm rates and d', bootstrapping was conducted and the 
estimates obtained were reported
3
. These estimates are less susceptible to 
                                                          
3
 In view of this, we reported the non-parametric A' values in Appendix A. As the 
correlation between the non-parametric A' and the parametric d' is high (see Table 3), 
we will report the regression analyses for d'. The regression results (in terms of 




violations of parametric assumptions (Field, 2009). The observed collinearity 
tolerance values for all predictors are above the threshold of 0.1 which 
indicates that multicollinearity is not an issue (Field, 2009).  
The intercorrelations between predictors and dependent measures are 
presented in Table 3. The bootstrap analyses based on 10,000 bootstrap 
samples are summarized in Table 4 and yielded several interesting findings.  
First, focusing on recall, the relative rank order of the predictors is as follows 
with LD being the strongest predictor (β = .756, p < .001) followed by number 
of letters (β = -.404, p = .001), log subtitle frequency (β = .365, p < .001), BOI 
(β = -.221, p < .001), N (β = .161, p = .021), NS (β = -.143, p = .003), 
imageability (β = .128, p = .001), and NoF (β = .119, p = .003). In recognition, 
word length (in terms of number of letters) is the strongest predictor of d' (β = 
-.508, p = .001). This was followed by log subtitle frequency (β = -.464, p = 
.001), LD (β = -.419, p = .001), imageability (β = -.156, p = .002), NS (β = -
.146, p = .003), BOI (β = -.134, p = .004), and arousal (β = .098, p = .035). 
Overall, these findings coupled with the split-half correlations earlier suggest 




Correlations between predictors and dependent measures 
Variable 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 
1. Hit rate - -.21*** .72*** .77*** -.02 .30*** .32*** -.52*** -.36*** -.31*** .37*** .34*** -.24*** -.32*** -.14** -.39*** -.28*** -.10* .12* 
2. False alarm rate  - -.79*** -.77*** -.12* -.10* -.14** .33*** .12* .11* -.18*** -.16** .12* .26*** .10* .21*** .22*** .01 -.13** 
3. d'   - .95*** .09 .21*** .25*** -.51*** -.27*** -.24*** .32*** .29*** -.22*** -.36*** -.17*** -.37*** -.30*** -.06 .14** 
4. A'    - .03 .27*** .31*** -.55*** -.31*** -.28*** .37*** .34*** -.24*** -.37*** -.17*** -.40*** -.31*** -.07 .16** 
5. Recall     - .03 .06 .23*** .04 .05 .13** .11* .26*** -.04 .21*** .17*** -.10* .05 .15** 
6. Number of letters      - .82*** -.45*** -.67*** -.67*** .91*** .87*** -.03 -.44*** .02 -.41*** -.28*** .04 .10* 
7. Number of syllables        - -.40*** -.62*** -.67*** .78*** .80*** -.03 -.40*** .02 -.29*** -.31*** .06 .11* 
8. Log subtitle frequency        - .42*** .41*** -.50*** -.46*** .28*** .50*** .08 .75*** .36*** .08 .004 
9. ON           - .79*** -.68*** -.60*** .07 .50*** -.09 .34*** .33*** -.01 -.08 
10. PN          - -.66*** -.68*** .08 .48*** -.06 .35*** .30*** .03 -.10* 
11. OLD20           - .92*** -.03 -.48*** .04 -.46*** -.26*** .05 .11* 
12. PLD20            - -.03 -.43*** .03 -.40*** -.24*** .04 .12** 
13. Number of features             - .04 .28*** .15** .08 .10* .02 
14. Number of senses              - -.09 .48*** .24*** -.01 -.07 
15. Imageability               - .06 -.02 .20*** -.02 
16. ARC                - .11* .09 .09 
17. BOI                 - .13** -.29*** 
18. Valence                  - -.28*** 
19. Arousal                   - 





 As indicated in Figure 1, the opposite effects of word frequency on 
recall and recognition (i.e., high-frequency words are better recalled but 
poorly recognized) did not generalize to other semantic variables; the direction 
of the semantic effects is generally consistent across recall and recognition, 
with the exception of NoF and imageability. While there was a high NoF 
advantage in free recall, this did not generalize to recognition memory 
(although the effect of NoF on d' was not significant, p = .120). Surprisingly, 
when a word was more imageable, it was associated with fewer hits (p = .008), 
a higher false alarm rate (p = .014), and a poorer discriminability value (p = 
.002). This is inconsistent with Cortese et al.’s (2010; 2014) two megastudies 
on recognition memory. It is possible that the words used here are all concrete 
words, and hence any variability in imageability may not facilitate recognition 
memory. From a context-availability perspective (i.e., the ease by which 
participants are able to access relevant long-term memory knowledge to relate 
to the to-be-studied words; Schwanenflugel, Akin, & Luh, 1992), this makes 
sense as all these words could already be put in a semantic context; hence all 
the concrete words used in our study would already experience the same 
mnemonic advantage. Additional semantic information may also cause the 
word to be much less distinctive, thereby leading to poorer recognition 
memory.   
 The directions of the effects are also consistent with the literature (and 
with studies using factorial designs), such as (1) low-frequency words are 
associated with better recognition performance (as indicated by significant 
negative hit rate and d' βs and a significant positive false alarm rate β) (Criss 
& Malmberg, 2008; Malmberg, Zeelenberg, & Shiffrin, 2004); (2) shorter 
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words are associated with better recall rates (as indicated by a significant 
negative β) (Tehan & Tolan, 2007); and (3) high NoF words are associated 
with better recall rates (as indicated by a significant positive β) (Hargreaves et 
al., 2012).  This therefore provides further validation of our data. Also, a high-
frequency advantage  was found in recall (in that high-frequency words are 
associated with better recall rates as indicated by a significant positive β) even 
when a mixed list was used. Though the high-frequency advantage is generally 
less robust when a mixed list is used, researchers have found a better recall of 
high-frequency words in such lists (e.g., Balota & Neely, 1980). 
Finally, a closer look at Table 4 revealed that while most effects of 
semantic variables are task-general, exerting an influence on both recall and 
recognition (d'), this is not the case for NoF. The effects of NoF seemed to be 
task-specific; it was restricted to recall and did not generalize to recognition 
memory (at least for d'). This is an intriguing finding and we do not have a 
ready explanation for this. However, such a finding illustrates a potential 
avenue for further research in this area which may bring greater clarity to the 
effects of NoF and the similarities and differences across recall and 








Standardized recall, hit, false alarm, and d' regression coefficients from a bootstrapping analysis 
based on 10,000 bootstrap samples.   
Variable Free Recall Recognition 
 Recall Hit False Alarm d' 
Step 1: Lexical variables     
Number of letters
 
-.404** -.304** .408*** -.508** 
Number of syllables
 
.038 .078 -.082 .103 
Log subtitle frequency
 
.365*** -.432*** .325*** -.464** 
N component .161* -.136* -.030 -.061 
LD component .756*** .267* -.329** .419** 
Adjusted R
2
 .164*** .297*** .125*** .292*** 
Step 2: Semantic variables     
Number of features .119** -.109* .018 -.065 
Number of senses -.143** -.032 .167** -.146** 
Imageability .128** -.100** .101* -.156** 
ARC -.023 -.048 -.033 -.032 
BOI -.221*** -.081 .127* -.134** 
Valence .002 -.021 -.069 .046 
Arousal .045 .071 -.096* .098* 
Adjusted R
2
 .260*** .323*** .165*** .350*** 
Change in R
2
 .106*** .036** .052*** .067*** 
*p  <  .05,  **p  <  .01, *** p  <  .001 
Note that the regression coefficients reported reflect the coefficients entered in that particular 
step. 






Figure 1.  Beta weights and S.E bars for lexical-semantic variables in free 
recall and recognition (d'). 
Virtual Replication.  The comparison of the influences of lexical-semantic 
variables is not the only use of this dataset. The collection of both recall and 
recognition memory estimates for a relatively large set of words should prove 
useful to researchers in other ways. For example, one advantage associated 
with the collection of behavioral data is the ability to conduct virtual 
experiments. Virtual experiments could be conducted as a preliminary 
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 To illustrate this, we used our data to ascertain if the NoF effect in free 
recall (Hargreaves et al., 2012) is replicable, using our free recall dataset. 
Hargreaves et al. (2012) created two sets of word stimuli, with the first set 
being used for Experiments 1 and 3, and the other set for Experiments 2 and 4. 
Thus, we sought to determine if the NoF effect would be observed using these 
two sets of word stimuli. Interestingly, we found significant NoF effect for 
both sets of words. Using words from the first set, recall was better for high 
NoF (M = .472, SD = .070) than for low NoF (M = .422, SD = .058) words, 
t(58) = -2.971, MSE = .017, p = .004. This finding was again observed using 
words from the second set; that is, there was a recall advantage for high NoF 
(M = .511. SD = .106) as compared to low NoF (M = .424, SD = .060) words, 
t(37.78) = -3.559, MSE = .024, p = .001. The ability to replicate the NoF effect 
demonstrates both the validity and generalizability of our data.   
Future Directions and Limitations 
 The purpose of the current study was to provide a behavioral database 
consisting of both free recall and recognition estimates for a large set of well-
studied words. To demonstrate some of the potential uses of the current 
dataset, we explored the influence of lexical-semantic variables and conducted 
a virtual replication of the NoF effect. These are by no means exhaustive; 
future research could carry out more fine-grained investigations of lexical-
semantic influences on memorability. For instance, the direction of the effect 
could be assessed and contrasted across memory paradigms since certain 
lexical effects have been found to reverse across memory tasks (e.g., word 
frequency paradox; Coane et al., 2011). Moreover, future research could also 
examine potential interactive effects between different word dimensions. For 
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example, Tse and Altarriba (2009) found an immediate serial recall advantage 
for concrete, positive words as compared to abstract, positive words. However, 
this concreteness effect did not occur for negative words. Researchers may 
potentially use the current database to examine such interactive effects in both 
free recall and recognition memory. Other fine-grained analyses involving the 
serial positioning of items, contiguity effects or other output order effects 
could also be examined using the present dataset. As such analyses would 
require data that are currently not part of the supplementary material, 
researchers can email the authors to request for the raw data.  
 In addition, certain word properties have been postulated to have a 
nonlinear effect, at least in the word recognition domain. For example, Kousta 
et al. (2009) found that both negative and positive words exhibited a word 
recognition advantage over neutral words, and there was no difference 
between negative and positive words. Thus, Kousta et al. (2009) demonstrated 
that valence has an inverted-U effect on word recognition. However, it is 
uncertain if the same finding applies to free recall and recognition as well as 
whether all other lexical-semantic dimensions demonstrate such nonlinearity 
effect. Future research could use our dataset to investigate any nonlinearity 
effects of word dimensions on memorability.     
 One limitation of our current dataset is that the current item set used is 
restricted to concrete nouns. This is inevitable since certain semantic 
measures, such as the number of semantic features, are available for only 
concrete items. Hence, it would be useful for future research to extend on this 
study by including other item sets, such as abstract words, both as a group and 
intermixed with the concrete words, in order to gain additional insights about 
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the lexical-semantic properties of words and its effects on memorability. Also, 
the present study consisted of only free recall and recognition tasks. Hence, 
future work could add on by collecting participants' performance on these 532 
concrete nouns using other memory paradigms (e.g., immediate serial recall, 
order reconstruction).  
Finally, we did not focus on factors, such as those concerning retrieval 
or context parameters, which influence memorability in the current study. 
Given the importance of context on memory, it is possible that the 
contributions of word properties may vary depending on the context 
parameters. For instance, memory is generally better for shorter lists of words. 
It is plausible that word properties may interact with list length since the 
memory affordances arising from them may be attenuated. In a shorter list, the 
memory traces of words are likely to be subjected to less decay or 
interference; if so, lexical-semantic dimensions of the word may have a less 
prominent role in its memorability. As such, we will not rule out the 
possibility of interactions between context parameters and word dimensions.  
While it could be argued that the relative lexical-semantic effects 
obtained in the present study are specific to the study and test contexts used 
here, it should be noted, however, that a complete randomization of the words 
presented, studied, and tested was adopted. Hence, there should be minimal (if 
any) systematic differences in word type, both within and between lists, and 
between participants. Also, any potential differences due to the effects of 
environmental factors (e.g., study or test position) should be minimal. This has 
implications on the d' measure. Given that d' is a relative measure (the signal 
strength is dependent on the nature of new (or non-studied) items), the 
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standardized d' regression coefficients might change depending on the set of 
new items. However, since a complete randomization was being employed, 
the 7 lists of 76 words received by each participant were unique. Hence, the 
regression weights obtained should be generalizable to all possible 
combinations of words. Nonetheless, it would be useful for future research to 
continue this line of inquiry by looking at the interplay between such factors 
and lexical-semantic variables when these properties are treated as a 
continuous variable.  
Conclusion 
 We have sought to collect both recall and recognition memory 
estimates for 532 concrete nouns. This, by itself, is a departure from previous 
memory researchers who typically collect normative data for a single memory 
task, such as free recall (Rubin & Friendly, 1986) or recognition memory 
(Cortese et al., 2010; Cortese et al., 2014), and not both. This database could 
be used to test for novel measures and hypotheses, and to determine and 
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accordion 3 9 0 0 3.6 2.95 1.83 8 0.48 586 0.564 5 5.26 2.94 4.86 0.422 0.864 0.117 2.292 0.928 
airplane 2 8 0 0 2.7 2.75 2.75 13 0.3 658 0.585 2.81 5.25 5.62 4.96 0.457 0.678 0.033 2.296 0.904 
alligator 4 9 0 0 3.55 2.9 2.25 14 0.6 624 0.463 1.85 4.23 5.36 4.96 0.681 0.763 0.067 2.216 0.915 
ambulance 3 9 0 0 3.2 3.15 3.06 17 0.3 595 0.562 3.37 3.71 5.33 4.81 0.612 0.678 0.050 2.107 0.897 
anchor 2 6 0 2 2.35 1.55 2.58 13 0.78 595 0.605 2.81 5.16 3.32 4.77 0.414 0.712 0.117 1.751 0.877 
ant 1 3 7 9 1.2 1.2 2.44 11 0.3 604 0.554 5.1 3.9 3.27 4.86 0.612 0.600 0.068 1.746 0.864 
apartment 3 9 0 0 2.85 2.65 3.63 17 0.3 575 0.623 4.38 5.72 3.8 4.9 0.517 0.644 0.100 1.651 0.862 
apple 2 5 2 4 1.8 1.75 3.08 17 0.48 620 0.627 5.26 6.62 3.52 5 0.612 0.508 0.150 1.058 0.782 
apron 2 5 2 1 1.85 1.9 2.14 13 0.7 600 0.442 4.83 5.8 2.9 4.87 0.483 0.678 0.133 1.573 0.858 
armour 2 6 2 10 NULL NULL 1.94 11 
  
0.580 
    
0.362 0.750 0.051 2.311 0.917 
ashtray 2 7 0 0 2.7 2.95 2.22 11 0.3 576 0.239 4.04 3.52 3.48 4.97 0.422 0.867 0.119 2.293 0.928 
asparagus 4 9 0 0 3.9 4 1.71 8 0.48 608 0.395 4.44 5.43 2.73 4.96 0.500 0.780 0.017 2.899 0.939 
avocado 4 7 0 0 3.25 4.05 1.8 8 0.6 544 0.392 5.21 6.32 4.05 4.89 0.526 0.864 0.083 2.483 0.939 
                                                          
4 Mean free recall estimate for the item, computed across participants 
5 Mean hit rate for the item, computed across participants 
6 Mean false alarm rate for the item, computed across participants 
7 Mean d-prime for the item, computed across participants; this is a measure of sensitivity (or discriminability), a higher d’ value indicates greater sensitivity 





















axe 1 3 9 6 1.4 1 2.4 14 0.6 623 0.561 6.24 3.48 5.64 5 0.569 0.717 0.068 2.065 0.900 
bag 1 3 20 27 1 1 3.68 12 1.18 603 0.599 5.55 5.05 3.43 4.9 0.517 0.492 0.100 1.260 0.808 
bagpipe 2 7 0 0 3.1 3.35 1.2 8 0.3 601 0.366 4.58 
  
4.97 0.353 0.833 0.034 2.794 0.947 
ball 1 4 19 30 1 1 3.73 9 1.11 615 0.657 6.66 6.14 3.48 5 0.379 0.559 0.133 1.260 0.813 
balloon 2 7 0 4 2.4 1.75 2.65 18 0.7 623 0.576 5.22 6.84 3.9 4.92 0.422 0.567 0.186 1.059 0.785 
banana 3 6 0 0 2.4 2.5 2.74 14 0.48 633 0.558 4.89 6.71 3.21 5 0.578 0.559 0.150 1.186 0.803 
banjo 2 5 0 0 2.3 2.7 1.92 11 0.3 670 0.564 5.7 6.35 3.53 4.9 0.405 0.817 0.017 3.024 0.948 
banner 2 6 5 11 1.7 1.55 2.48 12 0.7 567 0.605 3.49 5.17 3.55 4.8 0.379 0.633 0.169 1.297 0.823 
barn 1 4 12 11 1.15 1.35 2.84 16 0.48 614 0.579 4.48 6.16 3.57 4.79 0.517 0.700 0.203 1.354 0.833 
barrel 2 6 4 5 1.75 1.65 2.73 10 0.85 590 0.592 4.57 4.92 3.43 4.86 0.345 0.733 0.254 1.284 0.824 
basement 2 8 2 2 2.35 2.2 3.03 16 0.48 585 0.592 3.29 4.81 3.33 4.89 0.526 0.717 0.085 1.947 0.893 
basket 2 6 4 3 1.75 1.7 2.83 9 0.7 606 0.557 5.07 5.66 2.48 5 0.397 0.533 0.186 0.975 0.769 








4.81 4.57 5 0.474 0.600 0.153 1.279 0.818 
bathtub 2 7 0 0 3.2 3.6 2.49 16 0.3 627 0.409 5.26 6.26 3.63 4.92 0.483 0.600 0.119 1.435 0.837 
baton 2 5 2 0 1.9 2.2 2.16 10 0.48 570 0.561 4.34 4.63 3.64 4.64 0.328 0.800 0.136 1.942 0.900 
bayonet 2 7 0 0 2.9 2.85 1.91 6 0.48 600 0.480 3.83 4.68 4.45 4.77 0.388 0.867 0.068 2.603 0.945 





















beans 1 5 8 16 1.5 1.3 2.87 12 0.78 660 0.570 5.43 
   
0.388 0.467 0.034 1.743 0.844 
bear 1 4 19 34 1 1 3.47 17 1.2 585 0.661 2.42 5.33 4.5 4.88 0.560 0.517 0.068 1.534 0.838 
beaver 2 6 5 4 1.75 1.8 2.39 13 0.9 589 0.573 1.7 5 4.05 4.68 0.509 0.683 0.153 1.503 0.851 
bed 1 3 13 29 1 1 3.98 16 1 635 0.633 6.27 7.16 3 5 0.534 0.717 0.186 1.464 0.848 
bedroom 2 7 0 1 2.65 2.6 3.27 9 0.3 615 0.574 4.22 7 4.9 4.9 0.526 0.617 0.169 1.253 0.816 
beehive 2 7 0 0 2.9 3.6 1.65 8 0.7 611 0.365 2.13 4.26 5.39 4.93 0.440 0.767 0.051 2.365 0.922 
beetle 2 6 0 6 1.95 1.7 2.03 11 0.85 619 0.552 3.63 4.2 4.45 4.83 0.371 0.733 0.136 1.723 0.877 
beets 1 5 6 20 1.55 1 1.72 13 0.6 480 0.409 4.33 
   
0.319 0.717 0.102 1.845 0.886 
belt 1 4 12 16 1.3 1 3.09 11 1 602 0.625 5.73 4.44 3.45 4.9 0.509 0.733 0.169 1.579 0.862 
bench 1 5 5 7 1.75 1.7 2.69 11 0.95 614 0.588 5.9 5.5 3.46 4.87 0.371 0.683 0.186 1.368 0.834 
bike 1 4 9 22 1.5 1 3.12 18 0.6 680 0.598 6 6.1 3.62 5 0.397 0.567 0.220 0.939 0.764 




4.95 3.04 4.72 0.448 0.583 0.119 1.392 0.831 
birch 1 5 2 21 1.9 1.75 1.9 9 0.78 620 0.556 3.53 6.53 2.85 4.12 0.422 0.850 0.068 2.529 0.940 
biscuit 2 7 0 1 2.85 1.9 2.28 10 0.48 574 0.445 5.24 6.45 2.91 4.9 0.353 0.733 0.102 1.895 0.891 
bison 2 5 0 3 2 1.95 1.26 8 
  
0.512 
   
4.68 0.431 0.867 0.085 2.485 0.939 




5.62 3.5 5 0.526 0.700 0.017 2.646 0.918 
blender 2 7 3 3 1.8 1.75 1.93 14 0.3 547 0.405 4.34 5.16 4.05 5 0.362 0.767 0.102 2.000 0.902 





















blueberry 3 9 0 0 3.45 3.3 2.12 12 0.48 632 0.391 5.29 7.11 3.23 4.96 0.543 0.678 0.217 1.246 0.817 




6.64 3.43 4.97 0.474 0.817 0.034 2.729 0.942 
board 1 5 3 35 1.7 1 3.51 
11 (black) 
/ 13 
(wood)   
0.679 
 
5.33 3.52 4.57 0.397 0.550 0.203 0.955 0.766 
boat 1 4 9 31 1.25 1 3.69 10 0.6 637 0.650 5.7 6.36 4.05 4.93 0.440 0.559 0.400 0.403 0.638 
bolts 1 5 6 5 1.65 1.7 2.05 12 1.18 560 0.524 5 
   
0.336 0.746 0.150 1.698 0.875 
bomb 1 4 4 17 1.7 1 3.44 13 0.78 595 0.632 4.3 2.47 5.71 4.84 0.534 0.644 0.050 2.014 0.887 
book 1 4 13 20 1.2 1 3.96 16 1.18 609 0.685 6.33 7.05 3.13 4.9 0.534 0.542 0.117 1.298 0.817 
bookcase 2 8 0 0 3.25 3.25 1.69 11 0.3 514 0.236 4 6.1 3.38 4.93 0.388 0.583 0.102 1.482 0.840 
boots 1 5 10 16 1.3 1.25 2.99 19 1 690 0.578 6.1 5.89 3.52 5 0.500 0.576 0.133 1.303 0.820 
bottle 2 6 2 10 1.8 1.45 3.41 14 0.7 591 0.591 5.59 5.47 3.32 4.91 0.517 0.550 0.153 1.151 0.798 
bouquet 2 7 0 0 2.85 1.85 2.22 8 0.48 566 0.367 4.34 6.67 3.33 4.74 0.293 0.800 0.068 2.334 0.925 
bow 1 3 23 58 1 1 3.01 
8 (ribbon) 
/ 12 
(weapon)   
0.609 
 
5.46 3.85 4.61 0.414 0.717 0.136 1.673 0.871 
bowl 1 4 9 35 1.35 1 3.04 14 1 575 0.612 5.93 5.67 3.21 4.87 0.466 0.627 0.254 0.985 0.774 
box 1 3 10 16 1.4 1.05 3.66 13 1.15 597 0.664 5.67 5.33 2.67 4.9 0.457 0.450 0.119 1.056 0.778 
bra 1 3 2 6 1.6 1.7 2.75 18 0.3 629 0.409 5.93 5.9 3.92 4.54 0.776 0.949 0.017 3.765 0.983 





















bread 1 5 5 15 1.55 1.2 3.16 14 0.6 622 0.587 6.1 6.52 3.85 4.92 0.448 0.542 0.183 1.009 0.775 
brick 1 5 6 12 1.6 1.15 2.72 9 0.6 610 0.601 4.93 4.65 2.53 4.83 0.405 0.678 0.200 1.304 0.826 
bridge 1 6 2 6 1.75 1.9 3.37 13 1.11 623 0.661 5.34 5.44 3.48 4.97 0.466 0.746 0.250 1.336 0.831 
broccoli 3 8 0 0 3.85 2.8 2.07 11 0.48 622 0.354 5.17 6 2.48 4.87 0.448 0.763 0.133 1.826 0.888 
broom 1 5 4 8 1.7 1.45 2.39 13 0.78 613 0.460 6.31 5.5 3.33 4.89 0.491 0.627 0.200 1.166 0.804 
brush 1 5 3 4 1.7 1.65 2.86 12 1.18 589 0.573 5.67 5.47 3.18 4.54 0.345 0.593 0.217 1.019 0.779 
bucket 2 6 2 2 1.85 1.85 2.71 7 0.7 594 0.550 5.11 4.55 2.96 4.96 0.388 0.661 0.267 1.038 0.784 
buckle 2 6 1 8 1.8 1.7 2.41 8 0.78 568 0.400 5.18 5.05 3.76 4.71 0.362 0.576 0.217 0.976 0.771 
budgie 2 6 0 7 NULL NULL 0.48 15 
  
0.291 
    
0.259 0.817 0.102 2.175 0.918 
buffalo 3 7 0 0 3.1 2.75 2.78 13 
  
0.626 
   
4.83 0.474 0.800 0.136 1.942 0.900 
buggy 2 5 3 10 1.85 1.45 2.11 12 0.6 600 0.441 4.31 4.65 4.04 4.18 0.405 0.831 0.150 1.993 0.905 
building 2 8 0 1 2.2 1.85 3.71 15 0.78 589 0.680 3.88 5.47 3.35 4.64 0.560 0.550 0.102 1.398 0.829 
bull 1 4 15 18 1.15 1.1 3.15 9 1.2 620 0.625 2.95 3.95 4.9 4.85 0.483 0.525 0.183 0.967 0.767 
bullet 2 6 3 2 1.8 1.8 3.29 13 0.48 595 0.591 3.82 3.45 5.89 4.83 0.440 0.644 0.300 0.894 0.756 
bungalow 3 8 0 0 3.7 2.85 1.93 8 0.3 564 0.445 3.13 6.5 3.64 4.63 0.543 0.712 0.117 1.751 0.877 
bureau 2 6 0 0 2.5 1.95 2.76 9 0.48 547 0.604 3.4 4.7 3.74 4.04 0.362 0.864 0.033 2.934 0.955 
bus 1 3 8 20 1.15 1 3.58 16 0.85 680 0.639 5.38 5.12 3.83 4.9 0.552 0.576 0.150 1.229 0.810 





















buzzard 2 7 0 1 2.75 1.9 1.97 11 0.48 540 0.360 2.47 4.74 5.81 4.74 0.233 0.780 0.067 2.272 0.920 
cabbage 2 7 0 0 2.85 2.55 2.17 15 0.7 611 0.487 5.13 4.6 2.91 4.75 0.534 0.683 0.254 1.138 0.801 
cabin 2 5 0 0 1.9 1.95 3 10 0.7 596 0.601 4.02 5.9 3.74 4.92 0.310 0.717 0.271 1.182 0.808 
cabinet 3 7 0 0 2.5 2.9 2.63 9 0.85 593 0.623 4.1 5.1 3.75 4.89 0.414 0.783 0.220 1.555 0.860 
cage 1 4 13 15 1.15 1.55 3.01 13 0.85 593 0.600 4.93 3.11 4.2 5 0.534 0.763 0.250 1.390 0.839 
cake 1 4 18 24 1 1 3.36 14 0.7 624 0.565 5.9 7.58 5.33 4.81 0.483 0.550 0.051 1.762 0.858 
calf 1 4 3 16 1.85 1.1 2.18 12 0.7 592 0.480 4.97 5.44 3.7 4.48 0.457 0.633 0.034 2.167 0.892 
camel 2 5 1 6 1.85 1.75 2.41 13 0.3 597 0.557 2.52 5.29 3.1 4.93 0.500 0.864 0.150 2.137 0.917 
camisole 3 8 0 0 3.5 3.4 0.78 15 0.48 498 0.208 4.61 
  
4.81 0.431 0.881 0.083 2.565 0.944 
canary 3 6 0 0 2.1 2.8 2.18 13 0.78 577 0.555 3 6.37 3.5 4.63 0.431 0.783 0.068 2.276 0.920 
candle 2 6 1 10 1.9 1.5 2.61 14 0.6 565 0.522 4.37 6.14 3.81 4.86 0.405 0.661 0.167 1.383 0.835 
cannon 2 6 2 2 1.85 1.8 2.65 16 0.95 604 0.618 2.59 4.74 5.09 4.79 0.336 0.797 0.167 1.797 0.887 
canoe 2 5 1 1 1.85 1.85 2.26 17 0.48 623 0.560 4.78 5.76 3.7 4.86 0.422 0.797 0.133 1.940 0.899 
cantaloupe 3 10 0 0 4.5 3.4 1.59 12 0.48 610 0.263 5.02 6.1 3.91 4.76 0.405 0.833 0.119 2.149 0.917 
cap 1 3 23 41 1 1 2.98 





5 3.27 4.59 0.431 0.733 0.153 1.649 0.869 
cape 1 4 14 20 1.1 1 2.62 11 0.48 581 0.634 4.53 
  
4.77 0.397 0.767 0.169 1.684 0.874 
car 1 3 15 21 1 1 4.39 15 0.78 622 0.671 6.4 6.63 4.04 4.89 0.509 0.650 0.254 1.047 0.785 

























caribou 3 7 0 0 2.95 2.8 1.2 15 
  
0.447 
   
4.92 0.207 0.850 0.051 2.673 0.946 
carpet 2 6 0 0 1.9 1.95 2.77 17 0.7 581 0.563 4.51 5.95 2.77 4.96 0.353 0.633 0.186 1.232 0.814 
carrot 2 6 1 6 1.9 1.65 2.29 16 0.7 622 0.442 4.63 5.79 3.91 5 0.431 0.712 0.217 1.342 0.832 
cart 1 4 13 15 1 1.15 2.66 11 0.7 576 0.558 5.87 5.37 3.18 4.89 0.293 0.650 0.102 1.657 0.863 
cat 1 3 18 32 1 1 3.53 15 1 615 0.645 6 6.95 4.5 4.86 0.560 0.567 0.034 1.994 0.873 




5.25 5.52 4.43 0.474 0.850 0.136 2.137 0.917 
caterpillar 4 11 0 0 4.7 4.6 1.76 13 0.6 586 0.465 3.29 5.25 3.24 4.87 0.621 0.797 0.200 1.671 0.874 
catfish 2 7 0 0 2.85 2.8 1.81 9 0.6 614 0.513 3.03 5.24 4.26 4.85 0.371 0.633 0.051 1.977 0.883 
cathedral 3 9 0 0 3.8 3.85 2.28 11 0.7 553 0.612 3.46 6 3.45 4.86 0.569 0.864 0.150 2.137 0.917 
cauliflower 3 11 0 0 4.7 4.5 1.46 13 0.48 642 0.333 5.31 5.35 2.29 5 0.474 0.717 0.102 1.845 0.886 
cedar 2 5 0 19 2 1.05 2.11 11 0.6 608 0.581 3.89 6.32 3.21 4.83 0.259 0.831 0.117 2.148 0.917 
celery 3 6 0 1 2.45 1.95 1.98 14 0.48 604 0.418 5.59 5.71 2.81 4.8 0.397 0.783 0.136 1.884 0.894 
cellar 2 6 1 10 2 1.45 2.68 9 0.6 572 0.544 3.25 4.7 3.14 4.68 0.362 0.712 0.183 1.462 0.847 
cello 2 5 3 5 1.8 2 1.98 8 0.3 400 0.572 5.05 5.75 3.83 4.96 0.379 0.780 0.067 2.272 0.920 
certificate 4 11 0 0 4.2 4.55 2.66 10 0.7 517 0.594 3.31 6 3.61 4.59 0.466 0.729 0.067 2.110 0.904 
chain 1 5 1 28 1.8 1.7 3.03 10 1.11 595 0.657 5.6 4.79 4.05 4.55 0.457 0.733 0.186 1.514 0.854 
chair 1 5 3 27 1.7 1.5 3.4 15 0.85 606 0.637 6.13 5.89 2.86 4.58 0.517 0.633 0.119 1.522 0.849 





















chapel 2 6 0 5 1.95 1.85 2.61 11 0.48 587 0.616 3.49 6.67 2.45 4.6 0.543 0.850 0.008 3.430 0.960 
cheese 1 6 0 24 2 1.5 3.3 15 0.7 624 0.579 5.89 6.81 3.8 4.7 0.491 0.600 0.102 1.525 0.846 
cheetah 2 7 0 0 3 1.95 2.07 9 0.3 690 0.439 1.76 6.27 5.31 4.7 0.621 0.750 0.034 2.501 0.924 
cherry 2 6 2 16 1.9 1.7 2.84 10 0.78 611 0.600 4.89 7.05 4.91 4.62 0.448 0.667 0.102 1.703 0.869 
chickadee 3 9 
     
12 
      
4.52 0.457 0.915 0.017 3.502 0.974 
chicken 2 7 1 2 2.15 1.95 3.5 18 0.78 614 0.592 3.67 6.17 3.2 4.8 0.526 0.550 0.119 1.307 0.818 
chimp 1 5 6 5 1.65 1.8 2.19 14 0.3 660 0.312 4.83 6 3.8 4.96 0.397 0.650 0.119 1.567 0.855 
chipmunk 2 8 0 0 3.8 3.9 1.63 12 0.3 611 0.331 2.95 7.33 3.8 4.97 0.405 0.833 0.034 2.794 0.947 
chisel 2 6 0 2 1.95 1.9 1.66 9 0.7 597 0.348 4.22 5.25 3.55 4.63 0.328 0.767 0.068 2.220 0.915 
church 1 6 0 6 2.4 2.2 3.55 14 0.78 587 0.663 4.45 5.21 3.63 4.9 0.638 0.717 0.051 2.210 0.908 
cigar 2 5 0 0 2 2.35 2.82 11 0.3 580 0.507 5.05 4.4 4.27 4.93 0.483 0.750 0.102 1.946 0.897 
cigarette 3 9 0 0 3.75 4.1 3.13 13 0.3 607 0.555 5.56 3 4 4.88 0.517 0.783 0.085 2.157 0.914 
clam 1 4 7 12 1.45 1.15 2.3 6 0.7 564 0.425 4.23 4.7 3.36 4.89 0.397 0.717 0.068 2.065 0.900 
clamp 1 5 5 6 1.5 1.45 2.55 8 0.6 460 0.441 4.43 4.6 5.05 4.53 0.362 0.817 0.085 2.277 0.924 
clarinet 3 8 0 0 2.95 3.65 1.91 12 0.3 633 0.573 5.12 4.74 3.06 4.92 0.466 0.833 0.068 2.460 0.935 
cloak 1 5 2 13 1.9 1.35 2.19 5 0.6 543 0.515 5.29 5.95 4.1 4.71 0.388 0.750 0.051 2.311 0.917 
clock 1 5 8 13 1.45 1.15 3.48 12 0.48 591 0.622 5.39 5.65 3.35 5 0.371 0.583 0.085 1.584 0.850 





















coat 1 4 8 26 1.35 1 3.33 18 0.85 601 0.601 6.38 5.29 3.1 4.97 0.397 0.700 0.169 1.481 0.849 




2.46 5.22 4.96 0.517 0.814 0.067 2.392 0.930 
coconut 3 7 0 0 2.85 2.9 2.37 20 0.6 646 0.563 5.14 6.55 4.67 4.79 0.448 0.600 0.169 1.210 0.809 
cod 1 3 16 24 1 1 2.06 8 0.9 430 0.560 4.07 5.21 3.95 4.61 0.422 0.700 0.034 2.351 0.910 
coin 1 4 6 12 1.6 1.65 2.7 11 0.6 581 0.590 5.93 6.55 3.13 4.89 0.405 0.550 0.017 2.247 0.878 
colander 3 8 0 1 2.5 2.75 0.85 5 0.3 373 0.151 4 
  
4.21 0.250 0.767 0.017 2.849 0.935 
comb 1 4 5 21 1.6 1 2.49 12 1 640 0.448 5.8 5.65 2.33 5 0.353 0.683 0.136 1.577 0.859 
cork 1 4 11 13 1.4 1.2 2.17 7 0.85 608 0.583 5.7 4.93 3.92 4.86 0.448 0.733 0.102 1.895 0.891 
corkscrew 2 9 0 0 4.1 4.7 1.76 10 0.48 614 0.325 5.15 5.26 3.76 4.85 0.440 0.750 0.153 1.700 0.875 
corn 1 4 11 20 1.2 1 2.86 12 0.95 576 0.587 5.93 5.95 3.43 4.96 0.431 0.644 0.133 1.480 0.846 
cottage 2 7 0 0 2.25 2.15 2.43 12 0.3 593 0.583 3.98 6.63 2.95 4.85 0.491 0.717 0.153 1.599 0.863 
couch 1 5 6 7 1.6 1.75 3.08 19 0.7 578 0.513 6.05 6.52 3.4 4.71 0.371 0.627 0.333 0.755 0.727 
cougar 2 6 0 2 2.65 1.9 2.01 18 0.3 650 0.448 2 5.67 5.7 4.82 0.431 0.767 0.068 2.220 0.915 
cow 1 3 18 15 1 1 3.11 20 0.7 621 0.588 4.42 5.42 2.95 4.96 0.560 0.678 0.317 0.939 0.765 




4.05 5.55 4.96 0.517 0.864 0.117 2.292 0.928 
crab 1 4 7 9 1.55 1.3 2.55 13 0.95 626 0.590 5.1 5.81 4.13 4.9 0.474 0.593 0.167 1.203 0.808 
cranberry 3 9 0 0 3.8 3.45 2 12 0.48 596 0.400 5.42 6.36 3.64 4.96 0.431 0.783 0.237 1.499 0.853 
crane 1 5 7 16 1.65 1.1 3.23 10 
  
0.598 
   





















crayon 2 6 0 0 2.55 1.85 1.34 13 0.48 639 0.322 5.02 5.76 2.91 4.87 0.448 0.750 0.034 2.501 0.924 
crocodile 3 9 0 0 4 4 2.06 15 0.3 583 0.527 2.05 3.15 6.48 4.83 0.543 0.683 0.136 1.577 0.859 
crossbow 2 8 0 0 3.4 2.85 1.76 7 0.3 558 0.418 4.66 4.91 5.38 4.77 0.405 0.817 0.119 2.085 0.912 
crow 1 4 6 6 1.45 1.4 2.36 11 1 590 0.585 2.79 4.32 3.55 4.93 0.336 0.627 0.367 0.665 0.707 
crowbar 2 7 0 0 2.9 3.55 1.83 10 0.3 559 0.305 4.56 4.81 3.61 4.87 0.362 0.800 0.119 2.023 0.906 
crown 1 5 8 10 1.5 1.6 2.84 14 1.2 586 0.652 5.17 6 4.52 4.81 0.379 0.729 0.250 1.284 0.824 
cucumber 3 8 0 0 3.35 4.2 2.01 15 0.48 653 0.408 4.98 6.47 3.17 4.83 0.509 0.780 0.117 1.963 0.900 
cup 1 3 8 15 1.4 1.05 3.42 19 1.08 539 0.611 5.79 5.94 2.6 5 0.491 0.644 0.233 1.097 0.793 
cupboard 2 8 0 2 2.85 1.85 2.11 10 0.3 614 0.371 4.02 4.81 3.52 4.79 0.457 0.767 0.169 1.684 0.874 
curtains 2 8 0 2 2.55 2.25 2.51 13 0.6 640 0.461 4.63 5.44 2.63 
 
0.457 0.576 0.200 1.034 0.781 
cushion 2 7 0 2 2.75 1.9 2.05 15 0.6 610 0.438 4.95 5.9 2.76 4.68 0.397 0.550 0.119 1.307 0.818 
dagger 2 6 2 2 1.9 1.9 2.4 12 0.48 576 0.555 4.63 4.38 5.79 4.96 0.353 0.583 0.136 1.311 0.821 
dandelion 3 9 0 0 3.85 4.4 1.2 10 0.3 558 0.329 4.31 
  
5 0.414 0.847 0.067 2.527 0.939 
deer 1 4 11 36 1.35 1 2.65 16 0.3 631 0.593 5.3 6.89 3.95 4.86 0.491 0.695 0.133 1.621 0.864 
desk 1 4 3 3 1.8 1.75 3.35 15 0.3 583 0.579 6.27 5.56 2.45 4.87 0.474 0.542 0.167 1.074 0.786 
dish 1 4 6 14 1.7 1.25 2.77 10 0.95 620 0.570 5.83 5.7 3.57 4.9 0.362 0.627 0.250 0.999 0.776 
dishwasher 3 10 0 0 4 4.35 2.02 12 
  
0.279 4.39 5.32 3.05 4.86 0.483 0.831 0.100 2.238 0.923 





















doll 1 4 11 13 1.35 1.25 3.1 10 0.48 588 0.579 6.43 5.88 3.51 5 0.397 0.627 0.050 1.969 0.882 
dolphin 2 7 0 0 3.15 2.65 2.15 20 0.48 700 0.552 2.48 6.67 3 4.96 0.500 0.617 0.102 1.569 0.852 
donkey 2 6 1 1 2.3 1.95 2.44 12 0.48 680 0.541 2.59 6.29 2.9 5 0.466 0.633 0.119 1.522 0.849 
door 1 4 6 35 1.55 1 4.17 13 0.85 606 0.650 5.95 5.43 3.19 4.81 0.586 0.610 0.300 0.804 0.738 
doorknob 2 8 0 0 3.95 3.4 1.94 9 0.3 612 0.197 5.17 4.86 2.64 4.97 0.526 0.797 0.100 2.111 0.912 
dove 1 4 13 16 1.15 1.2 2.45 9 0.78 588 0.559 4.47 6.9 3.27 4.88 0.440 0.746 0.083 2.044 0.903 




3.8 2.94 4.61 0.397 0.712 0.183 1.462 0.847 
drapes 1 6 6 11 1.7 1.65 2.18 17 
  
0.289 
    
0.440 0.780 0.117 1.963 0.900 
dress 1 5 3 4 1.75 1.65 3.65 12 1.3 595 0.617 6.16 6.42 4.73 4.93 0.569 0.712 0.150 1.595 0.863 
dresser 2 7 3 3 2.2 1.85 2.26 10 0.78 560 0.388 5.5 5.28 2.58 4.96 0.440 0.695 0.167 1.477 0.849 
drill 1 5 2 8 1.8 1.45 2.85 10 1 516 0.578 5 4.73 5.11 4.4 0.388 0.610 0.200 1.121 0.796 
drum 1 4 2 7 1.8 1.5 2.64 12 1 602 0.622 5.55 6.05 4.67 4.96 0.353 0.729 0.200 1.451 0.847 
duck 1 4 11 25 1.35 1 3.1 17 0.95 606 0.599 4.03 6.11 4 4.86 0.491 0.610 0.100 1.561 0.851 
dunebuggy 3 9 
     
13 
       
0.362 0.864 0.017 3.228 0.961 
eagle 2 5 0 5 1.85 1.7 2.77 14 0.78 616 0.630 1.7 6.47 4.57 5 0.500 0.695 0.167 1.477 0.849 
earmuffs 2 8 0 0 NULL NULL 1.26 13 
  
0.185 
    
0.474 0.780 0.050 2.416 0.926 
eel 1 3 2 16 1.65 1 1.87 10 0.48 634 0.471 2.5 4.14 4.79 4.69 0.552 0.763 0.033 2.549 0.928 





















elephant 3 8 0 2 3.25 2.5 2.76 15 0.48 628 0.592 1.93 6.17 4.23 5 0.621 0.729 0.117 1.801 0.883 
elevator 4 8 0 0 2.75 2.95 3.1 14 0.48 528 0.572 4.18 5.95 3.65 4.79 0.466 0.750 0.203 1.504 0.854 
elk 1 3 3 4 1.8 1.75 2.49 13 0.3 600 0.564 4.17 5.81 3.48 4.93 0.509 0.847 0.050 2.670 0.945 
emerald 3 7 0 0 2.75 2.9 2.12 9 0.6 613 0.555 4.11 7.3 5.33 4.93 0.362 0.780 0.050 2.416 0.926 




5.45 4 4.79 0.698 0.814 0.050 2.536 0.936 
envelope 3 8 0 0 3.1 3.65 2.71 11 0.85 579 0.563 5.26 5.95 2.8 4.93 0.379 0.733 0.034 2.449 0.919 
escalator 4 9 0 0 3.5 3.35 1.83 10 0.48 631 0.399 4.12 5.95 4.55 5 0.414 0.783 0.186 1.675 0.874 
falcon 2 6 0 0 2.3 2.15 2.23 11 0.48 540 0.578 2.39 5.5 5 4.9 0.388 0.729 0.117 1.801 0.883 




6.81 3.7 4.71 0.466 0.593 0.183 1.139 0.798 
faucet 2 6 0 1 2.25 1.95 1.87 17 0.3 630 0.250 4.81 5.55 3.53 4.48 0.397 0.831 0.200 1.798 0.887 
fawn 1 4 6 21 1.6 1 1.57 21 0.78 581 0.367 2.63 6.15 3.92 4.3 0.405 0.800 0.051 2.478 0.931 
fence 1 5 2 8 1.75 1.5 2.91 8 0.9 597 0.577 4.93 5.05 2.7 4.82 0.405 0.700 0.102 1.796 0.880 
finch 1 5 2 6 1.8 1.65 2.31 9 0.3 430 0.556 3.13 4.74 3.52 4.3 0.448 0.783 0.017 2.905 0.939 




6.74 4.59 4.81 0.629 0.780 0.067 2.272 0.920 
flea 1 4 5 16 1.7 1 2.23 15 0.3 625 0.470 3.5 3 3 4.89 0.422 0.700 0.051 2.161 0.903 
flute 1 5 2 9 1.75 1.4 2.04 12 0.7 587 0.568 5.07 6.29 3.72 5 0.422 0.717 0.119 1.755 0.878 
football 2 8 0 0 2.85 2.7 3.28 15 0.48 584 0.633 5.48 6.52 5.65 4.73 0.397 0.525 0.067 1.565 0.841 





















fox 1 3 6 12 1.6 1.3 3.04 14 1.04 605 0.661 4.53 5.52 4.36 4.97 0.483 0.533 0.085 1.457 0.833 
freezer 2 7 1 0 2.1 1.8 2.42 18 0.3 488 0.360 4.31 5.32 2.7 4.87 0.414 0.729 0.067 2.110 0.904 




6.29 4.6 4.92 0.578 0.831 0.200 1.798 0.887 
frog 1 4 2 3 1.8 1.7 2.78 14 0.6 619 0.568 3.32 5.84 4.07 5 0.509 0.600 0.102 1.525 0.846 
garage 2 6 0 1 1.85 2.55 3.14 9 0.6 680 0.596 3.58 5.5 4.1 4.96 0.483 0.729 0.183 1.512 0.854 
garlic 2 6 1 0 2.85 2.55 2.49 20 0.48 636 0.517 5.41 5.67 4.12 4.89 0.448 0.729 0.083 1.992 0.897 
gate 1 4 16 26 1.05 1 3.21 14 0.9 573 0.639 5.23 5.32 4.5 4.96 0.414 0.717 0.085 1.947 0.893 
giraffe 2 7 0 0 3 2.95 1.89 12 0.3 690 0.392 1.81 6.52 2.91 4.73 0.647 0.780 0.067 2.272 0.920 
gloves 1 6 4 1 1.7 1.85 2.92 12 0.3 620 0.556 5.6 5.2 3.17 
 
0.397 0.583 0.237 0.925 0.762 
goat 1 4 7 17 1.45 1 2.73 18 0.7 636 0.558 5.69 5.3 2.94 5 0.491 0.600 0.102 1.525 0.846 




6.62 2.95 4.79 0.431 0.814 0.083 2.274 0.924 
goose 1 5 3 15 1.85 1.3 2.82 13 0.6 690 0.558 4.87 5.68 3.29 4.81 0.483 0.583 0.136 1.311 0.821 
gopher 2 6 0 2 2.2 1.9 1.86 7 0.7 620 0.375 2.84 5.37 3.58 4.67 0.267 0.814 0.067 2.392 0.930 
gorilla 3 7 0 0 2.8 2.9 2.45 14 0.3 620 0.520 1.78 4.26 4.95 4.97 0.672 0.729 0.083 1.992 0.897 
gown 1 4 4 10 1.65 1.65 2.52 10 0.7 586 0.495 5.76 6 3.86 4.61 0.595 0.733 0.085 1.997 0.898 
grape 1 5 9 17 1.4 1.05 2.31 17 0.48 611 0.562 6.17 6.7 3.5 5 0.491 0.683 0.237 1.192 0.809 
grapefruit 2 10 0 0 4.8 4.65 2.1 21 0.48 637 0.382 5.17 5.77 3.68 4.96 0.509 0.661 0.100 1.697 0.868 





















grater 2 6 5 6 1.65 1.45 0.9 11 0.3 551 0.179 4.7 
  
4.52 0.362 0.746 0.100 1.943 0.896 
grenade 2 7 1 0 2.45 2.55 2.37 13 0.3 609 0.563 3.58 3.51 6.86 4.9 0.414 0.831 0.083 2.339 0.929 




5.19 3.12 4.93 0.379 0.729 0.067 2.110 0.904 
guitar 2 6 0 0 2.8 2.65 2.9 8 0.3 660 0.638 6.07 7.1 4.4 4.9 0.457 0.712 0.133 1.670 0.870 
gun 1 3 13 24 1.25 1 4.04 14 0.95 612 0.653 5.17 3.66 7.74 4.83 0.526 0.650 0.203 1.215 0.812 
guppy 2 5 1 6 1.95 1.75 1.28 5 
  
0.268 
   
4.88 0.491 0.780 0.017 2.899 0.939 
hammer 2 6 2 6 1.9 1.55 2.8 15 1.04 605 0.608 5.37 5.17 4.56 4.77 0.466 0.780 0.300 1.295 0.825 
hamster 2 7 0 0 2.2 2.3 2.04 10 0.3 599 0.366 4.45 5.88 4 4.86 0.466 0.661 0.100 1.697 0.868 
hare 1 4 19 32 1 1 2.29 15 0.6 615 0.558 3.63 6.61 2.74 4.88 0.483 0.733 0.051 2.260 0.912 
harmonica 4 9 0 0 3.35 3.75 1.95 5 0.3 608 0.567 4.93 6.32 3.2 4.9 0.422 0.700 0.085 1.898 0.888 
harp 1 4 6 8 1.6 1.5 2.13 7 0.78 591 0.561 5.3 5.4 3.26 4.85 0.302 0.683 0.153 1.503 0.851 
harpoon 2 7 0 0 2.8 2.6 1.65 10 0.48 592 0.404 4.1 4.16 4.67 4.67 0.457 0.847 0.117 2.217 0.922 
harpsichord 3 11 0 0 5.45 5.3 1.08 5 0.3 623 0.519 3.78 
  
4.67 0.293 0.814 0.017 3.019 0.947 
hatchet 2 7 2 2 1.95 1.95 2 6 0.48 607 0.362 4.54 4.43 5.14 4.93 0.345 0.814 0.233 1.619 0.868 
hawk 1 4 4 16 1.7 1.15 2.81 11 0.85 623 0.591 2.46 6.46 4.83 4.93 0.509 0.750 0.102 1.946 0.897 
helicopter 4 10 0 0 4.75 5.3 2.91 10 0.3 634 0.605 3.15 5.55 6.11 4.62 0.534 0.700 0.085 1.898 0.888 
helmet 2 6 0 0 2.35 2.2 2.68 11 0.48 602 0.574 5.26 5.26 3.71 4.92 0.379 0.700 0.119 1.706 0.873 





















honeydew 3 8 0 0 3.75 3.35 1.18 12 0.3 546 0.314 4.6 
  
4.86 0.405 0.780 0.033 2.605 0.932 
hook 1 4 12 14 1.25 1.2 3.29 9 1.28 525 0.597 5.48 4 4 4.79 0.466 0.683 0.102 1.749 0.875 
hornet 2 6 2 0 1.9 2 1.84 11 0.3 600 0.524 2.47 3.37 5.73 4.96 0.405 0.717 0.153 1.599 0.863 
horse 1 5 6 13 1.55 1.2 3.68 18 0.9 613 0.663 5.5 6.05 4.16 5 0.448 0.593 0.217 1.019 0.779 




5 4.54 4.87 0.353 0.667 0.136 1.531 0.853 
house 1 5 5 11 1.6 1.65 4.42 15 1.18 608 0.686 6.05 7.19 3.95 5 0.638 0.667 0.153 1.456 0.844 
housefly 2 8 1 0 3.25 3.65 1 13 
  
0.180 
   
4.96 0.500 0.627 0.133 1.435 0.839 
hut 1 3 16 26 1 1 2.83 5 0.48 589 0.563 4.5 5.1 2.91 4.65 0.543 0.627 0.183 1.227 0.813 




4.64 4.63 4.57 0.509 0.847 0.067 2.527 0.939 




5.23 4.33 4.83 0.569 0.831 0.017 3.084 0.952 
inn 1 3 3 14 1.7 1 2.63 8 0.3 592 0.601 3.8 5.71 3.26 4.64 0.517 0.733 0.034 2.449 0.919 
jacket 2 6 2 2 1.85 2 3.23 14 0.9 635 0.569 5.93 5.86 3.35 4.86 0.526 0.667 0.153 1.456 0.844 
jar 1 3 14 17 1.2 1.45 2.63 11 0.95 595 0.513 5.55 5.71 2.77 5 0.466 0.746 0.117 1.853 0.889 
jeans 1 5 4 15 1.8 1.7 2.53 13 0.48 660 0.518 6.27 5.47 3.95 5 0.517 0.695 0.183 1.413 0.841 
jeep 1 4 7 14 1.65 1.85 2.72 12 0.3 622 0.549 5.61 5.53 4.05 4.8 0.526 0.797 0.150 1.866 0.893 
jet 1 3 13 16 1.25 1.5 2.86 14 0.9 580 0.623 4.5 6.74 5.26 4.77 0.414 0.593 0.133 1.347 0.826 
kettle 2 6 3 15 1.85 1.3 2.16 16 0.6 602 0.473 4.61 5.67 3.1 4.75 0.405 0.567 0.169 1.124 0.795 

























5.17 3.59 4.93 0.491 0.695 0.200 1.351 0.833 
kite 1 4 7 25 1.6 1 2.07 13 0.48 592 0.532 5.53 6.9 4.2 5 0.388 0.763 0.083 2.098 0.908 
knife 1 5 0 9 2.15 1.5 3.38 14 0.7 612 0.592 6.07 4.33 4.86 4.9 0.491 0.627 0.133 1.435 0.839 
ladle 2 5 0 7 2 1.75 1.59 9 0.6 580 0.238 5.04 5.11 2.82 4.9 0.388 0.678 0.167 1.429 0.842 
lamb 1 4 5 29 1.65 1 2.73 15 0.85 633 0.582 5 6.3 3.32 4.97 0.414 0.712 0.200 1.400 0.840 
lamp 1 4 10 9 1.3 1.35 2.82 13 0.48 615 0.571 5.48 5.74 2.71 4.97 0.405 0.644 0.317 0.846 0.747 
lantern 2 7 0 0 2.25 1.9 2.02 12 0.3 630 0.556 4.27 5.37 3.21 5 0.328 0.683 0.102 1.749 0.875 
lemon 2 5 1 4 1.85 1.7 2.79 16 0.78 608 0.558 4.63 6.37 4.52 5 0.612 0.600 0.102 1.525 0.846 
leopard 2 7 2 6 2.65 1.6 2.44 6 0.48 595 0.545 1.96 6.43 6.26 5 0.448 0.767 0.186 1.619 0.868 
leotards 2 8 1 0 NULL NULL 1.18 10 
  
0.302 
    
0.569 0.850 0.051 2.673 0.946 
lettuce 2 7 0 3 2.9 1.8 2.24 15 0.48 579 0.448 4.48 5.84 3.64 4.97 0.500 0.767 0.102 2.000 0.902 
level 2 5 4 7 1.75 1.65 3.42 8 
  
0.682 2.8 5.72 2.15 2.86 0.405 0.567 0.034 1.994 0.873 
lime 1 4 13 24 1.2 1 2.23 12 0.95 590 0.561 5.43 6.1 3.83 4.96 0.474 0.678 0.067 1.963 0.889 
limousine 3 9 0 0 3.85 2.9 2.16 18 0.3 624 0.456 3.98 6.14 5.65 4.63 0.534 0.881 0.100 2.463 0.939 
lion 1 4 4 5 1.7 1.55 2.89 13 0.7 627 0.618 1.93 5.84 5.29 4.96 0.716 0.729 0.067 2.110 0.904 
lobster 2 7 1 1 1.95 2.45 2.57 14 0.48 590 0.494 3.3 6.43 4.67 4.86 0.543 0.700 0.136 1.625 0.865 
machete 3 7 0 0 2.8 3 1.73 6 0.3 525 0.342 4.38 4.13 6.18 4.82 0.362 0.831 0.050 2.601 0.940 





















magazine 3 8 0 0 2.95 3.7 3.23 14 0.85 588 0.670 5.27 6.24 4.2 5 0.362 0.700 0.169 1.481 0.849 
mandarin 3 8 0 0 3.35 3.3 1.83 13 0.85 580 0.558 4.8 6.15 3.91 3.67 0.422 0.780 0.117 1.963 0.900 
marble 2 6 2 6 1.85 1.65 2.43 14 0.7 611 0.586 3.66 5.8 3.57 4.85 0.534 0.717 0.034 2.399 0.915 
mat 1 3 18 31 1 1 2.25 12 1 513 0.559 5.33 5 2.86 4.83 0.560 0.559 0.100 1.431 0.833 
medal 2 5 3 12 1.7 1.2 2.77 11 0.3 571 0.601 3.33 5.2 5.3 4.89 0.405 0.767 0.068 2.220 0.915 
menu 2 4 1 1 1.85 2.35 2.71 8 0.7 555 0.565 4.51 6.3 4.17 4.67 0.379 0.767 0.085 2.102 0.909 
microscope 3 10 1 0 3.3 4.15 2.11 12 0.3 591 0.549 4.7 6.33 4 5 0.353 0.542 0.067 1.607 0.847 
microwave 3 9 0 0 3.95 4.4 2.3 14 0.6 624 0.564 4.78 5.25 4 4.34 0.448 0.695 0.167 1.477 0.849 
mink 1 4 15 12 1.15 1.2 2.28 13 0.6 589 0.423 3.23 5.86 3.24 4.58 0.483 0.746 0.017 2.789 0.930 
minnow 2 6 0 5 2.8 1.75 1.18 10 0.3 621 0.289 3.32 
  
4.84 0.371 0.700 0.068 2.017 0.895 
mirror 1 6 0 9 2.5 1.8 3.09 11 0.6 605 0.624 3.74 5.9 4.55 4.97 0.483 0.695 0.217 1.293 0.825 
missile 2 7 1 7 2.4 1.7 2.83 15 0.48 597 0.601 3.15 2.85 5.67 4.83 0.517 0.800 0.085 2.215 0.919 
mittens 2 7 1 2 2.15 1.85 1.72 14 0.3 639 0.261 5.43 
   
0.491 0.700 0.085 1.898 0.888 
mixer 2 5 5 2 1.7 1.9 1.75 8 0.7 574 0.478 4.67 4.9 4.17 4.33 0.388 0.600 0.068 1.746 0.864 




4.23 3.81 4.41 0.517 0.650 0.153 1.411 0.838 
moose 1 5 6 20 1.6 1.15 2.45 12 0.3 616 0.554 2.53 6.71 4.85 4.97 0.466 0.610 0.150 1.316 0.824 
moth 1 4 4 8 1.65 1.65 2.07 7 0.3 550 0.508 3.97 4.47 2.55 4.69 0.371 0.644 0.117 1.561 0.854 

























4.8 3.38 4.83 0.569 0.550 0.136 1.226 0.808 
mug 1 3 11 21 1.3 1 2.54 12 0.78 576 0.362 6.24 4.16 3.83 4.8 0.440 0.661 0.167 1.383 0.835 
mushroom 2 8 0 0 3.5 3 2.04 14 0.85 642 0.553 4.44 5.61 3.14 4.83 0.448 0.733 0.085 1.997 0.898 
muzzle 2 6 3 7 1.8 1.6 1.91 8 0.78 585 0.549 3.88 3.95 4.65 4.59 0.379 0.717 0.102 1.845 0.886 
napkin 2 6 0 0 2.8 2.8 2.27 14 0.48 585 0.271 5.39 5.63 3.09 4.93 0.345 0.600 0.102 1.525 0.846 
necklace 2 8 0 1 3.4 1.95 2.7 15 0.3 633 0.494 5.19 6.85 3.52 4.96 0.431 0.700 0.153 1.550 0.857 
nectarine 3 9 0 0 3.5 3.25 0.6 16 0.48 590 0.186 4.93 
  
5 0.379 0.780 0.033 2.605 0.932 
nightgown 2 9 0 0 3.9 3.7 2 10 0.3 644 0.241 4.8 5.85 3.35 4.9 0.586 0.833 0.102 2.239 0.923 
nightingale 3 11 0 0 4.4 4.1 2.16 5 
  
0.480 
   
4.46 0.543 0.833 0.085 2.341 0.929 






0.431 0.733 0.034 2.449 0.919 
oak 1 3 4 13 1.65 1 2.46 10 0.6 588 0.618 4.53 6.47 2.64 4.82 0.448 0.817 0.136 2.003 0.905 
octopus 3 7 0 0 3 3 2 11 0.48 647 0.501 1.96 6 5.1 5 0.457 0.678 0.067 1.963 0.889 
olive 2 5 1 0 1.8 1.9 2.58 14 0.85 618 0.580 5.42 6.05 3.92 4.9 0.431 0.833 0.136 2.068 0.911 
onions 2 6 1 0 2.2 2.65 2.46 14 0.6 650 0.524 5.39 
   
0.517 0.783 0.119 1.965 0.901 
orange 2 6 1 2 1.85 1.95 3.06 14 0.85 601 0.648 5.15 6.81 4.04 4.66 0.569 0.567 0.102 1.440 0.835 
oriole 3 6 0 1 2.45 2.1 0.78 8 
  
0.319 
   
4.38 0.405 0.833 0.034 2.794 0.947 
ostrich 2 7 0 0 2.95 2.9 1.69 18 0.3 640 0.380 1.81 5.16 3.87 4.71 0.595 0.683 0.102 1.749 0.875 





















oven 2 4 5 1 1.6 1.85 2.66 13 0.3 593 0.503 5.66 6.16 2.95 4.97 0.397 0.683 0.085 1.851 0.882 
owl 1 3 4 16 1.4 1.15 2.46 11 0.3 614 0.557 4.17 6.3 3.57 4.93 0.526 0.750 0.153 1.700 0.875 
ox 1 2 8 5 1.45 1.3 2.6 9 0.48 633 0.496 4.8 4.95 3.82 4.86 0.655 0.767 0.051 2.365 0.922 
paintbrush 2 10 0 0 4.4 4.6 1.45 6 0.3 608 0.247 5.29 6.18 3.33 4.79 0.379 0.667 0.085 1.805 0.877 
pajamas 3 7 1 0 2.7 3.7 2.47 10 0.48 651 0.315 5 
  
4.73 0.422 0.780 0.067 2.272 0.920 
pan 1 3 19 27 1 1 2.8 12 0.9 586 0.611 5.76 5.15 3.05 4.86 0.328 0.550 0.119 1.307 0.818 
panther 2 7 0 1 1.95 1.9 2.12 9 0.6 650 0.561 2.29 6.1 5.45 4.93 0.414 0.712 0.033 2.393 0.914 
pants 1 5 4 3 1.55 1.75 3.48 18 0.48 619 0.558 6.29 5.62 3.8 4.86 0.440 0.617 0.237 1.012 0.778 




6.65 4.5 4.9 0.431 0.867 0.068 2.603 0.945 
parka 2 5 1 2 1.9 1.85 1.51 8 0.3 570 0.288 4.85 5.84 2.72 4.65 0.328 0.881 0.050 2.827 0.955 
parsley 2 7 1 1 2.5 1.8 1.64 7 0.48 580 0.405 4.92 6.26 2.77 4.77 0.353 0.763 0.067 2.216 0.915 
partridge 2 9 1 1 3.3 3.25 2.24 8 0.78 430 0.490 2.92 5.95 3.15 4 0.388 0.847 0.050 2.670 0.945 
peach 1 5 7 25 1.55 1.25 2.51 14 0.85 617 0.539 6.03 6.83 4.7 4.9 0.534 0.667 0.068 1.923 0.885 
peacock 2 7 0 0 2.9 2.8 2.42 14 0.48 660 0.554 2.71 
  
5 0.526 0.780 0.217 1.555 0.860 
pear 1 4 16 32 1 1 1.84 12 0.48 634 0.466 6.1 6.7 3.76 4.93 0.422 0.633 0.085 1.715 0.866 
pearl 1 5 1 23 1.7 1.35 2.9 15 0.78 597 0.621 5.24 6.05 3.5 4.87 0.414 0.600 0.068 1.746 0.864 
peas 1 4 11 37 1.2 1 2.38 11 0.6 680 0.477 5.37 6.1 2.95 
 
0.440 0.717 0.085 1.947 0.893 
peg 1 3 13 12 1.3 1.25 3.27 7 1.04 537 0.460 4.53 
  





















pelican 3 7 0 0 2.9 2.9 1.95 13 0.3 547 0.442 2.15 6.21 3.55 4.96 0.431 0.797 0.083 2.213 0.918 
pen 1 3 19 25 1 1 3.1 15 0.85 571 0.606 6.1 5.63 2.75 4.92 0.517 0.644 0.233 1.097 0.793 
pencil 2 6 0 1 2.5 1.8 2.7 15 0.48 617 0.530 5.96 5.65 3.11 4.88 0.431 0.712 0.233 1.287 0.824 
penguin 2 7 0 0 3 3.65 2.17 16 0.3 670 0.556 1.89 6.65 4 5 0.500 0.780 0.067 2.272 0.920 
pepper 2 6 2 6 1.85 1.65 2.65 10 0.85 591 0.574 5.14 5.63 4.3 4.59 0.417 0.678 0.083 1.845 0.881 
perch 1 5 3 16 1.85 1.75 1.71 13 1.04 576 0.494 2.7 5.35 3.38 4.1 0.491 0.833 0.085 2.341 0.929 
pheasant 2 8 1 1 2.85 2.45 1.62 7 0.48 610 0.388 2.95 4.95 4.05 4.75 0.414 0.932 0.067 2.993 0.964 
piano 3 5 0 0 1.95 2.1 3.1 11 0.7 615 0.629 5.89 6.4 3.61 4.9 0.526 0.695 0.033 2.344 0.909 
pickle 2 6 3 9 1.7 1.6 2.37 16 0.6 606 0.386 5.19 6.52 3.48 4.64 0.353 0.780 0.083 2.154 0.913 
pie 1 3 10 33 1.1 1 3.17 10 0.48 613 0.565 6.03 6.45 4.05 4.92 0.534 0.717 0.136 1.673 0.871 
pier 1 4 4 43 1.6 1 2.52 11 0.6 588 0.579 3.1 5.86 3.75 4.62 0.448 0.733 0.085 1.997 0.898 
pig 1 3 12 20 1.25 1 3.3 19 1 614 0.588 5.23 4.83 3.68 5 0.552 0.583 0.051 1.847 0.868 
pigeon 2 6 0 0 2.75 2.4 2.48 12 0.3 609 0.552 3.32 5.58 2.95 4.71 0.466 0.763 0.283 1.288 0.824 
pillow 2 6 2 6 1.85 1.65 2.76 13 0.48 613 0.468 5.78 7 2.9 5 0.397 0.729 0.217 1.393 0.839 
pin 1 3 16 33 1 1 2.92 10 1.23 600 0.594 4.83 5.29 3.73 4.92 0.500 0.683 0.102 1.749 0.875 
pine 1 4 16 25 1 1 2.5 8 0.6 592 0.606 4.21 6.58 3.25 4.37 0.379 0.667 0.220 1.202 0.810 
pineapple 3 9 0 0 3.9 3.9 2.12 16 0.48 653 0.478 4.44 6.9 4.41 4.94 0.517 0.729 0.117 1.801 0.883 

























pistol 2 6 2 2 2.3 1.85 2.71 17 0.3 670 0.573 5.43 3.92 5.79 4.89 0.552 0.661 0.133 1.526 0.852 
plate 1 5 5 13 1.5 1.25 3.12 19 1.26 595 0.627 4.7 4.8 3.18 4.77 0.405 0.600 0.203 1.083 0.790 
platypus 3 8 0 0 3.4 3.6 0.6 6 
  
0.334 
   
4.83 0.509 0.750 0.186 1.566 0.861 
pliers 1 6 0 3 1.95 1.8 1.78 11 0.3 645 0.298 2.5 4.48 3.55 4.93 0.405 0.767 0.068 2.220 0.915 




4.42 3.35 4.64 0.517 0.633 0.102 1.613 0.858 
plum 1 4 5 7 1.6 1.5 2.24 14 0.7 632 0.512 5.53 6.15 2.76 4.85 0.405 0.750 0.119 1.856 0.890 
pony 2 4 7 7 1.55 1.6 2.62 15 0.78 611 0.555 4.46 6.71 4.29 4.9 0.379 0.610 0.050 1.925 0.877 
porcupine 3 9 0 0 3.8 4.5 1.53 8 0.3 612 0.413 2 6.38 4.95 5 0.466 0.695 0.100 1.791 0.879 
pot 1 3 17 30 1 1 3.06 9 1.08 584 0.581 5.67 5.81 4 4.81 0.440 0.633 0.085 1.715 0.866 
potato 3 6 0 0 2.5 2.8 2.76 18 0.48 629 0.562 4.93 6.4 2.38 4.85 0.379 0.729 0.117 1.801 0.883 
projector 3 9 1 2 2.55 2.7 1.8 6 0.48 548 0.509 4.02 5.42 3.78 4.64 0.388 0.627 0.083 1.707 0.865 
prune 1 5 2 7 1.75 1.5 1.88 17 0.6 611 0.269 5 4.61 3.14 4.7 0.388 0.717 0.119 1.755 0.878 
pumpkin 2 7 1 1 2.95 2.9 2.74 10 0.48 690 0.468 4.81 7 3.43 4.9 0.336 0.627 0.133 1.435 0.839 
pyramid 3 7 0 0 2.85 2.9 2.31 13 0.85 615 0.576 1.85 5.68 3.48 4.96 0.448 0.881 0.067 2.683 0.949 
python 2 6 0 0 2.85 2.7 1.9 11 0.6 580 0.552 2 3.61 5.91 4.96 0.500 0.780 0.050 2.416 0.926 
rabbit 2 6 0 2 2.5 1.8 3.03 12 0.7 635 0.588 3.07 7.21 3.98 4.93 0.560 0.576 0.167 1.160 0.801 
raccoon 2 7 0 0 3 2.1 1.87 11 0.48 670 0.424 1.93 5.85 5.16 4.67 0.534 0.797 0.100 2.111 0.912 
racquet 2 7 0 1 2.75 1.65 1.26 12 0.3 513 0.352 4.83 
   





















radio 3 5 2 2 1.85 1.85 3.6 17 0.78 615 0.672 4.04 6 3.84 4.74 0.345 0.627 0.083 1.707 0.865 
radish 2 6 2 2 1.9 1.9 1.51 14 0.6 580 0.330 4.67 4.7 3.71 4.87 0.310 0.678 0.117 1.654 0.866 
raft 1 4 6 13 1.4 1 2.38 13 0.78 600 0.534 5 5.7 4.55 5 0.371 0.767 0.085 2.102 0.909 
raisin 2 6 0 8 2.2 1.7 1.92 13 0.3 620 0.325 5.1 6.05 3.65 4.97 0.397 0.729 0.117 1.801 0.883 
rake 1 4 16 33 1.05 1 2.18 14 1 597 0.414 5.27 4.75 4.22 4.84 0.302 0.617 0.051 1.933 0.878 
raspberry 3 9 0 0 4 3.5 1.99 9 0.6 594 0.394 5.27 7.3 3.71 4.93 0.569 0.831 0.150 1.993 0.905 
rat 1 3 19 36 1 1 3.22 20 1.04 624 0.586 5.62 3.21 5.9 4.85 0.491 0.610 0.200 1.121 0.796 
rattle 2 6 3 12 1.65 1.35 2.24 8 0.78 549 0.394 4.63 4.47 4.48 4.07 0.422 0.831 0.367 1.297 0.823 
rattlesnake 3 11 0 0 4.75 4.7 1.94 17 0.3 586 0.404 2 3.37 5.33 5 0.526 0.817 0.085 2.277 0.924 
raven 2 5 2 3 1.75 1.75 2.2 10 0.78 680 0.579 2.57 5.11 4.33 4.86 0.362 0.678 0.167 1.429 0.842 
razor 2 5 0 7 2 1.75 2.55 8 0.48 640 0.513 5.15 4.9 4.23 4.9 0.422 0.797 0.083 2.213 0.918 
revolver 3 8 2 2 2.2 2.8 2.15 13 0.3 592 0.559 4.29 3.3 6.29 4.69 0.509 0.797 0.067 2.331 0.925 
rhubarb 2 7 0 0 3.85 2.95 1.75 9 0.48 510 0.306 4.65 6.45 4.3 4.86 0.362 0.881 0.008 3.582 0.968 
rice 1 4 15 23 1.15 1 2.89 8 0.78 608 0.638 5.93 5.7 3 4.86 0.543 0.667 0.068 1.923 0.885 
rifle 2 5 0 4 1.7 1.6 2.87 16 0.6 606 0.602 4.46 4.3 6.14 4.85 0.491 0.712 0.100 1.840 0.885 




7.09 4.43 4.81 0.405 0.650 0.068 1.878 0.880 
robe 1 4 9 19 1.3 1 2.64 15 0.6 590 0.471 5.97 5.53 3.1 5 0.405 0.700 0.102 1.796 0.880 





















rock 1 4 12 29 1.2 1 3.64 9 0.95 600 0.672 5.46 5.72 3.14 4.91 0.466 0.617 0.220 1.068 0.788 
rocker 2 6 4 11 1.75 1.55 1.81 5 0.9 583 0.522 4.05 5.65 5.67 4.31 0.362 0.746 0.133 1.772 0.882 
rocket 2 6 7 4 1.6 1.65 2.78 11 0.9 645 0.616 1.96 5.8 5.04 4.73 0.431 0.695 0.250 1.184 0.808 
rooster 2 7 1 2 1.85 1.85 2.3 14 0.3 680 0.477 2 5.53 4.57 4.75 0.466 0.763 0.083 2.098 0.908 
rope 1 4 16 30 1 1 3.06 12 0.6 608 0.584 5.83 5.05 4.58 4.93 0.397 0.650 0.102 1.657 0.863 
ruler 2 5 4 11 1.8 1.7 2.21 17 
  
0.595 5.26 5 4.47 4.66 0.388 0.661 0.150 1.452 0.844 
sack 1 4 13 31 1 1 2.82 7 1.11 582 0.555 4.95 5.11 4.24 4.84 0.397 0.667 0.136 1.531 0.853 
saddle 2 6 2 11 1.7 1.35 2.6 9 1 603 0.557 4.7 4.95 3.1 4.85 0.379 0.633 0.153 1.366 0.832 
sailboat 2 8 1 1 3.2 2.8 1.92 13 0.3 627 0.376 3.85 6.81 2.5 4.89 0.362 0.650 0.085 1.759 0.872 
salamander 4 10 0 0 3.9 3.85 0.95 9 
  
0.424 
   
4.7 0.560 0.881 0.008 3.582 0.968 
salmon 2 6 1 6 1.95 1.7 2.52 8 0.6 660 0.576 3.81 6.48 3.87 4.81 0.509 0.767 0.136 1.828 0.888 
sandals 2 7 1 4 2.25 1.7 1.95 15 0.3 558 0.390 6 
   
0.405 0.700 0.102 1.796 0.880 
sandpaper 3 9 1 1 3.65 4.4 1.36 12 0.48 570 0.279 4.84 4.95 3.13 4.85 0.310 0.831 0.150 1.993 0.905 
sardine 2 7 0 0 2.5 2.6 1.67 10 0.7 606 0.278 3.16 4.24 3.95 5 0.353 0.667 0.119 1.613 0.861 
saucer 2 6 2 4 1.8 1.85 2.15 12 0.7 606 0.426 4.39 5.16 3.7 4.79 0.379 0.617 0.068 1.789 0.870 
saxophone 3 9 0 0 3.7 3.75 1.94 12 0.3 624 0.572 5.7 6.32 4.67 5 0.483 0.800 0.085 2.215 0.919 
scarf 1 5 3 2 1.8 1.85 2.38 11 0.7 650 0.435 6.05 6 2.39 4.97 0.431 0.695 0.233 1.238 0.817 





















scooter 2 7 2 4 2 1.7 2.15 12 0.78 565 0.491 5.47 5.42 3.72 4.96 0.440 0.600 0.136 1.354 0.828 
screwdriver 3 11 0 0 4.95 5.15 2.11 18 0.48 574 0.329 5.44 5.76 3.8 4.9 0.586 0.767 0.203 1.557 0.860 
screws 1 6 1 4 1.85 1.7 2.25 18 1.04 600 0.496 5.13 
   
0.474 0.712 0.217 1.342 0.832 




5.27 2.9 5 0.578 0.763 0.100 1.997 0.901 
seal 1 4 15 44 1.1 1 2.88 15 1.18 587 0.626 3.83 5 2.5 4.63 0.491 0.695 0.217 1.293 0.825 
seaweed 2 7 0 1 2.75 2.8 1.95 9 0.3 593 0.454 4.37 4.52 3.9 4.89 0.422 0.667 0.085 1.805 0.877 
shack 1 5 9 26 1.4 1 2.46 12 0.6 550 0.487 5.03 3.89 3.33 4.93 0.379 0.729 0.167 1.577 0.861 
shawl 1 5 2 25 1.8 1 1.85 9 0.3 606 0.324 5.03 4.9 3.35 5 0.405 0.780 0.217 1.555 0.860 
shed 1 4 6 18 1.5 1 2.75 11 0.85 611 0.605 4.97 5.37 3.64 4.55 0.414 0.763 0.150 1.751 0.881 
sheep 1 5 7 27 1.6 1 2.84 18 0.6 622 0.604 5.31 5.32 2.95 4.9 0.379 0.610 0.167 1.247 0.815 
shell 1 5 6 21 1.55 1 2.83 7 1.28 597 0.640 5.17 6.05 3.23 4.8 0.319 0.746 0.100 1.943 0.896 
shelves 1 7 1 3 2.15 1.8 2.15 11 0.7 650 0.490 5.5 
   
0.457 0.627 0.150 1.361 0.831 
shield 1 6 0 10 2 1.45 2.62 9 0.7 576 0.623 4.17 5.91 3.65 4.66 0.353 0.712 0.217 1.342 0.832 
ship 1 4 8 20 1.45 1 3.7 13 0.78 615 0.662 5.14 6.14 3.94 4.87 0.431 0.746 0.200 1.503 0.854 
shirt 1 5 5 15 1.7 1.5 3.37 16 0.48 616 0.569 6.47 5.56 2.3 4.94 0.517 0.627 0.083 1.707 0.865 
shoes 1 5 4 21 1.65 1 3.58 18 0.3 650 0.601 6.33 5.88 3.57 
 
0.483 0.559 0.183 1.052 0.783 
shotgun 2 7 0 0 2.9 3.55 2.71 8 0.3 410 0.558 4.39 3.5 6.55 4.96 0.491 0.750 0.102 1.946 0.897 





















shrimp 1 6 1 2 2.35 1.9 2.65 13 0.7 629 0.568 4.43 6.95 3.78 4.8 0.397 0.797 0.067 2.331 0.925 
sink 1 4 15 14 1.05 1 2.94 16 1.08 590 0.565 5.68 4.62 3.7 4.74 0.466 0.780 0.133 1.882 0.894 
skateboard 2 10 0 0 3.6 3.3 1.93 9 0.48 625 0.417 5.48 5.16 4 4.86 0.362 0.650 0.153 1.411 0.838 
skillet 2 7 1 0 2.5 2 1.8 10 0.3 579 0.286 4.58 5.85 3.24 4.73 0.328 0.800 0.068 2.334 0.925 
skirt 1 5 1 10 1.85 1.75 2.71 12 0.9 614 0.501 5.7 6.14 4.88 4.82 0.569 0.814 0.133 2.002 0.905 
skis 1 4 5 6 1.4 1.5 1.85 13 0.3 600 0.443 4.5 
   
0.405 0.763 0.033 2.549 0.928 
skunk 1 5 3 3 1.75 1.75 2.22 11 0.78 648 0.406 4.57 3.78 5.81 4.88 0.431 0.814 0.100 2.173 0.917 
skyscraper 3 10 0 0 4.45 5.15 1.61 11 0.3 618 0.515 3.15 5.84 5.33 4.76 0.543 0.831 0.100 2.238 0.923 
sled 1 4 8 8 1.55 1.55 2.18 12 0.48 660 0.445 4.72 6.35 3.25 5 0.448 0.797 0.150 1.866 0.893 
sledgehammer 3 12 0 0 6 5.65 1.66 10 0.48 564 0.296 4.63 3.57 4.43 4.89 0.647 0.817 0.153 1.928 0.899 
sleigh 1 6 0 13 2.45 1.1 2.23 9 0.48 613 0.347 4.77 6.11 3.42 4.71 0.500 0.695 0.150 1.546 0.856 
slingshot 2 9 0 0 3.75 3.55 1.86 13 0.3 550 0.323 4.85 5.41 5.47 4.87 0.483 0.867 0.085 2.485 0.939 
slippers 2 8 5 7 1.9 1.65 2.42 11 0.48 586 0.380 5.56 
   
0.422 0.567 0.068 1.660 0.854 
snail 1 5 1 3 1.8 1.65 1.96 9 0.6 579 0.524 4.76 4.52 3.05 4.93 0.397 0.644 0.150 1.406 0.837 
socks 1 5 4 17 1.65 1.1 2.97 13 0.6 670 0.511 6.05 
   
0.457 0.780 0.183 1.674 0.874 
sofa 2 4 3 3 1.8 1.75 2.48 17 0.3 629 0.418 6.08 6.26 2.9 4.9 0.388 0.650 0.136 1.486 0.847 
spade 1 5 4 11 1.75 1.25 2.08 5 0.7 565 0.443 3.9 5.48 3.74 4.46 0.302 0.831 0.150 1.993 0.905 





















spatula 3 7 0 0 2.9 3.3 1.76 11 0.48 586 0.223 5.48 5.14 2.86 4.96 0.371 0.783 0.034 2.610 0.933 
spear 1 5 4 12 1.65 1.1 2.37 14 0.7 584 0.557 4.4 4.43 4.7 5 0.474 0.712 0.133 1.670 0.870 
spider 2 6 0 4 1.95 1.8 2.71 15 0.6 607 0.584 2.74 3.35 6.91 4.97 0.474 0.667 0.051 2.067 0.893 
spinach 2 7 0 1 2.9 2.75 2.12 10 0.48 589 0.432 5.15 5.81 3.43 4.77 0.371 0.717 0.102 1.845 0.886 
spoon 1 5 4 11 1.75 1.45 2.59 18 0.78 614 0.491 5.97 5.9 3.79 4.96 0.440 0.576 0.133 1.303 0.820 
squid 1 5 1 1 1.95 1.9 2.15 9 0.48 640 0.509 4.55 4.62 4.04 4.71 0.405 0.644 0.033 2.203 0.895 
squirrel 2 8 0 0 2.85 3.35 2.45 16 0.48 612 0.531 1.96 5.71 4.48 4.89 0.397 0.750 0.169 1.631 0.868 






0.397 0.797 0.100 2.111 0.912 
stereo 3 6 0 0 2.15 2 2.48 15 
  
0.567 4.85 7.1 4.04 4.63 0.302 0.712 0.050 2.204 0.907 
stick 1 5 6 14 1.5 1 3.69 9 1.18 604 0.610 5.93 5.27 3.81 4.59 0.466 0.576 0.117 1.384 0.829 
stone 1 5 8 12 1.45 1.15 3.32 9 1.23 614 0.671 5.37 4.81 3.25 4.72 0.397 0.525 0.217 0.847 0.745 




4.47 2.39 4.9 0.345 0.627 0.117 1.516 0.848 
stork 1 5 5 5 1.75 1.6 1.92 13 0.3 614 0.385 3.1 
  
4.72 0.276 0.712 0.133 1.670 0.870 
stove 1 5 7 6 1.55 1.55 2.59 12 0.48 591 0.474 5.89 5.63 3.82 4.96 0.328 0.661 0.267 1.038 0.784 
strainer 2 8 1 3 2.35 1.95 1.18 12 0.3 578 0.247 4.56 
  
4.46 0.336 0.667 0.119 1.613 0.861 
strawberry 3 10 0 0 4.35 3.75 2.45 16 0.6 610 0.548 4.81 7.25 4.05 5 0.629 0.700 0.068 2.017 0.895 
submarine 3 9 0 0 3.15 4.45 2.56 13 0.95 583 0.603 1.85 6 4.24 4.8 0.552 0.783 0.085 2.157 0.914 





















surfboard 2 9 0 0 3.5 3.8 1.68 12 0.3 617 0.292 4.82 5.53 3.75 4.57 0.371 0.695 0.117 1.702 0.872 
swan 1 4 10 10 1.4 1.55 2.54 15 0.7 630 0.594 4.63 
  
4.96 0.397 0.567 0.119 1.350 0.825 
sweater 2 7 3 3 1.8 1.7 2.85 9 0.48 660 0.417 6.42 6.19 2.8 4.78 0.422 0.650 0.153 1.411 0.838 
swimsuit 2 8 0 0 4 3.95 2.01 17 0.3 654 0.362 5.07 6.05 5.8 4.78 0.534 0.683 0.102 1.749 0.875 
sword 1 5 2 18 1.8 1 3.13 15 0.3 577 0.619 5.8 5.27 5.95 4.93 0.466 0.683 0.102 1.749 0.875 
table 2 5 4 6 1.55 1.5 3.73 10 0.9 604 0.660 6.05 5.49 3 4.9 0.517 0.600 0.220 1.024 0.780 
tack 1 4 15 29 1.1 1 2.04 13 1.11 565 0.384 4.3 4.42 2.85 4.5 0.310 0.600 0.068 1.746 0.864 
tangerine 3 9 0 0 3.05 4.65 1.59 15 0.7 645 0.389 5.19 6.81 3.9 4.81 0.422 0.833 0.153 1.993 0.905 
tank 1 4 13 16 1.25 1.15 3.12 
13 (army) 
/ 10 
(container)   
0.637 
 
4.71 4.32 4.8 0.440 0.600 0.153 1.279 0.818 
tap 1 3 19 21 1 1 2.88 8 1.3 538 0.577 5.92 5.33 3.95 4.29 0.474 0.678 0.133 1.573 0.858 




5.5 3.4 4.9 0.241 0.661 0.233 1.143 0.801 
taxi 2 4 1 3 1.85 1.65 3.12 8 0.6 690 0.578 5.68 4.79 3.79 4.93 0.509 0.750 0.085 2.048 0.903 
telephone 3 9 0 0 3.25 3.25 3.22 12 0.6 619 0.632 5.93 5.71 4.3 4.96 0.431 0.633 0.119 1.522 0.849 
tent 1 4 16 21 1 1 2.95 11 0.48 608 0.570 5.66 6.23 3.38 4.96 0.526 0.633 0.136 1.441 0.840 
thermometer 4 11 0 0 4.3 4.05 2.05 12 0.3 612 0.397 4.1 5.22 3.36 4.96 0.569 0.717 0.017 2.694 0.922 
thimble 2 7 0 3 2.65 1.85 1.18 11 0.48 529 0.235 4.7 
  
5 0.414 0.767 0.034 2.554 0.929 





















tiger 2 5 4 6 1.7 1.55 2.98 19 0.48 611 0.627 1.95 6 5.55 5 0.603 0.567 0.119 1.350 0.825 
toad 1 4 5 23 1.7 1 2.46 19 0.3 568 0.504 4.1 6 3.62 5 0.457 0.667 0.068 1.923 0.885 
toaster 2 7 3 4 1.85 1.75 2.3 13 0.48 579 0.331 5 5.8 3.85 4.9 0.405 0.717 0.169 1.529 0.856 
toilet 2 6 1 0 1.9 2.15 3.17 8 0.6 586 0.558 5.74 3.71 4.5 4.97 0.466 0.729 0.067 2.110 0.904 
tomahawk 3 8 0 0 4.45 3.8 1.36 11 0.6 586 0.393 3.39 4.86 5.19 4.83 0.414 0.833 0.034 2.794 0.947 
tomato 3 6 0 0 2.7 2.75 2.48 11 0.48 662 0.530 5.04 5.8 2.68 5 0.578 0.700 0.119 1.706 0.873 




5 3.25 5 0.371 0.746 0.083 2.044 0.903 
tortoise 2 8 0 0 3.35 1.95 1.76 11 0.3 602 0.474 3.53 5.58 3.32 4.87 0.569 0.831 0.050 2.601 0.940 
toy 1 3 14 16 1.05 1.2 2.93 7 0.9 567 0.605 6.17 7.29 4.29 4.93 0.397 0.667 0.068 1.923 0.885 
tractor 2 7 1 1 2.1 1.9 2.28 12 0.48 590 0.563 4.22 5.05 3.73 5 0.328 0.797 0.183 1.732 0.880 
trailer 2 7 3 7 1.8 1.6 2.76 12 0.7 597 0.580 4.05 4.44 2.85 4.79 0.379 0.644 0.200 1.211 0.811 
train 1 5 6 11 1.55 1.05 3.69 15 1.26 592 0.668 5.14 6.36 4.05 4.79 0.500 0.633 0.169 1.297 0.823 
tray 1 4 7 12 1.45 1.15 2.61 12 0.3 590 0.491 5.29 5.14 3.57 4.74 0.431 0.633 0.119 1.522 0.849 
tricycle 3 8 0 0 3.2 3 1.45 15 0.3 629 0.448 5.02 6.14 3.62 4.68 0.422 0.617 0.068 1.789 0.870 
tripod 2 6 0 0 2.35 2.75 1.67 6 0.3 577 0.415 4 5.23 4.32 4.72 0.353 0.898 0.100 2.554 0.944 
trolley 2 7 0 1 2.5 1.95 1.86 8 0.3 579 0.564 3.9 5.67 3 4.73 0.405 0.644 0.100 1.651 0.862 
trombone 2 8 0 0 3.4 3.65 1.82 12 0.3 606 0.565 5.08 5 3.43 4.9 0.448 0.881 0.117 2.374 0.933 





















trout 1 5 0 6 1.85 1.6 2.31 12 0.48 617 0.565 5.27 5.62 3.85 4.72 0.414 0.833 0.034 2.794 0.947 
truck 1 5 4 6 1.65 1.5 3.57 11 0.6 595 0.625 5.74 5.16 3.76 4.84 0.345 0.600 0.237 0.968 0.770 
trumpet 2 7 1 1 2.55 2.7 2.32 12 0.7 608 0.573 5.44 6.03 4.17 4.86 0.379 0.814 0.167 1.859 0.893 
tuba 2 4 4 3 1.75 1.8 1.79 12 0.3 610 0.461 4.76 5.58 3.95 4.86 0.379 0.780 0.100 2.053 0.907 
tuna 2 4 2 4 1.9 1.75 2.61 13 0.7 670 0.521 4.13 5.26 4.14 4.89 0.457 0.729 0.300 1.134 0.800 
turkey 2 6 0 7 2.25 1.75 3.06 15 0.85 650 0.636 3.19 5.9 3.45 4.89 0.491 0.712 0.083 1.942 0.892 
turnip 2 6 0 0 2.35 2.3 1.95 8 0.48 620 0.330 5.1 4.63 3.32 4.79 0.371 0.729 0.150 1.646 0.869 
turtle 2 6 1 11 1.9 1.7 2.94 14 0.6 644 0.572 2.93 6.16 2.52 5 0.371 0.847 0.183 1.928 0.899 
typewriter 3 10 0 0 3.8 3.95 2.21 15 0.3 611 0.445 5.59 5.44 2.4 4.88 0.397 0.800 0.119 2.023 0.906 
umbrella 3 8 0 0 3.65 3.55 2.58 11 0.7 606 0.578 5.58 5.84 3.5 5 0.414 0.683 0.136 1.577 0.859 
unicycle 4 8 
     
8 
   
4.89 
  
5 0.543 0.678 0.033 2.296 0.904 
urn 1 3 0 12 1.85 1.3 2 7 0.48 551 0.407 3.72 3.37 2.9 4.61 0.543 0.767 0.008 3.122 0.938 
van 1 3 9 15 1.4 1 3.42 13 0.7 606 0.674 5.57 4.43 4.35 4.72 0.491 0.617 0.068 1.789 0.870 
veil 1 4 3 30 1.8 1 2.18 9 0.7 560 0.504 3.83 5.42 3.83 4.45 0.440 0.667 0.085 1.805 0.877 
vest 1 4 11 19 1.35 1.15 2.45 9 0.7 575 0.460 5.13 5.74 4.1 4.52 0.388 0.746 0.133 1.772 0.882 
vine 1 4 12 22 1.25 1 2.03 7 0.3 601 0.557 4.2 6.39 2.7 4.86 0.431 0.780 0.150 1.807 0.887 
violin 2 6 0 0 2.65 2.3 2.39 10 0.3 626 0.585 5.85 6.56 3.41 4.96 0.491 0.746 0.050 2.306 0.916 





















wagon 2 5 0 0 1.95 1.95 2.96 13 0.78 630 0.581 4.67 5.21 3.1 4.89 0.336 0.695 0.150 1.546 0.856 
wall 1 4 13 25 1.2 1 3.56 13 1 589 0.665 4.93 5.06 2.9 4.86 0.517 0.617 0.085 1.671 0.861 
walnut 2 6 0 0 2.65 3.55 2 9 0.6 642 0.558 4.67 6.39 2.81 4.97 0.414 0.678 0.133 1.573 0.858 
walrus 2 6 0 0 2.35 2.45 1.76 12 0.3 629 0.392 1.78 5.79 3.95 5 0.483 0.695 0.100 1.791 0.879 
wand 1 4 9 11 1.4 1.45 2.2 9 0.48 570 0.440 4.63 5.42 4 4.73 0.388 0.712 0.067 2.060 0.899 
wasp 1 4 5 1 1.65 1.95 1.87 14 0.48 650 0.524 4.57 2.71 5.33 4.96 0.397 0.712 0.050 2.204 0.907 
whale 1 5 3 5 1.75 1.7 2.76 10 0.6 610 0.573 2.16 5.81 4.2 4.96 0.638 0.695 0.183 1.413 0.841 
wheel 1 5 0 6 1.9 1.65 3.14 10 1.04 573 0.628 6.22 5.9 4 4.86 0.328 0.678 0.267 1.085 0.792 
wheelbarrow 3 11 0 0 5.65 4.65 1.51 14 0.3 580 0.270 5.3 5.17 3.1 4.79 0.483 0.850 0.169 1.993 0.905 
whip 1 4 6 7 1.6 1.55 2.83 13 1 570 0.553 4.39 3.6 5.1 4.68 0.405 0.814 0.183 1.794 0.887 
whistle 2 7 2 2 2.35 1.9 2.9 14 1.04 579 0.552 4.96 5.7 3.94 4.42 0.379 0.695 0.167 1.477 0.849 
willow 2 6 3 10 1.75 1.35 2.5 8 0.48 589 0.571 4.08 5.95 2.78 4.35 0.431 0.712 0.167 1.526 0.855 




5.76 4.48 4.93 0.414 0.767 0.068 2.220 0.915 
worm 1 4 9 10 1.45 1.45 2.71 11 0.78 611 0.555 5.33 4.86 3.5 4.9 0.457 0.678 0.050 2.107 0.897 




4.86 3.7 4.93 0.431 0.867 0.102 2.383 0.934 
yacht 1 5 0 15 2.3 1.25 2.62 13 0.48 606 0.570 5.13 5.88 3.98 4.97 0.586 0.864 0.150 2.137 0.917 
yam 1 3 10 16 1.45 1.3 1.64 6 0.7 480 0.405 4.3 
  
4.93 0.414 0.712 0.050 2.204 0.907 
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