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Abstract. Natural movement plays a significant role in realistic speech
animation. Numerous studies have demonstrated the contribution visual
cues make to the degree we, as human observers, find an animation ac-
ceptable. Rigid head motion is one visual mode that universally co-occurs
with speech, and so it is a reasonable strategy to seek features from the
speech mode to predict the head pose. Several previous authors have
shown that prediction is possible, but experiments are typically confined
to rigidly produced dialogue.
Expressive, emotive and prosodic speech exhibit motion patterns that
are far more difficult to predict with considerable variation in expected
head pose. People involved in dyadic conversation adapt speech and head
motion in response to the others’ speech and head motion. Using Deep
Bi-Directional Long Short Term Memory (BLSTM) neural networks, we
demonstrate that it is possible to predict not just the head motion of the
speaker, but also the head motion of the listener from the speech signal.
Keywords: speech animation, head motion synthesis, visual prosody,
dyadic conversation, generative models, BLSTM, CVAE
1 Introduction
Speech animation involves transforming and deforming a character model, tem-
porally synchronised to an audible utterance to give the appearance that the
model is speaking. Given the close relationship between speech and gesture,
the problem is challenging, as human viewers are very sensitive to natural hu-
man movement [24]. Practical applications of speech animation, for example
computer games and animated films, often rely on motion capture devices or
hand keyed animation. Demand for realistic animation within these domains is
high and both of these approaches are expensive and time consuming, providing
considerable incentive for automation of the process. Embodied Conversational
Agents (ECAs) for education, training, entertainment or Human-Computer In-
teraction (HCI) require realistic motion in both speaking and listening modes.
More recently, increasing interest in Virtual Reality (VR) and Augmented Real-
ity (AR) applications provide further stimulus for the development of predictive
animation systems.
Human discourse essentially flows in two modes: the explicit mode of audible
speech, and a more supportive visual mode where non-verbal gestures comple-
ment and enhance the audible mode. Research suggests that speech and visual
gesture stem from the same internal process and share the same semantic mean-
ing [22, 7]. Speaker head motion is a rather interesting aspect of visual speech.
Head motion has been shown to contribute to speech comprehension [25], yet
unlike the articulators, it is under independent control. As the audio channel
contains the most complete information stream in an utterance, it is a reason-
able strategy to seek a mapping from within this modality that might enable
plausible predictions of head pose. Indeed, there is significant measurable corre-
lation between speech and speaker head motion [5] that has motivated a number
of authors to choose this approach.
2 Previous Work
Initial speech to head motion prediction strategies took the approach of clus-
tering motion patterns and assigning class labels [11, 5]. Hidden Markov Models
(HMMs) were trained for each cluster, modelling the relation between the speech
features and head motion. These approaches rely on a suitable labelling of mo-
tion units, either manually or automatically; a challenging problem in itself.
In recent years, the Graphics Processor Unit (GPU) has enabled efficient
training of Deep Neural Networks (DNNs), and within many aspects of speech
and language processing, DNNs are now state of the art [19, 10, 9]. DNNs were
proposed as a modelling strategy for head motion prediction by Ding et al. [12].
Using a deep Feed-Forward Neural Network (FFN) regression model to predict
Euler angles of nod, yaw and roll, they were able to report advantages over
the previous HMM based approaches and were able to avoid the problem of
clustering motion. Deep FFNs are a powerful modelling tool, capable of learning
complex non-linear mappings, however, they are limited in their ability to model
long term temporal data.
The Long Short Term Memory (LSTM) network [18], has been used to great
effect in many disciplines arguably related to the speech to head pose problem.
Graves [16], demonstrated the ability of LSTM networks to model long term
structure by predicting discrete text values, and by predicting the real values
of hand-writing trajectories. Another example by Sutskever et al. [28] reports
state of the art performance for the language translation task. Ding et al. [13]
introduced Bi-Directional Long Short Term Memory (BLSTM) networks to the
head motion task, noting improvements over their own earlier work [12]. More
recently Haag [17] uses BLSTMs and Bottleneck features [14] and noted a subtle
improvement.
Yngve [31] introduced the term “backchannels” to describe listener interac-
tion providing acoustic and visual signals that inform turn taking. Later, Allwood
et al. [1] suggested this linguistic feedback conveys perception, comprehension
and empathy. Ward & Tsukahara [29] gave evidence that audible speaker prosody
offers cues for backchannel response from the listener.
There have been a number of listener models described in the literature. Cas-
sel et al. [6] report a comprehensive rule-based model that triggers backchannels
from multi-modal input. Watanabe et al. [30] describe a rule-based speech driven
interactive agent. Nishimura et al. [26] presented a decision tree model driven by
prosodic audio features. Morency et al. [23] demonstrated a data driven sequen-
tial probabilistic model using HMMs and Conditional Random Fields (CRFs).
Bevacqua et al. [3] introduced a model with personality traits.
Generative models [20, 27] trainable with back propagation [2], have taken an
important step in learning. These models can perform probabilistic inference and
make diverse predictions. For example, Bowman et al. [4] employed a Variational
Autoencoder (VAE) for natural language generation. Given the diverse expec-
tation of head pose during conversation, either as speaker or listener, generative
probabilistic models represent an encouraging prospect for head pose prediction.
3 Corpus
Head motion prediction studies typically use data that is not widely available.
At the present time there are few significant multi-modal corpora freely avail-
able, that are suitable for modelling any rigid gesture with speech. For our own
research we developed a corpus as described in this section.
3.1 Data Collection
We invited two actors, one female (speaker A), one male (speaker B) to recite
from a scripted set of short conversational scenarios. The actors were encouraged
to speak emotively and emphatically in order to provide natural, expressive and
prosodic speech. In all, 3600 utterances were captured, giving a total of around
six hours of speech.
We used six synchronised cameras, with three cameras aimed at each actor.
Video frequency was 59.94 Frames per Second (FPS) and audio was recorded at
48 kHz then down sampled to 16 kHz. Each actor had 62 landmarks distributed
about the face, which along with 58 natural feature landmarks such as eyes and
lip edges, were tracked with Active Appearance Models (AAMs) [21]. With the
cameras arranged such that left and right stereo pairs were formed on each actor,
we were able to derive 3D models. The 3D models were stabilised by selecting
the least deformed points and, using Procrustes analysis [15], rigid motion was
separated from deformation. The rotations are about the X,Y and Z axes of a
right handed coordinate system, with Y pointing up.
3.2 Motion Statistics
After data collection, we pre-processed our rigid motion modalities, to leave a
global mean of zero and a global unit standard deviation. We took basic statis-
tical measures (standard deviation, maximum and minimum values, and mean)
for each individual utterance for head rotation and delta 1 and 2 (first and sec-
ond derivatives) of head rotation. We were able to identify significant outliers
as failed reconstructions which were subsequently removed from the corpus. We
show in Figure 1 the delta 1 for X, Y , Z Euler angles, for each actor, during
speaking and listening, for the entire corpus. In Table 1, we show the median of
the absolute minima and maxima for each rotation mode, to give an overview
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Fig. 1. The standard deviation, maximum, minimum and mean delta 1 for head rota-
tion angles, from our entire corpus. We can observe characteristic differences in each
actor, for speaking and listening.
Table 1. For the entire corpus, we summarise the head motion deltas with the median
of the absolute minima and maxima for each rotation mode.
Speaker A Speaker B Listener A Listener B
x y z x y z x y z x y z
Delta 1 0.15 0.33 0.12 0.18 0.37 0.12 0.06 0.23 0.07 0.07 0.12 0.06
Delta 2 0.06 0.17 0.06 0.10 0.25 0.05 0.03 0.11 0.03 0.05 0.08 0.04
3.3 Audio Feature Extraction
We used a sliding frame over the time domain audio signal of 2/59.94 s with an
overlap of 1/59.94 s, matching the sampling rate of our motion data. Following
convention, each frame was multiplied by a Hamming window. Although we
have experimented with many audio features, for this report we use the log of
the filter bank values as described by Deng et al. in [10]. Under this scenario we
have a feature vector temporally aligned with the 3 Euler angles: nod (x), yaw
(y) and roll (z). We normalise all features to have unit variance and zero mean.
4 Model Topology
Our modelling strategies feature LSTM networks, and although there are many
variations to consider, we use the implementation in the popular Keras frame-
work [8]. We describe each of our modelling strategies in the following sub-
sections, along with our observations for their respective advantages and disad-
vantages.
4.1 Bi-Directional Long Short Term Memory (BLSTM)
Our application of the BLSTM differs from Ding et al. [13]. Instead of predicting
one motion coefficient at each time step, we predict a short span: 1 ≤ k ≤
29. This allows observation of frame-wise variation in prediction and permits
options on recombining each frame. For this report we simply take the mean
at each predicted time step. Notably, we do not apply any post process to the
prediction such as smooth filtering. We observed distinct motion events in our
data > 500 ms and to ensure capturing these events the receptive field was
29 ≤ n ≤ 129 time steps, n/59.94 s. This network works well for a single actor,
and less well for multiple actors where we observe greater variation at each
predicted time step. We can see in our statistics plots(Figure 1) that each actor
has individual motion characteristics, we speculate that a significantly larger
corpus might allow this model to separate this variation.
4.2 Conditional Variational Autoencoder (CVAE)
A VAE comprises an encoder and a decoder. The encoder, Qθ(z|x), seeks to
represent input data x in a latent space z with weights and biases θ, where the
encoder outputs the parameters of a Gaussian probability density. The decoder,
Pφ(x|z), with weights and biases φ, transforms the parameters to the distribution
of the original data. Our Conditional Variational Autoencoder (CVAE) model
adds a conditioning element to the VAE, such that the decoder is Pφ(x, c|z), and
we use a deep BLSTM for both the encoder and decoder. Recall, we regard head
pose as having a diverse, one to many relationship to any utterance. The genera-
tive model here permits sampling from a normal distribution during prediction,
giving the option of multiple predictions for any given utterance. Further, this
model performs well with multiple actors.
5 Model Training
We trained the networks on our data, split 85% for training, 10% for validation
and 5% for testing. Our objective function is Mean Squared Error (MSE), ex-
cept for the CVAE model which has a custom objective function: the sum of
the reconstruction loss and the Kullback-Leibler divergence [20]. Our optimis-
ing function is RMSprop, and we set an initial learning rate of 10−3. Training
continues until no further improvement on the validation set, with a patience of
5 epochs. Model weights are saved at each epoch. We reload the best weights,
decrement the learning rate by a factor of 10 until 10−5, finally stopping at the
best validation error. We then select the model with the lowest overall validation
error. The total number of examples presented to the network at training time
depends somewhat on the value of span k and time steps n, and is in a range
approximately 7 × 104 to 3 × 105. For this report, we trained models on each
single speaker, each individual listener, speaker A and B combined and listener
A and B combined.
6 Evaluation
Subjective testing has been commonly used to evaluate speech animation qual-
ity. However, such tests are often small scale and can lack statistical significance.
Furthermore, for the period of time such systems have been developed, now
some decades, the subjective tests invariably confirm the proposed system. This
suggests such testing strategies might be unreliable. Empirical measurements
utilised so far can also have problems. Previous authors have used point wise
measures such as MSE or Canonical Correlation Analysis (CCA) against a true
example to assess results. Head motion during speech does not have a determin-
istic outcome. If a speaker were head shaking to express disagreement, a phase
shift would affect MSE, but not necessarily the plausibility of the motion. Con-
versely, CCA on the X,Y, Z rotations would show strong correlation for head
shake against head nod at the same phase and frequency, even though the senti-
ment is opposite. In the event we had a reliable empirical measure, comparison
with existing systems remains difficult, due to the lack of standard multi-modal
corpora. Consequentially, we assess our predictions by comparing the dynamic
statistics to those of our entire data set, that we show in Figure 1 and Table 1.
7 Results
For each of our models we make predictions using examples from our data that
have been randomly and fairly selected. None of the test examples have been
involved in the training of any model nor have any been used to select the best
model. A further constraint on the test examples is that for each speaker, the
corresponding listener is not involved in training or selection. Reconstruction
simply involves presenting a test utterance and forward propagating through
each network. Each resulting motion coefficient has 1 to k values, from which

































































Fig. 2. Example predictions from our models, discussed in Section 7. The BLSTM
model is trained on each individual speaker and listener, whereas for the CVAE, we
use a single model to predict both speakers, and a single model to predict both listeners.
7.1 BLSTM
We show some example predictions from our BLSTM network in Figure 2a.
For speaker A, the utterance: “This is the most ridiculous spiritual quest I’ve
ever been on.” and for speaker B the utterance: “It’s laughable to me that you
assume I have any interest in touching you.” The head pose angle is predicted
from the same utterance for both speaker and listener. We show a summary of
the motion deltas in Table 2. We observe that our results fall within a small
factor of the global summary in Table 1. Generally motion is a little smoother
than our recorded motion, which we attribute partially to noise in the data
collection, and to variation at each predicted time step. We note that head
motion corresponds to events in the audio, both for speaker and listener. For
these predictions the models were trained for single speaker and single listener,
a total of four individual models.
7.2 CVAE
For our generative model, we use the same utterances as in 7.1. Here we train
the speaker model on both actors, and the listener model on both actors. We
find our trajectory statistics are closest to our corpus for these models (Table
2) and observe the prediction responds very well to the audio, matching key
prosodic events of an expressive utterance. We make predictions from this model
by sampling from the unit Gaussian space and conditioning with our example
audio features. A parameter for this model, not present in the earlier models,
is the size of the latent space. For this report we show a model with z in 3
dimensions, which we found to have no disadvantage to larger space.
Table 2. For the predictions from our models discussed in Section 7.1 and 7.2, we
summarise the deltas with the median of the absolute minima and maxima for each
rotation mode.
Speaker A Speaker B Listener A Listener B
x y z x y z x y z x y z
BLSTM Delta 1 0.14 0.13 0.15 0.07 0.07 0.05 0.05 0.10 0.09 0.06 0.03 0.05
BLSTM Delta 2 0.05 0.07 0.06 0.02 0.03 0.02 0.03 0.04 0.04 0.03 0.02 0.02
CVAE Delta 1 0.08 0.15 0.15 0.10 0.12 0.10 0.12 0.11 0.11 0.08 0.06 0.06
CVAE Delta 2 0.03 0.05 0.07 0.05 0.04 0.06 0.05 0.06 0.07 0.03 0.03 0.03
8 Conclusion
The question of what represents appropriate or plausible head motion during
speech is unclear. Subjectively, we have observed certain key events support
viewer acceptance, but we have not yet been able to identify exactly why this
is the case. We do know however, that it is important to have correct motion
[25], and also that we can identify when it’s not correct [24]. We have taken
a decision to offer an alternative assessment for model predictions by showing
statistics for the entire utterance. Developing a universal measurement of correct
head motion, or indeed more broadly gesture, is an open and difficult problem,
and we are actively pursuing this goal.
Our most interesting results come from the CVAE model, that addresses
the diverse expectation of speech to head motion. We can predict a number of
plausible motion trajectories by choosing new values for z, but with the same
audio features. Quicktime movie files are provided in the supplementary material
showing examples from our models.
In this paper we have presented our work on predicting head pose in dyadic
conversation. We described our corpora, and presented modelling strategies that
offer diverse but plausible outcomes for audio input. The LSTM has been a
powerful tool in speech and language modelling, and as the encoder-decoder in
our CVAE has shown great utility. We feel that generative models offer great
promise to this field and we continue working in this area.
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