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ABSTRACT
The annotation of video streams by automatic content analysis is
a growing field of research. The possibility of recognising per-
sons appearing in TV shows allows to automatically structure ever-
growing video archives. We propose a new descriptor to re-identify
persons featured in videos, that is to say, to spot all occurrences of
persons throughout a video. Our approach is dynamic as it benefits
from motion information contained in videos, whereas the static
approaches are solely based on still images. We extract person-
tracks from videos and match them using a new descriptor and
its associated similarity measure: the space-time histogram. The
originality of our approach is the integration of temporal data into
the descriptor. Experiments show that it provides a better estima-
tion of the similarity between persontracks. Our contribution has
been evaluated using a corpus of real life french TV shows broad-
casted on BFMTV and LCP TV channels and on some annotated
episodes from “Buffy: the Vampire Slayer”. Experimental results
show that our approach significantly improves the precision of the
re-identification process thanks to the use of the temporal dimen-
sion.
Categories and Subject Descriptors
I.4.8 [Image processing and computer vision]: Scene Analysis—
Tracking; D.2.8 [Software Engineering]: Metrics—Performance
measures; Complexity measures
Keywords
person re-identification; video; spatial-temporal descriptor
1. INTRODUCTION
When automatically annotating a large video database, the com-
putational cost and the precision are the main concerns in choos-
ing the most suited algorithm. Usually, one has to find a trade-
off between these two constraints depending on one’s needs and
available resources. One of the main aspects of the video to be an-
notated is the persons featured in it. We therefore propose a new
descriptor to discriminate among the persons in videos, using color,
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space and time information: space-time histograms. Our approach
is lightweight, comparable to color histograms, and yet conveys
better re-identification rate.
The goal of re-identification is to assign a unique label to per-
sons’ occurrences from a video. It is not to find the name of a
person since no identity is involved.
First, we formally define the various notions used in our work.
We define a video Vi, part of a corpus of videos V , as a set of
ordered shots sij :
(Vi,≤) = {si0, si1, . . . , si|Vi|−1} (1)
A shot sij of a video Vi is defined as an ordered set of contiguous
frames recorded by a single camera:
(sij ,≤) = {ft, ft+1, . . . , ft+|si
j
|−1} (2)
where t is the temporal index of the first frame of the shot of the
video. This index induces an ordering relationship (≤) between the
frames of a shot. The shot ends when the camera changes or when
a cut is encountered. Those two notions can be found in most of
the video-based person recognition systems [28].
The region of pixels that compose a person in a frame forms a
blob. The sequence of sucessive blobs of a single person in a shot
form a persontrack [7]. In order to extract persontracks from a
video shot, the consecutive detections are merged using a tracking
algorithm. We define the unordered set of persontracks Oi from a
video Vi as:
Oi = {o0, o1, . . . , o|Oi|−1} (3)
We define the set of identities featured in all videos as:
I = {ι0, ι1, . . . , ι|I|−1} (4)
and the ground truth function id that associates a persontrack o to
its identity ι:
id : O→ I
o→ ι (5)
The objective of person re-identification is to label the person-
tracks using a unique label Ω∗ι,i for each identity. The result is a set
of labeled persontracks:
Ω∗ι,i = {o ∈ Oi|id(o) = ι} (6)
Our objective is to propose a discriminative signature for per-
sontracks. This signature is used to select a label for each track.
The proposed signature is dynamic as it uses temporal features of
the videos. Most approaches of the state of the art do not consider
time in their description of a persontrack [3]; they only provide a
representation based on the static visual aspect of the persons.
2. RELATED WORK
A typical re-identification approach is global, as it is based on
the overall appearance of the persons (e.g. the upper-body, the
complete body, the silhouette, etc.) to compute a signature. Lo-
cal approaches use interest points to compute the signatures. Those
approaches require for that a higher image quality and pose numer-
ous constraints concerning the pose or illumination of the persons.
Furthermore, local approaches usually require a classification al-
gorithm to re-identify the persons. The classification is trained on
annotated data; this goes against the fully unsupervised aspect of
re-identification. For these reasons, local approaches are seldom
used in the context of person re-identification [3].
Several methods for person re-identification can be found in the
litterature. Bird et al.[5] presented a multi-camera re-identification
system where pedestrians are detected and annotated. They are re-
identified based on the color of their clothes and the way these col-
ored region are correlated. A Linear Discriminant Analysis (LDA)
is applied to accentuate the difference between the individuals in
the feature space. It simplifies the matching of a person going from
one camera to another. In a multi-camera person re-identification
context, Fu et al. [10] proposed an image-based approach robust to
some degrees of corruption. This is done by dividing each image
of a person into color stripes. The different views of the person are
used to detect corrupted area of a view and estimating the missing
or corrupted data from other views. Their approach require training
data for each person in order to re-identify them. The approach of
Ngo et al.[18] is based on tracking interest points found on faces
using the algorithm of Shi et al.[22]. In order to track such inter-
est points, the authors apply an optical flow algorithm and count
the number of points shared by both faces. Above a given thresh-
old, the faces are labeled as belonging to the same person. In a
similar way, Hamdoun et al.[14] use interest points obtained by a
method inspired by SURF[2]. In their work, the signature is built
from the interest points of a persontrack. The authors calculate the
sum of absolute differences (SAD) between the set of points of the
known persontrack and the set of the query persontrack for match-
ing purposes. Zheng et al.[29] formulated person re-identification
as a distance learning problem. The aim is to learn an optimal
distance that maximises the matching accuracy regardless of the
choice of representation. They introduced a probabilistic model
that learns this distance from correct and incorrect examples. Re-
cently, Gandhi and Ronfard[12] re-identified the characters from
Alfred Hitchcock’s movie “Rope” (1948) by using an appearance
model based on colored ellipses. This approach does not use a per-
son detector; instead, a sliding window moves across each frame
and generates an appearance model. If the model matches one of
the characters, the position of the person is saved. This approach
allows person re-identification in many cases, with fair robustness
to occlusions. The main drawback is that the method generates
many false detections. In a similar way, Zeng et al.[27] proposed
to model the persons by a color topology. This representation takes
into account how color regions are connected one to another. Their
approach gives good results for pedestrian re-identification. The
main issue of this approach is that the person have to be featured in
the same way each time in order to be re-identified correctly.
Several approaches are based on histograms to re-identify the
persons[24, 21, 15]. In the work by Truong Cong et al.[24], pas-
sengers of a moving train are re-identified across two cameras po-
sitioned in a single coach. For each person, a color histogram, a
spatiogram and a color-path are built separatly and avaluated. The
spatiograms were defined by Elmongui et al.[8], who proposed to
use them for classification and search in numerical databases. The
performances of the various approaches were evaluated and the
color histograms did not obtain good re-identification scores. Spa-
tiograms obtained the best results, which were slightly better than
those of color-path. In the work of Schwartz et al.[21] et Hirzer et
al.[15] color histograms obtained good re-identification results for
face identification against Local Binary Patterns (LBP) and His-
tograms of Oriented Gradients (HOG).
3. SPACE-TIME HISTOGRAMS
To benefit from color, geometry and motion information from
videos and to distinguish persons better, we extended the spatiogram
to the temporal aspect and applied them to videos. The proposed
space-time histograms are lightweight, and are easy to compute and
to compare.
3.1 Definition
Space-time histograms are an extension of the spatiograms pro-
posed in [4], which are themselves an extension of the classic color
histograms. The data structure of the space-time histogram stho
built on a persontrack o is defined as:
stho(b) =< nb, µb,Σb >, b = 1, . . . , B (7)
where nb is the number of pixels in bin b and B is the total number
of bins. The average position in space and time, µb, is defined as:
µb = (x̄b, ȳb, t̄b) (8)
where x̄b, ȳb and t̄b are the average normalized positions of the
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)
(9)
This covariance matrix is symetric since cov(a, b) = cov(b, a).
Space-time histograms, as defined in Equation 7, contain spatiograms,
in the same way, spatiograms contain the color histograms. In the
terminology of [4], space-time histograms could be called third or-
der spatio-tempo-gram. The complexity of space-time histograms
is comparable to that of other approaches that consider the tempo-
ral data of videos like cumulative color histograms or cumulative
spatiograms.
3.2 Time complexity
The calculatory cost Tcumul(p, f,B) of the construction of space-
time histograms, cumulative spatiograms and color histograms can
be estimated by the following formula:
Tcumul(f, p,B) = O(f × p+B) (10)
where p is the number of pixels per frame, f the number of frames
and B the number of bins of the considered histogram.
Another approach, where each frame from a video sequence could
be represented independently by several spatiograms or several color
histograms is possible. In this case, the calculatory cost of the con-
struction is higher since each frame is associated to a descriptor.
The final step has to be applied to each descriptor. The construc-
tion cost Tind(p, f,B) in such case is estimated by the formula:
Tind(p, f,B) = O(f × (p+B)) (11)
This calculatory cost does not take into account the cost of allo-
cating a new descriptor containing B bins; however, it is necessary
to allocate as many descriptors as there are frames in the video.
When the video duration is more than a few seconds, the allocation
cost becomes non-negligible over the total cost of the construction.
3.3 Space complexity
Let d be the position number of dimensions of the position of
the pixels considered. Color histograms do not take into account
any position, thus d = 0 in this case. Spatiograms take only into
account spatial data so d = 2 in this case. Finally, space-time
histograms consider the space-time position of the pixels, d = 3 in
this case. This allows us to express the memory cost Mcumul(B, d)
of space-time histograms, cumulative spatiograms and cumulative
histograms as a function of d:
Mcumul(B, d) = O(c×B), c = 1 + d+
d(d+ 1)
2
= O(d2 ×B) (12)
where B is the number of bins and c the amount of data stored
by the model. For example, in the case of space-time histograms,
c = 10 because: the pixel count has a cost of 1, the average position
x̄b, ȳb, t̄b has a cost of 3 and the covariance matrix has a cost of 6.
The covariance matrix is of dimension 3 × 3, but because of its
symmetry, only 6 elements need to be memorised.
In the case where the descriptor is built independently for each
frame, the memory cost Mind(B, d, f) is again much higher than
the one cumulating over the frames:
Mind(B, d, f) = O(f × c×B)
= O(f × d2 ×B) (13)
3.4 Similarity measure
In order to compare space-time histograms, we propose a simi-
larity measure inspired from the measure used for spatiograms [24].
A temporal dimension was added to it. Space-time histograms
combine the frequencies of colors with space-time distributions of
pixels.
To measure whether two histograms come from the same statis-
tical distribution, the Mahalanobis distance is used. Let ψb be the
measure based on the Mahalanobis distance, measuring the similar-
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The χ2 distance has the property of measuring the dissimilarity
between two bins that is proportionnate to their size. This property
is interesting in that a large bin with a small difference between two
space-time histograms will not influence the measure too much.
We have defined χ2b as similarity measure between two bins of
index b as:




The combination of this measure with Mahalanobis’ measure al-
lows us to take into account the various aspects of the space-time
histograms. This similarity measured between two space-time his-
tograms stho and stho′ of identical size is defined as:
s(stho, stho′ ) =
B∑
b=1
ψb × χ2b(nb, n′b) (17)
3.5 Comparison complexity
The calculatory cost of space-time histogram comparison
Tsim_cumul(B, d) is:
Tsim_cumul(B, d) = O(B × d3) (18)
This cost is similar for spatiograms and color histograms built cu-
mulatively.
The descriptor built for individual frames cannot be compared
using a similar algorithm like cumulatively built descriptors. This is
due to the possible length difference between the video sequences.
Dynamic Time Warping can solve this issue of n-by-m comparison
between two timely ordered sequences of descriptors (or observa-
tions). This algorithm usually has a complexity of O(f2), that can
be improved in numerous ways [26]. The total comparison cost
Tsim_ind(f,B, d) is:
Tsim_ind(f,B, d) = O(f2 ×B × d3) (19)
The descriptors built cumulatively upon every frames of the video
have much lower time and complexities, than those considering in-
dependently every frame.
4. PERSON RE-IDENTIFICATION
The proposed similarity measure between two space-time his-
tograms can be used on video-based persontracks to re-identify
persons. Our hypothesis is that the similarity s(stho, stho′ ) is high
(close to 1) when id(o) = id(o′), in other words, when two per-
sontracks contain the same person. On the contrary, this similarity
is low (close to 0) when id(o) 6= id(o′). This hypothesis requires
that the compared persontracks are taken from the same video Vi,
so that the global appearance of the persons shows minor variations.
Once the persontracks have been described as space-time his-
tograms, they can be compared by measuring their similarity. A
similarity matrix M is generated to keep the comparison results.
This matrix will be used to measure the precision of our approach.
Because our similarity measure is symmetric, the matrix is also
symmetric.
The first step of our approach is to build a space-time histogram
for each persontrack and then calculate the similarity matrix.
This matrix can be seen as a set of lines:
M =
[
M1, . . . ,M|M|
]T
(20)
where each row Mi of the matrix M gives the similarity measure
between a space-time histogram sthoi and every space-time his-
tograms.
Using the lines of the similarity matrix M , we sort each one in
descending order of similarity. We define a matrix R containing,
in each row, the sorted similarities of each persontrack taken from
matrix M :
R = {rij = ok| rank(ok,Mi) = j} (21)
where rank(ok,Mi) is the rank of the value of the similarity Sik
of the persontrack ok in the line Mi. When we consider this rank
in descending order of similarity: rank 1 for the highest similarity,
rank 2 for the second higher, etc. The first value is a self-match: the
similarity measure between the space-time histogram representing
the persontrack and itself (value 1).
4.1 Evaluation Metric
For each line Mi, we want to measure the matching’s precision
between oi and the other persontracks in the video bearing the same
identity as oi. The problem of the classic precision measure is that
the number of persontrack per identity may vary. The identities
with a few number of persontracks would contribute too much to
the average without this. We used the precision at n (P@N) [19].
It is the precision measured by considering the n first elements,
where n is the number of correct answers. In our approach, for
the persontrack oi, ni is the number of persontracks of a video Vv
bearing the same identity as oi:
ni = |id−1(id(oi))|, ∀oi ∈ Ov (22)
This precision at ni for oi is given by Pi:
Pi =
|{rij ∈ R|j ≤ ni} ∩ id−1(id(oi))|
ni
(23)







This average is weighted by the number of persontracks by identity.
It avoids the introduction of a bias in the final metric.
4.2 Data
The data we use was distributed in the context of the ANR1
REPERE challenge2[11]. It contains several hours of annotated
french TV shows from LCP and BFMTV channels. Several shows
from these channel are included in this dataset, with large variation
in length and settings. Some shows contain outdoor scenes. For
our experiments, we manually inspected and filtered the original
dataset to remove any ambiguity and to provide a sound groundtruth
for video-based person re-idenfication. Our dataset called FoxPer-
sonTracks is available3 and thoroughly described in [1].
In total, the subset we considered for our experiments consists
of 303 different persons whose names are given in the annotations.
Each person appears in average in 15 different shows. The anchors
have a larger number of persontracks as they are visible more fre-
quently than the other persons. They can appear more thant 50
times per show where some persons can only appear once.
4.3 Data filtering
The persontracks are extracted from 141 videos. We used the
annotations to make sure that each persontrack contains only one
person. Some faces in the REPERE dataset are not annotated be-
cause of size or semantic criteria. Furthermore, the faces position
are annotated on the keyframes but the annotated parts do not take
into account the shot boundaries. We used the Viola and Jones face
detection algorithm[25] to detect the presence of more than one
face in a persontrack. Then, we manually filtered each persontrack
to ensure the quality of our dataset. This avoids any confusion be-
tween the persons during the evaluation.
At the end of the filtering we have 5279 video persontracks of
303 different persons. Each person appears in average in 5 videos.
The anchors are more represented than the other persons.
4.4 Persontrack extraction
The persontracks are extracted from the video by first detecting
the person in each frame using Viola and Jones face detector[25]
(see Figure 2a). The detection is optimised to maximise the pro-
1Agence Nationale de la Recherche
2REPERE Evaluation Package,
ELRA catalog (http://catalog.elra.info),
ISLRN: 360-758-359-485-0, ELRA ID: ELRA-E0044
3FoxPersonTracks dataset,
ELRA catalog (http://catalog.elra.info),
ISLRN: 168-132-570-218-1, ELRA ID: ELRA-S0374
Figure 1: Example of face detection before and after our optimisa-
tion based on the skin color proportion.
portion of skin color in the detection (see Figure 1). This is done to
eliminate most of the background from the detection when the per-
son is not perfectly facing the camera. The calculated face’s posi-
tion and size is used to initialise a set of masks provided to Grabcut
algorithm[20] in order to separate the person from the background
(see Figure 2c). The masks are initialized from ellipses calculated
from the detected face (see Figure 2b). The extracted person’s im-
age is then resized to a fixed size. This size was empirically de-
duced from our experimentations, we noticed that using 50% of the
original frame size was good to fit most of the occurrences without
resizing them. This is done so the person’s position are centered
and the number of pixels in each frame is normalized. The illu-
mination is not normalised in our approach as the illumination is
stable enough throughout a TV show. This step should otherwise
be done.
After the persontrack extraction, we obtain short videos, each
centered on one person in front of a zero value pixel background.
Our approach is therefore robust to camera zooming or panning.
The persontrack can then be viewed as a normalised volume as
shown in Figure 3, composed of the extracted person stacked through
time. The depth of the volume is the temporal dimension. Space-
time histograms, spatiograms and color histograms are built upon
those extracted persontracks. During the construction, the back-
ground pixels are ignored.
5. EXPERIMENTS
We will now evalutate the space-time histograms and compare
its precision to other approaches.
5.1 Precision
We compare the evolution of the precision of different approaches
where the number of bins vary. This way, we can study their be-
havior and compare their precision.
We observe in Figure 4 that the precision of each approach evolves
parallelly. The precision of each approach increases rapidly for a
low number of bins (between 10 and 1,000). The precision reaches
a maximum and starts decreasing at around 5,000 bins. Our ap-
proach based on space-time histograms (sth) obtained a better pre-
cision than color histograms (h) or spatiograms (sp). This improve-
ment in precision is very significant as the p-value of the student-
test is very low (close to zero). This confirms our hypothesis that
space-time information is important to re-identify the persons in
(a) Original frame with the detected face. (b) Mask calculated from the detected face. (c) Result of the Grabcut algorithm applied on
the original image using the mask.
Figure 2: Example of our person extraction process on a single frame and a single person.
Figure 3: Example of extracted persontrack from a BFMTV TV
show.
persontracks.
It is interesting to observe that the precision of spatiograms is
almost identical to that of color histograms. This indicates that
space information along with color is not better at distinguishing
between the persons featured in the persontracks than color alone.
5.2 Complexity
In this experiment, we only compare their memory cost. Color
histograms has a memory cost of 1 by bin (the data count). Spa-
tiograms have a memory cost of 6 and space-times histograms have
a memory cost of 9 (cf. Section 3).
Figure 5 shows the precision of the different approaches with
their relative (to color histograms) memory cost relative. We ob-
serve that for a memory cost lower than 4,500, color histograms
yield the best precision. For a memory cost of 4,500, space-time
histograms and the color histograms have a similar precision. This
means that a 500 bins space-time histogram is equivalent in preci-
sion to a 4,500 bins color histogram. With a memory cost higher
than 4,500, space-time histograms give the highest precision that
Figure 4: Evolution of the precision as the number of bins in the
descriptors increases, from 10 to 10,000 bins. The curves of color
histograms and spatiograms are overlaping.
is even increasing, whereas the precision of color histograms de-
creases slowly. Thus, a color histogram cannot reach the precision
of a space-time histogram using more than 500 bins.
Spatiograms give a much lower precision, relative to their mem-
ory cost, than the other approaches. It is only with a memory cost
of over 30,000 than the precision of the spatiograms reaches and
overtakes that of the color histograms. Therefore a 5,000 bins spa-
tiogram is equivalent in precision to a 30,000 bins color histogram.
The precisions of spatiograms and space-time histograms seem to
evolve parallel one to another. Thus, the precision of spatiograms
cannot match the one of space-time histograms.
In conclusion, the space-time histograms yield a higher preci-
sion, for an equivalent memory cost, than color histograms and
spatiograms. This result clearly shows the contribution of tempo-
ral and spatial information to re-identify the persons featured in the
persontracks.
In order to compare our approach to other approaches, we evalu-
ated it to the “Buffy” dataset [23]. We used the detections provided
in the dataset along with the identities as groundtruth. In order to
Figure 5: Evolution of the precision as the memory cost increases
for each approach.
Episode 05-02 Episode 05-05
Approach P̄ # of tracks P̄ # of tracks
STH (All) 0.455 876 0.373 663
STH (Mixed) 0.414 677 0.498 544
STH (Frontal) 0.463 337 0.492 324
Sp (All) 0.333 876 0.370 663
Sp (Mixed) 0.376 677 0.458 544
Sp (Frontal) 0.428 337 0.457 324
H (All) 0.285 876 0.368 663
H (Mixed) 0.328 677 0.409 544
H (Frontal) 0.380 337 0.408 324
[9] 0.682 516 0.692 477
[17] 0.312 491
Table 1: P̄ measure of our approach against other on episode 2 and
5 of the fifth season of “Buffy: the Vampire Slayer”.
extract the persontracks, we applied the process presented in Sec-
tion 4.4. During the extraction the persontracks annotated as false
detections were ignored.
The precision P̄ was measured on the entire dataset and on two
subsets modeled by space-time histograms (1500 bins, RGB). One
subsets includes the persontracks containing at least one frontal
face. The other is composed of persontracks containing only frontal
faces. The results, given in Table 1, show that our approach per-
forms better with frontal faces. This is due to the fact that the per-
sontrack extraction process is not designed for non-frontal facing
persons: it tends to incorporate a lot of background pixels, thus
adding noise to the signature. The medium re-identification rate
can be explained by the fact that the characters featured in the show
change clothes several time during an episode. However, these re-
sults show that our approach performs better on this dataset than
[17]. Our precision is lower than the one obtained by [9] for a recall
of 100%. We also observe that spatiograms and color histograms,
yield lower results than space-time histograms.
In order to automatically group the persontracks according to
their identity, we applied an agglomerative hierarchical clustering
on our similarity matrix (see Table 2). We observe that the pu-
rity and the fragmentation both improve when using only frontal
facing persontracks. Those results are consistent with those (re-
ported in [16]) obtained by [16], [6] and [13] on the other “Buffy”
dataset[13]. Unfortunately the dataset [13] and [9] are using differ-
ent episodes of “Buffy: the Vampire Slayer”, so we cannot compare
to them. We do observe that the space-time histograms tend to cre-
ate less and purer clusters.
6. CONCLUSION AND FUTURE WORK
We introduced a new descriptor to re-identify persons featured
in videos called space-time histogram. It takes into account color,
spatial and temporal data contained in a persontrack to generate a
discriminative signature. This signature is used to re-identify each
person in a video. The originality of our approach is the integra-
tion of temporal data into the descriptor. Experiments show that
it provides a better estimation of the similarity between person-
tracks. Our descriptor is evaluated using the REPERE dataset [11],
featuring real life TV shows broadcasted from BFMTV and LCP
TV channels, and the well known “Buffy” dataset [23]. Experi-
mental results show that our approach significantly improves the
precision as compared to color histograms and spatiograms for a
person re-identification task, thanks to the use of the temporal di-
mension. Compared to state-of-the-art approaches, our results are
lower while having a much lower complexity.
In our future research, we want to improve the persontracks’
extraction to obtain higher quality persontracks while taking less
time. Our experiments show that the direction the persons are fac-
ing has a very high impact on the results.
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