Abstract. We show that the free energy of the topological string admits a certain pole structure by using the operator formalism. Combined with the results of Peng that proved the integrality, this gives a combinatoric proof of the Gopakumar-Vafa conjecture.
Introduction and Main Theorem
Recent developments in the string duality make it possible to express the partition function and the free energy of the topological string on a toric Calabi-Yau threefold in terms of the symmetric functions (see [AKMV] and the references therein and see also [LLZ3] for a mathematical formulation). The partition function and the free energy are given as follows.
Let r ≥ 2 be an integer and γ = (γ 1 , . . . , γ r ) be a set of r integers which will be fixed from here on. W λ i ,λ i+1 (q), F γ (q; Q 1 , . . . , Q r ) := log Z γ (q; Q 1 , . . . , Q r ).
In the first line, λ r+1 = λ 1 is assumed. In the second the logarithm should be considered as a formal power series in variables Q 1 , . . . , Q r . Note the logarithm is well-defined because the coefficient of Q 0 1 · · · Q 0 r in the partition function is 1. Here P denotes the set of partitions, and for λ = (λ 1 , . . . , λ l ) ∈ P with λ l > 0, l(λ) = l, Examples of W µ,ν (q) can be found in Section 8, [AKMV] (C µν· there is equal to q κ(ν) 2 W µ,ν t (q) where λ t is the conjugate partition of λ [Z2] ).
When γ is either of (1, 1, 1), ( One problem concerning the free energy is the Gopakumar-Vafa conjecture [GV] (see also [BP] [P] [HST] ). Modified for the settings of this paper, it is stated as follows. 
Here µ(j) (j ∈ N) is the Möbius function.
Then the conjecture is that tG γ d (q) is a polynomial in t with integer coefficients. (From this follows the original statement of the conjecture that t d;
is a polynomial in t with integer coefficients for a (fano) toric surface S and for β ∈ H 2 (S; Z), where D 1 , . . . , D r are torus invariant divisors of S.)
The conjecture may be separated into two parts: the one is that G γ d (q) is a rational function in t whose numerator is a polynomial with integer coefficients and whose denominator is a monic polynomial with integer coefficients; the other is that tG γ d (q) is a polynomial in t. In fact the first part is included in the results of Peng [P] . The second part automatically follows if γ corresponds to a canonical bundle of a (fano) toric surface but not so for general values of γ. The main result of this paper is The proof uses the operator formalism [OK1] and graph descriptions. It is combinatoric and holds for any set of integers γ.
The organization of the paper is as follows. In section 2 we will write the partition function in the operator formalism. In section 3 we will explain the relation between log/exp and connected/disconnected graph sums. Sections 4 and 5 are the studies of the matrix elements appearing in the partition function. We also give a proof of theorem 1.3 for a special case in section 4. The whole theorem will be proven in section 6. Appendix A,B and C contain the proof of some lemmas, and examples of graphs and matrix elements which are introduced in section 4.
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Partition Function in Operator Formalism
2.1. Operator Formalism. The theory of the symmetric functions (and thus the Hodge integrals) are closely related to the fermion algebra and its representation space called the infinite wedge space. The operator formalism is the formalism which expresses the symmetric functions as expectation values of operators. It has been successfully applied to the Gromov-Witten theory of curves by Okounkov and Pandharipande.
The notations of this paper are those in section 2.0 of [OK1] . Here is a brief
Ck be an infinite dimensional vector space spanned by the bases {k|k ∈ Z+
is a set such that both S + = S \ (Z ≤0 − 1 2 ) and S − = (Z ≤0 − 1 2 ) \ S are finite. The infinite wedge space Λ ∞ 2 V is the infinite dimensional vector space over C spanned by {v S }. Inner product ( , ) is defined so that {v S } is an orthonormal bases. A fermionic operator ψ k (k ∈ Z + 1 2 ) acts on Λ ∞ 2 V by ψ k · v = k ∧ v and ψ * k is defined to be the adjoint operator of ψ k . They satisfy the anti-commutation relations
Here are some notations on partitions [M] . P denotes the set of partitions and
κ(µ) is even and satisfies κ(µ) = −κ(µ t ) where µ t is the conjugate partition of µ.
where m j (µ) is the number of parts equal to j. µ ∪ ν denotes the partition whose parts are µ 1 , . . . , µ l(µ) , ν 1 , . . . , ν l(µ) and kµ the partition (kµ 1 , kµ 2 , . . .) for k ∈ N.
For a subset P ⊆ {1, . . . , l(µ)}, we define µ P as the partition whose parts are µ j (j ∈ P ). We also define
Let Λ be the ring of symmetric functions associated to a set of infinite variables (x 1 , x 2 , . . .) [M] . The space Λ⊗ C Λ 
Here s λ/η (x) is the skew-Schur function associated to partitions λ, η with variables
is the character of the symmetric group of the representation associated to λ and the conjugacy class associated to µ. The following equations [OK1] will be necessary in Section 4:
(q F2 should be regarded as an operator which acts on the state v λ by q
2.2. Partition Function in Operator Formalism.
Definition 2.1.
• A prime pair of weight d is a pair of partition (µ, ν) satisfying |µ| = |ν| = d and gcd(µ 1 , . . . , µ l(µ) , ν 1 , . . . , ν l(ν) ) = 1.
• For a given r ∈ N and
is a triple of sets of partitions (µ, ν, λ) where µ = (µ 1 , . . . , µ r ),
denote its components.
• An r-set is an r-set (µ, ν, λ) of some degree d ∈ Z ≥0 r \ {0}.
• A prime r-set of degree d is an r-set of degree d satisfying
In the LHS, λ r+1 = λ 1 is assumed.
Proof. We will work on the space Λ ⊗ C Λ ∞ 2 V where the variables x = (x 1 , x 2 , . . .)
of Λ are specialized to
2 . This implies that the k-th power sum function
The skew-Schur function s λ/η (q −ρ ) is written in terms of the vertex operator as in (3) with
Moreover, |λ| and
2 are eigenvalues of H and F 2 . Therefore the partition function is written as
Next we change the basis from {v η |η ∈ P} to {α −λ v ∅ |λ ∈ P}. The latter basis is orthogonal but not normalized:
Then expanding the vertex operators by the following formula
and taking into account that α −µ v ∅ is an eigenstate of H with the eigenvalue |µ|, we obtain
Extracting the coefficient of
, we obtain the lemma.
Graph Amplitudes
In this section we will formulate the idea that the sum over not necessarily connected graphs weighted with the inverse of the order of the automorphism group of the graph and the sum over connected graphs are related by the exponential relation. Recently this fact was used in relation to the Gromov-Witten theory in [Z1] . We remark that the material of this section is nothing new and the most general formulation can be found in the textbook of Stanley [S] .
Notations on graphs follow those in [GY] and will be mentioned otherwise. In this paper, we will use the word labeled graph. A labeled graph is a graph G with maps ϕ V : V (G) → S G , ϕ E : E(G) → S E from the vertex set V (G) and the edge set E(G) to some (infinite or finite) sets S V , S E which may be empty.
are called the label of the vertex v and the edge e. An isomorphism of labeled graphs is defined as an isomorphism of graphs that preserves the labels. When we consider a set of labeled graphs we assume that either all the elements are directed or are undirected and that S V and S E are common to all the elements.
Definition 3.1. Let G • be a set of labeled graphs which contains neither a null graph (= a graph with no vertex) nor two graphs which are isomorphic. Let R be a commutative associative ring over C with a Z ≥0 grading. Let Ψ be a map (1) G • is generated by G • under the graph union operation where
is a finite set. (3) Ψ is compatible with the graph union in G
• and the multiplication in R, 
Therefore the term coming from the Γ in LHS is
In the RHS, the product of terms coming from n 1 Γ 1 's, n 2 Γ 2 's, . . . and n l Γ l 's is
Thus they are the same.
Matrix Elements
4.1. Graph Description. One could compute the vacuum expectation value (VEV)
by a following recursive procedure. Take one adjacent pair E a (m)E b (n) such that a ≥ 0 and b ≤ 0 and apply the commutation relation (4). The key idea is to move E a (m) with a > 0 to the right and E b (n) with b < 0 to the left and to resort to the
,
There are two ambiguities in this idea. In principle it is arbitrary whether one moves E 0 (n) to the left or to the right, and it is also arbitrary to choose which pair
to apply the commutation relation. Here we set the rule to eliminate these ambiguities: E 0 (n) at the side of be left untouched and E 0 (n)
at the other position be moved to the right; the commutation relation be applied
One could express the commutation relation (4) graphically: r r r r r r r r r r r
Figure 1. A binary rooted tree (here edges are assumed to be directed from lower vertices to higher vertices and the directions are omitted). v 1 , . . . , v 6 are leaves, v 11 is the root. v 7 is the left child of v 10 , v 8 is the right child of v 10 and v 10 is the parent of
We will associate a set of graphs to the VEV (7) and express it as the sum of certain amplitude over the graphs.
Definition 4.1. Let (c, n) be a pair where c = (c 1 , . . . , c l ) is a finite set of integers such that l i=1 c i = 0 and n = (n 1 , . . . , n l ) is a set of integers of the same length satisfying ( i∈P c i , i∈P n i ) = (0, 0) for any subset P ⊂ (1, . . . , l). Graph From (c, n), first make a finite sequence
is a set whose element F is an ordered set of binary rooted trees with Z 2 -label on vertices, which is defined recursively:
(1) If c l > 0 or c 1 < 0 then G 0 is empty. G 0 = {F 0 } otherwise, where F 0 is the ordered set of labeled trivial graphs (a trivial graph = one vertex) as follows:
If j(F ) = 0 then two ordered sets Exc(F ) and Col(F ) are defined by:
whereT is obtained from T j(F ) , T j(F )+1 by joining the roots to one new vertex, which is given the label (
) and becomes the root ofT :
and there is at least one F ∈ G i such that j(F ) = 0, then
with null graphs deleted. If
whereF is the unioñ
Remark 4.2. The topology of graphs in Graph
• c,n is determined by c and irrelevant to n. In other words two sets Graph 
In this and the next examples the directions of graphs are omitted.
Example 4.4. c = (c, c, −c, −c) (c > 0) and n = (n 1 , n 2 , n 3 , n 4 ). Graph 
Notations.
We use the terms leaf, root, child, parent, descendent as defined in [GY] (see also
Note that V 2 (Γ) includes roots and that a vertex v of Γ is either a leaf or v ∈ V 2 (Γ).
Proposition 4.5. Let c, n be as in Definition 4.1.
Here for v ∈ V 2 (Γ),
Proof. Clear from the definition of Graph Example 4.6. c = (c 1 , c 2 , c 3 , −c 1 −c 2 −c 3 ) with c 1 , c 2 , c 3 > 0 and n = (n 1 , n 2 , n 3 , n 4 ).
This is the contribution of the graph in example 4.3.
Example 4.7. c = (c, c, −c, −c) (c > 0, c ∈ Z) and n = (n 1 , n 2 , n 3 , n 4 ).
The first, second and third terms are contributions of the graphs at the top, the bottom left and the bottom right in example 4.4.
Disconnected and Connected Matrix Elements.
Definition 4.8. For a pair (µ, ν) of partitions satisfying |µ| = |ν| = d = 0, define:
µ, ν
• a and µ, ν
• a are called a disconnected matrix element and a connected matrix element respectively.
Remark 4.9. For a connected graph Γ ∈ Graph
There may be more than one graphs that are isomorphic to Γ, and let n(Γ) denote the number of graphs isomorphic to Γ including itself
n j ! and there are |Aut µ||Aut ν|
Remark 4.10. Although the orderings of α µ1 , . . . , α µ l(µ) and α −ν1 , . . . , α −ν l(ν) are irrelevant to the value of the matrix element α µ q F2 α −ν because α n 's commute with each other, they are relevant to the set Graph
• µ,ν . We have chosen the orderings α l(µ) , . . . , α µ1 and α ν1 , . . . , α ν l(ν) because it seems to give the least number of graphs (and to take the least time in computation) at least for small |µ| = |ν|.
Proposition 4.11.
Here
2 , . . . , p
1 , p
2 , . . .], and p
is the set whose element is a pair (P, R) where
is a partition of {1, . . . , l(µ)} into l parts and
Proof. 1. The disconnected matrix element is written as follows:
1 For example, the first and the second graphs in Graph by the relation (5). Then the first part of the proposition follows from proposition 4.5.
2. We will construct a GA triple and apply proposition 3.2. Define the grading of R 2 so that the grading of p For a graph Γ ∈ Graph
where n(Γ) is the number of graphs in Graph
• µ,ν isomorphic to Γ including itself. Extend this to a map Ψ : Graph
Taking into account of the number of isomorphic graphs in Graph 
Therefore the statement follows from proposition 3.2.
3. This follows from 2.
4.3. Poles of Connected Matrix Elements. In this section we will study the pole of µ, ν
The next lemma is a preliminary.
Lemma 4.12. Let µ, ν be two partitions such that |µ| = |ν| = d > 0. For a graph
Proof. Recall that Γ ∈ Graph
• µν is a binary rooted tree with Z 2 -labels on vertices.
For a vertex v ∈ V (Γ), define 0) is the label of a leaf which is a descendent of v},
is the label of a leaf which is a descendent of v}.
With these notations, the label of a vertex v ∈ V (Γ) is written as (
Hence for v ∈ V 2 (Γ),
η v is always a positive integer because that two vertices L(v) and R(v) are joined to
is non-negative and that of
is negative (see definition 4.1-2 and also the first paragraph of section 4.1). One could write (9) as follows.
Given this, |µ leaf ||ν leaf | = 0 and
The next proposition is the main result of this subsection.
2 for k ∈ N and t = t 1 . t k is a polynomial in t with integer coefficients
Proposition 4.13. Suppose (µ, ν) is a prime pair of weight d (i.e. µ, ν ∈ P satisfying |µ| = |ν| = d and gcd(µ, ν) = 1).
(
is a polynomial in t. Define g µ,ν to be its constant term.
2 Explicit expression was obtained by Moll [BP] :
(3) For k ∈ N and a ∈ Z, it holds that kµ, kν
+ polynomial in t k/2 (ad odd and k even).
Proof. 1. Let µ v , ν v be as in the proof of lemma 4.12. Define
.
We use the following lemmas to study the property of ( * ).
Lemma 4.14. Let y := (q 1/4 −q −1/4 ) 2 . We define a relation ≈ of rational functions in y by
Suppose given a, b, c ∈ N satisfying gcd(a, b, c) = 1. Then
Lemma 4.15. Let λ be a partition and k ∈ Z ≥0 . Recall y = (q
[kλ]
polynomial in y) (k even and |λ| odd).
We will prove these lemmas in Section A.
Since gcd(k v , p L(v) , p R(v) ) = 1, we could apply lemma 4.14 to ( * ):
= polynomial in y by lemma 4.15. Therefore ( * ) is written as follows with some polynomial f (y) in y:
In the last equality we have used the relations #leaves = l(µ) + l(ν) and |V 2 (Γ)| =
2 . Now we will show that f (y) is actually a polynomial in t = y(y + 4). Let k denote the degree of y. Then f (y) is written as
by lemma 4.12. This implies that f (y) is a Laurent polynomial in q ±1 which is symmetric with respect to q, q −1 . This, in turn, means that f (y) is a polynomial in t and that
2. follows from 1. and definition 4.8 of the connected matrix element.
(i) a ≥ 0: for a graph Γ ∈ Graph
• kµ,kν there is a unique graph Γ ′ ∈ Graph
such that the underlying graphs are identical but the labels of vertices of Γ are the multiple by k of those of Γ ′ . Therefore by Definition 4.8,
Further replacing q by q a , we obtain (10) kµ, kν
We need the following lemma to study the property of ⋆ and ⋆⋆.
Lemma 4.16. For a partition λ and a ∈ Z ≥0 satisfying; 1.
We will prove the lemma in Section A.
Substituting µ ∪ ν into λ, ak into a of lemma 4.16 (note that the conditions 1,2,3 are satisfied because (µ, ν) is assumed to be a prime pair) and replacing q by q k , we obtain
On the other hand by lemma 4.15,
+ t k × (polynomial in t k/2 ) (k even and ad odd) Therefore 3 follows from (10)(11)(12) for a ≥ 0 case.
(ii) a < 0: the proposition also holds given that kµ, kν a = kµ, kν |a| | q→q −1 .
Proof of Theorem for Special
Case. This section is a detour. We will prove the main theorem for a special simple case because it would help to understand the proof of the entire theorem which is more complicated.
Definition 4.17. Let a ∈ Z.
Note that Z a 0 (q) = 1 and F a 0 (q) = 0.
Remark 4.18. Z a (q; Q) is related to the partition function Z γ (q; Q 1 , . . . , Q r ) by Proposition 4.19.
Proof. 1.follows from the previous remark and lemma 2.2. 2.follows from proposition 4.11-2: replace q with q a and then substitute p
(1)
Now we will show that tG a d (q) is a polynomial in t, which is the partial statement of the main theorem. (1) Let (µ, ν) be a prime pair (i.e. µ, ν ∈ P satisfying |µ| = |ν| = d and gcd(µ, ν) = 1), k ∈ N. Then the following holds:
(2) tG
Proof. 1. By proposition 4.13, LHS of (13) 
(ad odd and k ′ even)
Recall the property of the Möbius function:
(i) k odd or ad even:
(ii) k = 4m and ad odd: in the summand, only k ′ = 4m and k ′ = 2m survive because the Möbius function is zero for other values of k ′ . Therefore
(iii) k = 2 and ad odd:
We have used t 2 = t(t + 4).
2. By the previous proposition,
and 2.follows from 1.
Combined Amplitude

Combined Amplitude.
Recall that an r-set (µ, ν, λ) is a triple of sets of partitions where µ = (µ 1 , . . . , µ r ), ν = (ν 1 , . . . , ν r ) and λ = (λ 1 , . . . , λ r ) satisfy
Definition 5.1. Given an r-set (µ, ν, λ), define Comb • (µ; ν; λ) to be a set of not necessarily connected, directed graph with
vertices v and N-label l e on its edges e generated from (µ, ν, λ) as follows. The rule is to make one graph in Comb • (µ; ν; λ) in correspondence with one element
denotes the set of 4-tuples (P, T, R, U ) where P (resp. T, R, U ) is a partition of {1, . . . , l(µ)} (resp. {1, . . . , l(λ)}, {1, . . . , l(ν)}, {1, . . . , l(λ ′ )}) into l parts satisfying |µ Pj |+|λ Tj | = |ν Rj |+
. Given an r-tuple 
(these partitions can be recovered from the labels of edges incident on vertex v).
Define Comb
• (µ; ν; λ) ⊂ Comb • (µ; ν; λ) to be the subset consisting of all connected graphs.
consists of the following 9 graphs.
E r r
Definition 5.4. Let a = (a 1 , . . . , a r ) ∈ Z r , (µ, ν, λ) be an r-set. Define
We call H a Γ (q) the combined amplitude (of weight a) of the graph Γ.
Proposition 5.5. Let a and (µ, ν, λ) be as in Definition 5.4.
Proof. 1. This follows immediately from the definition of Comb
• (µ; ν; λ) and proposition 4.11-3.
2. We will define a GA triple and use proposition 3.2. Define the grading of R 3r so that that of p
where ∼ is the isomorphism of the labeled graph) and Comb
5.2. Poles of Combined Amplitudes. In this section we will study the pole of The next is a preliminary lemma. Recall that
k ∈ Z ≥0 and t = t 1 . t k is a polynomial in t with integer coefficients. A prime r-set of degree d is an r-set of degree d satisfying gcd(µ 1 , . . . , µ r , ν 1 , . . . , ν r , λ 1 , . . . , λ r ) = 1.
Lemma 5.6. Let (µ, ν, λ) be a prime r-set, k ∈ N and Γ ∈ Comb • (µ; ν, λ).
Proof. We need the following sublemma. Its proof is delegated to Section A.
Lemma 5.7. Let Γ be a connected graph without self-loops (a self loop is an edge that joins a single vertex to itself ).
either of the incident vertices and
|ϕ −1 v (v ′ )| = 1 for v ′ = v and |ϕ −1 v (v)| = 0. We will call ϕ v an edge-map of v. (2) If |E(Γ)| − |V (Γ)| + 1 > 0, then there exists ϕ : E(Γ) → V (Γ) satisfying ϕ(e) is
either of the incident vertices and |ϕ
We will call ϕ an edge-map of Γ. Then
The first product factor does not give rise to a pole because m v divides λ ϕ −1 (v) by the definition of m v . The same holds for all the other vertices in Γ. This implies
(1 ≤ i ≤ r)) = 1 because of the assumption that (µ, ν, λ) is a prime r-set. Thus the lemma is proved for this case.
(ii) |E(Γ)| − |V (Γ)| + 1 = 0: take an edge-map ϕ of Γ. Then
Thus lemma 5.6 is proved.
The main result of this section is the following pole structure of combined amplitudes. (
(4) The following holds:
Proof. 1, 2 and 3: by the definition of H a kΓ (q) it holds that
By proposition 4.13, Because of lemma 5.6, the polynomial terms "polynomial in t kmv " and "polynomial in t kmv /2 " are irrelevant to the poles. Therefore
adv/mv : odd and kmv : even 1 + t kmv /2 2 + polynomial in t.
We have used the relation (LHS of (16)
(i) k is odd: the second term of ( * ) is zero because all the divisors k ′ of k is odd. In the first term, the sum of the Möbius function is zero unless k = 1.
Thus the proposition holds for k > 1. For k = 1, * = (−1) aidi and * * = const t + polynomial in t by lemma 5.6. Hence the proposition holds.
(ii) k = 4m (m ≥ 1): the first term of * is zero because the Möbius function is zero unless k ′ = 4m ′ , 2m ′ where m ′ is a divisor of m. The second term is also zero because the sum of Möbius function is zero.
(iii) k = 2: Note that * * = const t(t+4) + polynomial in t. Therefore it is sufficient to show that * has a factor (t + 4). This is true because:
Therefore * = (t + 4) × (polynomial in t) and t + 4 cancels with the same factor in * * . Thus the LHS of (16) is equal to const.
t + polynomial in t.
Proof of Theorem
Proposition 6.1.
is written in terms of combined matrix elements as follows:
where γ + 2 = (γ 1 + 2, . . . , γ r + 2).
Proof. Substitutẽ
into the second part of proposition 5.5. Now we will prove Theorem 1.3.
. Substituting the definition 5.4 of combined matrix elements into the above proposition, we obtain
By 4-th statement of proposition 5.8, ⋆ = 
Proof.
where
In the first line we have used [n] = q − n 2 (q n − 1). The second equality holds because a, b are prime to each other. This equation implies that (q
both the numerator and the denominator have integral coefficients and because the denominator is a monic polynomial. q
is odd, then a, b must be even, which contradicts the assumption that a, b are prime to each other). Therefore
Thus it is written as a polynomial in t.
A.2. Proof of Lemma 4.14. Recall that y = (q 1/4 − q −1/4 ) 2 and that we have defined a relation ≈ on rational functions in y by
With this notation, lemma A.1 is written as
Write a, b, c as follows: 
. This is a Laurent polynomial in q because |λ|(k − 1) is even. Moreover it is invariant under q → q −1 . Therefore it is written as a polynomial in t. The constant term is obtained if q is set to 1 which is k l(λ) .
(ii) k even and |λ| odd: there exists at least one part of λ which is odd. Choose one such part, say λ 1 and let λ ′ denote the partition obtained from λ by deleting 
The first factor is a polynomial in y = [ 1 2 ] 2 and is equal to k + ky 2 + y(y + 4) × ( polynomial in y) because it takes a value k at y = 0 and −k at y = −4, (i.e., q 1 2 = −1). The second factor is a polynomial in t. Given that y(y + 4) = t, the lemma follows.
A.4. Proof of Lemma 4.16. Define p i = gcd(a, λ 1 , . . . , λ i ) (1 ≤ i ≤ l(λ)), p 0 = a, k i = gcd(a, λ i+1 , . . . , λ l(λ) ) (0 ≤ i ≤ l(λ)), k l(λ) = a. Note that gcd(λ i , p i−1 ) = p i , gcd(λ i , k i ) = k i−1 and gcd(p i−1 , k i ) = p l(λ) = k 0 = 1 because of the condition 2. Φ(e) = ϕ vα (e) (e ∈ E(Γ α ), 1 ≤ α ≤ m 1 ),
Φ(e) = ϕ α (e) (e ∈ E(Γ α ), m 1 + 1 ≤ α ≤ m).
If |E(Γ i )| − |V (Γ i )| + 1 = 0, an edge-map of vertex other than v 0 can be constructed as stated in the previous remark. This completes the proof.
Appendix B. Graph
This section contains examples of Graph
• µ,ν . Only the first Z-labels on leaves are shown and other labels are omitted. Edges of trees are assumed to be directed from lower vertices to higher vertices and the directions are omitted.
