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Для перевірки активності in vitro було синтезовано 27 відібраних сполук. В результаті 
біологічних тестів (кіназна реакція з застосуванням рекомбінантного очищеного білку кінази 
та її субстрату) виявилось, що 18 з 27 сполук з класу тієно[2,3-d]піримідинів пригнічують 
активність ферменту при концентрації інгібітора 20 µM більше ніж на 50% (ІС50 < 20 µM). 
Найбільш активною виявилась сполука 4-пропілсульфаніл-6-р-толіл-3,4-дигідро-тієно[2,3-
d]піримідин (ІС50=50 nМ). 
Встановлено залежність «хімічна структура – біологічна активність» тієно[2,3-
d]піримідинів. Замісник R4 має найбільший вплив на активність сполук, оскільки утворює 
водневі зв'язки з амінокислотними залишками АТФ-зв'язувального центру кінази. Показано, 
що здатність сполук до інгібування протеїнкінази СК2 при варіації R4 зменшується в ряду: 
СН2СН2СООН>-СН2СООН>-CH(CH3)COOH>-CH2CH2CH2COOH=-CH(C2H5)COOH. 
Біологічні тести показали, що варіація замісника R1, що приймає участь у створенні 
гідрофобних взаємодій в активному сайті ферменту, також значно впливає на активність 
тієно[2,3-d]піримідинів. При порівнянні активних сполук із різними замісниками R1, за 
умови, що R4=-СН2СН2СООН виявлено залежність, яка показує, що здатність сполук 
інгібувати ферментативну активність СК2 збільшується в ряду: 4-FC6H5<3,4-CH3C6H4 = 4-
C2H5OC6H4< 4-CH3C6H5=4-ClC6H5. Отже, із збільшенням гідрофобності R1 збільшуються 
інгібіторні властивості сполуки вцілому. 
В результаті роботи отримано нові високо ефективні інгібітори СК2 з наномолярними 
активностями. Отримані результати свідчать про перспективність тієно[2,3-d]піримідинів 
для розробки нових ефективних інгібіторів СК2, як потенційних терапевтичних препаратів.  
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Необходимость в решении оптимизационной задачи возникает как при создании 
новых технических систем (ТС), так и при диверсификации имеющихся. Часто оптимизация 
производится в условиях частичной неопределенности исходных данных. Источником 
неопределенности может быть неточность (например, ошибки при вычислении 
коэффициентов) математической модели или неполнота (например, параметры сырья 
изменяются в некотором диапазоне относительно средней величины) исходной информации. 
Необходимость учета неопределенности в исходной информации  вносит изменения в 
постановку задачи. 
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Рассмотрим одноэтапную задачу оптимизации с мягкими ограничениями. В 
одноэтапной постановке нет разделения переменных на управляющие и конструктивные. 
Мягкие ограничения ─ ограничения, которые должны выполняться с заданной 
вероятностью. В качестве функции цели будем использовать математическое ожидание 
[ ( , )]E f xθ θ  критерия исходной задачи оптимизации ),( θxf  за весь период 
функционирования системы. Имеем [1] 
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Основная проблема при решении задачи (1) ─ вычисление многомерных интегралов в 
математическом ожидании целевой функции и вероятностных ограничениях. Для решения 
задачи используем преобразование вероятностных ограничений в детерминированные. 
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В данной постановке одновременно ищутся оптимальные значения переменных x  и 
форма областей 
j
Tα . Добавленное ограничение (6) полезно для вычислительных процедур. 
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Решение задачи (7) будет не лучше, чем решение задачи (1), т.к. мы сузили форму 
областей 
j
Tα , т.е. ff ≤* . Решение задачи (7) даёт верхнюю оценку решения задачи (1). 
Сведем задачу (7) к задаче полубесконечного программирования заменой 
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,,, θθθθ −+=  (где niyi ,..,1  ,10 =≤≤ ) в задачах максимизации (8). Одновременно 
с этим будем дробить область неопределенности T  для уточнения получаемой оценки. 
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Здесь jkN  ─ количество областей в разбиении, соответствующему  j-ому 
ограничению. 
Для вычисления математического ожидания )],([ θθ xfE  воспользуемся 
аппроксимацией. [ ( , ); ]apE f x Tθ  (см. [3]) 
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iqi dTE θθρθθ )(];[ , qT  – подобласть в разбиении, соответствующем 
критерию, kQ  – число областей в этом разбиении.  
Задача (11) – задача полубесконечного программирования, ее можно решать методом 
внешней аппроксимации [1]. 
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