Understanding entrainment of circadian rhythms is a central goal of chronobiology. Many 3 factors, such as period, amplitude, Zeitgeber strength, and day-length, govern entrainment 4 ranges and the phase of entrainment. Using global optimization, we derive conceptual models 5 with just three free parameters (period, amplitude, relaxation rate) that reproduce known 6 phenotypic features of vertebrate clocks: relatively small phase response curves (PRCs), fast re-7 entrainment after jet-lag, and seasonal variability to track light onset or offset. Since optimization 8 found multiple sets of model parameters, we can study this model ensemble to gain insight into 9 the underlying design principles. We find that amplitudes control the size of PRCs, that fast 10 relaxation supports short jet-lag, and that specific periods allow reasonable seasonal phase 11 shifts. Arnold onions of representative models visualize strong dependencies of entrainment on 12 periods, relative Zeitgeber strength, and photoperiod. 13 
a strong oscillator (Abraham et al., 2010; Granada et al., 2013) with quite small PRCs (Comas et al., 48 2006) . Even bright light pulses of 6.7h duration can shift the clock by just a few hours (Khalsa et al., 49 2003) . Consequently, we constrain our models to have small PRCs with just 1h advance and 1h delay. 50 Interestingly, despite the robustness of the SCN rhythms, a surprisingly fast recovery from jet-lag is 51 observed (Reddy et al., 2002; Vansteensel et al., 2003) . Along the lines of a previous optimization study 52 (Locke et al., 2008) , we request that our models reduce the jet-lag to 50 % within 2 days. The third 53 constraint refers to the well-known seasonal variability of circadian clocks (Pittendrigh and Daan, 1976b; 54 Rémi et al., 2010) . It has been reported that phase markers can lock to dusk or dawn for varying day-55 length. This implies that the associated phases change by 4h, if we switch from 16:8 LD conditions to 56 8:16 LD conditions. Thus, we test whether or not our optimized models allow such pronounced phase 57 differences between 16:8 and 8:16 LD cycles. 
The system is described in polar coordinates of radius r and angle ϕ, having a limit cycle with amplitude 62 A and angular frequency ω. Any perturbation away from the limit cycle will relax back with a relaxation 63 rate λ. This oscillator model can be represented in Cartesian (x, y)-coordinates as
where r = x 2 + y 2 . The oscillator receives a Zeitgeber signal 65
where T represents the period of the Zeitgeber signal and κ determines the photoperiod (i.e., fraction of 66 time during T hours when the lights are on). The amplitude-phase model provides one of the simplest 67 mathematical frameworks to study limit cycle oscillations, which have been discussed in the context of 68 circadian rhythms (Wever, 1962; Winfree, 1980; Kronauer et al., 1982) .
69
The amplitude-phase model (1),(2) has three unknown parameters {A, ω, λ}. These parameters were 70 optimized to satisfy the model constraints as described in 1.3. The parameter optimization is based on 71 minimization of a cost function. The cost function takes a set of parameters as arguments, evaluates the 72 model using those parameters, and then returns a "score" indicating goodness of fit. Scores may only be 73 positive, where the closer a fit gets to the score of zero, the better the fit becomes. The cost function is
where T e , Δϕ max , Δψ represent half-time to re-entrainment, maximum phase-shift, and seasonal phase 76 variability, respectively. The denominators can be regarded as tolerated ranges. If the values of T e , Δϕ max , 77 and Δψ deviate 24h, 1h and 24h from their target values, a score of three results. All parameter sets 78 discussed in this paper had optimized scores below 0.1, i.e., the constrains are well satisfied. Each quantity 79 is defined and calculated as follows.
80
When the circadian oscillator is entrained to the Zeitgeber signal, their phase difference ψ = Ψ − ϕ 81 (Ψ = 2πt/T : phase of the Zeitgeber) converges to a stable phase ψ e , that is called "phase of entrainment."
82
The half-time to re-entrainment T e denotes the amount of time required for the oscillator to recover from 83 a jet-lag. As the Zeitgeber phase is advanced by ΔΨ, the phase difference becomes ψ = ψ e + ΔΨ. T e 84 quantifies how long it takes until the advanced phase is reduced to less than half of the original jet-lag 85 (i.e., |ψ − ψ e | < 0.5ΔΨ). In our computation, this quantity was averaged over 24 different times during 86 the day, at which 6h-advanced jet-lag was applied. Next, the seasonal phase variability, which quantifies 87 variability of the phase of entrainment over photoperiod from long day (16:8 LD) to short day (8:16 LD),
88
is computed as Δψ = max κ∈[1/3,2/3] ψ e − min κ∈[1/3,2/3] ψ e . Finally, the maximum phase-shift is given 89 by Δϕ max = max ϕ |P RC(ϕ)|, where P RC(ϕ) represents phase response curve of the free-running oscillator, to which 6h light pulse is injected at its phase of ϕ.
To find optimal parameter values, the cost function was minimized by a particle swarm optimization 92 algorithm (Eberhart and Kennedy, 1995; Trelea, 2003 Figure 1 illustrates our modeling approach. In Fig. 1a , the amplitude-phase equations (1) and (2) to jet-lag (blue arrow). Such a relaxation might be accompanied by amplitude changes (not apparent) and 108 by steady phase shifts from day to day (note that the jump from 24 h to 0 h is shifted day by day). After a 109 few days, the red line is approached implying a vanishing jet-lag. with different photoperiods are shown in Fig. 2b . It is evident that there are major phase shifts due to 118 varying photoperiods. The jet-lag visualized in Fig. 2c is surprisingly short for such a relatively small 119 PRC. Fig. 2d illustrates the re-entrainment after a jet-lag applied on day 10. Note, that no pronounced 120 amplitude changes were observed.
121
It is remarkable that such simple models with just three free parameters can reproduce phenotypic 122 features successfully. In particular, short jet-lag durations for quite small PRCs are surprising. In the 123 following we exploit the ensembles of parameter sets to understand the underlying principles. Fig. 1b ). Thus it seems reasonable that fast amplitude relaxation 142 helps to achieve short transients after a jet-lag.
143
The most surprising result of our optimization is the narrow range of intrinsic periods of about 23.3h. We 144 provide in the discussion arguments that specific periods allow appropriate seasonal flexibility (compare 145 Fig. 4 ). In short, at specific parts of Arnold onions (i.e. the entrainment regions in the κ − T parameter 146 plane), the required 4h phase differences are found giving a reasonable phase shifts between 16:8 LD and 147 8:16 LD.
148 Figure 3d illustrates that the optimized parameter values are not independent. For example, shorter 149 periods are associated with larger amplitude. A possible explanation is that short periods imply larger 150 effective pulse strength (a 6h pulse is than relatively long) leading to larger amplitude in order to have the 151 requested PRC amplitude.
152
In order to evaluate the robustness of our optimization approach, we generated also 100 parameter sets 153 with PRCs with about a 2h advance and delay. In these cases we found intrinsic periods of 24.6±0.1 h and 154 amplitudes 1.15±0.1. The relaxation rates and amplitude-period correlations were similar to the results
155
with PRCs of about 1h advance and delay, compare Fig. 3 and Fig. S1 . Starting from the initial condition x 0 , a small relaxation rate (λ = 0.1 h −1 ) gives rise to long transient until its convergence back to the limit cycle, while transients for large relaxation rates (λ = 0.5 h −1 ) are short. (b) The re-entrainment process of the oscillator after its phase is shifted by a 6h-advanced jet-lag. The red line represents the jet-lag shifted trajectory that the system converges to. The blue arrow indicates the 6h jet-lag. 
