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This bachelor thesis is an introduction to the theory of minimal surfaces, motivated by
giving a mathematical model of a soap films. The reader is first introduced to the historical
motivation of why mathematicians like Meusnier or Lagrange started to study these special
kind of geometrical objects in the 18th century, although the relation with soap films was
discovered later, in the 19th century, by Young and Laplace separately. In a second
chapter, the reader gets will see the necessary tools of functional analysis that one needs
to approach this topic, i.e. we will give an introduction to different function spaces,
starting with the Ho¨lder spaces, which generalize the space of continuous functions C0.
After discussing briefly the Lebesgue spaces Lp and introducing the more general Lploc
space of locally integrable functions the reader finally reaches the main space related to
solving PDE’s, namely the Sobolev spaces W k,p. After a taking a look to the calculus of
variations, in the third chapter we look back to the theory of surfaces, that the reader might
has been introduced to in earlier courses in differential geometry, giving the main ideas
that we will use in our research, as for example the fundamental forms or the curvatures
of a surface. This second idea leads us to the notion of minimal surfaces, since they will
be characterized by a certain curvature, the mean curvature, becoming zero. Finally, in
chapter 4 we will make a mathematical model of a soap film in order to reach the result
that Young and Laplace proved in the 19th century, namely that soap films could be seen
as minimal surfaces. Afterwards we will discuss first a less general problem, which will be
the search for nonparametric minimal surfaces as solutions of a certain quasilinear PDE
and we will see in which cases we get, indeed, a regular surface. The reader will then
be introduced to the real Plateau Problem, a pure geometrical problem which aims to
minimize the area of a surface once one has fixed its boundary. This problem will need
a special approach, and the main result is the method developed by Douglas, Courant
and Tonelli in the 20th century, which constructs a minimizing sequence that tends to the
solution of the problem. In the end of this chapter we will also give some examples of
minimal surfaces and some other nice properties that they have. We will see that there is
only one minimal surface of revolution, namely the catenoid. The last chapter deals with
the close tie between minimal surfaces and potential theory and complex analysis, which
leads to the creation of minimal surfaces through integrals with the Weierstrass-Enneper
representations, without having to solve any PDE.
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Chapter 1
Introduction
People all over the world have been in touch with minimal surfaces since the first
time they took a shower or a bath and started playing with the nice soap films that
that appear between the fingers or creating soap films from one hand palm to the
other, forming a kind of cylindric surface with the soap. This naive and innocent
situations have, as everything in our daily life, a huge amount of mathematics be-
hind. Minimal surfaces appear when studying surfaces that, given a fixed boundary
in the Euclidean space R3, one tries to find, among all the possible surfaces that
have this given border, the one that has the least area. But should be careful,
because that does not mean that every minimal surface is minimal with respect
to the area, but we will see that any surface that has minimal area among all the
surfaces with the same boundary, then this surface is, indeed, a minimal surface.
Fig. 1.1. Sculpture of a minimal surface.
As we can see in figure 1.1, minimal surfaces can be really beautiful, and lots of
sculptures and other artistic representations can be found all around the world, all
based on these mathematical objects. But minimal surfaces do not appear only
while we are taking a bath or in art, their importance in subjects like architecture
has been growing in the last decades, particularly in this last subject. A reason
of this growth of importance may be that one can, as we said before, create very
beautiful and enjoyable surfaces, but we have to have in mind the reason of why
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mathematicians started to study minimal surfaces. Since, as soap films, they tend
to minimize their area, the weight of a roof that has the shape of a minimal surface
will be lighter than any other roof form, and thus safer because any other form
would have a higher probability to collapse. Another reason is due to stability:
Soap films tend to minimize their area in order to reach an equilibrium with their
surface tension. We can prove that this is also the case with minimal surfaces, which
is intuitively true, since minimal surfaces should adopt the properties of these soap
films as we are trying to modelize them with these surfaces. These are the reason
that brought architects to work with minimal surfaces in the 60. An example for the
use of minimal surfaces in buildings is the Olympic Stadium of Munich, Germany.
Fig. 1.2. The roof of the Olympic Stadium in Munich has the
form of a minimal surface.
Built in between 1968 and 1972 for the Olympic Games of Munich 72, the German
architect and engineer Frei Otto used the model of a minimal surface to design
the roof of the Stadium, and up to nowadays it is still worthy to take a look to
this beautiful construction. As the reader can observe, the roof is similar to a
concatenation of pieces of the minimal surface shown below in 1.3, discovered by
the German mathematician Heinrich Scherk in 1834.
Fig. 1.3. Scherk’s first surface.
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Mathematicians have been researching on this topic since the 18th century. As said
previously, already in 1834 Scherk discovered one of the minimal surfaces that carry
his name. The first publication about minimal surfaces was released in 1762 due to
Lagrange. In his work Essai d’une nouvelle me´thode pour de´terminer les maxima
et les minima des formules inte´grales inde´finies, Lagrange proposes the following
problem: take an open, bounded subset Ω ⊂ R2 and the data u0 : ∂Ω→ R.
Fig. 1.4. Publication of Lagrange in 1762. First results on mini-
mal surfaces
Then, among all the functions u : Ω → R with u = u0 on ∂Ω, find that function
u whose graph Σ = {(x, y, u(x, y)) : (x, y) ∈ Ω}, hence a surface in R3, has the
least area among all the other functions u that satisfy the condition u = u0 on
∂Ω. In order to solve this problem, Lagrange developed analytical tools that are
known nowadays as the Euler-Lagrange equations. Other mathematicians of that
time worked as well on this topic, and so, a few years later Euler and Meusnier
discovered two new surfaces, namely the catenoid and the helicoid, that satisfied
Lagrange’s condition. Meusnier discovered in those years that these surfaces were
characterized by the vanishing of a geometrical quantity that we know today as
mean curvature. Lots of results due to Monge, Legendre or Scherk, inter alia, were
given in those glorious years, and in 1805 and 1806 Young and Laplace respectively
discovered the fact we have started with. With their Laplace-Young equation they
proved that due to its physical properties, a soap film had the same behaviour as a
minimal surface. Later on, in the middle of the 19th century, the Belgian physicist
Plateau, during his experiments with soap films, generalized Lagrange’s problem to
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not only surfaces that were graphs of certain functions, but to every kind of surface
which had a prescribed boundary.
Fig. 1.5. One of the experiments with wires and soap films of Lagrange.
The problem posed by Plateau was obviously more general than the one that La-
grange had introduced one century ago, and other problems have raised from this
last one. While finding the solutions was a problem of the mathematician branch
of calculus of variations, the research on minimal surfaces led to many problems
in other branches such as geometric measure theory (existence, regularity of solu-
tions), topology (topological genus, continuous maps between minimal surfaces) or
even complex analysis (Weierstrass-Enneper representations).
Chapter 2
Tools of functional analysis and PDE’s
We will suppose that the reader has been introduced to the spaces Ck of the k-times
differentiable functions. A quick summary can be found in [1], section 1.1. If we do
not say the opposite, Ω ⊆ Rn will denote an open, not necessarily bounded subset
of Rn. The reader may notice that we are going to make an abuse of notation
concerning the usual norm | · | in Rn. In which space we are using this norm will
always be clear from the context. The symbol ‖ · ‖X will denote the norm in an
arbitrary normed space X.
In further sections we will see that in order to find minimal surfaces, we will have
to solve certain partial differental equations, but we will have to introduce new
spaces where these solutions will be defined, because the already known Ck spaces
are too restrictive. The first step is going to be the introduction of the space of the
Ho¨lder continuous functions Ck,α, of which the Lipschitz continuous functions are
a special case. Afterwards we will go into the space of locally integrable functions
Lploc ⊇ Lp, a generalitzation of the Lebesgue spaces, and these spaces will lead us to
a weaker definition of the derivative of a function in order to introduce the Sobolev
spaces W k,p which, as we will see, generalize the notion of a k-times differentiable
function.
Before introducing the first family of functions, let us introduce the concept of multi-
indeces, that will simplify the notation once we talk about derivatives, whether in
the usual or in the weak sense.
Definition 2.1 (Multi-index notation). Let A = Nn be the set of n-tuples of
natural numbers. Its elements are called multi-indeces, and for a = (a1, · · · , an) we
define |a| = a1 + · · ·+ an. Now let u ∈ Ck(Ω) be a k-times differentiable function.
If a ∈ A is a multi-index, we define the ath derivative of u as Dau := ∂|a|u∂a1 ···∂an .
With this notation, we have
u ∈ Ck(Ω)⇔ Dau ∈ C(Ω) ∀a ∈ Ak,
where Ak = {a ∈ A : |a| = k} ⊂ A.
6
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1. Ho¨lder Spaces
The reader might have been in touch already with Lipschitz continuous functions,
namely those functions u : Ω→ R satisfying
(2.1) |u(x)− u(y)| ≤ K · |x− y| ∀x, y ∈ Ω, x 6= y,
where K > 0 is a constant depending only on u. We can generalize this notion of
a function being Lipschitz continuous by considering those functions u satisfying
(2.2) |u(x)− u(y)| ≤ K · |x− y|γ ∀x, y ∈ Ω, x 6= y
where 0 < γ ≤ 1. A function satisfying this condition is said to be Ho¨lder continuous
with exponent γ.
Definition 2.2. Let u ∈ C (Ω) and 0 < γ ≤ 1. We define the γth-Ho¨lder seminorm
as
(2.3) [u]C0,γ(Ω) = sup
{ |u(x)− u(y)|
|x− y|γ : x, y ∈ Ω, x 6= y
}
,
and we define the space of Ho¨lder continuous functions with exponent γ as
(2.4) C0,γ
(
Ω
)
=
{
u ∈ C (Ω) : [u]C0,γ(Ω) < +∞} .
It is not difficult to prove that [·]C0,γ(Ω) defines a seminorm in C0,γ
(
Ω
)
since | · | is a
norm in R and thus satisfies the triangle inequality and the homogeneity condition.
The third condition cannot be satisfied because [u]C0,γ(Ω) = 0 only implies that
u(x) = u(y) ∀x, y ∈ Ω and therefore u has to be constant. Thus we need to add
some term that distinguishes between different constant functions in order to obtain
automatically a norm in C0,γ
(
Ω
)
.
Definition 2.3. Let u ∈ C0,γ (Ω). We define the γth-Ho¨lder norm as
(2.5) ‖u‖C0,γ(Ω) = ‖u‖∞ + [u]C0,γ(Ω),
where ‖u‖∞ = sup {|u(x)| : x ∈ Ω} is the supremum norm in C
(
Ω
)
.
Proposition 2.4. ‖ · ‖C0,γ(Ω) defines a norm in C0,γ
(
Ω
)
.
Proof. Since both summands satisfy the homogeneity condition and the triangle
inequality, we only have to prove that
‖u‖C0,γ(Ω) = 0⇔ u = 0.
But this is clear since we know that ‖u‖C0,γ(Ω) = 0 implies ‖u‖∞ = [u]C0,γ(Ω) = 0
and therefore u has to be the constant function u ≡ 0. uunionsq
Remark. With the notation of Ho¨lder continuous functions we can obtain again
the space of Lipschitz continuous functions by setting γ = 1.
We can extend the notation of a Ho¨lder continuous function to differentiable func-
tions.
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Definition 2.5. The Ho¨lder space Ck,γ
(
Ω
)
is the set of functions u ∈ Ck (Ω) that
satisfy
(2.6) max
{
[Dau]C0,γ(Ω) a ∈ Ak
}
<∞.
Therefore Ck,γ
(
Ω
)
contains those functions whose kth derivatives are all contained
in C0,γ
(
Ω
)
. As before, we can define a norm in this space as follows.
Definition 2.6. Let u ∈ Ck,γ (Ω). We define its norm as
(2.7) ‖u‖Ck,γ(Ω) =
∑
0≤|a|≤k
‖Dau‖∞ +
∑
|a|=k
[Dau]C0,γ(Ω).
We have to prove that ‖ · ‖Ck,γ(Ω) is, indeed, a norm in Ck,γ
(
Ω
)
, but this is easy
to see since ‖ · ‖∞ and [·]C0,γ(Ω) are norm in Ck
(
Ω
)
for every k ∈ N and seminorm
in C0,γ
(
Ω
)
respectively.
Proposition 2.7. ‖u‖Ck,γ(Ω) defines a norm in Ck,γ
(
Ω
)
.
Proof. Since ‖ · ‖∞ and [·]C0,γ(Ω) both satisfy the homogeneity condition and the
triangle inequality, a finite linear combination of these terms satisfies them as well.
Now, if ‖u‖Ck,γ(Ω) = 0, every term in the sum has to vanish itself as they are all
nonnegative. Particularly one has that ‖u‖∞ = 0 and hence u ≡ 0. uunionsq
As one does with the spaces of differentiable functions in courses of functional
analysis, it can also be shown that the Ho¨lder spaces have good properties as
function spaces as well. For a proof, see 5.1 in [2].
Theorem 2.8. Ck,γ
(
Ω
)
, equipped with the above defined norm, is a complete
normed space for every k ∈ N and 0 < γ ≤ 1.
2. Lebesgue Spaces
We will assume that the reader has already been introduced to Lebesgue spaces
in earlier courses. A summary of the theory envolving these spaces can be found
in [4], section I.1. We may only remind the reader quickly which spaces we are
working with now.
Definition 2.9. For each p ≥ 1, let Lp(Ω) be the sets defined by
Lp(Ω) =
{
u : Ω→ R :
∫
Ω
|u|p <∞
}
.
For p =∞ we define L∞(Ω) as
L∞(Ω) = {u : Ω→ R : ∃M > 0 with |u(x)| < M a.e.} .
If we define the essential supremum as ess sup(u) = inf {M > 0 : |u(x)| < M a.e.},
the space L∞ can be defined as the set of functions whose essential supremum is
finite, that is, that u(x) <∞ ∀x ∈ Ω \ Z, where Z is a set of measure zero.
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Definition 2.10. For each p ≥ 1 we define the pth Lebesgue space as
Lp(Ω) = Lp(Ω)/∼,
where
u ∼ v ⇔
∫
Ω
u− v = 0,
that is, that u and v differ in a set of measure zero. Similarly we define de Lebesgue
space of essentially bounded functions L∞(Ω) as
L∞(Ω) = L∞(Ω)/∼,
where
u ∼ v ⇔ ess sup(u) = ess sup(v).
As in the first case, two functions in this space are identified if they differ only in
a set of measure zero.
We will denote these spaces simply as Lp or L∞ when the domain Ω ⊆ Rn is
clear from the context. Notice that these spaces are not function spaces in the
strict sense, since their elements are classes of functions, For simplicity we will
denote their elements u as usual functions u, but keeping in mind that we cannot
say anything about the value in a certain point, as u is not defined in a set of
measure zero. On the other hand, we can say that u satisfies a certain property
almost everywhere, that is, it satisfies that property everywhere besides in a set of
measure zero.
These spaces can be equipped with a norm, but we will not prove this will be,
indeed, a norm. The proof can be found in section I.1 of [4].
Definition 2.11. Let u ∈ Lp with p ≥ 1. We define the pth norm of u as
‖u‖p =
(∫
Ω
u
)1/p
.
For p =∞ the norm is defined as
‖u‖∞ = ess sup(u).
For further uses we may give one of the most important inequalities involving
Lebesgue spaces, and which the reader might have seen in earlier courses in func-
tional analysis.
Proposition 2.12 (Ho¨lder inequality). Let 1 < p < ∞ and let q ∈ R satisfying
1
p +
1
q = 1. If p = 1 let q =∞, and let u ∈ Lp and v ∈ Lq. Then u · v ∈ L1 and
(2.8) ‖u · v‖1 ≤ ‖u‖p · ‖v‖q.
Notice that if p = 2 we also have q = 2 and as a corollary we get the Cauchy-
Schwarz inequality in L2. From now on we will refer to q as the conjugate exponent
of p.
One can relax the property of being p-integrable only to a local property, which
leads us to a new, more general family of spaces.
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Definition 2.13. A function u : Ω→ R is said tp be locally Lebesgue p-intergable
in Ω iff u is p-intergable in every open set Ω′ ⊂ Ω compactly contained in Ω, that is,
in every open set Ω′ with Ω′ ⊂ Ω and Ω′ being compact. This property is denoted
by Ω′ b Ω. We will denote the set of locally integrable functions as Lploc(Ω) or
simply Lploc.
Notice that, since
∫
Ω′ |u|p ≤
∫
Ω
|u|p as Ω′ ⊂ Ω, we have that Lp ⊂ Lploc. We can
even say more by giving the next result, and whose proof is based on the Ho¨lder
inequality.
Theorem 2.14. Lp ⊂ L1loc for every p ≥ 1.
Proof. Let Ω′ b Ω be a compactly in Ω contained open subset, and consider
its characteristic function χΩ′ . Trivially χΩ′ ∈ Lq for every q ≥ 1. Let q be the
conjugate exponent of p. Then, using (2.8) we have∫
Ω′
|u| =
∫
Ω′
|χΩ′ · u| =
∫
Ω
|χΩ′ · u|
≤
(∫
Ω
|u|p
)1/p
·
(∫
Ω
|χΩ′ |
)1/q
= ‖u‖p · µ(Ω′)1/q
<∞,
as Ω′ b Ω and hence µ (Ω′) = µ
(
Ω′
)
<∞ since Ω′ is compact in Ω. uunionsq
3. Weak differentiation
As the notion of differentiable function that we have been using until this moment
is too restrictive and does not allow us to consider less smooth functions, we will
now give a more general notion of a differentiable function, which obviously will be
consistent with the one we have been using up to now. After that we will finally
introduce the Sobolev spaces W k,p, which roughly consist of all those functions that
are differentiable in the weaker sense.
Definition 2.15. Let u, v ∈ L1loc. v is said to be the weak partial derivative of u
with respect to xi, denoted as v =
∂u
∂xi
or v = uxi , iff
(2.9)
∫
Ω
u · ∂ϕ
∂xi
= −
∫
Ω
v · ϕ ∀ϕ ∈ D,
where D = D(Ω) = {ϕ ∈ C∞(Ω) : supp (ϕ) b Ω}.
The elements of D are called test functions or bump functions. Roughly speaking,
if Ω ⊂ R is bounded, D (Ω) is the space consisting of all those functions which are
infinitely differentiable in Ω and whose derivatives and itself vanish at ∂Ω, that is,
u ∈ D ⇔ Dau(x) = 0 ∀x ∈ ∂Ω, ∀a ∈ A.
The reader might notice that we are making an abuse of notation if we denote a
weak derivative the same way as if it was a derivative in the usual way, but as we
will see, every function that is differentiable in the usual way is also differentiable
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in the weak sense, and both derivatives coincide, hence the notation cannot lead to
confusion. The reader should also observe that this definition of weak derivatives
is consistent as we are not working in a proper function space. Since the condition
of being a weak derivative is strictly related to integrals, if two functions differ in a
set of measure zero their derivatives will coincide or differ in a set of measure zero.
Therefore the definition of weak derivative makes sense in L1loc.
Proposition 2.16. The weak derivatives have following properties:
(i) If a weak derivative of a certain function exists, then it is unique.
(ii) The usual rules of differentiation can be generalized to a weak differentiability.
(iii) If u ∈ C1, then its weak derivatives exist and they coincide with its usual
derivatives.
Notice that, as we said before, the uniqueness of the weak derivative has to be
understood in the sense that if v and v˜ are two weak derivatives of u, then v = v˜
almost everywhere. Before proving this proposition one has to give the following
result, very important in calculus of variations. We will not prove it in this paper,
but the reader can find the proof in [5], section 3.26.
Theorem 2.17 (Fundamental lemma of the calculus of variations). Let u ∈ L1loc be
a function satisfying
(2.10)
∫
Ω
uϕ = 0, ∀ϕ ∈ D.
Then u = 0 almost everywhere.
Proof of Proposition 2.16. Assume that v, v˜ ∈ L1loc are both weak derivatives
of u with respect to xi. From the definition, one has that∫
Ω
vϕ = −
∫
Ω
uϕxi =
∫
Ω
v˜ϕ
for any test function ϕ. Hence ∫
Ω
(v − v˜)ϕ = 0,
and using theorem 2.17 we deduce that v − v˜ = 0 almost everywhere.
Let now u ∈ C1 and consider v = uxi its derivative in the usual sense. For any test
function ϕ, as ϕ = 0 on ∂Ω, we have∫
Ω
uϕxi = −
∫
Ω
vϕ,
where we have used the formula of integration by parts. Therefore v is a weak
derivative of u and, since it has to be unique, it is the only derivative of u.
The linearity of the weak differentiation is obvious since the integral is lineal. Let
us now prove, for example, the rule for the differentiation of a product. Consider
the function uv, but let us assume that u ∈ C1 and that vx exists. The general case
can be proved after introducing the concept of mollification, which we will not give
in this paper. In order to prove the product rule let us give the following lemma.
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Lemma 2.18. Let u ∈ L1loc and ϕ ∈ D. If uxi exists, then (uϕ)xi exists and it is
given by
(2.11) (uϕ)xi = uxiϕ+ uϕxi .
Let now w = uxiv + uvxi . We will verify that it satisfies (2.9):∫
Ω
wϕ =
∫
Ω
(uxiv + uvxi)ϕ
=
∫
Ω
uxi (vϕ) +
∫
Ω
vxi (uϕ)
= −
∫
Ω
u (vxiϕ+ vϕxi)−
∫
Ω
v (uxiϕ+ uϕxi)
= −2 ·
∫
Ω
(uv)ϕxi −
∫
Ω
wϕ
During the computation we have used that the product of a differentiable function
and a test function is another test function. The quotient and chain rules can be
proved analogously with similar lemmas. uunionsq
Proof of Lemma 2.18. Let ψ ∈ D be another test function, and let us verify
that w = uϕxi + uxiϕ satisfies the condition to be the weak derivative of uϕ.∫
Ω
wψ =
∫
Ω
(uϕxi + uxiϕ)ψ
=
∫
Ω
(ϕψ)uxi +
∫
Ω
uϕxiψ
= −
∫
Ω
u (ψxiϕ+ ψϕxi) +
∫
Ω
uϕxiψ
= −
∫
Ω
(uϕ)ψxi ,
where we have used that the product of two test functions is a test function. uunionsq
Example 1. Let Ω = (−1, 1) and consider u(x) = |x|. Let us show that
v(x) = sign(x) is the weak derivative of u. If φ ∈ D is a test function, then∫ 1
−1
u(x)φ′(x)dx =
∫ 0
−1
u(x)ϕ′(x)dx+
∫ 1
0
u(x)ϕ′(x)dx
= −
∫ 0
−1
xϕ′(x)dx+
∫ 1
0
xϕ′(x)dx
=
∫ 0
−1
−ϕ(x)dx+
∫ 1
0
ϕ(x)dx
=
∫ 1
−1
v(x)ϕ(x)dx,
where we have used the integration by parts formula and the fact that
ϕ(−1) = ϕ(1) = 0 since ϕ = 0 on ∂Ω.
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Example 2. Let us consider the same subset Ω as in the last example, and let
H(x) =
{
1 x ≥ 0
0 x < 0
.
This function is obviously in L1loc, but it is not differentiable in the weak sense.
Assume that h = H ′ and let ϕ ∈ D(0, 1) be a test function, extended continuously
to (−1, 1) with ϕ = 0. Due to the definition of weak derivative, one has∫ 1
−1
h(x)ϕ(x)dx = −
∫ 1
−1
H(x)ϕ′(x)dx
= −
∫ 1
−1
ϕ′(x)dx
= 0
since ϕ(0) = ϕ(1) = 0. Hence, using Theorem 1.18 we deduce that h = 0 almost
everywhere in (0, 1). Analogously we deduce h = 0 almost everywhere in (−1, 0),
and using Theorem 1.18 again we would obtain
0 =
∫ 1
−1
h(x)ψ(x)dx
= −
∫ 1
−1
H(x)ψ′(x)dx
= −
∫ 1
0
ψ′(x)dx
= ψ(0)
for every test function ψ ∈ D(−1, 1), which is absurd.
Before introducing the generalitzation of the Sobolev spaces, we need to talk about
weak derivatives of higher order.
Definition 2.19 (Higher derivatives). Let u ∈ L1loc and a ∈ A. v ∈ L1loc is said to
be the weak ath-partial derivative of u, denoted as v = Dau, iff
(2.12)
∫
Ω
u ·Daϕ = (−1)|a| ·
∫
Ω
v · ϕ ∀ϕ ∈ D.
Notice that for |a| = 1 we recover our definition of the first weak derivative.
4. Sobolev spaces
Now that we have introduced the notion of weak differentiability we can finally
define the last family of function spaces, the Sobolev spaces, which consist of all
those functions which are weakly differentiable.
Definition 2.20. Let 1 ≤ p ≤ ∞, k ≥ 1 an integer. We define the Sobolev space
W k,p = W k,p (Ω) as
W k,p (Ω) = {u ∈ Lp (Ω) : ∀a ∈ Ak ∃Dau and Dau ∈ Lp (Ω)} .
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We can define the following norms in these spaces:
‖u‖Wk,p = ‖u‖k,p =

‖u‖pLp + ∑
1≤|a|≤k
‖Dau‖pLp
1/p if p <∞
‖u‖L∞ +
∑
1≤|a|≤k
‖Dau‖L∞ if p =∞
We can think of these spaces as extensions of the spaces Ck, as Lp can be thought
as an extension of C0. The upcoming result is proved in section 5.2.3 in [2].
Theorem 2.21. The pair
(
W k,p, ‖ · ‖k,p
)
is a Banach space.
Definition 2.22. We define the space W k,p0 = W
k,p
0 (Ω) as the closure of the space
D in W k,p with its norm.
Therefore, u ∈ W k,p0 iff there is a sequence (ϕn)n∈N of test functions so that
lim
n→∞ ‖u − ϕn‖k,p = 0. We will come back inmediately to the notion of conver-
gence in W k,p.
Let us now fix k = 1 as we will use this Sobolev spaces in order to deal with our
minimal surfaces problem. As test functions can be seen as those functions that
vanish in ∂Ω, we could interpret this for the elements of W 1,p0 as well, but we must
be careful with this. The elements of W 1,p0 are defined up to a set of measure zero,
hence it has no sense to say that ”u = 0 on ∂Ω” since its measure is, indeed, zero.
The notion of trace shall help us with this problem.
Theorem 2.23. Let p ≥ 1 and suppose that Ω is bounded and ∂Ω is C0,1, that is,
it admits a parametrization γ ∈ C0,1. Then there exists a linear operator
T : W 1,p (Ω)→ Lp (∂Ω)
given by
Tu = u|∂Ω,
and there exists a constant C > 0 so that T satisfies
‖Tu‖Lp(∂Ω) ≤ C · ‖u‖W 1,p(Ω).
Definition 2.24. Tu is called the trace of u on ∂Ω.
Definition 2.25. A sequence (un)n∈N is said to converge to u in W
1,p iff
lim
n→∞ ‖un − u‖1,p = 0.
After introducing the notion of convergence in W 1,p, we are able to describe the
elements of W 1,p0 with help of the trace.
Proposition 2.26. Let Ω ⊂ Rn be a bounded domain, and suppose that ∂Ω admits
a C1 parametrization. Then
u ∈W 1,p0 ⇔ Tu = 0.
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Proof. Since T is a bounded operator, it is trivial to deduce the implication (⇒)
using the las proposition. The reader can see te proof for the converse implication
in [2], section 5.5. uunionsq
Definition 2.27. We define the set W 1,p (Ω;Rm) as the set consisting of those
mappings u : Ω → Rm, u = (u1, . . . , um) where ui ∈ W 1,p for i = 1, . . . ,m. The
set W 1,p0 (Ω;Rm) is defined analogously.
It is obvious that, as we want to find parametrizations of surfaces, which are map-
pings v : Rn ⊇ Ω→ Rn+1, we will have to consider these spaces at some point.
Now we have adquired the necessary knowledge about function spaces and their
properties. Let us, before starting with more geometrical subjects, make a short
introduction into the calculus of variations in order to introduce in chapter 4 the
minimal surface problem.
5. Calculus of Variations
We shall begin with a simple example. For an instance, let Ω ⊂ R be an open
subset and f ∈ C2 (Ω), and consider the problem
(2.13) inf {f(x) : x ∈ Ω} .
The solution of 2.13 can be computed easily by solving the equation ddxf(x) = 0 and
studying the second derivative d
2
dx2 f(x). This kind of problems can be generalized
to the following problem:
(2.14) inf
{
I(u) =
∫
Ω
f (x, u(x),∇u(x)) dx : u ∈ X
}
,
where
(i) Ω ⊂ Rn is a open subset,
(ii) f : Ω× R× Rn → R, f = f(x, u, ξ),
(iii) X = u0 +W
1,p
0 (Ω) . Roughly speaking, this means that if u ∈ X then
Tu = Tu0 on ∂Ω. As we saw in the first chapter, this condition is the
generalization of equality of differentiable functions on the ∂Ω.
This minimizing problem is called the fundamental problem of calculus of variations,
and it is obviously not as easy to solve as our first example. Moreover, the problem
(2.14) has a solution if two more conditions are satisfied:
(H1) Convexity: The mapping ξ 7→ f (x, u, ξ) is convex for every (x, u) ∈ Ω× R.
(H2) Coercivity: There exist p > q ≥ 1 and α1, α2, α3 ∈ R, α1 > 0, such that f
satisfies
f (x, u, ξ) ≥ α1|ξ|p + α2|u|q + α3 ∀(x, u, ξ) ∈ Ω× R× Rn.
The p > 1 of (H2) determines to which space W 1,p(Ω) the solution of (2.14) belongs
to. More on these conditions can be read in chapter 3 of [1]. Let us introduce now
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the main tool of the calculus of variations, discovered by Lagrange in the 18th
century.
Theorem 2.28. If v ∈ u0 + W 1,p0 (Ω) is a solution to the problem (2.14) if, and
only if, it satisfies
(2.15)
n∑
i=1
∂
∂xi
(
∂f
∂ξi
(x, v,∇v)
)
=
∂f
∂u
(x, v,∇v)
This equation is called the Euler-Lagrange equation for the problem (2.14). We will
derive them explicity for the case of nonparametric minimal surfaces in chapter 4,
but the main idea is that, if we suppose that a certain function u is a minimizer for
(2.14), then it has to satisfy
(2.16) I(u) ≤ I (u+ ϕ) , ∀ϕ ∈ D, ∀ ∈ R.
What this inequality means, is that if we make small variations of the minimizer
u, then the value of I can only increase. The name of calculus of variations comes
precisely from this kind of reasoning. If we consider I (u+ ϕ) as a function of 
and (2.16) has to hold true, then one has that the condition
(2.17)
d
d
I(0) = 0.
has to be satisfied. This equation leads to the Euler-Lagrange equations after using
integration by parts and afterwards theorem 2.17. We will do the whole procedure
in the case of the nonparametric minimal surfaces in chapter 4.

Chapter 3
Theory of Surfaces
Up to now we have introduced the function spaces we will be working with when
dealing with the problem of finding minimal surfaces, but before facing this problem
let us quickly take a look to the main properties of these sets, which the reader
must have seen in previous courses in differential geometry.
1. Surfaces. Areas on surfaces
The first step is to specify which sets Σ ⊂ Rn+1 we are considering.
Definition 3.1 (Parametric surface). Let Ω ⊆ Rn be an open and connected set,
and let v : Ω→ Rn+1 be a continuous and non constant map. The set
Σ = v
(
Ω
)
=
{
v(x1, . . . , xn) : (x1, . . . , xn) ∈ Ω
}
is called parametric surface, or simply surface.
Example 3. The sphere S2 ⊂ R3 is a parametric surface given by the parametriza-
tion
v(x, y) = (cos(x) cos(y), cos(x) sin(y), sin(x)),
where Ω = (0, 2pi)× (−pi2 , pi2 ).
Definition 3.2 (Nonparametric surface). We will say that Σ is a nonparametric
surface iff
v(x1, . . . , xn) = (x1, . . . , xn, u (x1, . . . , xn)) ,
where u ∈ C (Ω) is continuous.
Example 4. The paraboloid
{
(x, y, z) ∈ R3 : x2 + y2 − z = 0} is a nonparametric
surface with u(x, y) = x2 + y2.
Notice that every nonparametric surface is also a parametric one, while parametric
surfaces can be studied as nonparametric ones only locally, in general. That is,
that parametric surfaces can be locally seen as graphs of a certain scalar function.
If n = 2, the set Γ = ∂Σ is a closed curve in R3.
From now on let us fix n = 2, but the following properties can be generalized to
any n ≥ 2.
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Definition 3.3. A surface Σ is said to be regular of class Cm or m-regular (m ≥ 1)
iff
(i) v ∈ Cm (Ω;R3),
(ii) vx × vy 6= 0 ∀(x, y) ∈ Ω.
The second condition just says that that the surface is orientable, that is, that we
can define a normal vector ν = ν(x, y) at every point of the surface. Let us now
introduce the notion of how to measure areas on a surface, which will automatically
lead to the minimal surface problem.
Definition 3.4 (First fundamental form). Let Σ = v
(
Ω
) ⊂ R3 be a m-regular
surface, m ≥ 1. We define the first fundamental form I =
(
E F
F G
)
as the quadratic
form with coefficients
(3.1) E = |vx|2, F = 〈vx; vy〉, G = |vy|2.
Definition 3.5. Σ is said to have isothermal coordinates iff E = G and F = 0,
that is, that the tangent vectors are orthogonal and have equal norms. Korn,
Lichtenstein and Chern, among others, proved during the 20th century that there
always exist isothermal coordinates at least locally on the surface.
Definition 3.6 (Second fundamental form). Let Σ = v
(
Ω
) ⊂ R3 be a m-regular
surface, m ≥ 2. We define the second fundamental form II =
(
e f
f g
)
as the
quadratic form with coefficients
(3.2) e = 〈ν; vxx〉, f = 〈ν; vxy〉, g = 〈ν; vyy〉,
where ν =
vx×vy
|vx×vy| is the unitary normal vector of Σ.
With the first fundamental form we will be able to introduce now the area of a
given surface, which gets us closer to the minimal surface problem.
Definition 3.7. Let Σ = v
(
Ω
) ⊂ R3 be a m-regular surface, m ≥ 1. The area of
Σ is given by
(3.3) Area(Σ) = J(v) =
∫∫
Ω
|vx × vy|dxdy.
Proposition 3.8. If E,F,G are the coefficients of the first fundamental form of
Σ = v
(
Ω
)
, the area of Σ is given by
(3.4) Area(Σ) = J(v) =
∫∫
Ω
√
EG− F 2dxdy.
Proof. Recall that, given v, v′ ∈ R3, one has that
(3.5) |v × v′|2 = |v| · |v′| − 〈v; v′〉2,
so (3.4) follows directly by setting v = vx and v
′ = vy. uunionsq
Proposition 3.9. If Σ is a nonparametric surface, its area is given by
(3.6) Area(Σ) = I(u) =
∫∫
Ω
√
1 + u2x + u
2
ydxdy.
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Proof. Obvious, since vx × vy = (−ux,−uy, 1). uunionsq
Let us now recall the notion of curvature of a surface, but first we will briefly define
the tangent plane of the surface at a certain point, because we will need it in the
next section.
Definition 3.10. Let p = v(x, y) be a point in the regular surface Σ. The tangent
plane TpΣ = R [vx(p)] ⊕ R [vy(p)] of the surface at the point p is defined as the
linear space generated by the tangent vectors vx(p), vy(p). As vx × vy 6= 0, both
vectors are linearly independent and therefore TpΣ ∼= R2.
2. Curvatures
One of the main concepts in theory of surfaces is the idea of curvature. Let us
first introduce the principal curvatures of a surface Σ, which will make it easier to
introduce the notion of mean and Gaussian curvature later on. For an instance,
choose an arbitrary point p ∈ Σ of the regular surface Σ, and consider an open
subset U ⊂ Σ containing p. Notice that, in this case, the subset U is meant to be
open in the topology of Σ that is induced by the standard toplogy of R3. Now, for
each v ∈ TpΣ with |v| = 1 consider a regular curve γv : (−, )→ U satisfying
(i) γv(0) = p, γ
′
v(0) = v,
(ii) |γ′v(t)| = 1 ∀t ∈ (−, ).
Consider now the curvature κ (γv(t)) = |γ′′v (t)| and define κ˜(γv) = κ (γv(0)). There-
fore κ˜ defines a scalar function κ˜ : TpΣ ⊃ S1 → R by writing κ˜ = κ ◦ γ, where
γ(v) = γv(0) for every v ∈ S1 ⊂ TpΣ. Notice that we have comitted an abuse of
notation when writing S1 ∈ TpΣ. This inclusion has to be read by having in mind
that, since the surface Σ is regular, we know that TpΣ ∼= R2, therefore with S1 we
reffer to the isometric subset embedded in TpΣ.
Remark. The function κ˜ is continuous since it is composed by two continuous
functions. The fact that the mapping γ is continuous is directly related to the
regularity of Σ.
Since κ˜ is continuous and its domain is a compact metric space, it has a maximal
value k1 and a minimal value k2. As we can define both values in every point of
the surface, we have two scalar functions
k1(p) = max {κ˜(v) : v ∈ TpΣ with |v| = 1} ,
k2(p) = min {κ˜(v) : v ∈ TpΣ with |v| = 1} .
Definition 3.11. The scalar functions k1, k2 are called the principal curvatures of
the surface Σ.
Remark. Let v1, v2 ∈ S1 be the tangent vectors associated to k1 and k2 respec-
tively. That is,
(3.7) κ˜(v2) ≤ κ˜(v) ≤ κ˜(v1) ∀v ∈ S1.
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It can be proved, by deriving the principal curvatures on another way, namely
involving eigenvectors and eigenvalues of a certain linear mapping, that 〈v1; v2〉 = 0
at every point of the surface.
Before introducing the two main curvatures of a surface, let us quickly go back to
the function κ˜ and define the radius of curvature in a certain point of a surface.
Definition 3.12 (Radius of curvature). Let p ∈ Σ be a fixed point in a surface,
and let v ∈ S1 be a vector that is tangent to Σ in p. If κ˜(v) 6= 0, we define the
radius of curvature in the direction v as
(3.8) R(v) =
1
κ˜(v)
.
Geometrically, the radius of curvature may be understood as follows. Take the
plane Π = p+ [ν(p), v] and consider the curve γ = Π
⋂
Σ in a little neighbourhood
of p. The scalar R(v) tells us that around p this curve is contained in a certain
circle with radius R(v), assuming that the neighbourhood is small enough.
Now we can define more easily two different curvatures on a surface, but the most
important for our goals will be the mean curvature H.
Definition 3.13. Let Σ = v
(
Ω
)
be a regular surface.
(i) The mean curvature H of Σ describes how the surface is embedded in the
euclidean space R3. We can write it in terms of the principal curvatures as
H =
1
2
· (k1 + k2).
(ii) The Gaussian curvature K of Σ is a intrinsic curvature of the surface and does
not depend on in which space the surface is embedded. Again, as before, we
can write it in terms of the principal curvatures,
K = k1 · k2.
Therefore the mean curvature can be seen as the average between the maximum
and minim curvatures of all the curves contained in Σ that go through p at this
point. We can now define a minimal surface formally.
Definition 3.14 (Minimal surface). Let Σ = v
(
Ω
)
be a regular surface. We say
that Σ is minimal if H(p) = 0 ∀p ∈ Σ.
Notice that from its definition we cannot see a direct relationship between being a
minimal surface and having the minimal area, but we will analyze this in chapter
4.
Remark. If we derive H and K by studying a certain linear mapping, we can
define them in terms of the coefficients of the fundamental forms,
(3.9) H =
1
2
· Eg − 2Ff +Ge
EG− F 2 and K =
eg − f2
EG− F 2 .
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Remark. From definition 3.13 we deduce an expression for k1 and k2 in terms of
H and K, namely
(3.10) k1 = H +
√
H2 −K and k2 = H −
√
H2 −K.
The fact that we define K as an intrinsic property of the surface is due to the
Theorema Egregium by Gauss, who proved that one can give an expression of the
Gaussian curvature only in terms of the coefficients of the first fundamental forms
and their derivatives, hence not involving the space where the surface is embedded.
Theorem 3.15 (Theorema Egregium). The Gaussian curvature is intrinsic.
Moreover, we have that the Gaussian curvature, given in terms of these coefficients,
is
K =
1√
EG− F 2 ·
(
∂
∂y
(√
EG− F 2
E
· Γ21,1
)
− ∂
∂x
(√
EG− F 2
E
· Γ21,2
))
,
where Γki,j are called Christoffel Symbols due to Elwin Bruno Christoffel. These
functions are solutions of linear systems involving E,F,G and their derivatives,
which proves that K can really be given only in terms of the first fundamental
form. If, for an instance, we assume that F = 0 at every point of the surface, the
Gaussian curvature is given by
K =
1
2 · √EG ·
(
∂
∂y
(
Ey√
EG
)
+
∂
∂x
(
Gx√
EG
))
.
Example 5. Let us derive the expression of these curvatures when dealing with
a nonparametric surface. Let v(x, y) = (x, y, u(x, y)), and let us compute the
coefficients of the first fundamental form.
E = 1 + u2x, F = uxuy, G = 1 + u
2
y,
and hence
EG− F 2 = 1 + u2x + u2y.
Since the normal vector is ν =
(−ux,−uy,1)√
1+u2x+u
2
y
, the coefficients of II are
e =
uxx√
1 + u2x + u
2
y
, f =
uxy√
1 + u2x + u
2
y
, g =
uyy√
1 + u2x + u
2
y
.
Finally, the mean and Gaussian curvatures of Σ are
K =
uxxuyy − u2xy
(1 + u2x + u
2
y)
2
and
H =
(1 + u2y)uxx − 2uxuyuxy + (1 + u2x)uyy
2(1 + u2x + u
2
y)
3/2
=
Mu
2(1 + u2x + u
2
y)
3/2
,
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where we have introduced the nonlinear operator
(3.11) Mu := (1 + u2y)uxx − 2uxuyuxy + (1 + u2x)uyy.
Hence we have that
(3.12) H = 0⇔Mu = 0.
This is the equation that was discovered by Lagrange in 1762. We will talk about
this equation in the next chapter.
Chapter 4
Minimal Surfaces
1. The mathematical model of a soap film
Consider a soap film as a certain surface Σ ⊂ R3 and take a small, rectangular
piece of area around a fixed point p ∈ Σ on the soap film. By considering a small
enough piece of the surface we can make the following assumptions:
(A1) The area S of this piece of the surface can be calculated as the area of a
rectangle, therefore S = x · y.
(A2) Introducing the notion of radius of curvature again, we may suppose that
the sides along the x and y directions are pieces of circles with radii R1, R2
respectively.
Since the soap film is being expanded because of the pressure difference on both
sides of the film, we consider an expansion of area as in fig. 4.1. The work done to
expand a certain area S is
(4.1) W = F ·D,
Fig. 4.1. Expansion of a piece of soap film.
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where F = p ·S is the force, therefore the pressure difference p times the expanding
area S, and D = δu is the expanded distance. If, for an instance, we calculate the
work done after expanding the area S of the curvilinear rectangle with sides x and
y, we get
(4.2) W = p · S · δu = p · x · y · δu.
On the other hand, one has that the amount of work done must be equal to the
surface tension T times the change of area ∆S,
(4.3) W = T ·∆S,
hence the work is proportional to the change of area. As we know, a physical system
reaches its equilibrium when the potential energy is minimized, and therefore, since
in this case the energy is determined by the ability of the soap film to do work, it
will be minimized when ∆S is minimized. We have derived the following result:
Theorem 4.1 (First principle of soap films). A soap film takes a shape which
minimizes its surface area.
Returning to the analysis of the expanding area, we have that the change of area
can be approximated in our case by
(4.4) ∆S = (x+ δx)(y + δy)− xy.
As the length x is part of a circle with radius R1, the length x+δx is part of a circle
with radius R1 + δu and both circles have the same center because the pressure
goes in orthogonal direction to the surface in every point. Therefore we have the
equality
x+ δx
R1 + δu
=
x
R1
and hence
(4.5) x+ δx = x ·
(
1 +
δu
R1
)
.
An analogous reasoning leads to
(4.6) y + δy = y ·
(
1 +
δu
R2
)
.
After introducing these expressions in (4.4) we have
∆S = x ·
(
1 +
δu
R1
)
· y ·
(
1 +
δu
R2
)
− xy
= xy · δu ·
(
1
R1
+
1
R2
)
+ xy · (δu)
2
R1R2
,
and, assuming that δu 1, we can neglect the second term. Now, if we introduce
this expression in (4.3) and combine it with (4.2), we get
(4.7) p = T ·
(
1
R1
+
1
R2
)
.
Let us now take a few assumptions on the coordinates that we have introduced in
our model. Let v1, v2 ∈ TpΣ be the directions related to the principal curvatures
k1(p) and k2(p). Since we know that these directions are orthogonal to each other,
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we can take them as the axes for our piece or surface S. The radii of curvature
therefore statisfy the relations
k1 =
1
R1
, k2 =
1
R2
,
and using definition 3.13 we reach the main result of this section:
Theorem 4.2 (Laplace-Young equation). Under the effects of pressure, a soap film
satisfies
(4.8) p = 2 · T ·H,
where p is the pressure difference on both sides of the film and T is the surface
tension and therefore a positive number, constant along the whole surface.
Corollary. Under normal circumstances a soap film takes the shape of a minimal
surface.
Proof. Since the pressure difference on each side is 0, the result follows directly
from (4.8). uunionsq
Notice that a soap bubble is not a minimal surface since the pressure inside the
bubble and the pressure outside the bubble are different, although they are constant.
A soap bubble is therefore an example for a surface with constant mean curvature.
2. Nonparametric minimal surfaces
Now that we have seen the relation between soap films and minimal surfaces, let us
return to our problem of finding these surfaces once we have a given border embed-
ded in our space R3. Let us focus first on the more restrictive case of nonparametric
surfaces. Let SΩ be the set of nonparametric surfaces of the form
Σu =
{
(x, y, u(x, y)) : (x, y) ∈ Ω}
with u ∈ C2 (Ω). The following theorem shows the relation between nonparametric
surfaces that minimize area once their border is fixed and nonparametric minimal
surfaces.
Theorem 4.3. Let Σu be a nonparametric surface. The following assertions are
equivalent:
(i) Σu is minimal, hence
Mu = 0.
(ii) For every Σu ∈ SΩ with u = u on ∂Ω
Area (Σu) ≤ Area (Σu) = I(u) =
∫∫
Ω
√
1 + u2x + u
2
ydxdy
Proof. (ii) ⇒ (i). Let us prove that the equation Mu = 0 is just the Euler-
Lagrange equation associated to the problem
(4.9) inf
{
I(u) : u ∈ C2 (Ω)} .
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Let u be a minimizer to this problem, hence
I(u) ≤ I(u+ ϕ), ∀ϕ ∈ D, ∀ ∈ R,
and therefore
(4.10)
d
d
I(0) = 0, ∀ϕ ∈ D.
A quick computation shows that
d
d
I(0) =
∫∫
Ω
uxϕx + uyϕy√
1 + u2x + u
2
y
=
∫∫
Ω
〈∇f(ux, uy);∇ϕ〉,
where f(x, y) =
√
1 + x2 + y2. Integrating by parts,∫∫
Ω
〈∇f(ux, uy);∇ϕ〉 =
∫
∂Ω
ϕ · 〈∇f(ux, uy); ν〉 −
∫∫
Ω
ϕ ·∆f(ux, uy)
= −
∫∫
Ω
ϕ ·∆f(ux, uy),
since ϕ = 0 on ∂Ω. As the last term has to vanish for every ϕ ∈ D we use theorem
2.17 and deduce that
∆f(ux, uy) =
∂
∂x
 ux√
1 + u2x + u
2
y
+ ∂
∂y
 uy√
1 + u2x + u
2
y
 = 0
and therefore
0 =
∂
∂x
 ux√
1 + u2x + u
2
y
+ ∂
∂y
 uy√
1 + u2x + u
2
y

=
(1 + u2y)uxx + (1 + u
2
x)uyy − 2uxuyuxy(
1 + u2x + u
2
y
)3/2
=
Mu(
1 + u2x + u
2
y
)3/2
,
hence
Mu = 0.
(3.12) tells us that this condition is equivalent to the vanishing mean curvature H,
Σu is therefore a minimal surface.
(i)⇒ (ii). Notice that the function
ξ 7→ f(ξ) =
√
1 + |ξ|2
is strictly convex. Now let Σu be a minimal surface, hence Mu = 0. Let u ∈ C2
(
Ω
)
with u = u on ∂Ω, and consider the nonparametric surface Σu. We need to show
that
I(u) ≤ I(u).
Because of the convexity of f , we have
(4.11) f(ξ) ≥ f(η) + 〈∇f(η); ξ − η〉, ∀ξ, η ∈ R2.
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Now take
ξ = (ux, uy) and η = (ux, uy),
and we get
(4.12) f(ux, uy) ≥ f(ux, uy) + 1√
1 + u2x + u
2
y
〈(ux, uy); (ux − ux, uy − uy)〉.
Integrating over Ω we get
(4.13) I(u) ≥ I(u) +
∫∫
Ω
1√
1 + u2x + u
2
y
〈(ux, uy); (ux − ux, uy − uy),
so we only have to prove that the second term on the right side vanishes. This is
clear if we using the conditions Mu = 0 and u = u on ∂Ω:∫∫
Ω
1√
1 + u2x + u
2
y
〈(ux, uy); (ux − ux, uy − uy)
=
∫
∂Ω
(u− u) · 〈∇f(ux, uy); ν〉 −
∫∫
Ω
(u− u) ·∆f(ux, uy)
=0−
∫∫
Ω
(u− u) · Mu(
1 + u2x + u
2
y
)3/2
=0.
uunionsq
Hence this result tells us that the only nonparametric minimal surfaces are those
which are minimal in the sense of minimizing area. This is not true for the general
case, a surface that satisfies H = 0 everywhere is minimal, but its area is not
automatically minimal.
In chapter 2 we have seen that the solutions of the Euler-Lagrange equations are
usually in more general spaces than C2, but the next result by Korn and Mu¨ntz
will give us an idea of when we can find solutions that are, at least, continuous up
to their second derivative.
Theorem 4.4 (Korn-Mu¨ntz). Let Ω ⊂ R2 be a bounded domain with a C2,γ
boundary, 0 < γ < 1, and consider the problem{
Mu = 0 in Ω
u = u0 on ∂Ω.
Then there exists  > 0 so that, for every u0 ∈ C2,γ
(
Ω
)
with ‖u0‖2 ≤ , the above
problem has a (unique) C2,γ
(
Ω
)
solution.
Proof. We will divide the proof in 3 steps. Notice first that, if we write x1 = x,
x2 = y, then we can give the following expression for the operator M :
(4.14) Mu =
(
1 + |∇u|2)∆u− 2∑
i,j=1
uxiuxjuxixj ,
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hence we can give an expression of ∆u by rewriting this equation as
(4.15) ∆u = N(u) =
2∑
i,j=1
uxiuxjuxixj − |∇u|2 ·∆u.
In the first step of the proof we will find estimates of the linearized equation ∆u = f ,
with f ∈ C0,γ (Ω), while in the second step we will find estimates for the nonlinear
part N(u) in order to prove the theorem with the help of the Banach fixed point
theorem in the last step.
Step 1. The reader should be familiarized with the classical Schauder estimates
concerning the Poisson equation ∆u = f . If Ω ⊂ R2 is a bounded domain with
C2,γ boundary and if {
∆u = f in Ω
u = ϕ on ∂Ω.
then chapter 6 of [9] tells us that we can find a constant C > 0 so that the unique
solution u of this problem satisfies
(4.16) ‖u‖2 ≤ C
(
‖f‖C0,γ(Ω) + ‖ϕ‖2
)
.
Step 2. We will show now that we can find a constant C > 0 so that for every
u, v ∈ C2,γ (Ω) we have
(4.17) ‖N(u)−N(v)‖C0,γ(Ω) ≤ C (‖u‖2 + ‖v‖2)
2 ‖u− v‖2.
Let us study the term N(u)−N(v) first. We have that
N(u)−N(v) =
2∑
i,j=1
uxiuxj (uxixj − vxixj )(4.18)
+
2∑
i,j=1
(uxiuxj − vxivxj )vxixj(4.19)
+ |∇u|2(∆v −∆u)(4.20)
+ ∆v
(|∇v|2 − |∇u|2) .(4.21)
In order to simplify notation and as γ is fixed, let us write ‖ · ‖k = ‖ · ‖Ck,γ(Ω).
Notice that, from definition 2.6 we deduce that, if u ∈ Ck,γ (Ω), then
(4.22) ‖Dau‖0 ≤ ‖u‖k, ∀a ∈ Ak
and
(4.23) ‖u‖k−l ≤ ‖u‖k, ∀l ≤ k.
2. NONPARAMETRIC MINIMAL SURFACES 30
With this observation we can estimate each part of N(u)−N(v) separately. Let us
estimate first (4.18).∥∥uxiuxj (uxixj − vxixj)∥∥0 = ‖uxi‖0 ∥∥uxj∥∥0 ∥∥(u− v)xixj∥∥0
≤ ‖u‖2 ‖u‖2 ‖u− v‖2
= ‖u‖22 ‖u− v‖2
≤
(
‖u‖22 + ‖v‖22
)
‖u− v‖2
≤ (‖u‖2 + ‖v‖2)2 ‖u− v‖2
hence ∥∥∥∥∥∥
2∑
i,j=1
uxiuxj (uxixj − vxixj )
∥∥∥∥∥∥
0
≤
2∑
i,j=1
∥∥uxiuxj (uxixj − vxixj)∥∥0
≤
2∑
i,j=1
(‖u‖2 + ‖v‖2)2 ‖u− v‖2
= 4 (‖u‖2 + ‖v‖2)2 ‖u− v‖2 .
Let us estimate now (4.19).∥∥(uxiuxj − vxivxj) vxixj∥∥0 ≤ ∥∥uxiuxj − uxivxj + uxivxj − vxivxj∥∥0 ∥∥vxixj∥∥0
≤ ‖v‖2
∥∥uxiuxj − uxivxj∥∥0 + ‖v‖2 ∥∥uxivxj − vxivxj∥∥0
≤ ‖v‖2 ‖uxi‖0
∥∥(u− v)xj∥∥0 + ‖v‖2 ∥∥vxj∥∥0 ‖(u− v)xi‖0
≤ ‖v‖2 ‖u‖2 ‖u− v‖2 + ‖v‖2 ‖v‖2 ‖u− v‖2
≤ (‖u‖2 + ‖v‖2)2 ‖u− v‖2,
so again ∥∥∥∥∥∥
2∑
i,j=1
(uxiuxj − vxivxj )vxixj
∥∥∥∥∥∥
0
≤ 4 (‖u‖2 + ‖v‖2)2 ‖u− v‖2.
From (4.22) and (4.23) it follows that
(4.24) ‖∆u‖0 = ‖uxx + uyy‖0 ≤ ‖u‖2
and
(4.25)
∥∥|∇u|2∥∥
0
=
∥∥u2x + u2y∥∥0 ≤ 2 ‖u‖22 ,
hence ∥∥|∇u|2(∆u−∆v)∥∥
0
=
∥∥|∇u|2∥∥
0
‖∆(u− v)‖0
≤ 2 ‖u‖22 ‖u− v‖2
≤ 2 (‖u‖2 + ‖v‖2)2 ‖u− v‖2,
so we have estimated (4.20). In order to estimate (4.21), first let us recall that
(4.26)
√
x2 + y2 ≤ |x|+ |y|, ∀x, y ∈ R,
and therefore
(4.27) |∇u| ≤ |ux|+ |uy| ≤ ‖ux‖∞ + ‖uy‖∞ ≤ ‖u‖2 + ‖u‖2 = 2‖u‖2.
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Let us estimate (4.21) with help of this observation.∥∥∆v (|∇v|2 − |∇u|2)∥∥
0
= ‖∆v‖0 ‖(|∇v|+ |∇u|) (|∇v| − |∇u|)‖0
≤ ‖v‖2 ‖|∇v|+ |∇u|‖0 ‖|∇v| − |∇u|‖0
≤ ‖v‖2 (‖|∇v|‖0 + ‖|∇u|‖0) ‖|∇v −∇u|‖0
≤ ‖v‖2 (2 ‖v‖2 + 2 ‖u‖2) 2 ‖v − u‖2
= 4
(‖v‖22 + ‖u‖2‖v‖2) ‖v − u‖2
≤ 4 (‖v‖22 + 2‖u‖2‖v‖2 + ‖u‖22) ‖v − u‖2
≤ 4 (‖u‖2 + ‖v‖2)2 ‖v − u‖2 ,
and (4.17) is therefore proved.
Step 3. Define the sequence {uν}∞ν=1 in C2,γ
(
Ω
)
as follows. Let u1 satisfy{
∆u1 = 0 in Ω
u1 = u0 on ∂Ω,
and for ν ≥ 2 define the sequence by induction{
∆uν+1 = N(uν) in Ω
uν+1 = u0 on ∂Ω.
Notice that, since the previous uν is known, the boundary problem for uν+1 is a
kind of problem from step 1. With the help of the previous estimates we will be
able to deduce that it ‖u0‖2 ≤ , where  still has to be determined, we have
(4.28) ‖uν+1 − uν‖2 ≤ K · ‖uν − uν−1‖2
for some K < 1. Hence, by the Banach fixed point theorem this implies that uν → u
in C2,γ
(
Ω
)
and therefore {
∆u = N(u) in Ω
u = u0 on ∂Ω.
Consider now the constants found in the previous step. We can assume, without
loss of generality, that they are the same, so let us call them both C. Now choose
0 < K < 1 and a  > 0 small enough so that
(4.29) 2C2
(
1 +
C42
1−K
)
≤
√
K.
Let now ‖u0‖2 ≤ . For every ν ≥ 2 we have{
∆(uν+1 − uν) = N(uν)−N(uν−1) in Ω
uν+1 − uν = 0 on ∂Ω,
hence by steps 1 and 2
‖uν+1 − uν‖2 ≤ C‖N(uν)−N(uν−1)‖0(4.30)
≤ C2 (‖uν‖2 + ‖uν−1‖2)2 ‖uν − uν−1‖2,
and for ν = 1 we simply have
(4.31) ‖u2 − u1‖2 ≤ C‖N(u1)‖0 ≤ C2‖u1‖32.
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Let us simplify the notation by writing just ‖ · ‖ as all the norms will be taken in
C2,γ
(
Ω
)
. From (4.30) and (4.29) we see that it is enough to show that
(4.32) C2 · (‖uν‖+ ‖uν−1‖)2 ≤ K, ν ≥ 2
to prove (4.28) and thus the theorem. By the choice of  it is sufficient to show
(4.33) ‖uν‖ ≤ C
(
1 +
C42
1−K
)
,
which we will prove by induction. By step 1 we have that
(4.34) ‖u1‖ ≤ C‖u0‖ ≤ C
(
≤ C
(
1 +
C42
1−K
))
.
For ν = 2 we deduce from (4.30) that
(4.35) ‖u2‖ ≤ ‖u1‖+ ‖u2 − u1‖ ≤ ‖u1‖
(
1 + C2‖u1‖2
) ≤ C (1 + C42)
and since K < 1 we deduce (4.32). Suppose now that (4.32) holds up to order ν
and let us show that it is valid for ν + 1. Trivially we have
‖uν+1‖ ≤ ‖u1‖+
ν∑
j=1
‖uj+1 − uj‖.(4.36)
From the hypothesis of induction we have that
‖uj+1 − uj‖ ≤ K‖uj − uj−1‖ ≤ Kj−1‖u2 − u1‖.
Using this on (4.36) we have that
(4.37) ‖uν+1‖ ≤ ‖u1‖+ ‖u2 − u1‖
ν∑
j=1
Kj−1 ≤ ‖u1‖+ 1
1−K ‖u2 − u1‖,
and thus, appealing to (4.31) and (4.34),
(4.38) ‖uν+1‖ ≤ ‖u1‖
(
1 +
C2‖u1‖2
1−K
)
≤ C
(
1 +
C42
1−K
)
.
uunionsq
3. Parametric minimal surfaces. The Douglas-Courant-
Tonelli method
Clearly, finding nonparametric minimal surfaces is too restrictive, since not every
surface can be given in this form. Let us therefore consider, given a closed curve
Γ, the Plateau Problem
(4.39) inf {Area (Σ) : ∂Σ = Γ} ,
where, if we consider that the surface is given as v
(
Ω
)
, its area is given by
Area (Σ) = J(v) =
∫∫
Ω
|vx × vy|dxdy.
This problem is obviously more general than the one of finding nonparametric
minimal surfaces, and obviously it is much more difficult to solve, since in this
case we would have to solve three Euler-Lagrange equations (or n+1 in arbitrary
dimension). We will give a result in order to approach this problem, but for a
4. EXAMPLES OF MINIMAL SURFACES 33
complete proof we refer to [1]. This method was given by Douglas and modified by
Courant and Tonelli. Consider from now on the domain Ω to be
Ω =
{
(x, y) ∈ R2 : x2 + y2 < 1} ,
and let Γ ⊂ R3 be a Jordan curve of finite length. Let us also fix wi ∈ ∂Ω and
pi ∈ Γ, i = 1, 2, 3 with wi 6= wj and pi 6= pj , and consider now the set of admissible
surfaces
S =

Σ = v
(
Ω
)
where v : Ω→ Σ so that
(S1) v ∈ C0 (Ω;R3) ∩W 1,2 (Ω;R3)
(S2) v : ∂Ω→ Γ is weakly monotonic onto
(S3) v(wi) = pi, i = 1, 2, 3
 .
Let us briefly discuss these three conditions. (S1) means that we only admit those
mappings of the Sobolev space W 1,2 which have a continuous representative since
we are looking for real surfaces, altough we are relaxing the condition of regularity.
The condition (S2) means that the map v is allowed to be constant on some parts of
∂Ω, therefore it has not to be a homeomorphism of ∂Ω onto Γ. The last condition
which might look strange is important in the proof of the next result. A first
question that one could ask is if this set is non empty, but we refer to [1], where
the reader can see that if Γ is rectificable (i.e. of finite length) then we have that
S 6= ∅.
Theorem 4.5. Under the above hypothesis there exists Σ0 ∈ S so that
Area (Σ0) ≤ Area (Σ) , ∀Σ ∈ S.
Moreover there exists v satisfying (S1), (S2) and (S3) such that Σ0 = v
(
Ω
)
and
(i) v ∈ C∞ (Ω;R3) with ∆v = 0 in Ω,
(ii) E = G and F = 0,
(iii) v maps the boundary ∂Ω topologically onto the Jordan curve Γ.
The proof of this theorem can be seen in [1], as we said before. This result just
asserts that the surface Σ0 solves the Plateu Problem in the sense that it has
minimal area, but we still must prove that it is, indeed, a regular surface (i.e.
vx× vy 6= 0 everywhere). One can prove that this happens provided Γ is analytical
(see [1]). After that we just have to prove that H = 0, but the results of chapter 5
will prove it automatically.
4. Examples of minimal surfaces
Let us now give some examples and deduce some properties out of these minimal
surfaces that we will show.
Example 6 (Plane curves). Notice that every plane
Π =
{
(x, y, u(x, y)) : (x, y) ∈ R2} ⊂ R3
with
u(x, y) = αx+ βy + γ, α, β, γ ∈ R,
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is a minimal surface since uxx = uxy = uyy = 0 and thus Mu = 0. Therefore, if we
consider any plane curve (i.e. with torsion τ = 0) Γ, the solution to this Plateau
problem is automatically a plane, namely that plane which contains Γ.
One could ask if we can construct minimal surfaces with arbitrary Gauss curvature
K, but with the next result we will show that the condition of being minimal surface
gives restrictions on K.
Proposition 4.6. If Σ ⊂ R3 is a minimal surface, then K ≤ 0.
Proof. Since Σ is minimal, using definitions 3.13 and 3.14 we have
0 = H =
k1 + k2
2
⇒ k1 = −k2
and thus
K = − (k1)2 ≤ 0.
uunionsq
The next example is a surface of revolution, the catenoid. Every surface of revolu-
tion is given through a parametrization of the form
(4.40) v(x, y) = (x, ω(x) cos(y), ω(x) sin(y)) ,
where, in the case of the catenoid ω(x) = λ cosh x−µλ with λ, µ ∈ R and λ 6= 0. We
will now see that this surface is, indeed, minimal, but we will prove even more.
Proposition 4.7. The only minimal surfaces of revolution are the catenoids.
Proof. Consider an arbitrary surface of revolution Σ given by the parametrization
(4.40), and let us compute E,F,G, e, f and g. The tangent vectors are given by
(4.41) vx = (1, ω
′ cos(y), ω′ sin(y)) and vy = (0,−ω sin(y), ω cos(y)) ,
and hence
(4.42) E = 1 + (ω′)2 , F = 0, G = ω2.
Now we can compute the normal vector
(4.43) ν =
vx × vy
|vx × vy| =
ω
|ω|
√
1 + (ω′)2
(ω′,− cos(y),− sin(y))
and so we deduce
(4.44) e =
−ωω′′
|ω|
√
1 + (ω′)2
, f = 0, g =
|ω|√
1 + (ω′)2
,
where we have calculated first
(4.45)
vxx = ω
′′ (0, cos(y), sin(y))
vxy = ω
′ (0,− sin(y), cos(y))
vyy = −ω (0, cos(y), sin(y)) .
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As Σ is a regular surface, |vx × vy| 6= 0 and thus |ω| > 0. Now we are able to give
an expression of H in terms of ω, but first recall that we want to study the case
H = 0 and hence, by (3.9) we have that
H = 0⇔ Ee−Gg = 0⇔ |ω|
[
ωω′′ −
(
1 + (ω′)2
)]
= 0,
and since |ω| 6= 0, we finally reach the ODE
(4.46) ωω′′ = 1 + (ω′)2 .
If ω is a solution to (4.46), it necessary satisfies
(4.47)
d
dx
 ω√
1 + (ω′)2
 = 0
The equation (4.47) has two solutions, but the first one, namely that ω being
constant does not satisfy (4.46). The second one is
ω(x) = λ cosh
x− µ
λ
with λ, µ ∈ R, λ 6= 0. This second solution satisfies (4.46) and therefore we have
that any minimal surface of revolution is a catenoid. uunionsq
It was proved by Euler in 1744 that the catenoid is the only minimal surface of
revolution if besides the plane. On the other hand, Catalan proved 100 years later
that the helicoid, given by
(4.48) v(x, y) = (x cos(αy), x sin(αy), y) , α ∈ R, α 6= 0,
is the only ruled minimal surface. Let us focus now on another example of minimal
surface, discovered by Scherk in the 19th century, and which we have already shown
in fig. 1.3. It is also an example of working with PDE’s in Sobolev spaces.
Fig. 4.2. A catenoid. Fig. 4.3. A helicoid.
4. EXAMPLES OF MINIMAL SURFACES 36
Example 7 (Scherk’s first surface). Consider Ω =
(−pi2 , pi2 ) × (−pi2 , pi2 ) and take
un(x, y) so that
lim
y→±pi2
un(x, y) = +n ∀x ∈
(
−pi
2
,
pi
2
)
,
lim
x→±pi2
un(x, y) = −n ∀y ∈
(
−pi
2
,
pi
2
)
.
Now consider the following boundary value problem depending on n
(4.49)
{
Mu = 0 in Ω
u = un when x, y → ±pi2 .
In 1834, Schreck proved that the limit problem when n→∞ had the solution
(4.50) u(x, y) = log
(
cos(x)
cos(y)
)
and hence the surface given by Σ =
{
(x, y, u(x, y)) : −pi2 < x, y < pi2
}
is a minimal
surface. It his called Scherk’s first surface after his discoverer. Besides this one,
Scherk discovered lots of minimal surfaces, as the attribute ”first” in the name
suggests. This surface, since it is defined over a square, can be extended periodically
to the entire plane R2. The resulting surface is then doubly peridic, once in every
variable.
Fig. 4.4. Doubly periodic extension of Scherk’s surface.

Chapter 5
Link to complex analysis. Creating
minimal surfaces
In this section we will see a special way of creating minimal surfaces using analytical
complex functions and afterwards we will introduce the reader to Bjo¨rling’s Prob-
lem, which, given a curve α ⊂ R3 looks for a minimal surface that contains α as
a parameter curve. Nevertheless, let us first give some nice properties on minimal
surfaces that give some ideas of how important these surfaces are as mathematical
objects.
1. The Weierstrass-Enneper Representations
In chapter 2, when introducing the isothermal coordinates, we appealed to the
result of Korn, Lichtenstein and Chern, that asserts that one can give, at least
locally, an isothermal parametrization of every regular surface. In case of minimal
surfaces one can prove even more, this isothermal coordinates can be extended to
the whole surface.
Theorem 5.1. If Σ ⊂ R3 is minimal, then there exists a parametrization
v : Ω→ R3 so that
(i) v
(
Ω
)
= Σ,
(ii) E = |vx|2 = |vy|2 = G, F = 〈vx; vy〉 = 0.
We will not give the proof on this, but it is shown in [6], chapters 2 and 5. The
idea of the proof is that once we now that there exist local isothermal coordinates
we use Green’s function G(z, ξ), where ξ is a point on the boundary of our surface,
in order to construct our isothermal parametrization.
Proposition 5.2. If a regular surface Σ is given in isothermal coordinates through
v(x, y), then the mean curvature is given by
H =
e+ g
2E
.
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Proof. The usual expression for the mean curvature is
H =
Eg − 2Ff +Ge
2 (EG− F 2) .
Now, if E = G and F = 0, we obtain the result automatically. uunionsq
From now on we can therefore consider that a minimal surface is parametrized by
isothermal coordinates. Supposing this we are going to see now that the Laplace
operator and the mean curvature of the surface are closely related.
Theorem 5.3. If a parametrization v is isothermal, then
∆v = 2EHν = 2Hvx × vy,
where ν =
vx×vy
|vx×vy| .
Proof. Since E = G and F = 0, we have
(5.1) H =
e+ g
2E
⇒ e+ g = 2EH.
Differentiating now the equation E = G by x and the equation F = 0 by y, we
have that
〈vx; vxx〉 = 〈vy; vxy〉 and 〈vx; vyy〉+ 〈vy; vxy〉 = 0,
and thus 〈vx; ∆v〉 = 0. In a similar way we can deduce 〈vy; ∆v〉 = 0. Hence
∆v = λν for some λ ∈ R. Thus
(5.2) λ = 〈ν; ∆v〉 = 〈ν; vxx〉+ 〈ν; vyy〉 = e+ g.
Combining (5.1) and (5.2) we get the wished result. uunionsq
Corollary. Let Σ ⊂ R3 be a surface given by global isothermal coordinates. Then
we have
Σ is minimal⇔ ∆v = 0,
where v is the parametrization of Σ.
Using this result it is now clear that the surface Σ0 of the Douglas-Courant-Tonelli
method is, indeed, minimal. Let, from now on, us denote for any vector v ∈ k3 the
scalar product 〈v; v〉 = v2 in order to simplify notation.
Let Σ ⊂ R3 be a minimal surface given by an isothermal parametrization v(x, y),
and let z = x+ iy be the corresponding complex coordinate. Now recall that
(5.3)
∂
∂z
=
1
2
(
∂
∂x
− i ∂
∂y
)
and
∂
∂z
=
1
2
(
∂
∂x
+ i
∂
∂y
)
.
Since x = z+z2 and y =
z−z
2i , we can write
v(x(z, z), y(z, z)) = v(z, z).
Let us now define
(5.4) φ =
∂v
∂z
=
(
v1z , v
2
z , v
3
z
)
,
where, using (5.3),
vjz =
1
2
(vjx − ivjy), j = 1, 2, 3.
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Notice that
(
vjz
)2
= 14
((
vjx
)2 − (vjy)2 − 2ivjxvjy), and hence
(φ)
2
=
1
4
 3∑
j=1
(
vjx
)2 − 3∑
j=1
(
vjy
)2 − 2i 3∑
j=1
vjxv
j
y

= |vx|2 − |vy|2 − 2i〈vx; vy〉
= E −G− 2iF
= 0,
since the parametrization is isothermal. By comparing real and imaginary parts we
deduce that the converse is also true. Therefore
(φ)
2
= 0⇔ v(x, y) is isothermal.
Proposition 5.4. Let f ∈ C2(Ω) and consider the corresponding complex param-
eters z = x+ iy and z = x− iy. Then
∆f = 4 · ∂
∂z
(
∂f
∂z
)
.
Proof. Using (5.3) we have
∂f
∂z
=
1
2
(
∂f
∂x
− i∂f
∂y
)
,
and again, using (5.3),
∂
∂z
(
∂f
∂z
)
=
1
2
(
∂
∂z
(
∂f
∂x
− i∂f
∂y
))
=
1
4
(
∂2f
∂x2
+ i
∂2f
∂x∂y
− i ∂
2f
∂y∂x
+
∂2f
∂y2
)
=
1
4
(
∂2f
∂x2
+
∂2f
∂y2
)
=
1
4
∆f.
uunionsq
Using this result we deduce that
(5.5)
∂φ
∂z
=
∂
∂z
(
∂v
∂z
)
=
1
4
∆v = 0,
hence φ is holomorphic and we have proved the following result.
Theorem 5.5. Suppose that Σ ⊂ R3 is a surface with parametrization v(x, y), and
let φ = ∂v∂z . Suppose as well that (φ)
2
= 0 (i.e. v is isothermal). Then
Σ is minimal⇔ φj is holomorphic for j = 1, 2, 3.
The result above tells us that we can describe every minimal surface with three holo-
morphics functions φ =
(
φ1, φ2, φ3
)
with (φ)
2
= 0. The isothermal parametrization
can be given in terms of these holomorphic functions, as we are going to see now.
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Corollary. vj(z, z) = cj + 2<
(∫
φjdz
)
.
Proof. Since z = x+ iy we can say dz = dx+ idy. Define now φ = ∂v∂z , then
φjdz =
1
2
(
vjx − ivjy
)
(dx+ idy) =
1
2
[
vjxdx+ v
j
ydy + i
(
vjxdy − vjydx
)]
,
φ
j
dz =
1
2
(
vjx + iv
j
y
)
(dx− idy) = 1
2
[
vjxdx+ v
j
ydy − i
(
vjxdy − vjydx
)]
,
hence φ
j
dz = φjdz. Therefore we have
dvj =
∂vj
∂z
dz +
∂vj
∂z
= φjdz + φ
j
dz
= φjdz + φjdz
= 2<φjdz,
and after integrating we obtain the assertion. uunionsq
Hence we have found a way to create minimal surfaces from holomorphic functions.
Consider now a certain domain D ⊂ C and two functions f and g so that f is
holomorphic in D and g is meromorphic in D. Suppose that fg2 is holomorphic,
and define φ =
(
φ1, φ2, φ3
)
as
φ1 =
1
2
f
(
1− g2) , φ2 = i
2
f
(
1 + g2
)
, φ3 = fg.
A quick computation shows that, indeed, (φ)
2
= 0, and we come to the main result
of this section.
Theorem 5.6 (Weierstrass-Enneper Representation I). If g is meromorphic on D
and if f and fg2 are holomorphic on D, then a minimal surface is defined by the
parametrization v (z, z) =
(
v1 (z, z) , v2 (z, z) , v3 (z, z)
)
, where
v1 (z, z) = <
[∫
f
(
1− g2) dw] ,
v2 (z, z) = <
[∫
f
(
1 + g2
)
dw
]
,
v3 (z, z) = <
[
2
∫
fgdw
]
.
Notice that assuming fg2 being holomorphic implies fg being holomorphic, so the
theorem is consistent with how we have deduced it. This is a real way of creating
minimal surfaces, since up to now we only had results that asserted that there exist
minimal surfaces with a certain prescribed boundary. But we can make it even
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more simple. Suppose now that g is biholomorphic on the domain D (i.e. that g−1
is holomorphic). Then we can consider g as another complex variable τ = g, and
hence dτ = g′dz. Since g′ 6= 0 in D, we can define F (z) = f(z)g′(z) trivially we have
that F (τ)dτ = fdz, thus we can simplify theorem 5.6 as follows.
Theorem 5.7 (Weierstrass-Enneper Representation II). For any holomorphic func-
tion F (τ), a minimal surface can be defined by the parametrization
v (z, z) =
(
v1 (z, z) , v2 (z, z) , v3 (z, z)
)
, where
v1 (z, z) = <
[∫ (
1− τ2)F (τ)dτ] ,
v2 (z, z) = <
[∫ (
1 + τ2
)
F (τ)dτ
]
,
v3 (z, z) = <
[∫
τF (τ)dτ
]
.
Let us finish this section giving an example of a minimal surface with a simple
representation.
Example 8 (Enneper surfaces). Consider the Weierstrass-Enneper Representation
(5.6) (f, g) = (1, zn)
both defined on the whole complex plane C. These representations give the nth
Enneper surfaces, discovered by him in 1864. Let us find a parametrization for the
first Enneper surface, i.e. consider (5.6) with n = 1. Note that we can give the
equivalent second Weierstrass-Enneper representation
(5.7) F (τ) = 1
Let us give, for example, the third coordinate deduced from this representation:
v3(x, y) = <
[
2 ·
∫ z
0
τF (τ)dτ
]
= <
[
2 ·
∫ z
0
τdτ
]
= < [z2] ,
and, since z = x+ iy, we have
(5.8) v3(x, y) = x2 − y2
Doing similar calculations we get
(5.9) v1(x, y) = <
[
z − 1
3
z3
]
= x− xy2 + 1
3
x3
and
(5.10) v2(x, y) = <
[
i
(
z +
1
3
z3
)]
= −y − x2y + 1
3
y3.
This surface contains self-intersections, but reducing the domain as much as neces-
sary we can avoid them, as we can see in fig. 5.1. More on this family of surfaces
can be read in [8]. It is very easy to see that |vx| = |vy| and that 〈vx; vy〉 = 0 and
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Fig. 5.1. Enneper surface with and without self-intersections.
thus we have that, as the previous theorems ensured, that the parametrization is
isothermal.
From the Weierstrass-Enneper representations we can draw the following topolog-
ical property, which establishes a relation between two minimal surfaces through
continious deformations.
Definition 5.8 (Conjugate minimal surface). Let Σ be a minimal surface with
Weierstrass-Enneper representation (f, g). The set
(5.11) A(f, g) = {(eiθf, g) : 0 ≤ θ < 2pi}
is called the associated family of Σ. Notice that it is a set of minimal surfaces given
by Weierstrass-Enneper representations
(
eiθf, g
)
. The minimal surface correspond-
ing to θ = pi2 , i.e. the one with representation
(5.12) (if, g) ,
is called the conjugate surface of Σ. A minimal surface is called self-conjugate if it
is its own conjugate surface.
Hence this property allows us to construct lots of minimal surfaces out of one known
Weierstrass-Enneper representation. As an example of conjugate surfaces we will
prove that catenoids and helicoids are conjugate of each other.
Example 9. Let (f, g) =
(
− e−z2 ,−ez
)
be the Weierstrass-Enneper representation
of the catenoid, and consider the associated family
(
eiθf, g
)
. For a fixed value of θ,
using theorem 5.6 we get the parametrization
v1(x, y) = cos(θ) cosh(x) cos(y) + sin(θ) sinh(x) sin(y),
v2(x, y) = cos(θ) cosh(x) sin(y)− sin(θ) sinh(x) cos(y),
v3(x, y) = cos(θ)x+ sin(θ)y.
Notice that if we set θ = 0 we recover, (4.40) with ω(x) = cosh(x), therefore a
catenoid with parameter λ = 1 and µ = 0. Setting θ = pi2 we get, essentially,
the parametrization of the helicoid given in (4.48) but with sinh(x) instead of
x, although both parametrizations are equivalent, since the global behaviour of
sinh(x) and x is the same. A change of variable x˜ = sinh(x) gives the wished
parametrization.
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Fig. 5.2. Deformation of a catenoid into a helicoid.
Thus we have just seen that we can deform minimal surfaces continuously into
other minimal surfaces. The continuity of this deformation is obviously related to
the fact that we are deforming the parametrization with a continuous function ei·.
An example for a self-conjugate minimal surface is the already shown Enneper’s
surface, although we are not going to prove this property here.
2. Curves in minimal surfaces. Bjo¨rling’s Problem
We have seen a way of creating minimal surface in an analytical context, so let us
approach this topic from a more geometrical environment. Consider a certain curve
α : I → R3, and ask yourself if we could construct a minimal surface that contains
α as a parameter curve. Consider as well a vector field N : I → R3 satisfying
〈N (t);α′(t)〉 = 0 ∀t ∈ I, that is, N (t) is orthogonal to α(t) at every point of the
curve. These two vector fields are the main ingredients of the new problem we
want to solve, which is called Bjo¨rling’s problem. Suppose that both α and N are
real-analytic, could there be any parametrization v of a minimal surface so that
α(x) = v(x, 0) if x ∈ I and ν(x, 0) = N (x, 0) for x ∈ I, where ν is the unitary
normal vector to the surface.
The fact that we need α and N to be real-analytic is because we need to extend the
real variable t to a complex variable z defined in a comain D ⊂ C, which works if
their Taylor series converge in every point of I, and that is exactly the point in being
real-analytic. Thus we can extend α(t) to α(z) : D → C3, and analogously with
N . We say that these are the holomorphic extensions of α and N . The solution of
Bjo¨rling’s problem is the given by the following result.
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Theorem 5.9. There is exactly one solution to Bjo¨rling’s problem and it is given
by
(5.13) v(x, y) = <
[
α(z)− i
∫ z
x0
N (w)× α′(w)dw
]
,
where x0 ∈ I is fixed and z = x+ iy.
Proof. Let us prove first that, if the solution to this problem exists, then it is
unique. Suppose that v(x, y) is a solution to Bjo¨rling’s problem, that is, v(x, y) is
a minimal surface given in isothermal parameters and where v(x, 0) = α(x) and
ν(x, 0) = N (x). Since v is isothermal, we know that each coordinate function vj
has to be harmonic. Call uj(x, y) the harmonic conjugate of vj(x, y), i.e. a function
so that βj(z) = vj(x, y)+iuj(x, y) is holomorphic, and let us suppose uj(x0, 0) = 0.
We can then create a holomorphic curve β : D → C3 by defining
β(z) = v(x, y) + iu(x, y).
Now
β′(z) = vx + iuy = vx − ivy,
since v and u satisfy the Cauchy-Riemann equations. Notice now that, as v is an
isothermal parametrization, vx, vy and ν are orthogonal to each other and |vx| =
|vy|. Therefore vy = ν × vx and
β′ = vx − iν × vx,
and, restricting to (x, 0) ∈ I we have
β′(x) = α′(x)− iN (x)× α′(x)
because vx(x, 0) = α
′(x) and ν(x, 0) = N (x). Integrating this equation we get
β(x) = α(x)− i
∫ x
x0
N (t)× α′(t)dt
for x ∈ I. But then we have β agrees with the holomorphic curve
γ(z) = α(z) − i ∫ z
x0
N (w) × α′(w)dw in the whole interval I, hence they have to
agree on all D. Since <β = v(x, y) by definition, we have that
v(x, y) = <
[
α(z)− i
∫ z
x0
N (w)× α′(w)dw
]
.
In order to prove the existence of a solution, let us define a holomorphic curve
β(z) = α(z)− i ∫ z
x0
N (w)×α′(w)dw on a domain D where the power series of α(z)
and N (z) converge. Since α(z),N (z) ∈ R for z ∈ I, we have that <β′(z) = α′(z)
and =β′(z) = N (z) × α′(z). We also have that, for z ∈ I, 〈α′;N × α′〉 = 0 and,
since 〈N ;α′〉 = 0, |N × α′| = |N | · |α′| = |α′|. Hence we have, again for z ∈ I,
(β′)2 = (α′(z))2 − 2i〈α′(z);N (z)× α′(z)〉
− (N (z)× α′(z))2
= |α′(z)|2 − |N (z)× α′(z)|2
= 0.
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Since (β′)2 = 0 in I, we have that the holomorphic function (β′)2 = 0 in all of
D. Hence β′ plays the role of φ in the Weierstrass-Enneper representation theo-
rems, and therefore the real part of
∫
β′dw = β is a minimal surface in isothermal
parameters. We have to prove now that
v(x, y) = <
[∫ z
x0
β′(w)dw
]
= <
[
α(z)− i
∫ z
x0
N (w)× α′(w)dw
]
is the solution to our problem, i.e. that they satisfy the conditions of Bjo¨rling’s
problem. Trivially v(x, 0) = <β(x) = α(x) for x ∈ I, since α and N are both real
valued in I. In order to prove that the second condition is satisfied, let us compute
β′(x), for x ∈ I, in two different ways. From the definition of β we get
β′(x) = α′(x)− i (N (x)× α′(x)) ,
and using the idea of the harmonic conjugate that we used when proving uniqueness,
β′(x) = vx(x, 0)− ivy(x, 0).
Comparing both real and imaginary parts we see that
vx(x, 0) = α
′(x) and vy(x, 0) = N (x)× α′(x).
Now, since v(x, y) is isothermal, we know that
vy(x, 0) = ν(x, 0)× vx(x, 0) = ν(x, 0)× α′(x),
hence N (x) = ν(x, 0) for x ∈ I. uunionsq
This is a very nice way of constructing minimal surfaces, starting from a curve in
the Euclidean space and creating a minimal surface around this curve. Let us give
an example of a solution to the Bjo¨rling problem.
Example 10 (Catalan’s surface). Consider the cycloid given by the parametriza-
tion
(5.14) α(t) = (a(t), 0, b(t)) ,
where
(5.15)
a(t) = 1− cos(t),
b(t) = t− sin(t),
and consider its normal unit vector
(5.16) n =
(−b′, 0, a′)√
(a′)2 + (b′)2
=
(cos(t)− 1, 0, sin(t))√
2− 2 cos(t) .
The solution to Bjo¨rling’s problem with this data is called Catalan’s surface. We
know from theorem 5.9 that the solution to this problem is given by (5.13) with
N = n. The vector N × α′ hence is given by
(5.17)
N × α′ =
(
0,
√
(a′)2 + (b′)2, 0
)
=
(
0,
√
2− 2 cos(z), 0
)
=
(
0, 2
√
sin2
(z
2
)
, 0
)
.
2. CURVES IN MINIMAL SURFACES. BJO¨RLING’S PROBLEM 47
Therefore, using the formula (5.13) we have that
v1(x, y) = < [1− cos(z)] = 1− cos(x) cosh(y)
v2(x, y) = <
[
−i
∫ z
x0
2 sin
(w
2
)
dw
]
v3(x, y) = < [z − sin(z)] = x− sin(x) cosh(y)
where for v1 and v3 we have used
sin(x+ iy) = sin(x) cosh(y) + i cos(x) sinh(y)(5.18)
cos(x+ iy) = cos(x) cosh(y)− i sin(x) sinh(y).(5.19)
In order to compute v2, choose x0 so that cos
(
x0
2
)
= 0, then we have
v2(x, y) = <
[
−i
∫ z
x0
2 sin
(w
2
)
dw
]
= <
[
4i cos
(z
2
)]
= 4 sin(x) sinh(y),
where we have used equation (5.19) in the last step. Hence the parametrization of
Catalan’s surface is given by
(5.20) v(x, y) = (1− cos(x) cosh(y), 4 sin(x) sinh(y), x− sin(x) cosh(y)) .
Fig. 5.3. A cycloid. Fig. 5.4. Catalan’s surface.
We have added to the bibliography paper by Jolanta Tofil, of the Silesian University
of Technology in Gliwice, Poland, which deals with the application of Catalan’s
surfaces in architecture, which fortifies the idea that minimal surfaces are being
used in that subject.
Conclusion
We have seen that minimal surfaces can be studied in very different ways, not only
as geometrical objects. We have studied them as solutions of certain quasilinear
PDE’s, as solutions of variational problems or obviously as purely geometrical ob-
jects that minimize a certain area functional. We have also shown that there is
a close relation between minimal surfaces and complex analysis, seeing that one
can construct a minimal surface from any holomorphic function F . The result
of Korn, Lichtenstein and Chern, which asserts that every regular surface can be
parametrized locally with isothermal coordinates, has been extended to the exis-
tence of global isothermal coordinates on minimal surfaces, and this fact has been
very important for our research because we have been able to deduce lots of these
results through this important result. Another result that has been deduced from
the existence of global isothermal coordinates is the connection with the potential
theory, i.e the theory of harmonic functions. Nevertheless, there is still a lot that
one can say about minimal surfaces, and one could give more characterizations
of these surfaces, as for example the special link that minimal surfaces have with
the Gauss map and meromorphic functions. In our research we have given some
results about existence of minimal surfaces once the boundary is prescribed, but
one could give results about the contrary, i.e. in which cases we can ensure that
there does not exist any minimal surface satisfying a certain boundary condition.
There are more results on minimal surfaces in other branches of mathematics, like
for example topology. For an instance, Schwarz and his student Neovius discovered
a whole family of minimal surfaces that are solution of the Plateau problem with
polygonal boundaries and which are extended periodically to the whole space R3.
Besides other things they did a research on the topological genus of these objects.
More on this can be read in [10].
So, all in all, we can say that the contribution of minimal surfaces to mathematics
is everything but minimal.
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