In this paper, we present a new ranking algorithm and an intelligent Web search system using data mining techniques to search and analyze Web documents in a more flexible and effective way. Our method takes advantage of the characteristics of Web documents to extract, find, and rank data in a more meaningful manner. We utilize hyperlink structures with Web document content to intelligently rank the retrieved results. It can solve ranking problems of existing algorithms for multiframe Web documents and unrelated linked documents. In addition, we use domain specific ontologies to improve our query process and to rank retrieved Web documents with better semantic notion. Furthermore, we use association rule mining to find the patterns of maximal keyword sets, which represent the main characteristics of the retrieved documents. For subsequent queries, these keywords become recommended sets of query terms for users' specific needs. Clustering is used to group retrieved documents into distinct sets that can help users make their decisions easier and faster. Experimental results show that our Web search system is indeed effective and efficient.
Introduction
The World Wide Web serves as a huge, widely distributed, global information service center for e-commerce, news, advertisements, education, and many other information services. Searching Web documents is one of the most popular tasks performed on the Web. Traditional search techniques use keywords as input to find the information that a user wants. However, this approach often retrieves documents, of which only small portions are really relevant to what the user is really looking for. Therefore, many ranking algorithms are used to evaluate the matched Web documents based on their similarity to the query, and order these documents by the magnitude of similarity.
Nowadays, ranking the retrieved Web documents by using the information of hyperlinks between related Web documents becomes very popular. It is intuitive that the hyperlinks between hyper-documents on the Web contain useful information between documents. It has been shown useful in identifying high quality documents that meet users' needs. Therefore, many famous search engines tend to utilize this information to design their ranking methods [1] [2] . Unfortunately, the technical details regarding the ranking algorithms used by major search engines are not publicly available. However, one may observe that many ranking algorithms use certain edge-weighting strategies to model linking structures in terms of the number of links without considering the content of the linked documents [7, 9, 26] . The results are not always very successful.
In this paper, we attempt to develop a new hyper-textual ranking algorithm to look much deeper into the content of linked documents. We not only evaluate the text and hypertext information in the retrieved documents, but also examine the contents in the reciprocally linked documents. The rationale is as follows: even though a Web document is linking to or linked from many other documents (called linking documents), one cannot be sure if these linking documents have similar content. They may be irrelevant documents. Furthermore, it is possible that these linking documents may have no association with the user' s query at all. For example, they might be simply Web advertisements of little value to users. If a ranking algorithm superficially considers that all the linking documents are equivalent and trivially evaluate the importance of the retrieved documents, it will rank many Web directories, Web advertisements, or linking documents generated automatically by Web document publishing tools. Although the retrieved Web directories may link many topic-specific Web documents, it takes too much user effort to browse links for desired content while skipping generated and linked unwanted advertisements on the way.
Another important advantage of our ranking algorithm is its applicability in ranking multi-frame Web documents. Nowadays, authors tend to edit and organize their Web documents in a multi-frame manner. Since Web document publishing tools have become popular and widely available, this phenomenon is more prevalent than before. In a multi-frame Web document, the browser displays sub-frames in which each sub-frame contains content. Designers can use the structure of multi-frame Web documents to provide intuitive user interfaces that make it possible to manage and arrange content. However, it is not easy to rank content contained in sub-frames because each sub-frame only contains a portion of the information that an author wants to show to viewers.
We propose a new ranking algorithm that utilizes the hyperlink and hyper document information to address the need to include ranking criteria for rich and relevant content in the search for information on the World Wide Web. Our method is based on the fact that Web documents have correlations with their hyperlinks and the information conforming to the input query. Furthermore, we use domain specific ontologies to improve our query process and rank the retrieved Web documents with better semantic notion. Our proposed algorithm can take advantage of these ontologies in order to identify and rank relevant Web documents semantically, thereby preventing the problems of synonymy, polysemy and context sensitivity in text search.
In addition to proposing a new ranking algorithm, we also use data mining techniques to construct a user-friendly Web search system. Data mining and knowledge discovery in large collections of data are known to be effective and useful. With the growth of Web data, the opportunity to utilize data mining techniques to analyze data on the Web is attractive. In order to refine our search engine system, we utilize three dominant mining algorithms, association rule mining [4] , sequential pattern mining [3] , and clustering [22] .
We use weighted association rule mining to explore the frequent keyword sets in retrieved Web documents. These frequent keyword sets represent the main characteristics of the retrieved documents. For subsequent queries, these keywords can be used as recommended query terms that are more suitable for users. Also, a clustering technique is used to mine the retrieved online documents. We choose the well-known fuzzy C-means clustering algorithm to divide the retrieved documents into a user specified number of groups. Then we assign each document to at least one of the clusters by using our proposed dynamic threshold measuring method. Finally, the sequential pattern mining is used to mine Chinese phrases for updating our Chinese lexicon semi-automatically, thereby saving a great deal of human effort in maintaining the lexicon. We also use a special pattern pruning method based on the property of Chinese phrases to extend traditional mining algorithm for better extraction of Chinese phrases.
The rest of this paper is organized as follows: First, we provide a general overview in Section 2. Section 3 discusses the architecture of our search engine system and explains each component in detail. Then, the proposed ranking algorithm is described in Section 4. Section 5 shows how we utilize data mining techniques to refine our system. Finally, we present a system implementation in Section 6 and conclude the paper in Section 7.
Related Works
Here, we introduce the background and related works on Web search engines, link analysis, ontology, and semantic Web.
Search engines traditionally consist of three components: the crawler and indexer, the searcher and ranker, and the interface. A crawler is a program that automatically scans various Web sites and collects Web documents from them. Crawlers follow the links on a site to find other related documents. Periodically, crawlers also look for changes. The traversal methods used by crawlers include depth-first and breadth-first searches combined with heuristics that determine the order in which to visit linked documents. Recent studies on Web crawlers can be found in [8, 12, 31] .
The searcher and ranker analyze a given query and compare the result with indexes to find relevant documents. In practical terms, a user enters a keyword into a search engine, and then the search engine scans indexed Web documents matching the keyword. In order to determine in which order the documents should be displayed to the user, the search engine usually uses an algorithm to perform the ranking function. Currently, most ranking algorithms use similarity measure based on the vector-space model [17] or weighted vector-space model [9] . These types of ranking algorithms have been well studied in the Information Retrieval (IR) community. Several researchers proposed ranking algorithms for Web search engines based on the analysis of hyperlink structure. Carriere and Kazman [7] proposed a simple way to measure the quality of a Web document by counting the number of documents that have links connecting to the document. Google's [1] PageRank algorithm is also based, in part, on the number of other pages that have links to the document. It is an objective criterion of a page's citation importance that corresponds well with people's subjective perspectives of relative importance or value. Haveliwala [19] proposed computing a set of PageRank vectors, based on using a set of representative topics, to capture more accurately the notion of importance with respect to a particular topic. Kleinberg [26] developed an algorithm called HITS (Hyperlink Induced Topic Search) to find the most information-rich or authoritative documents for a query. The algorithm also finds hub documents, i.e., documents that have links to many authority documents. In addition, there are some variants of HITS algorithm. Dean and Henzinger [13] used link-based analysis plus some edge-weighting strategies to find similar pages on the Web. Chakrabarti et al. [10] extended HITS algorithm to allow computing linking weights for every hyperlink according to the count of matched keywords around the anchor text. Bharat and Henzinger [6] eliminated non-relevant nodes from the graph by computing the similarity to the query topic and regulating the influence of a node based on its relevance.
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The interface of a search engine is a software component constructed to receive queries and display results. The interface of a search engine should meet the basic requirements of being simple, intuitive, and easy to use, especially for naive users. Nowadays, many researchers try to embed the clustering algorithm in this component to enable the user to have a good overall view of the information contained in the retrieved documents. Various clustering algorithms for documents have been proposed in [11, 20, 27] .
Recently, ontologies are being applied to the World Wide Web to create semantic Web sites. The semantic Web provides automated information access based on machine processable semantics of data. The explicit representation of the semantics of data, accompanied with ontologies, provides intelligent Web services [15] . Ontologies serve as metadata schemas, providing a controlled vocabulary of concepts, each with explicitly defined meaning. It helps users and machines communicate more concisely by supporting semantics, not just syntax. The basic infrastructure of the semantic Web consists of Web enabled languages that allow the use of machine understandable semantics of data and tools capable of processing that data [14] . A. Gómez-Pérez and O. Corcho [18] analyzed some of the most representative ontology languages. Several ontology languages have been developed that will surely become ontology languages in the context of the semantic Web. Some of them are based on XML syntax, such as Ontology Exchange Language (XOL), and Ontology Markup Language (OML), whereas Resource Description Framework (RDF) and RDF Schema originated from W3C collaboration. Two additional languages are called Ontology Inference Layer (OIL) and DAML+OIL. Currently, ontologies are used in several application areas and have become a popular research topic [5, 16, 30] .
System Architecture
The architecture of our system is shown in Figure 1 and consists of the following six main components: (i) Crawler: A crawler is also known as agent, robot, or spider, an unattended program that works continuously, and automatically, having the essential role of locating information on the Web and retrieving it for indexing. (ii) Language Processor: The language processor component is used by all of the other components of our system to process textual information. (iii) Interface: The interface provides a user with a way to input query terms, request mining processes, and display the query and mining results. (iv) Query Engine: The query engine is the heart of our system. It searches the inverted file indexes, which are created by the crawler in our index database, for efficient retrieval of the documents matching the query terms provided by the user. The query engine uses the linking structure of the retrieved documents to expand the query results. Finally, our ranking algorithm is used to determine the display order based on the degree of how well the results match the user' s query. (v) Miner: The Miner provides several kinds of data mining techniques in our system. First, clustering groups the retrieved documents for a user' s query from our Query Engine into a specified number of clusters and then displays each cluster by showing the top 10 representative keywords as well as the associated documents in that cluster. Second, association rule mining uses the words of the retrieved documents as items to find a set of recommended keywords for future use in retrieving more specific documents. Figures 2 and 3 illustrate main processes in our system. In the following subsections, we will introduce the Crawler, Language Processor, and Databases in details. Then, the Query Engine and Miner will be discussed in the next two sections while the Interface will be described in the implementation section. Processor efficiently and effectively converts the retrieved text into a uniform expression used for data mining and/or information retrieval. After converting the text, the Formatting and Indexing Module updates the Index database to index the gathered Web documents for later searches, adds the hyperlink structure information to the connectivity database, and splits all the sentences in the acquired documents for the sentence database. Finally, the URL Listing Module feeds the Retrieving Module, and makes some decisions for selecting URLs from the Processing Module to be added to the pool of candidate URLs.
Language processor
Our system can process data in two languages, English and Chinese. In English, we provide three processes: Case Translator, Word Stemmer, and Stopword Filter to convert all of the retrieved English words into a uniform expression. The Case Translator converts every English word to lower case. The Word Stemmer reduces words to their morphological root. The Stopword Filter removes common or insignificant words. In Chinese, we provide an additional process, Phrase Segmentation. The Phrase Segmenter segments Chinese phrases from a Chinese sentence, which uses a knowledge base called a lexicon.
Databases
There are five databases in our system, index database, connectivity database, sentence database, ontology database, and lexicon and stopwords database. The index database is the core of the searching engine that maintains two B+-tree indexed tables: document 
Searching Process and Ranking Algorithm
In this section, we will discuss our searching process and ranking algorithm in detail. Since domain specific ontologies are used in our system, they will also be introduced below. 
Searching Process
Our searching process is illustrated in Figure 4 . After a user inputs several keywords for searching relevant Web documents, our searcher performs a lookup of the terms in the ontologies database to get the ontologies containing these keywords. Then, the searcher sends these possibly related ontologies to the user for selection with the purpose of avoiding text ambiguity. Text ambiguity may occur when different domains contain the same terms. After the specific ontology is selected or specified for the search terms, our searcher uses the terms and the ontology to produce search concepts and related concepts for semantic searching. The searcher scans the search index in the index database for every key term in search concepts to obtain all of the conceptually related documents. Then, the ranker uses these documents and ontologies for ranking and filtering in order to get a sorted document list for all of the relevant documents corresponding to the user' s query. To improve search recall, we employ ontologies to perform search by concepts instead of terms. We perform filtering by using linked documents and related concepts instead of using linking structures to improve search precision.
Ontology
The ontology in our search engine acts as a conceptual backbone for semantic document access by providing a common understanding and conceptualization of a domain. Our ontology consists of three main components: term, term relationship, and property. A term is a set of basic terms comprising the vocabulary of a domain. A term relationship is a set of relationships between terms. Property is a set of properties of the domain ontology, terms, and their relationships such as word sense (noun, verb) of a term or semantic degree of a term relationship. In this study, we use a property semantic degree between two terms indicating the strength of semantic correlation. The semantic degree is a numerical value between -1 and 1. When two terms are completely relevant such as synonym, it is equal to 1. On the other hand, if they are irrelevant terms, a degree of -1 indicates that they are polysemy. Figure 5 is a simple example of Microsoft ontology. The rectangle, rhombus and oval shapes represent the terms in ontology, term relationship, and property, respectively. If a user inputs a search term "windows" and selects the Microsoft ontology as a search domain, our searcher will produce a main concept and related concepts for the term "windows" for this particular ontology. As illustrated in Figure 6 , the value "cw" in each concept represents the weight for this concept. This concept weight indicates the relevance strength of this concept among query terms. This concept weight is derived from the semantic degree of term property. In this example the semantic degree between "windows" and "OS" is 0.9 and the concept weight in OS concept is 0.9. The semantic degree between "OS" and "Microsoft" is 0.8 and the concept weight in Microsoft concept is 0.72 (i.e., 0.9×0.8). Figure 8 is the query example "windows" with Windows ontology. In Figure 8 , we add the negative 
Related concepts: related concepts, which are used to filter the documents involving Microsoft windows concepts in it. The concept weights in negatively-related concepts are between -1 and 0. The concept weight in related concepts is between 0 and 1. In Microsoft ontology and Windows ontology, the term "windows" is polysemous, having a semantic degree of -1. We use this value to deduce the concept weights in negatively related concepts.
Our ranking algorithm
In this section, we will describe our proposed ranking algorithm in detail. First, we introduce a vector based representational model for Web documents. Next, we implement a multi-layered linkage expansion in our system. Finally, we explain our ranking algorithm step by step and classify the ranking results.
Model for Web documents
In order to represent Web documents, we use the vector space representation [17] [9] , in which the less frequent term in the aggregate collection is given a higher weight. We choose the TFIDF normalization equation as shown below:
In the term frequency part of Equation (1), (Tf /Max Tf ), we divide each term frequency Tf in document d by the maximal term frequency Max Tf. In this term frequency normalization, every term frequency is transformed to a weight with a value between 0 and 1. The second part of Equation (1), IDF(t), is defined as follows:
where N t is the number of documents and the term t appears in the whole collection of N documents. The same as the term frequency part of Equation (1), Equation (2) gets the inverse document frequency value between 0 and 1. Therefore, each value of d i in this TFIDF normalization is a real number between 0 and 1.
The search concepts include main-concepts, related concepts, and negatively related concepts. We use each search concept produced by query terms and ontologies to form a meta-document vector. Each dimension in a meta-document represents a key term in a concept and has a value of 1. For context sensitivity ranking, we transform each document vector from a term dimensional space into a search concept space by using the coordinate along the concept meta-document axis. The cosine function is used to make the transformation. After transformation, the dimension in a document vector is the similarity measure between original TFIDF document vector and search concept meta-document vector.
Linkage expansion
Our ranker can find the set of document identifiers whose document matches at least one of the query terms and the terms in main search concepts. This set of documents is called the root set. The ranker will expand the root set into a base set by including all the documents having linkage relation with the root set. Figure 9 illustrates our two-layer expansion and the root set as well as the base set. The base set is the super set of the root set, i.e., root_set ⊂ base_set. Note that in our expansion step, one of the duplicate links in Figure10(f) is removed as shown in Figure 10 Web documents. However, the relationship cannot be found by using just onelayer expansion. For this reason, we implement a multi-layer expansion in our system. 
is computed by using the following Equation (3).
The Step 1. Expand the query result from root set to base set D.
Step 2. Transform each document vector d i in D to search concept space.
Step 3. Compute hyper-weights for each concept c j in document d i .
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Step 5. Normalize the hdv(i, j) for max hdv(i, j)=1.
Step 6. Compute new document vector.
Step 7. Goto Step 4 until document vectors converge. 
After computing hyper-document-vectors for every document that refers to each search concept, we normalize every value in hyper-document-vector to a numerical value between 0 and 1. Then, we compute the new document vector from the original document vector d i and its hyper-document-vector hdv(i,j) by using Equation (6) .
In Equation (6) we set the linking factor θ = 0.3. This factor indicates the contribution factor of the linked documents with respect to the document d i . Then, we iteratively compute the new document vectors until the document vectors converge. In linear algebra, if we continue to multiply non-negative matrix A by another fixed non-negative matrix B (i.e., A = B*A), the value in matrix A will converge. In Equation (5) we can represent every document vector as a d × c matrix (matrix A) and every hyper-weight between two documents as a d × d matrix (matrix B). It can be shown that our algorithm will converge after a few iterations. In fact, most document vectors will converge after 10 iterations. To be sure, in our implementation, we set the termination of these steps after 15 iterations. Bharat and Henzinger [6] have more detailed proof of document vector convergence.
After the iteration step, we compute the cumulated weight DC i (m) of the related concepts for each main concept c m in a document d i by using Equation (7) and normalize it with a maximal value DC i (m) = 1. 
The value of cw(r) in Equation (7) represents the concept weight cw for related concept c r , with respect to a main concept. The non-negative cumulated weight is used to support the relevance of a main concept d i m . Conversely, the negative cumulated weight will set d i m to zero. We use Equation (8) 
We use the keyword query "windows" with the windows ontology as an example. Our searcher retrieves all documents indexed by terms in a main concept such as the terms "windows", " ", etc. in the windows ontology. Then, the system generates many related concepts by using the "windows" ontology. The concept weight is a positive numeric value for a related concept. For negatively related concepts, the concept weight is a negative numeric value. In step 8 of our ranking algorithm, the cumulative weight of the main concept "windows" for a document is a positive value when the context and the linkage relationship for this document belong to regular windows domain. Since a higher correlation results in a higher cumulative weight, this weight can be used to determine the document' s relevance to the main concept. If the context and the linkage relationship of this document are close to Microsoft ontology, the cumulative weight will be a negative value. Then, our ranking algorithm sets the relevance of the main concept to zero. This means that although the term "windows" appears in this document, there are other terms whose concepts are close in apparent relevance to the Microsoft Windows operating system.
Ranking result analysis
We now classify the computed document ranks into three categories of sorted order. These three categories are: (1) documents that contain all main search concepts, (2) documents that contain some of the main search concepts and have linkage relationships with other concepts, and (3) documents that have linkage relationships with some of the main search concepts.
In order to classify and sort documents effectively and efficiently, we first summarize all main concept dimensions of the document vector d i from the computed base set via Equation (9), where every d i is in the root set.
If the score of d i is less than the number of the main concepts num(c m ), d i will be classified as belonging to the third category. If the score of d i is larger than the number of the main concepts num(c m ), we do the following computation using Equation (10) Then, we perform a quick sort on the document scores in decreasing order. These documents can be classified according to these three categories easily and ordered by the number of main concepts they have matched and the similarity to the main concepts. Equation (11) 
Data Miner
The Data Miner performs three types of data mining to refine our search engine system. We use the sequential pattern mining to extract new Chinese phrases automatically and the weighted association rules mining to mine frequently occurring keyword sets that indicate the main characteristics of retrieved documents, applicable to query terms recommendation if more detailed queries are required. Fuzzy C-means clustering is used to provide an overview of the retrieved documents for the user.
Chinese phrases extraction
The Chinese lexicon is needed for our system to perform word segmentation. Currently, we have 138,347 Chinese phrases in our lexicon. However, new phrases are needed from time to time. It is especially true for domain specific phrases. We add new phrase to the lexicon manually to ensure that word segmentation is done correctly without the unknown phrase problem. For this reason, we perform an extraction function of new Chinese phrases for the lexicon maintainer to update its lexicon on a domain specific Web site semi-automatically.
In order to complete the mining process, we have to perform preprocessing on crawled documents first. We take every sentence in the crawled documents as a transaction and every character as an item. Moreover, we utilize the structure of a Web document to explore some weighted transactions. For every sentence in a Web document we take all sort of emphasis tags as weighted transactions, like head, title, anchor, bold font, italics and font, etc. In this module, we use sequential pattern mining to process them. At the end of the mining step, we prune the mined frequent sequences as phrases. In a traditional mining approach, it just retains the maximal frequent sequences as the final patterns. But it is not applicable in text mining, especially in Chinese text data. For example, the Chinese phrase " " will be pruned by the phrase " ". But " " may be a meaningful phrase that we want to add into the lexicon. However, we have to prune the non-meaningful character sequences " " and " " that were used to join the four-character sequence " " Similarly for " ," it can be used to join three-character sequences " " and " ." For this reason, we use the concept of net frequency [28] to prune non-meaningful character sequences and retain meaningful ones. The equation of our pruning method is as follows:
The function S(sk) denotes the support count of the sequence sk and the length of sk is k. Function N(sk) is the net frequency of the sequence sk and we prune the sequence sk if N(sk) is no more than the minimal support. If N(sk) is larger than the minimal support, we take sk as a Chinese phrase.
Finally, after we mined all of the Chinese phrases on a domain specific Web site, the miner looks up the lexicon database and displays the Chinese phrases to the user if they do not appear in the lexicon.
Keyword association
As mentioned before, we use association rule mining algorithm [4] in this module. We view each document as a transaction and treat all phrases as items, where phrases are segmented in the document by the Language Processor. The association rule mining is used to mine all the maximal keyword sets that occur frequently in the retrieved document sets. The mined maximal keyword sets represent the primary attributes (keywords) of the retrieved documents such that users can have a succinct and clear view of these documents. Furthermore, these primary attributes can be used to represent the recommended keywords for further keyword searching. Note that we take a Chinese phrase as a keyword to get more useful patterns.
In addition, to prevent the mined phrase sets from containing non-meaningful keywords, such as those used by people every day, for every keyword appearing in a document, we accumulate their TFIDF measure as their supports. Consequently, we can use the preprocessed document vectors in the index database as our mining transactions and accumulate the TFIDF measure as the support to perform weighted association rule mining.
Using Data Mining to Construct an Intelligent Web Search System 163
Document clustering
Our Data Miner utilizes the fuzzy C-means clustering algorithm to perform document clustering online. Refer to our previous work [22] for more details of the algorithm. In this section, we explain how to assign each document to a cluster and how to pick up the document sets as initial centroids. In our approach, all the retrieved document vectors are used as data sets for clustering. We use the cosine function to measure the level of similarity between two documents or between a document and its centroid. In our algorithm, we take a centroid as a meta-document.
First, in the initial step of our approach, we pick up the retrieved documents in decreasing order by their ranking grades. We ensure that the picked document must not be similar to the ones we have picked before. Let us initialize the k centroids by using incremental thresholding. The initial threshold is 0.3. If using this threshold cannot pick k centroids in the first 30 × k documents (k is the user defined number of clusters), we reduce the threshold by ten percent and repeat the process to pick the document.
Second, in the iteration step, as in the fuzzy C-means clustering algorithm, we compute the membership matrix for every couple of candidate centroids and document vectors. Then, we compute the new centroid vectors by using this new membership matrix.
Finally, after computing the new membership matrix, we can assign each document to at least one cluster. In fact, a document may be relatively close to two or three clusters. Therefore, we define an equation to assign the average variation of the membership values of one document to the cluster of this document. The equation is defined as follows:
If the membership value of document d to the cluster c satisfies this equation, we assign the document to this cluster. Avg(d) is the average membership value for document d with respect to every cluster and is equal to 1/k, where the sum of membership values for one document to every cluster is 1 . Mem(d,c) denotes the membership value of document d with respect to cluster c. Finally, Avg(d) for the document d is computed as follows:
In fact, our clustering approach performs well after only one clustering phase because we can intelligently choose good initial centroids from ranked documents. In the consideration of executing time for online clustering, we can display clustering results even faster by using one phase clustering. Further clustering function can be performed when users want to refine the clustering results of their search.
Implementation and Experiments
In this section, we will show the implemented system and discuss the findings of our experimental results based on this limited study.
Implementation
We implemented the system in Java and used TomCat4 for Java servlet. All of the following Web documents are from the Web sites of Feng Chia University. The crawler started from the following URLs:
http://www.fcu.edu.tw/, http://www.fcuaa.com/, http://www.cie.fcu.edu.tw/, http://www.iecs.fcu.edu.tw/, http://dinosaur.soft.iecs.fcu.edu.tw/ In this implementation, our system collected data in a breadth-first strategy for all relevant Web documents located on Feng Chia University Web sites. We ignored all non-HTML or non-ASCII documents and we ignored other domains. Table 1 displays some relevant statistics that demonstrate the amount of data extracted and indexed. The system shows the page for our search engine system after a search with a given keyword. We found that our search engine ranks and classifies the retrieved documents into three categories similar to the ranking and classifying schemes mentioned in Section 4.3.4. Furthermore, we utilize two mining tools: association rule mining and clustering to analyze the online searched documents. Figure 12 and Table 2 show the document clustering results at the one clustering phase for the retrieved documents. For each cluster, our system displays the main concepts and lists the most similar documents found. 
Experiment results
Using the same search keyword, we evaluated our search system by making comparisons with different selected ontologies. We employ the basic measures for text retrieval, the precision and recall to be evaluation criteria. Precision is the percentage of retrieved documents that are in fact relevant to the query. Recall is the percentage of documents that are relevant to the query and were, in fact, retrieved. Since we were not able to check whether all of the collected documents from the crawled Web documents were relevant to the query, we assume a fixed percent of error rate for our search system when the correct ontology was used. Table 3 shows the search precision and recall data for one search keyword "windows" via different selections of ontologies. Although we only used one test case of distinguishing a Microsoft Windows from a regular window, it is indeed a very typical example in our Web search and the same conclusion can be drawn for other search terms. Table 3 . Search recall and precision.
Our system retrieved 168 Web documents when searched on "windows" without using ontology. If users' desired result was Microsoft Windows, the search recall was 71.8 percent and the search precision was 97.02 percent. One can see that the majority of crawled Web documents were actually related to Microsoft Windows if the term "windows" was present. If users' desired results were regular windows, the search recall and precision become 5 and 0.59 percent, respectively. If ontologies are used for the search in this particular case, we can see that the search recalls increase. In Row 2 of Table 3 , the search recall increased from 71.8% to 91.18% because we can retrieve more relevant Web documents even though the keyword "windows" is not present. More obviously, in Row 5 of Table 3 , the search recall for regular windows increases from 5% to 90%.
Furthermore, if our search system uses the information on both of the related ontology and non-related ontologies, the search precision increases while the search recalls remain almost the same. Comparing Row 2 and Row 3 of Table 3 , we can see that the search precision increases from 95.83% to 97.63%, even though the search recall decreases a bit. This slight decrease in results occurs because our system can intelligently utilize the knowledge of domain specific ontologies to filter out non-relevant Web documents and retrieve more relevant ones. In Row 5 and Row 6 of Table 3 , we can see that the search recall for regular "windows" remains the same after our algorithm prunes irrelevant documents with Microsoft ontology, and the search precision increases in a great amount from 9.52% to 66.66%. The reason for increased precision is as follows: There is only one regular "windows" search-related document being retrieved out of 168 documents in Row 4 while there are 18 out of 189 for Row 5. And for Row 6 of Table 3 , we effectively prune 162 irrelevant documents from 189 documents while retaining all the relevant results. We can clearly conclude that employing ontology greatly improves search relevancy.
Conclusions and Future Work
In this paper, we presented a new ranking algorithm that is more effective and flexible for Web search with more semantic notion. We utilize hypertext characteristics of Web documents and ontology to model the ranking algorithm to provide more flexibility. Our search system allows users to select the desired search domains that can correctly locate the documents they are looking for, based on relevancy.
In this research, we studied some key problems of existing hyper-textual ranking algorithms. The problems include getting irrelevant documents if one simply follows the connected hyperlinks of a document, unrelated documents connected by automatically generated links, Web advertisements, and multi-frame Web pages containing information distributed in other linked documents. To solve these problems, we developed a new ranking algorithm to look much deeper into the content of linked documents. In addition, we used domain specific ontology to solve traditional problems in text search that involve synonymy, polysemy and context sensitivity.
Furthermore, we exploited data mining techniques to refine our search engine. Three useful techniques were used: association rule mining to explore primary keywords of retrieved documents, fuzzy C-means clustering to provide an overview of the desired documents, and sequential pattern mining to discover and identify some domain specific phrases in crawled documents. We implemented the system and tested it with both Chinese and English Web documents from our university Web sites. Preliminary results show that our Web search system is effective and efficient.
Currently, our ontologies are mainly constructed by domain experts. In future studies, we can use data mining techniques, such as association rule mining and clustering, to discover the relationship between terms for automatic construction and maintenance of ontologies. In fact, we already use sequential pattern mining technique to discover domain specific phrases for an expert to maintain the lexicon in our searching system and there are many researchers making efforts to construct ontologies semi-automatically [23] [24] [25] 29] . In addition, we can improve the flexibility of our system even further. Presently, our system provides users options to select desired ontology in their Web searches. In the future, we would like to design facile interfaces for users to adjust parameter settings, such as the threshold of semantic degree for main concepts and related concepts, and assign different weight strategies for different ontologies. The framework of our ranking algorithm already has the capability of adjusting weights on ontologies and search concepts. Additionally, since ontology itself is a publicly shareable, reusable, and inheritable knowledge framework, ontology creators as well as general users should be able to make changes/modifications on content and architecture [21] in a controllable way. We believe that our search system and ranking algorithm will get better results when more complete and standardized ontologies are available.
