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ABSTRACT
FIRST-PRINCIPLES INVESTIGATION OF
GRAPHITIC NANOSTRUCTURES
Hu¨seyin S¸ener S¸en
Ph.D. in Physics
Supervisor: Prof. Dr. Og˘uz Gu¨lseren
August, 2013
In this thesis, first-principles investigations of several graphene related nano-
systems based on density functional theory are presented. First, the electronic
structure of several graphene nano-ribbons both in 1D and 0D (up to systems
with more than 1000 atoms) including all types (armchair, zigzag and chiral) are
discussed using tight binding calculations. We observed that the band gap of
the ribbons depend both on the length of the ribbon and the angle of chirality.
Second, the effect of phosphorus and sulfur during the growth of carbon nan-
otubes is investigated from ab-initio density functional theory based calculations.
To this end, we present the binding chemistry of phosphorus and sulfur atoms
on graphene with and without vacancies and kink like defect structures. Conse-
quently, the difference between the bindings of these two atoms is discussed in
order to understand the reason behind their effects on the growth mechanism.
The details of the phosphorus or sulfur binding are important in order to un-
derstand the occurrence of Y-junctions and kinks in carbon nanotubes as well.
Third, we focus on the interaction of bilayer graphite and multi-walled carbon
nanotubes with the Li atom since these materials are prime candidates for the
electrodes for battery applications. The need for rechargeable batteries with
high capacity increased enormously by the invention of electronic devices like cell
phones or MP3 players. Hence, there is a huge effort to develop and improve
Li-ion batteries. Therefore, we have investigated interaction of Li with graphene
and Li intercalation to bilayer graphene and multi-walled carbon nanotubes from
planewave pseudo potential calculations. Finally, super-periodic graphitic struc-
tures observed through scanning tunnelling microscope are described and investi-
gated from density functional calculations. The difference between the observed
and actual periodicity and the occurrence of the so-called Moire patterns are
explained in terms of geometrical calculations and the charge density of these
systems.
iv
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Density Functional Theory, VASP, lithium intercalation, battery, Moire pattern,
actual periodicity, charge density, density of states.
O¨ZET
GRAFEN TABANLI NANOYAPILARIN I˙LK-PRENSI˙P
HESAPLAR I˙LE I˙NCELENMESI˙
Hu¨seyin S¸ener S¸en
Fizik, Doktora
Tez Yo¨neticisi: Prof. Dr. Og˘uz Gu¨lseren
Ag˘ustos, 2013
Bu tez c¸alıs¸masında c¸es¸itli grafen tabanlı nanoyapıların o¨zellikleri yog˘unluk
fonksiyoneli teorisine dayanan ilk-prensip hesaplar ile incelendi. I˙lk olarak,
birc¸ok grafen nano-s¸eridin (bin ve u¨zeri atom sayılarına ulas¸an), elektronik yapısı
sıkı bag˘lanma yo¨ntemi ile hesaplanarak sunulmus¸tur. Bu grafen nano-s¸eritler
hem sıfır hem de bir boyutlu yapılar olmak u¨zere koltuk, zigzag ve kiral go¨z
o¨nu¨ne alınarak olası tu¨m c¸es¸itleri ic¸ermektedir. Bu hesaplara go¨re s¸eritlerin
bant aralıg˘ının hem s¸eritlerin uzunlug˘una hem de kiral ac¸ıya bag˘lı oldug˘u
go¨zlemlenmis¸tir. I˙kinci olarak, fosfor ve su¨lfu¨r atomlarının karbon nanotu¨pu¨n
bu¨yu¨mesi sırasındaki etkilerini anlamak u¨zere yog˘unluk fonksiyoneli teorisine
dayalı hesaplar yapılmıs¸tır. Bu amac¸la fosfor ve su¨lfu¨r atomlarının hem bos¸luk
ic¸eren ve ic¸ermeyen grafene hem de kıvrım olus¸turan kusurlu bo¨lgelere bag˘lanma
kimyası incelenmis¸tir. Sonuc¸ta bu¨yu¨meye olan etkilerinin arkasındaki sebebi an-
lamak ic¸in bu iki atomun bag˘lanmaları arasındaki fark irdelenmis¸tir. Bunun
o¨tesinde bu bag˘lanma kimyalarının incelenmesi karbon nanotu¨plerde olus¸an
Y-eklentilerini ve kıvrım bo¨lgelerini anlamak ac¸ısından da oldukc¸a o¨nemlidir.
U¨c¸u¨ncu¨ olarak, c¸ift katmanlı grafen ve c¸ok duvarlı karbon nanotu¨plerin Li atomu
ile nasıl etkiles¸ime girdikleri aras¸tırılmıs¸tır. Son yıllarda cep telefonu, mp3
c¸alar vb. elektronik aletlerin kes¸fi ile yu¨ksek kapasiteye sahip tekrar dolduru-
labilen pil ihtiyacı mu¨this¸ oranda arttı. Bo¨ylece Li-iyon pillerinin u¨retimi ve
gelis¸tirilmesi ic¸in bu¨yu¨k c¸aba go¨sterilmeye bas¸landı. Bu yu¨zden pillerde elek-
trot olmak ic¸in ciddi aday olarak kabul edilen c¸ift katmanlı grafen ve c¸ok duvarlı
karbon nanotu¨plerle lityumun etkiles¸imi ve interkalasyonu du¨zlemsel dalga sahte
potansiyel hesaplarıyla aras¸tırılmıs¸tır. Son olarak, yog˘unluk fonksiyoneli teorisi
kullanarak taramalı tu¨nelleme mikroskobu altında go¨zlemlenebilen su¨per peryo-
dik grafen tabanlı yapılar incelenmis¸tir. Go¨zlemlenen ve gerc¸ek peryodun farkı
ve Moire s¸ekillerinin olus¸umu, geometrik hesaplar ve yu¨k yog˘unlug˘u cinsinden
ac¸ıklanmıs¸tır.
vi
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Anahtar so¨zcu¨kler : Grafen, nano-s¸erit, sıkı baglanma, elektronik yapı, bant
aralıg˘ı, KGNS¸, ZGNS¸, CGNS¸, kuvantum hapsolması, fosfor ve su¨lfu¨r kimyası,
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Chapter 1
Introduction
All living organisms depend on carbon. This element is so important that there
is a branch of chemistry, organic chemistry, which deals with hydrocarbon (CH)
containing compounds. Even just the role of organic chemistry in science is
enough to consider this element as the most important one. The nature of in-
teraction of the carbon atom with other atoms can vary a lot. This is because
of the capability of carbon atoms to hybridize in various combinations, sp, sp2
or sp3. Carbon atoms can make stable C-C single bonds among themselves with
sp3 hybridization, C=C double bonds with sp2 hybridization, C≡C triple bonds
with sp hybridization in an organic compound. Therefore, the compounds can
occur in different forms like chain, branched or ring form. The structures con-
taining only carbon atoms are also very important. Bucky ball (figure 1.1a) is
zero dimensional (0D), carbon nanotubes (CNTs) (figure 1.1b) are one dimen-
sional (1D) [1], graphene (figure 1.1c) is two dimensional (2D) [2, 3], diamond
and graphite (figure 1.1d) are three dimensional (3D) structures. For a physicist
dealing with nano-sized structures, geometry of the structure is very important,
since it determines the dimensionality. In CNTs and graphene, carbon atoms
make sp2 bonding leaving one of their electrons, namely pz electron unbounded.
In graphene, carbons create a honeycomb structure with hexagons on a plane.
In this structure, every carbon atom has three nearest neighbours. Therefore,
single sp2 bonds are created with each of them, three bonds in total. Carbon
1
atom has four valance electrons. Three of them are paired with the electrons of
the neighbouring atom leaving one of them, the electron in pz orbital, unpaired.
This unpaired electron is responsible for the electronic properties of graphene as
will be discussed later. In carbon nanotubes, these hexagons are not planar but
they are rolled to create a cylinder. The C60 structure is just a sphere, which
makes them zero dimensional molecules with discrete energy states. Graphite, a
three dimensional allotrope of carbon, has been known for centuries. Graphene
is a single layer of graphite. In graphite, the nearest carbon atoms in a layer
have 1.42 A˚ of distance having strong interaction, whereas, graphene layers with
a distance around 3.4 A˚ are weakly bounded by van der Waals forces. Therefore,
graphite can be expected to have closer physical properties to graphene. Theoret-
ical works enlighten these expectations, however, it was believed that graphene,
since it is a two dimensional material, could not be stable and cannot exist until
2004. In 2004 Novoselov et. al made a breakthrough for graphene and managed
to synthesize it [4]. Since then, experimental work has gained speed. Experiments
were able to fulfill many theoretical expectations. For example, it is shown that
graphene has a band structure where charge carriers are indeed massless Dirac
fermions and go ballistic as was expected [5,6]. The ballistic transport property,
as well as many other properties made graphene a popular material to work on.
Researches on transport properties under the exposure of gaseous molecules [7,8]
show that graphene can be used as a sensor with high sensitivity and response
time [9]. Also, it is shown that electronic and magnetic properties can be mod-
ulated by doping with boron, nitrogen, phosphorus, sulfur etc [10–13]. Many
researches were successful in opening a tunable band gap on graphene. Many
different methods were used for this goal such as doping [9,14–17], chemical func-
tionalization [18–20], and using electric fields [21]. A recent work showed that it
is possible to open a band gap in the band structure of graphene by doping with
sulfur atoms [14]. In the third chapter of this thesis, we investigate a different
approach for the same purpose, i.e. graphene nano-ribbons.
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Figure 1.1: Structures of carbon with different dimensions; a) Bucky ball - C60
is a molecule consisting of wrapped graphene by introduction of pentagons on
honeycomb lattice in 0D, b) Carbon nanotubes are rolled-up cylinders of graphene
in 1D, c) Graphene consists of honeycomb lattice of carbon atoms in 2D and d)
Graphite is a stack of graphene layers creating a 3D structure.
3
1.1 General Properties of Graphene
Graphite is composed of graphene layers with 3.35 A˚ of distance in between them.
These layers are held together by Van der Waals forces. Although, graphite is
known by human kind for centuries, graphene could only be isolated in 2004 by
Novoselov et al. [4]. Therefore, the theoretical expectations on graphene was real-
ized experimentally only recently. Carbon atoms of graphene creates a hexagonal
lattice. This kind of lattice occurs due to sp2 hybridization of the atoms. Every
C atom creates σ bonds with three other C atoms as shown in figure 1.2a. C-C
distance for these neighbouring atoms is a = 1.42 A˚. sp2 hybridization is created
by one 2s and two 2p electrons of the carbon. However, carbon has four valance
electrons and the last 2p electron remains unpaired. The electronic properties of
graphene is due to this unpaired electron. Graphene has zero band gap as the
valance and conduction bands coincide at point K of the Brillouin zone. K point
in reciprocal space of graphene is called Dirac point and the band structure has a
conical shape around this point. If a few graphene layers are put together to con-
struct graphite, valance and conduction bands start to overlap notably creating
a metallic film.
Tight binding approach is a simple but very accurate method to describe
the electronic structure of periodic systems. With the tight binding approach,
electronic structure of graphene can be described very easily. We first examine
the geometrical structure. In figure 1.2a, carbon atoms of graphene are shown.
The region between ~a1, ~a2 and gray lines is the unit cell. The length of these unit
vectors are 2.46 A˚ each. Then the lattice vectors can be defined in terms of the
C-C bond distance a as;
~a1 =
a
2
(3,
√
3) (1.1)
~a2 =
a
2
(3,−
√
3). (1.2)
Two carbon atoms remain inside the unit cell. Although, in graphene there is
no difference between these two atoms, in graphite there is. Therefore, we call
the atoms A and B to make a distinction which will be useful in the proceeding
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Figure 1.2: Lattice of graphene; a) in real space, b) in reciprocal space. ~a1, ~a2,
~b1, ~b2 are the lattice vectors, A and B are the carbon atom in the unit cell in real
space, Γ, K and M are high symmetric points in recpirocal space.
chapters. The positions of these atoms are;
~rA = (0, 0) (1.3)
~rB = a(1, 0). (1.4)
In a similar way, we can define the vectors for the nearest neighbour list of atom
A as follows;
~δ1 = a(1, 0) (1.5)
~δ2 =
a
2
(−1,
√
3) (1.6)
~δ3 =
a
2
(−1,−
√
3). (1.7)
All these vectors define the positions of nearest neighbours of atom A which are
all B type atoms. The second nearest neighbours of atom A, however, are A type
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atoms and the position vectors for them can be defined as;
~δ′1 =
a
2
(3,
√
3) (1.8)
~δ′2 =
a
2
(3,−
√
3) (1.9)
~δ′3 = a(0,−
√
3) (1.10)
~δ′4 =
a
2
(−3,−
√
3) (1.11)
~δ′5 =
a
2
(−3,
√
3) (1.12)
~δ′6 = a(0,
√
3). (1.13)
In figure 1.2b, the Brillouin zone of graphene is shown. In the figure, ~b1
and ~b2 are the lattice vectors and Γ, K and M are high symmetric points of
the lattice. The energy band diagrams drawn between these points reveal the
electronic properties of graphene. The reciprocal lattice vectors are defined in
terms of a as;
~b1 =
2π
3a
(1,
√
3) (1.14)
~b2 =
2π
3a
(1,−
√
3). (1.15)
With the given lattice vectors, positions of the high symmetry points Γ, K and
M can be defined as;
Γ = (0, 0) (1.16)
K = (
2π
3a
,± 2π
3
√
3a
) (1.17)
M = (
2π
3a
, 0). (1.18)
We will use all the informative equations above while calculating the energy
band diagram of graphene from tight binding approach. In order to calculate
the energy band diagram, first we have to construct the Hamiltonian matrix H.
The Hamiltonian matrix is composed of four main parts which can be shown as
follows;
H =
(
HAA HAB
HBA HBB
)
. (1.19)
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In equation 1.19, HAA and HBB represents the interaction of A type atoms,
whereas, HAB represents the interaction of A type and B type atoms. Since
Hamiltonian matrix has to be Hermitian, HBA is the just the complex conjugate
of HAB, i.e. HBA
∗ = HAB. The tight binding method, makes use of the linear
combination of atomic orbitals located on various atoms weighted by a coefficient
of plane waves ei
~k ~R, where ~R denotes the atomic position. For simplicity, we
can use first nearest neighbour approximation. According to this approximation,
only the interaction of the nearest atoms contribute to the integral. Since, the
nearest neighbours of A type atom are all B type, only self interaction term in
HAA survives and the rest becomes zero. The same situation is true for HBB as
well. Then, HAA (or HBB) can be written as;
HAA = HBB


ǫ2s 0 0 0
0 ǫ2p 0 0
0 0 ǫ2p 0
0 0 0 ǫ2p

 . (1.20)
In equation 1.20, ǫ2s is the self energy of the 2s orbital, ǫ2p is the self energy of
the 2p orbital. HAB shows the interaction of A type and B type atoms, therefore,
all elements have a contribution to Hamiltonian matrix. HAB can be written as;
HAB =

〈2sA|H15|2sB〉 〈2sA|H16|2pxB〉 〈2sA|H17|2pyB〉 〈2sA|H18|2pzB〉
〈2pxA|H25|2sB〉 〈2pxA|H26|2pxB〉 〈2pxA|H27|2pyB〉 〈2pxA|H28|2pzB〉
〈2pyA|H35|2sB〉 〈2pyA|H36|2pxB〉 〈2pyA|H37|2pyB〉 〈2pyA|H38|2pzB〉
〈2pzA|H45|2sB〉 〈2pzA|H46|2pxB〉 〈2pzA|H47|2pyB〉 〈2pzA|H48|2pzB〉

 .
(1.21)
In equation 1.21, 〈2sA| defines the atomic 2s orbital of A atom, 〈2pxA| defines
the atomic 2px orbital of A atom and Hnm contains the plane wave and coupling
contributions. |2px〉 can be decomposed into σ and π components. Considering
the positions of B atoms ~δ1, ~δ2 and ~δ3, we can say that atom A makes a bond with
B atom at position ~δ1 along x direction, but, A atom makes bond with B atoms
at positions ~δ2 and ~δ3 with an angle of π/3 with respect to x axis. Therefore, we
can decompose |2pxB〉 as follows;
|2pxB〉 = |2pσ〉+ 2(cos(π
3
)|2pσ〉+ sin(π
3
)|2pπ〉). (1.22)
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In equation 1.22, the first term represents the contribution of the B atom at
position ~δ1 and the second term represents the contributions of other two B
atoms. Here is an example of one of the elements of the matrix HAB;
〈2sA|H16|2pxB〉 = 〈2s|{Hspσ(−eikxa + e−ikxa/2eikya
√
3/2
cos(π/3) + e−ikxa/2e−ikya
√
3/2 cos(π/3))|2pσ〉+Hspπ(−eikxa + e−ikxa/2eikya
√
3/2
sin(π/3) + e−ikxa/2e−ikya
√
3/2 sin(π/3))|2pπ〉}. (1.23)
Here, Hspσ stands for the coupling between 2s and 2pσ of atom A and B as a
parameter. Similarly, Hspπ represents the coupling parameter for the coupling
between 2s and 2pπ which is equal to zero. Therefore, the last term in equation
1.23 drops and we are only left with Hspσ parameter which we call Hsp here after.
Table 1.1: Values of the coupling and overlap parameters in the Hamiltonian
matrix for the carbon atom for nearest neighbour approximation. (Adapted from
G. Dresselhaus, M.S. Dresselhaus and R. Saito,Physical Properties of Carbon
Nanotubes, Imperial College Press, London, 1998.)
Coupling Parameter Value(eV) Overlap Parameter Value(eV)
ǫ2s -8.868 - -
ǫ2p 0 - -
Hss -6.769 Sss 0.212
Hsp -5.580 Ssp 0.102
Hσ -5.037 Sσ 0.146
Hπ -3.033 Sπ 0.129
8
Table 1.2: Another set of tight binding coupling parameters for carbonwith second
nearest neighbour approximation. (Adapted from D. Tomanek, S. G. Louie, Phys.
Rev B, 37, 8327, 1988)
First nearest Value(eV) Second nearest Value(eV)
neighbour parameter neighbour parameter
ǫs -7.3 Hss2 -0.18
ǫp 0 Hsp2 0
Hss -4.30 Hppσ2 0.35
Hsp 4.98 Hppπ2 -0.10
Hppσ 6.38
Hppπ -2.66
After determining all the elements of Hamiltonian matrix we have to solve
the secular equation det(H − ES) = 0. S is the overlap matrix which is defined
similar to Hamiltonian matrix but the diagonal elements are 1. In table 1.1, the
coupling and overlap parameters for the Hamiltonian matrix is shown for the
first nearest neighbour approximation [22]. The band structure created using
these parameters is shown in figure 1.3a. In table 1.2 another set of parameters
are shown. These parameters include second nearest neighbour atoms, but the
overlap matrix is assumed to be identity matrix. The band structure of graphene
generated using these parameters is shown in figure 1.3b. The bands around
Fermi level are described quite well in both of the graphs and as the valance and
conduction bands cross at K point. If a three dimensional graph for the band
structure was drawn, these bands would have a conical shape as shown in figure
1.4. As it can be seen from the figure the Wigner-Seitz cell is a hexagon with
K points in each corner. Therefore, there are Dirac cones at each corner of this
hexagon. For these valance and conduction bands the energy dispersion relation
is linear around Dirac point which can be given by;
E±(q) ∼= ±vF |q|+Θ(q2) (1.24)
where q is the momentum measured relatively to the Dirac points and vF is the
Fermi velocity [8]. According to Wallace et al., the value of this velocity is around
9
Figure 1.3: The calculated graphene electronic band structure along the high
symmetry points Γ, K and M, using tight binding parameters a) including only
first nearest neighbour hoppings shown in table 1.1, b) including first and second
nearest neighbour hoppings shown in table 1.2.
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Figure 1.4: Three dimensional drawing of the electronic band structure of
graphene over the Wigner-Seitz cell with a zoomed vision on K point to show
the conical behaviour. (Reproduced from A.H. Castro Neto, F. Guinea, N.M.R.
Peres, K.S. Novoselov and A.K. Geim, Reviews of Modern Physics, 81, 2009).
106 m/s, which is around c/300, c being the speed of light [23]. Notice that the
Fermi velocity is independent of the energy or the momentum differing from usual
case.
Massless Dirac equation describes the energy of ultra-relativistic particles.
The energy spectrum of graphene resembles these particles near K points. A
direct consequence of Dirac like spectrum is to have cyclotron mass which depends
on the square root of the electronic charge density. The cyclotron mass, within
the semiclassical approximation, can be defined as
m∗ =
1
2π
∂A(E)
∂E
, (1.25)
where A(E) is the area enclosed by orbit in momentum space. A(E) is given by;
A(E) = πq2 = π
E2
v2F
. (1.26)
Using equation 1.26 in equation 1.25, the cyclotron mass can be obtained as,
m∗ =
E
v2F
=
q
vF
. (1.27)
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The relation between the electronic charge density and the Fermi momentum is;
n =
k2F
π
. (1.28)
Using equation 1.28 in equation 1.27 the cyclotron mass can be derived in terms
of the square root of electronic charge density as follows;
m∗ =
√
π
vF
√
n. (1.29)
The cyclotron mass can be calculated experimentally and the experimental data
fits the calculated results providing an estimation for Fermi velocity around c/300
[8]. The observation of cyclotron mass being proportional to the square root of
the charge density is an evidence for the existance of massless Dirac particles in
graphene.
Figure 1.5: Total density of states of graphene computed from tight binding
method with first nearest neighbour approximation on the left, and the neigh-
bourhood of Fermi level is magnified on the right. (Reproduced from A.H. Castro
Neto, F. Guinea, N.M.R. Peres, K.S. Novoselov and A.K. Geim, Reviews of Mod-
ern Physics, 81, 2009)
According to Neto et al. the calculated density of states is shown in figure
1.5 for the first nearest neighbour approximation [8]. Although the total den-
sity of states of graphene is asymmetric around Fermi level, it is approximately
symmetric in the zoomed part of the figure showing linear dependency on energy,
ρ(ǫ) ∝ |ǫ|.
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In short, graphene has a band structure such that at near K points valance
and conduction bands touch each other at the Fermi level in a conical shape. As
a result, electrons in graphene behave like Dirac Fermions reaching relativistic
speeds for conduction.
1.2 Organization of the Thesis
Graphene is the basic structure in the thesis. Therefore, we must first understand
the electronic properties of graphene. The first chapter of the thesis is the intro-
duction chapter where the organization of the thesis and the electronic structure
of graphene is explained.
We use ab-initio methods to calculate the properties of the graphitic struc-
tures we are interested in. These ab-initio methods are tight binding approach
and density functional theory. The second chapter consists of the theoretical
background of the ab-initio methods used.
If we can somehow cut the graphene layer, we can have a one or zero di-
mensional nano-sized ribbon-like structure out of it. These structures are called
graphene nano-ribbons (GNRs). They can have band gaps depending on their
shapes and sizes. GNRs are a huge research area by itself; energy band gap en-
gineering [24–26], transport properties [27–30], impurities [31], effect of electric
field [32–34], edge effects [35,36] are some examples. There are even some works
to use them as a molecular switch [37]. Although, graphene has zero band gap,
Graphene nano-ribbons are finite sized graphenes and they can have finite band
gaps so they are one of the new candidates for band gap engineering applications.
Depending on their shapes and sizes, band gap values vary a lot. In the third
chapter of this thesis, we present theoretical calculation of the band structures of
Graphene nano-ribbons in both one (infinite in one dimension) and zero dimen-
sions (finite in both dimensions) with the help of tight binding method for several
graphene nano-ribbons including armchair (AGNR), zigzag (ZGNR) and chiral
(CGNR) types. These graphene nano-ribbons are observed to have zero or finite
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band gaps which increase with the decrease in the size of the ribbon making them
much more suitable and strong candidate to replace silicon as a semiconductor.
Also, the chirality angle has a major role in the change of the value of band gap
and energy values.
Carbon nanotubes are rolled up versions of graphene. They are one dimen-
sional materials showing different band gaps depending on their chiralitiy and
radii [22]. Also, mechanical properties of CNTs are very unique. Although they
are very soft in radial direction and can change their shape elastically, they are
very stiff in axial direction [22]. After the discovery of CNTs by Iijima in 1991,
the number of researches on it grew enormously [38]. There are many appli-
cations foreseen for CNTs such as nanosized electronics [39–41], Li ion batter-
ies [42], hydrogen storage divices [43,44], molecular sensors [45,46], field emission
sources [47], scanning probe microscope tips [48]. Up to date, junctions consisting
of two crossed nanotubes have been produced [41]. It is shown that nanotubes
make Y-junctions and T-junctions and kinks [49–51]. If we can control the growth
of this junctions and kinks, we can produce the interested junction and make use
of it as a device in nano-electronics. Therefore, it is very important to understand
the growth mechanism of CNTs. It is reported that sulfur has a major role in
this growth mechanism [49, 50, 52–54] of these junctions. Although sulfur plays
a unique role in the growth of Y-junctions and kinks, if we replace sulfur with
phosphorus under the same conditions it is shown that CNTs grow in a very
low quantity [52]. In the forth chapter of this thesis, the difference between the
effects of sulfur and phosphorus in the growth mechanism is investigated from
DFT based first-principle calcultions.
The technological improvements in the size and variation of electronic devices
made them cheap and available for the public. Today almost everyone living
in a modern city has at least one cell phone. However, these kind of electronic
devices need small but efficient power supplies with high capacity. Li ion batteries
are commonly used as an energy storage device since they are rechargeable and
very efficient. Graphitic carbon and related carbonaceous materials are prime
candidates for electrode applications in such batteries having reversible capacity
of a couple of hundreds Ah/kg [55, 56]. Also structural stability of carbon based
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materials makes them even better with respect to other candidates such as metal
oxide compounds [57]. In the fifth chapter of this thesis, we investigate lithium
chemistry on graphitic structures and used the information to simulate carbon
nanotube - lithium atom interaction [58].
The graphene layers consist of carbon atoms creating hexagons and in the unit
cell there are two of them, namely A and B type atoms. These atoms have no
difference in graphene, however, in highly oriented pyrolytic graphite (HOPG),
which is a three dimensional structure, they do. In HOPG each consecutive
graphene layers are shifted such that A atoms lie on top of each other, whereas,
B atoms lie on top of the center of the hexagon. In scanning tunnelling microscope
(STM) image of HOPG this situation has a stunning effect. In those images only
one type of atoms is visible [59,60] which are widely accepted to be B type. The
proposed explanation is the charge density difference, which is reasonable since
STM plots the charge density profiles. Apart from that, large super-periodicities
of HOPG structures are reported [61–67]. There may be many possible physical
origins for them but we are interested in Moire pattern assumption [61–63, 68],
which briefly states that the top most layer of the graphite is rotated with respect
to the layers underneath. In the sixth chapter of this thesis we first try to explore
the geometry of Moire patterns and then investigate the charge profile to explain
the related STM images. Finally, in the seventh chapter we conclude the thesis.
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Chapter 2
Computational Methods
The electronic band structures of graphene nano-ribbons discussed in chapter
three are calculated from tight binding model with second nearest neighbour
approximation. Density functional theory is employed in the calculations subject
to chapter four, five and six. Therefore, in this chapter, we introduce background
information on the computational methods used in this thesis.
2.1 Tight-Binding Method
There are many methods within energy band theory to determine the band struc-
tures of solids. Green’s functions method, density functional theory and tight-
binding method are some examples. Among these methods the tight-binding
(TB) model is simple but very instructive and accurate enough approach for the
description of electronic structure of many systems. The tight-binding model
assumes that the approximate set of wave functions based upon superposition
of the wave functions for isolated atoms located at each atomic site is enough
to describe the system. Therefore, the method is very closely related to the
linear combination of atomic orbitals method (LCAO) used in chemistry. The
tight-binding model can be applied to a wide variety of solids. In many cases,
this model is accurate enough for qualitative results. Furthermore, even when
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this approach fails to describe the system, it is still useful to use by combining
with other methods whose results are more accurate. Although, the tight-binding
model is a simple approach, the model also provides a basis for more advanced
calculations.
The tight-binding model is more accurate in the systems where the electrons
are tightly bound to their atoms as the name suggests. Therefore, these electrons
should have limited interaction with the potentials and the states originating from
the surrounding atoms in the solid. As a natural result of this low interaction,
the wave functions of the electron will be very close to the atomic orbitals of
the atom that it belongs to. Then, it can be assumed that the restricted Hilbert
space is spanned by atomic orbitals and they are sufficient enough to describe
the wave functions. The wave functions of the electron can be written in terms
of the linear combination of the atomic orbitals with a weight function.
In a periodic medium, the potential inside the unit cell is repeated just like
the atoms. Bloch’s theorem suggests that the wave-function of the lattice should
have a translational symmetry and satisfy the following equation;
T~aiΨ = e
i~k·~aiΨ (2.1)
where T~ai is a translational operation along the lattice vector ~ai (i = 1, 2, 3),
Ψ is the wave function and ~k is the wave vector. In tight-binding method we
use atomic orbitals to describe this function. Therefore, a tight-binding Bloch
function is given by;
Φlj(~k, ~r) =
1√
N
N∑
~R
ei
~k·~Rψl(~r − ~tj − ~R), (j = 1, ..., n), (2.2)
with the summation running over all the N unit cells in the crystal. In equation
2.2, ~tj is the basis vector related to the position of the j
th atom with n atoms in
the unit cell, ψl is the atomic wave function of state l and ~R is the lattice vector.
Therefore, we assume that the atomic wavefunctions in the unit cell weighted
by a phase factor summed over the lattice vectors describe Bloch functions in
the solid. In order to verify that these states have Bloch character we look for
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Φlj(~k, ~r + ~R′) as follows;
Φlj(~k, ~r + ~R′) =
1√
N
N∑
~R
ei
~k·~Rψl((~r + ~R′)− ~tj − ~R)
= ei
~k· ~R′ 1√
N
N∑
~R
ei
~k·(~R− ~R′)ψl(~r − ~tj − (~R− ~R′))
= ei
~k· ~R′ 1√
N
N∑
~R′′
ei
~k· ~R′′ψl(~r − ~tj − ~R′′) = ei~k· ~R′Φlj(~k, ~r) (2.3)
where ~R′′ = ~R − ~R′ is another lattice vector. The nth eigenfunction in the solid
can be expanded by the linear combination of Bloch functions as follows;
Ψn(~k, ~r) =
∑
lj
Cnlj(
~k)Φlj(~k, ~r) (2.4)
and all that remains to do is determine the coefficients Cnlj(
~k). The nth eigenvalue,
i.e., the nth energy value as a function of wave vector ~k is given by;
En(~k) =
〈Ψn~k |H|Ψn~k〉
〈Ψn~k |Ψn~k〉
(2.5)
where H is the Hamiltonian of the solid.
Substituting equation 2.4 into equation 2.5, we obtain;
En(~k) =
∑
ljl′j′ Hljl′j′(
~k)Cn∗lj C
n
l′j′∑
ljl′j′ Sljl′j′(
~k)Cn∗lj C
n
l′j′
(2.6)
where l and l′ denote the atomic orbitals and j and j′ represents the atoms
in the unit cell. The integrals over the Bloch orbitals, Hljl′j′(~k) = 〈Φlj|H|Φlj′〉
and Sljl′j′(~k) = 〈Φlj|Φlj′〉 are called transfer integral matrices and overlap integral
matrices respectively. Minimizing the eigenvalue by taking derivative with respect
to Cn∗lj , multiplying both sides of the equation by
∑
ljl′j′ Sljl′j′(
~k)Cn∗lj C
n
l′j′ and
inserting En(~k) from equation 2.6 into this equation, we obtain equation 2.8 as
follows;
∂En(~k)
∂Cn∗lj
=
∑
l′j′ Hljl′j′(
~k)Cnl′j′∑
ljl′j′ Sljl′j′(
~k)Cn∗lj C
n
l′j′
−
∑
ljl′j′ Hljl′j′(
~k)Cn∗lj C
n
l′j′
(
∑
ljl′j′ Sljl′j′(
~k)Cn∗lj C
n
l′j′)
2
∑
l′j′
Sljl′j′(~k)C
n
l′j′ = 0
(2.7)
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∑
l′j′
Hljl′j′(~k)C
n
l′j′ = E
n(~k)
∑
l′j′
Sljl′j′(~k)C
n
l′j′ . (2.8)
If we define the coefficients as a column vector with elements Cnl′j′ =
(Cn1j′ , ..., Cl′j′ , ...) by transporting the right hand side to the left, we have
(H − En(~k)S)Cnl′j′ = 0. If the inverse of (H − En(~k)S) exists, this means that
Cnl′j = 0, which represents the null vector, and the no wavefunction is obtained.
Hence, the eigenfunction is only given when the inverse matrix does not exist,
which means the following equation should hold;
det|H − ES| = 0, (2.9)
which is called the secular equation. By solving the secular equation, we can
obtain the energy eigenvalues En(~k), for a given ~k.
In short, in order to make use of tight-binding method in the band structure
calculation, we first specify the unit cell, unit vectors, the basis set and the atomic
orbitals to be used. Then, we calculate the reciprocal lattice vectors and select
the high symmetry directions in the Brillouin zone. After that, we calculate the
transfer and the overlap matrix elements and solve the secular equation for the
selected ~k points to obtain the energy eigenvalues and the coefficients.
2.2 Density Functional Theory
Density functional theory is a quantum mechanical theory used in physics and
chemistry. This theory tries to investigate the electronic structure of many-body
systems based on the functionals that depends on the charge density function.
In general, many-body systems consist of a collection of atoms and electrons
interacting among themselves. Therefore, a many-body Schro¨dinger equation
contains 3N +3Ne degrees of freedom where N is the number of atoms and Ne is
the number of electrons without taking spin degrees of freedom. The Hamiltonian
for many-body Schro¨dinger equation can be written in atomic units as;
H = −
N∑
I=1
∇2I
2MI
−
Ne∑
i=1
∇2i
2
+
N−1∑
J=1
N∑
I=J+1
ZIZJ
| ~RI − ~RJ |
+
Ne−1∑
j=1
Ne∑
i=j+1
1
|~ri − ~rj|−
N∑
I=1
Ne∑
i=1
ZI
| ~RI − ~ri|
(2.10)
19
where MI is the mass of the nuclei, ZI is the number of protons in I
th nucleus,
~RI and ~ri denote the positions of nuclei and electrons. The first two terms
represent the kinetic energy of the nuclei and the electrons respectively. The
remaining terms are the electrostatic Coulomb interaction of nucleus-nucleus,
electron-electron and nucleus-electron respectively. With this Hamiltonian, the
Schro¨dinger equation can be written as follows;
HΨ(r,R) = EΨ(r,R). (2.11)
Here Ψ is the wave-function of the many-body system and E is the energy eigen-
state for the state. In practice, it is impossible to solve this problem analytically.
Even with the help of numerical methods it is possible to solve only a very lim-
ited number of cases in which there are a few electrons and nuclei. This problem
arises because of two main reasons. First, this many body Schro¨dinger equation
(equation 2.11) is not separable, i.e. it cannot be decoupled into a set of indepen-
dent equations because of Coulombic correlations. Therefore, in general one has
to deal with 3N+3Ne coupled degrees of freedom disregarding the spin. The sec-
ond reason is that the particles that form the system can obey different statistics,
i.e. electrons are fermions which should obey the Fermi-Dirac statistics and nu-
clei can be fermions or bosons which can be distinguishable or indistinguishable.
These difficulties can be overcome by the help of approximations.
2.2.1 Adiabatic Approximation
Adiabatic approximation, which is also know as Bohr-Oppenheimer Approxima-
tion origins from the large difference between the mass of the nuclei and electrons.
Mass of a nucleus is at least three orders of magnitude greater than the mass of an
electron. Therefore, nuclei are much heavier particles than the electrons and the
response of a nucleus to the change in the environment is much slower than that
of an electron. Then, while electrons can instantaneously follow the changes, nu-
clei stay in the same stationary state. This stationary state will vary in time due
to the Coulombic coupling and as the nuclei follow their dynamics the electrons
will instantaneously arrange their wave-functions accordingly. Hence, the full
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wave-function can be separated into electronic and nuclear wave-functions [69];
Ψ(r,R) = χ(r,R)Φ(R) (2.12)
where χ is the electronic and Φ is the nuclear wave-functions. This is called
the adiabatic approximation. The decoupled adiabatic Schro¨dinger equations
become;
HΨ(r,R) = Hχ(r,R)Φ(R) = Eχ(r,R)Φ(R),
{Te + Vee(r) + VNe(r,R)}χn(r,R) = ǫn(R)χn(r,R), (2.13)
{TN + VNN(R) + ǫn}Φn(R) = En(R)Φn(R). (2.14)
In equations 2.13 and 2.14, T represents the kinetic energy and V represents
the Coulomb potential. The Coulombic interactions between the nuclei and the
electrons enter the electronic Hamiltonian in equation 2.13. However, since nuclei
are in stationary state, nuclear positions enter this equation as parameters and by
varying these positions adiabatically the potential energy surface of the electronic
ground state can be formed and the motion of the nuclei can be solved. Then,
the following equations are obtained;
{Te + Vee(r) + VNe(r,R)}χ0(r,R) = ǫ0(R)χ0(r,R), (2.15)
{TN + VNN(R) + ǫ0(R)}Φn(R, t) = ih¯ ∂
∂t
Φn(R, t). (2.16)
If the nuclei are treated as classical particles assuming that they are sufficiently lo-
calized, the connection between classical and quantum mechanics can be achieved.
Then, the quantum mechanical analog of Newton’s equation can be obtained by
Ehrenfest’s theorem of the mean value of the position operator as follows;
MI
〈∂2RI〉
∂t2
= −〈∇IE0(R)〉, (2.17)
where
E0(R) = ǫ0(R) + VNN(R). (2.18)
Contributions from both the ion-ion interaction and the gradient of the electronic
total energy of the ground state are contained in the force −〈∇IE0(R)〉 in equa-
tion 2.17. The gradient of the electronic total energy of the ground state can be
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calculated from Hellman-Feynman theorem;
〈∇Iǫ0(R)〉 = ∇I〈χ0|He(R)|χ0〉
= 〈∇Iχ0|He(R)|χ0〉+ 〈χ0|He(R)|∇Iχ0〉+ 〈χ0|∇IHe(R)|χ0〉
= 〈χ0|∇IHe(R)|χ0〉. (2.19)
The first and second terms are zero due to the variational property of the ground
state.
2.2.2 Hartree and Hartree-Fock Approximation
With the Born-Oppenheimer approximation and the classical nuclei approxima-
tion, nuclear part of the many-body Schro¨dinger equation is solved, however, due
to the complex electron-electron interaction the electronic part still remains as a
difficult task. The first approximation to this problem is proposed by Hartree in
1928 [70]. According to Hartree approximation, the electronic wavefunction can
be written as the product of single electron wavefunctions;
χ(r) =
∏
i
φi(ri). (2.20)
Each electron is then subjected to an effective potential which is created by the
nuclei and other electrons. Hence, the Schro¨dinger equation for the single electron
can be written as; (
− h¯
2
2m
∇2 + V (i)eff (r)
)
φi(r) = ǫiφi(r) (2.21)
where the effective potential is the sum of the potentials of nuclei and other
electrons as follows;
V
(i)
eff (r) = VNe(r) +
∫ ∑
j 6=i |φj(r′)|2
|r− r′| dr
′. (2.22)
In equation 2.22, VNe(r) stands for the Coulombic interaction between the electron
and the nuclei, and |φj(r′)|2 is the charge density nj of the jth electron. Notice
that ith electron is excluded in the summation as i 6= j so that the equation is self
interaction free. Since the electron-electron interaction is counted twice in the
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effective potential, the total energy of the system by the Hartree approximation
can be written as;
EH =
Ne∑
i
ǫi − 1
2
∫ ∫
n(r)n(r′)
|r− r′| drdr
′. (2.23)
The charge density is expressed in terms of the electronic eigenstates and
the effective potential, so the Schro¨dinger equation is expressed in terms of the
charge density. By solving the Schro¨dinger equation, we can re-calculate the
electronic eigenstates. Therefore, the electronic Schro¨dinger equation reduces to
a self-consistent problem. The procedure can be summarized as follows; first,
an appropriate trial wavefunction is choosen. Then, from this wavefunction the
charge density so and effective potential can be obtained. From the charge density,
total energy of the system can be calculated, and the Schro¨dinger equation can
be solved to obtain a new wavefunction. Repeating the same procedure, self
consistency can be achieved within the desired accuracy by checking the energy
and the wavefunction difference of the consecutive steps.
One of the problems of Hartree approximation is that it does not include the
Fermionic nature of electrons. The Hartree-Fock method overcomes this prob-
lem and makes the electronic wavefunction antisymmetric by the introduction
of Slater determinant [71]. According to Hartree-Fock approximation, the total
wavefunction can be written as the determinant of the matrix containing single
electron wavefunctions as follows;
χ(r) =
1√
N !
∣∣∣∣∣∣∣∣∣∣
φ1(r1, σ1) φ1(r2, σ2) ... φ1(rN , σN)
φ2(r1, σ1) φ2(r2, σ2) ... φ2(rN , σN)
... ... ... ...
φN(r1, σ1) φN(r2, σ2) ... φN(rN , σN)
∣∣∣∣∣∣∣∣∣∣
. (2.24)
In equation 2.24, σj represents the spin of j
th electron. The exchange interaction
of electrons included in this formalism gives rise to an additional coupling term in
the Schro¨dinger equation and the energy of the system is reduced. The electronic
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Schro¨dinger equation for the ith electron can be rewritten as;(
−∇2 + VNe(r) +
∫ ∑
σ,j 6=i |φj(r′, σ)|2
|r− r′| dr
′
)
φi(r, σ)
−
∫ ∑
σ,j 6=i φ
∗
j(r
′, σ)φi(r′, σ)
|r− r′| dr
′φi(r, σ) = ǫiφi(r, σ). (2.25)
In equation 2.25, the first two terms on the left hand side are the Hartree terms
and the last term on the left hand side is the exchange term. Notice that, there is
no self interaction of electrons in the equation due to cancellations. Calculating
the electronic properties of a system with Hartree-Fock equation is similar to the
procedure applied for Hartree equation where the wavefunctions are generated
through self-consistent iteration method. The greatest problem with both of
these methods is that the computation time and cost increases rapidly as the
number of interacting particles increase. Also, these methods over-estimate the
band and HOMO-LUMO gap values.
2.2.3 Thomas-Fermi Theory
One of the first attempts to write the total energy of a system in terms of charge
density function was done by Thomas and Fermi in 1927 [72, 73]. The theory is
based on writing the total kinetic energy term of the electrons as a functional of
electron density. Thomas and Fermi assume that the electrons of the system can
be treated as homogeneous electron gas and the density is related to fermi energy
as follows;
n = 23/2
ǫ
3/2
F
3π2
⇒ ǫF = n2/3 (3π
2)2/3
2
. (2.26)
The kinetic energy density is t(~r) = 3n(~r)ǫF/5. Therefore, total kinetic energy of
the electrons can be expressed in terms of charge density as;
TTF = CF
∫
n5/3(r)dr (2.27)
where CF = 3(3π)
2/10. Neglecting the contribution of the exchange and correla-
tion of electrons in total energy, we can obtain the following Thomas-Fermi total
energy as a functional of charge density,
ETF [n] = CF
∫
n5/3(r)dr+
∫
V (r)n(r)dr+
1
2
∫ ∫
n(r)n(r′)
|r− r′| drdr
′. (2.28)
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Using the variation principle and the constraint that the number of electrons is
constant one can introduce Lagrange multipliers and minimize the total Thomas-
Fermi energy with respect to charge density to obtain;
δ
δn(r)
(
ETF − µ
∫
n(r)dr
)
= 0,
µ =
5
3
CFn
2/3(r) + V (r) +
∫
n(r′)
|r− r′|dr
′ (2.29)
where µ is the chemical potential.
Without taking the exchange and correlation potentials into account and ex-
pressing the kinetic energy term in a crude way, the Thomas-Fermi theory is a
poor model. However, it is a very important theory since it constructs the basis
for the modern density functional theory.
2.2.4 Hohenberg-Kohn Theory
The basis of density functional theory is that the electronic properties of a many-
body system can be defined as a functional of ground state charge density. As
a result of the Born-Oppenheimer approximation, we treat the potential due
to nuclei as an external potential and express as the summation of Coulomb
interactions of all electrons and nuclei. If we define the remainder of the electronic
Hamiltonian as F which contains kinetic energy and the Coulombic interaction
of the electrons, we have;
H = VNe(r) + Te + Vee(r) = Vext + F. (2.30)
F is the same for all N -electron systems, hence, the Hamiltonian and the ground
state wavefunction are completely determined by N and Vext. The first statement
of Hohenberg and Kohn is that, Vext is uniquely determined, except for a constant
shift in energy, by the ground state electronic density n0 [74]. The proof is
as follows; assume that there exists a second external potential V ′ext with the
ground state |Ψ′0〉 which gives rise to the same ground state density n0(r). Then,
the ground state energies are E0 = 〈Ψ0|H|Ψ0〉 and E ′0 = 〈Ψ′0|H ′|Ψ′0〉, where
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H = Vext+F and H
′ = V ′ext+F . Taking |Ψ′0〉 as a trial wavefunction for H, we
obtain the strict inequality by variational principle;
E0 < 〈Ψ′0|H|Ψ′0〉 = 〈Ψ′0|H ′|Ψ′0〉+ 〈Ψ′0|H −H ′|Ψ′0〉
= E ′0 +
∫
n0(r)(Vext(r)− V ′ext(r))dr. (2.31)
On the other hand, taking |Ψ0〉 as a trial wavefunction for H ′ we obtain;
E ′0 < 〈Ψ0|H ′|Ψ0〉 = 〈Ψ0|H ′|Ψ0〉 − 〈Ψ0|H −H ′|Ψ0〉
= E0 −
∫
n0(r)(Vext(r)− V ′ext(r))dr. (2.32)
Adding equation 2.31 to equation 2.32 we obtain E0 + E
′
0 < E0 + E
′
0. Then,
the first assumption that there can exist a second external potential V ′ext with
the ground state |Ψ′0〉 which gives rise to the same ground state density n0(r) is
wrong and the statement is true. Therefore, there cannot be two different external
potentials up to a constant shift, which give rise to the same non-degenerate
ground state electronic density. In other words, the ground state determines the
external potential within a constant, thus, energy and external potentials are
functionals of n0(r). The second statement of Hohenberg and Kohn is that the
density that minimizes the total energy is the exact ground state [74]. In order to
prove this we write the energy functional in terms of external potential as follows;
E[n(r)] =
∫
n(r)Vext(r)dr+ F [n(r)] (2.33)
where F [n(r)] is an unknown, but otherwise universal functional of n(r). Number
of electrons N and the external potential Vext(r) determines H and thus Ψ which
ultimately means Ψ is a functional of n(r). Hence, the expectation value of F
is also a functional of n(r), i.e., F [n(r)] = 〈Ψ|F |Ψ〉. Now, if we define energy
functional for another electronic density n′(r) and apply the variational principle
we obtain;
E[n′(r)] =
∫
n′(r)Vext(r)dr+ F [n
′(r)] (2.34)
and consequently,
〈Ψ′|F |Ψ′〉+ 〈Ψ′|Vext|Ψ′〉 > 〈Ψ|F |Ψ〉+ 〈Ψ|Vext|Ψ〉. (2.35)
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Using the expectation value of F in equation 2.35 the following inequality can be
formed;
F [n′(r)] + 〈Ψ′|Vext|Ψ′〉 = F [n′(r)] +
∫
n′(r)Vext(r)dr >
F [n(r)] + 〈Ψ|Vext|Ψ〉 = F [n(r)] +
∫
n(r)Vext(r)dr. (2.36)
Combining equation 2.36 with equation 2.34, we can identify the following in-
equality;
E[n′(r)] > E[n(r)] = E[n0(r)]. (2.37)
Therefore, the energy for the ground state density n0(r) is indeed lower than the
energy for any other state n′(r).
2.2.5 Kohn-Sham Equations
Kohn and Sham make use of the theories explained above to suggest a solution
to find the wavefunctions of a many-body system. They stated that the total
energy of an interacting system can be calculated using the equations describing
non-interacting particles [75]. In order to do this, the total energy functional
is written in terms of electronic density as in equation 2.33. In equation 2.33,
F [n(r)] describes the kinetic energy and the electron-electron interaction of non
interacting particles as well as including the exchange and correlation term as
follows;
F [n(r)] = Te + Vee = Ts + Vs + VXC (2.38)
where Ts and Vs are the kinetic and potential energy of non-interacting particles
and VXC includes the energy from all the exchange and correlation of the electrons.
Then, the total energy as a functional of electronic density can be written as
Etot[n(r)] = −1
2
∑
i,σ
∫
φ∗i (~r)∇2φi(~r)dr+
∫
Vextn(r)dr
+
∫
n(r)n(r′)
|r− r′| drdr
′ + EXC [n(r)], (2.39)
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where EXC represents the exchange-correlation energy. The exchange and corre-
lation energy can be minimized with respect to electronic density to get exchange-
correlation potential;
VXC(r) =
δEXC [n(r)]
δn(r)
. (2.40)
Then, the single particle Shro¨dinger equation can be written as;(
− 1
2
∇2 + Vext(r) + VH + VXC(r)
)
φi(r) = ǫiφi(r) (2.41)
where
VH =
∫
n(r′)
|r− r′|dr
′ (2.42)
is called the Hartree potential. This equation is very important because it reduces
the many-body electron system into non-interacting electrons system, where the
electrons feel the effective potential of other electrons and nuclei, hiding the ex-
change and correlation of electrons inside the exchange and correlation potential.
If the exchange and correlation energy was known exactly, the total energy of
the system could be calculated without approximations. Since the exchange and
correlation energy functional is not known explicitly, some approximations are
made for the exchange-correlation potential.
2.2.6 Approximations For Exchange-Correlation Poten-
tial
The major problem of density functional theory is that the exact functionals for
exchange and correlation energy are not known except for the free electron gas
whose exchange functional is known. However, making approximations is possible
and these approximations work quite well in the calculation of certain physical
quantities. The simplest and most widely used approximation is the local den-
sity approximation (LDA) or more generally local spin density approximation
(LSDA). In this approximation, the exchange-correlation energy of an inhomo-
geneous system is described with an assumption that the exchange-correlation
energy per electron is similar to that of the exchange-correlation energy per elec-
tron of a homogeneous electron gas. Therefore, the energy as a functional of
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density can be written as;
ELSDAXC [n
↑n↓] =
∫
n(r)εhomXC (n
↑(r), n↓(r))dr, (2.43)
where εhomXC is the exchange and correlation function of a homogeneous electron
gas.
General features of LDA are as follows; it favoures more homogeneous sys-
tems, it gives over-binding molecules and solids, chemical trends are estimated
usually correctly and for covalent, ionic and metallic systems, although dielectric
properties are overestimated, geometry of the system and phonon frequencies are
well predicted.
LDA is very successful to predict the properties of many systems, especially
those where the electronic density is uniform, however, there are some features
that LDA fails to reproduce such as; weak molecular bonds where the bond-
ing region has inhomogeneous electronic density, Van der Waals interaction and
underestimation of the energy band gap in semiconductors.
In order to improve LSDA, which makes use of the charge density at a coor-
dinate, further for some cases, generalized gradient approximation (GGA), which
takes into account the gradient of the density at the same coordinate as well, is
proposed. The exchange energy functional for GGA can be rewritten as;
EGGAXC [n
↑n↓] =
∫
n(r)εhomXC (n
↑(r), n↓(r), ~∇n↑(r), ~∇n↓(r))dr. (2.44)
There are many forms of εhomXC (n
↑(r), n↓(r), ~∇n↑(r), ~∇n↓(r)) proposed such as
Becke (B88) [76], Perdew and Wang (PW91) [77] and Perdew, Burke and Enz-
erhof (PBE) [78]. Although, GGA sometimes worsen the results with respect to
LDA, it estimates binding and atomic energies, bond lengths and angles and the
properties of hydrogen bonded systems except for F-H bond better.
Both of the approximations has advantages and disadvantages over each other.
Hence, it is better to check both of them to compare with the real system for the
particular case interested.
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2.2.7 Plane Wave Basis Set
In order to be able to solve equation 2.41, we have to expand the wave function
in terms of some basis set at each ~k. In density functional theory, we choose
plane wave basis set which is very convenient in crystals due to periodic potential
and also they can expand the wavefunction regardless of the atom type. Another
important property of the plane wave basis set is that they are easy to work in
reciprocal space so that computational errors decrease significantly.
According to Bloch’s Theorem, under a periodic potential, the electronic wave
function can be written as
φi(r) = e
ik·rfi(r), (2.45)
where fi(r) is a periodic function with the periodicity of the lattice. This function
can be extended in terms of the plane wave basis set with reciprocal lattice vectors
G as
fi(r) =
∑
G
ci,Ge
iG·r. (2.46)
In equation 2.46, ci,G are the plane wave coefficients. By combining equations
2.45 and 2.46 one can obtain the electronic wave function to be
φi(r) =
∑
G
ci,k+Ge
i(k+G)·r, (2.47)
In principle, the expansion of the wavefunctions at each ~k requires infinite
number of plane waves. However, the contribution of the plane waves with low
kinetic energy are greater than those with high kinetic energy to this expansion.
Hence, the expansion can be truncated after some predefined cut-off energy. With
the defined cut-off energy the coefficient ci,G of plane waves e
iG·r are set to zero
when,
|k+G|2/2 > Ecut. (2.48)
When the plane waves are used in the expansion of wavefunctions, the Kohn-
Sham equation turns into a matrix equation and the solution can be found by
the diagonalization of the Hamiltonian matrix. The size of the matrix depends
on the cut-off energy, therefore, before performing the calculations cut-off energy
should be tested and an appropriate cut-off energy should be chosen.
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Although, Bloch theorem cannot be applied to non-periodic systems, a non-
periodic system can be thought as a periodic non-interacting system. In order to
do this, a periodic super-cell is defined such that the closest atoms of neighbouring
unit cells are so far that they cannot have a significant interaction. The interac-
tion distance depends on the kind of atoms and molecules, inside the super-cell
and should be tested before performing the calculations. For instance, a typical
distance for carbon atoms is 10 A˚ which is the main subject of this thesis.
2.2.8 Pseudopotentials
Valance electrons of the atoms are responsible for many of the physical prop-
erties. The wavefunctions of the valance electrons must be orthogonal to the
wavefunctions of the core electrons. Strong ionic potential in the core region,
Pauli exclusion principle and the orthogonality of the wavefunctions enforce the
wavefunctions of the valance electrons to oscillate rapidly in the core region.
Hence, expanding the wavefunctions of core electrons in terms of a plane wave
basis set requires a very large number of plane waves [79]. The plane wave basis
set formalism is the simplest approach for periodic systems. Therefore, instead
of leaving the plane wave formalism, the potential in the core region is approx-
imated by a pseudopotential. The pseudopotential approximation removes the
core electrons and replaces the strong ionic potential of the core region by a very
soft and weak pseudopotential. This leads to smooth pseudo wavefunctions of
valance electrons in the core region which can be expanded in terms of a plane
wave basis set with a small number of plane waves. A norm-conserving pseudopo-
tential has some properties. First, the pseudopotential should lead to a smooth
pseudo wavefunction such that it should have no nodes. Second, the normal-
ized pseudo wavefunction with angular momentum l should coincide with the
all-electron wave function with the same angular momentum beyond a cut-off
radius. Third, the number of charges should be conserved, i.e., the number of
charges determined by the pseudo wavefunction should be equal to that of the
all-electron wavefunction. Finally, the eigenvalues of pseudo wavefunction and
the real wavefunction should be equal.
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2.2.9 k-point Sampling
The periodicity determines the unit cell, and in turn the periodicity of the Bril-
louin zone. The volume of the unit cell is inversely proportional to the volume of
the Brillouin zone, therefore, Brillouin zone for a greater unit cell is smaller. In
principle, the integrations carried out in the Brillouin zone should include infinite
number of k-points. However, the calculated wavefunctions are almost identical
for some neighborhood of a k-point. Therefore, infinitely many k-points do not
have to be taken into account, but, a k-point mesh with finite number of k-points
is enough. The size of the mesh is closely related to the size of the Brillouin zone,
and in turn the unit cell.
There are different kinds of methods to create special sets of k points in the
Brillouin zone. One of these methods is the Monkhorst-Pack grid in which k
points are distributed uniformly throughout the first Brillouin zone [127]. It
requires much denser k point mesh for metallic systems with respect to insula-
tors and semiconductors. Therefore, the density of the k-points required for the
calculation is another variable to test before starting actual calculations.
2.2.10 How to Employ DFT
In the sections above, we tried to explain density functional theory by discussing
many theories that leads to it. With the help of these theories and the Kohn-
Sham equation, density functional theory can predict the physical properties of
many-body systems by calculating the many-body wavefunction with an iterative
method as in the schematic below.
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Make an initial
guess for n(r)
Calculate VH from
equation 2.42 and
VXC using a suit-
able exchange-
correlation functional
Calculate φi(r)
from equation 2.41
Calculate a new
charge density from
n(r) =
∑
i,σ |φi(r)|2
Calculate χ(r,R)
from equation
2.24 and Etot[n(r)]
from equation 2.39
Calculate force
on nuclei using
equations 2.14,
2.18 and 2.17
Calculate many-body wavefunc-
tion Ψ(r,R, t) from equation 2.12
nnew(r) 6= nold(r)
nnew(r) = nold(r)~FI 6= 0 ⇒ move the ions
FI = 0 for any I
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Chapter 3
Graphene Nano-Ribbons
Graphene nano-ribbons (GNRs) are graphene sheets with finite size (at least in
one of the dimensions). GNRs are a very active research area including energy
band gap engineering [24–26], transport properties [27–30], impurities [31], effect
of electric field [32–34], and edge effects [35,36]. There are even some studies on
their potential as molecular switches [37]. GNRs are very important, because,
although graphene has zero band gap, GNRs can have different band gaps which
depends on their shapes and sizes, so they are one of the new candidates for band
gap engineering applications. Therefore, in this chapter of the thesis, we present
theoretical calculations of the band structures of graphene nano-ribbons in both
one (infinite in one dimension) and zero dimensions (finite in both dimensions)
by using the tight binding method for several graphene nano-ribbons including
armchair (AGNR), zigzag (ZGNR) and chiral (CGNR) types. These graphene
nano-ribbons are observed to have zero or finite band gaps which increases with
decreasing size of the ribbon, which makes them a much more suitable and strong
candidate to replace silicon as a semiconductor. Also, the chirality angle has a
major role in the change of the value of band gap and energy values.
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3.1 Geometry of Graphene Nano-ribbons
In this section, we will describe 1D ribbons which are infinitely long in one of the
dimensions, while the width is finite along the other direction and ribbons in 0D
which is finite in both dimensions. In order to generate a one dimensional ribbon
of width w, a 2D graphene sheet is cut in a rectangular shape such that the longer
side is, in principal, infinitely long (uncut), which will be defined as L and the
finite side has a length of w. If the length L of the ribbon is comparable with the
width w, we have a rectangle which we can call a zero dimensional ribbon if L
and w are in nano-scale.
In the cutting process of the two dimensional graphene sheet another impor-
tant parameter is the direction of cutting. The shorter edge of the ribbon can
be cut in armchair direction, zigzag direction or in a direction in between which
is called the chiral direction. Therefore, in order to describe both the cutting
direction and the length we define the chiral vector ~C. This vector is defined in
terms of the lattice vectors of graphene shown in figure 1.2a as follows,
~C = p1~a1 + q1~a2 (3.1)
where p1 and q1 are positive integers with p1 ≥ q1. This procedure of defining a
graphene nano-ribbon is similar to the definition of a nanotube. The chiral vector
is also a translational vector, so it defines another lattice point in two dimensional
graphene as well. Now, another translational vector ~T can be defined which is
perpendicular to the chiral vector. The chiral vector represents the width of the
ribbon, whereas, ~T represents the length of the ribbon. Then, ~C and ~T forms
a rectangular shape. Therefore, a one dimensional graphene nano-ribbon can be
obtained by cutting the two dimensional graphene sheet with width |~C| in the
direction of chiral vector and with length L (L≫w) in the direction of ~T . In
order to have a zero dimensional graphene nano-ribbon, however, L should be
comparable to w.
We can define ~T in a similar way as we defined the chiral vector as follows;
~T = p2~a1 + q2~a2. (3.2)
35
In equation 3.2,
p2 =
2q1 + p1
d
, (3.3)
q2 = −2p1 + q1
d
(3.4)
where d is the greatest common devisor of 2q1 + p1 and 2p1 + q1. d is necessary
to find the shortest possible ~T perpendicular to ~C. The chirality angle can be
calculated using a simple equation as follows;
θc = arctan
p1 − q1√
3(p1 + q1)
. (3.5)
In figure 3.1, ~C and ~T are shown as well as the p1 = q1 and q1 = 0 directions.
If q1 is chosen to be zero, the chiral vector will point in the direction of q1 = 0
line which will lead to an edge with a zigzag shape. If p1 is chosen to be equal
to q1, the ribbon will have an armchair shaped edge. From the figure 3.1, it is
easy to figure out that if ~C defines a zigzag type edge, ~T will define an armchair
one and vice versa. The naming of the ribbons include both a verbal giving the
information of the long edge, and a numerical part giving the information of the
short edge of the ribbon. The verbal part is related to the shape of the longer edge
of the ribbon, so the shape defined by ~T . Then, if the longer edge has a zigzag
shape, these type of graphene nano-ribbons are called zigzag graphene nano-
ribbons (ZGNR), whereas, if the longer edge has an armchair shape, these type
of graphene nano-ribbons are called armchair graphene nano-ribbons (AGNR).
If the longer edge is neither zigzag nor armchair shaped, the graphene nano-
ribbon is called a chiral graphene nano-ribbon (CGNR). The numerical part of
the naming of the ribbons originates from the number of atoms at the width. A
zigzag graphene nano-ribbon with 10 atoms at the width will be called 10ZGNR
and an armchair graphene nano-ribbon with 10 atoms at the width will be called
10AGNR. Since for a CGNR both edges are neither zigzag nor armchair shaped,
we name them after p1 and q1 values. As an example a 2-1CGNR is displayed in
figure 3.1.
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Figure 3.1: The unit cell of 2-1CGNR defined by the vectors ~C = 2~a1 + ~a2 and
~T = 4~a1 − 5~a2. Armchair p1 = q1 and zigzag q1 = 0 directions are shown as well.
(~a1 and ~a2 are defined in figure 1.2a).
37
3.2 Computational Method
Band structures of all graphene nano-ribbons in this chapter are calculated using
the tight binding method. In order to calculate the band structure of a one
dimensional graphene nano-ribbon from the tight binding method, we have to
define periodic boundary conditions by defining a unit cell. Indeed, ~C and ~T
are not only related to the naming of the ribbons, but also they define the unit
cell. In figure 3.1, the unit cell of 2-1CGNR is the rectangle defined by ~C and ~T .
By repeating the system in Tˆ direction, one can have a periodic system in one
dimension with width |~C|. Since the ribbon has a finite width, there are some
carbon atoms at the edges with two neighbouring carbon atoms. Therefore, one
of the sp2 bond is not established leaving a dangling bond. Because of these
unpaired electrons, the ribbon would not be stable and most probably it would
twist. Since tight-binding calculation does not include a geometrical relaxation
our systems would not be realistic. In order to get rid of these misleading dangling
bonds, they are saturated by hydrogen atoms. We set C-H bond length to 1.09
A˚ [25]. We have a periodicity in only one direction leading a one dimensional
reciprocal space. Therefore, in our calculations for one dimensional graphene
nano-ribbons Brillouin zone is spanned by ~k vectors in corresponding direction.
Zero dimensional graphene nano-ribbons have finite length and width in nano-
scale. Hence, they are molecules rather than periodic systems. The tight-binding
calculations require a periodic system due to the Bloch theorem. Then, the
super-cell approach can be used as described in the section 2.2.7. We form a
large unit cell such that it contains the whole molecule and a wide vacuum region
that prevents the interaction of the nearest atoms in neighbouring cells. In our
calculations the vacuum region is always greater than 10 A˚, which is much greater
than the second nearest neighbour distance. Since we have a large unit cell, the
corresponding reciprocal lattice is very small. Therefore, it is enough to use a
single point, which is Γ point, in the Brillouin zone. This is also meaningful
since we are dealing with molecules rather than crystals. In the calculations of
zero dimensional graphene nano-ribbons, since they are finite in both dimensions,
the dangling bonds of both edges are saturated by the introduction of hydrogen
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atoms into the system.
In tight-binding calculations, coupling of the atomic orbitals are expressed as
parameters. The parameters for carbon atoms used in our calculations are shown
in table 1.2. However, since we introduced extra hydrogen atoms into the system
we have to include their contributions as well. Since hydrogen atoms have a single
1s electron, we need parameters for self interaction of hydrogen atom, the inter-
action of s orbitals of carbon and hydrogen atoms and the interaction of p orbital
of carbon with s orbital of hydrogen atom. H-H interaction, other than the self
interaction is not important since we use second nearest neighbour approximation
and no hydrogen has another hydrogen atom as one of these neighbours. In order
to calculate these three parameters we used a fitting program for three molecules
CH, CH4 and C2H4, all of which include only hydrogens and carbons [80–84].
The parameters shown in table 1.2 are given as input to this fitting program so
that it generated the necessary three parameters consistent with them. These
new parameters are; ǫH = 6.85eV , HHs−Cs = 7.66eV , HHs−Cp = −9.92eV for a
distance of 1.09 A˚ between hydrogen and carbon atoms. The calculated param-
eters are tested by producing the band structures of one dimensional zigzag and
armchair graphene nano-ribbons and comparing them with the ones in the liter-
ature. The resulting band structures were in good agreement with the literature
so that we were convinced that the parameters can safely be used in the rest of
the calculations [25, 85]. As an example, the comparison for the band structure
of 10ZGNR and the band gap values of AGNRs are shown in figure 3.2.
3.3 Results
In addition to the naming convention already discussed, there is one more criteria
in the naming which is the dimension. If the ribbon of interest is one dimensional,
we put 1D before the name such as ”1D 10-ZGNR”. However, if we have an
armchair (zigzag) nano-ribbon in zero dimension with N atoms at the zigzag
(armchair) edge, which is the shorter edge, and M atoms in the armchair (zigzag)
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Figure 3.2: a) Band structure of 10ZGNR calculated with ab-initio method (Re-
produced from L. Pisani, J.A. Chan, B. Montanari and N.M. Harrison, Phys.
Rev. B 75, 64418, 2007), b) Band structure of 10ZGNR calculated with our
parameters from tight binding method, c) Graph showing three distinct family
behaviour of the band gap of AGNRs from tight binding calculations (Repro-
duced from Young-Woo Son, Marvin L. Cohen and Steven G. Louie, Phys. Rev.
Lett., 97, 216803, 2006), d) Same graph generated with our parameters.
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Table 3.1: Calculated band gap values for 1D zigzag graphene nano-ribbons.
Ribbon Gap (eV) Ribbon Gap (eV) Ribbon Gap (eV)
50ZGNR 0.0 90ZGNR 0.0 130ZGNR 0.0
60ZGNR 0.0 100ZGNR 0.0 140ZGNR 0.0
70ZGNR 0.0 110ZGNR 0.0 150ZGNR 0.0
80ZGNR 0.0 120ZGNR 0.0
edge we call it ”0D MA-NZGNR” (0D MZ-NAGNR) and if we have a chiral nano-
ribbon in zero dimension with integers p1 and q1 defining chiral vector we call the
ribbon 0D p1-q1CGNR.
3.3.1 1D Zigzag Graphene Nano-Ribbons
The calculations are made from 3ZGNR up to 150ZGNR and the greatest ribbon
has 302 atoms, 300 of which are carbon atoms, in the unit cell. Energy band
calculations show that in all of the 1D zigzag graphene nano-ribbons valance and
conduction bands cross each other and we have a metallic behaviour (see table
3.1). All band structures look like the one in figure 3.2b but the bands get denser
as N increased.
3.3.2 1D Armchair Graphene Nano-Ribbons
The calculations are made from 2AGNR up to 151AGNR and the greatest ribbon
has 306 atoms, 302 of which are carbon atoms, in the unit cell. The three distinct
family behaviour is observed. As shown in figure 3.2d, if we are interested in 1D
N-AGNR with N= 3p, p being integer, we have the blue dots, with N= p + 1,
we have the red squares and with N= p + 2 we have the pink triangles as the
band gap value. We calculated the band gap values of much greater ribbons and
still see the same behaviour shown in figure 3.3a. Band gap value depends on the
width of the ribbon as follows;
E = A× e−a.l (3.6)
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Table 3.2: Calculated band gap values for 1D armchair graphene nano-ribbons.
3p Gap (eV) 3p-1 Gap (eV) 3p+1 Gap (eV)
51AGNR 0.23 50AGNR 0.0 52AGNR 0.23
60AGNR 0.20 59AGNR 0.0 61AGNR 0.20
69AGNR 0.18 68AGNR 0.0 70AGNR 0.17
81AGNR 0.14 80AGNR 0.0 82AGNR 0.14
90AGNR 0.14 89AGNR 0.0 91AGNR 0.14
99AGNR 0.12 98AGNR 0.0 100AGNR 0.12
111AGNR 0.11 110AGNR 0.0 112AGNR 0.11
120AGNR 0.10 119AGNR 0.0 121AGNR 0.10
129AGNR 0.09 128AGNR 0.0 130AGNR 0.09
141AGNR 0.09 140AGNR 0.0 142AGNR 0.09
150AGNR 0.08 149AGNR 0.0 151AGNR 0.08
where E is the energy gap value in eV, A and a are constants with units eV and
A˚−1 and l is the length or width of the ribbon in consideration, with the unit of A˚.
For N= 3p family, A = 1.7347 and a = 0.145. For N= 3p+ 1 family, A = 1.6004
and a = 0.1405. This exponential behaviour is shown in figure 3.3b. It is worth
to note that the values are very close to each other as expected. All energy gap
values for N= 3p + 2 family is zero just like graphene or 1D ZGNRs. All band
gap values are shown in table 3.2.
3.3.3 0D Zigzag Graphene Nano-Ribbons
The calculations are made from 21Z4A-GNR to 41Z10A-GNR. The greatest rib-
bon includes 470 atoms, 410 of which are carbon atoms, to deal with. The cal-
culated energy levels tell us that for all of the ZGNRs in 0D HOMO and LUMO
levels always coincide and therefore, there is no HOMO-LUMO gap. Also, as
we increase the length or the width of the ribbon the energy levels tend to get
denser.
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Figure 3.3: The band gap values of 1D AGNRs versus width N a) in normal scale,
b) in logarithmic scale.
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3.3.4 0D Armchair Graphene Nano-Ribbons
The calculations are made from 10A3Z-GNR to 30A15Z-GNR. The greatest rib-
bon includes 524 atoms, 450 of which are carbon atoms. For 0D AGNRs with the
smallest the length, the greatest the HOMO-LUMO gap. The same thing hap-
pens for the width. The smallest width has the greatest HOMO-LUMO gap value.
However, the increase in the width has a greater effect on this gap compared to
the increase in the length. This can be thought as the zigzag characteristic of the
width becomes quite important as we increase the width slightly and pulls the
HOMO-LUMO gap down to zero. The smallest 0D AGNR (10A3Z) has a HOMO-
LUMO gap of 3.4eV, and the greatest ribbon with the same width (30A3Z) has
2.9eV, whereas, the greatest ribbon with the same length (10A15Z-Notice that
armchair shaped edge has a greater length then zigzag shaped edge) goes down
to zero.
The HOMO-LUMO gap change of these ribbons depend on the length of the
sides exponentially as in equation 3.6. For increasing length, from 10A3Z to
30A3Z we have A = 3.3162 and a = 0.0144 (figure 3.4a), from 10A5Z to 30A5Z
we have A = 1.0143 and a = 0.1037 (figure 3.4a), from 10A7Z to 30A7Z we
have A = 0.3007 and a = 0.4941. For increasing width, from 10A3Z to 10A15Z
we have A = 16.839 and a = 1.4881 (figure 3.4b), from 12A3Z to 12A15Z we
have A = 29.695 and a = 1.9288 (figure 3.4b), from 14A3Z to 14A15Z we have
A = 27.128 and a = 1.9804. All HOMO-LUMO gap values are shown in table
3.3
3.3.5 1D and 0D Chiral Graphene Nano-Ribbons
In CGNRs, there is no specific shape for the edges as in ZGNRs and AGNRs.
Therefore, in order to understand the band structure of 1D CGNRs, we have to
consider both the width of the ribbon and how close it is to ZGNRs and AGNRs,
which means we have to consider the angle of chirality. We made calculations
for the band structures of 52 different 1D CGNRs. The smallest CGNR is 1D
4-1CGNR which has 34 atoms, 28 of which are carbon. The greatest one 1D
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Table 3.3: Calculated HOMO-LUMO gap values for 0D armchair graphene nano-
ribbons.
Ribbon Gap(eV) Ribbon Gap(eV) Ribbon Gap(eV)
10A3ZGNR 3.39 10A5ZGNR 1.01 10A7ZGNR 0.20
12A3ZGNR 3.24 12A5ZGNR 0.84 12A7ZGNR 0.12
14A3ZGNR 3.15 14A5ZGNR 0.73 14A7ZGNR 0.06
16A3ZGNR 3.08 16A5ZGNR 0.65 16A7ZGNR 0.04
18A3ZGNR 3.03 18A5ZGNR 0.57 18A7ZGNR 0.02
20A3ZGNR 2.99 20A5ZGNR 0.52 20A7ZGNR 0.02
22A3ZGNR 2.97 22A5ZGNR 0.47 22A7ZGNR 0.00
24A3ZGNR 2.93 24A5ZGNR 0.43 24A7ZGNR 0.00
26A3ZGNR 2.92 26A5ZGNR 0.40 26A7ZGNR 0.00
28A3ZGNR 2.90 28A5ZGNR 0.37 28A7ZGNR 0.00
30A3ZGNR 2.89 30A5ZGNR 0.35 30A7ZGNR 0.00
10A9ZGNR 0.04 10A11ZGNR 0.01 10A13ZGNR 0.00
12A9ZGNR 0.01 12A11ZGNR 0.00 12A13ZGNR 0.00
14A9ZGNR 0.00 14A11ZGNR 0.00 14A13ZGNR 0.00
16A9ZGNR 0.00 16A11ZGNR 0.00 16A13ZGNR 0.00
18A9ZGNR 0.00 18A11ZGNR 0.00 18A13ZGNR 0.00
20A9ZGNR 0.00 20A11ZGNR 0.00 20A13ZGNR 0.00
22A9ZGNR 0.00 22A11ZGNR 0.00 22A13ZGNR 0.00
24A9ZGNR 0.00 24A11ZGNR 0.00 24A13ZGNR 0.00
26A9ZGNR 0.00 26A11ZGNR 0.00 26A13ZGNR 0.00
28A9ZGNR 0.00 28A11ZGNR 0.00 28A13ZGNR 0.00
30A9ZGNR 0.00 30A11ZGNR 0.00 30A13ZGNR 0.00
10A15ZGNR 0.00
12A15ZGNR 0.00
14A15ZGNR 0.00
16A15ZGNR 0.00
18A15ZGNR 0.00
20A15ZGNR 0.00
22A15ZGNR 0.00
24A15ZGNR 0.00
26A15ZGNR 0.00
28A15ZGNR 0.00
30A15ZGNR 0.00
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Figure 3.4: HOMO-LUMO gap of 0D AGNRs a) with widths N=3 and N=5 as
a function of length, b) with length N=10 and N=12 as a function of width.
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13-5CGNR however, contains 1108 atoms, 1036 of which are carbon.
When we calculated the energy band dispersions of 1D CGNRs, we observed
that there are 2 families behaving differently. We can say that if p1 − q1 =3n, p1
and q1 are the integers that appear in the name of the ribbon and n is an integer,
the ribbon has an energy dispersion like ZGNRs, which means that the valance
and conduction bands gets closer around point M and if p1 − q1 6=3n, then the
energy dispersion of the ribbon is AGNR-like, which means that the valance and
conduction bands get closer around the Γ point.
In order to avoid the dependence of the band gap on the chirality angle and
obtain the behaviour of length dependence only, we look for 1D 4-1CGNR, 1D
8-2CGNR and 1D 12-3CGNR. We see that the band gap has an exponential
dependence on the length just like in equation 3.6 with A = 2.8235 and a = 1.4311
although we cannot observe in other 1D CGNRs.
We performed calculations for the band structures of 56 0D CGNRs. The
smallest CGNR is 0D 4-1CGNR which has 46 atoms, 28 of which are carbon.
The greatest CGNR is 0D 13-5CGNR which has 1150 atoms, 1036 of which are
carbon.
The calculations show that when we get rid of the angle dependence, equation
3.6 is valid, with A = 1.7028, a = 0.3391 for 0D 4-1CGNR, 0D 8-2CGNR, 0D
12-3CGNR and A = 1.5278, a = 0.2975 for 0D 2-1CGNR, 0D 4-2CGNR, 0D
8-4CGNR, 0D 10-5CGNR and A = 1.761, a = 0.371 for 0D 3-1CGNR, 0D 6-
2CGNR, 0D 12-4CGNR. It is worth to note that the values for A and a are very
close to each other in each case. In order to understand angle dependence of
CGNRs we tried many functions but couldn’t find a simple equation both in 1D
and 0D. All HOMO-LUMO and band gap values of chiral graphene nano-ribbons
are shown in table 3.4.
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Table 3.4: Calculated HOMO-LUMO gap values for chiral graphene nano-ribbons
for both 1D and 0D.
Ribbon 0D Gap(eV) 1D Gap(eV) Ribbon 0D Gap(eV) 1D Gap(eV)
2-1CGNR 1.32 0.40 10-1CGNR 0.16 0.34
3-1CGNR 1.26 0.89 10-2CGNR 0.31 0.39
3-2CGNR 0.46 0.18 10-3CGNR 0.25 0.05
4-1CGNR 1.32 0.70 10-4CGNR 1.07 0.15
4-2CGNR 0.71 0.70 10-5CGNR 0.53 0.34
4-3CGNR 0.16 0.38 10-6CGNR 0.32
5-1CGNR 0.55 0.08 10-7CGNR 0.23 0.13
5-2CGNR 0.72 0.56 11-1CGNR 0.04 0.02
5-3CGNR 0.44 0.28 11-2CGNR 0.44 0.26
6-1CGNR 0.49 0.57 11-3CGNR 0.13 0.04
6-2CGNR 0.78 0.11 11-4CGNR 0.24 0.04
6-3CGNR 0.59 11-5CGNR 0.42 0.24
6-4CGNR 0.26 0.22 11-6CGNR 0.19 0.14
7-1CGNR 0.46 0.46 12-1CGNR 0.12 0.32
7-2CGNR 0.42 0.26 12-2CGNR 0.29 0.03
7-3CGNR 0.36 0.07 12-3CGNR 0.67 0.04
7-4CGNR 0.55 0.28 12-4CGNR 0.60 0.32
8-1CGNR 0.23 0.03 12-5CGNR 0.11 0.02
8-2CGNR 0.73 0.15 13-1CGNR 0.07 0.26
8-3CGNR 0.44 0.28 13-2CGNR 0.21 0.16
8-4CGNR 0.56 0.07 13-3CGNR 0.07 0.00
8-5CGNR 0.49 0.18 13-4CGNR 0.36 0.22
9-1CGNR 0.24 0.41 13-5CGNR 0.13 0.08
9-2CGNR 0.18 0.04 14-1CGNR 0.01 0.01
9-3CGNR 0.65 14-2CGNR 0.31 0.11
9-4CGNR 0.36 0.29 14-3CGNR 0.20 0.15
9-6CGNR 0.21 14-4CGNR 0.28 0.03
15-1CGNR 0.06 0.25 15-2CGNR 0.07 0.01
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Table 3.5: Calculated A and a values for specific structures.
Ribbon Type System A (eV) a (A˚−1)
1D AGNR N = 3p 1.7347 0.145
1D AGNR N = 3p+ 1 1.6004 0.1405
1D CGNR 4-1/12-3 2.8235 1.4311
0D AGNR (w dependence) 10A3Z/10A15Z 16.839 1.4881
0D AGNR (w dependence) 12A3Z/12A15Z 29.695 1.9288
0D AGNR (w dependence) 14A3Z/14A15Z 27.128 1.9804
0D AGNR (L dependence) 10A3Z/30A3Z 3.3162 0.0144
0D AGNR (L dependence) 10A5Z/30A5Z 1.0143 0.1037
0D AGNR (L dependence) 10A7Z/30A7Z 0.3007 0.4941
0D CGNR 4-1/8-2/12-3 1.7028 0.3391
0D CGNR 2-1/4-2/6-3/8-4/10-5 1.5278 0.2975
0D CGNR 3-1/6-2/12-4 1.761 0.371
3.4 Discussions
In this chapter we performed calculations of the band structure of many one
and zero dimensional GNRs using the tight binding method. All one and zero
dimensional zigzag type GNRs have zero band gap values, whereas, armchair
type GNRs have band gap values which can be calculated using equation 3.6
with the necessary A and a values taken from table 3.5. In one dimensional
armchair GNRs the three distinct family behaviour is observed. Moreover, it is
observed that one dimensional armchair and zigzag GNRs have different band
structures. This difference in band structures are also observed in certain types
of one dimensional chiral GNRs. Zero dimensional chiral GNRs have band gap
values which obeys the equation 3.6. The A and a values to be used for certain
systems are summarized in table 3.5. Although, we revealed that the band gap
values has an exponentional dependence on the width and length, we could not
find a simple function to fit for the angle dependence.
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Chapter 4
Growth of Carbon Nanotubes:
Effect of Phosphorus and
Sulfur-Carbon Chemistry
With the development of microelectronics, stable, ordered nano-structures with
strong bonding between the building blocks are required. CNTs in two and three
dimensional networks are proposed and studied theoretically for this purpose [86].
However, this kind of a device requires CNTs grown specifically for the purpose
and yet details of the growth mechanism is still a mystery. Although today we
can produce many single or multi walled CNTs, we do not have control over how
to produce only the kind we are interested in with the quality and quantity we
want. Luckily, we do not only produce straight CNTs, but also Y and T shaped
ones which are called Y and T junctions are inside the possible products. These
junctions are more suitable candidates for the fabrication of electronic devices
than the straight ones. There are several studies that discuss the catalytic role
of sulfur in the growth mechanism of Y-junctions [49, 51, 87]. Herrera et al.
claims that there is sulfur presence in the vicinity of the branches in CNTs [49].
In the same study, possible geometries for the occurrence of Y-junctions in the
CNTs are discussed theoretically with the help of ab-initio density functional
calculations. In-situ doping during the synthesis is also reported for phosphorus
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atoms [58, 88, 89]. Although doping is achieved with the inclusion of phosphorus
atoms in the growth, there is no sign of Y-junction appearance. Also, CNTs
grown in a phosphorus-rich environment has a variety of differences with the
CNTs grown in a sulfur-rich environment under the same conditions as reported
in [58]. Sulfur and phosphorus atoms are neighbours in the periodic table and
yet they have completely different effect on the growth mechanism of CNTs and
Y and T junctions and kinks. CNTs growing in sulfur rich environments tend to
be longer and thicker, whereas, in phosphorus rich environment, CNTs tend to
grow shorter and thinner. Also, we see phosphorus-carbon clusters bound on the
walls of CNTs.
The wall of a CNT with large curvature and diameter is like a hexagonal lattice
in a plane. Therefore, it can be simulated using graphene instead of describing
the whole CNT. In order to understand the effects of phosphorus and sulfur on
the growth mechanism of CNTs, and the reason behind the differences in the
structure of resulting nanotubes, we investigated the binding chemistry of these
elements on graphene, the kink structure and with carbon clusters.
4.1 Computational Method
In this work, we have performed first principles plane-wave calculations [79] within
density functional theory (DFT) [74,75] by the projector-augmented-wave (PAW)
potentials [90, 91]. For this purpose, we have used Vienna ab-initio simulation
package program (VASP) [92, 93]. The exchange-correlation potential was ex-
pressed in terms of generalized gradient approximation (GGA) (Perdew-Wang 91
type) [94]. In order to achieve desired accuracy in calculations, plane-wave cutoff
energy is set to 500 eV. In order not to put a boundary condition and see the
geometrical changes, we treated the system as a molecule. We have used super-
cells and put at least 10 Angstroms of vacuum in the calculations. By doing so
we were able to minimize ion-ion interactions of the atoms of neighbouring cells.
It is therefore sufficient to use the Γ point in the Brillouin zone. The partial oc-
cupancy around the Fermi level is treated by Gaussian smearing with a smearing
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parameter of 0.08 eV. For all calculations energy convergence was within 10−5
eV accuracy. In the proceeding of this chapter, we will present the calculations
in two separate parts. In the first part, we will explain the chemistry of phos-
phorus and sulfur atoms on graphene and the kink structure which is choosen to
simulate Y-junction [52]. In the second part, we will be investigating the clus-
ters that phosphorus and sulfur atoms make with carbon atoms. For all of the
calculations of the first part, edges of finite sized structures were saturated by
hydrogen atoms and then all of the atoms are relaxed to their minimum energy
configurations by using conjugate gradient method. For all of the calculations of
the second part, however, since there is no edge, there is no introduction of H
atoms. Only carbon and phosphorus or sulfur atoms are present in these systems
and they are relaxed to their minimum energy configurations by using conjugate
gradient method where total energy and atomic forces are minimized.
4.1.1 Graphene and Kink Structure
We calculated the binding energies of P and S atoms on graphene, graphene
with one vacancy, graphene with two vacancies and the kink structure (relaxed
form of a single pentagonal defect). By doing so we can understand the binding
mechanisms and chemistries of P and S atoms on the sides, on the vacancies, on
the kinks and on the junctions of CNTs.
We used first principles in order to quantify the energies of various systems.
The definitions are as follows, Egrap, Egrap+1vac, Egrap+2vac, Etotal and Ekink denote
the energy of graphene, graphene with one vacancy, graphene with two vacancy,
phosphorus added graphene system and the kink structure, respectively. With
these definitions we can use the following equation to calculate the binding ener-
gies of phosphorus atoms, which is Ebinding.
Ebinding = Etotal − Egrap − nPµP . (4.1)
In equation 4.1 nP is the number of P atoms and µP is the chemical potential
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of P atoms (For the case of Sulfur, we use nS and µS instead, respectively).
We relax a single P (S) atom and take the total energy of this system as the
chemical potential of that atom. This equation is used for the calculation of
binding energies of P atoms on graphene. The equation can be modified to be
used for one vacancy on graphene case as substituting Egrap+1vac with Egrap and
kink like structure case as substituting Ekink with Egrap.
Similarly, formation energies are also calculated. In the formation energy
we replace the last term of equation 4.1 (seperated atoms) with corresponding
phosphorus or sulfur molecules such as dimer, trimer etc, i.e. replacing nPµP by
Emolecule. Therefore, the relation for the formation energy is;
Eformation = Etotal − Egrap − Emolecule. (4.2)
Similarly Egrap can be substituted to find the formation energy of graphene with
vacancy and the kink structure. Therefore, according to our definition binding
energy tells us the total required energy for phosphorus / sulfur atoms to bind
the graphene or the kink structure. Formation energy, however, is the energy
required to break the phosphorus (sulfur) dimer or trimer into isolated atoms
and then to bind to graphene or the kink structure.
4.1.2 Clusters
The cluster calculations include the geometrical relaxation of CxPy (or CxSy)
systems. For these systems x and y can range from 1 to 4, where 2 ≤ x+ y ≤ 5.
All these systems are relaxed to their minimum energy configurations. For each
x and y values we may have infinitely many initial configurations. Therefore, we
tried many (but finite) initial configurations in order to see the behaviour of the
atoms during geometric relaxation and calculated the minimum energy of final
configurations.
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4.2 Adsorption of P or S on Graphene and Kink
Structure
In this part, we are going to present the results of binding chemistry of phos-
phorus and sulfur atoms on graphene and the kink defect structure. For this
purpose, we performed calculations for more than 100 initial configurations for
both phosphorus and sulfur atom adsorption. As a result, we saw that the relax-
ation process almost always yielded the same configuration, i.e. phosphorus and
sulfur showed similar behaviour when incorporated in these structures.
4.2.1 Phosphorus
Phosphorus atoms are initially placed close to both the graphene surface and the
kink structure. First, we put a single phosphorus (P1) atom into various possible
positions close enough to make contact with the graphene so as to understand the
location and strength of binding. In order to do that P1 atom is placed on top
of a carbon atom of the graphene or on top of the bond between carbon atoms
of graphene or on top of the center of the hexagon, 2 A˚ away from the surface.
Relaxation from all configurations ended up such that P1 sits on top of the bond
bridging two carbon atoms, which are pulled a little out of the plane of graphene
(figure 4.1a). The bond distance between the carbon and phosphorus atoms was
1.93 A˚. Following the understanding of the behaviour of single phosphorus atom
towards graphene, we introduced another one into the system. The second P
atom is placed both close to and far away from the P1 approaching from different
angles. Starting from many different initial configurations, we ended up with 3
different final configurations. The first configuration is one in which the P atoms
make a dimer with 1.91 A˚ in between P atoms and move away from the graphene
(figure 4.1b). In the second configuration P2 pushes P1 from the top of the bond
to the top of C atom and it goes to the top of the nearest C atom so that making
a bridge which has a length of 2.07 A˚ (figure 4.1c). The third final configuration
is that P2 is far away enough from P1 and they don’t interact. Therefore, both
of them sits on top of a C-C bond away from each other (figure 4.1d). The
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distance between P atoms is more than 4.5 A˚ in this final configuration. In other
initial configurations where P2-P1 distance is less than 4.5 A˚ phosphorus atoms
were able to attract each other resulting in two other final configurations. After
that, we introduced the third P atom (P3) into the system for all combinations
of possible configurations. We found 3 different final configurations again. First
final configuration is that P atoms make a triangle and moves away from the
graphene surface (figure 4.1e). Second final configuration is that they cannot
make a triangle but stay as a line again moving away from the graphene surface
(figure 4.1f). For the third final configuration we can say that if they are far away
enough, they don’t interact and all of them sits on top of C-C bond more than
4.5 A˚ away from each other. Next, we investigated P adsorption on graphene
with a single vacancy by placing P atoms on various possible positions. In all
configurations, we ended up with the P atom trying to substitute the missing C
atom, however, since it has a bigger radius it doesn’t fit to that space. Therefore,
it moves a little out of the plane (less than 1.5 A˚) taking the closer C atoms with
itself (figure 4.2a). After that, we introduced a second vacancy neighbour to the
first one. This time since there is more than enough space P atom goes in the
middle of the bond between missing C atoms staying in plane of graphene (figure
4.2b). With two vacancies and two P atoms, however, the first final configuration
is one where the two P atoms are located on the opposite sides of the graphene
plane and make a bond with a length of 2.13 A˚ in between through the hole of
vacancies (figure 4.2c). They are also bounded to the C atoms closer to them.
The second final configuration is that they stay in the same side of graphene
making a bridge configuration (figure 4.2d). P-P distance is 2.16 A˚ for this case.
Next, we started the calculations for the kink defect structure. First, we placed
one P atom (P1) in several initial positions both around the pentagon and away
from the pentagon of the kink structure. We observed two final configurations. P
atom either goes on top of the C-C bonds which are the members of the pentagon
(figure 4.3a), or it goes on top of the bonds between the one C atom being a
member of the pentagon and the the other C atom being being the neighbour of
the pentagon (figure 4.3b). In both cases the C-P distance is about 1.88 A˚. If
we introduce a second P atom (P2) into the system we have three different final
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configurations. The first one is that they make a dimer with 1.9 A˚ bond length
and go away (figure 4.3c). The second one is that P1 stays in its position and P2
binds it with a distance 1.94 A˚ without binding to any C atom making a needle
out of kink structure (figure 4.3d). Third final configuration is that they make
a bridge between two nearest members of the pentagon (figure 4.3e). Then, P-P
distance is 2.06 A˚ and C-P distance is 1.93 A˚. When we introduce the third P
atom (P1) the final configurations increase. We have a triangle which is bounded
to the kink (figure 4.3f) as well as a triangle without binding (triangle-C distance
2.08 A˚) (figure 4.3g). We have a line without any connection to kink (figure 4.3h).
We have a dimer and a P atom bounded to the kink (figure 4.3i). Also, we have
the bridge on pentagon and a separated P atom with no connection to the bridge
(figure 4.3j).
Figure 4.1: Various optimized final configurations of P an S atoms on graphene.
4.2.2 Sulfur
When we place one S atom into various positions over the graphene surface it
goes on top of the bond between C atoms just like P does (figure 4.1a). With the
introduction of the second S atom we ended up with 2 different configurations.
They either didn’t interact (figure 4.1d), or they made a dimer with a bond length
of 1.93 A˚ (figure 4.1b). However, the distance that they don’t interact decreased
to less than 3.5 A˚ and also they didn’t make a bridge if we compare with P
case. With the introduction of the third S atom, we had either a triangle away
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Figure 4.2: Various optimized final configurations of P and S atoms on graphene
with vacancies.
from graphene surface (figure 4.1e) or a broken line (like the geometry of water
molecule) again away from the surface. The difference between S and P cases
here is that we have a straight line for P. We have the same final configurations
for 1 vacancy+1S and 1 vacancy+1P cases (figure 4.2a). S, just like P is again out
of the plane less than 1.5 A˚ away. If we introduce a second vacancy, S atom goes
in the middle of the bond of C atoms missing just like P atom (figure 4.2b). For
2 vacancy+2S case again the final configurations are the same with the case of P
(figure 4.2c-d). However, when S atoms are on the opposite sides, the distance
between them is 2.91 A˚.
The kink structure with one S atom has the same final configurations as the
case for P (figure 4.3a). It either binds to a bond on pentagon with C-S distance
of 1.87 A˚ or out of the pentagon with C-S distance of 1.83 A˚ (figure 4.3a-b).
When we introduce the second S atom, however, we don’t see three different
configurations as it was the case for P. This time we have two final configurations
first of which is a dimer with S-S distance of 1.95 A˚ but it cannot escape from the
kink structure. There is a 2.1 A˚ f distance between closest C and S atoms. Second
final configuration is a bridge with an S-S distance of 2.06 A˚ and S-C distance
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Figure 4.3: Various optimized final configurations of P an S atoms on the kink
structure.
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Table 4.1: Binding and formation energies for all observed final structures.
System Phosphorus Sulfur
EBinding(eV) EFormation(eV) EBinding(eV) EFormation(eV)
Graphene
1Atom -1.66 -1.66 -1.69 -1.69
Dimer -9.02 -0.06 -6.49 -0.22
Bridge -6.58 2.37 - -
Away -3.77 5.18 -3.43 2.84
Triangle -13.52 -0.12 -10.53 0.30
Line -12.61 0.80 -10.41 0.42
Graphene with vacancy
1vac1Atom -9.86 -9.86 -8.08 -8.08
2vac1Atom -7.50 -7.50 -5.25 -5.25
Opposite -12.42 -3.46 -9.71 -3.44
Same side -12.57 -3.61 -7.62 -1.35
Kink structure
On Pentagon -2.68 -2.68 -2.78 -2.78
Off Pentagon -2.72 -2.72 -2.75 -2.75
Dimer -9.05 -0.09 - -
Needle -6.80 2.15 -6.89 -0.62
Bridge -8.44 0.51 -6.40 -0.12
Bounded Triangle -14.44 -1.05 - -
Unbounded Triangle -13.63 -0.23 -10.53 0.30
Line -12.59 0.81 -11.08 -0.24
Dimer+1Atom -11.90 1.50 - -
Bridge+1Atom -11.67 1.73 -9.54 1.30
of 1.93 A˚ (figure 4.3e). In this case we do not observe the needle configuration.
When we introduce the third S atom we have three final configurations. The first
one is that S atoms make a triangle and move away (figure 4.3g), in the second
configuration two S atoms make a bridge and the third atom is separated (figure
4.3j). In the third configuration, S atoms make a broken line away from the kink
structure (figure 4.3k).
4.2.3 Discussion
In table 4.1 binding energies of all observed final structures are shown. When
we look at phosphorus on graphene case, it is favourable for two phosphorus
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atoms to make dimer with respect to making a bridge with a difference of 3 eV
in binding energies. In sulfur case, it doesn’t make a bridge at all. Also, for three
phosphorus on graphene, making triangle is energetically favorable by about 0.9
eV when it is compared to making a line. Again, it favors making a triangle in
sulfur case but this time binding energy difference is about 0.1 eV. In all cases
with graphene, both S and P tend to find other S and P atoms, and get away from
the graphene structure. If we have vacancy sites however, incoming atoms try
to heal those vacancies. For two atoms added to two vacancy case, phosphorus
slightly tends to stay on the same side making a bridge, whereas, sulfur chooses
to stay on the opposite sides of graphene. This choice decreases the energy of the
system around 2.1 eV more.
Formation energies support the results of binding energies. Formation energy
of dimer is slightly negative, which means that dimer in physical interaction dis-
tance is preferable among all other configurations for both phosphorus and sulfur.
For the trimer case however, phosphorus has a negative, sulfur has a positive value
of formation energy. This indicates that it is still favorable for phosphorus atoms
tend to stay in physical interaction regime with the carbon network, whereas, it is
favourable for sulfur atoms to aggregate and escape from the graphene structure.
For all the vacancy cases, since healing a vacancy decreases the energy a lot, all
formation energies are negative.
For the kink structure the incoming atom tends to stay close to the pentagon.
When the second phosphorus is introduced, it takes the first phosphorus atom
out of the carbon network making a dimer, which is 0.6 eV more favorable than
the making a bridge. However, for sulfur, making a dimer is still favorable over
making a bridge but this dimer cannot escape from the kink structure. With the
introduction of the third phosphorus we can see that the most favorable case is
bound triangle. However, we didn’t observe such a final configuration in the sulfur
case. In sulfur, instead of making a triangle, making a broken line is energetically
more favorable. It seems that usual tendency is to escape from the kink structure
for both sulfur and phosphorus.
Formation energies also support these results. We have a negative energy
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value for the dimer in physisorption regime for phosphorus, whereas, dimer in
chemisorption regime is favorable for sulfur. A triangle in chemical interaction
regime is favorable by 1.05 eV with respect to isolated triangle for the phosphorus
case, whereas, a broken line in physical interaction regime is favorable for sulfur.
4.3 Carbonaceous Clusters Including P or S
Atoms
We start with 39 initial configurations for both CxPy and CxSy structures. In all
of them, the two closest atoms have a distance of 2 A˚ between them. We started
with C1P1 (C1S1) and relaxed the system to see the binding energy of carbon
atom to phosphorus and sulfur. Then, we increased the number of atoms and
finally ended up with 20 minimum energy final configurations out of 78 initial
configurations. But what is interesting was some final configurations as a local
minimum in energy.
4.3.1 Phosphorus
There are 39 initial configurations for the CxPy system which are the same for
the system with sulfur instead of phosphorus. These 39 initial configurations
consist of one C1P1, three C1P2, three C2P1, three C1P3, four C2P2, three C3P1,
seven C1P4, five C2P3, five C3P2, five C4P1 systems with different geometries. We
assign each of them some appropriate name after their geometries. For example,
in figure 4.5b1, C1P2 line-edge is shown and named like this because the atoms
are lined up and the single carbon atom is in the edge of this line. Closest atoms
at figure 4.5 always have 2 A˚ of distance.
Starting with these 39 initial geometries we ended up with 10 minimum energy
final configurations for each combination of x and y values. These minimum
energy configurations are shown in figure 4.6. What we are trying to do is to
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Figure 4.4: Optimized structures of phosphorus adsorption over various graphene
structures with minimum formation energy: a) Single phosphorus atom in bridge
position, b) two and c) three phosphorus atoms over the graphene layer, d) two
phosphorus atoms on the double vacancy of graphene layer, e) two and f) three
phosphorus atoms over the kink structure. (Small blue, large red and gray dots
represent carbon, phosphorus and hydrogen atoms respectively.)
62
Figure 4.5: Initial geometries for the investigation of the CxPy cluster structures
(Since initial geometries are the same for P and S cases, only CxPy are shown.).
a)C1P1, b) C1P2, c) C2P1, d) C1P3, e) C2P2, f) C3P1, g) C1P4, h) C2P3, i) C3P2,
j) C4P1 (Small blue and large red spheres represent carbon and phosphorus atoms
respectively).
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compare the final geometries and the minimum energy values of the systems with
phosphorus and sulfur atoms so that we will be able to see if there is a difference
in their behaviour and use this difference to explain the situation in CNTs.
Figure 4.6: Final optimized geometries of CxPy-CxSy clusters with minimum
energy cases and some local minima. Minimum energy cases are for a)C1P1-
C1S1, b) C1P2-C1S2, c) C2P1-C2S1, d) C1P3-C1S3, e) C2P2-C2S2, f) C3P1-C3S1,
g) C1P4-C1S4, h) C2P3-C2S3, i) C3P2-C3S2, j) C4P1-C4S1; and for local minimum
of cases k) C1S4, l) C2S3, m) C4S1, n) another C4S1 (Small blue, large red and
large yellow spheres represent carbon, phosphorus and sulfur atoms respectively.).
4.3.2 Sulfur
The initial configurations are exactly same as the ones shown in figure 4.5, where
we replace phosphorus atoms with sulfur atoms. However, minimum energy final
configurations may end up totally different for some cases as shown in figure 4.6.
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4.3.3 Discussion
By examining the figure 4.6, we come up with some results. C-P bond distance
is slightly greater than C-S bond distance, however, its a negligible difference.
C-C distance is much shorter than these two, which is around 1.3 A˚. If we look
at the bond distances of C-C atoms in 4.6c, we can see that P atom wants to
make a bond with C atom more than other C atom, however, S atom has a closer
behaviour as the other C atom. In all minimum energy final geometries atoms
are positioned in the same plane, lets say planar). At least we can say this for the
systems with five atoms. Also, they all make a cluster with bond distances around
1.5-2 A˚. As looking at the minimum energy configurations there seems to be no
sharp difference between CxPy and CxSy systems. However, in 4.6k-l-m-n some
final configurations of local minima in energy are shown. We found many final
configurations like these where we lose cluster for CxSy systems, whereas all CxPy
systems always ended up as a cluster. At these pictures, S atom takes a C atom
out of the system, i.e from the chemical interaction regime to physical interaction
regime. We believe that this tendency of S atoms can explain the different effects
of P and S atoms on the growth mechanism of CNTs. As the CNTs grow, P
atoms tie themselves to the CNT surface by making a cluster. These clusters
are observed experimentally as well [58]. S atoms can make a cluster, however,
when they find another S atom nearby, they may escape the system as we see at
4.6k. Therefore, it is less likely for S atom to tie itself with the CNTs. Since P
atoms tend to make a cluster, they decrease the number of available C atoms for
CNTs to grow. Therefore, CNTs cannot grow long, or thick as they do in S rich
environment.
The total energies for the configurations shown in figure 4.6 are shown in
table 4.2. Second and third lines show the C-C, P-P and S-S binding energies.
C-C and P-P binding energies are very close, whereas, S-S binding energy is low
respectively. Although C-P binding energy is lower than C-S binding energy, CxPy
systems have less total energy with respect to CxSy systems. This is because of
the strong P-P interaction. The most striking result that can be taken out from
this table is that minimum energy configurations and local minima configurations
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Table 4.2: Total energies for the systems shown in figure 4.6.
System with P Total Energy (eV) System with S Total Energy (eV)
C2 -9.00
P2 -9.02 S2 -6.48
a C1P1 -8.60 C1S1 -10.20
b C1P2 -15.49 C1S2 -16.56
c C2P1 -16.86 C2S1 16.12
d C1P3 -20.75 C1S3 -18.14
e C2P2 -23.34 C2S2 -20.52
f C3P1 -25.33 C3S1 -23.67
g C1P4 -27.01 C1S4 -23.74
k C1S4 -21.37
h C2P3 -28.92 C2S3 -27.01
l C2S3 -26.75
i C3P2 -32.27 C3S2 -32.85
j C4P1 -33.65 C4S1 -31.30
m C4S1 -29.22
n C4S1 -28.95
do not have a significant difference in total energy. This tells us how strongly S
atoms tend to escape the system of clusters and destroy it, whereas, we do not
observe such behaviour for CxPy clusters.
4.4 Conclusion
In this chapter, since the CNTs growing in phosphorus rich environment are very
different in many properties than the ones growing in sulfur rich environment, we
investigated the effect of phosphorus and sulfur atoms on the growth mechanism
of CNTs. In order to do that we investigated the chemistry and interaction
of P and S atoms with graphene layer, which can simulate a CNT with large
curvature, a kink structure, which can simulate the Y-junction in a CNT, as well
as C-P and C-S cluster structures. In conclusion, we can say that we did not
observe much difference in chemistry while P and S atoms interact with graphene
or kink structure. For both of the structures phosphorus/sulfur atoms tend to
get away as soon as they find another phosphorus/sulfur atom if there is no
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vacancy. Therefore, phosphorus/sulfur is not likely to interact with a complete
CNT structure. However, we observed that C atoms tends to make clusters with P
atoms in every case, whereas, C-S clusters are destroyed in some cases and S atoms
tend to escape the cluster as they find another S atom. Therefore, we can say
that while P atoms are collecting and binding the available C atoms around and
so hindering the nanotube growth, S atoms do not and CNTs grow much longer
and thicker in S rich environment with respect to P rich environment. In addition
to these, when a phosphorus atom enters the CNT wall during the growth, it is
very probable to attract other carbon atoms to make clusters on the nanotube
with respect to sulfur case. Therefore, nanotubes will be better graphitized in
sulfur rich environment with respect to phosphorus rich environment. Indeed this
is so as we showed in [58].
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Chapter 5
Lithium Intercalation For
Battery Applications
Batteries are demanded to be as light and thin as possible. However, the most
desirable property for a battery is its ability for high capacity and rechargeablity.
Rechargeable lithium ion batteries are one of the most promising energy storage
devices for electric vehicles and hybrid electric vehicles which have a growing
market because of global warming and other environmental effects [95–99]. Li
ion batteries possess high energy density, high power density, low cost, superior
safety, and stable cycling lifespan. This motivates researchers to find a suitable
material used as an electrode for lithium ion batteries. Polyanionic compounds
such as Li2FeSiO4/C nanocomposite [100–102], LiMn2O4 [103], transition metal
oxide compounds such as CoO/CoFe2O4 nanocomposites [57,104,105] are possible
electrodes. Also, graphitic carbon and related carbonaceous materials are prime
candidates for electrode applications [56] in Li-ion batteries having reversible ca-
pacity of a couple of hundreds Ah/kg (a thousand at most) [55]. Although, metal
oxide compounds have higher capacity carbon based materials have the advan-
tage of structural stability [57]. CNTs have improved capacity in comparison to
graphite [106–108]. Further improvement can be achieved by doping, functional-
izing and defect engineering [109,110].
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There are numerous theoretical and experimental work on the electronic and
structural changes with the introduction of lithium atoms into graphitic sys-
tem [111–119] (graphite, CNTs, etc.) as well as charge transfer from lithium to
carbon atoms [111, 112, 120–125]. However, an agreement on how much charge
is transferred from lithium to carbon atoms cannot be reached yet. Accord-
ing to some researchers, there is full charge transfer from Li to the graphitic
system [111], whereas some others report that there is only partial charge trans-
fer [112,115,120,121].
In this work, we tried to understand the chemistry of lithium on bilayer
graphene system so that we could mimic a double-walled CNT. We calculated
binding energies of various configurations and found out the most stable config-
uration and understand the effects of defects. Also, we resolved the controversy
in the literature about the charge transfer from lithium to the carbon network.
5.1 Computational Method
In this work, we have performed first-principles plane-wave calculations [79]
based on density functional theory [74, 75] by using the projector-augmented-
wave (PAW) potentials [90, 91]. For this purpose, we have used Vienna ab-initio
simulation package program (VASP) [92, 93]. The exchange-correlation poten-
tial was expressed in terms of both local density approximation (LDA) [126] and
generalized gradient approximation (GGA) (Perdew-Wang 91 type) [94]. In or-
der to achieve desired accuracy in the calculations, plane-wave cutoff energy is
set to 500 eV. Calculations are performed using a unit cell that includes 6x6
bilayer graphene and a Li atom, 145 atoms in total. The system is periodic in
the xy-plane whereas, we have vacuum about 15 A˚ thick in perpendicular direc-
tion. We have chosen the 6x6 bilayer graphene unit cell in order to avoid the
interactions of Li atoms of neighbouring cells. Since 6x6 graphene has lattice
vectors longer than 14 A˚ it is safe to say that Li atoms of neighouring cells do
not interact. Although unit cell is large, which results in the Brillouin zone be-
ing small, we still used a large grid in reciprocal lattice setting k-point 7x7x1 as
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a Monkhorst-Pack [127, 128] mesh. The partial occupancy around Fermi level
is treated by Gaussian smearing with a smearing parameter of 0.08 eV. For all
calculations energy convergence was within 10−5 eV accuracy. In all calculations
atoms are relaxed to their minimum energy configurations by using conjugate
gradient method where total energy and atomic forces are minimized.
We are going to use the words ”AA and AB stacking” in the following context.
AA stacking means that all atoms in one layer of bilayer graphene are exactly
over the atoms of the atoms of the previous layer, whereas, AB stacking means
that A type atoms of one layer is exactly on the top of A type atoms of the other
layer but B type atoms are on top of (or underneath) the center of the hexagon of
the other layer. In our calculations, both AA and AB stacking of bilayer graphene
are used with layer separation of 3.35 A˚.
We tried several initial configurations depending on where the Li atom is
positioned with respect to the graphene layers. Also, we have checked the case
where we have one or two vacancies in bilayer graphene. We put Li atom on top
of A atom, on top of B atom, on top of the C-C bond and on top of the center
of a hexagon 2 A˚ above the top graphene layer in different configurations. Then,
we put the Li below A atom, B atom, C-C bond and the center of a hexagon of
the top layer with the same distance of 2 A˚ so that Li atom is in between the
layers. As another initial configuration, we substituted a C atom of top layer
with Li atom. Finally, we removed another C atom neighbouring to the missing
one to create a double vacancy saturated with a Li atom. In the end, we had
8 initial geometrical configurations in AA stacking as shown in figure 5.1. Since
AB stacking breaks the symmetry between A and B type atoms, we had more
initial configurations, 12 in total as shown 5.2.
Since Van-der Waals interaction is not described well in DFT, when one relaxes
bilayer graphene, layer seperation will increase up to 3.8 A˚ for LDA and more
than 4.0 A˚ for GGA. In order to avoid this, and keep the distance around 3.35 A˚
as it initially was, we froze 22 atoms in perpendicular direction to the plane 11 in
upper and 11 in lower plane (shown as green atoms in figures 5.1 - 5.4). This is
another reason to choose a large (6x6) graphitic system. With the carbon atoms
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Figure 5.1: Top and side view of 8 different initial configurations for Li introduced
AA stacking bilayer graphene. Li atom is, above the top layer a) on top of a C
atom, b) on top of the C-C bond, c) on top of the center of a hexagon; in between
the layers d) on top of a C atom, e) on top of a C-C bond, f) on top of the center
of a hexagon; substituted with g) a C atom of the top layer; placed h) in the
middle of the bond of two missing C atoms of the top layer (Blue, light blue,
green and red spheres represent C atoms of the top layer, C atoms of the bottom
layer, frozen C atoms and Li atom respectively). In ”mid” cases Li has a 2 A˚ of
distance with the bottom layer.
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Figure 5.2: Top and side view of 12 different initial configurations for Li intro-
duced AB stacking bilayer graphene. Li atom is, above the top layer a) on top
of an A type C atom, b) on top of a B type C atom, c) on top of the C-C bond,
d) on top of the center of a hexagon; in between the layers e) on top of an A
type C atom, f) under a B type C atom, g) under the C-C bond of the top layer,
h) above the C-C bond of the bottom layer, i) on top of a B type atom of the
bottom layer; substituted with, j) an A type C atom of the top layer, k) a B type
C atom of the top layer; placed l) in the middle of the bond of two missing C
atoms of the top layer. (Colour convention is the same as in figure 5.1). In ”mid”
cases Li has a 2 A˚ of distance with the bottom layer.
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in the vicinity of lithium being free, we relaxed the systems in all calculations.
Then, binding energy of Li atoms to the graphite system in final configurations are
calculated to find out the energetically preferable position for Li atom. Binding
energies are calculated as follows;
Ebinding = Etotal − Egrap − nLiµLi. (5.1)
In equation 5.1 Ebinding is the binding energy of Li to the graphitic system,
Etotal is the total energy of the system, Egrap is the energy of graphitic system
(relaxed bilayer graphene (AA or AB stacking), relaxed bilayer graphene with
one or two vacancies ), nLi is the number of Li atoms, which is ”1” in all of our
calculations and µLi is the chemical potential of Li atom.
We have also calculated the charge transfer between Li and the graphitic
system. There are many controversial reports about this issue in the literature
both in theoretical [111, 112, 120, 121] and experimental studies [122–125]. Some
of these studies claim that there is full charge transfer from Li to the graphitic
system, whereas some others report that there is only partial charge transfer. We
tried to resolve this problem by obtaining charge densities and then calculating
the charge transfer by using Bader [129, 130] analysis. The first problem we
encountered is that there seemed to be significant charge transfer among carbon
atoms of the graphitic system. Even the furthest carbon to lithium atom had
a charge transfer of about 0.3 e−. Now that we understood that there is a
problem, we tried to get rid of the effect of the lithium atom and did the same
analysis on 6x6 bilayer graphene. Again, we had charge transferred from some
carbon atoms to the neighbouring ones even with AA stacking although we should
have the same number of charges for each atom. This situation does not make
sense, since all carbon atoms should have 4 valance e−’s, which indicates a deeper
problem. Therefore, we checked the charges of carbon atoms for 1x1 graphene
and encountered with similar numbers. Our first approach to solve the problem
was to increase the number of grid points (FFT mesh) that are calculated to
describe the charge density. To do so, we set the tag ”PREC = High” in the
INCAR file. INCAR file is the file of VASP that the determiness ”what and
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how to do” containing large number of parameters. ”PREC = High” tag is the
highest defined setting for the number of grid points that can be set without
entering this number of points particularly. With this tag, the number of grid
points reach more than twice of the first trial. However, it was still not enough.
Then, we particularly set the number of grid points by setting ”NGXF, NGYF
and NGZF” values in the INCAR file. These tags represent the number of FFT
mesh in a certain direction, as an example, ”NGFX=1000” means to take 1000
equally spaced points in x-direction so as to describe charge density. We found
out that in order to obtain 4 e−’s in each carbon atoms of graphene, we had
to use an FFT mesh two orders of magnitude denser than the default settings.
Increasing the grid size this much costs a lot of time and memory, which makes
the calculations to be a lot harder and expensive. Then, we carried over our
discussion for the system with Li atom where we encountered a second problem.
This time, charges of carbon atoms were good enough within the numerical error,
whereas, according to Bader analysis there were no lithium atom in the system
at all, i.e. analysis finds zero volume for lithium. Lithium atom tends to give its
valance charge and local minimum of the charge density, which Bader analysis
look for, passes over the atom since the charge density is calculated only for the
valance electrons in default settings. We thought that if we introduce the core
electrons in to the system, we could overcome this problem. In order to do this,
we set the tag ”LAECHG = .TRUE.”, which tells VASP to include core charges
while writing the output file of charge density. Then, the core electrons of both
C and Li atoms are introduced to the system. The introduction of core electrons
somehow effected the carbon atoms in such a way that electron tranfer between
them occured again. Same problem is obtained for pure graphene as well. We
tried a lot of new approaches to obtain a better descripton of charges. One of
those approaches was to map the calculated wave functions onto atomic orbitals.
In the calculations we use plane-waves as the basis set, therefore, we had to set
”LORBIT = 10” in the INCAR file in order to see the wavefunctions mapped
onto the atomic orbitals. After trying many different approaches and failing in
the description, we ended up with that the first approach was the best of all.
We returned to the first approach i.e. using core electrons in the calculation
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with a great number of grid points. This time, however, we changed the pseudo-
potential file, i.e. ”POTCAR” for Li atom, to include 1s electrons as well as
valance electron. We removed ”LAECHG = .TRUE.” flag so that we had 4 e−’s
for each carbon atoms which are valance e−’s, whereas, we had 3 e−’s for the
lithium atoms two of which are core e−’s and one of which is the valance one.
With this last setting, we were able to solve the problem for charge density and
charge transfer.
5.2 Results
We had 8 different initial configurations for AA and 12 different configurations
for AB stacking. After the relaxation we had 8 final configurations for both
stackings. Actually, for AA stacking Li atom stayed almost in the same position
as it initially was as shown in figure 5.3. However, for AB stacking, we had 8
final configurations out of 12 initial configurations as shown in figure 5.4. Li
atom almost stayed in the original position as it was, in the initial configurations
where Li atom is above the upper layer. 5 different initial configurations where
Li atom is in between the layers, converged into a single final configuration. For
this final configuration Li atom is between a B type atom and a hexagon. GGA
and LDA results do not differ significantly for all of the final configurations. The
first thing to check is the distance of Li atom to the nearest C atom for all cases.
Also binding energies are calculated and tabulated.
5.2.1 Adsorption
For AA stacking we have 3 adsorption sites. ”Outer A atom” (figure 5.3a) is the
one where the lithium atom is on top of the carbon atom, ”Outer bridge” (figure
5.3b) is the one where the lithium atom is above the bond between two carbon
atoms, and, ”Outer hollow” (figure 5.3c) is the one where the lithium atom is
above the center of hexagon. For AB stacking we have ”Outer B atom” (figure
5.4b) where the lithium atom is on top of B type atom, as well as the other
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Table 5.1: GGA and LDA results of Li-C bond distances (d), binding energies
(Eb) and transferred charge (e
−) from Li to C network for AA stacking
Adsorption Geometry GGA LDA
for AA stacking d (A˚) Eb (eV) e
− d (A˚) Eb (eV) e−
Outer A atom 2.06 -1.70 0.91 1.99 -1.93 0.90
Outer bridge 2.14 -1.72 0.91 2.08 -1.96 0.90
Outer hollow 2.27 -2.02 0.90 2.21 -2.29 0.88
Mid A atom 2.14 -2.49 0.88 2.01 -2.60 0.84
Mid bridge 2.21 -2.50 0.88 2.09 -2.63 0.84
Mid hollow 2.39 -2.75 0.88 2.30 -3.01 0.85
A substitution 2.19 -2.77 0.88 2.04 -3.54 0.84
Double C vacancy 2.36 -2.80 0.89 2.27 -3.29 0.86
Table 5.2: GGA and LDA results of Li-C bond distances (d), binding energy (Eb)
and transferred charge (e−) from Li to C network for AB stacking
Adsorption Geometry GGA LDA
for AB stacking d (A˚) Eb (eV) e
− d (A˚) Eb (eV) e−
Outer A atom 2.05 -1.50 0.91 2.01 -1.43 0.90
Outer B atom 2.06 -1.50 0.91 1.99 -1.43 0.90
Outer bridge 2.14 -1.52 0.91 2.09 -1.45 0.90
Outer hollow 2.25 -1.82 0.90 2.21 -1.76 0.88
Mid hollow 2.14 -2.42 0.87 2.03 -2.22 0.83
A substitution 2.04 -3.01 0.87 2.01 -3.28 0.86
B substitution 2.08 -3.02 0.85 2.03 -3.42 0.82
Double C vacancy 2.33 -2.82 0.89 2.20 -3.30 0.86
3 configurations. Minimum lithium-carbon distances are shown in the first and
fourth column of table 5.1 for AA stacking and table 5.2 for AB stacking. From
these tables it can be depicted that bond distances with GGA potential is slightly
greater than the ones with LDA. However, it is not a significant difference. The
average bond distance for the adsorption sites is 2.14 A˚ for GGA potential and
2.08 A˚ for LDA. In order to understand which configuration is the most stable
one, we check for the energetics. In the second and fifth column of table 5.1 and
5.2 binding energies of Li atom to the graphitic system are shown. For both AA
and AB stacking adsorption geometries energetically the most stable one is the
”Outer hollow” case (both GGA and LDA) having around 0.3 eV more binding
energy with respect to the other configurations.
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5.2.2 Intercalation
For AA stacking we have 3 possible sites for the intercalation case. ”Mid A atom”
(figure 5.3d) is the one where the lithium atom is in between carbon atoms of two
layers, ”Mid bridge” (figure 5.3e) is the one where the lithium atom is in between
C-C bonds of two layers, and, ”Mid hollow” (figure 5.3f) is the one where the
lithium atom is in between the center of the hexagons of two layers. For AB
stacking however, we have only one final configuration ”Mid hollow” (figure 5.3e)
where the lithium atom sits in between a B type atom of one layer and the center
of the hexagon of the second layer. Average bond distance for these configurations
is 2.22 A˚ for GGA and 2.11 A˚ for LDA potentials. From the final configurations
and the bond distances, it seems that the lithium atom tends to keep its distance
with the carbon atoms around 2.15 A˚ and sets its position accordingly. Hollow
site is again energetically the most favourable position amongst all. This tells
us that the lithium atom wants as much neighbour as possible. Same argument
is also strengtened by having AA stacking ”Mid hollow” case as the most stable
arrangement of all adsorption and intercalation final configurations. In this case
the lithium atom has 12 neighbours around almost in same distance, whereas, in
AB stacking ”Mid hollow” case ( 0.3 eV less binding energy respectively) it has
7 neighbours and in AA or AB ”Outer hollow” case, which is the third stable
configuration, ( 0.8 eV less binding energy respectively) it has 6 neighbours.
5.2.3 Substitutional
We tried lithium substitution geometries by taking one or two carbon atoms
away from the graphitic system and then substituting it with lithium. For AA
stacking we have 2 possible final configurations. ”A substitution” (figure 5.3g)
is the one where one carbon atom is replaced with a lithium atom, ”Double C
vacancy” (figure 5.3h) is the one where two neighbouring carbon atoms are taken
out of the system and one lithium atom is put instead. Since in AB case we have
A type and B type carbon atoms we have 3 different cases. ”A substitution”
(figure 5.4f) is the one where A type carbon atom, ”B substitution” (figure 5.4g)
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Figure 5.3: Top and side view of 8 different optimized final configurations for Li
introduced AA stacking bilayer graphene. These final configurations represent a)
Outer A atom, b) Outer bridge, c) Outer hollow, d) Mid A atom, e) Mid bridge,
f) Mid hollow, g) A substitution, h) Double C vacancy, which are presented in
table 5.1 (Blue, light blue, and red spheres represent C atoms of the top layer, C
atoms of the bottom layer and Li atom respectively).
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Figure 5.4: Top and side view of 8 different optimized configurations for Li intro-
ducd AB stacking bilayer graphene. These final configurations represent a) Outer
A atom, b) Outer B atom, c) Outer bridge, d) Outer hollow, e) Mid hollow, f)
A substitution, g) B substitution, h) Double C vacancy, which are presented in
table 5.2 (Colour convention is the same as in figure 5.4).
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is the one where B type carbon atom, ”Double C vacancy” (figure 5.4h) is the
one where an A type and neighbouring B type carbon atoms are replaced with
a single lithium atom. Average Li-C bond distance for GGA is 2.20 A˚ and
for LDA is 2.11 A˚. For single vacancy cases, the distance between lithium and
carbon atoms are 1.42 A˚ in initial configurations, which are too close. In order to
increase the distance above 2 A˚, lithium atom goes inside the graphene layers. For
double vacancy case, however, initial distance between carbon and lithium atoms
is 1.85 A˚. Still its too tight to stand still and lithium atom again moves inside
(or outside) the graphene layers. Binding energies of substitutions are greater
than all of the possible cases because we have a vacancy or two to be healed.
Healing a vacancy has a great advantage, energetically, rather than just binding
to a complete graphene structure.
5.2.4 Charge Transfer
Some charge is transferred from lithium to the graphitic system. Transferred
charge for the final configurations of AA stacking are shown in the third and sixth
column of table 5.1 and similarly the transferred charge for the final configurations
of AB stacking are shown in table 5.2. Charge transfer for GGA or LDA potetials
do not differ much. In average 0.88 e− is transferred from lithium to the graphitic
system. Since lithium has one valance electron, we can say that most of the
valance electron of lithium is transferred to the graphitic system (88
In figure 5.5 the transferred charge is displayed by presenting the difference
charge density, calculated by subtracting the charge densities of graphitic system
and Li atom from the charge density of a) intercalated system, b) substitutional
system for AA stacking. From the figure 5.5a, it can be depicted that all car-
bon atoms in graphitic hexagons share the incoming electron. This electron is
distributed symmetrically. Moreover, the extra electron tends to accommodate
in the form of pz orbital of the carbon atoms. For the defected case shown in
figure 5.5b, the extra charges accommodate around the missing carbon atom to
compensate the dangling bonds. In this case, pz orbital is tried to be accommo-
dated, however, for the carbons around the missing one other orbitals take some
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electrons as well.
Figure 5.5: Top view, zoomed view, and side view of the transferred charge a)
AA Mid hollow, b) AA A substitution cases (Blue atoms = C atoms, Red atom
= Li atom, Green bubbles = Transferred charge).
5.3 Discussions
In order to understand the chemistry between Li atom and a graphitic system we
have performed density functional theoretical analysis both with GGA and LDA
potentials. It seems that GGA and LDA results do not differ significantly for this
purpose.
The lithium atom makes bonds with carbon atoms that are 2.15 A˚ long.
Lithium also tends to have as many neighbours as possible. The most stable final
configuration is AA stacking ”Mid hollow” case, where Li atom sits in between the
centers of the hexagons of upper and lower layers having 12 nearest neighbours.
All intercalation systems have stronger binding with respect to the adsorption
cases. Therefore, intercalation is more likely (if possible) for lithium atom rather
than adsorption. Lithium atom has one valance electron and in average it gives
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0.88 of it the the graphitic system. This extra electron on graphitic layer is dis-
tributed symmetrically to the neighbours of lithium, moreover, the extra charge
tends to accommodate the pz orbitals of these carbon atoms.
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Chapter 6
Super Periodic Graphitic
Structures: Moire Pattern
Understanding the effects of surfaces in a system has crucial importance both in
chemistry and physics. A defect [131,132], a buckling, a foreign atom, periodicity
[133], etc. can change the direction of the evolution of the system. Therefore,
imaging a surface and understanding the physics behind is a very important
phenomena. Thanks to STM (Scanning Tunneling Microscope) [134] and other
imaging devices and techniques, nowadays we are capable of having images with
atomic resolution.
As a first example, STM is used to image HOPG (Highly oriented pyrolytic
graphite) [59–64, 135–146] since it can be observed in vacuum, atmospheric and
even in aqueous environments. It is well known that an AB stacking graphite has
a honeycomb structure and has two A type and two B type atoms in the unit cell.
One A atom is on top of the other being in different layers, whereas B type atoms
have the center of hexagon on top [141] (or bottom), being in different layers
just like the ones shown in figure 6.5. However, in STM images, only one type
of atoms are visible [59, 60] which are widely accepted to be B type ones [140]
(see figure 6.1a). This situation has become a popular phenomenon and many
hypotheses are proposed to explain it [140].
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Figure 6.1: STM images of various graphitic structures (from Dilek Yıldız et al.):
a) HOPG with tunnelling current of -0.5nA, bias voltage of 50mV (bright dots
represent the points with high charge density, in this case one type of the carbon
atoms), b) Moire pattern with atomic resolution with tunnelling current of 0.4nA,
bias voltage of 50mV, c) another Moire pattern with tunnelling current of 0.7nA,
bias voltage of 430mV, d) Moire pattern having a boundary and a graphene step
with tunnelling current of 0.7nA, bias voltage of 300mV.
As a second example, large super-periodicities of HOPG structures are imaged
using STM [61–67]. Some of the possible physical origins for the super-periodic
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structures are multiple tip effects [138], foreign atom intercalation, immersion in
aqueous solution [65, 147], and Moire pattern formation [61–63, 68]. The rota-
tional Moire pattern assumption tells us that the top most layer of the graphite
is rotated with respect to the layers underneath. In order to obtain a Moire
pattern structure, there are four main experimental conditions, (1) HOPG is
prepared under dry conditions and then immersed in aqueous solutions or in or-
ganic solvents [65,148], (2) metal atoms are deposited on monolayer graphite (or
HOPG surface) [63, 149–151], (3) HOPG has grain boundaries, lattice disloca-
tions, defects, or steps [152–159] and (4) treating continuous trials with adhesive
tape [155, 160]. However, it is not possible to repeat the same experiment and
obtain exactly the same Moire pattern.
Some Moire pattern STM images are shown in figure 6.1b,c,d. All of the
images in the figure were supplied by Dilek Yıldız studying at Istanbul Technical
University, Turkey under the supervision of Associate Professor Doctor Og˘uzhan
Gu¨rlu¨. Images in the figure are obtained under different tunnelling currents and
bias voltages. Figure 6.1a, shows the STM image of HOPG. Since STM creates
images of the charge density on the surface by tunnelling, the bright spots are the
points where there is high charge density with respect to the vicinity of the point.
At this image bias voltage is -50mV, so only the electrons between the energies
-50mV - 0eV (Fermi level) in the band structure are tunnelled from the surface
to an outer circuit through the STM tip. The only electrons in that energy range
are the unpaired electrons in pz orbital of carbon atoms. Therefore, the bright
spots show the positions of carbon atoms. However, the distance between the
bright spots are just the same as the lattice constant in the plane of graphene,
i.e. if one draws a parallelogram with the bright spots at the corners it would be
the unit cell of graphene. In the unit cell of graphene, there is one A type and one
B type atom and the bright spots show the position of only one of them. This
means that A type and B type atoms should have a difference in the density of
electrons having the energy in the range mentioned. We will show the calculations
about it later. In figure 6.1b,c and d, images of various Moire patterns observed
are shown. Here, the bright spots do not represent single carbon atoms, but
there is a super periodicity with a much larger lattice constant than graphene.
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In figure 6.1b with atomic resolution that large so called Moire periodicity and
the graphene periodicity are both visible. Of course, all of the Moire patterns are
not perfect as in figure 6.1c and d there are boundaries and edges obtained.
In this chapter, we investigate the Moire patterns that are observed by Dilek
Yıldız et al. in rotated graphitic structures, using first principles calculations.
The main idea is to explain the origin of the images by the charge density of
the rotated system. In addition to this, detailed geometrical calculations are
introduced for the generation of unit cell of the structures.
6.1 Computational Method
In this work we have performed first principles plane-wave calculations [79] within
density functional theory [74,75] by the projector-augmented-wave (PAW) poten-
tials [90, 91]. For this purpose we have used Vienna ab-initio simulation package
program (VASP) [92, 93]. The exchange-correlation potential was expressed in
terms of generalized gradient approximation (GGA) (Perdew-Wang 91 type) [94].
In order to achieve desired accuracy in calculations, plane-wave cutoff energy is
set to 500 eV. The partial occupancy around Fermi level is treated by Gaussian
smearing with a smearing parameter of 0.08 eV. For all calculations energy con-
vergence was within 10−5 eV accuracy. In all calculations, systems are relaxed
electronically to their minimum energy configurations by using conjugate gradient
method where total energy is minimized.
We have performed periodic calculations, however, for the structures we are
interested in, the unit cell is not obvious and simple. In order to find the unit cell
we created a method that is explained in the next section. As the size of the unit
cell changes, the k-points grid (Monkhorst-Pack [127]) varies accordingly. The
larger the unit cell, the smaller the k-points grid size. The greatest k-point grid
in our calculations is 23x23x1, and the smallest one is 5x5x1.
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6.1.1 Unit Cell Generation
First of all, we set the position of the rotation axis. Let’s consider only a single
graphene layer and say the rotation axis passes through a lattice point of the
graphene, perpendicular to the layer. We can put this lattice point wherever we
want on the graphene, but for simplicity, let’s say the lattice point is in the center
of a hexagon at point O (Origin). The graphene plane, lattice vectors (~a1 and ~a2),
origin O where the rotation axis pass through and other directions and vectors
to be explained later are shown in figure 6.2 below. Now, we define a vector ~R1
as in equation 6.3.
Figure 6.2: Unit cell generation figure; O is the origin (The point rotation axis
pass through), ~a1 and ~a2 are lattice vectors for graphene, ~R1 and ~R2 are the
vectors that are rotated onto p = 0 and p = q lines to generate the necessary unit
cells.
~R1 = p1~a1 + q1~a2 (6.1)
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where p1 and q1 are positive integers (p1 ≤ q1); ~a1 and ~a2 are the lattice vectors of
graphene. We can define a similar vector ~R′1 symmetric with respect to the p = 0
line shown in figure 6.2. Both of the vectors we defined are translation vectors
since p1 and q1 are integers. Therefore, these vectors define another lattice point
of graphene as well. Now, we consider two graphene layers with AA stacking
(AA and AB stacking has no difference in the end), i.e. bilayer graphene. Let
~R1 be a vector at the top layer and ~R
′
1 be a vector at the bottom layer. If we
rotate the top layer (so the ~R1 vector) by some angle θ clockwise, such that
~R1 coincides with the p = 0 line and rotate the bottom layer (as well as ~R
′
1
vector) by the same angle θ counter clockwise, the two vectors will just sit on
top of each other, therefore, two lattice points will be one over another, just like
the lattice points the rotation axis pass through. If p1 and q1 are prime among
themselves, there is no other lattice points coinciding with each other on these
vectors. Then, with such a rotation, we find a second lattice point of the rotated
system. Moreover, these two lattice points are the closest possible ones. Since
lattice points of graphene has six fold rotational symmetry, we have similar lines
and vectors with p = 0 line (q = 0,p = −q), ~R1 (~R′′1,~R′′′1 ) and ~R′1 vectors at ±60o.
Therefore, other lattice points are generated as well, which can be easily shown
by rotating the original lattice point around the rotation axis ±60o. After finding
the three lattice points on the lines p = 0, p = −q and q = 0 we use these points
with origin to make a parallelogram which is the unit cell. Since the two vectors
are both rotated in opposite directions by angle θ, the top layer is rotated by 2θ
with respect to the bottom layer. Therefore, the rotation angle is said to be 2θ
which can be given by
θRotation = 2θ = 2arctan
√
3p1
2q1
. (6.2)
For every rotation angle Moire pattern occur because in equation 6.2 p1 and q1
can take any value as long as p1 ≤ q1 being positive integers. Therefore, if one
takes a bilayer graphene and rotate the top layer with respect to bottom one,
for every angle there will occur Moire pattern. However, geometrical and STM
periodicity will differ if p1 > 1, which will be explained later. In figure 6.3, atomic
positions for some rotation angle are shown (the figures do not show the unit cell)
to give an idea of how it looks like.
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Figure 6.3: Rotated bilayer graphene structures with angle a) 2o, b) 3o, c) 4o, d)
5o.
Now, if we return to the generation of unit cell, we set the line that ~R1 vector
will be rotated onto, as p = 0 line which is an armchair direction. However,
instead of p = 0 line, we can choose p = q line which is in zigzag direction
and ~R2 vector as the translation vector. And then apply the same procedure to
create the unit cell. Will this make a difference? The answer to this question is
affirmative. Actually, if the first nearest lattice point to the origin is found by
rotating the vector to armchair direction, then, the second nearest lattice point
is the one with a vector rotated to the zigzag direction and vice versa. Also, the
second nearest lattice point is
√
3 times further to the origin than the first one.
Therefore, for some p1 and q1 values, we can find a closer lattice point on p = q
line. We made the necessary geometrical calculations and found the relations
between these lattice points as follows; let ~R2 to be defined as
~R2 = p2~a1 + q2~a2, (6.3)
then, if ~R1 defines the nearest lattice point (so ~R1 defines the second nearest
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lattice point),
p1 =
p2 − q2
3
, (6.4)
q1 =
p2 + 2q2
3
;
and if ~R2 defines the nearest lattice point (so ~R2 defines the second nearest lattice
point);
p1 = p2 − q2 (6.5)
q1 = p2 + 2q2.
Now, lets say ~R2 defines the nearest lattice point and lets subtract p1 from q1
using equation 6.6 to get
q1 − p1 = 3q2. (6.6)
(6.7)
Since q2 is an integer we can only have ~R2 defining the nearest lattice vector when
q1−p1 = 0 (mod3). Therefore, for 23 of possible cases ~R1 defines the nearest lattice
vector. For the purpose, we are trying to have as small angle as possible (since
STM images show those). Therefore, we set p1 = 1. Then, for the values where
q1− 1 = 0 (mod3), i.e. q1 = 4, 7, 10, 13, ... we have ~R2 defining the nearest lattice
point to the origin. For those special cases we will have half the unit cell we
would for ~R1 defining the nearest lattice point case. And the angle of rotation
will be 2θ = 2arctan
√
3
2q1
.
In this work, the smallest unit cell had 4 carbon atoms, whereas, the greatest
had 628 atoms inside. We made single runs, i.e. geometric relaxation was off,
only electronic relaxation is done. The distance between the graphene layers is
set to be 3.35 A˚. The system is periodic in plane, whereas, there is a vacuum
more than 10 A˚ long perpendicular to the planes.
6.1.2 Calculations
Since, we generate the unit cell of the systems by the introduction of p1 and
q1 values, we created a labeling with these numbers. For instance, we call a
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system p1q10 when its unit cell is generated through the rotation of ~R1 which
has components with p1 = 1 and q1 = 10. For all of the super periodic structures
(p1 = 1 and q1 = 7, 8, 9, 10, 11, 12), we are interested in the charge densities of
the system. If we look for the whole charge density of the system, however, we
would see very small difference between the total charges of the atoms, which
would make them indistinguishable. Also, it would not describe the STM images
anyway. Since, STM can interact with only the electrons having at most a few
eVs energy around Fermi level depending on the tip bias, we make a second
calculation that only focus on those electrons rather than the whole system. In
order to do this, we make a post processing of the VASP output. Starting from the
WAVECAR file in which wave-functions of the system are described the charge
densities around the Fermi level is calculated. This new calculation shows us the
charges that will interact with STM tip describing the situation better. After
having the charge density file, we can use a visualization program and draw line
profiles and isosurfaces [161–164]. In order to understand the current and voltage
effects, we draw band structure and density of states of the systems as well.
6.2 Results
In order to understand the number of layers that contribute to the charge density
significantly, we tested AB stacking multilayer graphene structures. We started
with six layers and went down to two layers, having 3.35 A˚ between the layers.
In all calculations, we checked the charge density 0.8 A˚ above the top layer. For
the figure 6.4, we used the charges within the energy range -0.5 eV to Fermi level.
In figure 6.4a, we see the density of charges of carbon atoms for six layers AB
stacking graphene. In figure 6.4b, we have the line profile graph of the same
calculation for the line shown in the subset. In figure 6.4c, we see the density of
charges of carbon atoms for two layers AB stacking graphene. In figure 6.4d, we
have the line profile graph of the same calculation for the line shown in subset.
As we see from the line profiles there are two peaks one of which is almost 1.25
times greater than the other one. This was what we expected since one type of
the atom should be brighter in the STM image as in figure 6.1a. Since, we do
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not see appreciable difference in the line profiles, we continue to work with two
layers. We used two layers for the rest of the calculations in order to have as less
atom as possible and so that to have the largest unit cell area in plane. In order
to understand for which energy range we are still able to distinguish the atoms,
we employed calculations for the energy ranges from -2.0 eV - Fermi level for the
largest difference and -0.25 eV - Fermi level for the smallest difference. In figure
6.4e, charge density 0.8 A˚ above the to layer for the charges within energy range
-1.5 eV to Fermi level of 2 layer AB stacking graphene is shown. In figure 6.4f,
line profile for the same charges is drawn. As it can be seen, it is hard to make
a distinction between A type or B type carbon atoms. Charge densities and line
profile peaks are almost the same. Indeed, if we increase the energy range, we
lose the difference. Therefore, we choose the energy range to be -0.5 eV to Fermi
level for the rest of the computations.
In figure 6.5b, we see isosurface of charge density (green bubbles) for some
isovalue for the same calculation shown in figure 6.4c-d. In order to see the
difference better we choose an isovalue in such a way that if we decrease the
value just a little bit, we see that green bubbles start to appear on the rest of
the carbon atoms as well. Therefore, this figure shows us, let’s say, the difference
between atom types. The figure enables us to see that red A type carbon atoms
(carbon atom below which there is a carbon atom of the second layer) and blue
B type atoms (carbon atom below which there is the center of hexagon of the
second layer) have different charges and in addition to that B type atoms have
significantly more charge than A type ones.
Figure 6.3 shows some different geometrical configurations for some twisted
structures with different angles. Some local hexagonal patterns start to appear
as we twist the structure. For any angle, there occur hexagonal patterns as we
mentioned earlier. The periodicity of these patterns seems to get smaller as the
angle increases. Actually the periodicity D of these patterns is given by,
D =
a
2sinθ
, (6.8)
where a is the length of the lattice constant of graphene, i.e. 2.46 A˚, and θ is the
half of the rotation angle [68,160]. According to these calculations, the periodicity
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Figure 6.4: Charges within the energy window -0.5 eV to Fermi level for AB
stacking graphene 0.8A˚ above the top layer a) Charge density for 6 layer, b)
Line profile for 6 layer, c) Charge density for 2 layer, d) Line profile for 2 layer.
Charges within the energy range -1.5eV to Fermi level for AB stacking graphene
0.8A˚ above the top layer e) Charge density for 2 layer, f) Line profile for 2 layer.
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Figure 6.5: a) Unit cell of 2x2 AB stacking bilayer graphene from top view, b)
2x2 AB stacking bilayer graphene from side view with charge isosurface within
the range -0.5eV to Fermi level. (Green bubbles are the isosurface of the charge
density for some isovalue, red spheres are A type and blue spheres are B type
carbon atoms.)
of the pattern is D for only some cases and D only shows the distance between
the bright spots in the STM images. However, the local patterns may not be
similar and indeed they are different when p1 6= 1. Moreover, even when p1 = 1,
the periodicity of the pattern is D only when ~R2 defines the nearest lattice vector.
In short, although D seems to be periodicity of the bright spots in STM images,
it is only the periodicity of the system when ~R2 defines the lattice vector and
p1 = 1. The actual periodicity of the system is Dactual = p1D when q1 − p1 = 0
(mod3), and Dactual =
√
3p1D when q1 − p1 6= 0 (mod3). Then, it will not be
meaningful to say that the patterns are periodic with some length for some angle,
unless you do not know the ~R1 vector exactly, i.e. p1 and q1. It is impossible to
define p1 and q1 and make the graphitic structures rotated accordingly with the
present experimental techniques.
In figure 6.6a, rotated p1q10 structure is shown. For this structure since
10 − 1 = 9 ≡ 0 (mod3) ~R2 defines the nearest lattice vector and the unit cell
is the gray parallelogram. Notice that in this figure, each hexagonal pattern are
the same. In figure 6.6b, rotated p1q11 structure is shown. For this structure
11− 1 = 10 6= 0 (mod3), therefore, ~R1 defines the nearest lattice vector and the
unit cell is the gray parallelogram. Notice that the pattern at the corners of the
unit cell and inside the unit cell are all different.
94
Figure 6.6: Rotated a) p1q10, b) p1q11 structures with ~R1 and ~R2 vectors and
the unit cell of the system.
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Figures 6.7 and 6.8 summarizes our results with the help of p1q11 system as
an example. In figure 6.7a, top view of the unit cell of p1q11 system is shown
within the gray paralellogram. All spheres are carbon atoms and yellow, orange,
black and red spheres are the atoms around the regions we will discuss on. In
figure 6.7b, we show the charge density isosurface plot of the same system (just
like the ones in figure 6.5b) to see where the bright spots would appear in STM
image. The yellow line with signs 1, ∗, .,+, 2 in the figure represents positions for
the line profile direction shown in figure 6.7d. In figure 6.7c, side view of the unit
cell of p1q11 system with both carbon atoms and the isosurface plot is shown.
In figure 6.8a, the density of states of the investigated systems within the energy
range from -0.5eV to 0.5eV are shown. Similarly, in figure 6.8b, we plot the
partial density of states of the carbon hexagons represented with different colors
in figure 6.7a. With the help of these figures we will discuss the super-periodic
Moire pattern in rotated graphitic systems.
6.3 Discussions
In this chapter, we investigated the super-periodic graphitic structures using den-
sity functional theory. We have shown that two layers are enough to describe the
graphitic super-periodic systems. We have also shown that although the pattern
periodicity in STM images are D, actual periodicity of the system can be different
but indistinguishable with the current technology. With the help of figure 6.5,
we understood that A type atoms differ from B type atoms. Therefore, our first
expectation was to see the carbon atoms with another carbon atom at the bottom
(A type) to have less charge density with respect to the ones with the center of
hexagon at the bottom (B type). However, we noticed that after the system is
rotated there was no A type or B type atoms anymore, but ”AA stacking, AB
stacking, AC stacking and no stacking” regions instead. AC stacking is similar
to AB stacking. If we shift AA stacked bilayer graphene in one direction by one
bond distance to get AB stacking, we get AC stacking when we do the same shift
in the same direction one more. Then, if we shift one more time, we get back to
AA stacking. In figure 6.7a, we circulated these regions with different stacking
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Figure 6.7: a) Top view of the unit cell of rotated p1q11 structure (Spheres are
carbon atoms), b) charge density isosurface plot of p1q11 system (Green dots are
the isosurfaces for some isovalue), c) side view of the same system with carbon
atoms (Blue spheres) and isosurface of charges (Green dots), d) line profile of the
charge density of p1q11 system in the direction from 1 to 2 as shown in b.
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Figure 6.8: a) Density of states of the investigated systems within the energy
range from -0.5eV to 0.5eV, b) partial density of states of the carbon hexagons
shown in figure 6.7a.
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and numbered as i, ii, and iii. If one looks closely, it can be noticed that iii re-
gion is an AA stacking region, where all carbon atoms have another carbon atom
almost at the bottom of it, whereas, ii and i regions are AB and AC stacking
regions which are composed of A type and B type atoms. Just at the center of
the triangle connecting these three regions there is the no stacking region. Notice
that iii region, the corners of the unit cell, and the region around red carbons
all have AA stacking. Although, they do not exactly have the same geometry,
they have similar stacking. From figure 6.7b, it can be depicted that AA stacking
regions has the greatest local density of charges and should be bright in STM
image with the periodicity D creating a triangular lattice. Figure 6.7c tells us
that these charges are all coming from pz orbital of carbons. Line profile of the
system shown in figure 6.7d makes it clear that AA stacking regions have more
charges with respect to neighbouring regions. The highest peaks occur around
point 1 and 2, just after ∗ and just before + all of which are AA stacked regions.
By the help of the figure 6.8a, we can state that density of states are asymmetric
with respect to Fermi level for all systems. Also, since the system does not lose
the hexagonal symmetry, there is no energy band gap as the valance and con-
duction bands touch each other at Fermi level. Another important observation is
that there are two or three peaks within the energy range from -0.5eV to Fermi
level in all systems. Other than that, we could not observe a correlation between
systems. In figure 6.8b, partial density of states of the carbon hexagons shown
in figure 6.7a are drawn. This figure tells us that the peaks in the density of
states of p1q11 shown in figure 6.8b cannot be attributed to single atoms, but
there is a cumulative contribution from all atoms. In addition to this, since the
integration of DOS or PDOS over energy gives the number of charges, we can
again state that yellow and red atoms, which are all in AA stacking regions have
more charges than others and will appear as bright regions in the STM image.
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Chapter 7
Conclusions
In this thesis, we investigated various graphitic nanostructures from first-
principles calculations. In order to do this, we employed tight binding approxi-
mation and density functional theory.
In chapter three, we investigated the electronic band structure of one and zero
dimensional graphene nano-ribbons using tight binding method. We concluded
that all of the zigzag type graphene nano-ribbons have zero band gap value.
Armchair graphene nano-ribbons as well as zero dimensional chiral graphene
nano-ribbons, however, can have various band gaps which can be calculated via
equation 3.6. One dimensional armchair graphene nano-ribbons show three dis-
tinct family behaviour having different A and a values in the equation. Another
important observation was that one dimensional zigzag and armchair graphene
nano-ribbons have very different band structures and the band structure of cer-
tain one dimensional chiral graphene nano-ribbons look alike the band structure
to one dimensional zigzag graphene nano-ribbons, whereas, others look alike the
band structure of armchair ones.
In chapter four, we investigated the effect of phosphorus and sulfur atoms
on the growth mechanism of CNTs via density functional theory. In order to
do that we investigated the chemistry and interaction of P and S atoms with
graphene layer, a kink structure as well as C-P and C-S cluster structures. We
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have shown that phosphorus and sulfur atoms interact similarly with graphene
and kink structure. Both of these atom types tend to escape from the graphitic
surface as they find a partner unless there is a vacancy. Although, phosphor and
sulfur atoms behave in a similar manner with a complete graphitic structure,
they behave differently while interacting with carbon clusters. As a result of
the investigations, we can conclude that phosphorus atoms tend to make cluster
structures with carbon atoms binding strongly, whereas, sulfur atoms break the
clusters and increase the number of free carbons. Therefore, during growth of
CNTs, phosphorus atoms make cluster with carbon atoms and decreases the
number of free carbon atoms available for nanotube growth leading thin and
short CNTs with low quantity. Moreover, these phosphorus atoms can enter
the nanotube network binding to a carbon atom and create clusters there which
results in low graphitization. The situation is just opposite for the sulfur though.
Sulfur atoms tries to destroy any carbon cluster increasing the number of free
carbon atoms available for nanotube construction. Therefore, nanotubes grow
thick, long and high in quantity with high graphitization.
In chapter five, we discussed the chemistry between Li atom and bilayer
graphene to investigate the intercalation of Li atom into MWCNTs. In order
to do this, both GGA and LDA potentials are employed in density functional
calculations and we ended up with the same conclusions. According to our calcu-
lations Li-C bond distance is around 2.15 A˚ and Li atom tends to have as much
neighbour as possible. Therefore, energetically the most stable configuration was
AA stacking mid-hollow case, where Li atom sits in between the centers of the
hexagons of upper and lower layers having 12 nearest neighbours. Moreover, all
the systems with intercalation have stronger binding with respect to the adsorp-
tion cases. Therefore, intercalation is more likely for lithium atom rather than
adsorption. Li atom gives 0.88e− to the graphitic system, therefore, there is a
partial charge transfer. This incoming charge is shared among the neighbouring
carbon atoms accommodating the pz orbitals of these atoms.
In chapter six, we investigated the super-periodic graphitic structures using
density functional theory. Two layers of graphene was enough to describe the
system. We showed that the pattern periodicity in STM images and the actual
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periodicity of the system are different but indistinguishable with the current tech-
nology. There are four main regions in rotated graphitic systems which we call
”AA, AB, AC and no stacking” regions and these patterns appear in AA stacking
regions creating a triangular lattice via charge density isosurface, line profiles of
charges and local density of states analysis. These charges are accommodated in
pz orbital of carbons. The density of states of all investigated systems are asym-
metric with respect to Fermi level. We also observed some peaks in the valance
band around the Fermi level which cannot be attributed to certain carbon atoms,
but all atoms contribute to create these peaks.
In conclusion, various graphitic nanostructures are investigated from first prin-
ciples. Many physical properties of the systems such as band structures, charge
densities and density of states are calculated to draw the relevant properties of
the considered systems.
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Appendix A
Numerical Fortran Code For
Moire Coordinate Generation
c This Code is generating the input file of VASP. It generates
c the atomic positions and lattice vectors of the rotated
c bilayer graphene for the given values of p1 and q1.
implicit double precision(a-h,o-z)
double precision x(990000),y(990000),z(990000)
double precision ax,ay,az
character*3 pbc,at, ac
character*40 sel,bel
real aaa,bbb,rl
open(4,file=’OUTPUT’,status=’unknown’)
write(*,*)’R = m * a1 + n * a2’
write(*,*)’Enter m and n, where m <= n’
read(*,*)m,n
write(*,*)’Latis tipi AA = 1, AB = 2’
read(*,*)na
if (na.le.1.5) then
write(*,*)’Latis noktasi nerede olsun?’
write(*,*)’Hexagonun ortasi 1, A atomu ustu 2’
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read(*,*)mn
endif
if (na.ge.1.5) then
write(*,*)’Latis noktasi nerede olsun?’
write(*,*)’Hexagonun ortasi 1, A atomu ustu 2, B atomu ustu 3’
read(*,*)mn
endif
sel=’ pos_6x6graphene’
write(4,10)sel
sel=’ 1.00000000000000’
write(4,10)sel
aaa=m*m+n*n+m*n
bbb=SQRT(aaa)
rl=2.46*bbb
as=1.7320508
a=2.46
rx1=a/2*(2*m+n)
ry1=-a*n*as/2
rx2=a*(n-m)/2
ry2=a*(n+m)*as/2
rz1=0.0
rz2=15.0
alatispar=SQRT((rx1*rx1+ry1*ry1)/3)
sel=’dosyanin sonunda’
write(4,11)rx1,ry1,rz1
write(4,11)rx2,ry2,rz1
write(4,11)rz1,rz1,rz2
ax=(as*m)/(m+2*n)
alfa=atan(ax)
alfa2=2*alfa
alfa3=alfa2*57.295779513
write(4,17)alfa3, sel
sel=’Selective Dynamics’
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write(4,10)sel
write(4,*) alatispar
sel=’Cartesian’
write(4,10)sel
bel=’ T T T’
mm=0
z1=5.0
z2=8.35
nm=m+n
a1x=a/2
a1y=a*as/2
a2x=a
a2y=0.0
do k=-nm,nm
do kk=-nm,nm
rx=a1x*k+a2x*kk
ry=a1y*k+a2y*kk
rotrx=rx*cos(alfa2)-ry*sin(alfa2)
rotry=rx*sin(alfa2)+ry*cos(alfa2)
rhx1=rx+a/2
rhy1=ry+a*as/6
rotrhx1=rhx1*cos(alfa2)-rhy1*sin(alfa2)
rotrhy1=rhx1*sin(alfa2)+rhy1*cos(alfa2)
rhx2=rx+a
rhy2=ry+a*as/3
rotrhx2=rhx2*cos(alfa2)-rhy2*sin(alfa2)
rotrhy2=rhx2*sin(alfa2)+rhy2*cos(alfa2)
rax1=rx
ray1=ry
rotrax1=rax1*cos(alfa2)-ray1*sin(alfa2)
rotray1=rax1*sin(alfa2)+ray1*cos(alfa2)
rax2=rx+a/2
ray2=ry+a*as/6
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rotrax2=rax2*cos(alfa2)-ray2*sin(alfa2)
rotray2=rax2*sin(alfa2)+ray2*cos(alfa2)
rbx1=rx
rby1=ry
rotrbx1=rbx1*cos(alfa2)-rby1*sin(alfa2)
rotrby1=rbx1*sin(alfa2)+rby1*cos(alfa2)
rbx2=rx-a/2
rby2=ry-a*as/6
rotrbx2=rbx2*cos(alfa2)-rby2*sin(alfa2)
rotrby2=rbx2*sin(alfa2)+rby2*cos(alfa2)
cd1=(n+m)*as*rx/(n-m)
cd2=-n*as*rx/(n+2*m)
cd3=rx*(m+n)*as/(n-m)-a*as*(m*m+n*n+m*n)/(n-m)
cd4=-rx*n*as/(2*m+n)+a*as*(m*m+n*n+m*n)/(2*m+n)
rotcd1=(n+m)*as*rotrx/(n-m)
rotcd2=-n*as*rotrx/(n+2*m)
rotcd3=rotrx*(m+n)*as/(n-m)-a*as*(m*m+n*n+m*n)/(n-m)
rotcd4=-rotrx*n*as/(2*m+n)+a*as*(m*m+n*n+m*n)/(2*m+n)
if (k.eq.0.and.kk.eq.0) then
mm=mm+4
if (na.le.1.5) then
if (mn.eq.1) then
write(4,9)rhx1,rhy1,z1,bel
write(4,9)rhx2,rhy2,z1,bel
write(4,9)rotrhx1,rotrhy1,z2,bel
write(4,9)rotrhx2,rotrhy2,z2,bel
endif
if (mn.eq.2) then
write(4,9)rax1,ray1,z1,bel
write(4,9)rax2,ray2,z1,bel
write(4,9)rotrax1,rotray1,z2,bel
write(4,9)rotrax2,rotray2,z2,bel
endif
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endif
if (na.ge.1.5) then
if (mn.eq.1) then
write(4,9)rhx1,rhy1,z1,bel
write(4,9)rhx2,rhy2,z1,bel
write(4,9)rotrax1,rotray1,z2,bel
write(4,9)rotrax2,rotray2,z2,bel
endif
if (mn.eq.2) then
write(4,9)rax1,ray1,z1,bel
write(4,9)rax2,ray2,z1,bel
write(4,9)rotrhx1,rotrhy1,z2,bel
write(4,9)rotrhx2,rotrhy2,z2,bel
endif
if (mn.eq.3) then
write(4,9)rbx1,rby1,z1,bel
write(4,9)rbx2,rby2,z1,bel
write(4,9)rotrax1,rotray1,z2,bel
write(4,9)rotrax2,rotray2,z2,bel
endif
endif
endif
if (ry.lt.cd1.and.ry.gt.cd2.and.ry.gt.cd3.and.ry.lt.cd4) then
mm=mm+2
if (na.le.1.5) then
if (mn.eq.1) then
write(4,9)rhx1,rhy1,z1,bel
write(4,9)rhx2,rhy2,z1,bel
endif
if (mn.eq.2) then
write(4,9)rax1,ray1,z1,bel
write(4,9)rax2,ray2,z1,bel
endif
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endif
if (na.ge.1.5) then
if (mn.eq.1) then
write(4,9)rhx1,rhy1,z1,bel
write(4,9)rhx2,rhy2,z1,bel
endif
if (mn.eq.2) then
write(4,9)rax1,ray1,z1,bel
write(4,9)rax2,ray2,z1,bel
endif
if (mn.eq.3) then
write(4,9)rbx1,rby1,z1,bel
write(4,9)rbx2,rby2,z1,bel
endif
endif
endif
if (rotry.lt.rotcd1.and.rotry.gt.rotcd2) then
if (rotry.gt.rotcd3.and.rotry.lt.rotcd4) then
mm=mm+2
if (na.le.1.5) then
if (mn.eq.1) then
write(4,9)rotrhx1,rotrhy1,z2,bel
write(4,9)rotrhx2,rotrhy2,z2,bel
endif
if (mn.eq.2) then
write(4,9)rotrax1,rotray1,z2,bel
write(4,9)rotrax2,rotray2,z2,bel
endif
endif
if (na.ge.1.5) then
if (mn.eq.1) then
write(4,9)rotrax1,rotray1,z2,bel
write(4,9)rotrax2,rotray2,z2,bel
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endif
if (mn.eq.2) then
write(4,9)rotrhx1,rotrhy1,z2,bel
write(4,9)rotrhx2,rotrhy2,z2,bel
endif
if (mn.eq.3) then
write(4,9)rotrax1,rotray1,z2,bel
write(4,9)rotrax2,rotray2,z2,bel
endif
endif
endif
endif
enddo
enddo
9 FORMAT(3F20.15,A35)
10 FORMAT(A40)
15 FORMAT(A4,2F10.4,A15)
12 FORMAT(I5,A5,I2,A5,I2)
13 FORMAT(3F10.6)
14 FORMAT(5E15.7)
11 FORMAT(3F20.15)
16 FORMAT(3E15.7)
17 FORMAT(’Aci=’,F10.7,’ ’,A40)
sel=’ m =’
bel=’ n =’
write(4,12)mm,sel,m,bel,n
stop
end
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