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Kurze Zusammenfassung
In der vorliegenden Arbeit untersuchen wir adaptive Suchalgorithmen. Diese Verfah-
ren arbeiten online und versuchen, ohne Kenntnis zukünftiger Anfragen gute Antwort-
zeiten zu erzielen, indem sie ihre Suchstrategie dynamisch ändern. Wir analysieren be-
kannte und entwickeln neue Verfahren für sequentielle Suche unter kompetitiven und
stochastischen Kostenmodellen. Ein Schwerpunkt der Arbeit liegt auf Markov-Ketten
als Zugriffsmodell, die eine Verallgemeinerung unabhängiger Zugriffe darstellen und
praktisch beobachtete Phänomene gut beschreiben können. Verschiedene Varianten
des Problems wie randomisierte Algorithmen, gewichtete Zugriffskosten oder bidirek-
tionale Suche werden ebenfalls betrachtet, außerdem vergleichen wir die Konvergenz-
geschwindigkeit der einzelnen Verfahren.
Adaptive Verfahren ermöglichen es implizit, statistische Informationen über die
Anfragefolgen zu sammeln, die wir zur Datenkompression einsetzen. Außerdem schla-
gen wir eine Verallgemeinerung des Kostenmaßes für Kodes und Suchbäume vor, bei
demdie Vergleichskosten nicht konstant sind, sondern exponentiell mit der Tiefe wach-
sen, und analysieren die Auswirkungen dieses Modells.
Abstract
This thesis deals with adaptive search algorithms. These algorithms work online and
strive to achieve fast response time without knowledge of future requests by modify-
ing their search strategy dynamically. We analyse known and devise new algorithms
for sequential search problems in the competitive and average case settings. Special
emphasis is placed on Markovian request sequences, as they provide a generalization
of the independent request model and are well suited to describe real data. We al-
so consider several variations of the problem, like randomised algorithms, weighted
access costs or bidirectional search, and we investigate the convergence speeds of the
algorithms.
Adaptive algorithms implicitly collect statistical information on the request se-
quence that can be used for data compression. Furthermore we propose a generali-
zation of the cost functions on codes and trees. While the comparison costs are constant
in the standard model, they now increase exponentially with the depth. We analyse
and discuss the impacts of this model.
v
Einleitung
Wer sucht, der findet.
Matthäus 7,8
Suchverfahren bilden einen zentralen Bestandteil vieler algorithmischer Problemlösun-
gen. Eines der Hauptanwendungsgebiete liegt im Bereich des Speicherns von In-
formationen und des Zugriffs auf gespeicherte Daten. Wenn die Daten durch einen
Schlüssel identifiziert werden, so sollen bei einer Nachfrage nach einem bestimmten
Schlüssel die Daten möglichst effizient gefunden werden. Für diese Aufgabe der Im-
plementierung eines Wörterbuchs sind zahlreiche klassische Datenstrukturen bekannt,
die entweder linear suchen oder durch Ausnutzen einer Ordnung auf den Schlüsseln
in einer Baumstruktur arbeiten. Neben der direkten Anwendung von Suchverfah-
ren in Wörterbüchern treten Suchprozesse in vielen anderen Bereichen auf, zum Bei-
spiel bei geometrischen Problemstellungen (Punktlokalisierung) oder Textverarbeitung
(Mustererkennung).
Der Schwerpunkt dieser Arbeit liegt auf adaptiven Datenstrukturen und Algorith-
men. Damit sind Verfahren gemeint, die sich an die Suchanfragen anpassen können
und dadurch ihre Suchstrategie optimieren. Wir betrachten adaptive Verfahren aus
dem Blickfeld der Online-Algorithmen und unter dem Gesichtspunkt der statistischen
Informationstheorie.
Kompetitive Analyse
Ein Algorithmus, der eine Folge von Anfragen bearbeitet, arbeitet online, wenn er je-
de Anfrage bedient, ohne die zukünftigen Anfragen zu kennen. Im Gegensatz dazu
stehen Offline-Algorithmen, die eine gesamte Eingabefolge im voraus sehen dürfen und
dieses Wissen bei der Bearbeitung der einzelnen Anfragen ausnutzen können. In der
kompetitiven Analyse vergleicht man die Kosten eines Online-Algorithmus mit den
Kosten eines optimalen Offline-Algorithmus. Wenn für alle Anfragefolgen das Verhält-
nis dieser Kosten durch eine Konstante c beschränkt ist, so erhält man damit die Garan-
tie, daß der Online-Algorithmus höchstens das c-fache der optimalen Kosten erzeugt,
auch wenn er bei der Bearbeitung der Anfragen die Zukunft nicht kennt. Die Schran-
ke c muß für alle Anfragefolgen gelten, und für die Intuition ist oft die Vorstellung
hilfreich, daß die Anfragen von einem Gegner erzeugt werden, der beliebig schwierige
Eingaben produzieren kann, sie dann aber auch selbst offline bearbeiten muß.
Das Gebiet der kompetitiven Analyse von Online-Algorithmen wurde 1985 von
D. Sleator und R. Tarjan mit der Untersuchung des MOVE-TO-FRONT-Algorithmus
begründet [ST85] und hat seitdem eine rasante Entwicklung genommen, vgl. [BE98,
FW98] für einen aktuellen Überblick.
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Mittlere Analyse
Wenn man ein stochastisches Modell für die Suchanfragen annimmt, werden dadurch
die Suchkosten oder andere charakteristische Werte des untersuchten Algorithmus zu
Zufallsvariablen. Dann ist man an Aussagen über diese Zufallsvariablen interessiert,
in erster Linie über den Erwartungswert der Suchkosten.
Oft wird bei probabilistischen Untersuchungen die Annahme gemacht, daß die
Elemente der Eingabefolgen unabhängig voneinander sind (stochastische Quelle ohne
Gedächtnis, Bernoulli-Modell) und sogar gleichverteilt sind (symmetrisches Bernoulli-
Modell). Wenn man aber Abhängigkeiten zuläßt, erhält man nicht nur eine Verallge-
meinerung der Theorie, sondern auch Resultate, die die in der Praxis beobachteten
Verhalten der Algorithmen wesentlich besser beschreiben können. Markov-Ketten bie-
ten ein solchesModell von stochastischenQuellenmit Gedächtnis. Die Abhängigkeiten
in der Eingabefolge bestehen hierbei nur lokal, indem die Verteilung eines Eingabeele-
mentes von dem direkt vorausgehenden Element abhängt, aber nicht von den weiter
zurückliegenden Vorkommen. Da solche Phänomene aber in der Praxis erscheinen,
bzw. eine hinreichend genaue Approximation praktisch auftretender Eingabefolgen er-
möglichen, ist die Anwendbarkeit von Markov-Ketten gerechtfertigt.
Die Betrachtung von Markov-Quellen im Zusammenhang mit Suchbäumen wurde
erstmals von G. Hotz durchgeführt [H93]. Es hat sich gezeigt, daß die Kodierungssätze
zur Quellenkodierung der von C. Shannon begründeten statistischen Informationstheo-
rie [S48] übertragen werden können. Mit dem Konzept der Suchgraphen kann eine
mittlere Suchzeit realisiert werden, die durch die Entropie der Markov-Kette der Zu-
griffe bestimmt ist.
Vergleich der Analysemodelle
Bis Mitte der 80er Jahre wurden adaptive Suchalgorithmen nur unter dem probabilisti-
schen Analysemodell betrachtet. Die dann eingeführte kompetitive Analyse erscheint
zunächst überlegen, da sie nicht nur Aussagen über Mittelwerte macht, sondern Lei-
stungsgarantien für die einzelnen Algorithmen auch im schlechtesten Fall gibt. Es zeigt
sich aber, daß es viele Verfahren gibt, die sich zwar unterscheiden, aber im kompetiti-
ven Modell gleich bewertet werden. Die mittlere Analyse kann wesentlich genauere
Aussagen über das Verhalten der Algorithmen geben.
Aus diesem Grund betrachten wir in dieser Arbeit beide Analysemodelle parallel.
Einerseits werden die Untersuchungen bekannter Verfahren auf Markov-Modelle er-
weitert, andererseits entwickeln wir eine Reihe neuer Algorithmen, die wir – soweit
möglich – in beiden Kostenmaßen analysieren.
Unter anderem geben wir zwei neue überabzählbare Familien von kompetitiv-
optimalen Listenalgorithmen an, die die umfassendsten Klassen solcher Verfahren dar-
stellen. Eine weitere Familie von Verfahren, die wir einführen, ermöglicht einen Trade-
off zwischen den Kosten im kompetitiven Modell und im probabilistischen Modell.
Randomisierte Algorithmen dürfen Zufallsbits benutzen. Dadurch haben rando-
misierte Online-Algorithmen die Möglichkeit, ihre Strategie gegenüber dem Offline-
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Gegner zu verschleiern, und bessere Ergebnisse im kompetitiven Modell zu erzielen.
Wir untersuchen, wieviel Zufall dazu nötig ist und geben eine derandomisierte Varian-
te eines bekannten Verfahrens an, die nur noch wenige zufällige Bits verwendet.
Anwendungen
Indem adaptive Suchverfahren sich der Anfragefolge anpassen, optimieren sie nicht
nur ihre Suchstrategie, sondern lernen gleichzeitig statistische Informationen über die
Quelle der Anfragen. Dieser implizite Lernvorgang kann ausgenutzt werden. Bei sto-
chastischen, unabhängigen Anfragen versucht ein Listenalgorithmus, seine Elemente
in die Reihenfolge absteigender Zugriffshäufigkeiten zu bringen. Diese Eigenschaft
kann für eine effiziente Datenkompression genutzt werden.
Unter demGesichtspunkt der Informationstheorie stellt sich die Frage, wie gut man
eine anstehende Suchaufgabe lösen kann, wenn man statistische Informationen über
die Anfragequelle kennt oder sie mit einem adaptiven Verfahren erlernt. Von G. Hotz
stammt das Konzept, die Ausführungspfade eines Programms als präfixfreie Kodes zu
betrachten [H97]. Bei bekannten Wahrscheinlichkeiten für die einzelnen Ausführungs-
pfade kann mit Hilfe der Kodierungssätze der Informationstheorie das Programm so
transformiert werden, daß die mittlere Laufzeit minimiert wird und durch die Entro-
pie der Verteilung abgeschätzt werden kann. Wir untersuchen diese Ideen an der von
G. Hotz vorgeschlagenen effizienten Berechnung der konvexen Hülle von Punkten in
der Ebene.
Bei Eingabefolgen mit abhängigen Symbolen kann man die Kosten von adapti-
ven Verfahren als Maß für die Abhängigkeiten auffassen. Dadurch erhalten wir eine
Möglichkeit, das Phänomen der Lokalität in Datenströmen festzustellen und zu be-
schreiben.
Verallgemeinerte Kostenmaÿe
Eine wichtige Verallgemeinerung von Suchverfahren ist es, variable Kosten für die ein-
zelnen Suchschritte zu betrachten, anstatt Einheitskosten anzunehmen. Dabei kann
man entweder annehmen, daß die Kosten eines Vergleichs von dem Element selbst
abhängen, oder daß sie durch die aktuelle Position des Elements in der Datenstruk-
tur gegeben sind. Wir untersuchen adaptive Listenalgorithmen für den ersten Fall, d.h.
Vergleichskostenw
x
> 0 für ein Element x. Den zweiten Fall behandelnwir am Beispiel
von Kodes und Suchbäumen, bei denen die Kosten für einen Vergleich exponentiell mit
der Tiefe im Baumwachsen. Dadurch kann die Suche in hierarchischen Strukturenmo-
delliert werden, bei denen die Vergleichskosten exponentiell ansteigen, je mehr man in
die Struktur hinabsteigt. Zur Analyse solcher Kostenmodelle erweist sich ein verallge-
meinerter Entropie-Begriff, die Rényi-Entropie, als sinnvoll [R61]. Obwohl dieser Begriff
und entsprechende Kodierungstheoreme schon seit den 60er Jahren bekannt sind, gab
es bisher noch keine direkte Anwendung auf Suchbäume und Suchalgorithmen.
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Gliederung und Resultate
In Kapitel 1, dem Hauptkapitel der Arbeit, werden adaptive Listenalgorithmen aus-
giebig analysiert. Nach einer Einführung in die Problemstellung und die verwende-
ten Analysemodelle untersuchen wir in Abschnitt 1.2 und 1.3 bekannte Verfahren bei
Markov-Zugriffen. Im Falle eines trägen Nachfrageverhaltens beobachten wir die in-
teressante Eigenschaft, daß sich bekannte Hierarchien der Simple(k)- bzw. Batched(k)-
MOVE-TO-FRONT-Verfahren oder der Vorwärtsregeln gerade umkehren, verglichen
mit stochastisch unabhängigen Zugriffen.
Abschnitt 1.4 präsentiert drei neue Familien von Listenalgorithmen. Sie beruhen
auf der von uns eingeführten Idee, Rangfunktionen zu verwenden, die die Ordnung der
Liste definieren. Dadurch werden die bekannten Algorithmen MOVE-TO-FRONT, TI-
MESTAMP [A98] und ABSTEIGENDE-HÄUFIGKEIT auf verschiedene Weise verallgemei-
nert: Die SORT-BY-RANK()-Strategien interpolieren das Verhalten von MTF und TS,
während SORT-BY-DELAY(k) über TS hinaus extrapoliert. Die SORT-BY-TIME(q)-Algo-
rithmen erlauben einen stetigen Übergang zwischen MTF und ABSTEIGENDE-HÄUFIG-
KEIT.
Die SORT-BY-RANK()-Verfahren weisen für alle 0    1 ein optimales kompetiti-
ves Verhältnis von 2 auf, ebenso wie die SORT-BY-TIME(q)-Regeln für 0  q 
p
1=2.
Diese Algorithmen stellen damit die umfassendsten zur Zeit bekannten Klassen von
kompetitiv-optimalen Verfahren dar. Die SORT-BY-DELAY(k)-Regeln sind k-kompetitiv
für k  2. Mit k!1 arbeiten sie auf gedächtnislosen stochastischen Zugriffen beliebig
gut. Dies ist die einzige bekannte Familie von Verfahren mit dieser Eigenschaft, wobei
jeder Algorithmus einen konstanten kompetitiven Faktor aufweist. Satz 1.24 schätzt ab,
wie schnell die asymptotischen Kosten von SBD(k) mit k gegen die optimalen asympto-
tischen Kosten konvergieren. Wir verallgemeinern zunächst einen bekannten Ansatz,
der auf der Ungleichung von Hilbert basiert [CHS88], können aber mit einem ande-
ren Vorgehen noch bessere Schranken zeigen. Eine allgemeine untere Schranke, die die
minimalen erzielbaren Kosten eines Listenalgorithmus zu der Größe seines Gedächt-
nisses in Beziehung setzt, wird in Satz 1.27 entwickelt. In Satz 1.28 untersuchen wir
SBD(k) ebenfalls bei Markov-Zugriffen, so daß eine umfassende Analyse dieser neuen
Verfahren hiermit vorgestellt werden kann.
DerAbschnitt 1.5 stellt eine Analyse derKonvergenzgeschwindigkeit der Batched(k)-
MTF-Verfahren und der SBD(k)-Regeln vor. Wir zeigen verteilungsabhängige und ver-
teilungsunabhängige Schranken für die erwarteten Kosten nach t Zugriffen (Sätze 1.33
und 1.36) und verallgemeinern die Formel von J. Fill für die Übergangswahrscheinlich-
keiten in t Schritten auf die Batched(k)-MTF-Regeln (Satz 1.39).
Sektion 1.6 behandelt absorbierende Verfahren, die nach einer anfänglichen Lern-
phase in einer bestimmten Listenkonfiguration „hängenbleiben“ und diese dann aus-
schließlich benutzen. Wir analysieren die Qualität der erzielten statischen Konfigura-
tionen und diskutieren die Wartezeit, bis Absorption eintritt.
In Abschnitt 1.7 untersuchen wir randomisierte Algorithmen im kompetitiven und
stochastischen Modell. Wir zeigen unter anderem, wie man den BIT-Algorithmus
[RWS94] auf einer n-elementigen Liste mit nur dlog(n + 1)e anstatt n zufälligen Bits
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initialisieren kann, so daß das kompetitive Verhältnis weiterhin 1:75 beträgt. Diese de-
randomisierte Variante von BIT stellt damit den Listenalgorithmus mit dem kleinsten
Verbrauch der Ressource Zufall dar, dessen kompetitiver Faktor die untere Schranke 2
für den kompetitiven Faktor deterministischer Verfahren unterbietet.
Die restlichen drei Abschnitte von Kapitel 1 behandeln Varianten von sequentiel-
len Suchverfahren. In Sektion 1.8 diskutieren wir das gewichtete Listenproblem, bei
dem das Lesen von Element x Kosten von w
x
verursacht. Satz 1.55 enthält eine untere
Schranke für deterministische Algorithmen im kompetitivenModell. Außerdem unter-
suchen wir den randomisierten BIT-Algorithmus und präsentieren eine randomisierte
Variante von Batched(k)-MTF, die im gewichteten Listenproblem auf gedächtnislosen
stochastischen Quellen beliebig gut arbeitet.
Abschnitt 1.9 behandelt bidirektionale lineare Suche, bei der die Suche von jedem
Ende der Liste aus starten kann. Für dieses Problem geben wir Ergebnisse im kompe-
titiven Modell und diskutieren das Verhalten von Algorithmen bei unabhängigen und
bei Markov-Zugriffen.
In Abschnitt 1.10 untersuchen wir die Aufgabenstellung, die Daten auf eine feste
Anzahl von Listen zu verteilen und dynamisch umzusortieren, um die erwartete Zu-
griffszeit zu minimieren. Wir geben deterministische und randomisierte Verfahren für
unabhängige Zugriffe und eine untere Schranke im kompetitiven Modell an.
Kapitel 2 behandelt Anwendungen von adaptiven Suchverfahren. In Abschnitt 2.1
nutzenwir aus, daß ein Listenalgorithmus durch das Umsortieren der Liste implizit die
Ordnung der relativen Häufigkeiten approximiert. Somit liefert er ein statistisches Mo-
dell der Zugriffe, das für Datenkompression genutzt werden kann. Wir analysieren die
in Abschnitt 1.4 eingeführten SBD(k)-Regeln hinsichtlich ihrer Fähigkeit zur Datenkom-
pression und fassen die Ergebnisse von Experimenten auf praktisch vorkommenden
Daten, die dem Calgary/Canterbury Compression Corpus entnommen sind, zusammen.
Da der Parameter k steuert, wie schnell der Listenalgorithmus reagiert, hängt seine ge-
eignete Wahl von der Zugriffsfolge ab. Um einen guten Wert für die SBD(k)-Verfahren
zu finden, untersuchenwir verschiedeneMethoden, den Parameter online zu schätzen.
Außerdem diskutieren wir in diesem Abschnitt die SBR()-Regeln in Zusammenhang
mit der Burrows-Wheeler-Transformation für die Textkompression.
Sektion 2.2wendet sich geometrischen Anwendungen zu. Wir analysieren einen Al-
gorithmus von G. Hotz zur effizienten Berechnung der konvexen Hülle bei bestimmten
Verteilungsannahmen über die Punkte. Anschließend erweitern wir das Verfahren, so
daß es dynamisch arbeitet (d.h. ohne die Anzahl n der Punkte im voraus zu kennen).
In Abschnitt 2.3 diskutieren wir das Phänomen der Lokalität. Insbesondere interes-
sieren wir uns für Kriterien, den Grad der Lokalität in Markov-Ketten zu bestimmen.
Dazu verfolgen wir einen pragmatischen Ansatz und betrachten die Kosten von ad-
aptiven Suchverfahren als Maß für die Lokalität. Abschnitt 2.4 geht kurz auf adaptive
Suchbäume ein und grenzt selbst-organisierende Listen und Bäume voneinander ab.
In Kapitel 3 definieren und untersuchen wir ein neues Kostenmaß für Kodes und
Suchbäume. Die Kosten für das Durchlaufen einer Kante bzw. für einen Vergleich in
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einem Knoten sind nicht wie bisher konstant, sondern wachsen exponentiell mit der
Tiefe. Damit erhalten wir eine Verallgemeinerung des bekannten Modells mit Ein-
heitskosten, das als Grenzfall in unserer Konstruktion enthalten ist. Mit Hilfe der ver-
allgemeinerten Kostenfunktion können beispielsweise Suchprozesse in hierarchischen
Strukturen dargestellt werden, bei denen mit zunehmender Suchtiefe die Komplexität
und damit die Kosten für einen weiteren Suchschritt ansteigen.
Wir verallgemeinern zunächst den Huffman-Algorithmus, um optimale Kodes zu
berechnen. Dann betrachten wir ordnungserhaltende Kodes und Suchbäume, und ge-
ben Schranken für die erwarteten Kosten an. In Abschnitt 3.3 untersuchen wir zufällig
gewachsene Bäume, die durch das Einfügen von Elementen in zufälliger Reihenfolge
entstehen, und berechnen die mittlere externe Pfadlänge bzw. die erwartete Tiefe eines
Knotens in dem verallgemeinerten Kostenmaß. Abschnitt 3.4 schließlich betrachtet zu-
fällige Tries (digitale Suchbäume) unter dem neuen Kostenmaß und leitet die erwartete
externe Pfadlänge im Bernoulli- und Markov-Modell für die Schlüssel her.
Kapitel 4 enthält eine Zusammenfassung der vorliegenden Arbeit und gibt einen
Ausblick auf Erweiterungsmöglichkeiten und offene Fragen.
Teile der Arbeit wurden in [SS96, S98] veröffentlicht.
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In diesem Kapitel werden adaptive Methoden für sequentielle Suchpro-
bleme behandelt. Diese Verfahren zielen darauf ab, die Testreihenfolge
möglichst gut den Nachfragen anzupassen, um die Suchzeiten zu redu-
zieren. Gleichzeitig erlernen sie dabei statistische Informationen über die
Quelle der Nachfragen.
Nach einer Einführung in die Problemstellung und Literaturübersicht wer-
den bekannte Verfahren bei Markov-Zugriffsfolgen untersucht. Anschlie-
ßend stellen wir drei neue Familien von Listenalgorithmen vor und analy-
sieren ihr kompetitives und mittleres Verhalten. Wir betrachten die Konver-
genzgeschwindigkeit von ergodischen und absorbierenden Listenalgorith-
men, und analysieren verschiedene randomisierte Verfahren. Abschließend
werden Varianten des Problems behandelt, wie etwa verallgemeinerte Zu-
griffskosten, bidirektionale Suche und Suche in Feldern.
1.1. Einführung
Das Listenproblem oder list update problem wurde erstmals 1963 vonM. L. Tsetlin [T63]
behandelt, weshalb es manchmal auch als Tsetlin library problem bezeichnet wird. Seit
1965 wird es im Kontext der informationstechnischen Anwendungen betrachtet [M65].
Von Tsetlinwurde dieNach-Vorne-Schieben-Regel oderMOVE-TO-FRONT (MTF) un-
tersucht, die er an folgendem Beispiel darstellt: in einer Bibliothek gibt es ein einziges
langes Bücherregal. Jedesmal wenn ein Buch nachgefragt wird, läuft der Bibliothekar
an dem Regal entlang, bis er das gewünschte Buch gefunden hat. Er entnimmt es,
und es entsteht eine Lücke. Bis zur Rückgabe dieses Buches kann kein weiteres Buch
ausgeliehen werden. Wenn das Buch zurückgegeben wird, setzt der Bibliothekar es
an den Anfang des Regals und schiebt die Bücher nach hinten, bis die Lücke wieder
verschwindet.
Die Nach-Vorne-Schieben-Regel stellt denwichtigsten Listenalgorithmus dar, da sie
sehr einfach arbeitet und damit auch relativ leicht zu analysieren ist. Je nach Fragestel-
lung oder verwendetem Kostenmaß können aber andere Listenalgorithmen angegeben
werden, die sich besser verhalten.
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1.1.1. Denitionen
Die Menge der Listenelemente sei ohne Beschränkung der Allgemeinheit stets
A = f1; 2; : : : ; ng;
da bei sequentieller Suche keine Ordnung auf den Elementen benötigt wird. Eine be-
stimmte Sortierung der Liste stellen wir dar durch einen Vektor
hx
1
; x
2
; : : : ; x
n
i;
der eine Permutation der Elemente aus A beschreibt. Dabei soll sich der Listenkopf
stets am linken Rand befinden, und die Suche nach einem Listenelement von links nach
rechts, also in der Reihenfolge x
1
; x
2
; : : : ablaufen.
Der Aufwand für das anschließende Umsortieren durch den Listenalgorithmus
wird vernachlässigt, wenn das nachgefragte Element ein Stück zum Listenkopf bewegt
wird (freier Austausch, free exchange). Die Kosten sind nämlich proportional zu den vor-
her entstandenen Suchkosten. Jede andere Transposition zweier benachbarter Listen-
elemente hat Einheitskosten und wird als bezahlter Austausch, paid exchange bezeichnet.
Die Kosten für einen Zugriff auf das Element x
k
seien gleich der Anzahl der da-
für benötigten Vergleiche, also k, im sogenannten Standardmodell oder full cost model.
Manchmal ist es für die Analyse einfacher, das sogenannte (i - 1)-Kostenmodell zu be-
trachten, bei dem man für einen Zugriff auf x
k
nur die Kosten k - 1 bezahlen muß.
Gelegentlich wird auch das Pd-Kostenmodell analysiert, bei dem die Vergleiche beim
Zugriff Einheitskosten erzeugen, aber das anschließende Umsortieren mit bezahlten
Austauschen die Kosten d verursacht [RWS94].
Weitere Varianten sind denkbar: die Kosten für den Zugriff auf ein Element auf
Position ` können durch eine Funktion f(`) gegeben sein. Im Standardmodell ist f(`) =
`. Es ist bekannt, daß verschiedene Aussagen des Standardmodells auch gelten, wenn
man voraussetzt, daß f konvex (rechtsgekrümmt) ist [ST85].
Es ist auch möglich, für das Lesen der einzelnen Listenelemente verschiedene Ko-
sten anzusetzen. Seien w
x
die Kosten für das Lesen von x. Bei einer Listenanordnung
h1; 2; : : : ; ni entstehen dann Kostenw
1
beim Zugriff auf 1, w
1
+w
2
beim Zugriff auf 2,
usw. Damit kann man beispielsweise das sequentielle Lesen verschieden langer Daten-
sätze von einem Band modellieren. Wir werden dieses Modell in Abschnitt 1.8 unter-
suchen.
Wenn die Menge A der Listenelemente stets gleich bleibt, spricht man vom stati-
schen Listenproblem, das wir im folgenden zugrunde legen. Wenn man das dynami-
sche Listenproblem betrachtet, sind neben den Zugriffen auch Einfügen und Löschen
von Elementen möglich. Eine Einfügeoperation besteht aus einem Durchlaufen der Li-
ste, um sicherzustellen, daß das Element noch nicht enthalten ist, und dem Anhängen
des neuen Elements an das Listenende. Sie verursacht also Kosten in Höhe der aktu-
ellen Listenlänge (im Standardmodell). Das Löschen eines Elements besteht aus der
Suche des Elements und dem anschließenden Entfernen. Die Kosten sind gleich den
Kosten eines Zugriffs auf das Element.
8
1.1. Einführung
Analysemodelle
Im Verlauf der gesamten Arbeit wenden wir zwei Analysemodelle für die betrachteten
Verfahren an: mittlere Analyse und kompetitive Analyse.
Bei der mittleren Analyse der Kosten legt man ein Wahrscheinlichkeitsmodell für
die Anfragefolgen zugrunde. Dies kann eine gedächtnislose Quelle sein, die eine Folge
von unabhängigen, identisch verteilten Zufallsvariablen produziert, oder eine Quelle
mit Gedächtnis, beispielsweise eine Markov-Kette erster Ordnung, bei der die Vertei-
lung einer Zufallsvariablen von der Realisierung der direkt vorausgehenden Variablen
abhängt. Von Hauptinteresse sind hier die asymptotischen erwarteten Kosten EA(p)
eines Algorithmus A unter dem Modell p und die mittleren Kosten eines optimalen
Verfahrens EOPT(p), das das Modell p kennt, und der Vergleich dieser Kosten.
Sei  = 
1
; : : : ; 
m
2 A
m eine beliebige Anfragefolge. Ein Online-Algorithmus muß
jede Anfrage 
t
bearbeiten, ohne Kenntnis von zukünftigen Zugriffen 
t+1
; : : : ; 
m
zu
haben. Ein Offline-Algorithmus darf dagegen die gesamte Anfragefolge  sehen und
seine Entscheidungen darauf aufbauen. Bei der kompetitiven Analyse vergleicht man
die Kosten CA() eines Online-Algorithmus A mit den Kosten von optimalen Offline-
Algorithmen COPT() bei beliebigen Anfragefolgen . Falls gilt
9a 8 : CA()  c  COPT() + a ;
so sagt man: A ist c-kompetitiv. Der kompetitive Faktor eines Online-Algorithmus A ist
das Infimum über alle c, für die der Algorithmus c-kompetitiv ist.
Der kompetitive Faktor beschränkt das Verhältnis von Online-Kosten zu optimalen
Offline-Kosten und gibt somit eine Leistungsgarantie des Online-Algorithmus. Man
beachte, daß der Faktor für Listen und Zugriffsfolgen beliebiger Länge gelten muß.
Lemma 1.1. (Karp/Raghavan 1990 [KR90])
Wenn ein deterministischer Listenalgorithmus c-kompetitiv ist, so gilt c  2.
In einem verallgemeinerten Kostenmodell verwenden wir die gleiche Beweisme-
thode, siehe Satz 1.55, und erhalten dieses Lemma als Spezialfall.
Obere Schranken für den kompetitiven Faktor im (i - 1)-Kostenmodell sind auch
obere Schranken im Standardmodell. Denn seienm = jj die Länge der Anfragefolge
und CA() die Kosten im (i- 1)-Modell. Mit CA() = CA() +m folgt
CA()
COPT()
=
CA() +m
COPT() +m

CA()
COPT()
;
da stetsCOPT()  CA(). Umgekehrt ist eine untere Schranke im Standardmodell auch
eine untere Schranke im (i- 1)-Kostenmodell.
1.1.2. Verschiedene Listenalgorithmen
Je nachdem, ob Listenalgorithmen aus vergangenen Zugriffen lernen dürfen oder nicht,
unterscheidet man gedächtnislose Verfahren (memoryless heuristics) und solche mit Ge-
dächtnis. Außerdem können Listenalgorithmen deterministisch oder randomisiert
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sein, wobei sie durch letzteres ihre Schwachpunkte gegenüber Gegnern verschleiern
können.
Gedächtnislose deterministische Algorithmen
Die oben erwähnte Regel für das Bücherregal lautet:
Nach-Vorne-Schieben-Regel, MOVE-TO-FRONT, MTF: Wenn auf ein Listen-
element x zugegriffen wird, dann setze x an den Listenkopf. Wenn es sich
schon dort befindet, so tue nichts.
Eine andere bekannte Regel, die eine langsamere Änderung der Liste erreicht, ist die
Vertauschen-Regel, TRANSPOSTION RULE, TR: Wenn auf ein Listenelement
x zugegriffen wird, das noch nicht am Listenkopf steht, dann vertausche es
mit seinem Vorgänger in der Liste. Wenn x bereits am Listenkopf steht, so
tue nichts.
Allgemein läßt sich ein gedächtnisloses Verfahren durch eine Folge von n Permutatio-
nen (
1
; : : : ; 
n
) über derMenge f1; : : : ; ng beschreiben. Wenn sich die Liste in Zustand
 = hx
1
; : : : ; x
n
i befindet und auf das Listenelement x
j
zugegriffen wird, dann wird
die Liste umsortiert zu   
j
= hx

j
(1)
; x

j
(2)
; : : : ; x

j
(n)
i. Ein gedächtnisloses Verfahren
trifft seine Entscheidung über das Umsortieren der Liste nur aufgrund der Position,
auf der das gesuchte Element gefunden wurde. Auf diese Weise wird die Nach-Vorne-
Schieben-Regel definiert als

j
(k) =
8
<
:
j : falls k = 1
k- 1 : falls 1 < k  j
k : falls j < k  n
9
=
;
für j = 1; : : : ; n:
Die Vertauschen-Regel kann folgendermaßen beschrieben werden:

j
(k) =
8
>
<
>
>
:
j : falls k = j - 1
j - 1 : falls 1 < k = j
1 : falls 1 = k = j
k : falls 1  k < j- 1 oder j < k  n
9
>
=
>
>
;
für j = 1; : : : ; n:
Allgemeiner wird die Klasse der Vorwärts-Regeln (MOVE-FORWARD RULES) definiert
durch n Zahlen 1 = m
1
;m
2
; : : : ;m
n
mitm
j
< j undm
j-1
 m
j
für j  2. Wenn auf das
Element auf Position j zugegriffen wird, dann wird es auf Positionm
j
der Liste gesetzt:

j
(k) =
8
<
:
j : falls k = m
j
k- 1 : fallsm
j
< k  j
k : sonst
9
=
;
für j = 1; : : : ; n:
Ein Beispiel ist die Familie der k-Plätze-Vorwärts-Regeln für k = 1; : : : ; n - 1.
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k-Plätze-Vorwärts-Regel, MOVE-UP(k), MU(k) [R76]: Wenn auf ein Listen-
element x zugegriffen wird, das auf einer der k ersten Positionen steht, so
setze x an den Listenkopf. Ansonsten schiebe x um k Positionen nach vorne.
Für k = 1 erhält man die Vertauschen-Regel und für k = n-1 dieNach-Vorne-Schieben-
Regel. Eine andere Familie von Verfahren, die den Betrag des Nach-Vorne-Schiebens
von der Position des Elementes abhängig macht, ist
Fraktion-d-Nach-Vorne-Regel, MOVE-FRACTION(d), MF(d) [ST85]: Wenn
auf ein Listenelement x auf Position ` zugegriffen wurde, dann schiebe es
um d`=d- 1e Plätze nach vorne.
Hier ergibt sich für d = 1 die Nach-Vorne-Schieben-Regel, während für größere d das
Verfahren immer langsamer reagiert.
Eine partielle Ordnung auf den Vorwärts-Regeln und Vergleiche der erwarteten Ko-
sten sind in [L84] für den Fall unabhängiger Zugriffe angegeben. Für die Situation von
Markov-Zugriffen fassen wir unsere Ergebnisse in Abschnitt 1.3 zusammen, siehe auch
[SS96].
Deterministische Verfahren mit Gedächtnis
Listenalgorithmen mit Gedächtnis verwerten die bisherige Zugriffsfolge, um bei der
nächsten Anfrage eine gute Entscheidung zu treffen. Dabei werden meist nicht die bis-
herigen Zugriffe explizit gespeichert, sondern der Funktionswert einer fest vorgegebe-
nen Funktion über den Zugriffsfolgen. Dies kann beispielsweise für jedes Element die
Anzahl der bisherigen Nachfragen sein, oder die Zeitpunkte der k letzten Nachfragen.
Das bekannteste Verfahren mit Gedächtnis ist
Absteigende Häufigkeit, FREQUENCY-COUNT, FC: Sortiere die Liste stets
nach absteigenden Zugriffshäufigkeiten.
Im Gegensatz zu den folgenden Algorithmen benutzt FC ein unendliches Gedächtnis.
Eine wichtige Regel mit Gedächtnis wurde von S. Albers eingeführt:
Timestamp, TS [A98]: Wenn auf x zugegriffen wird, dann füge x vor dem
ersten Listenelement ein, das seit dem letzten Zugriff auf x höchstens ein-
mal nachgefragt wurde. Bei der ersten Anfrage nach x bleibt die Position
unverändert.
Dieses Verfahren benötigt für jedes Listenelement zwei Zeitstempel, um die Zeiten des
letzten und vorletzten Zugriffs zu speichern. Eine Verallgemeinerung der Timestamp-
Regel stammt von R. El-Yaniv:
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Move-to-Recent-Item, MRI(k) [E96]: Wenn auf x zugegriffen wird, dann
füge x hinter das letzte Listenelement ein, das vor x steht und seit dem letz-
ten Zugriff auf x höchstens k+1mal nachgefragt wurde. Wenn kein solches
Element existiert oder bei der ersten Anfrage nach x, setze x an den Listen-
kopf.
In Abschnitt 1.4 werden wir drei weitere Familien von Listenalgorithmen einführen.
Randomisierte Listenalgorithmen
In der Literatur wurde eine Reihe von Verfahren vorgestellt, die für ihre Entscheidun-
gen zufällige Bits benutzen dürfen. Wichtige Vertreter sind RANDOM-MTF, BIT und
COMB. Randomisierte Listenalgorithmen werden in Abschnitt 1.6 untersucht und dis-
kutiert.
Random-Move-to-Front(p), RANDOM-MTF(p): Mit Wahrscheinlichkeit p
setze das nachgefragte Element an den Listenkopf, mit Wahrscheinlichkeit
1 - p tue nichts.
Dieses Verfahren ist jedoch höchstens 2-kompetitiv (siehe Satz 1.45) und damit nicht
besser als deterministische Verfahren. Dagegen ist der folgende Listenalgorithmus ein
einfaches Verfahren, das einen kompetitiven Faktor von 1:75 erzielt.
Bit [RWS94]: Zu jedem Listenelement x gehört ein Bit b(x) 2 f0; 1g, das
bei jedem Zugriff auf x gekippt wird. Wenn b(x) = 0 ist, wird x an den
Listenanfang gesetzt, ansonsten passiert nichts. Die n Bits werden zufällig
unabhängig und gleichverteilt initialisiert.
Der beste bisher bekannte Listenalgorithmus COMB von S. Albers et.al. erreicht einen
kompetitiven Faktor von 1:6.
Combination, COMB [ASW95]: Mit Wahrscheinlichkeit 1=5 wende den de-
terministischen Timestamp-Algorithmus an undmitWahrscheinlichkeit 4=5
benutze BIT.
Analyse von Move-to-Front
In diesem Abschnitt stellen wir die bekannten Analysen des MTF-Verfahrens bei unab-
hängigen und abhängigen stochastischen Zugriffen und im kompetitiven Modell vor.
Die hierbei verwendeten Vorgehensweisen werden im weiteren Verlauf dieser Arbeit
immer wieder auftreten.
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Unabhängige Zugrie. DieseAnalysenwurden erstmals von J. McCabe [M65],W.Hen-
dricks [H72] und P. Burville und J. Kingman [BK73] durchgeführt. Vergleiche auch
[ANW82, A77, B79, CSO89, CHS88, F84, H73, H76, HH85, HH87, HM93, N82, OD97,
P91, P94, R76] für weitere Untersuchungen im Modell der unabhängigen Zugriffe.
Sei p = (p
1
; : : : ; p
n
) eine Zugriffsverteilung. Ohne Beschränkung der Allgemein-
heit setzen wir voraus, daß p
1
 p
2
     p
n
> 0, da keine Sortierung der Elemente
benötigt wird, und für die asymptotischen Kosten die Elementemit Wahrscheinlichkeit
0 keine Rolle spielen. DieseWahrscheinlichkeiten definieren eineMarkov-Kette auf den
möglichen Listenkonfigurationen, die hier am Beispiel n = 3 dargestellt ist.
1 2 33 12 1 23
3 2 1 12 3 3 21
p
2
p
1
p
3
p
3
p
2
p
1
p
3
p
1
p
3
p
2
p
1
p
3
p
2
p
1
p
2
p
1
p
2
p
3
Da nach Voraussetzung alle Übergangswahrscheinlichkeiten positiv sind, ist diese
Markov-Kette positiv-rekurrent und damit insbesondere ergodisch (siehe Anhang A.2).
Somit sind die stationären Wahrscheinlichkeiten () jeder Permutation  2 S
n
wohl-
definiert. Die Listenkonfiguration  bedeutet, daß sich das Element j 2 A an der Po-
sition (j) befindet. Für eine solche Permutation  = ((1); : : : ; (n)) seien c() =
P
n
j=1
j  p
(j)
die erwarteten Kosten. Dann folgt für die asymptotischen erwarteten Ko-
sten des Verfahrens
EMTF(p) =
X
2S
n
()  c():
Zur Berechnung dieses Wertes genügt es, Paare i; j von Elementen zu betrachten
[BK73]. Für die asymptotische Wahrscheinlichkeit b(j; i), daß j vor i steht, folgt
b(j; i) =
X
2S
n
(j)<(i)
()
= p
j

X
t0
(1 - p
i
- p
j
)
t
=
p
j
p
i
+ p
j
:
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Dazu beobachtet man, daß j genau dann vor i steht, wenn seit dem letzten Zugriff
auf j nicht mehr i nachgefragt wurde. Indem man danach konditioniert, daß genau t
Anfragen nach dem letzten Zugriff auf j aufgetreten sind, folgt obiges Ergebnis. Nun ist
die mittlere Position eines Elementes i gerade 1+ die erwartete Anzahl von Elementen
j, die vor i stehen, und man erhält
EMTF(p) =
n
X
i=1
p
i


1+
X
j6=i
p
j
p
i
+ p
j

= 1 + 2 
X
1i<jn
p
i
p
j
p
i
+ p
j
:
Die optimalen erwarteten Kosten werden mit der Listenordnung h1; 2; : : : ; ni erreicht
und betragenM(p) =
P
n
i=1
ip
i
. Das Verhältnis ist durch 2 beschränkt, wie man folgen-
dermaßen sieht:
EMTF(p) = 1 + 2 
X
1i<jn
p
j

p
i
p
i
+ p
j
 1 + 2 
X
1i<jn
p
j
 1 = 1 + 2 
n
X
j=1
p
j
 (j- 1)
= 2 M(p) - 1:
Diese Abschätzung läßt sich verbessern, und in [CHS88] wurde gezeigt, daß die Schran-
ke =2 für EMTF(p)=M(p) scharf ist. Für eine Verallgemeinerung dieser Abschätzung
auf neue Familien von Listenalgorithmen siehe Satz 1.24 auf Seite 40.
Abhängige Zugrie. Die MTF-Regel bei Markov-Zugriffen wurde erstmals von K. Lam
et.al. [LLS84] untersucht, siehe auch [B83, Ch93, DF95, D94, KV81, SS96] für zusätzliche
Ergebnisse in diesemModell.
Sei P eine positiv-rekurrente Markov-Kette (siehe Anhang A.2). Die wesentliche
Idee zur Untersuchung ist die Rückwärtsanalyse: beim aktuellen Zugriff auf i steht
ein Element j genau dann vor i, wenn wir die Zugriffsfolge zurückverfolgen und auf
ein j treffen, bevor ein i aufgetreten ist. Mit Hilfe von Tabu-Mengen und der Notation
aus Anhang A.2 können wir die bedingte Wahrscheinlichkeit, daß j vor i steht, wenn
gerade auf j zugegriffen wird, ausdrücken als
b(j; iji) =
i
^
f

ij
=
m^
ii
m^
ij
+ m^
ji
=
m
ii
m
ij
+m
ji
:
Mitm
ii
= 1=
i
folgt für die asymptotische erwartete Suchzeit
EMTF(P) = 1 +
X
j6=i

i
b(j; iji) = 1 + 2 
X
j<i
1
m
ij
+m
ji
:
Kompetitives Modell. Mit der Analyse des MTF-Algorithmus gegen beliebige dyna-
mische Offline-Gegner begründeten D. Sleator und R. Tarjan das Gebiet der kompetiti-
ven Analyse von Online-Algorithmen [ST85]. Der Name kompetitive Analysewurde erst
später in [KMMO94] geprägt. Vergleiche auch [A98a, AW98, BM85] und andere.
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Das entscheidende Resultat ist, daß MTF einen kompetitiven Faktor von 2 aufweist.
Im Gegensatz zur mittleren Analyse erhält man hierbei die Garantie, daß für jede Zu-
griffsfolge die Kosten höchstens doppelt so hoch sind wie die eines optimalen Ver-
fahrens, auch wenn dieses die gesamte Zugriffsfolge im voraus kennt. Zum Beweis
mittels amortisierter Analyse verwendet man eine Potentialfunktion , die zu jedem
Zeitpunkt den Unterschied zwischen der Liste von MTF und der Liste des optimalen
Gegners OPT mißt. Ein Paar hy; xi von Listenelementen heißt Inversion, wenn y vor x
in MTF's Liste steht, aber hinter x in der Liste von OPT. Der Wert der Potentialfunktion
ist dann gerade die Anzahl der Inversionen. Sei nun der Zugriff zum Zeitpunkt t auf
x gerichtet. Sei A die Anzahl der Elemente, die sowohl bei MTF als auch bei OPT vor x
stehen, und sei B die Anzahl der Inversionen hy; xi. Dann sind die Kosten von MTF in
diesem Schritt gerade A + B+ 1, und die Kosten OPT
t
des optimalen Verfahrens betra-
gen mindestens A + 1. Indem MTF das Element x nach vorne bewegt, verschwinden B
Inversionen. Je nachdem, wie weit OPT sein x nach vorne schiebt, können bis zuA neue
Inversionen entstehen. Für die amortisierten Kosten a
t
in diesem Schritt folgt also
a
t
= A+ B+ 1 +   A+ B+ 1 +A - B  2  (A + 1) = 2  OPT
t
:
Da diese Abschätzung in jedem Schritt t gilt, folgt der kompetitive Faktor 2 für beliebi-
ge Zugriffsfolgen.
1.2. Simple(k)- und Batched(k)-Verfahren
Im folgenden beschreiben wir ein allgemeines Prinzip, wie man aus einem gedächt-
nislosen Listenalgorithmus eine Familie von Verfahren mit Gedächtnis erhält [GMS81,
KR80]. Die beiden Regelklassen sind mit k 2 N parametrisiert und benutzen einen
Zähler, der von 0 bis k zählt, und einen Speicherplatz für das zuletzt gefragte Element.
Der Platzbedarf liegt also bei (logn + logk) Bit.
Definition 1.1. Sei k > 0 und R ein beliebiger gedächtnisloser Listenalgorithmus.
Die Simple(k)-Heuristik führt die Aktion der Regel R nur aus, wenn die letzten k
Zugriffe auf das gleiche Element gerichtet waren.
Die Batched(k)-Heuristik gruppiert die Zugriffe in Blöcke der Länge k und ruft
die Aktion der Regel R nur dann auf, wenn alle Zugriffe eines Blocks auf das gleiche
Element gerichtet waren.
Die Einteilung in Blöcke beim Batched(k)-Verfahrenwird durch einen fortlaufenden
Zähler modulo k realisiert. Da nicht nur k aufeinanderfolgende Zugriffe auf ein be-
stimmtes Element gerichtet sein müssen, sondern diese auch noch genau in den Block-
grenzen liegen müssen, wird die Aktion der Regel R noch seltener angewendet als bei
der Simple(k)-Heuristik. Für k = 1 erhält man die gewöhnliche Regel R.
1.2.1. Unabhängige Zugrie
In der bisherigen Literatur wurden ausschließlich die Regeln R=MTF und R=TS betrach-
tet. Bei unabhängigen Zugriffen sind folgende Resultate bekannt.
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Sei p = (p
1
; : : : ; p
n
) eine Zugriffsverteilung auf f1; : : : ; ng mit p
1
     p
n
.
Für Simple(k)-MTF bezeichne b
k
(j; i) die asymptotische Wahrscheinlichkeit, daß j vor i
steht, für Batched(k)-MTF sei b 0
k
(j; i) diese Wahrscheinlichkeit. Dann gilt [GMS81]
b
k
(j; i) =
p
k
j
P
k-1
`=0
p
`
i
p
k
j
P
k-1
`=0
p
`
i
+ p
k
i
P
k-1
`=0
p
`
j
; b
0
k
(j; i) =
p
k
j
p
k
i
+ p
k
j
: (1.1)
Damit kann man zeigen, daß für k!1 in beiden Fällen die erwartete Suchzeit gegen
die optimale SuchzeitM(p) =
P
n
i=1
ip
i
konvergiert.
ESimple(k)-MTF(p)  ! M(p)
EBatched(k)-MTF(p)  ! M(p)

für k!1: (1.2)
Für kleine Werte von k kann man das Verhältnis ESimple/Batched(k)-MTF(p)=M(p) durch
numerische Abschätzungen beschränken; diese Schranken sind unabhängig von der
speziellen Verteilung p. Es gilt [GMS81]:
ESimple(1)-MTF(p)=M(p)  =2  1:571
ESimple(2)-MTF(p)=M(p)  1:367
ESimple(3)-MTF(p)=M(p)  1:274
ESimple(4)-MTF(p)=M(p)  1:228
EBatched(1)-MTF(p)=M(p)  =2  1:571
EBatched(2)-MTF(p)=M(p)  1:208
EBatched(3)-MTF(p)=M(p)  1:119
EBatched(4)-MTF(p)=M(p)  1:084:
1.2.2. Abhängige Zugrie
In diesem Abschnitt analysieren wir die Simple(k)- und Batched(k)-MTF Regeln bei
Markov-Zugriffsfolgen [SS96]. Dazu benutzen wir das Konzept der Rückwärtsana-
lyse: das gegenwärtige Aussehen der Datenstruktur wird durch ihre Vergangenheit
bestimmt. Wir stellen fest, daß durch eine Verzögerung der Anpassung (großes k) die
Verfahren schlechter werden, wenn das Phänomen der Lokalität vorliegt. In dieser Si-
tuation verhalten sich die Algorithmen also genau umgekehrt als im Fall unabhängiger
Zugriffe, wo eine verzögerte Anpassung die Suchzeit minimiert wird.
Simple(k)-Nach-Vorne-Schieben
Lemma 1.2. Das Listenelement j steht vor Element i, wenn die letzte Folge von k aufeinan-
derfolgenden Zugriffen auf j nach der letzten Folge von k aufeinanderfolgenden Zugriffen auf i
aufgetreten ist.
Oder: Beim Zugriff auf l steht j vor i, wenn wir bei l startend, die Zugriffsfolge zurück-
verfolgen und auf k aufeinanderfolgende Zugriffe auf j treffen, bevor k aufeinanderfolgende
Zugriffe auf i aufgetreten sind.
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Diese Beobachtung zeigt, daß es sinnvoll ist, k aufeinanderfolgende Anfragen zu-
sammenzufassen. Dies leistet die folgende Konstruktion, die in [KS60, Seiten 140-144]
am Beispiel von Zwei-Tupeln erläutert ist.
Sei eine ergodische Markov-Kette mit Zustandsmenge S und Übergangsmatrix P
und ein k > 1 gegeben. Wir wollen k-Tupel von Elementen aus S als Zustände der neu-
en expandiertenMarkov-Kette P auffassen. Dabei sollen k- 1 Übergänge der ursprüng-
lichen Kette durch einen Zustand der neuen Kette ausgedrückt werden. Es dürfen also
nur die Zustände auftreten, deren korrespondierende Folgen von Übergängen in der
alten Kette möglich sind. Das bedeutet, ein Zustand [i
1
i
2
: : : i
k
] der neuen Kette ist nur
erlaubt, falls p
i
1
i
2
 p
i
2
i
3
  p
i
k-1
i
k
> 0 gilt. Diese Einschränkung ist nicht unmittelbar
notwendig; wir brauchen sie jedoch, wenn wir ergodische Ketten betrachten. Denn bei
einer ergodischen Kette muß jeder Zustand mit Wahrscheinlichkeit > 0 auftreten.
Die Zustandsmenge der expandierten Kette ist
S = f [i
1
i
2
: : : i
k
] j i
l
2 S für l = 1; : : : ; k und p
i
1
i
2
  p
i
k-1
i
k
> 0 g:
Einen Übergang kann man sich dadurch vorstellen, daß ein Fenster der Länge k um
eine Position nach rechts auf der ursprünglichen Kette geschoben wird:
p
[i
1
i
2
:::i
k
][i
2
i
3
:::i
k+1
]
= p
i
k
i
k+1
;
ansonsten ist die Übergangswahrscheinlichkeit 0. Allgemeiner kann man dies schrei-
ben als
p
[i
1
:::i
k
][j
1
:::j
k
]
= p
i
k
j
k
 
[i
2
:::i
k
][j
1
:::j
k-1
]
;
wobei  das Kronecker-Symbol bezeichnet,

[a
1
:::a
j
][b
1
:::b
j
]
=

1 : a
i
= b
i
für i = 1; : : : ; j
0 : sonst

:
Lemma 1.3. Die expandierte Kette P ist genau dann ergodisch, wenn die ursprüngliche Kette
P ergodisch ist. In diesem Fall gilt: wenn f
i
g
i2S
die stationäre Verteilung der ursprünglichen
Kette ist, dann folgt für die stationäre Verteilung f
[i
1
:::i
k
]
g
[i
1
:::i
k
]2S
der expandierten Kette:

[i
1
:::i
k
]
= 
i
1
 p
i
1
i
2
 p
i
2
i
3
  p
i
k-1
i
k
:
Sei b([j : : : j][i : : : i] j [l
1
: : : l
k-1
i]) die asymptotische Wahrscheinlichkeit, daß [j : : : j]
vor [i : : : i] auftritt, wenn die zeitumgekehrte expandierte Kette im Zustand [l
1
: : : l
k-1
i]
gestartet wird. Gemäs A.3 kann man sie folgendermaßen berechnen,
b([j : : : j]; [i : : : i]j[l
1
: : : l
k-1
i]) =
m^
[l
1
:::l
k-1
i][i:::i]
+ m^
[i:::i][j:::j]
- m^
[l
1
:::l
k-1
i][j:::j]
m^
[i:::i][j:::j]
+ m^
[j:::j][i:::i]
;
wobei m^
[i
1
:::i
k
][j
1
:::j
k
]
die erwarteten Ersteintrittszeiten in der rückwärtslaufenden ex-
pandierten Kette bezeichnet. Diese erhält man mit Hilfe der Fundamentalmatrix
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Z = (z
ij
) = (I- P+A)-1 als
m^
[i
1
:::i
k
][j
1
:::j
k
]
= z
j
k
j
1
=
j
1
- z
j
k
i
1
=
i
1
+
1 -
P
k-2
l=1

j
1
p
j
1
j
2
  p
j
l
j
l+1
(
j
l+1
i
1
   
j
k
i
k-l
=
i
1
- 
j
l+1
j
1
   
j
k
j
k-l
=
j
1
)

j
1
p
j
1
j
2
   p
j
k-1
j
k
:
Bildet man nun den Erwartungswert über alle l
1
; : : : ; l
k-1
, so erhält man die asymptoti-
sche Wahrscheinlichkeit b
k
(j; iji), daß j vor i steht, wenn gerade auf i zugegriffen wird
und die Simple(k)-Nach-Vorne-Schieben-Regel benutzt wird. Die Wahrscheinlichkeit
des Auftretens von [l
1
: : : l
k-1
i] unter der Bedingung, daß zuletzt Element i nachge-
fragt wurde, ist die Wahrscheinlichkeit, beim Zurückverfolgen der Zugriffe von i aus
nacheinander die Elemente l
k-1
; : : : ; l
1
zu finden.
b
k
(j; iji) =
X
l
1
:::l
k-1
p^
il
k-1
 p^
l
k-1
l
k-2
   p^
l
2
l
1
 b([j : : : j]; [i : : : i]j[l
1
: : : l
k-1
i]) :
Wenn man die oben angegebenen Ausdrücke in diese Formel einsetzt, so erhält man
Satz 1.4. Die asymptotischen erwarteten Suchkosten der Simple(k)-Nach-Vorne-Schieben-Re-
gel bei Markov-Zugriffsfolgen sind
ESimple(k)-MTF(P) = 1 +
n
X
i=1
X
j6=i

i
b
k
(j; iji);
mit
b
k
(j; iji) =

j
p
k-1
jj
"
k-2
X
t=0
p
t
ii
+ p
k-1
ii
k-1
X
t=1
(p
(t)
ji
- p
(t)
ii
) + p
k-1
ii


i
m
ji
+
X
`

`
p
(k-1)
`i
(m
i`
-m
j`
)

#

i
p
k-1
ii
k-2
X
t=0
p
t
jj
+ 
j
p
k-1
jj
k-2
X
t=0
p
t
ii
+ 
i

j
p
k-1
ii
p
k-1
jj
(m
ij
+m
ji
)
:
Für unabhängige Zugriffe gilt p
ij
= 
j
und damit auch p(t)
ij
= 
j
für alle t  1, und
m
ij
= 1=
j
. Damit erhält man aus obigem Ergebnis wieder den Ausdruck (1.1) zurück.
Zur Illustration betrachten wir das Beispiel der folgenden Übergangswahrscheinlich-
keiten:
p
ij
=

 : i = j
 : i 6= j

(1.3)
mit 0   < 1 und  = (1 - )=(n - 1); siehe auch Anhang A.2.2. Für  > 1=n zeigen
die durch diese Markov-Kette beschriebenen Folgen das Phänomen der elementweisen
Lokalität, und der Grad der Lokalitat hängt vom Parameter  ab.
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Satz 1.5. Für die oben definierte Markov-Quelle weist die Simple(k)-Nach-Vorne-Schieben-
Regel die folgenden erwarteten Suchkosten auf:
ESimple(k)-MTF(P) = 1+
n(n - 1)(1 - 
k
)
2(n - 
k-1
)
:
Man erkennt, daß für  > 1=n (Lokalität) die erwartete Suchzeit monoton in k
wächst. Für alle  < 1 liegt der Grenzwert bei (n + 1)=2 für k ! 1. Die Grafik stellt
die erwarteten Suchkosten in Abhängigkeit von  für verschiedene Werte von k am
Beispiel n = 10 dar.
-
6
1=n
1

E(p)
1
(n + 1)=2
r
r
H
H
H
H
H
H
H
H
H
H
H
H
H
H
H
H
H
H
H
H
H
H
H
H
H
H
H
H
H
k=1
k=2
k=3
k=10
Batched(k)-Nach-Vorne-Schieben
Die Analyse dieses Verfahrens verläuft ähnlich wie die des Simple(k)-Nach-Vorne-
Schiebens.
Lemma 1.6. Das Listenelement j steht vor Element i, wenn der letzte Block von Zugriffen auf
j nach dem letzten Block von Zugriffen auf i aufgetreten ist.
Oder: Beim Zugriff auf l steht j vor i, wenn wir beim aktuellen Block (der l enthält) startend,
die Anfragefolge zurückverfolgen und auf einen Block von Zugriffen auf j treffen, bevor ein
Block von Zugriffen auf i aufgetreten ist.
Anstatt die Folge elementweise rückwärts zu laufen, können wir hier blockweise
rückwärts gehen, und es treten keine Probleme mit der Überlappung von Zustands-
Tupeln auf. Wir betrachten wieder die expandierte Kette mit den Zuständen
S = f [i
1
i
2
: : : i
k
] j i
l
2 S für l = 1; : : : ; k und p
i
1
i
2
  p
i
k-1
i
k
> 0 g:
Die Übergangswahrscheinlichkeiten sind jetzt
p
[i
1
:::i
k
][j
1
:::j
k
]
= p
i
k
j
1
 p
j
1
j
2
  p
j
k-1
j
k
:
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Wir berechnen die asymptotische Wahrscheinlichkeit, daß [j : : : j] vor [i : : : i] auftritt,
wenn die rückwärtslaufende Kette in einem Zustand [l : : : ] gestartet wird. Da sich
keine Tupel überlappen, genügt es, das erste Element l des aktuellen Blocks zu kennen.
Wir erhalten
b([j : : : j]; [i : : : i]jl) =
m^
[l::: ][i:::i]
+ m^
[i:::i][j:::j]
- m^
[l::: ][j:::j]
m^
[i:::i][j:::j]
+ m^
[j:::j][i:::i]
:
Im aktuellen Block kann der aktuelle Zugriff auf i an Position 1; : : : ; k stehen, jeweils
mit Wahrscheinlichkeit 1=k. Wenn der Zugriff an Position m erfolgt, dann gehen wir
m-1 Schritte rückwärts, um das erste Element des aktuellen Blocks zu erhalten. Dieses
Element ist also lmit Wahrscheinlichkeit p^(m)
il
. Zusammen erhalten wir die asymptoti-
sche Wahrscheinlichkeit, daß j vor i steht, wenn gerade auf i zugegriffen wird und die
Batched(k)-Nach-Vorne-Schieben-Regel angewendet wird.
b
0
k
(j; iji) =
1
k
k
X
m=1
X
l
p^
(m-1)
il
 b([j : : : j]; [i : : : i]jl) :
Man beachte, daß P = Pk die Markov-Kette beschreibt, die k Schritte der Kette P in
einen Schritt kombiniert. Seien (z
ij
) die Einträge der dazugehörigen Fundamentalma-
trix.
Satz 1.7. Die asymptotischen erwarteten Suchkosten der Batched(k)-Nach-Vorne-Schieben-
Regel bei Markov-Zugriffsfolgen sind
EBatched(k)-MTF(P) = 1 +
n
X
i=1
X
j6=i

i
b
0
k
(j; iji);
mit
b
0
k
(j; iji) =

j
p
k-1
jj
- 
j
p
k-1
ii
p
k-1
jj
X
`

z¯
j`
- z¯
i`


p
`i
-
k
X
m=1
p
(m)
`i
=k


i
p
k-1
ii
+ 
j
p
k-1
jj
- p
k-1
ii
p
k-1
jj
X
`

z¯
j`
- z¯
i`


j
p
`i
- 
i
p
`j

:
Im oben definierten Spezialfall folgt
Satz 1.8. Für Zugriffsfolgen gemäß derMarkov-Quelle (1.3) weist die Batched(k)-Nach-Vorne-
Schieben-Regel die folgenden erwarteten Suchkosten auf:
EBatched(k)-MTF(P) =
1 +
n- 1
2

 
1 -

k-1
(n- 1)

(n - 1)
k
- (n - 1)
k

k(n- n)

(n - 1)
k
- (n - 1)
k
+ 
k-1
(n- 1)(n - 1)
k-1

!
:
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Die Grafik stellt die erwarteten Suchkosten für verschiedene Werte von k am Bei-
spiel n = 10 dar.
-
6
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E(p)
1
(n + 1)=2
r
r
H
H
H
H
H
H
H
H
H
H
H
H
H
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H
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H
H
H
H
H
H
H
H
H
H
H
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Der folgende Satz zeigt, daß die Batched(k)-Regel noch träger reagiert als die
Simple(k)-Regel.
Satz 1.9. Für Zugriffsfolgen gemäß der Markov-Quelle (1.3) und alle n  2 und k  2 hat im
Falle von Lokalität die Simple(k)-Regel geringere erwartete Kosten als die Batched(k)-Regel:
 >  =) ESimple(k)-MTF(P) < EBatched(k)-MTF(P)
Da bekannt ist, daß bei diesem Beispiel und im Falle von Lokalität (  ) die MTF-
Regel optimal ist, siehe [Ch93], können wir das Verhältnis der Kosten von Simple(k)-
MTF zu den optimalen Kosten exakt angeben:
ESimple(k)-MTF(P)
EMTF(P)
=
(1 - 
k
)n
2
+ (1 + 
k
)n - 2
k-1
(1 - )n
2
+ (2 + 
k
- 
k-1
)n - 2
k-1
=
1- 
k
1- 
+O(1=n) für n!1
Die Funktion f() = (1 - k)=(1 - ) besitzt in  = 1 eine hebbare Singulari-
tät und nimmt dort ihr Maximum k über dem Intervall [0; 1] an. Also betragen bei
starker elementweiser Lokalität und großen Listenlängen die erwarteten Kosten von
Simple(k)-MTF bis zum k-fachen der optimalen Kosten.
Man beachte, daß die Simple(k)-MTF- bzw. Batched(k)-MTF-Regeln bereits für k = 2
nicht mehr c-kompetitiv für beliebige c sind. Denn durch alternierende Zugriffe auf
das letzte und vorletzte Element der Liste werden diese nicht bewegt, erzeugen aber
Kosten n bzw. n- 1. Ein optimaler Algorithmus schiebt diese beiden Elemente an den
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Listenkopf und bezahlt dann nur noch Kosten 1 bzw. 2. Da der kompetitive Faktor für
beliebige Listenlängen gelten muß, folgt, daß Simple(k)-MTF und Batched(k)-MTF für
k  2 nicht konstant-kompetitiv sein können.
1.3. Vorwärts-Regeln
Um beliebige Vorwärts-Regeln analysieren zu können, muß man die Markov-Kette un-
tersuchen, die die Zustände der Datenstruktur und ihre Übergänge beschreibt. Jede
Listenpermutation ist ein Zustand, und ein Übergang von Zustand  nach Zustand 
ist möglich, wenn ein Element i existiert, so daß  erreicht wird, wenn beim Zugriff auf
i die Aktion der Regel auf  angewendet wird.
Im Falle von unabhängigen und identisch verteilten Zugriffen gemäß einer Vertei-
lung p = (p
1
; : : : ; p
n
) hat dieser Übergang die Wahrscheinlichkeit p

= p
i
. Wenn
die Zugriffe abhängig sind und durch die Markov-Übergangsmatrix P = (p
ij
) gegeben
werden, muß man die erweiterte Markov-Kette mit Zuständen (ji) betrachten, wobei
 die aktuelle Listenordnung ist und i das Element, auf das als nächstes zugegriffen
wird. Alternativ könnte man auch das Element betrachten, auf das zuletzt zugegriffen
wurde. BeiMTF ist dieses Element implizit gegeben durch das erste Symbol in der Liste,
was z.B. in [D94, DF95] ausgenutzt wurde. Bei der allgemeineren Klasse der Vorwärts-
Regeln müssen wir diese Information aber explizit in den Zustand der Markov-Kette
einkodieren. Die Übergänge haben dann die Wahrscheinlichkeit
p
(ji)(jj)
=

p
ij
: nach dem Zugriff auf iwird  zu  permutiert
0 : sonst

:
Seien R und R 0 zwei beliebige Vorwärtsregeln, die durchm
1
; : : : ;m
n
bzw.m 0
1
; : : : ;m
0
n
spezifiziert werden (m
j
 j bezeichnet die Listenposition, auf die das Element bewegt
wird, das auf Position j gefunden wird, vgl. Seite 10). Dann kann eine partielle Ord-
nung auf den Vorwärts-Regeln folgendermaßen definiert werden: R  R 0 fallsm 0
i
 m
i
für alle i = 1; : : : ; n. Die folgenden in der Literatur bekannten Regeln können vergli-
chen werden:
TR  R  MTF für alle Vorwärts-Regeln R
MOVE-UP(k)  MOVE-UP(k+ 1)
POS(k + 1)  POS(k) siehe [A77]
SWITCH(k)  SWITCH(k+ 1).
Für die spezielle Zugriffsverteilung p
1
= ; p
2
=    = p
n
=  wurde von Lam
[L84] gezeigt, daß für die asymptotischen erwarteten Suchzeiten E(R) und E(R 0) gilt
R  R
0
=) E(R)  E(R
0
): (1.4)
Daraus folgen die entsprechenden Relationen der erwarteten Suchzeiten für die oben
genannten Regel-Spektren, siehe Kan/Ross [KR80], Lam [L84], Phelps/Thomas [PT80], Te-
nenbaum/Nemes [TN82].
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Der Vorteil der obigen speziellen Zugriffsverteilung ist, daß es ausreicht, die Positi-
on von Element 1 zu kennen. Damit kann die Größe des Zustandsraumes von n! auf n
reduziert werden, indem man die Markov-Kette auf den Listenzuständen partitioniert
(lumping).
Bei abhängigen Zugriffen verfolgen wir den gleichen Ansatz. Indem wir die Zu-
griffsfolge auf Markov-Ketten mit Übergangswahrscheinlichkeiten der Form
p
ij
=

 : i = j
 : i 6= j

; (1.5)
beschränken, können wir die Größe des Zustandsraums der erweiterten Markov-Kette
von n  n! auf n reduzieren. Es ist ausreichend, die Position des Elementes zu kennen,
das als nächstes nachgefragt wird.
Satz 1.10. Für zwei Vorwärts-Regeln R; R 0 gilt für ihre asymptotische erwartete Suchzeit bei
der Zugriffsfolge (1.5) und   , daß
R  R
0
=) E(R
0
)  E(R):
Sei (i
1
; : : : ; i
n
ji
j
) die asymptotische Wahrscheinlichkeit, daß sich die Liste in Kon-
figuration  = (i
1
; : : : ; i
n
) befindet und der nächste Zugriff auf i
j
gerichtet ist. Wir
werden zeigen, daß die Definition
(j) = n!  (i
1
; : : : ; i
n
ji
j
)
für beliebige Vorwärts-Regeln eine wohldefinierte Wahrscheinlichkeitsverteilung dar-
stellt. Sei R eine Vorwärts-Regel, die durch Zahlen 1 = m
1
     m
n
mit m
i
< i
für i  2 gegeben ist, siehe die Definition auf Seite 10. Sei W(k) = fl j m
l
= kg die
Menge aller Positionen, deren Elemente bei Zugriff auf Position k geschoben werden.
Das Gleichungssystem für die stationären Wahrscheinlichkeiten (steady-state equations)
der erweiterten Markov-Kette lautet
(i
1
; : : : ; i
n
ji
j
) =
n
X
k=1
X
l2W(k)
p
i
k
i
j
 (i
1
; : : : ; i
k-1
; i
k+1
; : : : ; i
l
; i
k
; i
l+1
; : : : ; i
n
ji
k
)
mit der Konvention (i
1
; : : : ; i
k-1
; i
k+1
; : : : ; i
l
; i
k
; i
l+1
; : : : ; i
n
ji
k
) = (i
1
; : : : ; i
n
ji
1
) im
Fall k = l = 1. Aus obiger Reduktion und mit
P
n
l=1
(l) = 1 erhalten wir
(j) =  + (- )
X
l2W(j)
(l) für j = 1; : : : ; n : (1.6)
Dieses Gleichungssystem besitzt eine eindeutige Lösung. Die n  n-Übergangsmatrix
P der erweiterten, aber gemäß obiger Überlegung reduzierten Kette sieht folgenderma-
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ßen aus:
P =
0
B
B
B
B
B
B
B
B
B
B
B
B
B
@
       
...       
       
       

...      
       
...
         
1
C
C
C
C
C
C
C
C
C
C
C
C
C
A
: (1.7)
In Spalte k sind nur die Elemente p
ik
mit i 2W(k) gleich , alle anderen sind . Da (j)
die Wahrscheinlichkeit ist, daß bei der Regel R das Element auf Position j als nächstes
nachgefragt wird, ist die erwartete Suchzeit gerade E(R) =
P
n
j=1
j(j).
Für den Beweis des Satzes benötigen wir die Konzepte der Vektor-Dominanz und
der monotonen Matrizen, siehe [KK77] für die Theorie, [L84] für die Anwendung auf
unabhängige Zugriffe. Ein Wahrscheinlichkeitsvektor p = (p(1); : : : ; p(n)) dominiert
einen anderen Wahrscheinlichkeitsvektor p 0 = (p 0(1); : : : ; p 0(n)), falls gilt:
n
X
j=i
p
0
(j) 
n
X
j=i
p(j) für alle i = 1; : : : ; n:
Dafür schreiben wir auch p 0  p. Eine Markov-Kette mit Übergangsmatrix P = (p
ij
)
heißt stochastisch monoton, wenn für alle festen s die Partialsummen der i-ten Zeile,
P
is
=
P
s
j=1
p
ij
, monoton fallend in i sind.
Lemma 1.11. Seien P und P 0 zwei ergodische und stochastisch monotone Markov-Ketten mit
stationären Wahrscheinlichkeiten  bzw.  0. Dann gilt
  P 0   =)  0  :
Zum Beweis des Lemmas siehe [KK77]. Nun zeigen wir den Satz.
Beweis. Gegeben seien zwei Vorwärtsregeln R  R 0 unter der Zugriffsfolge (1.5). Wir
zeigen, daß in der Situation    ihre Übergangsmatrizen, wie sie durch (1.7) ge-
geben sind, stochastisch monoton sind, und daß die stationären Wahrscheinlichkei-
ten die Beziehung P 0   erfüllen. Mit Lemma 1.11 folgt dann  0  , d.h.
P
n
j=i

0
(j) 
P
n
j=i
(j) für alle i. Summation über i ergibt
P
n
i=1
i
0
(i) 
P
n
i=1
i(i),
also E(R 0)  E(R), was den Satz zeigt.
Sei R durchm
1
     m
n
gegeben undW(k) wie oben definiert. Jede Zeile i der
Übergangsmatrix P enthält  außer Positionm
i
, wo  steht. Also ist die Partialsumme
P
is
=
P
s
j=1
p
ij
gerade (s - 1) +  für i  maxW(s) und s für i > maxW(s). Für
   folgt, daß die Partialsummen P
is
monoton nicht-wachsend in i sind, und P ist
stochastisch monoton. Für P 0 verläuft die Begründung analog.
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Da  die stationäre Verteilung für P ist, also  = P, ist P 0   gleichbedeutend
mit P 0  P. Sei
V(i) =
n
[
j=i
W(j) = fl j m
l
 ig:
Wir zeigen, daß im Fall    die Vektor-Dominanz P 0  P gilt. Für alle i = 1; : : : ; n
sind die folgenden Aussagen äquivalent:
n
X
j=i
(P 0)
j

n
X
j=i
(P)
j
n
X
j=i

+ (- )
X
l2W
0
(j)
(l)


n
X
j=i

 + (- )
X
l2W(j)
(l)

n
X
j=i
X
l2W
0
(j)
(l) 
n
X
j=i
X
l2W(j)
(l)
X
l2V
0
(i)
(l) 
X
l2V(i)
(l) :
Die letzte Aussage ist wahr, da ausm 0
l
 m
l
für alle l = 1; : : : ; n folgt, daß auch V 0(i) 
V(i) für alle i = 1; : : : ; n. Damit sind die Voraussetzungen für das Lemma erfüllt und
der Beweis abgeschlossen.
1.4. Drei neue Familien von Listenalgorithmen
In diesemAbschnitt stellenwir drei neue Klassen von deterministischenVerfahren zum
dynamischen Umsortieren von Listen vor [S98]. Diese Algorithmen arbeiten nicht nur
auf stochastischen Quellen, sondern auch auf beliebigen Anfragefolgen gut.
Die Familie SORT-BY-RANK(SBR) ist mit einem rellen   0 parametrisiert, wobei
SBR(0) identisch mit der NACH-VORNE-SCHIEBEN-REGEL und SBR(1) äquivalent mit
der TIMESTAMP-Regel von S. Albers [A98] ist. Für 0    1 ergibt sich ein Verhalten,
das zwischen der radikalen Strategie von MOVE-TO-FRONT und demmehr konservati-
ven Vorgehen von TIMESTAMP liegt. In diesemParameterbereich sind die Verfahren auf
beliebigen nicht-stochastischen Anfragefolgen optimal (d.h. 2-kompetitiv) und stellen
damit die umfassendste bisher bekannte Klasse optimaler Listenalgorithmen dar. Sie
werden in Abschnitt 1.4.2 analysiert.
Im darauffolgenden Abschnitt 1.4.3 werden die SORT-BY-DELAY-Regeln eingeführt.
Sie sind mit den natürlichen Zahlen parametrisiert, und hier ist SBD(1) identisch mit
MOVE-TO-FRONT und SBD(2) äquivalent zu TIMESTAMP. Allgemein gilt, daß für k  2
die Regel SBD(k) k-kompetitiv ist. Außerdem läßt sich ihr Verhalten auf stochasti-
schen Anfragequellen berechnen, und es zeigt sich, daß bei gedächtnislosen Quellen
die erwarteten Suchkosten für k ! 1 gegen die optimalen Suchkosten konvergieren.
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Die SORT-BY-DELAY-Regeln bilden somit die einzige bekannte Klasse von Regeln, die
asymptotisch optimal sind, und bei der jedes einzelne Verfahren einen konstanten kom-
petitiven Faktor (unabhängig von der Listenlänge) aufweist.
Die Familie der SORT-BY-TIME(q)-Algorithmen ist mit einem reellen 0  q  1 pa-
rametrisiert. Sie definiert eine Verallgemeinerung des FREQUENCY-COUNT-Verfahrens,
wobei die Häufigkeit der Listenelemente mit q diskontiert wird. Für 0  q  1=2
erhält man die MTF-Regel und für q = 1 den FREQUENCY-COUNT-Algorithmus. Im
Bereich 1=2 < q < 1 ist SBT(q) noch d1= log(1=q)e-kompetitiv, wie in Abschnitt 1.4.4
gezeigt wird. Insbesondere folgt daraus, daß für 0  q 
p
1=2 auch die SBT(q)-Regeln
kompetitiv-optimal.
In Abschnitt 1.4.5 werden empirische Ergebnisse für die drei Familien vorgestellt.
Diese sind sinnvoll, um die Intuition zu bestätigen, daß SORT-BY-RANK auf stochasti-
schen Quellen einen stetigen Übergang zwischen MOVE-TO-FRONT und TIMESTAMP
bietet, da für diesen Fall analytische Resultate nur schwierig zu erhalten sind. Im Rah-
men von Experimenten zur Datenkompression werden empirische Ergebnisse mit den
SBR()- und SBD(k)-Verfahren in Abschnitt 2.1.2 dargestellt.
1.4.1. Denition der Algorithmen
Sei  = 
1
; 
2
; : : : ; 
m
2 A
m eine beliebige Folge von Anfragen auf die Listenele-
mente A. Wir betrachten einen Zeitpunkt t mit 1  t  m und definieren für jedes
Listenelement x 2 S die Zeit des letzten Zugriffs w
1
(x; t),
w
1
(x; t) = max( ft 0  t : 
t
0
= xg [ f0g ) :
Für k > 1 definieren wir den k-letzten Zugriff auf x zur Zeit t,
w
k
(x; t) = max( ft 0  w
k-1
(x; t) : 
t
0
= xg [ f0g ) :
Damit definieren wir für k  1 die Rangfunktionen
s
k
(x; t) = t-w
k
(x; t) :
Lemma 1.12. (a) Für alle Zeitpunkte t, bei denen jedes Listenelement mindestens einmal
nachgefragt wurde, gilt: Wenn die Liste mitMOVE-TO-FRONT verwaltet wird, dann ist
die aktuelle Listenordnung genau dann hx
1
; x
2
; : : : ; x
n
i, wenn
s
1
(x
1
; t) < s
1
(x
2
; t) <    < s
1
(x
n
; t) :
(b) Für alle Zeitpunkte t, bei denen jedes Listenelement mindestens zweimal nachgefragt
wurde, gilt: Wenn die Liste mit TIMESTAMP verwaltet wird, dann ist die aktuelle Listen-
ordnung hx
1
; x
2
; : : : ; x
n
i genau dann, wenn
s
2
(x
1
; t) < s
2
(x
2
; t) <    < s
2
(x
n
; t) :
Beweis. (a) ist klar, da MTF die Listenelemente nach den Zeitpunkten ihres letzten
Zugriffs (recency rank) sortiert.
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(b) Die Bedingung füge Element x vor das erste Element y ein, das vor x steht und das seit
dem letzten Zugriff auf x höchstens einmal nachgefragt wurde zur Zeit t ist äquiva-
lent zu füge x vor das erste Element y ein, das vor x steht und das s
2
(x; t) < s
2
(y; t)
erfüllt. Diese Aussage ist äquivalent zu füge x hinter dem letzten Element z vor x
ein, das s
2
(z; t) < s
2
(x; t) erfüllt, was aus der Tatsache folgt, daß alle Elemente,
die seit dem letzten Zugriff auf x höchstens einmal nachgefragt wurden, einen
zusammenhängenden Block vor x bilden [A98].
Diese Charakterisierung liefert im übrigen eine einfache Definition des TIMESTAMP-
Verfahrens. Für   0 bertrachten wir jetzt eine neue Rangfunktion als die Konvex-
kombination von s
1
(x; t) und s
2
(x; t):
r
t
(x) = r
t
(x; ) = (1 - )  s
1
(x; t) +   s
2
(x; t) :
Definition 1.2. SORTIERE-NACH-RANG(), SORT-BY-RANK(), SBR()
Wenn zum Zeitpunkt t das Listenelement x nachgefragt wird, dann füge x
direkt hinter dem letzten Element y vor x ein, für das r
t
(y; ) < r
t
(x; ) gilt.
Setze x an den Listenanfang, wenn kein solches Element y existiert.
Dabei gilt SBR(0) = MTF, und SBR(1) ist äquivalent zu TS bis auf die Behandlung des
ersten Zugriffs auf ein Element. Das bedeutet, daß SBR(1) und TS genau gleich arbeiten
würden, wenn TS dahingehend geändert würde, daß ein Element beim ersten Zugriff
an den Listenkopf gesetzt wird. Beim ersten Zugriff auf ein x ist r
t
(x) = 0, daher wird
x von SBR(1) an den Anfang der Liste gesetzt.
Für 0    1 interpolieren diese Regeln zwischen MTF und TS. Man beachte, daß
es sich nicht um eine randomisierte Mischung zweier Verfahren handelt, wie z.B. die
TIMESTAMP(p)-Verfahren [A98], sondern um eine deterministische Kombination der
zwei Algorithmen. Für  > 1 „extrapolieren“ die Regeln, und im Limit  ! 1 wird
die Liste nach aufsteigenden Rangdifferenzen s
2
(x; t) - s
1
(x; t) zwischen dem letzten
und vorletzten Zugriff auf x sortiert. Für größere  sind diese Verfahren jedoch nicht
mehr 2-kompetitiv, siehe Satz 1.16.
Die zweite Familie von Listenalgorithmen, die wir betrachten, ist gegeben durch
die folgende
Definition 1.3. SORTIERE-NACH-ZUGRIFF(k), SORT-BY-DELAY(k), SBD(k)
Wenn zum Zeitpunkt t das Listenelement x nachgefragt wird, dann füge x
direkt hinter dem letzten Element y vor x ein, für das s
k
(y; t) < s
k
(x; t) gilt.
Setze x an den Listenanfang, wenn kein solches Element y existiert, oder
wenn es der erste Zugriff auf x ist.
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Hier ist SBD(1) = MTF, und SBD(2) ist äquivalent zu TS im obigen Sinne. Somit er-
scheint SBD(k) als eine natürliche Verallgemeinerung dieser Regeln. Unabhängig von
unseren Algorithmen wurden ähnliche Regeln für die effiziente Pufferung von Plat-
tenzugriffen bei Datenbankoperationen von G. Weikum et.al. eingeführt. Die LRU(k)-
Verfahren werden in [OOW93, OOW98] analysiert.
Die dritte Familie von Listenalgorithmen ist mit einem 0  q  1 parametrisiert.
Der Wert der Rangfunktion für ein Element x zum Zeitpunkt t ergibt sich als die dis-
kontierte Summe der Zugriffszeitpunkte. Sei  = 
1
; : : : ; 
m
die Zugriffsfolge und
x 2 A. Für 1  t  m sei
u
t
(x) =
X

t-s
=x
0st-1
q
s
:
Dabei verschwindet eine leere Summe, und 00 := 1 (im Gegensatz zu [GKP94, Sei-
te 162], wo 00 := 0).
Definition 1.4. SORTIERE-NACH-ZEIT(q), SORT-BY-TIME(q), SBT(q)
Wenn zum Zeitpunkt t das Listenelement x nachgefragt wird, dann füge x
direkt hinter dem letzten Element y vor x ein, für das u
t
(y) > u
t
(x) gilt.
Setze x an den Listenanfang, wenn kein solches Element y existiert.
Im Fall q = 1werden lediglich die Zugriffe gezählt, das Verfahren ist dann identisch
mit FREQUENCY-COUNT. Für q < 1 werden kurz zurückliegende Zugriffe höher be-
wertet als lange zurückliegende Nachfragen. Mit abnehmendem q werden die SBT(q)-
Algorithmen zunehmend reaktiver. Im Fall q = 0 hat das Element des letzten Zugriffs
den Rang 00 = 1 und alle anderen Elemente den Rang 0, es liegt also MTF vor.
1.4.2. Analyse der SORT-BY-RANK-Verfahren
Das Hauptergebnis über die SORT-BY-RANK-Verfahren ist der folgende Satz.
Satz 1.13. Für 0    1 ist SBR() 2-kompetitiv.
Somit stellen diese Verfahren eine überabzählbare Klasse kompetitiv-optimaler Li-
stenalgorithmen dar. Im Vergleich dazu bilden die MRI(k)-Regeln von El-Yaniv [E96]
(siehe Seite 12) eine abzählbare Familie kompetitiv-optimaler Verfahren. Die SBR()-
Algorithmen könnenmit 2n Zeitstempeln implementiert werden, wogegen die MRI(k)-
Verfahren nk Zeitstempel benötigen, was viel ist, wenn man Regeln „nahe“ an MTF
betrachtet.
Vor dem Beweis des Satzes geben wir ein Beispiel für die Arbeitsweise von SBR()
anhand von  = 1=2 und einer Liste ha; b; c; di.
 = a; b; c; d; a; b; c; d; b; a
9 8 7 6 5 4 3 2 1 0
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Zum Zeitpunkt t = 10 entsteht die Liste ha; b; d; ci, nachdem die Zugriffe mit SBR(1=2)
bearbeitet wurden. Man beachte, daß zum Zeitpunkt t + 1 der Rang von Elementen
x 6= 
t+1
sich um 1 erhöht, und der Rang von y = 
t+1
durch r
t+1
(y) = s
2
(y; t + 1) =
(1 + s
1
(y; t)) gegeben ist.
Sei A=B eine rationale Zahl mit A;B 2 N und 0 < A < B. Für die Anfragefolge
 = x; a
B-A-1
; y; y; a
A-1
; x 2 fx; y; ag
B+2
gilt dann zum Zeitpunkt t = B+ 2 für die Differenz der Ränge von x und y
r
t
(x) - r
t
(y) = B-A:
An diesem Beispiel erkennt man zwei Punkte:
Jedes  definiert tatsächlich einen eigenen Listenalgorithmus, d.h. man kann für
 6= 
0 eine Zugriffsfolge finden, die bei Bearbeitung mit SBR() und SBR( 0) zu ver-
schiedenen Ergebnissen führt. Denn seien und 0 gegebenmit 0   <  0  1. Wähle
eine rationale Zahl A=Bmit  < A=B <  0. Wenn obige Folge mit SBR() abgearbeitet
wurde, dann steht x vor y in der Liste, bei SBR( 0) steht aber y vor x.
Wenn  = A=B rational ist, dann existieren stets Anfragefolgen, die für zwei Ele-
mente den gleichen Rang ergeben. Zum Beispiel gilt für obige Anfragefolge, daß zum
Zeitpunkt t = B+ 2 die Ränge für x und y identisch sind: r
t
(x) = r
t
(y) = A  (B+ 1)=B.
Man beachte, daß für MTF ( = 0) oder TS ( = 1) die Ränge zweier Elemente niemals
gleich sind. In der Definition von SBR() wird diese Mehrdeutigkeit umgangen, indem
das nachgefragte Element so weit wie möglich nach vorne geschoben wird, ohne die
Ordnung
r
t
(x
1
)  r
t
(x
2
)      r
t
(x
n
)
zu verletzen. Wenn  irrational ist, dann sind stets alle Ränge verschieden.
Paarweise Unabhängigkeit
Eine wichtige Frage für die Analyse ist, ob ein Listenalgorithmus die paarweise Unab-
hängigkeits-Bedingung erfüllt (pairwise independence property). Diese Eigenschaft wurde
von Bentley/McGeoch [BM85] als eine wichtige Voraussetzung für die einfache Analyse
von MTF gefunden. Sie bedeutet, daß für jede Anfragefolge  und zwei beliebige ver-
schiedene Elemente x und y aus der Liste L gilt, daß ihre relative Reihenfolge nach dem
Abarbeiten von  die gleiche ist wie die relative Reihenfolge in L
xy
, wenn 
xy
abgear-
beitet wurde. Dabei ist L
xy
die Liste, die nur die zwei Elemente x und y enthält, und

xy
ist die auf fx; yg projizierte Anfragefolge, die entsteht, wenn man alle Zugriffe auf
Elemente verschieden von x oder y aus  löscht.
Das folgende Beispiel zeigt, daß die SBR()-Regeln die paarweise Unabhängigkeits-
Bedingung nicht erfüllen. Betrachte die Zugriffsfolgen 
1
und 
2
über den Elementen
fx; y; ag,

1
= x; y; y; a; x 
2
= x; a; y; y; x :
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Die Projektion auf fx; yg ergibt in beiden Fällen 
xy
= x; y; y; x. Aber für  = 1=2 und
t = 5 ist im ersten Fall r
t
(x) = 2 < 2:5 = r
t
(y), und im zweiten Fall r
t
(x) = 2 >
1:5 = r
t
(y). Da die Bedingung der paarweisen Unabhängigkeit nicht erfüllt ist, muß
der Beweis von Satz 1.13 auf anderen Konzepten aufbauen als die paarweise Analyse,
nämlich auf einer amortisierten Analysemit Hilfe einer Potentialfunktion und auf einer
sogenannten Listenfaktorisierung.
Listenfaktorisierung
Sei  = 
1
; 
2
; : : : ; 
m
2 A
m eine beliebige Zugriffsfolge. Mit OPT bezeichnen wir
einen optimalen Offline-Algorithmus für diese Folge, und mit OPT() seine Gesamtko-
sten. Weiter sei FOPT (faktorisierter OPT) ein optimaler Offline-Algorithmus, der alle
 
n
2

zwei-elementigen Listen L
xy
für alle Mengen fx; yg  A verwaltet. Das bedeutet,
jede solche Liste L
xy
wird von einem optimalen Offline-Algorithmus kontrolliert, der
die Zugriffsfolge 
xy
bearbeitet. Mit FOPT
t
bezeichnen wir die Gesamtkosten, die beim
Bearbeiten von Zugriff 
t
entstehen, 1  t  m. Dies ist gerade 1 plus die Anzahl der
Listen L
xy
, bei denen 
t
an zweiter Stelle steht. Dann gilt
m
X
t=1
FOPT
t
 OPT() : (1.8)
Um diese wichtige Ungleichung herzuleiten, betrachten wir zunächst das (i - 1)-
Kostenmodell (partial cost model), und bezeichnen die Kosten eines Algorithmus A in
diesem Modell mit A(:). Weiter setzen wir voraus, daß A niemals bezahlte Austausche
vornimmt. Die Kosten beim Zugriff auf 
t
sind dann
A
t
(x; 
t
) =

1 : falls x zum Zeitpunkt t vor 
t
steht
0 : sonst

;
und die Gesamtkosten der Zugriffsfolge 
A() =
m
X
t=1
X
x2A
A(x; 
t
) =
X
x2A
m
X
t=1
A(x; 
t
)
=
X
x2A
X
y2A
X
1tm

t
=y
A(x; 
t
) =
X
x;y2A
x6=y
X
1tm

t
=y
A(x; 
t
)
=
X
fx;ygA
x6=y
X
1tm

t
2fx;yg
A(x; 
t
) + A(y; 
t
)
| {z }
=:A
xy
()
:
Für einen optimalen Offline-Algorithmus gilt diese Beziehung nicht unbedingt, da ein
optimaler Algorithmus im allgemeinen nicht auf bezahlte Austausche verzichten kann
[RW90]. Indem man die Kosten in Suchkosten und bezahlte Austausche aufspaltet,
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kann man aber zeigen [E96], daß
X
fx;ygA
x6=y
OPT(
xy
)  OPT():
Mit Hilfe einermodifizierten Kostenfunktion anstatt A(x; 
t
), die die Kosten des letzten
Vergleiches im Standardkostenmodell über alle Vergleiche amortisiert, können obige
Aussagen des (i - 1)-Modells übertragen werden. Insbesondere gilt
X
fx;ygA
x6=y
OPT(
xy
)  OPT():
Da die linke Seite dieser Ungleichung gerade die summierten Kosten
P
m
t=1
FOPT
t
eines
optimalen faktorisierten Algorithmus bezeichnet, folgt auch Ungleichung (1.8).
Amortisierte Analyse
Sei L eine Liste, die von einem beliebigen Listenalgorithmus verwaltet wird. Wenn
Element x vor y steht, dann sagen wir hx; yi in L. Wenn hx; yi in der Liste von SBR()
und hy; xi in der Liste L
xy
von FOPT, dann nennen wir hx; yi eine Inversion.
Sei nun L die Liste, die von SBR() verwaltet wird. Für jedes Paar verschiedener
Elemente x; y definieren wir die Gewichtsfunktion
w(x; y) =
8
>
>
<
>
>
>
:
0 : falls hx; yi keine Inversion ist
1 : falls hx; yi Inversion ist und y wird x in L überholen,
wenn als nächstes auf y zugegriffen wird
2 : falls hx; yi Inversion ist und y wird x in L genau dann über-
holen, wenn jetzt zweimal auf y zugegriffen wird
9
>
>
=
>
>
>
;
:
Dann definieren wir die Potentialfunktion
 =
X
x6=y
w(x; y) :
Das Potential ist stets nicht-negativ. Fixiere eine Zugriffsfolge  = 
1
; : : : ; 
m
. Die
amortisierten Kosten a
t
von SBR() zum Bearbeiten von 
t
sind definiert als
a
t
= SBR()
t
+
t
-
t-1
;
wobei SBR()
t
die tatsächlichen Kosten von SBR() in diesem Schritt sind, und 
t
das
Potential zum Zeitpunkt t. Wir werden zeigen, daß eine Konstante c existiert, so daß
a
t
 c  FOPT
t
für alle t = 1; : : : ;m. Daraus folgt mit Hilfe von (1.8), daß SBR() dann
c-kompetitiv ist.
Wir zeigen zuerst, daß die Gewichtsfunktion die folgende wichtige Eigenschaft be-
sitzt, die besagt, daß das Gewicht einer Inversion hz; yi sich nicht von 1 auf 2 erhöhen
kann, wenn ein drittes Element x nachgefragt wird.
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Lemma 1.14. Fixiere 0    1. Seien y und z zwei Elemente, so daß hz; yi eine Inversion in
L mit dem Gewicht w(z; y) = 1 ist. Sei x ein von z und y verschiedenes Element. Dann bleibt
w(z; y) = 1, nachdem eine Nachfrage nach x von SBR() bearbeitet wurde.
Beweis. Wenn die Bedingung w(z; y) = 1 zum Zeitpunkt t gilt, dann würde y das Ele-
ment z überholen, wenn es jetzt nachgefragt würde, d.h. r
t
(y)  r
t
(z). In diesem Falle
wäre also 
t
= y, und r
t
(y) reduziert sich zu s
2
(y; t), so daß gilt
s
2
(y; t)  r
t
(z): (1.9)
Für ein Widerspruchsargument nehmen wir an, daß w(z; y) = 2 gilt, nachdem 
t
= x
bearbeitet wurde. Das bedeutet, daß z nicht von y überholt wird, wenn 
t+1
= y. Das
kann nur dann passieren, wenn x zum Zeitpunkt t zwischen z und y gesetzt wird, d.h.
r
t
(z) < r
t
(x) < r
t
(y). Nach demZugriff 
t+1
= ywird y direkt hinter x gesetzt werden,
also
r
t+1
(x) < r
t+1
(y) = s
2
(y; t + 1) = (s
1
(y; t) + 1)  (s
2
(y; t) + 1) :
Da 
t+1
=2 fx; zg ist, gilt r
t+1
(z) = 1 + r
t
(z) und r
t+1
(x) = 1 + r
t
(x). Insgesamt finden
wir 1 + r
t
(z) < + s
2
(y; t) und
r
t
(z) < s
2
(y; t) + - 1  s
2
(y; t) ;
was im Widerspruch zu (1.9) steht. Andererseits kann das Gewicht der Inversion auch
nicht abnehmen, deshalb bleibt w(z; y) = 1.
Wir setzen nun voraus, daß jedes Element schon mindestens einmal nachgefragt
wurde. Dies kann immer sichergestellt werden, indemman vor die Zugriffsfolge  ein
Präfix der Länge n setzt, für jedes Listenelement einen Zugriff. Die gesamten Such-
kosten ändern sich dadurch nur um einen Summanden, und der kompetitive Faktor
bleibt gleich.
Sei der aktuelle Zugriff nun auf das Element 
t
= x gerichtet. Wir definieren die
Menge A als die Menge aller z, so daß hz; xi in L keine Inversion ist; die Menge B als
die Zusammenfassung aller z, so daß hz; xi in L eine Inversion ist; und schließlich die
Menge C, die aus allen z besteht, für die hx; zi in L eine Inversion ist. Man beachte, daß
alle drei Mengen paarweise disjunkt sind. Setze A = jAj; B = jBj und C = jCj.
Für die tatsächlichen Kosten von SBR() zum Zeitpunkt t gilt SBR()
t
= A + B + 1,
da die Elemente vor x gerade die Elemente aus A [ B sind., Die Kosten, die in der
optimalen faktorisierten Liste entstehen, sind FOPT
t
= A+C+ 1, da genau die Mengen
fx; zgmit z 2 A [ C einen Beitrag dazu bringen.
Jetzt betrachten wir die Potentialänderung, die bei der Bearbeitung von 
t
= x
durch SBR() entsteht. Wenn ein Element z 2 B von x überholt wird, dann war das
Gewicht der Inversion hz; xi in L gleich 1, und ist jetzt eliminiert. Wenn ein Element
z 2 B nicht von x überholt wurde, dann war das Gewicht der Inversion hz; xi gleich 2,
und ist jetzt auf 1 reduziert. Insgesamt nimmt aufgrund der Elemente in B das Potential
um genau B ab. Auf der anderen Seite kann durch die Aktion von SBR() das Gewicht
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jeder Inversion hx; zi mit z 2 C um 1 steigen, was einen Zuwachs von höchstens C
ausmacht.
Als nächstes untersuchen wir die Potentialänderung, die durch Aktionen des opti-
malen Algorithmus FOPT für die faktorisierte Liste entstehen kann. Angenommen, eine
neue Inversion hx; zi in L entsteht, weil x das Element z in L überholt hat, aber nicht in
L
xz
. Dann war z 2 A vor dem Zugriff auf x, und wir benutzen das folgenden Lemma:
Lemma 1.15. Wenn zum Zeitpunkt t in der Liste L das Element 
t
= x ein Element z 2 A
überholt hat, dann ist
s
1
(z; t)  s
2
(x; t):
Wenn dieser Zugriff eine Inversion hx; zi in L geschaffen hat, und der nächste Zugriff auf

t+1
= z gerichtet ist, dann wird x wieder von z überholt werden. Mit anderen Worten,
diese Inversion hat das Gewicht w(x; z) = 1.
Beweis. Für ein Widerspruchsargument nehmen wir an, daß s
1
(z; t) > s
2
(x; t). Das be-
deutet, daß z seit dem vorherigen Zugriff auf x (dem letzten Zugriff vor 
t
) nicht mehr
nachgefragt wurde. Aber dannwürde FOPT das Element x schon vor dem aktuellen Zu-
griff 
t
vor z in der Liste L
xz
gesetzt haben. Das bedeutet aber z =2 A, ein Widerspruch
zur Voraussetzung.
Sei 
t+1
= z. Wir wollen zeigen, daß r
t+1
(z)  r
t+1
(x). Aber es ist r
t+1
(z) =
s
2
(z; t + 1) = s
1
(z; t) und r
t+1
(x) = 1 + r
t
(x) = 1 + (1 - )s
1
(x; t) + s
2
(x; t). Aus
dem oben gezeigten s
1
(z; t)  s
2
(x; t) sowie aus s
1
(x; t) = 0 folgern wir r
t+1
(z) 
s
2
(x; t) < r
t+1
(x), also wird z wieder vor x gesetzt werden.
Als nächstes betrachten wir den Fall, daß eine neue Inversion hx; zi in L entsteht,
weil z von x in L
xz
überholt wurde, aber nicht in L. Dann war z 2 A vor dem Zugriff,
und das Gewicht der neuen Inversion kann nur 1 sein, da ein darauffolgender Zugriff
auf 
t+1
= x wieder x an den Listenkopf setzt und die Inversion damit beseitigt. Ins-
gesamt ergibt sich für die Aktionen von FOPT, daß das Gewicht der neuen Inversionen
höchstens A sein kann.
Zusammengefaßt gilt für die Potentialänderung durch das Bearbeiten von 
t
, daß

t
-
t-1
 C- B+A :
Die amortisierten Kosten für SBR() beim Zugriff auf 
t
sind somit
a
t
= SBR()
t
+ 
t
-
t-1
 A+ B+ 1 + C- B+A
= A+ C+ 1 +A
= (2 - (C+ 1)=(A + C+ 1))  (A+ C+ 1)
 (2 - 1=n)  FOPT
t
:
Damit ist der Beweis, daß SBR() 2-kompetitiv ist, abgeschlossen.
Als nächstes betrachten wir den Fall  > 1 und zeigen, daß bei hinreichend großen 
die SBR()-Verfahren nicht mehr c-kompetitiv für beliebige c sind.
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Satz 1.16. Für c  2 und
 > 2 

2c - 1+
2c
c + 2


2c
2
+ 5c + 2


ist SBR() nicht mehr c-kompetitiv.
Beweis. Wir geben eine spezielle Zugriffsfolge  an und untersuchen die dabei entste-
henden Kosten. Dazu teilen wir die n Listenelemente in a
1
; : : : ; a
m
und b
1
; : : : ; b
n-m
auf. Die b
j
dienen als Füller, um die Kosten der Zugriffe auf die a
i
hoch zu machen.
 = a
1
; : : : ; a
m
; b
1
; b
1
; : : : ; b
m
; b
m
; a
1
; : : : ; a
m
| {z }
1
; a
1
; : : : ; a
m
| {z }
2
; : : : ; a
1
; : : : ; a
m
| {z }
k+1
:
Nach den Zugriffen auf die b
j
stehen diese vor den a
i
und falls  hinreichend groß
ist, werden sie auch für die k + 1 folgenden Zugriffe auf a
i
dort bleiben. Der Rang
von a
m
im k-ten Zugriffsblock ist r(a
m
) = m. Zu diesem Zeitpunkt gilt r(b
1
) =
km + 2(n - m - 1) + . Also wird a
m
nicht vor b
1
(und damit auch nicht vor die
anderen b
j
) gesetzt werden, falls
 >
km+ 2(n -m - 1)
m - 1
:
Die Kosten C() von SBR() sind mindestens die Kosten der Zugriffe auf die a
i
, also
C()  m(k+1)(n-m+1). Ein optimaler Offline-Algorithmus produziert Kosten von
höchstensmn + (n -m)(n + 1) +mn + km(m+ 1)=2, so daß
C()
OPT()

(k+ 1)(n -m + 1)m
n
2
+mn +m- n + km(m + 1)=2
!
> c: (1.10)
Für große k und n ist 2(n-m)=(m+1) der bestimmende Anteil dieses Ausdrucks. Wir
setzen also n = m(1 + c) fest.
Betrachtenwir speziellm = 2, so folgt, daß k  (4c3+10c2+4c)=(c+2) hinreichend
ist für (1.10). Durch Einsetzen in  > 2(k+n-3) erhält man den Satz. Speziell für c = 2
wird (1.10) mit m = 2, n = 7, k = 18 erfüllt, und man erhält  > 44. Andere Wertem
bringen hier keine Verbesserung.
Somit folgt für  > 44, daß SBR() nicht mehr 2-kompetitiv ist. Für Parameter 1 <  <
44 vermuten wir, daß der kompetitive Faktor ebenfalls > 2 ist.
Da die SBR()-Verfahren nicht die paarweise Unabhängigkeit erfüllen, ist es schwie-
rig, ihr Verhalten auf gedächtnislosen stochastischen Quellen zu untersuchen. Ein An-
satz ist folgendermaßen möglich. Für jedes Paar x; y wollen wir die asymptotische
Wahrscheinlichkeit bestimmen, daß x vor y steht. Dazu betrachten wir folgende zeit-
diskrete Markov-Kette mit den Zuständen (s
1
(x); s
2
(x); s
1
(y); s
2
(y)) 2 N
4
0
. Die Über-
gangswahrscheinlichkeiten sind gegeben durch
(a; b; c; d) 7 !
8
<
:
(a + 1; b + 1; c + 1; d + 1) mit Wahrscheinlichkeit 1 - p
x
- p
y
(0; a + 1; c + 1; d+ 1) mit Wahrscheinlichkeit p
x
(a + 1; b + 1; 0; c + 1) mit Wahrscheinlichkeit p
y
9
=
;
:
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Die asymptotische Wahrscheinlichkeit, daß x vor y steht, wenn SBR() angewendet
wird, ist dann
b(x; y) =
X
(a;b;c;d)
(1-)a+b<(1-)c+d
(a; b; c; d);
wobei (a; b; c; d) die stationäre Wahrscheinlichkeit des Zustands (a; b; c; d) bezeich-
net. Wir wissen nicht, wie man diese Werte allgemein berechnen kann.
1.4.3. Analyse der SORT-BY-DELAY-Verfahren
In diesem Abschnitt untersuchen wir die SBD(k)-Regeln. Es stellt sich heraus, daß sie
die Bedingung der paarweisen Unabhängigkeit erfüllen, so daß auch ihr Verhalten auf
stochastischen Quellen der Analyse zugänglich ist. Zuerst aber betrachten wir den
kompetitiven Faktor der SBD(k)-Regeln.
Verhalten auf beliebigen Eingabefolgen
Satz 1.17. Für alle k  2 ist SBD(k) k-kompetitiv.
Der Beweis verläuft ähnlich wie der obige Beweis zu Satz 1.13. Jetzt definieren wir
für jedes Paar x 6= y die Gewichtsfunktion
w(x; y) =
8
>
>
<
>
:
0 : falls hx; yi keine Inversion ist
` : falls hx; yi Inversion ist und x von y in L überholt wird,
genau dann wenn jetzt `mal auf y zugegriffen
wird, ` = 1; : : : ; k
9
>
>
=
>
;
;
und die Potentialfunktion  =
P
x6=y
w(x; y). Zuerst zeigen wir wieder, daß das Ge-
wicht einer Inversion hz; yi nicht größer werden kann, wenn auf ein anderes Element x
zugegriffen wird.
Lemma 1.18. Seien y und z zwei Elemente, so daß hz; yi eine Inversion in Lmit dem Gewicht
w(z; y) = w ist, 1  w  k. Sei x ein von z und y verschiedenes Element. Dann bleibt
w(z; y) = w, nachdem eine Nachfrage nach x von SBD(k) bearbeitet wurde.
Beweis. Wenn zum Zeitpunkt t gilt, daß w(z; y) = w, dann wird z von y überholt wer-
den, wenn jetzt w mal auf y zugegriffen wird. Das bedeutet also s
k
(y; t + w - 1) 
s
k
(z; t+w- 1) im Falle 
j
= y für j = t; : : : ; t+w- 1. Mit Hilfe von s
k
(y; t+w- 1) =
w- 1 + s
k-w+1
(y; t) und s
k
(z; t+w- 1) = w- 1 + s
k
(z; t) erhalten wir daraus
s
k-w+1
(y; t)  s
k
(z; t): (1.11)
Nehmenwir an, daßw(z; y)  w+1 geltenwürde, nachdem ein Zugriff 
t
= x bearbei-
tet wurde. Das bedeutet, daß y nicht z überholen wird, wenn es jetztwmal nachgefragt
wird, d.h. s
k
(y; t+w) > s
k
(z; t+w) im Falle 
j
= y für j = t+ 1; : : : ; t+w. Aber dann
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gilt s
k
(y; t + w) = w - 1 + s
k-w+1
(y; t + 1) und s
k
(z; t + w) = w - 1 + s
k
(z; t + 1),
also zusammen s
k-w+1
(y; t + 1) > s
k
(z; t + 1). Wegen 
t
6= y und 
t
6= z gilt
s
k-w+1
(y; t+ 1) = 1+ s
k-w+1
(y; t) und s
k
(z; t+ 1) = 1+ s
k
(z; t), und insgesamt schlie-
ßen wir s
k-w+1
(y; t) > s
k
(z; t), was einenWiderspruch zu (1.11) darstellt. Da bei einem
Zugriff auf x das Gewicht w(z; y) auch nicht abnehmen kann, folgt die Aussage.
Analog zum Beweis von Satz 1.13 setzen wir hier voraus, daß auf jedes Element
mindestens k mal zugegriffen wurde. Sei 
t
= x der aktuelle Zugriff. Wir definieren
wieder die Mengen A;B; C: dabei ist A die Menge aller Elemente z, so daß hz; xi in L
keine Inversion darstellt; die Menge B umfaßt alle z für die hz; xi in L eine Inversion
ist, und C ist die Menge aller Elemente z, so daß hx; zi in L eine Inversion darstellt. Sei
wieder A = jAj, B = jBj und C = jCj.
Wie im Beweis zu Satz 1.13 sind die tatsächlichen Kosten zum Zeitpunkt t gerade
SBD(k)
t
= A + B + 1, und die Kosten in der optimalen faktorisierten Liste betragen
FOPT
t
= A+ C+ 1.
Jetzt betrachten wir die Potentialänderung, die bei der Bearbeitung von 
t
= x
durch SBD(k) entsteht. Wenn ein Element z 2 B von x überholt wird, dann war das
Gewicht der Inversion hz; xi in L gleich 1, und ist jetzt eliminiert. Wenn ein Element
z 2 B nicht von x überholt wurde, dann war das Gewicht der Inversion hz; xi gleich `
für ein ` = 2; : : : ; k, und ist jetzt auf ` - 1 reduziert. Insgesamt nimmt aufgrund der
Elemente in B das Potential um genau B ab. Andererseits kann durch die Aktion von
SBD(k) das Gewicht jeder Inversion hx; zi mit z 2 C um 1 steigen, was einen Zuwachs
von höchstens C ausmacht.
Als nächstes untersuchen wir die Potentialänderung, die durch Aktionen des opti-
malen Algorithmus FOPT für die faktorisierte Liste entstehen kann. Angenommen, eine
neue Inversion hx; zi in L entsteht, weil x das Element z in L überholt hat, aber nicht in
L
xz
. Dann war z 2 A vor dem Zugriff auf x, und wir benutzen das folgenden Lemma:
Lemma 1.19. Wenn zum Zeitpunkt t in der Liste L das Element 
t
= x ein Element z 2 A
überholt hat, dann ist
s
1
(z; t)  s
k
(x; t):
Wenn dieser Zugriff eine Inversion hx; zi in L geschaffen hat, und die nächsten k - 1 Zugriffe
auf z gerichtet sind (
j
= z für j = t + 1; : : : ; t + k - 1), dann wird x wieder von z überholt
werden. Mit anderen Worten, diese Inversion hat ein Gewicht w(x; z)  k- 1.
Beweis. Für das Widerspruchsargument nehmen wir an, daß s
1
(z; t) > s
k
(x; t). Das
bedeutet, daß z seit dem k-letzten Zugriff auf x nicht mehr nachgefragt wurde. Aber
dann würde natürlich FOPT das Element x schon vor dem aktuellen Zugriff 
t
= x vor
z in der Liste L
xz
gesetzt haben. Das ergibt den Widerspruch z =2 A zur Voraussetzung.
Sei 
j
= z für j = t + 1; : : : ; t + k - 1. Wir wollen zeigen, daß s
k
(z; t + k - 1) 
s
k
(x; t+k-1). Aberwegen s
k
(z; t+k-1) = k-1+s
1
(z; t) und s
k
(x; t+1) = k-1+s
k
(x; t)
folgt dies aus dem ersten Teil des Lemmas.
36
1.4. Drei neue Familien von Listenalgorithmen
Als nächstes betrachten wir den Fall, daß eine neue Inversion hx; zi in L entsteht,
weil z von x in L
xz
überholt wurde, aber nicht in L. Dann war z 2 A vor dem Zugriff,
und das Gewicht der neuen Inversion kann höchstens k-1 sein, da k-1 darauffolgende
Zugriffe auf x wieder x an den Listenkopf setzen und die Inversion damit beseitigen.
Insgesamt ergibt sich für die Aktionen von FOPT, daß das Gewicht der neuen Inversio-
nen höchstens (k- 1) A sein kann.
Zusammengefaßt gilt für die Potentialänderung durch das Bearbeiten von 
t
, daß

t
-
t-1
 C- B+ (k- 1) A :
Die amortisierten Kosten für SBR() beim Zugriff auf 
t
sind somit
a
t
= SBR()
t
+ 
t
-
t-1
 A + B+ 1 + C - B+ (k- 1) A
= k A+ C+ 1
= (k- (k- 1)  (C+ 1)=(A + C+ 1))  (A + C+ 1)
 (k- (k- 1)=n)  FOPT
t
:
Wir schließen, daß SBD(k) k-kompetitiv ist.
Wie man anhand der Anfragefolge
 = (x
k
1
x
k
2
x
k
3
   x
k
n
)
m
sieht, ist k auch eine untere Schranke für den kompetitiven Faktor von SBD(k). Denn
ein nachgefragtes x
i
wird immer gerade dann erst an den Listenanfang gesetzt, wenn
es zu spät ist. Die Kosten von SBD(k) sind C()  kn2(m - 1) (beim ersten Durchgang
wird direkt nach vorne geschoben), und die Kosten von OPT=MTF sind OPT()  (n +
k- 1)nm. Für das Verhältnis folgt
C()
OPT()

kn(m- 1)
(n + k- 1)m
 ! k
für n!1,m!1.
Verhalten auf stochastischen Quellen
Wir zeigen zunächst, daß die SORT-BY-DELAY-Verfahren die Bedingung der paarwei-
sen Unabhängigkeit erfüllen, und benutzen dieses Ergebnis dann, um erwartete Such-
kosten zu berechnen. Zuerst ist eine alternative Definition der SBD(k)-Regeln hilfreich:
Lemma 1.20. Eine zur Definition 1.3 äquivalente Charakterisierung der SBD(k)-Verfahren ist
folgende:
Wenn x nachgefragt wird, dann setze x vor das erste Element y, das vor x steht,
und das seit dem (k - 1)-letzten Zugriff auf x höchstens k - 1 mal nachgefragt
wurde. Setze x an den Listenanfang, wenn kein solches Element y existiert.
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Beweis. Man beachte, daß für alle festen k und t und Elemente x 6= y stets gilt, daß
s
k
(x; t) 6= s
k
(y; t), also sind die Ränge immer eindeutig. Sei 
t
= x. Dann ist s
k
(x; t) =
1 + s
k-1
(x; t - 1) und s
k
(y; t) = 1 + s
k
(y; t - 1) für alle y 6= x.
Sei y ein Element vor x, so daß x gemäß der Definition von SBD(k) auf eine Position
hinter y gesetzt wird. Das bedeutet s
k
(y; t) < s
k
(x; t), also s
k
(y; t - 1) < s
k-1
(x; t - 1).
Wir schließen, daß x nicht vor ein Element y gesetzt werden kann, daß seit dem (k-1)-
letzten Zugriff auf xmindestens kmal nachgefragt wurde, wie im Lemma behauptet.
Sei andererseits z ein Element, so daß x vor z eingefügt wird, also s
k
(x; t) < s
k
(z; t),
d.h. s
k-1
(x; t- 1) < s
k
(z; t- 1). Deshalb wurde z seit dem (k- 1)-letzten Zugriff auf x
weniger als kmal nachgefragt.
Die Eigenschaft der paarweisen Unabhängigkeit folgt aus folgendem
Lemma 1.21. Wenn auf x zugegriffen wird, dann stehen alle Elemente, die seit dem (k - 1)-
letzten Zugriff auf x mindestens k mal nachgefragt wurden, vor allen Elementen, die seit dem
(k- 1)-letzten Zugriff auf x weniger als k mal nachgefragt wurden.
Die Elemente, die höchstens (k - 1) mal nachgefragt wurden, bilden also einen
zusammenhängenden Block vor x. Bei einemZugriff überholt x diesen gesamten Block,
und es ist äquivalent, ob x vor das erste Element vor x gesetzt wird, das höchstens
(k - 1) mal nachgefragt wurde, oder hinter das letzte Element vor x, das mindestens k
mal nachgefragt wurde. Das bedeutet, daß man aus denWerten s
k
(x; t) und s
k
(y; t) die
relative Ordnung von x und y ableiten kann, ohne die Positionen der anderen Elemente
kennen zu müssen.
Beweis. Sei v
x
das Pivot-Element für x, d.h. wenn x nachgefragt wird, dann wird es
direkt vor v
x
gesetzt. Wir wollen zeigen, daß alle Listenelemente vor v
x
mindestens
k mal seit dem (k - 1)-letzten Zugriff auf x nachgefragt wurden, und alle Elemente
zwischen v
x
(einschließlich) und xweniger als kmal seit diesem Zeitpunkt nachgefragt
wurden. Sei der aktuelle Zugriff 
t
= x. Nach der Bearbeitung dieses Zugriffs ist
s
k
(y; t) < s
k
(x; t)  s
k
(v
x
; t)  s
k
(z; t)
für alle Elemente y vor v
x
und alle Elemente z hinter v
x
(oder v
x
selbst). Also muß vor
dem Zugriff auf 
t
gegolten haben:
s
k
(y; t - 1) < s
k-1
(x; t - 1)  s
k
(v
x
; t- 1)  s
k
(z; t - 1) ;
was aus s
k
(x; t) = 1 + s
k-1
(x; t - 1) und s
k
(w; t) = 1 + s
k
(w; t - 1) für alle Elemente
w 6= 
t
folgt. Aber daraus folgt unmittelbar die Behauptung.
Die Aussage des Lemmas sieht man auch folgendermaßen ein: durch Projektion
von  auf 
xy
werden alle Elemente verschieden von x und y gelöscht. Die absoluten
Werte der Rangfunktionen s
k
(z; t) ändern sich dadurch, aber die relative Ordnung der
Ränge bleibt erhalten. Und nur die relative Ordnung der k-letzten Zugriffe bestimmt
das aktuelle Aussehen der Liste.
Die Aussage des Lemmas wenden wir jetzt auf 
xy
an und erhalten Informationen
über die relative Ordnung von x und y.
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Lemma 1.22. Wir betrachten einen beliebigen Zeitpunkt in der Zugriffsfolge, an dem schon
mindestens 2k - 1 Zugriffe auf x oder y stattgefunden haben. Dann steht bei Anwendung der
SBD(k)-Regel das Element x genau dann vor y in der Liste, wenn die Mehrheit der letzten 2k-1
Zugriffe auf x oder y (d.h. mindestens k) auf das Element x gerichtet waren.
Beweis. Wenn der Suffix von 
xy
der Länge 2k - 1mindestens k Zugriffe auf x enthält,
dann kann er höchstens k-1Nachfragen für y enthalten. Daraus folgt, daß der k-letzte
Zugriff auf x noch innerhalb dieses Suffixes liegt, aber der k-letzte Zugriff auf y nicht
mehr, also früher aufgetreten sein muß. Deshalb wurde x beim letzten Zugriff vor y
gesetzt. Wenn umgekehrt höchstens k - 1 Zugriffe auf x in dem Suffix enthalten sind,
dann folgt mit der gleichen Argumentation, daß y vor x stehen muß.
Stochastische Quellen ohne Gedächtnis. Wir betrachten den Fall, daß die Zugriffe
unabhängig und identisch verteilt mit einer Verteilung p = (p
1
; : : : ; p
n
) erfolgen, dabei
sei p
x
> 0 für alle x. Aus Lemma 1.22 ergibt sich die asymptotische Wahrscheinlichkeit
b(y; x), daß y vor x in der von SBD(k) verwalteten Liste steht, als
b(y; x) =
k-1
X
`=0

2k- 1
`

p
`
x
p
2k-1-`
y
(p
x
+ p
y
)
2k-1
: (1.12)
Die erwarteten Suchkosten unter der Verteilung p erhält man dann aus
ESBD(k)(p) =
n
X
x=1
p
x
 (1 +
X
y6=x
b(y; x))
= 1 +
X
x
X
y6=x
k-1
X
`=0

2k- 1
`

p
`+1
x
p
2k-1-`
y
(p
x
+ p
y
)
2k-1
= 1=2 +
X
x
X
y
k-1
X
`=0

2k- 1
`

p
`+1
x
p
2k-1-`
y
(p
x
+ p
y
)
2k-1
=
X
1xyn
k-1
X
`=0

2k- 1
`

p
`+1
x
p
2k-1-`
y
+ p
2k-1-`
x
p
`+1
y
(p
x
+ p
y
)
2k-1
:
Satz 1.23. Für unabhängige, identisch verteilte Zugriffe mit der Wahrscheinlichkeitsverteilung
(p
1
; : : : ; p
n
), p
x
> 0 für alle x, gilt für die asymptotischen erwarteten Suchkosten der SBD(k)-
Regeln
ESBD(k)(p) =
X
1xyn
k-1
X
`=0

2k- 1
`

p
`+1
x
p
2k-1-`
y
+ p
2k-1-`
x
p
`+1
y
(p
x
+ p
y
)
2k-1
:
Für k = 1 (MOVE-TO-FRONT) wurden die erwarteten Suchkosten in [M65] herge-
leitet, und für k = 2 (TIMESTAMP) in [AM98]. Als nächstes wollen wir die erwarteten
Suchkosten mit den optimalen Suchkosten M(p) vergleichen, die ein optimaler stati-
scher Gegner erzielen kann. Für p
1
 p
2
     p
n
istM(p) =
P
n
i=1
ip
i
.
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Satz 1.24. Die Familie SBD(k) ist asymptotisch optimal, d.h. für alle Verteilungen p gilt
ESBD(k)(p)  !M(p) für k!1:
Genauer gilt, daß für alle Verteilungen das Verhältnis der Kosten
ESBD(k)(p)=M(p)  max
x1
k-1
X
`=0

2k- 1
`

x
2k-1-`
+ x
`+1
(1 + x)
2k-1
(1.13)
 1+
1
p
k
+O(k
-3=2
)
beträgt. Insbesondere ergeben sich für kleine Werte k die folgenden Schranken:
ESBD(1)(p)=M(p)  1:5708
ESBD(2)(p)=M(p)  1:3156
ESBD(3)(p)=M(p)  1:2176
ESBD(4)(p)=M(p)  1:1734
ESBD(5)(p)=M(p)  1:1473:
Für k = 1 (MTF) ist das Verhältnis durch =2  1:5708 beschränkt [CHS88], und für
k = 2 (TS), wurde die Schranke 1:34 in [AM98] hergeleitet. Wir verallgemeinern die
dort angewendete Technik auf beliebige k  1, stellen aber fest, daß mit einer anderen
einfacheren Technik noch bessere Schranken gezeigt werden können.
Die SBD(k)-Verfahren sind zwar nicht kompetitiv-optimal, aber sie weisen einen
konstanten kompetitiven Faktor (unabhängig von der Listenlänge) auf. Außerdem er-
zielen sie bei unabhängigen Zugriffen Suchzeiten, die beliebig nahe an der optimalen
erwarteten Suchzeit liegen. Meines besten Wissens ist SBD(k) die einzige Familie von
Listenalgorithmen mit dieser Eigenschaft. Alle anderen Familien, die asymptotisch
optimale erwartete Suchkosten aufweisen, z.B. FREQUENCY-COUNT, SIMPLE(k)-MTF,
BATCHED(k)-MTF, haben für alle k  2 einen kompetitiven Faktor 
(n) bei einer Li-
stenlänge n.
Beweis. Was die asymptotische Optimalität im Fall k ! 1 betrifft, so genügt es zu
zeigen, daß
b(y; x)! 0 für alle x; ymit p
x
> p
y
;
da in einer optimalen Liste die Elemente nach absteigenden Zugriffswahrscheinlichkei-
ten sortiert sind. Wir setzen p = p
x
=(p
x
+ p
y
) und q = p
y
=(p
x
+ p
y
), und benutzen die
folgende Chernoff-Schranke [HR89, Formel (12)]
b(y; x) =
k-1
X
`=0

2k- 1
`

p
l
q
2k-1-`


(2k- 1)q
k

k
 e
k-(2k-1)q
;
40
1.4. Drei neue Familien von Listenalgorithmen
was möglich ist, da q < 1=2. Im Falle k ! 1 geht die rechte Seite der Ungleichung
gegen 0, woraus die Behauptung folgt.
Um das Verhältnis der Kosten von SBD(k) zu den optimalen KostenM(p) für kleine
Werte abzuschätzen, benutzen wir zunächst ein Verfahren, das auf der Ungleichung
von Hilbert basiert und für den Fall k = 1 (MOVE-TO-FRONT) in [CHS88] erstmals
angewendet wurde.
Ungleichung von Hilbert
Seien p; q > 1mit 1
p
+
1
q
= 1 und sei K(x; y) eine nichtnegative Funktion, die homogen
vom Grad -1 ist. Wenn gilt
Z
1
0
K(x; 1)x
-1=p
dx =
Z
1
0
K(1; y)y
-1=q
dy = C ;
dann ist für jede nichtnegative Funktion f
Z
1
0

Z
1
0
K(x; y)f(x)dx

p
dy  C
p
Z
1
0
f
p
(x)dx :
Zum Beweis siehe [HLP52, Seiten 229-232].
Lemma 1.25. Sei f auf (0;1) integrierbar mit
R
1
0
f(x)dx = 0. Sei G(x; y) homogen vom
Grad 1, H = @
2
G
@x @y
und H+(x; y) = maxfH(x; y); 0g. Dann gilt
R
1
0
R
1
0
G(x; y)f(x)f(y)dxdy
R
1
0
R
1
0
min(x; y)f(x)f(y)dxdy

Z
1
0
H
+
(x; 1)x
-1=2
dx :
Der Beweis dieser Ungleichung steht in [AM98] und benutzt als wesentlichen Be-
standteil die Ungleichung von Hilbert.
Seien p
1
 p
2
     p
n
> 0 die Zugriffswahrscheinlichkeiten. Wegen M(p) =
P
i
ip
i
=
1
2
+
1
2
P
i;j
min(p
i
; p
j
) gilt für das Verhältnis
ESBD(k)(p)
M(p)
=
1
2
+
P
i;j
P
k-1
`=0
 
2k-1
`

p
`+1
i
p
2k-1-`
j
+p
2k-1-`
i
p
`+1
j
2(p
i
+p
j
)
2k-1
1
2
+
1
2
P
i;j
min(p
i
; p
j
)

P
i;j
P
k-1
`=0
 
2k-1
`

p
`+1
i
p
2k-1-`
j
+p
2k-1-`
i
p
`+1
j
(p
i
+p
j
)
2k-1
P
i;j
min(p
i
; p
j
)
:
Mit folgendem Trick kann die Aussage des obigen Lemmas für den kontinuierlichen
Fall auf den diskreten Fall übertragen werden. Seien 0 < x
1
< x
2
<    < x
n
und
0 <  < min
i6=j
jx
i
- x
j
j. Sei f

die Funktion mit f

= 1 in Intervallen der Länge
 zentriert in den Punkten x
i
, i = 1; : : : ; n und 0 sonst. Dann gilt mit G(x; y) =
P
k-1
`=0
 
2k-1
`

x
`+1
y
2k-1-`
+x
2k-1-`
y
`+1
(x+y)
2k-1
, daß
P
i;j
P
k-1
`=0
 
2k-1
`

p
`+1
i
p
2k-1-`
j
+p
2k-1-`
i
p
`+1
j
(p
i
+p
j
)
2k-1
P
i;j
min(p
i
; p
j
)
 lim
!0
R
1
0
R
1
0
G(x; y)f

(x)f

(y)dxdy
R
1
0
R
1
0
min(x; y)f

(x)f

(y)dxdy
:
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Jetzt kann das obige Lemma angewendet werden, und wir berechnen das jeweilige
Integral numerisch mit Hilfe von MAPLE. Wir haben die folgenden Summanden der
Kostenfunktion für SBD(k):
k = 2 : G(x; y) =
xy(x
2
+6xy+y
2
)
(x+y)
3
k = 3 : G(x; y) =
xy(x
4
+5x
3
y+20x
2
y
2
+5xy
3
+y
4
)
(x+y)
5
k = 4 : G(x; y) =
xy(x
6
+7x
5
y+21x
4
y
2
+70x
3
y
3
+21x
2
y
4
+7xy
5
+y
6
)
(x+y)
7
k = 5 : G(x; y) =
xy(x
8
+9x
7
y+36x
6
y
2
+84x
5
y
3
+252x
4
y
4
+84x
3
y
5
+36x
2
y
6
+9xy
7
+y
8
)
(x+y)
9
:
Beispielsweise benutzen wir für k = 4 folgendes MAPLE-Programmstück:
> readlib(`evalf/int`):
> G := x*y * (x^6 + 7*x^5*y + 21*x^4*y^2 + 70*x^3*y^3 + 21*x^2*y^4 +
> 7*x*y^5 + y^6 ) / (x+y)^7;
6 5 4 2 3 3 2 4 5 6
x y (x + 7 x y + 21 x y + 70 x y + 21 x y + 7 x y + y )
G := ----------------------------------------------------------------
7
(x + y)
> H := simplify( diff(G,x,y) );
3 3 2 2
x y (3 x - 10 x y + 3 y )
H := - 140 ----------------------------
9
(x + y)
> y := 1: H1 := simplify(H);
3 2
x (3 x - 10 x + 3)
H1 := - 140 --------------------
9
(x + 1)
> s := `evalf/int`( H1*x^(-1/2), x=1/3 .. 3, Digits, _NCrule );
s := 1.290343897 ,
wobei die Nullstellen 1=3 und 3, zwischen denen der positive Teil von H1 liegt,
vorher bestimmt worden waren.
Im folgenden geben wir eine bessere Abschätzung für das Kostenverhältnis an und
bestimmen auch die oben angegebene Schranke für die Konvergenzgeschwindigkeit.
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Dazu stellen wir die erwarteten Suchkosten E(k) = ESBD(k)(p) anders da und schätzen
das Verhältnis zu OPT = EOPT(p) direkt ab. Zunächst ist
E(k) = 1 +
n
X
i=1
p
i
X
j6=i
b(j; i)
=
n
X
i=1
X
ji
p
i
b(j; i) + p
j
b(i; j):
Für zwei Folgen (a
i
)
n
i=1
und (b
j
)
n
j=1
von positiven Zahlen beweist man mit voll-
ständiger Induktion, daß
P
i
a
i
=
P
j
b
j
 max
k
(a
k
=b
k
) gilt. Mit OPT =
P
n
i=1
ip
i
haben
wir
E(k)
OPT
=
P
n
i=1
P
i
j=1
P
k-1
`=0
 
2k-1
`

p
`+1
i
p
2k-1-`
j
+p
`+1
j
p
2k-1-`
i
(p
i
+p
j
)
2k-1
P
n
i=1
ip
i
 max
1in
1
i
i
X
j=1
k-1
X
`=0

2k- 1
`

p
`
i
p
2k-1-`
j
+ p
`+1
j
p
2k-2-`
i
(p
i
+ p
j
)
2k-1
 max
1in
1
i
i
X
j=1
k-1
X
`=0

2k- 1
`

x
2k-1-`
ij
+ x
`+1
ij
(1 + x
ij
)
2k-1
 max
x1
k-1
X
`=0

2k- 1
`

x
2k-1-`
+ x
`+1
(1+ x)
2k-1
;
wobei x
ij
= p
j
=p
i
 1 gesetzt wurde. Im letzten Schritt haben wir dabei die Summe
P
i
j=1
durch imal das Maximum des Summanden abgeschätzt. Damit haben wir (1.13)
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gezeigt. Für die asymptotische Abschätzung rechnen wir weiter:
k-1
X
`=0

2k- 1
`

(x
2k-1-`
+ x
`+1
)
=
2k-1
X
`=k

2k- 1
`

x
`
+
k-1
X
`=0

2k- 1
`

x
`+1
= (1 + x)
2k-1
-
k-1
X
`=0

2k- 1
`

x
`
+
k-1
X
`=0

2k - 1
`

x
`+1
= (1 + x)
2k-1
+
k-1
X
`=0

2k- 1
`

(x
`+1
- x
`
)
= (1 + x)
2k-1
+

2k- 1
k- 1

x
k
-
k-1
X
`=1

2k- 1
`

-

2k - 1
`- 1

x
`
- 1
 (1 + x)
2k-1
+

2k- 1
k- 1

x
k
-

2k- 1
k- 1

 (1 + x)
2k-1
+

2k- 1
k- 1

x
k
:
Nach Division durch (1 + x)2k-1 erhalten wir
E(k)
OPT
 1+

2k- 1
k- 1

max
x1
x
k
(1 + x)
2k-1
:
Diese Funktion hat im interessierenden Bereich ihr Maximum bei x = k=(k- 1), so daß
E(k)
OPT
 1 +

2k- 1
k- 1

k
k
(k- 1)
k-1
(2k- 1)
2k-1
(1.14)
 1 +
1
p
k
+O(k
-3=2
):
Die asymptotische Abschätzung für k! 1 folgt aus der Stirling'schen Formel für die
Fakultät
k!
k
k
=
p
2k
e
k


1+
1
12k
+O(k
-2
)

:
Eine etwas vorsichtigere Abschätzung als (1.14), die ebenfalls noch ein symbolisch
berechenbares Maximum erlaubt (quadratische Gleichung für die Maximumsstelle), ist
E(k)
OPT
 1+max
x1
cx
k
- dx
k-1
-
 
2k-1
k-2

(1+ x)
2k-1
 1+max
x1
x
k-1
(cx- d)
(1 + x)
2k-1
; (1.15)
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wobei c =
 
2k-1
k-1

und d =
 
2k
k-1

=k =
 
2k-1
k-1

-
 
2k-1
k-2

ist. Für kleineWerte von k ist diese
Abschätzung vorteilhaft, bringt aber asymptotisch keinen Gewinn.
Die folgende Tabelle vergleicht die Schranken, die mit Hilfe der Ungleichung von
Hilbert, der Berechnung des Maximums der Funktion (1.13) und deren Abschätzung
(1.15) gefunden wurden. Das anschließende Diagramm stellt die Maxima A der Funk-
tion (1.13) sowie die Abschätzungen (1.14), B, und (1.15), C, gegenüber.
k Hilbert-Ungleichung Maximum A Abschätzung C
1 1:5708 2 2
2 1:3391 1:3156 1:3284
3 1:3044 1:2176 1:2470
4 1:2904 1:1734 1:2143
5 1:2828 1:1473 1:1956
1
1:1
1:2
1:3
1:4
1:5
1:6
1:7
1:8
1:9
2
0 2 4 6 8 10 12 14 16 18 20
A
B
C
Wir betrachten die verallgemeinerten Zipf-Verteilungen p() mit Parameter   0,
die durch
p
i
=
1
i

H
n
()
; i = 1; : : : ; n
definiert sind (vgl. Anhang A.1). Dabei ist der NormalisierugsfaktorH
n
() =
P
n
j=1
j
-
die n-te harmonische Zahl der Ordnung . Diese Verteilungen sind interessant, da
der Parameter  auf einfache Weise die Konzentration der Verteilung steuert:  = 0
ergibt die Gleichverteilung, und für wachsende  nimmt die Gewichtung der kleineren
Elemente immer mehr zu. Der Wert  = 1 entspricht der Zipf-Verteilung [Z49], und
mit  = 2 erhält man die Lotka-Verteilung.
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Die erwartete Suchzeit einer optimalen Listenanordnung unter der verallgemeiner-
ten Zipf-Verteilung p() ist
M(p()) =
n
X
j=1
jp
j
=
H
n
(- 1)
H
n
()
:
In [GMS81] wurde gezeigt, daß bei der Nach-Vorne-Schieben-Regel für  = 2 das Ver-
hältnis von erwarteten Kosten zu optimalen Kosten pessimal wird:
EMTF(p(2))
M(p(2))
!

2
für n!1:
Dies zeigt insbesondere, daß die obere Schranke von =2 scharf ist. Das folgende Dia-
gramm gibt die Verhältnisse ESBD(k)(p())=M(p()) für k = 1; 2; 3 und 0    3 an.
Bei der Berechnung wurden n = 100 Listenelemente zugrundegelegt. Das erklärt auch,
warum bei k = 1 das Maximum bei 1:6 anstatt bei 2 auftritt und den Betrag 1:43 anstatt
=2 hat.
1
1:1
1:2
1:3
1:4
0 0:5 1 1:5 2 2:5 3
k = 1
k = 2
k = 3
Für die Zipf-Verteilung ( = 1) berechnen wir für kleine Werte k das Verhältnis zu
den optimalen Kosten EOPT = n=Hn asymptotisch exakt. Die Schranke 2 ln(2) im Fall
k = 1 wurde in [K98] angegeben.
Satz 1.26. Für die Zipf-Verteilung gilt asymptotisch (n!1)
ESBD(1)=EOPT = 2 ln(2)  1:3863
ESBD(2)=EOPT = 1=2 + ln(2)  1:1932
ESBD(3)=EOPT = 7=16 + ln(2)  1:1307
ESBD(4)=EOPT = 13=32 + ln(2)  1:1100:
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Beweis. Wir skizzieren die Berechnung für k = 2, für andereWerte k verläuft sie analog.
Zunächst ist
ESBD(2) =
1
2
+
n
X
i=1
n
X
j=1
p
i
b(j; i)
=
1
2
+
n
X
i=1
n
X
j=1
p
i
(p
3
j
+ 3p
i
p
2
j
)
(p
i
+ p
j
)
3
=
1
2
+
1
H
n

n
X
i=1
n
X
j=1
i
2
+ 3ij
(i+ j)
3
=
1
2
+
1
H
n

 
n
X
m=2
m-1
X
i=1
i
2
+ 3i(m - i)
m
3
+
2n
X
m=n+1
n
X
i=m-n
i
2
+ 3i(m - i)
m
3
!
=
1
2
+
1
H
n


(n + 1=2)H
2n
- (n + 1)H
n
+ (2n
2
+ 2n + 1=3)H
(2)
2n
- (2n
2
+ 2n + 2=3)H
(2)
n
- (4n
3
=3+ 2n
2
+ 2n=3)(H
(3)
2n
-H
(3)
n
)

;
wobei wir m = i + j gesetzt haben. Mit Hilfe der asymptotischen Entwicklung der
harmonischen Zahlen
H
n
=
n
X
i=1
1=i = ln(n) +  + 1=(2n) +O(n-2)
H
(2)
n
=
n
X
i=1
1=i
2
= 
2
=6- 1=n +O(n
-2
)
H
(3)
n
=
n
X
i=1
1=i
3
= (3) +O(n
-2
)
folgt die Abschätzung
ESBD(2) = (1=2 + ln(2))n=Hn +O(1)
und daraus das angegebene Verhältnis zu EOPT = n=Hn.
Der folgende Satz 1.27 gibt eine allgemeine untere Schranke für die erwartete Such-
zeit der SBD(k)-Regeln an: für beliebige " > 0 gibt es eine Verteilung p, so daß für eine
Approximation der optimalen erwarteten Kosten bis auf einen Faktor 1+ "mindestens
k  ln(1=")=2 - 1
gewählt werden muß.
Satz 1.27. Sei " > 0. Es gibt eine Verteilung p auf n  2 Elementen, so daß jeder Listenal-
gorithmus R
t
, der für die Entscheidung, welches von zwei Listenelementen x, y vor das andere
plaziert werden soll, nur die t letzten Zugriffe auf x oder y betrachtet, mindestens
t  t

(") := ln(1=") - 3
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wählen muß, um erwartete Kosten
E[R
t
]  (1 + ")  E[OPT]
zu erzielen.
Beweis. Wir betrachten n = 2 Elemente x und y mit Wahrscheinlichkeiten p
x
; p
y
und
p
x
+ p
y
= 1, die später festgelegt werden. Man beachte, daß bei unabhängigen Zugrif-
fen die Reihenfolge keine Information enthält, so daß der Algorithmus nur die Häufig-
keitsverteilung auswerten kann. Wenn 2k-1mal gezogenwird, dann beträgt dieWahr-
scheinlichkeit, genau `mal ein x zu erhalten,
P(`) =

2k - 1
`

p
`
x
p
2k-1-`
y
:
Unter der Voraussetzung p
x
> p
y
beträgt die Wahrscheinlichkeit für eine falsche Stati-
stik nach 2k - 1 Ziehungen
p(e) =
k-1
X
`=0
P(`) 

2k- 1
k- 1

p
k-1
x
p
k
y
 2
k-1
p
k-1
x
p
k
y
:
Denn in diesem Fall würde der Algorithmus y vor x in der Liste setzen, obwohl hx; yi
die optimale Anordnung ist. (Wenn der Algorithmus in dieser Situation doch x vor y
setzt, so nutzt er die zur Verfügung stehende Information schlecht undman kann damit
analog argumentieren). Die erwarteten Kosten nach t = 2k-1 Schritten betragen somit
E[R
t
] = p(e)(p
y
+ 2p
x
) + (1 - p(e))(p
x
+ 2p
y
)
= p(e)(p
x
- p
y
) + p
x
+ 2p
y
 (p
x
+ 2p
y
) 

1 + p(e)(p
x
- p
y
)=(p
x
+ 2p
y
)

 E[OPT] 

1 + 2
k-1
p
k-1
x
(1 - p
x
)
k
2p
x
- 1
2- p
x

 E[OPT]  (1 + 1=6
k+1
);
wenn man den letzten Ausdruck in p
x
optimiert und grob abschätzt:
max
1=2<p<1
2
k-1
p
k-1
(1 - p)
k

2p- 1
2 - p
 max
1=2<p<1
2
k-2
(p(1 - p))
k
(2p - 1)
=
1
4
p
2k+ 1


k
2k + 1

k

1
4  2
k


1
3

k
 1=6
k+1
:
Das bedeutet, daß jeder Listenalgorithmus nach t = 2k-1Zugriffen auf x oder y die
optimalen Kosten im Mittel höchstens bis auf einen Faktor 1 + 1=6k+1 annähern kann.
Für " > 0 folgt, daß t  2 ln(1=")= ln(6) - 3  ln(1=") - 3 eine notwendige Bedingung
ist, die optimalen Kosten bis auf einen Faktor 1 + " zu approximieren.
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Stochastische Quellen mit Gedächtnis. Im folgenden untersuchen wir das erwar-
tete Verhalten der SBD(k)-Regeln bei Zugriffsfolgen, die durch eine positiv-rekurrente
Markov-Kette erster Ordnung produziert werden.
Sei P = (p
ij
) die Matrix der Übergangswahrscheinlichkeiten,  = (
j
) der Vektor
der stationären Wahrscheinlichkeiten und (m
ij
) die Matrix der mittleren Erst-Eintritts-
Zeiten (siehe Anhang).
Satz 1.28. Bei einer Markov-Zugriffsfolge P sind die erwarteten Kosten der SBD(k)-Regel pro
Zugriff asymptotisch gegeben durch
ESBD(1)(P) = 1+
X
i6=j
1=(m
ij
+m
ji
)
ESBD(2)(P) = 1+
X
i6=j
(2M
2
- (m
ii
+ 2m
jj
)M+ 2m
ii
m
jj
)=(m
ij
+m
ji
)
3
ESBD(3)(P) = 1+
X
i6=j
(3M
4
- 3(m
ii
+ 2m
jj
)M
3
+ (m
2
ii
+ 12m
ii
m
jj
+ 3m
2
jj
)M
2
- 3(2m
2
ii
m
jj
+ 3m
ii
m
2
jj
)M+ 6m
2
ii
m
2
jj
)=(m
ij
+m
ji
)
5
;
wobeiM = m
ij
+m
ji
. Man beachte, daßm
ii
= 1=
i
.
Der Fall k = 1 (MOVE-TO-FRONT) wurde in [LLS84] betrachtet, siehe auch Seite 14.
Beweis. Wir wollen die asymptotische Wahrscheinlichkeit b(j; iji) berechnen, daß j vor
i steht, wenn auf i zugegriffen wird. Wenn auf i zugegriffen wird, dann verfolgen wir
die Zugriffsfolge rückwärts zu den (2k - 1) letzten Zugriffen für i oder j. Die Wahr-
scheinlichkeit, von i rückwärts zu gehen, und ein Auftreten von j vor einem Auftreten
von i zu finden, ist q
ij
= m
ii
=(m
ij
+ m
ji
), siehe [LLS84]. Dann ist die Wahrschein-
lichkeit, beim Rückwärtsgehen von i aus ein anderes i zu treffen, ohne vorher einem
j zu begegnen, gleich q
ii
= 1 - m
ii
=(m
ij
+ m
ji
). Die Situation mit Startzustand j ist
symmetrisch, d.h. es gilt q
ji
= m
jj
=(m
ij
+m
ji
) und q
jj
= 1 -m
jj
=(m
ij
+m
ji
).
Wenn man nun über alle Fälle summiert, die in Lemma 1.22 genannt sind, erhält
man b(j; iji), woraus man dann
E(P) = 1+
X
i

i
(1 +
X
j6=i
b(j; iji))
gewinnt. Zur Berechnung von b(j; iji) für ein festes Paar i; j benutzen wir folgenden
Ansatz. Sei p
i
(s; t) die Wahrscheinlichkeit, daß eine Folge aus fi; jgs, die mit i beginnt,
genau t mal j enthält, und p
j
(s; t) die Wahrscheinlichkeit, daß eine Folge der Länge s,
die mit j startet, genau t mal j enthält, wenn die Übergangswahrscheinlichkeiten wie
oben definiert sind. Uns interessiert
b(j; iji) =
2k-1
X
t=k
p
i
(2k- 1; t):
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Die p
i
(s; t) sind rekursiv definiert als
p
i
(s; t) = q
ii
p
i
(s - 1; t) + q
ij
p
j
(s- 1; t - 1) + [s = 0; t = 0]
p
j
(s; t) = q
ji
p
i
(s - 1; t) + q
jj
p
j
(s - 1; t - 1) + [s = 0; t = 0]:
Daraus erhalten wir mit den erzeugenden Funktionen
f
i
(x; y) =
1
X
s=0
1
X
t=0
p
i
(s; t)x
s
y
t
f
j
(x; y) =
1
X
s=0
1
X
t=0
p
j
(s; t)x
s
y
t
das Gleichungssystem
f
i
(x; y) = xq
ii
f
i
(x; y) + xyq
ij
f
j
(x; y) + 1
f
j
(x; y) = xq
ji
f
i
(x; y) + xyq
jj
f
j
(x; y) + 1:
Die Lösung ergibt sich zu
f
i
(x; y) =
1+ xy(q
ij
- q
jj
)
1 - xq
ii
- xyq
jj
+ x
2
y(q
ii
q
jj
- q
ij
q
ji
)
f
j
(x; y) =
1+ x(q
ji
- q
ii
)
1 - xq
ii
- xyq
jj
+ x
2
y(q
ii
q
jj
- q
ij
q
ji
)
:
Sei K = q
ij
q
ji
-q
ii
q
jj
. Da y = (1-xq
ii
)=(xq
jj
+x
2
K) eine einfache Nullstelle der Nenner
ist, erhält man zunächst
f
i
(x; y) =
1
X
t=0
(xq
jj
+ x
2
K)
t
(1 - xq
ii
)
t+1
 y
t
+ x(q
ij
- q
jj
) 
1
X
t=0
(xq
jj
+ x
2
K)
t
(1- xq
ii
)
t+1
 y
t+1
f
j
(x; y) =
1
X
t=0
(1 - x(q
ji
- q
ii
))(xq
jj
+ x
2
K)
t
(1 - xq
ii
)
t+1
 y
t
:
Jetzt nutzen wir aus, daß 1=(1 - xq
ii
)
t+1
=
P
s0
 
s+t
t

(xq
ii
)
s, siehe [GKP94] :
f
i
(x; y) =
X
t0
y
t
X
s0

s + t
t

q
s
ii
x
s+t
t
X
h=0

t
h

(xK)
h
q
t-h
jj
+
X
t0
y
t+1
X
s0

s+ t
t

q
s
ii
x
s+t+1
(q
ij
- q
jj
)
t
X
h=0

t
h

(xK)
h
q
t-h
jj
f
j
(x; y) =
X
t0
y
t
X
s0

s + t
t

q
s
ii
x
s+t
t
X
h=0

t
h

(xK)
h
q
t-h
jj
+
X
t0
y
t
X
s0

s+ t
t

q
s
ii
x
s+t+1
(q
ji
- q
ii
)
t
X
h=0

t
h

(xK)
h
q
t-h
jj
:
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Damit folgt für die gesuchten Koeffizienten
p
i
(s; t) =
t
X
h=0

t
h

s- h
t

K
h
q
t-h
jj
q
s-t-h
ii
+ (q
ij
- q
jj
) 
t-1
X
h=0

t- 1
h

s - h- 1
t- 1

K
h
q
t-1-h
jj
q
s-t-h
ii
p
j
(s; t) =
t
X
h=0

t
h

s- h
t

K
h
q
t-h
jj
q
s-t-h
ii
+ (q
ji
- q
ii
) 
t
X
h=0

t
h

s - h- 1
t

K
h
q
t-h
jj
q
s-1-t-h
ii
:
Damit diese Formeln für alle s; t gültig sind, müssen wir
 
n
m

= 0 für alle n < m
festsetzen, insbesondere auch für n < 0. Schließlich ergibt sich
b(j; iji) = 1 -
k-1
X
t=0
p
i
(2k- 1; t)
= 1 -
k-1
X
t=0
 

2k- 1 - t
t

q
2(k-t)-1
ii
(q
ij
q
ji
- q
ii
q
jj
)
t
+
t-1
X
h=0

t
h

2k- 1 - h
t

q
2k-1-t-h
ii
q
t-h-1
jj
(q
ij
q
ji
- q
ii
q
jj
)
h
 (q
jj
+ (q
ij
- q
jj
)(t - h)=(2k- 1- h))
!
;
und für kleine Werte von k erhalten wir das obige Ergebnis.
Im Spezialfall elementweiser Lokalität finden wir
Korollar 1.29. Für 0   < 1 und Übergangswahrscheinlichkeiten
p
ij
=

 : i = j
(1 - )=(n- 1) : i 6= j

gilt mit  = (1 - )  n=(n - 1), daß
ESBD(1)(P) = 1 + (1 - )  n=2
ESBD(2)(P) = 1 + (1 - )  n  (
2
- 3 + 4)=4
ESBD(3)(P) = 1 + (1 - )  n  (3
4
- 15
3
+ 32
2
- 36 + 24)=16
ESBD(4)(P) = 1 + (1 - )  n  (5
6
- 35
5
+ 108
4
- 190
3
+ 208
2
- 144 + 64)=32:
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1
1:5
2
2:5
3
3:5
0 0:2 0:4 0:6 0:8 1
Beispiel mit n = 5 für ESBD(k)(P) für k = 1; : : : ; 4 und  2 [0; 1].
Dieses Ergebnis ist ähnlich den in Abschnitt 1.2 vorgestellten Beobachtungen, wo
im Falle der Lokalität eine verzögerte Anpassung (großes k) die erwartete Suchzeit
verschlechtert. Im Falle unabhängiger Zugriffe ist es dagegen durch eine verzögerte
Anpassung möglich, die asymptotischen erwarteten Suchkosten beliebig nahe an die
optimalen Suchkosten heranzubringen.
1.4.4. Analyse der SORT-BY-TIME-Verfahren
Zunächst untersuchen wir die Rangfunktion
u
t
(x) :=
X

t-s
=x
0st-1
q
s
näher. Bei Bearbeitung der Zugriffsfolge ändert sie sich folgendermaßen:
u
t+1
(x) =

q  u
t
(x) : 
t
6= x
1 + q  u
t
(x) : 
t
= x

:
Gemäß der Definition von SBT(q) ist die Liste stets nach absteigendenWerten von u
t
(:)
sortiert. Wie bei SBR() kann es auch hier passieren, daß zwei Elemente den gleichen
Rang besitzen. In diesem Fall wird das nachgefragte Element soweit nach vorne ge-
schoben, bis nur noch Elemente mit echt größerem Rang davor stehen (oder der Li-
stenkopf erreicht ist). Wenn zu einem Zeitpunkt t die letzten k Zugriffe auf x gerichtet
waren, gilt
u
t
(x) 
k-1
X
j=0
q
j
=
1 - q
k
1 - q
:
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Der Rang eines anderen Elementes y zu diesem Zeitpunkt beträgt höchstens
u
t
(y) <
1
X
j=k
q
j
=
q
k
1 - q
:
Das bedeutet, daß in dieser Situation x vor y steht, wenn
q 
k
p
1=2: (1.16)
Daraus folgt, daß für alle 0  q  1=2 das SBT(t)-Verfahren identisch mit der Nach-
Vorne-Schieben-Regel ist. Für q > 1=2 wird es zunehmend träger, und im Fall q =
1 fällt es mit FREQUENCY-COUNT zusammen. Damit ein Verfahren k-kompetitiv ist,
sollte es ein Element an den Listenanfang setzen, wenn k mal hintereinander darauf
zugegriffen wurde. (Ein 2-kompetitiver Algorithmus ist beispielsweise auch möglich,
wenn bei 2maliger Nachfrage ein Element an den zweiten Listenplatz gesetzt wird und
erst beim dritten Zugriff an den Listenkopf.) Wir zeigen
Satz 1.30. Für 1=2 < q < 1 ist das SBT(q)-Verfahren d1= log(1=q)e-kompetitiv1.
Der Beweis verläuft ähnlich wie der obige Beweis zu Satz 1.17. Sei im folgenden
k = d1= log(1=q)e fest. Wir definierenwieder für jedes Paar x 6= y die Gewichtsfunktion
w(x; y) =
8
>
>
<
>
>
:
0 : falls hx; yi keine Inversion ist
` : falls hx; yi Inversion ist und x von y in L überholt wird,
genau dann wenn jetzt `mal auf y zugegriffen
wird, ` = 1; : : : ; k
9
>
>
=
>
>
;
;
und die Potentialfunktion  =
P
x6=y
w(x; y). Zunächst zeigen wir wieder, daß das
Gewicht einer Inversion hz; yi nicht zunehmen kann, wenn auf ein Element x verschie-
den von z und y zugegriffen wird.
Lemma 1.31. Seien y und z zwei Elemente, so daß hz; yi eine Inversion mit dem Gewicht
w(z; y) = w ist, 1  w  k. Sei x ein anderes Element. Dann bleibt w(z; y) = w, nachdem
eine Nachfrage nach x von SBT(q) bearbeitet wurde.
Beweis. AufgrundderDefinition der Potentialfunktion gilt zumZeitpunkt t undw(z; y)
= w, daß z von y überholt wird, wenn jetzt w mal auf y zugegriffen wird. Ge-
mäß der Vorüberlegungen (1.16) bedeutet das u
t+w-1
(y)  u
t+w-1
(z), falls 
j
= y
für j = t; : : : ; t + w - 1. Wegen u
t+w-1
(y) = q
w-1
u
t
(y) + (1 - q
w-1
)=(1 - q) und
u
t+w-1
(z) = q
w-1
u
t
z folgt daraus
u
t
(y) +
1 - q
w-1
(1 - q)q
w-1
 u
t
(z): (1.17)
Angenommen, nach einem Zugriff 
t
= x würde w(z; y)  w + 1 gelten. Das be-
deutet aber, daß y nicht z überholen wird, wenn es jetzt w mal nachgefragt wird, al-
so u
t+w
(y) < u
t+w
(z) bei 
j
= y für j = t + 1; : : : ; t + w. Dann gilt u
t+w
(y) =
1In dieser Arbeit bezeichnet log(:) stets den Logarithmus zur Basis 2.
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q
w-1
u
t+1
(y)+(1-q
w-1
)=(1-q) und u
t+w
(z) = q
w-1
u
t+1
(z). Weil 
t
= x verschieden
von y und z ist, gilt weiter u
t+w
(y) = q
w
u
t
(y) + q(1 - q
w-1
)=(1 - q) und u
t+w
(z) =
q
w
u
t
(z). Nach Division durch qw folgern wir u
t
(z) > u
t
(y)+(1-q
w-1
)=((1-q)q
w-1
),
was einen Widerspruch zu (1.17) darstellt. Da bei einem Zugriff auf x das Gewicht der
Inversion hz; yi auch nicht abnehmen kann, folgt die Behauptung des Lemmas.
Wie beim Beweis von Satz 1.17 setzenwir voraus, daß auf jedes Elementmindestens
k mal zugegriffen wurde. Sei 
t
= x der aktuelle Zugriff, dann definieren wir die
MengenA;B; C: A als die Menge der Elemente z, so daß hz; xi keine Inversion darstellt,
B die Menge der z, für die hz; xi eine Inversion ist, und C die Zusammenfassung aller z,
so daß hx; zi eine Inversion darstellt. Sei A = jAj, B = jBj und C = jCj.
Analog zu vorher betragen die tatsächlichen Kosten von SBT(q) zum Zeitpunkt t
gerade SBT(q)
t
= A + B + 1, und die Kosten eines optimalen Algorithmus für die
faktorisierte Liste sind FOPT
t
= A + C+ 1.
Wie im Beweis zu Satz 1.17 argumentiert man, daß die Potentialänderung, die durch
die Aktion von SBT(q) bewirkt wird, höchstens C - B beträgt. Die Potentialänderung
durch den optimalen Algorithmus FOPT beschränken wir folgendermaßen. Wenn ei-
ne neue Inversion hx; zi entsteht, weil SBT(q) das Element x vor z gesetzt hat, aber
FOPT nicht, dann war z 2 A vor dem Zugriff, und wir zeigen, daß die neue Inversion
höchstens das Gewicht k- 1 haben kann.
Lemma 1.32. Wenn in der Liste L das Element 
t
= x ein Element z 2 A überholt hat, dann
gilt
u
t
(z) +
1 - q
k-1
(1 - q)q
k-1
 u
t
(x):
Wenn durch diese Aktion eine Inversion hx; zi entstanden ist, und die nächsten k - 1 Zugriffe
auf z gerichtet sind, dann wird z wieder vor x gesetzt werden. Also hat diese Inversion ein
Gewicht w(x; z)  k- 1.
Beweis. Für den Beweis durch Widerspruch nehmen wir an, daß qk-1u
t
(z) + (1 -
q
k-1
)=(1 - q) < q
k-1
u
t
(x) ist. Das bedeutet aber, daß z seit dem k-letzten Zugriff
auf x nicht mehr nachgefragt wurde Aber dann würde FOPT das Element x schon vor
dem aktuellen Zugriff 
t
= x vor z gesetzt haben (man beachte k  2), einWiderspruch
zur Voraussetzung z 2 A zum Zeitpunkt t.
Sei 
j
= z für j = t + 1; : : : ; t + k - 1. Wenn zum Zeitpunkt t + k - 1 wieder z vor
x steht, muß gelten, daß u
t+k-1
(z)  u
t+k-1
(x). Es ist u
t+k-1
(z) = q
k-1
u
t
(z) + (1 -
q
k-1
)=(1 - q) und u
t+k-1
(x) = q
k-1
u
t
(x), also folgt die Behauptung aus dem ersten
Teil des Lemmas.
Analog zumBeweis von Satz 1.17 siehtman, daß eine neue Inversion hx; zi, die entsteht,
weil FOPT z vor x gesetzt hat, höchstens das Gewicht k-1 haben kann. Zusammen folgt,
daß das Gewicht aller neuer Inversionen aufgrund der Aktionen von FOPT höchstens
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(k-1)A beträgt. Also folgt für die amortisierten Kosten a
t
von SBT(q) zumZeitpunkt t
a
t
= SBT(q)
t
+
t
-
t-1
 A+ B+ 1 + C- B+ (k- 1) A
 (k- (k- 1)=n)  (A + C+ 1):
Also ist SBT(q) k-kompetitiv mit k = d1= log(1=q)e.
Analog zu der Argumentation für die SBD(k)-Regel auf Seite 37 sieht man, daß
k = d1= log(1=q)e auch eine untere Schranke für den kompetitiven Faktor der SBT(q)-
Verfahren im Fall 1=2 < q < 1 ist.
Wie man an dem Beispiel von Seite 29 sieht, erfüllen die SBT(q)-Regeln die paarwei-
se Unabhängigkeit im allgemeinen nicht:

1
= x; y; y; a; x 
2
= x; a; y; y; x:
Die auf fx; yg projizierte Folge ist in beiden Fällen gleich 
xy
= x; y; y; x; jedoch gilt für
q = 4=5 und t = 5 im ersten Fall u
t
(x) = 1 + q
4
> q
2
+ q
3
= u
t
(y) und im zweiten Fall
u
t
(x) = 1 + q
4
< q+ q
2
= u
t
(y).
Satz 1.30 zeigt insbesondere, daß SBT(q) für q =
p
1=2 = 0:707 : : : noch 2-
kompetitiv ist. Dieser Algorithmus ist verschieden von TIMESTAMP, er reagiert jedoch
nicht träger. Denn nach der Zugriffsfolge  = y; ai; x; aj; y; ak; x, also zum Zeitpunkt
t = i+ j+ k+ 4 (i; j; k  0 beliebig), wird TS das Element x vor y gesetzt haben. Wegen
u
t
(x) = 1 + q
j+k+2 und u
t
(y) = q
k+1
+ q
i+j+k+3 folgt u
t
(x)  u
t
(y) für alle 0  q  1,
also wird auch SBT(q) das Element x vor y setzen.
Analog zu der Bemerkung auf Seite 34 kann man folgenden Ansatz machen, um
SBT(q) auf gedächtnislosen stochastischen Quellen zu analysieren. Für zwei Elemen-
te x; y betrachten wir den Markov-Prozeß mit Zuständen (u
t
(x); u
t
(y)) 2 [0; 1]
2. Die
Zustandsübergänge sind
(a; b) 7 !
8
<
:
(q  a; q  b) mit Wahrscheinlichkeit 1 - p
x
- p
y
(1 + q  a; q  b) mit Wahrscheinlichkeit p
x
(q  a; 1 + q  b) mit Wahrscheinlichkeit p
y
9
=
;
:
Dann erhält man die asymptotischeWahrscheinlichkeit, daß x vor y steht, wenn SBT(q)
angewendet wird, als
b(x; y) =
X
(a;b)
0b<a1
(a; b);
dabei bezeichnet (a; b) die stationäre Wahrscheinlichkeit des Zustands (a; b). Auch
hier wissen wir nicht, wie man diese Werte allgemein berechnet.
1.4.5. Empirische Ergebnisse
In diesem Abschnitt werden empirische Untersuchungen der SBR()- und SBD(k)-
Verfahren bei unabhängigen identisch verteilten Zugriffsfolgen vorgestellt.
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SORT-BY-RANK
ZumTest der SBR()-Verfahren wurden unabhängige Zugriffe auf eine Listemit n = 50
Elementen simuliert. Sie waren nach der Verteilung von Zipf (p
i
/ 1=i) und nach der
Verteilung von Lotka (p
i
/ 1=i
2
) erzeugt worden. Für den Bereich 0    1 sind
die Ergebnisse unten dargestellt, dafür wurden in einer Schrittweite von 0:01 für jeden
festen Wert von mit der angegebenen Verteilung 100000 Zugriffe simuliert.
13
13:5
14
14:5
15
0 0:2 0:4 0:6 0:8 1
Zipf-Verteilung
3:2
3:4
3:6
3:8
0 0:2 0:4 0:6 0:8 1
Lotka-Verteilung
Man erkennt, daß die Suchkosten einen graduellenÜbergang zwischen denKosten von
MTF und TS bilden. Diese Beobachtung bestärkt unsere Intuition, daß die Verfahren eine
stetige Interpolation erlauben. Dies gilt speziell für den Fall stochastischer Quellen, in
dem wir keine analytischen Resultate finden konnten.
SORT-BY-DELAY
Die folgenden Diagramme geben die Suchkosten von SBD(k) bei einer Listenlänge von
n = 50 für k = 1; : : : ; 10 an. Die optimalen Kosten betragen bei der Zipf-Verteilung
11:11 und bei der Lotka-Verteilung 2:77.
11
12
13
14
15
2 4 6 8 10
Zipf-Verteilung
2:6
2:8
3
3:2
3:4
3:6
3:8
4
2 4 6 8 10
Lotka-Verteilung
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1.5. Konvergenzgeschwindigkeit
Wir interessieren uns dafür, wie lange eine Regel für selbstorganisierende Listen benö-
tigt, um nahe an die asymptotischen erwarteten Kosten zu kommen, wennman eine be-
stimmte Verteilung über den Startkonfigurationen voraussetzt. Dieses Problem wurde
für die Nach-Vorne-Schieben-Regel und die Vertauschen-Regel bereits mehrfach unter-
sucht, zunächst von J. Bitner [B79], dann ausgiebig für MTF von J. Fill [FH96, F96, F96a],
vgl. auch [J98].
Intuitiv ist es einleuchtend, daß eine Regel, deren asymptotische erwartete Kosten
die optimalen erwarteten Kosten gut approximiert, genaue statistische Informationen
über die Zugriffsfolge braucht, die nur über einen längeren Zeitraum gesammelt wer-
den können (vgl. Satz 1.27 auf Seite 47). Regeln mit guten asymptotischen Kosten soll-
ten daher eine langsame Konvergenz aufweisen.
1.5.1. Batched(k)-MOVE-TO-FRONT
Wir betrachten nun die Familie der Batched(k)-Nach-Vorne-Schieben-Regeln. Diese ha-
ben gegenüber den Simple(k)-Regeln den Vorteil, daß bei der Analyse keine Schwierig-
keiten mit überlappenden k-Tupeln entstehen. Sei E
k
(t) die erwartete Suchzeit nach t
Zugriffen, und 
A
die charakteristische Funktion einer Bedingung A.
Satz 1.33. Sei  die Startkonfiguration der Liste. Bei unabhängigen, identisch verteilten
Zugriffen mit der Verteilung p = (p
1
; : : : ; p
n
) beträgt die erwartete Suchzeit unter der
Batched(k)-MTF-Regel nach kt Zugriffen
E
k
(kt) = E
k
(1) +OW
k;
(kt)
mit den asymptotischen Kosten
E
k
(1) = 1 +
X
i<j
p
i
p
k
j
+ p
k
i
p
j
p
k
i
+ p
k
j
und dem anfänglichen Mehraufwand (Overwork) pro Zugriff
OW
k;
(kt) =
X
i<j
 
p
i

(j)<(i)
+ p
j

(i)<(j)
-
p
i
p
k
j
+ p
k
i
p
j
p
k
i
+ p
k
j
!
 (1 - p
k
i
- p
k
j
)
t
:
Beweis. Unter einem k-Zugriff verstehen wir einen Block von k aufeinanderfolgenden
Nachfragen auf ein bestimmtes Element. Sei b
kt
(j; i) die Wahrscheinlichkeit, daß nach
kt Zugriffen j vor i steht. Dies ist der Fall, wenn innerhalb von kt Zugriffen noch gar
nicht auf i und nicht auf j zugegriffen wurde, und j schon in der Startkonfiguration 
vor i stand, was mit Wahrscheinlichkeit

(j)<(i)
 (1- p
k
i
- p
k
j
)
t
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auftritt. Oder es ist der Fall, wenn bereits k-Zugriffe auf i oder j aufgetreten sind, und
der letzte k-Zugriff war für j. Dies passiert mit Wahrscheinlichkeit
p
k
j
t-1
X
s=0
(1 - p
k
i
- p
k
j
)
s
=
p
k
j
p
k
i
+ p
k
j
(1 - (1 - p
k
i
- p
k
j
)
t
);
indem man über die Anzahl s der k-Zugriffe seit dem letzten k-Zugriff auf j konditio-
niert. Für die erwarteten Kosten nach kt Schritten folgt also
E
k
(kt) =
n
X
i=1
p
i
(1 +
X
j6=i
b
kt
(j; i))
= 1 +
n
X
i=1
X
j6=i
 
p
i
p
k
j
p
k
i
+ p
k
j
+ p
i

 

(j)<(i)
-
p
k
j
p
k
i
+ p
k
j
!
 (1 - p
k
i
- p
k
j
)
t
!
= 1 +
X
i<j
p
i
p
k
j
+ p
k
i
p
j
p
k
i
+ p
k
j
+
X
i<j

p
i

(j)<(i)
+ p
j

(i)<(j)
-
p
i
p
k
j
+ p
k
i
p
j
p
k
i
+ p
k
j

 (1 - p
k
i
- p
k
j
)
t
:
Die Summe des anfänglichen Mehraufwands über die ersten t Zugriffe kann man gra-
phisch veranschaulichen als die Fläche zwischen den tatsächlichen Kosten und den
asymptotischen Kosten (schattiert).
E(1)
E(t)
t
E
Korollar 1.34. Sei p
1
     p
n
> 0. Wenn keine Annahmen über die Startkonfi-
gurationen der Liste gemacht werden können, beträgt der anfängliche Mehraufwand
höchstens
OW
k
(kt) 
X
i<j
(p
i
- p
j
)p
k
i
p
k
i
+ p
k
j
 (1 - p
k
i
- p
k
j
)
t
:
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Beweis. Der schlechteste Fall tritt ein, wenn die Startkonfiguration gerade die Umkeh-
rung der optimalen Sortierung ist, d.h.  = hn;n - 1; : : : ; 1i. Dies folgt aus einer
Monotonie-Beziehung zwischen Startkonfigurationen  und Overwork OW
k;
(t), die
für den Fall MTF in [F96] gezeigt wurde und hier analog gilt:
Die sogenannte schwache Bruhat-Ordnung ist eine partielle Ordnung auf der symme-
trischen Gruppe S
n
der Permutationen [B84, F96]. Dabei gilt   , wenn man  aus
 durch eine Folge von paarweise benachbarten Transpositionen (ij) mit i < j erhalten
kann. Die identische Permutation id = h1; 2; : : : ; ni ist ein minimales Element in die-
ser Ordnung, und ihre Umkehrung rev = hn;n - 1; : : : ; 1i ist ein maximales Element.
Betrachten wir einen Schritt (ij) mit i < j in der Folge von Transpositionen, die  in 
überführt. Dann gilt
f(a; b) : (a) < (b)g = f(a; b) : (a) < (b)g [ f(j; i)g - f(i; j)g:
Damit beträgt die Differenz des Mehraufwands
OW
k;
(kt) -OW
k;
(kt) = (p
i
- p
j
)  (1 - p
k
i
- p
k
j
)
t
 0:
Wir haben also gezeigt, daß aus    folgt, daß OW
k;
 OW
k;
ist. Da rev ein
maximales Element der schwachen Bruhat-Ordnung ist, wird der Mehraufwand durch
OW
k;rev
maximiert.
Korollar 1.35. Unter der Annahme, daß alle Startkonfigurationen der Liste gleichwahr-
scheinlich sind, folgt für den anfänglichen Mehraufwand
OW
k
(kt) =
X
i<j
(p
i
- p
j
)(p
k
i
- p
k
j
)
2  (p
k
i
+ p
k
j
)
 (1 - p
k
i
- p
k
j
)
t
:
Beweis. Wenn Prob() = 1=n! für alle Listenkonfigurationen  gilt, dann folgt für i 6= j,
daß Prob((j) < (i)) = 1=2, und damit E[
(j)<(i)
] = 1=2 für die Zufallsvariable

(j)<(i)
.
Für den Fall k = 1 (MTF) wurde dieses Resultat bereits in [B79] gezeigt. Da die erwarte-
ten Kosten nach t Schritten gegen die asymptotischen erwarteten Kosten konvergieren,
giltOW
k
(t)! 0 für t!1. Wir interessieren uns dafür, wie schnell dies geschieht und
leiten nun eine verteilungsunabhängige Schranke für die Konvergenzgeschwindigkeit
her.
Satz 1.36. Falls alle Startverteilungen gleich wahrscheinlich sind, gilt für beliebige " > 0,
p = (p
1
; : : : ; p
n
) und k  1, daß
t  t

:=
&
1
ek


n
2
4"

k
'
=) E
k
(kt)  (1 + ")  E
k
(1):
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Beweis. Sei " > 0 gegeben und o.B.d.A. p
1
     p
n
. Gesucht ist ein t, so daß für
t  t
 gilt: OW
k
(kt)  "  E
k
(1). Wir fordern eine hinreichende Bedingung, nämlich
OW
k
(kt)  ". Da 1 eine untere Schranke für die optimalen asymptotischen Kosten und
diese ein untere Schranke für die erwarteten Kosten E
k
(1) sind, folgt der Satz aus
E
k
(kt) = E
k
(1) +OW
k
(kt)  E
k
(1) + "  1  E
k
(1) + "E
k
(1) = (1 + ")  E
k
(1):
Wegen p
i
 p
j
für i < j und (1 - x)t  exp(-xt) für 0  x  1 folgt
OW
k
(kt) =
X
i<j
(p
i
- p
j
)(p
k
i
- p
k
j
)
2(p
k
i
+ p
k
j
)
 (1 - p
k
i
- p
k
j
)
t

X
i<j
p
i
- p
j
2

p
k
i
p
k
i
+ p
k
j
 (1 - p
k
i
)
t

X
i<j
p
i
2
 1  (1 - p
k
i
)
t


n
2

 max
1in

p
i
 (1 - p
k
i
)
t

=2


n
2

 max
0p1

p  e
-tp
k

=2
=

n
2



1
tke

1=k
=2;
da das Maximum von p exp(-tpk) bei p = (kt)-1=k angenommen wird. Also ist eine
hinreichende Bedingung an t:
t  t

:=
&
1
ek


n
2
4"

k
'
:
Speziell erhalten wir daraus das Ergebnis, daß O(n2=") Schritte bei der Nach-Vorne-
Schieben-Regel hinreichend sind.
Für spezielle Verteilungen kann man bessere Schranken angeben. In den folgenden
beiden Sätzen wächst t nur logarithmisch in 1=" anstatt polynomiell.
Satz 1.37. Sei 0 < q < 1 und p = (p
1
; : : : ; p
n
) die geometrische Verteilung auf n Elementen
mit Parameter q, d.h. p
i
= p(n)  q
i-1. Dabei ist p(n) = (1 - q)=(1 - qn) der Normali-
sierungsfaktor. Wenn alle Startverteilungen gleich wahrscheinlich sind, dann gilt für " > 0,
daß
t  t

:=

ln(n=(2"))
((1 - q)q
n
)
k

=) E
k
(kt)  (1 + ")  E
k
(1):
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Beweis. Wir schätzen zunächst so ab wie in Satz (1.36).
OW
k
(kt) 
X
i<j
p
i
- p
j
2

p
k
i
p
k
i
+ p
k
j
 (1 - p
k
i
)
t
 n=2 
n-1
X
i=1
p
i
 exp(-tpk
i
)
= n=2 
n-1
X
i=1
p(n)  q
i-1
 exp(-tp(n)kqk(i-1))
 n=2  p(n) 
n-1
X
i=1
q
i-1
 exp(p(n)kqkn)-t
 n=2  exp((p(n)qn)k)-t
 n=2  exp(((1 - q)qn)k)-t
Eine hinreichende Bedingung für OW
k
(kt)  " ist also
t 
ln(n=(2"))
((1 - q)q
n
)
k
:
Mit einer analogen Rechnung finden wir
Satz 1.38. Sei   0. Für die verallgemeinerte Zipf-Verteilung mit Parameter  auf n Ele-
menten, also p
i
= 1=(i

H
n
()), gilt für " > 0 und gleichwahrscheinliche Startverteilungen,
daß
t  t

:= d(n

H
n
())
k
 ln(n=(2"))e =) E
k
(kt)  (1 + ")  E
k
(1):
Wir betrachten die Markov-Kette auf den Listenpermutationen und interessieren
uns für die Übergangswahrscheinlichkeiten zwischen den einzelnen Listenzuständen.
Die folgende Formel ist grundlegend für die weitere Analyse und stellt eine Verallge-
meinerung des Ergebnisses von Fill dar, der in [F96] den Fall der MTF-Regel betrachtet
hat. Wir benötigen folgende Notation. Für einen Vektor w = (w
1
; : : : ; w
n
) von positi-
ven Zahlen und 0  i  j  n sei
w
+
i
=
i
X
h=1
w
h
; w

i
=
i
Y
h=1
w
h
; w
j;i
=
Y
h6=i
0hj
(w
+
i
-w
+
h
)
-1
;
wobei w+
0
= 0, w
0
= 1 und w
0;0
= 1. Sei  2 S
n
eine Permutation von f1; : : : ; ng. Die
Permutation hat einen Abstieg an Position i, falls (i) > (i + 1). Sei L() die Position
des letzten Abstiegs von . Dabei ist L(id) = 0 für die identische Permutation und stets
0  L()  n - 1.
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Satz 1.39. Sei p = (p
1
; : : : ; p
n
) eine Wahrscheinlichkeitsverteilung. Die Wahrscheinlichkeit,
in kt Schritten von Listenkonfiguration  nach  zu gelangen, wenn die Batched(k)-MTF-Regel
angewendet wird, ist
p
(kt)
p (; ) =
n
X
j=L(
-1
)
w

j
j
X
i=0
w
j;i
t-j
X
`=0

t
`

s
`
(w
+
i
)
t-`
: (1.18)
Dabei ist s = 1 -
P
n
h=1
p
k
h
undw
i
= p
k
(i)
.
Beweis. Im Falle k = 1 kollabiert die letzte Summe zu (w+
i
)
t, da s = 0 und wegen
0
0
= 1 nur der Summand bei ` = 0 übrig bleibt, und man erhält das Ergebnis von
Fill. Da p(kt)p (; ) = p
(kt)
p(id; 
-1
) ist, genügt es, als Startkonfiguration  = id zu
betrachten. Sei q(kt)(; j) die Wahrscheinlichkeit, daß während der t k-Zugriffe genau
j verschiedene Elemente an den Listenkopf gesetzt werden und die Konfiguration 
ergeben. Dann gilt
p
(kt)
p (id; ) =
n
X
j=0
q
(kt)
(; j): (1.19)
Für L() > j gilt q(kt)(; j) = 0, da es in diesem Fall nicht ausreicht, j Elemente an den
Listenkopf zu bewegen, umden Fehlstand an Position L() zu beseitigen. Falls L()  j,
so müssen die j ersten Elemente in der Liste in der Reihenfolge (j); (j - 1); : : : ; (1)
bewegt worden sein. Zwischen den k-Zugriffen, die diese Elemente bewegen, dürfen
beliebige andere k-Tupel eingestreut sein, die keine Listenänderung hervorrufen. Diese
Tupel treten auf mit Wahrscheinlichkeit s, und es können höchstens t - j viele sein.
Indemman nach den Zeitpunkten der letzten k-Zugriffe auf die Elemente (j); : : : ; (1)
konditioniert, findet man
q
(kt)
(; j) =
t-j
X
`=0

t
`

s
`
X
(h
1
;::: ;h
j
)
P
h
i
=t-`-j
h
i
0
(w
+
j
)
h
m
w
j
(w
+
j-1
)
h
m-1
w
j-1
   (w
+
2
)
h
2
w
2
(w
+
1
)
h
1
w
1
= w

j
t-j
X
`=0

t
`

s
`
X
(h
1
;::: ;h
j
)
P
h
i
=t-`-j
h
i
0
j
Y
r=1
(w
+
r
)
h
r
:
Die Formel (2:5) aus [F96] ergibt (mit Substitution t! t - `)
X
(h
1
;::: ;h
j
)
P
h
i
=t-`-j
h
i
0
j
Y
r=1
(w
+
r
)
h
r
=
j
X
i=0
(w
+
i
)
t-`
w
j;i
:
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Damit folgern wir
q
(kt)
(; j) =

w

j
P
t-j
`=0
 
t
`

s
`
P
j
i=0
(w
+
i
)
t-`
w
j;i
: L()  j
0 : L() > j

und Einsetzen in (1.19) gibt das Ergebnis.
Im Fall t ! 1 erhält man für beliebige Startkonfigurationen  die stationäre Wahr-
scheinlichkeit der Konfiguration . Das Ergebnis erhält man auch durch eine direk-
te Übertragung der Formel von Hendricks [H72], da die k-Tupel, die nicht ausschließ-
lich auf ein Element gerichtet waren und somit keine Aktion bewirken, zwar die Kon-
vergenz verlangsamen, aber auf den Grenzwert keinen Einfluß haben. Die stationäre
Wahrscheinlichkeit von  ist dieWahrscheinlichkeit, die k-Tupel (1)k; : : : ; (n)k in die-
ser Reihenfolge durch Ziehen ohne Zurücklegen zu finden, unter der Bedingung, nur
Elemente aus f(1)k; : : : ; (n)kg zu ziehen. Die Wahrscheinlichkeit eines k-Zugriffs auf
(1) unter dieser Bedingung ist pk
(1)
=w
+
n
.
Korollar 1.40. Die stationäre Wahrscheinlichkeit der Listenkonfiguration  unter der
Batched(k)-MTF-Regel ist
() = w

n
w
n;n
=
p
k
(1)
w
+
n

p
k
(2)
w
+
n
- p
k
(1)

p
k
(3)
w
+
n
- p
k
(1)
- p
k
(2)
    
p
k
(n)
w
+
n
- p
k
(1)
- p
k
(2)
-    - p
k
(n-1)
:
Beweis. Wir schreiben (1.18) um als
p
(kt)
p (; ) =
n
X
i=0
n
X
j=maxfi;L(-1)g
w

j
w
j;i
t-j
X
`=0

t
`

s
`
(w
+
i
)
t-`
: (1.20)
Nun ist s +w+
i
< 1 für alle i < n und s +w+
n
= 1. Also gilt auch
t-j
X
`=0

t
`

s
`
(w
+
i
)
t-`
 !

1 : i = n
0 : i < n

; t!1:
Das bei der Summation fehlende Stück
P
t
`=t-j+1
hat konstant j Summanden und spielt
im Fall t!1 keine Rolle mehr. Somit bleibt beim Grenzübergang nur noch der Sum-
mand mit i = n übrig und man erhält (unabhängig von der Startkonfiguration )
p
(kt)
p (; )  ! w

n
w
n;n
= ():
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1.5.2. Sort-by-Delay(k)
Wir betrachten die erwartete Suchzeit unter der SBD(k)-Regel nach t Schritten. Hierzu
modifizieren wir diese Verfahren so, daß erst nach k Zugriffen ein Element bewegt
wird, bei den ersten k-1Nachfragen bleibt es auf seinem ursprünglichen Platz stehen.
Satz 1.41. Sei  die Startkonfiguration der Liste. Bei unabhängigen identisch verteilten Zugrif-
fen mit der Verteilung p = (p
1
; : : : ; p
n
) beträgt die erwartete Suchzeit unter der SBD(k)-Regel
nach t Zugriffen
E
k
(t) = E
k
(1) +OW
k;
(t)
mit den asymptotischen Kosten
E
k
(1) = 1 + 2
X
i<j
k-1
X
`=0

2k - 1
`

p
`+1
i
p
2k-1-`
j
+ p
2k-1-`
i
p
`+1
j
(p
i
+ p
j
)
2k-1
und dem anfänglichen Mehraufwand (Overwork) pro Zugriff
OW
k;
(kt) =
X
i<j
p
i

k-1
X
h=0


(j)<(i)

k-1
X
`=0

t
`

t - `
h

p
j
i
p
`
j
(1 - p
i
- p
j
)
t-`-h
+
1
X
s=t

s
k- 1

s- k+ 1
h

p
h
i
p
k
j
(1 - p
i
- p
j
)
s-k+1-h

:
Beweis. Wir sind an der Wahrscheinlichkeit b
t
(j; i) interessiert, daß nach t Schritten j
vor i steht. Wenn es bis dahin höchstens k - 1 Zugriffe auf j gab, dann steht j vor
i genau dann, wenn auch höchstens k - 1 mal i nachgefragt wurde und am Anfang
schon j vor i stand. Dies tritt auf mit Wahrscheinlichkeit
b
(1)
t
(j; i) = 
(j)<(i)

k-1
X
`=0
k-1
X
h=0

t
`

t- `
h

p
`
j
p
h
i
(1 - p
i
- p
j
)
t-`-h
:
Wenn es schon mindestens k Zugriffe auf j gab, dann befindet sich j vor i, wenn seit
dem k-letzten Zugriff auf j höchstens k- 1Nachfragen nach i aufgetreten sind. Kondi-
tioniert man danach, daß nach dem k-letzten Zugriff auf j noch genau s Schritte gefolgt
sind, so erhält man
b
(2)
t
(j; i) = p
k
j

t-1
X
s=k-1
k-1
X
h=0

s
k- 1

s - k+ 1
h

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h
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i
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j
)
s-k+1-h
:
Für t!1 konvergiert dieser Wert gegen die asymptotische Wahrscheinlichkeit, daß j
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vor i steht, siehe Formel (1.12). Denn es gilt mit
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Dabei folgt das zweite Gleichheitszeichen mit
P
1
s=0
 
t+s
s

z
s
= (1 - z)
-t-1 und das vor-
letzte Gleichheitszeichen aus
P
k
h=0
 
k+h
k
 
k-h
k-m

=
 
2k+1
m

, siehe [GKP94]. Für die erwar-
teten Kosten nach t Schritten gilt
E
k
(t) =
n
X
i=1
p
i

1 +
X
j6=i
b
(1)
t
(j; i) + b
(2)
t
(j; i)

und Einsetzen ergibt das Ergebnis. Aufgrund der partiellen Summation
P
1
s=t
scheint
leider keine weitere Vereinfachung möglich zu sein.
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Den bisher vorgestellten Algorithmen ist gemeinsam, daß sie immer fortgeführt wer-
den und daß die Liste immer wieder umgeordnet wird. All diese Verfahren (bis auf
FREQUENCY-COUNT, das bei der folgenden Diskussion zunächst nicht betrachtet wird)
benutzen ein endliches Gedächtnis, und die zugrundeliegende Markov-Kette über den
Zuständen der Datenstruktur ist ergodisch. Daraus folgt, daß jede mögliche Anord-
nung der Liste mit positiver stationärer Wahrscheinlichkeit auftritt und somit die Zu-
griffszeit ab und zu sehr schlecht werden kann [Me77]. Diese Verfahren werden ergodi-
sche Heuristiken genannt.
Man kann selbst-organisierende Listen aber auch dazu benutzen, um statische Da-
tenstrukturen zu erhalten. In diesem Fall muß der Algorithmus so modifiziert wer-
den, daß die zugrundeliegende Markov-Kette absorbierend wird. Irgendwann bleibt
sie in einem absorbierenden Zustand hängen, und dieser beschreibt dann die statische
Datenstruktur, die von diesem Zeitpunkt ab ausschließlich verwendet wird. Das Ziel
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dabei ist, die Wahrscheinlichkeit der Absorption in „guten“ Konfigurationen groß zu
machen, d.h. die erwartete Suchzeit der statischen Datenstruktur zu minimieren. Dies
kann jedoch nur sinnvoll sein, wenn man unabhängige und identisch verteilte Zugriffe
voraussetzt. Solche Verfahren bezeichnen wir als absorbierende Heuristiken .
In der Literatur gibt es einige Vorschläge für absorbierende Heuristiken für adapti-
ve Listen. Es wurde aber stets nur gezeigt, daß die Wahrscheinlichkeit der Absorption
in der optimalen Konfiguration beliebig nahe an 1 liegen kann, wenn man die Regel
entsprechend wählt [OHM90, ON93]. In einer anderen Arbeit [R92] wird ein experi-
menteller Ansatz beschrieben, bei dem gemäß des Paradigma vom Simulated Annealing
die Heuristik immer mehr „abgekühlt“ wird, d. h. immer seltener aufgerufen wird, bis
irgendwann ein statischer Zustand erreicht ist.
Wir wollen im folgenden den Zusammenhang zwischen ergodischen und absor-
bierenden Verfahren systematisch beschreiben. Eine genaue Analyse der Verfahren er-
möglicht Aussagen über die Güte der erzielten statischen Struktur und über die nötige
Konvergenzzeit. Unter anderem kann dabei ein Tradeoff beobachtet werden: wenn die
Konvergenzzeit klein ist, hat das Verfahren nur wenig Gelegenheit, die Verteilung der
Quelle zu erlernen, und die Güte der erzielten Struktur ist schlecht (vgl. Satz 1.27).
Im Zusammenhang mit diesen Überlegungen stehen die Ergebnisse von Hofri und
Shachnai [HS91]. Sie haben folgenden Synergie-Effekt festgestellt: wenn für zwei Li-
stenelemente i und j die Zugriffswahrscheinlichkeiten p
i
und p
j
sehr verschieden sind,
dann ist es für geeignete Verfahren einfach, diese Elemente richtig zu trennen und das
Element mit der größerenWahrscheinlichkeit vor das andere zu setzen. Wenn anderer-
seits die Wahrscheinlichkeiten p
i
und p
j
nahe beieinander liegen, dann ist es schwierig,
diese Elemente in der richtigen Reihenfolge in der endgültigen Liste zu plazieren. Aber
das macht nichts, denn eine Vertauschung wird sich in der erwarteten Suchzeit kaum
Auswirken, da eben die Wahrscheinlichkeiten ungefähr gleich groß sind.
Diese Beobachtung ist die intuitive Begründung dafür, daß es möglich ist, vertei-
lungsunabhängige Schranken für die Güte der erzielten Struktur zu zeigen.
Grundsätzlich sind zwei Vorgehensweisen möglich, um statische Strukturen zu er-
halten: entweder werden absorbierende Heuristiken verwendet, oder die Operation
der ergodischen Verfahren wird nach einer bestimmten Zeit (stopping time) eingestellt.
Im zweiten Fall gelten für die erwartete Suchzeit nach einer Stopping Time von t Schrit-
ten die gleichenAussagen, wie sie im letzten Kapitel über die Konvergenzgeschwindig-
keit gemacht wurden. Deshalb beschäftigen wir uns nun mit absorbierenden Listenal-
gorithmen.
Absorption
Wir betrachten folgendes allgemeine Schema, um aus ergodischen Verfahren absorbie-
rende Regeln abzuleiten:
Gegeben sei ein ergodischer Listenalgorithmus, der nachgefragte Elemente
entweder an den Listenkopf setzt oder gar nicht bewegt.
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Der korrespondierende absorbierende Algorithmus bewegt jedes Element
nur einmal und plaziert es damit an seine endgültige Position. Wenn der
ergodische Algorithmus ein Element zum ersten Mal nach vorne schiebt,
setzt das absorbierende Verfahren es direkt vor alle Elemente, die noch nicht
bewegt wurden.
Folgendes Beispiel des absorbierenden MTF-Verfahrens zeigt, wie der statische Teil
der Liste (grau schattiert) vomListenkopf ausgehend nach hintenwächst, wenn die Zu-
griffsfolge  = 1; 3; 5; 3; 4; 2 bearbeitet wird. Nachdem n- 1 Elemente plaziert wurden,
steht die Struktur fest.

1
= 1 :

2
= 3 :

3
= 5 :

4
= 3 :

5
= 4 :

6
= 2 :
1
1
1
1
1
1
2 3 4 5
4 53 2
3 5 2 4
3 5 2 4
3 5
3 5
4 2
4 2
Literaturübersicht
Die absorbierende MTF-Regel wurde von Bitner [B79] unter dem Namen FIRSTREQUE-
STRULE eingeführt. Das absorbierende Gegenstück zur Simple(k)-MTF-Regel wurde
vonOommen, Hansen undMunro betrachtet [OHM90]. Dort wurde vermutet, aber nicht
gezeigt, daß sie asymptotisch optimal ist. Wir geben den ensprechenden Beweis in Satz
1.44.
Die entsprechende Batched(k)-Regel wurde offenbar noch nicht untersucht. Die
in [B79] eingeführten ergodischen WAIT-k AND MOVE-Regeln benutzen für jedes Ele-
ment einen Zugriffszähler mit Wertebereich 0; : : : ; k. Diese Zähler sind zu Anfang auf
0 gesetzt und werden bei jeder Anfrage des Elements erhöht. Sobald für ein Element
der Zähler den Wert k erreicht, wird dieses Element an den Anfang der Liste gesetzt
und der Zähler auf 0 zurückgesetzt. Dieser Regel entspricht eine absorbierende Regel,
die ebenfalls in [OHM90] betrachtet wurde. Sie haben gezeigt, daß diese Regel asym-
ptotisch optimal ist, wenn k ! 1. Interessanterweise kann man von verschiedenen
ergodischen Verfahren zu dieser Regel gelangen: die absorbierenden Versionen der LI-
MITED COUNTER SCHEMES [HS91a, HS91, HS98] und der SORT-BY-DELAY(k)-Regeln
ergeben alle dieses Verfahren. Deshalb werden wir im folgenden von der absorbieren-
den SBD(k)-Regel sprechen und die in Abschnitt 1.4.3 gemachten Analysen übertragen.
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Eine weitere absorbierende Regel, die keiner ergodischen Heuristik entspricht, ver-
dient Beachtung. Diese von Oommen und Ng [ON93] eingeführte Heuristik ist ver-
wandt mit der absorbierenden Simple(k)-MTF-Regel. Bei der Entscheidung, wann k
mal hintereinander auf das gleiche Element zugegriffen worden ist, werden aber die
Elemente, die bereits ihre endgültige Position gefunden haben, ausgeblendet. Das hat
den Effekt, daß man die absorbierende Simple(k)-Regel anwendet, aber mit bedingten
Zugriffswahrscheinlichkeiten. Die Bedingung wird also dargestellt durch die Menge
der schon bewegten Elemente.
Im weiteren interessieren wir uns insbesondere für die Konvergenzgeschwindig-
keit der verschiedenen Verfahren und den Tradeoff zwischen der erreichten Güte der
Struktur und der nötigen Zeit bis zur Absorption. Zur Analyse beobachten wir fol-
gende wichtige Aussage, die ergodische und absorbierende Heuristiken verbindet und
für den Fall der absorbierenden MTF-Regel schon in [B79] gezeigt wurde. Wie bei dem
oben angegebenen allgemeinen Schema setzenwir voraus, daß der ergodische Listenal-
gorithmus ein Element entweder gar nicht bewegt oder an den Listenkopf setzt.
Satz 1.42. Für jede Verteilung über den Startkonfigurationen der Listen ist die Wahrschein-
lichkeit, nach einer bestimmten Schrittzahl eine gewisse Listenkonfiguration zu erhalten, für
die ergodische und die absorbierende Variante einer Regel gleich, wenn die Zugriffe unabhängig
und identisch verteilt sind.
Beweis. Für jede Zugriffsfolge 
1
; 
2
; : : : ; 
m
für die ergodische Regel produziert die
umgedrehte Zugriffsfolge 
m
; : : : ; 
1
die gleiche Liste bei Anwendung der absorbie-
renden Regel. Da die Zugriffe unabhängig sind, sind die Wahrscheinlichkeiten für die-
se beiden Folgen gleich.
Das bedeutet, daß durch die absorbierende Regel eine Listenkonfiguration gemäß
der stationären Verteilung der ergodischen Regel erzeugt wird. Die Aufgabe des Samp-
ling der stationären Verteilung einer Markov-Kette ist auch in anderen Anwendungen
von Interesse, siehe z.B. Aldous [A95] und Lovász und Winkler [LW95]. Es impliziert,
daß die so gewonnene statische Listenkonfiguration durch weitere Anwendung der
ergodischen Regel nicht weiter verbessert werden kann.
Absorbierendes Sort-by-Delay(k)
Hier gilt, daß Element j vor Element i plaziert wird, wenn k Zugriffe auf j vor k Zugrif-
fen auf i aufgetreten sind. Die Wahrscheinlichkeit b(j; i) dafür ist
b(j; i) = p
k
j
1
X
t=k

t
k- 1

k-1
X
`=0

t- k+ 1
`

p
`
j
(1 - p
i
- p
j
)
t-k+1-`
=
k-1
X
`=0

2k- 1
`

p
`
i
p
2k-1-`
j
(p
i
+ p
j
)
2k-1
:
Den Ansatz erhält man, indem man bezüglich der Zeitdauer t zwischen dem ersten
Zugriff auf j und dem aktuellen Zugriff konditioniert. Nach dem ersten Zugriff auf j
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gab es noch k-1weitere Zugriffe auf j, aber höchstens k-1Nachfragen für i. Wie man
nachrechnet oder (gemäß Satz 1.42) ist diese Wahrscheinlichkeit gleich der asymptoti-
schen Wahrscheinlichkeit für j vor i der ergodischen Regel, siehe Formel (1.12). Damit
ergeben sich für die Qualität der absorbierenden SBD(k)-Regel die gleichen Schranken
von Satz 1.24 wie für die ergodischen Regeln.
Die nächste Frage ist, wie lange es dauert, bis Absorption eintritt. Dies ist ein Cou-
pon Collector Problem, siehe z.B. [BH97] für einen Überblick. Die Zufallsvariable T
1
be-
schreibe die Anzahl der Schritte, die nötig ist, damit jedes Element mindestens einmal
nachgefragt wurde. Dann interessieren wir uns insbesondere für den Erwartungswert
E[T
1
]. Bei der absorbierenden SBD(k)-Regel wird ein Element plaziert, wenn es k mal
gezogen wurde. Für k = 1 erhält man das klassische Coupon Collector Problem und
für k > 1 eine Variante, die Double Dixie Cup Problem genannt wird. Der Name stammt
von einem Spiel, bei dem jedes von k Kindern versucht, einen kompletten Satz von Bil-
dern aus Eisbechern (dixie cups) zu sammeln, und die Kinder untereinander tauschen.
Das bedeutet, es genügt, wenn alle Kinder zusammen jedes Bild mindestens kmal fin-
den, durch anschließendes Tauschen erhält dann jedes Kind von jedemBild mindestens
ein Exemplar. Das Problem wurde für den Fall der Gleichverteilung erstmals von New-
man/Shepp [NS60] untersucht und die asymptotische Formel für die erwartete Zeit E[T
k
]
bis zu k Sätzen von Elementen
E[T
k
]  n ln(n) + (k- 1)n ln(ln(n)) k fest ; n!1
hergeleitet (lnn bezeichnet den natürlichen Logarithmus). An diesemErgebnis erkennt
man, daß die Wartezeit für das erste Exemplar imMittel lnn ist, während jedes weitere
Exemplar nach nur ln lnn Ziehungen gefunden wird. Eine weitergehende Analyse
wurde in [B63] durchgeführt, aber sie gilt nur für Verteilungen, bei denen das Verhältnis
zweier Wahrscheinlichkeiten durch eine Konstante beschränkt ist. Die geometrische
Verteilung oder Zipf-Verteilung fallen nicht darunter. In [BH97, B63, FGT92] findet
man die Darstellung
E[T
k
] =
Z
1
0
1 -
n
Y
i=1
(1 - e
-p
i
t
e
k
(p
i
t)) dt;
wobei e
k
(x) =
P
k-1
j=0
x
j
=j! die abgeschnittene Exponentialreihe ist. Diese Integraldar-
stellung wurde im Fall k = 1 in [BP96] untersucht und unter anderem folgendes asym-
ptotische Resultat für die verallgemeinerte Zipf-Verteilung p
i
= 1=(H
n
()i

) gezeigt
E[T
1
] 
8
>
<
>
:
n
1-
ln(n) : 0 <  < 1
n(lnn)2 :  = 1
H
n
()n
 lnn :  > 1
9
>
=
>
;
:
Die Analyse läßt sich jedoch nicht auf beliebige k > 1 erweitern, da man nur den
führenden Term der asymptotischen Entwicklung (n lnn bei Gleichverteilung) erhält,
nicht aber die entscheidenden Ausdrücke niedrigerer Ordnung ((k- 1)n ln lnn bei der
Gleichverteilung).
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Die Diagramme zeigen die Ergebnisse von numerischen Simulationen mit den
SBD(k)-Verfahren. Für jeden Punkt wurde der Mittelwert aus 100 Experimenten ge-
bildet. Die ersten beiden Bilder zeigen die Wartezeit T
k
für k = 1; : : : ; 30 bei n = 100
Listenelementen und bei Gleichverteilung und Zipf-Verteilung der Zugriffe. Man er-
kennt die lineare Abhängigkeit von k nicht nur bei der Gleichverteilung.
0
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3000
4000
0 5 10 15 20 25 30
Gleichverteilung
0
2000
4000
6000
8000
10000
12000
14000
16000
18000
0 5 10 15 20 25 30
Zipf-Verteilung
Das zweite Bild stellt das Wachstum der Wartezeiten bei k = 1; 2; 3, Zipf-Verteilung
und Listenlängen zwischen 10 und 1000 gegenüber.
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k = 1
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Das folgende Diagramm vergleicht die Wartezeiten beim klassischen Coupon Col-
lector Problem (k = 1) mit n = 100 Elementen auf der verallgemeinerten Zipf-
Verteilung mit Parameter  zwischen 0 (Gleichverteilung) und 2.
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Absorbierendes Simple(k)-Move-to-Front
Diese Regel arbeitet folgendermaßen: wenn ein Listenelement zum ersten Mal k mal
hintereinander angefragt wurde, wird es auf seine endgültige Position gesetzt. Dabei
wird es so weit nach vorne geschoben, daß davor nur noch Elemente stehen, die eben-
falls schon ihre endgültige Position erreicht haben. Dieses Verfahren wurde bereits in
[OHM90] betrachtet, der Nachweis der Konvergenz zu einer optimalen Konfiguration
bei k!1 aber als offenes Problem bezeichnet. Diese Aussage ist aber eine unmittelba-
re Folgerung von Satz 1.42 und der entsprechenden Aussage für die ergodische Regel,
vgl. (1.2). Wir geben auch einen direkten Beweis an:
Lemma 1.43. Bei der absorbierenden Simple(k)-MTF-Regel steht in der endgültigen Konfigu-
ration i vor j mit Wahrscheinlichkeit
b
k
(i; j) =
p
k
i
(1 - p
i
)(1 - p
k
j
)
p
k
i
(1 - p
i
) + p
k
j
(1 - p
j
) - (2 - p
i
- p
j
)(p
i
p
j
)
k
:
Beweis. Wir betrachten die zugehörige absorbierende Markov-Kette, die hier am Bei-
spiel k = 3 dargestellt ist.
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Wir suchen die Wahrscheinlichkeit Prob(Z) der Absorption in Zustand (k; i), wenn
man in einem Zustand Z startet. Dazu betrachten wir für jeden Zustand Z die be-
dingten Absorptionswahrscheinlichkeiten nach einem Schritt in der Markov-Kette und
erhalten
Prob(k; i) = 1
Prob(k; j) = 0
Prob(0) = p
i
Prob(1; i) + p
j
Prob(1; j) + (1 - p
i
- p
j
)Prob(0)
Prob(`; i) = p
i
Prob(` + 1; i) + p
j
Prob(1; j) + (1 - p
i
- p
j
)Prob(0) (` = 1; : : : ; k- 1)
Prob(`; j) = p
i
Prob(1; i) + p
j
Prob(` + 1; j) + (1 - p
i
- p
j
)Prob(0) (` = 1; : : : ; k- 1):
Daraus folgt zunächst
Prob(0) = p
i
Prob(1; i) + p
j
Prob(1; j) + (1 - p
i
- p
j
)Prob(0)
Prob(1; i) = pk-1
i
+ (p
j
Prob(1; j) + (1 - p
i
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)Prob(0))(1 - pk-1
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)Prob(0))(1 - pk-1
j
)=(1 - p
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) :
Wenn man dieses übriggebliebene Gleichungssystem in den drei Variablen Prob(0),
Prob(1; i), Prob(1; j) löst, erhält man schließlich
b
k
(i; j) = Prob(0) =
p
k
i
(1 - p
i
)(1 - p
k
j
)
p
k
i
(1 - p
i
) + p
k
j
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j
) - (2 - p
i
- p
j
)(p
i
p
j
)
k
:
Satz 1.44. Für k ! 1 konvergiert die Wahrscheinlichkeit der Absorption in einer optimalen
Listenkonfiguration unter der absorbierenden Simple(k)-MTF-Regel gegen 1.
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Absorbierendes Batched(k)-Move-to-Front
Hier findet man analog zu oben, daß die Wahrscheinlichkeit für j vor i in der endgülti-
gen Konfiguration durch
b
0
k
(j; i) =
p
k
j
p
k
i
+ p
k
j
gegeben ist. Damit gelten die gleichen Schranken wie für die asymptotischen erwar-
teten Kosten, siehe (1.2). Jetzt sind wir in der Lage, auch die erwartete Zeit bis zur
Absorption berechnen zu können. Dazu betrachten wir die Menge aller k-Tupel über
dem AlphabetA, wobei [i
1
: : : i
k
]mit Wahrscheinlichkeit p
i
1
  p
i
k
auftritt. Gesucht ist
die Wartezeit T
k
, bis die Teilmenge der n Tupel D = f[1 : : : 1]; : : : ; [n : : : n]g gezogen
wurde. Für diese Fragestellung gilt nach [BH97]
E[T
k
] =
Z
1
0
1 -
Y
i2D
(1 - e
-p
i
t
)dt:
Durch eine Modifikation der Rechnung aus [BP96] erhält man für die Gleichverteilung
E[T
k
]  n
k lnn
und für die verallgemeinerte Zipf-Verteilung
E[T
k
]  H
n
()
k
n
k lnn;
speziell für  = 1 also E[T
k
]  n
k
(lnn)k+1. Damit folgt, daß die Zeit bis zur Absorption
exponentiell mit kwächst, was angesichts der Batched(k)-Regel zu erwarten war.
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In diesemAbschnitt werden wir einige Listenalgorithmen betrachten, die zu ihren Ent-
scheidungen nicht nur Informationen über vergangene Zugriffe, sondern auch zufälli-
ge Bits benutzen dürfen. Bei der kompetitiven Analyse ist insbesondere das Modell
des blinden Gegners (oblivious adversary) interessant. Ein solcher Gegenspieler darf die
Zufallsentscheidungen des Online-Algorithmus nicht sehen, sondernmuß die gesamte
Anfragefolge im voraus angeben.
Bei Modellen mit stärkeren Gegnern, die die Konstruktion der Zugriffsfolge von
den zufälligen Entscheidungen abhängig machen dürfen (adaptive adversaries), nützt
die Randomisierung nichts. Wenn der Gegner die Anfragen in Abhängigkeit der Zu-
fallsentscheidungen stellen darf, und darüber hinaus erst am Ende die gesamte Folge
abarbeiten muß (adaptive offline adversary), so existiert auch stets ein deterministischer
Listenalgorithmus mit gleichem kompetitiven Faktor wie der randomisierte Algorith-
mus [BBKTW94]. Gegenüber einem derart starken Gegner bringt Randomisierung also
keinen Vorteil.
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Im folgenden werden wir nur noch das Modell des blinden Gegners betrachten. Sei
 eine beliebige Zugriffsfolge, OPT() die Kosten des optimalen Offline-Gegners und
E[ALG()] die erwarteten Kosten des randomisierten Online-Algorithmus, wobei der
Erwartungswert über die zufälligen Entscheidungen des Algorithmus gebildet wird.
Dann hat ALG einen kompetitiven Faktor c, falls eine Konstante a existiert, so daß für
alle Folgen  gilt
E[ALG()]  c  OPT() + a:
Der beste bisher bekannte randomisierte Listenalgorithmus COMBINATION von
S. Albers et.al. [ASW95] besitzt den kompetitiven Faktor 1:6, der damit deutlich unter
der unteren Schranke von 2 für deterministische Listenalgorithmen liegt. Für randomi-
sierte Verfahren ist eine untere Schranke von 1:5 bekannt [T93].
Bei kompetitiver Analyse besteht der Vorteil randomisierter Verfahren darin, daß
sie ihr Verhalten gegenüber demGegner verschleiern. Der Gegner kann keine Zugriffs-
folge konstruieren, die für den Algorithmus eine Eingabe im schlechtesten Fall dar-
stellt. Manche Verfahren (z.B. TIMESTAMP(p) [A98]) sind eine randomisierte Mischung
zweier deterministischer Algorithmen, die unterschiedliche Worst-Case-Eingaben be-
sitzen. Da der Gegner nicht weiß, welches Verfahren beim aktuellen Zugriff verwen-
det wird, ist es ihm auch nicht möglich, die schwächste Stelle eines deterministischen
Verfahrens zu treffen [BoE97]. Andere Verfahren (z.B. BIT [RWS94]) benutzen nur zur
Initialisierung einige zufällige Bits zur Auswahl eines deterministischen Algorithmus,
der anschließend ausschließlich benutzt wird, und sind schon dadurch gegenüber ei-
nem blinden Gegner im Vorteil.
Bei unabhängigen, identisch verteilten Zugriffen gemäß einer festen Wahrschein-
lichkeitsverteilung bringt Randomisierung keinen Gewinn.
1.7.1. RMTF(p)
Wir untersuchen eine einfache randomisierte Variante des Nach-Vorne-Schieben-Algo-
rithmus und geben einen vereinfachten Beweis für folgenden Satz aus [G97] an.
RMTF(p): Sei 0 < p  1. Wenn auf das Listenelement x zugegriffen wurde,
dann setze x mit Wahrscheinlichkeit p an den Listenkopf. Mit Wahrschein-
lichkeit 1 - p tue nichts.
Satz 1.45. Der kompetitive Faktor von RMTF(p) beträgtmaxf2; 1=pg.
Beweis. Sei eine beliebige Zugriffsfolge  = (
1
; : : : ; 
m
) gegeben und sei 
t
= x die
aktuelle Anfrage.
Wie vorher sei hy; xi eine Inversion, wenn in der von RMTF(p) verwalteten Liste y
vor x steht, in der optimalen Liste aber x vor y. Sei k die Position von x in OPT's Liste,
und r die Anzahl der Inversionen hy; xi. Dann sind die Kosten von RMTF(p) in diesem
Schritt RMTF(p)
t
 k+ r und die Kosten des optimalen Algorithmus OPT
t
= k.
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Wir benutzen amortisierte Analyse, um mit Hilfe einer Potentialfunktion die zu-
sätzlichen Kosten aufgrund der Inversionen ausgleichen zu können. Mit Wahrschein-
lichkeit p wird das nachgefragte Element x nach vorne gesetzt, und dadurch wer-
den alle Inversionen hy; xi verschwinden. Allgemeiner werden mit Wahrscheinlichkeit
p(1-p)
(j-1) erst nach j-maliger Nachfrage nach x diese Inversionen verschwinden. Ei-
ne Inversion verursacht also erwartete Kosten von
P
1
j=1
jp(1 - p)
(j-1)
= 1=p und muß
dadurch mit dem Faktor 1=p gewichtet werden. Die Potentialfunktion lautet damit
 =
X
y6=z
hy;zi Inversion
1=p :
Beim Zugriff auf xwird OPT sein x auf eine Position k 0 rücken, 1  k 0  k. Der Online-
Algorithmus RMTF(p) wird mit Wahrscheinlichkeit p das Element x an den Listenkopf
setzen. Dann verschwinden die r Inversionen vom Typ hy; xi, aber k 0 neue Inversionen
der Art hx; zi kommen hinzu, da der optimale Algorithmus sein x nur bis zur Position
k
0 bewegt. Wennmit Wahrscheinlichkeit 1-p das Element x an seinem Platz verbleibt,
dann bleiben die r Inversionen erhalten, und es können bis zu k - k 0 Inversionen der
Art hz; xi neu entstehen, indem OPT sein x an z vorbei nach vorne bewegt. Die erwartete
Potentialänderung beträgt somit höchstens
1
p


p(k
0
- r) + (1 - p)(k- k
0
)

= -r +
(1 - p)k+ (2p - 1)k
0
p
;
und die amortisierten erwarteten Kosten a
t
in Schritt t sind
a
t
= RMTF(p)
t
+   k+ r- r+
(1 - p)k+ (2p- 1)k
0
p
:
1. Fall: p  1=2
In diesem Fall ist (1 - p)k + (2p - 1)k 0  (1 - p)k für 0  k 0  k - 1. Für die
amortisierten Kosten folgt
a
t


1 +
1- p
p

k = k=p;
und für den kompetitiven Faktor a
t
 1=p  OPT
t
.
2. Fall: p > 1=2
In diesem Fall ist (1-p)k+(2p-1)k 0  pk für 0  k 0  k-1. Für die amortisierten
Kosten folgt
a
t


1 +
p
p

k;
und für den kompetitiven Faktor a
t
 2  OPT
t
.
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Insgesamt folgt für jeden Schritt t, daß a
t
 maxf2; 1=pg  OPT
t
; und damit auch für die
gesamten amortisierten Kosten.
Diese Schranke ist scharf für p  1=2, wie man folgendermaßen sieht (vgl. [BE98]
für p = 1=2). Wir betrachten die Zugriffsfolge
 = x
k
1
; x
k
2
; : : : ; x
k
n
:
Der MTF-Algorithmus erzeugt Kosten von MTF() = n(k - 1) + n(n + 1)=2, wenn er
in Konfiguration hx
1
; : : : ; x
n
i gestartet wird. Das RMTF(p)-Verfahren zieht ein Element
im Mittel erst nach 1=p Zugriffen nach vorne und produziert daher bei Start in einer
beliebigen Konfiguration die erwarteten Kosten von mindestens E[RMTF()]  n(k -
1=p) + n(n + 1)=(2p). Für das Verhältnis folgt
E[RMTF()]
OPT()

1=p(n
2
- n) + 2nk
n
2
+ n + 2n(k - 1)
=
1
p
+O(1=n)
für feste k undn!1. Also kann das Verhältnis beliebig nahe an 1=p liegen. Dieses Re-
sultat widerlegt die Vermutung aus [AMN93], daß RMTF(1=2) ebenso 1:75-kompetitiv
ist wie der BIT-Algorithmus. Der Grund dafür ist, daß BIT ein Element garantiert
am Listenkopf plaziert hat, wenn es zweimal hintereinander nachgefragt wurde. Bei
RMTF(1=2) muß im Mittel zweimal hintereinander zugegriffen werden, damit das Ele-
ment nach vorne geschoben wird, es kann aber beliebig lange dauern.
1.7.2. BIT
Als nächstes analysieren wir das Verhalten des randomisierten Algorithmus BIT auf
stochastischen Quellen.
BIT: Mit jedem Listenelement j ist ein Bit b(j) 2 f0; 1g assoziiert, das bei
jedem Zugriff auf j gekippt wird. Wenn b(j) = 0 ist, wird j an den Li-
stenanfang gesetzt, ansonsten passiert nichts. Die n Bits werden zufällig
unabhängig und gleichverteilt initialisiert.
Wie erwähnt erzielt BIT gegenüber dem blinden Gegner einen kompetitiven Faktor von
1:75 [RWS94].
Satz 1.46. Bei unabhängigen Zugriffen gemäß der Verteilung p = (p
1
; : : : ; p
n
) erzeugt BIT
die asymptotischen erwarteten Kosten pro Zugriff
E(p) = 1 +
X
j<i
7p
3
i
p
j
+ 18p
2
i
p
2
j
+ 7p
i
p
3
j
4(p
i
+ p
j
)
3

7
4
OPT(p):
Beweis. Wir betrachten ein Paar i 6= j von Elementen und untersuchen für (b(i); b(j))
die vier Fälle (0; 0), (0; 1), (1; 0) und (1; 1), die alle unabhängig voneinander mit Wahr-
scheinlichkeit 1=4 auftreten. Dabei bedeutet b(i) = 0, daß i beim letzten Zugriff an den
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Listenkopf gesetzt wurde, und b(i) = 1, daß i bei der vorletzten Nachfrage nach vorne
bewegt wurde. Für die asymptotische Wahrscheinlichkeit, daß j vor i steht, folgt dann
b(j; i j b(i) = 0; b(j) = 0) =
p
j
p
i
+ p
j
b(j; i j b(i) = 0; b(j) = 1) =
p
2
j
(p
i
+ p
j
)
2
b(j; i j b(i) = 1; b(j) = 0) =
p
j
p
i
+ p
j
+
p
i
p
j
(p
i
+ p
j
)
2
b(j; i j b(i) = 1; b(j) = 1) =
2p
i
p
2
j
(p
i
+ p
j
)
3
+
p
2
j
(p
i
+ p
j
)
2
:
Die folgende Tabelle erläutert die Zugriffsfolgen, die zu obigen Formeln führen. Dabei
stehen drei Punkte (: : : ) für eine Folge beliebiger Länge von Elementen verschieden von
i und j; eine solche Folge hat die Wahrscheinlichkeit
P
1
t=0
(1 - p
i
- p
j
)
t
= 1=(p
i
+ p
j
).
b(i) b(j) Zugriffsfolge, die hj; ii erzeugt
0 0 j : : :
0 1 j : : : j : : :
1 0 j : : :
j : : : i : : :
1 1 j : : : j : : : i : : :
j : : : i : : : j : : :
j : : : j : : : .
Summation und Division durch 4 gibt
b(j; i) =
4p
3
j
+ 9p
2
j
p
i
+ 3p
j
p
2
i
4(p
i
+ p
j
)
3
:
Also folgt für die asymptotischen erwarteten Kosten
E(p) =
n
X
i=1
p
i
 (1+
X
j6=i
b(j; i))
= 1+
X
j<i
7p
3
i
p
j
+ 18p
2
i
p
2
j
+ 7p
i
p
3
j
4(p
i
+ p
j
)
3
=
n
X
i=1
n
X
j=1
7p
3
i
p
j
+ 18p
2
i
p
2
j
+ 7p
i
p
3
j
4(p
i
+ p
j
)
3
:
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Für die Abschätzung zu den optimalen erwarteten Kosten folgt
E(p)
OPT(p)
 max
1in
1
i
i
X
j=1
7p
2
i
p
j
+ 18p
i
p
2
j
+ 7p
3
j
4(p
i
+ p
j
)
3
 max
x1
7x
3
+ 18x
2
+ 7x
4(1 + x)
3
 7=4:
Da der Faktor 7=4 im kompetitiven Modell, also für beliebige Zugriffsfolgen gilt, ist er
im stochastischen Modell naheliegend. Für bestimmte Verteilungen können wir exakte
Analysen vornehmen und bessere Schranken finden.
Satz 1.47. Die erwarteten Kosten von BIT unter der Zipf-Verteilung betragen asymptotisch
(n!1)
EBIT(p) =
1 + 14 ln(2)
8

n
H
n
-
7
2
+ o(1)
 1:3381  EOPT:
Beweis. Wir setzen die Definition p
i
= 1=(iH
n
) ein und erhalten
EBIT(p) = 1=2 +
n
X
i=1
n
X
j=1
4p
i
p
3
j
+ 9p
2
i
p
2
j
+ 3p
3
i
p
j
4(p
i
+ p
j
)
3
= 1=2 +
1
4H
n

n
X
i=1
n
X
j=1
4i
2
+ 9ij + 3j
2
(i+ j)
3
= 1=2 +
1
4H
n


n
X
k=2
k-1
X
i=1
4i
2
+ 9i(k - i) + 3(k- i)
2
k
3
+
2n
X
k=n+1
n
X
i=k-n
4i
2
+ 9i(k - i) + 3(k- i)
2
k
3

:
Dabei haben wir k = i + j substituiert. Durch Expansion der Zähler in 3k2 + 3ki - 2i2
und Summation über i folgt zunächst
EBIT(p) = 1=2 +
1
4H
n


n
X
k=2

23
6
-
7
2k
-
1
3k
2

+
2n
X
k=n+1

-
23
6
+
7+ 14n
2k
+
1+ 6n + 6n
2
3k
2
-
2n + 6n
2
+ 4n
3
3k
3


:
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Indem man die asymptotische Entwicklung für die harmonischen Zahlen verwendet,
siehe Seite 47, erhält man mit EOPT(p) = n=Hn die Abschätzung
EBIT(p) =

1
8
+
7 ln(2)
4


n
H
n
-
7
2
+ o(1)
=

1
8
+
7 ln(2)
4
+ o(1)

 EOPT(p);
wobei o(1)! 0 für n!1.
Der BIT-Algorithmus verwendet nur n zufällige Bits, unabhängig von der Länge
der Zugriffsfolge. Darin unterscheidet er sich von anderen randomisierten Verfah-
ren wie RMTF(p), die bei jeder Anfrage mindestens ein Zufallsbit benötigen. Online-
Algorithmenwie BIT, deren Bedarf an zufälligen Bits nicht von der Anzahl der Zugriffe
abhängt, werden schwach randomisiert (barely random) genannt [RWS94].
Wir interessieren uns dafür, wieviel Zufall wirklich nötig ist, und ob ein Trade-
off zwischen der Ressource Zufall und dem erzielbaren kompetitiven Faktor möglich
ist. Man vergleiche hierzu eine Arbeit von P. Raghavan und M. Snir [RS89], in der für
Caching-Algorithmen ein Tradeoff zwischen der Cachegröße und der Anzahl der ver-
wendeten zufälligen Bits, um einen gegebenen kompetitiven Faktor zu erreichen, ge-
zeigt wurde.
Wir gehen anders vor und zeigen anhand der Analyse des BIT-Algorithmus, daß
dlog(n + 1)e Zufallsbits hinreichend sind für einen kompetitiven Faktor von 1:75.
Zunächst betrachten wir eine Variante, die nur ein zufalliges Bit benutzen darf.
BIT(1): Jedem Listenelement x ist ein Bit b(x) zugeordnet. Zu Beginn wer-
den alle b(x) mit dem gleichen zufälligen Bit initialisiert, danach läuft der
Algorithmus ab wie BIT.
Im (i- 1)-Kostenmodell ist dieses Verfahren nicht besser als deterministische Algorith-
men.
Lemma 1.48. Es gibt Zugriffsfolgen , so daß im (i - 1)-Kostenmodell das Verhältnis von
E[CBIT(1)()] zu COPT() beliebig nahe an 2 liegt.
Beweis. Wir betrachten eine zweielementige Liste über fx; yg. Durch zwei initiale Zu-
griffe auf y kann sichergestellt werden, daß y vor x steht. Wenn die ersten drei Zugriffe
der Folge  0 = y; y; y; x; y; y abgearbeitet wurden, sind die Bits von x und y verschie-
den. Mit Wahrscheinlichkeit 1=2 setzt BIT(1) dann das x vor y, und beim nächsten
Zugriff wird y nicht nach vorne geschoben, so daß Kosten 3 entstehen. Mit Wahr-
scheinlichkeit 1=2 wird x nicht bewegt, dies ist auch die Strategie des optimalen Al-
gorithmus, die Kosten 1 verursacht. Durch m-malige Wiederholung von  0 folgt für
 = y; y; (
0
)
m, daß E[CBIT(1)()]  2m und COPT()  1 +m, also
E[CBIT(1)()]
COPT()

2m
m + 1
 ! 2 (m!1):
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Als nächstes geben wir an, wie man aus einem Vektor (Z
1
; : : : ; Z
k
) von zufälligen
Bits einen Bitvektor (X
1
; : : : ; X
n
) erhält, für den gilt
(a) Die eindimensionalen Randverteilungen sind die Gleichverteilung,
d.h. Prob(X
i
= 0) = Prob(X
i
= 1) = 1=2 für alle i = 1; : : : ; n.
(b) Je zwei Variable X
i
; X
j
sind unabhängig voneinander,
d.h. Prob(X
i
= a j X
j
= b) = 1=2 für i 6= j und a; b 2 B .
Wie Satz 1.50 zeigenwird, sind diese Bedingungen hinreichend dafür, daß der kompeti-
tive Faktor von BIT weiterhin 1:75 beträgt. Man beachte, daß die Forderungen schwach
sind. Beispielsweise können je drei Variable X
i
; X
j
; X
`
voneinander abhängig sein, und
Vektoren (x
1
; : : : ; x
n
) 2 B
n dürfen auch die Wahrscheinlichkeit 0 besitzen.
Lemma 1.49. Für n 2 N und k  dlog(n + 1)e gibt es eine Abbildung f : (Z
1
; : : : ; Z
k
) 7 !
(X
1
; : : : ; X
n
), so daß (X
1
; : : : ; X
n
) den obigen Bedingungen genügt.
Beweis. Seien die K = 2k - 1 nichtleeren Teilmengen A
j
von f1; : : : ; kg durchnumeriert
mit 1; : : : ; K. Dann setzen wir
X
j
=
M
i2A
j
Z
i
für j = 1; : : : ; n;
wobei
L
die Addition modulo 2 bedeutet. Wenn die Z
i
unabhängig und gleichverteilt
sind, folgt Prob(X
j
= 0) = Prob(X
j
= 1) = 1=2. Denn sei jA
j
j = 1, dann gilt Prob(X
j
=
0) = Prob(Z
i
) für ein i. Wenn jA
j
j > 1 ist, so ist A
j
= A
0
j
[ f`g für ` =2 A
j
. Damit folgt
Prob(X
j
= 0) = Prob(X 0
j
= 0)  Prob(Z
`
= 0) + Prob(X 0
j
= 1)  Prob(Z
`
= 1) = 1=2;
da Prob(X 0
j
= 0) = Prob(X 0
j
= 1) = 1=2 nach Induktionsvoraussetzung. Für die Forde-
rung (b) sei A
`
= A
i
\A
j
für ein ` und A 0
i
= A
i
-A
`
sowie A 0
j
= A
j
-A
`
. Falls A
`
= ;,
so folgt sofort, daß X
i
und X
j
unabhängig sind. Ansonsten beobachtet man, daß die
zugehörigen Zufallsvariablen X
`
; X
0
i
; X
0
j
unabhängig sind und man erhält
Prob(X
i
= a^ X
j
= b) = Prob(X
`
= 0)  Prob(X 0
i
= a)  Prob(X 0
j
= b)
+ Prob(X
`
= 1)  Prob(X 0
i
= a)  Prob(X 0
j
= b)
= 1=8 + 1=8 = 1=4:
Somit folgt (b) aus
Prob(X
i
= a j X
j
= b) =
Prob(X
i
= a^ X
j
= b)
Prob(X
j
= b)
=
1=4
1=2
=
1
2
:
Satz 1.50. Wenn für den Bitvektor (X
1
; : : : ; X
n
) zur Initialisierung des BIT-Algorithmus gilt,
daß
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(a) Prob(X
i
= 0) = Prob(X
i
= 1) = 1=2 für alle i = 1; : : : ; n und
(b) Prob(X
i
= a j X
j
= b)  p für alle i 6= j und a; b 2 B ,
dann ist BIT auf beliebigen Eingabefolgen (3 + p)=2-kompetitiv.
Beweis. Wir führen eine phasenweise Analyse im (i - 1)-Kostenmodell durch, wie sie
von S. Albers [ASW95, A98] vorgeschlagen wurde. Da BIT die Bedingung der paarwei-
sen Unabhängigkeit erfüllt, genügt es, Folgen  2 fx; yg zu betrachten. Diese Folgen
werden in Phasen eingeteilt, wobei eine Phase genau dann endet, wenn mindestens
zweimal hintereinander auf das gleiche Element zugegriffen wurde, und der nächste
Zugriff auf ein anderes Element gerichtet ist. Dann setzt nämlich BIT das mehrfach
nachgefragte Element garantiert nach vorne, und ohne Beschränkung der Allgemein-
heit macht ein optimaler Algorithmus auf fx; yg dies auch [RW90]. Wenn die letzte Pha-
se mit mehrfachen Zugriffen auf y endete, dann sind drei Typen von Phasen möglich:
(a) xk für k  2, (b) (xy)kx` für k  1; `  2 und (c) (xy)ky` für k  1; `  1.
Wir untersuchen nun diese drei Typen von Phasen jeweils für die vier möglichen
Fälle von b(x); b(y) zu Beginn der Phase. Zur anschließenden Berechnung der erwar-
teten Kosten benutzen wir die Voraussetzungen, daß der Wert eines Bits, o.B.d.A. b(x),
gleichverteilt ist, aber das andere Bit b(y) vomGegner soweit kontrolliert werden kann,
wie es die Annahme (b) über die Abhängigkeit von b(x) und b(y) zuläßt.
(a) Phase xk mit k  2. Die Kosten eines optimalen Offline-Verfahrens im (i - 1)-
Kostenmodell betragen 1. Für BIT finden wir
b(x) b(y) Kosten
0 0 1
0 1 1
1 0 2
1 1 2
Die mittleren Kosten betragen also 3=2, und für das kompetitive Verhältnis folgt
ebenfalls 3=2.
(b) Phase (xy)kx` mit k  1; `  2. Ein optimaler Offline-Algorithmus erzielt Kosten
k + 1. Wegen dem Alternieren der Bits bei BIT betrachten wir die Fälle k = 2m
und k = 2m + 1 separat.
b(x) b(y) Kosten bei k = 2m,m  1 Kosten bei k = 2m + 1,m  0
0 0 3m + 1 3m + 4
0 1 3m + 1 3m + 2
1 0 3m 3m + 2
1 1 3m + 2 3m + 2
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Falls k gerade ist, sind die erwarteten Kosten von BIT höchstens 3m + 1=2 + p
und der kompetitive Faktor höchstens 3=2. Wenn k ungerade ist, betragen die
erwarteten Kosten maximal 3m + 2 + p, und für den kompetitiven Faktor folgt
ebenfalls  3=2.
(c) Phase (xy)ky` mit k  1; `  1. In dieser Phase erzeugt ein optimaler Offline-
Algorithmus Kosten von k. Für BIT finden wir
b(x) b(y) Kosten bei k = 2m,m  1 Kosten bei k = 2m + 1,m  0
0 0 3m 3m + 2
0 1 3m 3m + 3
1 0 3m + 1 3m + 1
1 1 3m 3m + 1
Wenn k gerade ist, entstehen erwartete Kosten von höchstens 3m + p=2, also ein
kompetitives Verhältnis von nicht mehr als 3=2 + p=4. Falls k ungerade ist, fol-
gen mittlere Kosten von höchstens 3m + 3=2 + p=2. Für m = 0 wird hier der
kompetitive Faktor maximal: 3=2 + p=2.
Der kompetitive Faktor des Algorithmus ist das Maximum der kompetitiven Verhält-
nisse in den einzelnen Phasen und beträgt (3 + p)=2.
Korollar 1.51. Man kann den BIT-Algorithmus auf einer n-elementigen Liste mit nur
dlog(n+1)e zufälligen Bits initialisieren, so daß der kompetitive Faktor noch 1:75 bleibt.
Eine interessante offene Frage ist es, eine untere Schranke für den Tradeoff zwischen
kompetitivem Faktor und Anzahl der Zufallsbits zu bestimmen. Welcher kompetitive
Faktor ist möglich, wennman z.B.O(log logn) zufällige Bits zur Verfügung hat? Durch
ausgefeiltere Pseudo-Zufalls-Generatoren als das Schema von Lemma 1.49 ist eventuell
eine weitere Derandomisierung von BIT möglich, vgl. [Ni96].
Nach der zufälligen Initialisierung arbeitet BIT deterministisch nach einem sehr ein-
fachen Prinzip. In [G97] wurde versucht, durch eine höhere interne Komplexität die
Strategie gegenüber demOffline-Gegner besser zu verschleiern und dadurch den kom-
petitiven Faktor zu senken: anstatt das Bit b(x) bei jedem Zugriff auf x zu kippen, wird
b(x) durch einen Schritt einerMarkov-Kette auf f0; 1g bestimmt. Jedoch hat sich gezeigt,
daß dadurch keine Verbesserung möglich war.
Die Bestimmung des minimalen kompetitiven Faktors bei randomisierten Listenal-
gorithmen bleibt ein wichtiges offenes Problem [AM97, ASW95, T93]. Der beste bisher
bekannte Algorithmus COMB mit Faktor 1:6 stellt eine randomisierte Mischung des de-
terministischen TIMESTAMP-Verfahrens und des randomisierten BIT-Algorithmus dar.
Die Analyse zeigt, daß BIT hierbei noch eine recht rasche Umordnung der Liste vor-
nimmt. Eventuell liefert die Kombination von TS mit einem „trägeren“ Verfahren als
BIT eine Verbesserung. Ein Kandidat dafür ist RANDOMRESET [RWS94], das einen
kompetitiven Faktor von
p
3  1:733 aufweist. Die Entscheidungen über die Bewe-
gung einzelner Elemente sind dabei paarweise unabhängig. Allerdings besteht bei die-
sem Algorithmus die Möglichkeit, daß erst nach 3 aufeinanderfolgenden Zugriffen ein
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Element nach vorne bewegt wird. Um eine phasenweise Analyse durchzuführen, muß
die Anfragefolge  2 fx; ygm in Abschnitte eingeteilt werden, die genau dann enden,
wenn mindestens dreimal hintereinander auf das gleiche Element zugegriffen wird.
Während man eine Phasenaufteilung in Abschnitte, die bei mindestens zweimaligen
Zugriff auf ein Element enden, übersichtlich durchführen kann (siehe oben), wird ei-
ne solche Einteilung bei dreimaligem Zugriff sehr unübersichtlich, und die Kosten der
verschiedenenAlgorithmen auf den jeweiligen Phasen lassen sich nicht einfach darstel-
len.
1.8. Das gewichtete Listenproblem
In diesem Abschnitt untersuchen wir eine Verallgemeinerung des Listenproblems, bei
dem die Elemente verschiedene Längen bzw. Gewichte besitzen. Eine Instanz dieses
Problems besteht also aus den Listenelementen A = f1; : : : ; ng und zugehörigen Ge-
wichtenw = (w
1
; : : : ; w
n
) mit w
j
> 0. Das Lesen eines Elementes j kostet nunw
j
, und
bei einem Zugriff auf ein bestimmtes Symbol müssen alle Elemente vor und einschließ-
lich dem gesuchten Symbol gelesen werden.
Mit diesem Modell kann man beispielsweise das sequentielle Lesen von Daten-
sätzen von einem Band modellieren, bei dem die Datensätze verschiedene Längen be-
sitzen.
Im Falle von Anfragefolgen einer gedächtnislosen stochastischen Quelle mit Zu-
griffswahrscheinlichkeiten p = (p
1
; : : : ; p
n
) wurde das gewichtete Listenproblem in
[S56] untersucht, siehe [K98, Seiten 403f.]. Bei einer Listenordnung h1; 2; : : : ; ni entste-
hen die erwarteten Kosten pro Zugriff
p
1
w
1
+ p
2
(w
1
+w
2
) + p
3
(w
1
+w
2
+w
3
) +    + p
n
(w
1
+    +w
n
):
Satz 1.52. (Smith 1956)
Die Anordnung h1; 2; : : : ; ni ist genau dann optimal, wenn
p
1
w
1

p
2
w
2
    
p
n
w
n
:
Unter dem kompetitiven Kostenmodell wurde das gewichtete Listenproblem in
[AL94, AMN93] behandelt. Dabei wurden zwei Erweiterungen der Nach-Vorne-
Schieben-Regel eingeführt: RANDOM-MOVE-TO-FRONT (RMTF) bewegt Listenelement
j nach einemZugriff nurmit einerWahrscheinlichkeit proportional zu 1=w
j
nach vorne,
ansonsten passiert nichts. COUNTER-MOVE-TO-FRONT (CMTF) ist die derandomisierte
Version von RMTF. Hier wird für jedes Element j ein reellwertiger Zähler c
j
2 [0; 1)
benutzt, der bei einem Zugriff auf j um einen Wert zwischen 0 und 1 und proportional
zu 1=w
j
inkrementiert wird. Immer wenn dies einen Wert c
j
 1 ergeben würde, wird
davon 1 abgezogen und das Element nach vorne geschoben. Diese Derandomisierung
ist sinnvoll, wenn die Zugriffe unabhängig sind, oder wenn man vom Modell des sta-
tischen Gegners (lazy adversary) ausgeht, wie es in [AMN93] gemacht wird, siehe auch
[BM85] für dieses Modell. Sei w
max
= maxfw
j
: 1  j  ng und w
min
entsprechend,
sowieW =
P
n
i=1
w
i
.
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Satz 1.53. (d'Amore et.al. 1993, 1994)
(a) Gegenüber einem statischen Gegner sind RMTF und CMTF 2-kompetitiv.
(b) Bei beliebigen deterministischen Gegnern ist der Standard-MTF-Algorithmus
(1 +w
max
=w
min
)-kompetitiv, falls w
max
=w
min
 2.
Im letzten Fall muß das Kostenmodell so erweitert werden, daß ein bezahlter Aus-
tausch (paid exchange) zwischen zwei Elementen x und y, bei denen x vor y steht, gerade
w(x) kostet. Wenn man nur Einheitskosten annehmen würde, dann könnte der Geg-
ner vor einem Zugriff das benötigte Element mit Hilfe von bezahlten Austauschen an
den Listenkopf bewegen und dadurch weniger Kosten verursachen als beim regulären
Durchsuchen der Liste.
Wir bemerken, daß die Bedingung w
max
=w
min
 2 nicht erforderlich ist. Wir ge-
ben eine untere Schranke an, die zeigt, daß der kompetitive Faktor von Satz 1.53 (b)
höchstens um einen Faktor (1+w
max
=W) w
max
=w
min
über dem Optimum liegt. Da-
zu benötigen wir
Lemma 1.54. Seien a
1
; : : : ; a
n
und b
1
; : : : ; b
n
, alle positiv, mit
a
1
b
1

a
2
b
2
    
a
n
b
n
: (1.21)
Sei A =
P
n
i=1
a
i
und B =
P
n
i=1
b
i
sowie b
max
= maxfb
i
: 1  i  ng und
b
min
= minfb
i
: 1  i  ng. Dann gilt
n
X
i=1
a
i

i
X
j=1
b
j

b
max
b
min
+ b
max
A  (B+ b
max
):
Beweis. (Induktion nach n)
Für n = 1 gilt
a
1
 b
1

1
2
a
1
(b
1
+ b
1
):
Für n > 1 nehmen wir an, daß die Aussage für n - 1 gilt. Dabei betrachten wir den
Fall, daß b
max
und b
min
in b
1
; : : : ; b
n-1
liegen. Die Fälle b
max
= b
n
oder b
min
= b
n
behandelt man leicht separat.
n
X
i=1
a
i

i
X
j=1
b
j

b
max
b
min
+ b
max
 (A - a
n
)  (B- b
n
+ b
max
) + a
n
 B
=
b
max
[AB+ (A- a
n
)(b
max
- b
n
)] + a
n
b
min
B
b
min
+ b
max

b
max
b
min
+ b
max

 
A(B+ b
max
) -Ab
n
- a
n
(b
max
- b
n
) + a
n
B


b
max
b
min
+ b
max

 
A(B+ b
max
) -Ab
n
+ a
n
B


b
max
b
min
+ b
max
A(B + b
max
) :
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Die letzte Ungleichung folgt mit Hilfe von (1.21) aus
A
B
=
P
n
i=1
a
i
P
n
j=1
b
j
 min
1kn

a
k
b
k

=
a
n
b
n
;
was man mit Induktion nach n sieht.
Satz 1.55. Für jeden deterministischen Online-Algorithmus ALG und jede Gewichtszuord-
nung (w
1
; : : : ; w
n
) existieren Zugriffsfolgen , so daß der kompetitive Faktor mindestens

1 +
w
min
w
max


W
W+w
max
beträgt.
Beweis. Wir konstruieren die Zugriffsfolge  der Länge m so, daß stets auf das letz-
te Element in ALG's Liste zugegriffen wird. Die Kosten betragen dann ALG() =
mW = m
P
n
i=1
w
i
. Sei m
j
die Häufigkeit des Symbols j in . Ein möglicher Offline-
Algorithmus sortiert seine Liste nach absteigenden m
j
=w
j
, was Kosten von höchstens
 
n
2

w
max
erzeugt. Sei diese Ordnung durch h1; 2; : : : ; ni gegeben. Dann wird der Algo-
rithmus die Anfragefolge mit dieser statischen Liste abarbeiten. Der optimale Offline-
Algorithmus OPT hat keine höheren Kosten als dieses Verfahren. Dabei entstehen Ko-
sten von
m
1
w
1
+m
2
(w
1
+w
2
) +    +m
n
W 
w
max
w
min
+w
max
m  (W +w
max
);
wobei mit Hilfe von Lemma 1.54 abgeschätzt wurde. Für das Verhältnis der Kosten
folgt
ALG()
OPT()

mW
m(W +w
max
)w
max
=(w
min
+w
max
) +
 
n
2

w
max
;
was für feste n und hinreichend großem beliebig nahe an

1 +
w
min
w
max


W
W+w
max
liegt.
In Hinblick auf Satz 1.52 und die SORT-BY-DELAY(k)-Regeln aus Abschnitt 1.4.3 er-
scheint auf den ersten Blick eine verallgemeinerte Familie WEIGHTED-SBD(k) möglich,
bei der die Liste zum Zeitpunkt t die Form hx
1
; : : : ; x
n
i hat, falls
w
x
1
s
k
(x
1
; t)  w
x
2
s
k
(x
2
; t)      w
x
n
s
k
(x
n
; t):
Da beim Übergang t ! t + 1 aber alle Rangwerte (außer dem des nachgefragten Ele-
mentes 
t+1
) um 1 erhöht werden, können sich aufgrund der Vorfaktoren w
x
auch die
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Reihenfolgen von beliebigen Elementen ändern. Die Kosten dieser bezahlten Austau-
sche sind nicht zu kontrollieren. Außerdem erfüllen diese Regeln nicht die Bedingung
der paarweise Unabhängigkeit, da es nicht nur auf die relative Ordnung, sondern auf
die absoluten Werte der Ränge w
x
s
k
(x; t) ankommt.
Wir untersuchen den randomisierten Algorithmus BIT (siehe Seite 76) in dem
Modell des gewichteten Listenproblems. Im Standardmodell ist BIT 1:75-kompetitiv
[RWS94]. Wir zeigen
Satz 1.56. Gegenüber einem blinden Offline-Gegner (oblivious adversary) OPT gilt für alle
Gewichte w = (w
1
; : : : ; w
n
) und alle Zugriffsfolgen  der Länge jj = m, daß
E[BIT()]  max

1 +
3
4
w
max
w
min
;
3
2
w
max
w
min

 OPT():
Beweis. Eine wichtige Beobachtung aus [RWS94] ist, daß zu jedemZeitpunkt t für jedes
Element x das entsprechende Bit b(x) gleichverteilt und unabhängig von den anderen
Bits oder der Position von x ist.
Wir modifizieren nun die Potentialfunktion aus [RWS94], so daß die Gewichte be-
rücksichtigt werden. Ein Paar hy; xi heißt Inversion, wenn y vor x in der von BIT ver-
walteten Liste steht und x vor y in OPT's Liste. Diese Inversion ist vom Typ 1 + b(x)
und hat das Gewicht w
y
. Das Potential der Datenstruktur zum Zeitpunkt t definieren
wir als

t
=
X
hy;xi
Inversion
(1 + b(x)) w
y
:
Man beachte, daß  eine Zufallsvariable ist. Zu Beginn starten BIT und OPT mit der
gleichen Liste, also 
0
= 0. Sei der aktuelle Zugriff 
t
= x. Sei A die Menge der
Elemente, die bei BIT und bei OPT vor x stehen, und B die Menge der y, so daß hy; xi
eine Inversion ist. Für eine Menge X von Listenelementen sei w(X ) =
P
x2X
w
x
ihr
Gewicht. Für die tatsächlichen Kosten in diesem Schritt gilt dann
OPT
t
 w
x
+w(A); BIT
t
= w
x
+w(A) +w(B):
Für die amortisierten Kosten müssen wir die Potentialänderung berechnen. Dazu be-
trachten wir erst, welche Inversionen durch die Aktion von BIT verschwinden. Falls
b(x) = 0, dann wird x nach vorne geschoben, und alle hy; xi mit y 2 B verschwinden.
Im Falle b(x) = 1 wird x nicht bewegt, aber alle Inversionen hy; xi mit y 2 B ändern
ihren Typ von 2 auf 1. Insgesamt folgt, daß das Potential um w(B) abnimmt. Durch
die Aktion von BIT und OPT können auch neue Inversionen entstehen, nämlich dann,
wenn entweder BIT oder OPT das Element x an einem z 2 A vorbei nach vorne ziehen,
aber nicht beide. Sei A 0  A die Menge der Elemente, die nach der Abarbeitung des
Zugriffs auf x in der Liste von OPT noch vor x stehen. Sei b(x) = 0, d.h. x wird von BIT
nach vorne bewegt. Dann entsteht für jedes z 2 A 0 eine neue Inversion hx; zi vom Typ
1 + b(z), und das erwartete Gesamtgewicht dieser Inversionen ist  3
2
 jA
0
j w(x). Im
86
1.8. Das gewichtete Listenproblem
Falle b(x) = 1 bleibt x auf seiner Position und durch die Aktion von OPT wird für jedes
z 2 A - A
0 eine Inversion hz; xi entstehen. Diese Inversionen haben alle den Typ 1, da
das Bit von x gekippt wird. Das erwartete Gesamtgewicht dieser Inversionen ist also
 w(A-A
0
). Da das Bit b(x) gleichverteilt ist, folgt für denmittleren Potentialzuwachs
aufgrund neuer Inversionen

1
2

3
2
 jA
0
j w
x
+
1
2
w(A-A
0
)

3
4

w
max
w
min
w(A
0
) +
1
2
w(A-A
0
)

3
4

w
max
w
min
w(A):
Dabei habenwir benutzt, daß für beliebige Elemente x; y die Beziehungw
x
 w
y
w
max
=w
min
gilt. Insgesamt folgt für die mittleren amortisierten Kosten des Zugriffs auf x
E[a
t
] = w(A) +w(B) +w
x
+ 
 w(A) +w(B) +w
x
-w(B) +
3
4
w
max
w
min
w(A)
=

1+
3
4
w
max
w
min


 
w(A) +w
x

-
3
4
w
max
w
min
w
x


1+
3
4
w
max
w
min

 OPT
t
-
3
4
w
max
:
Wir müssen auch noch den Fall eines bezahlten Austauschs zwischen zwei Elementen
x und y betrachten. Dieser Austausch kostet w
x
für OPT. Falls dabei eine Inversion
hy; xi entsteht, so wird das mittlere Potential um
3
2
w
y

3
2
w
max
w
min
w
x
erhöht. Insgesamt können wir das Verhältnis zu den optimalen Kosten abschätzen
durch
E[BIT()]
OPT()
 max

1+
3
4
w
max
w
min
;
3
2
w
max
w
min

:
Als nächstes betrachten wir stochastische Quellen ohne Gedächtnis. Die Simple(k)-
bzw. Batched(k)-MTF-Verfahren können übertragenwerden, indemwir das obige Sche-
ma von RANDOM-MTF oder COUNTER-MTF anwenden. Wenn nur bei k-fachem Zugriff
das nachgefragte Element j bewegt wird, darf dies nur ungefähr alle wk
j
Fälle gesche-
hen. Wir konzentrieren uns auf Batched(k)-MTF in Kombinationmit der randomisierten
Variante. Sei 
j
= A=w
j
die Wahrscheinlichkeit, daß RANDOM-MTF eine Aktion aus-
führt, wenn auf j zugegriffen wird. Dabei muß 0 < A  minfw
j
g sein, damit 0 < 
j
 1.
Indemman Amaximal wählt, wird die Konvergenz des Verfahrens optimiert.
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Satz 1.57. Sei  eine Startkonfiguration. Die erwartete Suchzeit der Batched(k)-RMTF-Regel
nach kt Zugriffen beträgt
E
k
(kt) = E
k
(1) +OW
k;
(kt):
Dabei betragen die asymptotischen Kosten
E(1) = 1+
X
i<j
p
i
(
j
p
j
)
k
+ p
j
(
i
p
i
)
k
(
i
p
i
)
k
+ (
j
p
j
)
k
und der anfängliche Mehraufwand pro Zugriff
OW
k;
(kt) =
X
i<j

p
i

(j)<(i)
+ p
j

(i)<(j)
-
p
i
(
j
p
j
)
k
+ p
j
(
i
p
i
)
k
(
i
p
i
)
k
+ (
j
p
j
)
k

 (1 - (
i
p
i
)
k
- (
j
p
j
)
k
)
t
:
Beweis. Für die Wahrscheinlichkeit b
kt
(j; i), daß j nach kt Zugriffen vor i steht, beach-
ten wir, daß ein Element ` nur mit Wahrscheinlichkeit (
`
p
`
)
k bewegt wird. Die Wahr-
scheinlichkeit, daß nach kt Schritten weder i noch j an den Listenkopf gesetzt wurden,
ist (1-(
i
p
i
)
k
-(
j
p
j
)
k
)
t. Wenn innerhalb der letzten kt Zugriffe die letzte Bewegung
von j nach der letzten Bewegung von i aufgetreten ist, so hat dies die Wahrscheinlich-
keit (
j
p
j
)
k
=((
i
p
i
)
k
+ (
j
p
j
)
k
)  (1 - (1 - (
i
p
i
)
k
- (
j
p
j
)
k
)
t
). Zusammen erhält man
(vgl. Satz 1.33)
b
kt
(j; i) =
(
j
p
j
)
k
(
i
p
i
)
k
+ (
j
p
j
)
k
+


(j)<(i)
-
(
j
p
j
)
k
(
i
p
i
)
k
+ (
j
p
j
)
k

 (1 - (
i
p
i
)
k
- (
j
p
j
)
k
)
t
:
Satz 1.58. Wenn alle Startverteilungen  gleich wahrscheinlich sind, gilt für beliebige " > 0,
daß
t  t

:=
&
1
ek


n
2
4"
min

k
'
=) E
k
(kt)  (1 + ")  E
k
(1):
Beweis. Eine hinreichende Bedingung für die Aussage ist OW
k
(kt)  ", vgl. Satz 1.36.
OW
k
(kt) =
X
i<j
(p
i
- p
j
)((
i
p
i
)
k
- (
j
p
j
)
k
)
2((
i
p
i
)
k
+ (
j
p
j
)
k
)
 (1 - (
i
p
i
)
k
- (
j
p
j
)
k
)
t


n
2

 max
1in

p
i
 (1 - (
i
p
i
)
k
)
t

=2


n
2

 max
0p1

p  e
-t(
min
p)
k

=2
=

n
2


1
2
min


1
tke

1=k
:
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Damit folgt die hinreichende Bedingung
t  t

:=
&
1
ek


n
2
4"
min

k
'
:
Insbesondere folgt für die Nach-Vorne-Schieben-Regel, daß O( n
2
"
min
) Zugriffe hinrei-
chend sind. IndemmanA = w
min
maximal wählt, wird die Konvergenzzeit minimiert:
O(
n
2
w
max
"w
min
) Schritte sind hinreichend.
1.9. Bidirektionale Suche in Listen
In diesemAbschnitt betrachtenwir Suchverfahren für doppelt verkettete lineare Listen,
bei denen die Suche nach einem Listenelement von jeder Seite der Liste beginnen kann.
Die Suchkosten sollen wieder gleich der Anzahl der Vergleiche sein, die nötig sind, auf
das entsprechende Element zuzugreifen.
Solche Mechanismen werden beispielsweise in Betriebssystemen eingesetzt, um
Speicherblöcke oder Zugriffe auf Plattenblöcke zu verwalten, siehe [K98]. Ein anderes
Modell, das im folgenden unsere Intuition leitet, ist die Realisierung einer Datenbank,
die von zwei Personen L und R benutzt wird. Bei Zugriffen von Lwird die Liste von der
linken Seite durchsucht, und bei Zugriffen von R von der rechten Seite. In dieser Situa-
tion versuchen adaptive Listenalgorithmen, die Zugriffskosten für L und R gleichzeitig
zu minimieren.
Wir kennen nur die Arbeiten [MRB80, NO89, VO93], in denen Heuristiken für dop-
pelt verkettete Listen analysiert werden. Die naheliegende Methode, um gute Verfah-
ren zu erhalten, wurde directed mapping genannt [NO89], sie kann auf jeden Algorith-
mus für einfach verkettete Listen angewendet werden. Wenn ein Element vom linken
Ende der Liste aus gesucht wird, wird das Verfahren wie bisher angewendet und das
nachgefragte Element ein Stück nach links bewegt. Wenn die Suche vom rechten En-
de der Liste aus beginnt, dann wird die „Reflektion“ des Verfahrens angewendet und
das Element ein Stück nach rechts bewegt. Auf diese Weise ist sichergestellt, daß der
Aufwand für die Umordnung proportional zu den Suchkosten bleibt.
Zum Beispiel ergibt sich aus der gewöhnlichenNach-Vorne-Schieben-RegelMTF die
Nach-Vorne-Schieben-Regel für doppelt verkettete Listen DMTF, bei der das nachge-
fragte Element an die Seite der Liste bewegt wird, von dem die Suche begann.
1.9.1. Mittleres Verhalten der DMTF-Regel
Als erstes betrachten wir unabhängige identisch verteilte Zugriffe; dies ist die einzige
Situation, die bisher in der Literatur betrachtet wurde.
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Unabhängige Zugrie
Sei p = (p
1L
; : : : ; p
nL
; p
1R
; : : : ; p
nR
) eine Zugriffsverteilung für eine doppelt verkettete
Liste, dabei ist p
iL
 0, p
iR
 0 und
P
n
i=1
(p
iL
+ p
iR
) = 1. Dabei soll p
iL
die Wahr-
scheinlichkeit bezeichnen, mit der Element i von links her nachgefragt wird, analog
p
iR
die Wahrscheinlichkeit für ein Zugriff von rechts. Wenn Element i von links her
nachgefragt wird, sagen wir auch, daß auf das Element iL zugegriffen wird, usw.
Sei ohne Beschränkung der Allgemeinheit
p
1L
- p
1R
 p
2L
- p
2R
     p
nL
- p
nR
:
Dann ist die optimale Listenordnung h1; 2; : : : ; ni und hat die erwarteten Kosten
M(p) =
n
X
i=1
p
iL
 i+ p
iR
 (n + 1- i)
=
n
X
i=1
(p
iL
- p
iR
)  i+ (n + 1) 
n
X
i=1
p
iR
:
Bezeichne b(j; i) die asymptotische Wahrscheinlichkeit, daß Element j links von Ele-
ment i steht. Es gilt
b(j; i) =
p
jL
+ p
iR
p
jL
+ p
iR
+ p
iL
+ p
jR
;
und die erwarteten Kosten von DMTF ergeben sich zu
E
DMTF
(p) = 1 +
X
i
X
j6=i
p
iL
b(j; i) + p
iR
b(i; j)
= 1 +
X
i
X
j6=i
p
iL
(p
jL
+ p
iR
) + p
iR
(p
iL
+ p
jR
)
p
jL
+ p
iR
+ p
iL
+ p
jR
; (1.22)
und es folgt E
DMTF
(p)  2 M(p) für alle Zugriffsverteilungen p, siehe [MRB80].
Wir betrachten nun dieses Zugriffsmodell unter einem etwas anderen Blickwinkel.
Seien p(L) =
P
n
i=1
p
iL
und p(R) = 1 - p(L) die Wahrscheinlichkeiten für einen Zu-
griff von L oder von R. Weiter seien zwei Verteilungen auf f1; : : : ; ng definiert durch
l
i
= p
iL
=p(L) und r
i
= p
iR
=p(R). Dann kann die ursprüngliche Zugriffsverteilung
ausgedrückt werden durch
p
iL
= p(L)  l
i
; p
iR
= p(R)  r
i
;
wobei p(L) die Balance zwischen Zugriffen von L und R beschreibt. Wennman die Ver-
teilungen (l
i
)
n
i=1
und (r
i
)
n
i=1
festhält und einen Balance-Parameter 0    1 variiert,
also die Verteilung
p
iL
=   l
i
; p
iR
= (1 - )  r
i
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betrachtet, sei EDMTF() die erwartete Suchzeit unter der DMTF-Regel. Wir bezeichnen
zwei Verteilungen (l
i
)
n
i=1
und (r
i
)
n
i=1
als anti-monoton, wenn für alle i < j gilt, daß l
i
> l
j
und r
i
> r
j
. Das steht im Gegensatz zu doppelt monotonen (dually monotonic) Paaren von
Verteilungen, die durch l
i
> l
j
und r
i
< r
j
definiert sind [VO93]. Für doppelt mono-
tone Verteilungen ist die optimale Listenanordnung h1; 2; : : : ; ni. Für anti-monotone
Verteilungen ist die Listenordnung, die die erwartete Zugriffszeit minimiert, nicht un-
mittelbar klar. Dieses Zugriffsmodell beschreibt die (manchmal realistische) Situation,
daß die Präferenzen von L und R die gleiche Reihenfolge besitzen.
Der folgende Satz besagt, daß bei anti-monotonen Zugriffsverteilungen und belie-
biger Balance die Kosten bei der simultanen Optimierung der Listenordnung für L und
R niemals geringer sind als die gewichteten Kosten von zwei separaten MTF-Listen für
die Zugriffe von links bzw. rechts. Anschaulich gesprochen stören sich die Benutzer
L und R bei der Listenoptimierung gegenseitig, so daß das Gesamtergebnis schlechter
ausfällt als bei getrennten Verfahren.
Satz 1.59. Seien ein Paar von anti-monotonen Verteilungen (l
i
)
n
i=1
und (r
i
)
n
i=1
und ein
Balance-Parameter 0    1 gegeben, dann gilt
E
DMTF
()    E
DMTF
(1) + (1 - )  E
DMTF
(0):
Beweis.
E
DMTF
() = 1 +
X
i
X
j6=i
p
iL
b(j; i) + p
iR
b(i; j)
= 1 +
X
i<j
p
iL
b(j; i) + p
iR
b(i; j) + p
jL
b(i; j) + p
jR
b(j; i)
= 1 +
X
i<j

2
l
i
l
j
+ 2(1 - )l
i
r
i
+ (1 - )
2
r
i
r
j
(l
i
+ l
j
) + (1 - )(r
i
+ r
j
)
| {z }
g()
:
Das Resultat folgt aus der analogen Behauptung für beliebige Paare i < j, also g() 
g(1) + (1 - )g(0), die für alle 0    1 gilt, was man direkt nachrechnet.
Ein Sonderfall davon entsteht, wenn beide Verteilungen gleich sind, l
i
= r
i
. In die-
sem Fall ist die erwartete Suchzeit symmetrisch im Balance-Paramter, d.h. EDMTF() =
EDMTF(1-) für 0    1. Wir betrachten den Fall einer Verteilung nach Zipf für L und
R, d.h. l
i
= r
i
= c=i für i = 1; : : : ; n, wobei c = 1=H
n
und H
n
=
P
n
j=1
1=j die nte
harmonische Zahl ist.
Satz 1.60. Für anti-monotone Zipf-Verteilungen und Balance-Parameter 0    1 gilt
E
DMTF
= 2(1 - )n+ (2 - 1)
2

(2n + 1)H
2n+1
- 2(n + 1)H
n+1
+ 1

=H
n
+ 1=2
= 2(1 - )n+ 2 ln(2)(2 - 1)2  n=H
n
- 1=2+ 4 - 4
2
+ o(1)
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Man beachte, daß für einfach verkettete Listen und MTF unter der Zipf-Verteilung
die erwartete Suchzeit
E
MTF
=
1
2
+ c
X
i
X
j
1
i+ j
= 2 ln(2)n=H
n
- 1=2 + o(1)
mit o(1) ! 0 für n ! 1 gilt, siehe [K98, Seite 402], was aus der asymptotischen Ent-
wicklung der Summe
n
X
i=1
n
X
j=1
1=(i + j) = (2n + 1)H
2n+1
- 2(n + 1)H
n+1
+ 1
= 2 ln(2)  n - ln(n) - 1=2+ ln(2) - -O(1=n)
folgt und in obiger Formel für  = 0 oder  = 1 enthalten ist. Dabei ist  = 0:577 : : :
die Eulersche Konstante. Die asymptotischen erwarteten Suchkosten berechnen wir
wie folgt.
Beweis. Man beobachtet zunächst, daß j
i(i+j)
=
1
i
-
1
i+j
gilt. Damit folgt aus (1.22), daß
E
DMTF
=
1
2
+ c
X
i;j

i
 (i+ (1 - )j) +
1-
i
 (j + (1 - )i)
i+ (1 - )j+ j+ (1 - )i
=
1
2
+ c(
2
+ (1 - )
2
)
X
i;j
1
i+ j
+ 2c(1 - )
X
i;j
j
i(i+ j)
=
1
2
+ 2(1 - )  n+ c(2 - 1)
2
X
i;j
1
i+ j
und durch Einsetzen der asymptotischen Entwicklung für
P
i;j
1=(i + j) und c = 1=H
n
erhält man das Ergebnis.
Abhängige Zugrie
Nun betrachten wir die Situation einer Zugriffsfolge, die durch eine positiv-rekurrente
Markov-Kette P erster Ordnung modelliert werden kann. Der Zustandsraum der Ket-
te ist f1L; : : : ; nL; 1R; : : : ; nRg, und die Übergänge werden durch Wahrscheinlichkeiten
p
iD;jD
0 beschrieben, wobei i; j 2 f1; : : : ; ng und D;D 0 2 fL; Rg. Die eindeutigen sta-
tionären Wahrscheinlichkeiten seien 
iD
. Weiter seien m
iD;jD
0 die mittleren Erstein-
trittszeiten und p^
iD;jD
0
= p
jD
0
;iD
 
jD
0
=
iD
die Übergangswahrscheinlichkeiten der
rückwärtslaufenden Kette. Die folgende Beobachtung ist grundlegend für die Analyse.
Lemma 1.61. Wenn auf iL zugegriffen wird, dann steht j links von i, wenn wir von iL ausge-
hend die Zugriffsfolge zurückverfolgen und auf jL oder iR treffen, bevor iL oder jR aufgetreten
ist. Wenn auf iR zugegriffen wird, dann steht i links von j, wenn wir von iR ausgehend die
Zugriffsfolge zurückverfolgen und auf iL oder jR treffen, bevor iR oder jL aufgetreten ist.
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Sei b(j; ijiL) die asymptotische Wahrscheinlichkeit, daß j links von i steht, wenn ge-
rade auf iL zugegriffen wird, und b(i; jjiR) die asymptotische Wahrscheinlichkeit, daß
i links von j steht, wenn gerade auf iR zugegriffen wird. Diese Wahrscheinlichkeiten
können mit Hilfe von Tabu-Mengen berechnet werden. Dazu bezeichne
iL;jR;iR
^
f

iL;jL
die Wahrscheinlichkeit, von iL aus rückwärts zu laufen und in einer beliebigen Anzahl
von Schritten das Element jL zu erreichen, ohne die Tabu-Zustände iL, jR oder iR als
Zwischenzustände zu benutzen. Hierbei wird auch iR ausgeschlossen, um den ersten
Eintritt in jL oder iR als disjunkte Ereignisse betrachten zu können. Diese Wahrschein-
lichkeiten können gemäß Formel (A.3) angegeben werden, und wir erhalten
Lemma 1.62.
b(j; ijiL) =
iL;jR;iR
^
f

iL;jL
+
iL;jR;jL
^
f

iL;iR
b(i; jjiR) =
iR;jL;iL
^
f

iR;jR
+
iR;jL;jR
^
f

iR;iL
:
Mit Hilfe von b(i; jjiR) = 1 - b(j; ijiR) ergibt sich
Satz 1.63. Die asymptotische erwartete Suchzeit bei Zugriffsfolgen gemäß der Markov-Kette P
ist
E
DMTF
(P) = 1 +
n
X
i=1
X
j6=i

iL
b(j; ijiL) + 
iR
b(i; jjiR):
Wir geben ein Beispiel. Seien (l
1
; : : : ; l
n
) und (r
1
; : : : ; r
n
) zweiWahrscheinlichkeits-
verteilungen auf f1; : : : ; ng. Wir betrachten das oben vorgestellte Szenario zweier Be-
nutzer L und R, deren Zugriffe unabhängig voneinander sind, aber deren Zugriffe in
Blöcken ankommen. Dabei sei die Blockgröße K geometrisch verteilt mit Parameter
0 <  < 1, also Prob(K = k) = (1 - )k-1 für k  1. Die erwartete Blockgröße ist also
1=(1 - ).
Mit diesen Annahmen finden wir für die Übergangsmatrix der Markov-Kette
p
iL;jL
= l
j
p
iL;jR
= (1 - )r
j
p
iR;jR
= r
j
p
iR;jL
= (1 - )l
j
:
Lemma 1.64. In dem oben definierten Beispiel gilt 
iL
= l
i
=2, 
iR
= r
i
=2, und
b(j; ijiL) =
(r
i
+ r
j
)l
j
 + l
j
+ r
i
(l
i
r
i
+ l
i
r
j
+ l
j
r
i
+ l
j
r
j
)+ l
i
+ l
j
+ r
i
+ r
j
b(i; jjiR) =
(l
i
+ l
j
)r
j
 + l
i
+ r
j
(l
i
r
i
+ l
i
r
j
+ l
j
r
i
+ l
j
r
j
)+ l
i
+ l
j
+ r
i
+ r
j
:
Das Lemma folgt durch Auswerten von Lemma 1.62 und eine längere, aber einfache
Rechnung (Berechnenmehrerer 33-Matrizen). Wir illustrieren es für die Verteilungen
l
i
= r
i
= 1=(i

H
()
n
) und  = 1; 2; 3 am Beispiel von n = 10 Elementen.
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4:4
4:6
4:8
5
5:2
5:4
5:6
0 0:2 0:4 0:6 0:8 1
 = 1
 = 2
 = 3
Verlauf von EDMTF(P) für  2 [0; 1].
Im Fall  = 0werden von L und R nur einzelne Zugriffe gemacht, deren Reihenfolge
gleichverteilt ist. Somit ist keinerlei Optimierung möglich, und die Suchzeit beträgt
(n + 1)=2. Mit zunehmender Blockgröße (wachsendem ) hat der Algorithmus mehr
Zeit, die Listenordnung jeweils für L oder R zu optimieren; dies funktioniert umso
besser, je stärker die Zugriffsverteilung von der Gleichverteilung entfernt ist (größere
). Im Grenzfall  = 1 erfolgen die Zugriffe nur von einer Seite, und man erhält das
gleiche Ergebnis wie bei einer einfach verketteten Liste.
1.9.2. Kompetitives Verhalten der DMTF-Regel
In diesem Abschnitt zeigen wir, daß die Kosten der DMTF-Regel höchstens um den
Faktor 2 höher sind als die Kosten beliebiger Offline-Gegner.
Satz 1.65. Für beliebige Zugriffsfolgen  gilt:
DMTF()  2  OPT():
Beweis. Für zwei Listenelemente x 6= y sagen wir hx; yi, wenn in der von DMTF verwal-
teten Liste x links von y steht. hx; yi heißt Inversion, wenn in der Liste des optimalen
Gegners y links von x steht.
Sei eine Zugriffsfolge  = (
1
; : : : ; 
m
) gegeben, und sei der aktuelle Zugriff 
t
2
fxL; xRg. Für die amortisierte Analyse benutzen wir die Anzahl aller Inversionen als
Standard-Potentialfunktion. Sei weiterA dieMenge der Elemente y, so daß hy; xi keine
Inversion ist, B die Menge der y, so daß hy; xi eine Inversion ist. Sei C die Menge der
Elemente y, so daß hx; yi eine Inversion ist, und D die Menge der y, so daß hx; yi keine
Inversion ist. Schließlich sei jAj = A, jBj = B, jCj = C und jDj = D.
Sei nun der aktuelle Zugriff 
t
= xL. Die Kosten des optimalen Algorithmus sind
OPT
t
= A + C + 1, und der Online-Algorithmus weist Kosten DMTF
t
= A + B + 1 auf.
94
1.10. Suche in mehreren Listen
Aufgrund der Aktion von DMTF verringert sich das Potential um B, da die Inversionen
hy; xi mit y 2 B verschwinden. Je nachdem, wie weit OPT sein x nach links bewegt,
verwandeln sich einige oder alle der hz; xi mit z 2 A zu Inversionen hx; zi mit z 2 C.
Die Potentialänderung beträgt also höchstens A - B, und für die amortisierten Kosten
a
t
von DMTF folgt
a
t
= DMTF
t
+  = A+ B+ 1 +A- B  2  OPT
t
- 1:
Analog sei der aktuelle Zugriff 
t
= xR. Die Kosten des optimalen Algoritmus sind
OPT
t
= B+D + 1, und der Online-Algorithmus weist Kosten DMTF
t
= C +D + 1 auf.
Aufgrund der Aktion von DMTF verringert sich das Potential um C, da die Inversionen
hx; yi mit y 2 C verschwinden. Durch die Aktion von OPT können bis zu D neue
Inversionen entstehen. Die Potentialänderung beträgt also höchstens D - C, und für
die amortisierten Kosten a
t
von DMTF gilt
a
t
= DMTF
t
+  = C +D+ 1 +D- C  2  OPT
t
- 1:
Insgesamt folgt, daß DMTF ein 2-kompetitiver Listenalgorithmus ist.
Da das Modell der bidirektionalen Suche die Suche in einer Richtung als Spezialfall
enthält, ist 2 auch eine untere Schranke für den kompetitiven Faktor von DMTF, und
damit ist DMTF optimal im kompetitiven Modell.
1.10. Suche in mehreren Listen
Wir betrachten folgendesModell, das in [CW90] eingeführt wurde. Die n Elemente der
Menge A sollen auf k Listen L
1
; : : : ; L
k
verteilt werden. Beim Zugriff auf ein Element i
wird in der Liste L
h
mit i 2 L
h
gesucht, die Zugriffskosten sind gleich der Position, auf
der i gefunden wurde. Die Auswahl der richtigen Liste L
h
verursacht keine Kosten.
Dieses Modell beschreibt beispielsweise Hashing mit Verkettung, wenn die Aus-
wertung der Hashfunktion keine Kosten erzeugt, sondern der Suchaufwand in der li-
nearen Liste bewertet wird. Ein praktisches Beispiel für diese Situation ist ein Waren-
lager, in dem Kisten übereinander stehen. Bei dem Finden des richtigen Kistenstapels
entstehen keine Kosten, aber der Zugriff auf die k-oberste Kiste verursacht Kosten k.
Die Aufgabe ist es nun, die Kisten so zu Stapeln zusammenzustellen bzw. dynamisch
umzuschichten, daß die Zugriffskosten minimiert werden.
In [CW90] wird ausschließlich die Klasse K der Regeln betrachtet, die das gefun-
dene Element an den Kopf einer beliebigen Liste setzen (MOVE-TO-FRONT for multiple
lists). Eine solche Regel ist also eine Abbildung des aktuellen Zustands der Listen und
des aktuellen Zugriffs auf eine Liste. Man beachte, daß die Längen der Listen bei die-
sem Vorgang variieren können. Die Autoren führen als Teilmenge vonK die Klasse der
partition policies ein, die nur amAnfang eine Zuordnung der Elemente auf die einzelnen
Listen vornehmen, und anschließend diese Aufteilung nicht mehr ändern. Unter dem
Modell von stochastisch unabhängigen, identisch verteilten Zugriffen zeigen sie eine
hinreichende Bedingung dafür, daß eine optimale Strategie eine partition policy ist und
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geben auch ein Beispiel, bei der eine andere Strategie geringere Kosten hat als die beste
partition policy.
Unabhängige stochastische Zugrie
Im folgenden lassen wir weitere Regeln zu. Zunächst charakterisieren wir optimale
Anordnungen. Seien p
1
     p
n
die Zugriffswahrscheinlichkeiten der Elemente.
Weiter sei n = m  k für einm. Eine optimale Aufteilung auf die Listen ist dann
L
1
= h 1 ; k+ 1 ; 2k+ 1 ; : : : ; n- k+ 1 i
L
2
= h 2 ; k+ 2 ; 2k+ 2 ; : : : ; n- k+ 2 i
...
L
k
= h k ; k+ k ; 2k+ k ; : : : ; n i:
Denn es ist optimal, die k Elemente mit den größten Wahrscheinlichkeiten auf die
jeweils ersten Listenplätze zu setzen und entsprechend fortzufahren. Keine Vertau-
schung von zwei Elementen kann dann die erwarteten Suchkosten verkleinern.
E[MOPT](p) =
k
X
h=1
n=k
X
i=1
i  p
k(i-1)+h
;
wobei MOPT für MEHRFACHLISTEN-OPT steht. Die bekannten Heuristiken für adap-
tive Listen können wir direkt auf diesen Fall übertragen, wenn wir die Kosten für die
Umordnung zunächst nicht betrachten. Dazu lesen wir die obigen Aufteilung spal-
tenweise, und versuchen, die Ordnung h1; 2; : : : ; ni möglichst gut zu approximieren.
Genauergesagt betrachten wir die bijektive Zuordnung
f : (L
1
; : : : ; L
k
) ! L
mit
L
h
= h
h
(1); : : : ; 
h
(n=k)i für h = 1; : : : ; k
L = h
1
(1); 
2
(1); : : : ; 
k
(1); 
1
(2); 
2
(2); : : : ; 
k
(2); : : : ; 
1
(n=k); : : : ; 
k
(n=k)i:
Durch diese Aufteilung hat jedes L
h
stets n=k Elemente. Eine beliebige Regel R für die
Liste Lwird nun auf (L
1
; : : : ; L
k
) angewendet durch
(L
1
; : : : ; L
k
)
f
 ! L
R
 ! L
0
f
-1
 ! (L
0
1
; : : : ; L
0
k
):
Diese Regel soll MEHRFACHLISTEN-R (MR) heißen. Bereits für MMTF ist keine einfache
Formulierung der erwarteten Suchkosten möglich, da bei einem Zugriff auf i in einer
Liste L
h
ein Element j genau dann vor i steht, wenn zwischen j und i sich mk - 1
Elemente befinden für einm 2 N . Wir zeigen aber
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Satz 1.66. Gilt für eine Familie R(`) von Listenalgorithmen, daß
E
R(`)
(p)! EOPT(p) (`!1)
für eine Zugriffsverteilung p, so folgt auch
EMR(`)(p)! EMOPT(p) (`!1):
Beweis. Für p
j
< p
i
muß für die asymptotische Wahrscheinlichkeit b
`
(j; i), daß j vor
i steht, wenn R(`) angewendet wird, gelten: b
`
(j; i) ! 0 für ` ! 1. Damit folgt,
daß die Wahrscheinlichkeit dafür, daß wie bei der optimalen Anordnung höchstens
t = jfj : p
j
 p
i
gj Elemente vor i stehen, gegen 1 strebt. Damit verursacht ein Zugriff
auf i im Grenzwert ` ! 1 die erwarteten Kosten von höchstens dt=ke, wenn MR(`)
angewendet wird.
Bei diesen Verfahren ist jedoch zu bedenken, daß weitere Elemente neben dem nachge-
fragten Element bewegt werden müssen. Die Kosten dieser Umordnungen haben wir
nicht berücksichtigt. Wir geben nun Listenalgorithmen an, die der obigen Klasse K an-
gehören, also keine weiteren Umordnungskosten erzeugen, und adaptiv arbeiten, d.h.
ohne Kenntnis der Wahrscheinlichkeiten eine Umsortierungsstrategie implementieren.
MRAND: Setze das nachgefragte Element an den Kopf einer zufällig ausge-
wählten Liste.
Satz 1.67. Bei unabhängigen Zugriffen betragen die erwarteten Suchkosten von MRAND unter
obigem Kostenmodell (gewertet wird nur die lineare Suche, nicht die Auswahl der Liste)
EMRAND(p) = 1 +
2
k

X
i<j
p
i
p
j
p
i
+ p
j
 2  EMOPT(p) + 1-
2
k
:
Beweis. Das Element j steht genau dann vor i, wenn es beim letzten Zugriff an den
Kopf der Liste gesetzt wurde, die i enthält, und danach i oder j nicht mehr angefragt
wurden,
b(j; i) =
p
j
k

X
t0
(1 - p
i
- p
j
)
t
=
1
k

p
j
p
i
+ p
j
:
Daraus folgt
EMRAND(p) = 1 +
X
i
X
j6=i
p
i
b(j; i) = 1+
2
k

X
i<j
p
i
p
j
p
i
+ p
j
 1 + 2 
X
i<j
p
j
k
= 1+ 2 
X
j
p
j

j- 1
k
= 1 -
2
k
+ 2 
X
j
p
j

j
k
 1 -
2
k
+ 2 
X
j
p
j


j
k

= 1 -
2
k
+ 2  EMOPT(p):
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Der nächste Algorithmus, den wir betrachten, arbeitet deterministisch und kann als
eine derandomisierte Version von MRAND aufgefaßt werden. Anstatt einer zufälligen
Auswahl der Liste, in die die nachgefragten Elemente gesetzt werden, werden sie zy-
klisch auf die Listen verteilt.
ARRAY: Das Verfahren startet in einer beliebigen Konfiguration der Listen,
gleichzeitig bilden die L
h
selbst die Einträge einer Liste hL
(1)
; : : : ; L
(k)
i,
die mit MTF verwaltet wird. Nachdem auf ein Element i zugegriffen wurde,
wird i an den Kopf der zur Zeit letzten Liste L
(k)
gesetzt und diese gemäß
MTF an den Anfang der Liste der L
h
bewegt.
Die Intuition dabei ist, daß die letzte Liste L
(k)
die wenigsten Zugriffe erhalten hat,
und deshalb durchHinzufügen des aktuellen Elements populärer gemachtwerden soll.
Dadurch sollen die Nachfragen möglichst gut über alle Listen verteilt werden. Die
Listenlängen könnendabei schwanken, und auch leere Listen sindmöglich. Wir zeigen,
daß bei unabhängigen identisch verteilten Zugriffen die deterministische ARRAY-Regel
genauso gut arbeitet wie MRAND.
Satz 1.68. Die erwarteten Suchkosten von ARRAY unter obigem Kostenmodell betragen
EARRAY(p) = 1+
X
j6=i
p
i
p
j
p
i
+ p
j

p
i
(1 - p
i
)
k-1
1 - (1 - p
i
)
k
 2  EMOPT(p) + 1 -
2
k
:
Beweis. In der Folge der Listen hat die letzte Liste L
(k)
die Eigenschaft, daß seit min-
destens k - 1 Zugriffen kein Element mehr daraus nachgefragt wurde. Nur in diese
Liste werden neue Elemente gesetzt, und wenn sie dann an den Anfang aller Listen
bewegt wird, bleibt die Ordnung der Elemente erhalten. Das bedeutet, daß Element j
vor i steht, wenn seit dem letzten Zugriff auf i genau k- 1+ `k andere Elemente nach-
gefragt wurden (eventuell auch j), und dann zum letzten Mal auf j zugegriffen wird
(`  0). Wenn man danach konditioniert, daß der letzte Zugriff auf j genau t Schritte
zurückliegt, erhält man
b(j; i) = p
i
 (1 - p
i
)
k-1

1
X
`=0
(1 - p
i
)
k`
 p
j

1
X
t=0
(1 - p
i
- p
j
)
t
=
p
i
p
j
p
i
+ p
j

(1 - p
i
)
k-1
1- (1 - p
i
)
k
:
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Für die asymptotischen erwarteten Zugriffskosten folgt
EARRAY(p) =
X
i
p
i

1+
X
j6=i
b(j; i)

= 1+
X
j6=i
p
i
p
j
p
i
+ p
j

p
i
(1 - p
i
)
k-1
1 - (1 - p
i
)
k
 1+
X
j6=i
p
i
p
j
p
i
+ p
j

1
k
= 1+
2
k

X
j<i
p
i
p
j
p
i
+ p
j
:
Die Abschätzung folgt dabei aus
max
0p1
p(1 - p)
k-1
1- (1 - p)
k

1
k
;
was man durch eine Kurvendiskussion zeigt: die Funktion ist monoton fallend und
nimmt ihr Maximum 1=k bei p = 0 an (hebbare Singularität).
Die beiden Verfahren ARRAY und MRAND erzielen somit den optimalen Speedup
des MTF-Verfahrens in diesemModell: das Verhältnis zu den optimalen Kosten beträgt
konstant 2 unabhängig von der Anzahl k der Listen.
Kompetitives Modell
In einem Kostenmodell mit Gegner muß zunächst geklärt werden, wieviel beliebige
Vertauschungen von Listenelementen kosten. Ein bezahlter Austausch innerhalb einer
Liste wird wie im Standardmodell mit Einheitskosten bewertet. Zwischen verschiede-
nen Listen ist ein Austausch der Elemente an den Listenköpfen mit Kosten 1möglich.
Satz 1.69. Es gibt Zugriffsfolgen , so daß jeder deterministische Algorithmus A gegenüber
einem statischen Gegner OPT um einen Faktor
CA()
COPT()

2
1 + dn=ke
-1
schlechter ist.
Beweis. Sei A ein deterministisches Verfahren für k Listen. Dann gibt es stets eine Liste
der Länge mindestens dn=ke. Der Gegner konstruiert eine Zugriffsfolge  der Länge
m, indem er immer auf das letzte Element in einer solchen Liste zugreift und dadurch
Gesamtkosten CA()  mn=k erzeugt. Diese Folge kann offline bearbeitet werden,
indem die Liste zunächst wie bei MOPT geordnet wird (siehe oben) und dann statisch
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bleibt, was Kosten
 
n
2

für die Sortierung und dann höchstens m(dn=ke + 1)=2 für die
Zugriffe verursacht. Also folgt
CA()
COPT()

mdn=ke
 
n
2

+m(dn=ke + 1)=2
 !
2
1 + dn=ke
-1
(m!1):
Für feste k muß also mit wachsendem n der kompetitive Faktor beliebig nahe an
2 liegen. Wenn aber n = k für ein festes  ist, so besteht die Möglichkeit, daß das
kompetitive Verhältnis eines deterministischen Algorithmus für die Suche in mehreren
Listen unter 2 liegt.
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Dieses Kapitel beschreibt Anwendungen der vorgestellten adaptiven Ver-
fahren. Im ersten Abschnitt wird die Anwendung von adaptiven Listenal-
gorithmen zur Gewinnung statistischer Modelle für die Datenkompression
beschrieben. Anschließend werden zwei Verfahren zur effizienten Berech-
nung von konvexen Hüllen untersucht. Wir diskutieren, wie man die Ko-
sten adaptiver Suchalgorithmen als Maß für die Lokalität in Datenströmen
einsetzen kann. Schließlich gehen wir auf die Unterschiede zwischen adap-
tiven Listen und Bäumen ein.
2.1. Datenkompression
Adaptive Listenalgorithmen stellen eine einfach zu implementierende und in der Kom-
plexität billige Methode dar, um statistische Informationen aus Datenströmen zu ge-
winnen. Es gibt bereits einige Untersuchungen mit Listenalgorithmen, die für Kom-
pressionsverfahren eingesetzt werden. Die folgenden Ergebnisse verallgemeinern die
Aussagen für MOVE-TO-FRONT [BSTW86, E87] und TIMESTAMP [AM98]. Man verglei-
che auch [GRVW95, J88] für die Anwendung von adaptiven Bäumen für die Daten-
kompression sowie [BCW90] für einen allgemeinen Überblick über verlustfreie Algo-
rithmen zur Textkompression.
Eine alternative Methode, um mit geringem Ressourcen-Aufwand (Speicherplatz)
Statistiken von Datenströmen zu erhalten, besteht in der Verwendung von approxima-
tiven Zählern. Solche Algorithmen sparen Speicherplatz, indem sie die Genauigkeit
verringern und randomisiert arbeiten. Beispielsweise können alle Zahlen im Bereich
2
i
; : : : ; 2
i+1 durch i repräsentiert werden, beim Inkrementieren wird der Übergang
i 7! i + 1 nur mit Wahrscheinlichkeit 1=2i gemacht. Die Schätzung von statistischen
Informationen mit solchen Verfahren wird in [AMS96, F85, HK96] behandelt.
Der Grundgedanke der Kompression mit Hilfe von Listenalgorithmen ist, daß die
Liste ein statistisches Modell des Datenstroms liefert. Die Position jedes Atoms (Buch-
stabe oder Wort des Datenstroms) in der Liste gibt statistische Auskünfte über vergan-
geneAuftreten des Atoms. In Abhängigkeit des verwendeten Listenalgorithmus ist das
Modell mehr oder weniger adaptiv.
Zu Beginn ist die Liste in zufälliger Ordnung oder (wie bei uns) bereits nach abstei-
genden Zugriffshäufigkeiten der Listenelemente sortiert (was einen ersten Durchlauf
über die Liste oder Vorwissen über die Daten erfordert). Die letztere Variante wurde
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in anderen Arbeiten betrachtet [AM98, BSTW86, E87], und wir behalten sie für die em-
pirischen Untersuchungen bei, um die Ergebnisse vergleichbar zu machen. Als Atome
betrachten wir die Bytes der Datei, die zur Kompression folgendermaßen sequentiell
kodiert werden. Ein ankommendes Zeichen wird in der Liste gesucht. Wenn es auf
Position i gefunden wurde, wird ein Kodewort für i ausgegeben und der Listenalgo-
rithmus angewendet.
Zur Dekompression ist es notwendig, daß die Liste des Dekodierers mit der glei-
chen Ordnung wie die des Kodierers initialisiert wird. Wenn der Wert i zu dekodieren
ist, dann wird das Zeichen auf Position i ausgegeben und der jeweilige Listenalgorith-
mus aktiviert. Da der Listenalgorithmus deterministisch ist, ist sichergestellt, daß bei
Kodierer und Dekodierer zu jedem Zeitpunkt die gleiche Listenordnung vorliegt.
Wir müssen definieren, wie eine natürliche Zahl i kodiert werden soll. Die so-
genannten Elias-Kodes [E75] sind eine Sammlung präfixfreier Kodierungen für die-
sen Zweck. Sei n = blog(i)c. Die Binärdarstellung von i =
P
n
j=0
a
j
2
j ist bin(i) =
h1; a
n-1
; : : : ; a
1
; a
0
i. Im einfachsten Fall wird i 2 N durch seine Binärdarstellung
bin(i) repräsentiert, und die Länge dieser Darstellung unär kodiert, damit der Kode
präfixfrei wird. Die Kodierung lautet
c
1
(i) = 0
blog(i)c
 bin(i)
und hat die Länge jc
1
(i)j = 1+ 2blog(i)c, da jbin(i)j = 1+ blog(i)c.
Man kann dieses Schema iterieren und auch die Länge von bin(i) binär repräsen-
tieren, und die Länge dieser Darstellung dann unär. Damit wird i dargestellt als
c
2
(i) = c
1
(1 + blog(i)c)  bin(i)
= 0
blog(1+blog(i)c)c
 bin(1+ blog(i)c)  bin(i)
und hat die Länge jc
2
(i)j = 2 + blog(i)c + 2blog(1 + blog(i)c)c. Durch eine leichte
Modifikation kann man noch eine Stelle sparen, da das führende Bit von bin(i) stets 1
ist. Mit bin(i) = 1  bin 0(i) erhält man
c
3
(i) = c
1
(1 + blog(i)c)  bin 0(i)
= 0
blog(1+blog(i)c)c
 bin(1+ blog(i)c)  bin 0(i):
Diese Kodierung c
3
und die Längenfunktion
f(i) = 1+ log(i) + 2 log(1+ log(i))  jc
3
(i)j
verwenden wir im folgenden.
Es gibt Ansätze, wie man die Kompressionseigenschaften der adaptiven Verfahren
noch etwas verbessern kann, wenn man für verschiedene Zahlbereiche von i verschie-
dene Kodierungen verwendet, und in einem zweistufigen Verfahren erst die Auswahl
der Kodierung und dann die eigentliche Darstellung von i kodiert [F96, R98]. Im zwei-
ten Schritt werden bedingteWahrscheinlichkeiten benutzt, die bei geschickter Auswahl
der Verfahren eine geringfügig bessere Kodierung möglich machen.
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2.1.1. Theoretische Ergebnisse
Der folgende Satz besagt, daß die erwartete Kodelänge eines Zeichens nur wenig über
der unteren Schranke der Entropie H(p) liegt, und auch nur wenig über der oberen
Schranke H(p) + 1 für optimale erwartete Kodewortlängen, wie sie beispielsweise ein
statischer Huffman-Kode erzeugt.
Satz 2.1. Für beliebige Verteilungen p = (p
1
; : : : ; p
n
) gilt für die erwartete Länge E(p) der
Kodierung eines Zeichens mit der SBD(k)-Regel
E(p)  1 +H(p) + 2 log(1 +H(p));
wobei H(p) = H(p) - a(p) ist, und a(p)  0 eine von der Verteilung abhängige Konstante.
Beweis. Sei ohne Beschränkung der Allgemeinheit p
1
     p
n
. Sei f(i) = 1 +
log(i) + 2 log(1 + log(i)). Wir benutzen die Ungleichung von Jensen, die besagt, daß
für beliebige konkave Funktionen f und positive reelle Konstanten p
1
; : : : ; p
n
gilt, daß
P
n
i=1
p
i
f(x
i
)  f(
P
n
i=1
p
i
x
i
). Die asymptotische mittlere Position von Element i ist
1 +
P
j6=i
b(j; i), wobei b(j; i) gemäß (1.12) auf Seite 39 gegeben ist.
n
X
i=1
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i
log(1 +
X
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=
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1 -
X
1ijn
p
i
p
j
(p
i
+ p
j
)
2k-1

k-2
X
`=0

2k- 2
`


p
2k-1-`
i
p
`
j
- p
`+2
i
p
2k-3-`
j
- p
2k-2-`
i
p
`+1
j
+ p
`+1
i
p
2k-2-`
j

!
= H(p) - a(p) =: H(p) :
Dabei folgt das erste Gleichheitszeichen durch Einsetzen von (1.12) und der Tatsache
b(i; i) = 1=2, das zweite Gleichheitszeichen aus
 
2k-2
`

+
 
2k-2
`+1

=
 
2k-1
`+1

und die fol-
gende Ungleichung aus 1=2 +
P
n
j=1
p
j
=(p
i
+ p
j
)  1=p
i
. Die Aussage a(p)  0 folgt
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durch eine Analyse der inneren Summe in der Funktion a(p). Für die innere Klammer
gilt nämlich wegen p
i
 p
j
p
2k-1-`
i
p
`
j
- p
`+2
i
p
2k-3-`
j
- p
2k-2-`
i
p
`+1
j
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i
p
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j
= p
`+1
i
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

p
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i
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j
+ p
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j

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`+1
i
p
`
j
 (p
i
- p
j
)

p
2k-3-2`
i
- p
2k-3-2`
j

 0:
Insgesamt folgt
E(p) 
n
X
i=1
p
i
f

1+
X
j6=i
b(j; i)

 1 +
n
X
i=1
p
i
log

1 +
X
j6=i
b(j; i)

+ 2
n
X
i=1
log

1 + p
i
log(1 +
X
j6=i
b(j; i))

 1 +H(p) + 2 log(1+H(p)) :
Auch wenn keine Voraussetzungen über den Datenstrom gemacht werden, können
wir die mittlere Kodelänge gegen die empirische Entropie der Folge abschätzen. Sei
 = 
1
; : : : ; 
m
eine beliebige Folge von Listenelementen, und sei m
i
die Häufigkeit
des Vorkommens von i in . Die relative Häufigkeit von i ist damit m
i
=m, und die
empirische Entropie ist
H

() =
n
X
i=1
m
i
m
log

m
m
i

:
Sei E() die mittlere Kodewortlänge eines Zeichens.
Satz 2.2. Sei  eine beliebige Zugriffsfolge, dann gilt unter Verwendung der SBD(k)-Regel und
für k > 1,
E()  1+ log(k- 1) +H() + 2 log(1+ log(k- 1) +H()):
Beweis. Für k = 1wurde in [BSTW86] gezeigt, daß E()  1+H()+ 2 log(1+H()).
Sei nun k > 1. Wir benutzen wieder die Funktion f(i) = 1+ log(i)+2 log(1+ log(i)) als
obere Schranke der Kodewortlängen des Elias-Kodes c
3
. Sei i ein beliebiges Element
der Liste, und 1  t
1
< t
2
<    < t
m
i
die Zeitpunkte mit 
t
s
= i, s = 1; : : : ;m
i
.
Ohne Beschränkung der Allgemeinheit werden die ersten k - 1 Auftreten von i durch
f(t
1
); : : : ; f(t
k-1
) kodiert. Sei nun s  k und sei r
s
die Position von i in der Liste,
direkt nachdem 
t
s
übertragen wurde. Wir zeigen, daß das s-te Vorkommen von imit
f(r
s-k+1
+ t
s
- t
s-k+1
- r
s
) Bits kodiert werden kann. Sei d
s
die Anzahl der Elemente
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j 6= i, die in dem Intervall [t
s-k+1
+ 1; t
s
] mindestens kmal nachgefragt werden. Es gilt
also r
s
= d
s
+1. Da während dieses Intervalls auf höchstens t
s
-t
s-k+1
-1-(k-1)d
s

t
s
- t
s-k+1
- 1 - d
s
verschiedene Elemente zugegriffen wurde, können also höchstens
so viele Elemente vor i gezogen worden sein, und das s-te Auftreten von i kann mit
f(r
s-k+1
+ t
s
- t
s-k+1
- 1 - d
s
) = f(r
s-k+1
+ t
s
- t
s-k+1
- r
s
) Bits kodiert werden.
Zusammen erhält man für die Länge der Kodierung allerm
i
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1
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) +
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i
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:
Dies gilt, da t
s
 m für alle s und r
1
=    = r
k-1
= 1 (nach Definition des Algorithmus
wird bei den ersten k-1Zugriffen das Element stets an den Listenanfang gesetzt) sowie
r
s
 1 für alle s. Aufsummieren über alle i und Division durchm ergibt
E() 
n
X
i=1
m
i
m
 f

(k- 1)m
m
i

 1 + log(k- 1) +H() + 2(1 + log(k- 1) +H()):
Dieses Resultat stellt eine Parallele zu Satz 1.17 dar. Da bei der Kompression nicht
die kumulierten Zugriffskosten betrachtet werden, sondern die Summe der logarith-
mierten Kosten, ist die mittlere Kodewortlänge nicht um einen Faktor k, sondern um
einen Summand log(k- 1) größer als bei kompetitiv-optimalen Verfahren.
2.1.2. Empirische Ergebnisse
SBD(k)-Algorithmen
Mit den SBD(k)-Verfahren haben wir Experimente auf realen Datenströmen ausgeführt.
Eine beliebte Grundlage hierzu ist der Calgary/Canterbury Compression Corpus [WB], der
als eine Standard-Sammlung von Dateien zum Test von Kompressionsverfahren dient.
In unserem Fall enthält die Liste die 256 möglichen Bytes, die in den Dateien vor-
kommen können. Weiter ist zu beachten, daß bei dem Kompressionsexperiment nicht
die Zugriffskosten gemessen werden, sondern die Kodewortlängen, was den logarith-
mierten Zugriffskosten entspricht. Dies machen wir, um einen direkten Vergleich mit
den Kompressionsexperimenten anderer Arbeiten zu ermöglichen.
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In den obigen Abbildungen sind für vier Beispiele die Längen der komprimierten Da-
teien dargestellt, wenn SBD(k) benutzt wird, 1  k  200. Der Wert k soll diejeni-
ge Regel unter den 200 getesteten Fällen beschreiben, die die beste Kompressionsra-
te erreicht. Mit anderen Worten, der Listenalgorithmus SBD(k) ist am besten an die
Eingabefolge angepaßt. Da sich die SBD(k)-Verfahren im Grad ihrer Adaptivität unter-
scheiden, kann man auch folgern, daß der Parameter k den Grad der Lokalität in der
Eingabefolge beschreibt. Manchmal ist der Wert k jedoch nicht deutlich ausgeprägt,
und die Kompressionsrate ist in einem ganzen Intervall um k herum fast gleich gut
(z.B. bei den Dateien news und paper1). Deshalb kann der Wert k kein präzises Maß
für Lokalität darstellen.
In der folgenden Tabelle sind die Ergebnisse zusammengestellt und verglichen mit
der Größe der ursprünglichen Datei, und mit den Resultaten bei MOVE-TO-FRONT-
Kompression (k = 1), und FREQUENCY-COUNT-Kompression. Letztere benutzt als
statistisches Modell für die Daten eine statische Liste, die nach absteigenden Zugriffs-
häufigkeiten sortiert ist und nie geändert wird.
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File Original FC MTF k SORT-BY-DELAY(k)
Bytes Bytes Bytes Bytes % Orig % FC % MTF
bib 111261 88641 106468 73 89145 80.1 100.6 83.7
book1 768771 516198 644418 153 516966 67.2 100.1 80.2
book2 610856 434798 515255 23 432940 70.9 99.6 84.0
geo 102400 85533 107422 19 85687 83.7 100.2 79.8
news 377109 292800 333729 18 289925 76.9 99.0 86.9
obj1 21504 19304 19351 3 17802 82.8 92.2 92.0
obj2 246814 237165 250952 7 219668 89.0 92.6 87.5
paper1 53161 39617 46140 25 39066 73.5 98.6 84.7
paper2 82199 56356 69437 54 56539 68.8 100.3 81.4
paper3 46526 32497 39373 35 32697 70.3 100.6 83.0
paper4 13286 9229 11273 30 9327 70.2 101.1 82.7
paper5 11954 8741 10195 18 8759 73.3 100.2 85.9
paper6 38105 28487 32073 13 27320 71.7 95.9 85.2
pic 513216 111607 119125 7 109733 21.4 98.3 92.1
progc 39611 30779 39150 13 30414 76.8 98.8 77.7
progl 71646 51260 55178 14 48776 68.1 95.2 88.4
progp 49379 35066 40041 9 34903 70.7 99.5 87.2
trans 93695 82297 82055 5 76895 82.1 93.4 93.7
Die Ergebnisse von SBD(k) sind deutlich besser als die von MTF, mit typischen Ver-
besserungen um 15 %. Es fällt auf, daß SBD(k) ungefähr das gleiche Ergebnis wie
FREQUENCY-COUNT erzielt. Das gute Abschneiden von FC auf den Dateien des Cal-
gary Compression Corpus wurde auch schon in [BE97] festgestellt. Da bei SBD(k) der
Algorithmus mit optimalem k gewählt wird, was nur durch einen Vergleich der Kom-
pressionsraten mit allen k, 1  k  200, gefunden wurde, stellen die Werte der SBD(k)
eher eine untere Schranke für online erreichbare Kompressionsraten mit diesen Algo-
rithmen dar.
Adaptive Wahl des Parameters
Deshalb untersuchen wir jetzt, wie man geeignete Parameter k für SBD(k) online be-
stimmen kann und welche Auswirkungen auf die Kompression sich ergeben. Dazu
wird die Eingabefolge in Blöcke der festen Länge L geteilt und für jeden gelesenen
Block nachträglich festgestellt, welches Verfahren in diesem Block die beste Kompres-
sion ergeben hätte. Aus dem auf diese Weise bestimmten Parameter k und dem zuletzt
verwendeten Parameter k wird ein neuer Wert ermittelt, der das Verfahren zur Ko-
dierung des nächsten Blocks angibt. Man beachte, daß Kodierung und Dekodierung
online (d.h. ohne Pufferung der Daten) ablaufen können. Jedoch müssen Kodierer und
Dekodierer recht umfangreiche Statistiken über die Daten des letzten Blocks führen. Es
hat sich in den Experimenten herausgestellt, daß es wesentlich besser ist, nur die Stati-
stik des letzten Blocks zu betrachten, als alle Daten vom Anfang der Datei bis zur aktu-
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ellen Stelle einzubeziehen; auf diese Weise kann man sich wechselnden Eigenschaften
des Datenstroms besser anpassen. Nach jedem Block muß der als nächstes verwendete
Parameter dem Dekodierer mitgeteilt werden. Diesen haben wir in den Experimenten
in einem Byte dargestellt, was einen Mehraufwand von 1=L der Größe der ursprüngli-
chen Datei bedeutet.
Zur Wahl des Parameters haben wir drei Varianten untersucht.
A. Der für den letzten Block beste Parameter k im Bereich 1  k  100 wird als neuer
Wert übernommen. Dies kann zu heftigen Schwankungen des Parameters führen,
erzielte aber eine gute Kompression.
B. Der im letzten Block beste Wert k zwischen 1 und 100 und der aktuelle Wert k wer-
den gemittelt, und b(k + k)=2c als neuer Wert benutzt. Auf diese Weise werden
die starken Parameterschwankungen bei A gedämpft.
C. Zwischen zwei Blöcken darf sich der Parameter höchstens um 1 ändern. Wenn k > 1
ist und k-1 besser gewesen wäre, dann wird mit SBD(k-1) weitergemacht. Falls
k < 100 und k + 1 besser gewesen wäre, wird der nächste Block mit SBD(k + 1)
kodiert. Falls sowohl k + 1 und k - 1 die bessere Kompression ergeben hätten,
dann wird als zweites Kriterium der Betrag der Kompression betrachtet und die
bessere Alternative ausgewählt.
Der Startparameter ist stets k = 1, d.h. der erste Block wird mit MTF kodiert. Das
folgende Diagramm zeigt den Verlauf des Parameters k bei der Kodierung der Datei
paper1 mit den obigen Verfahren und Blocklänge L = 1000.
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Die nächsten Grafiken vergleichen die Kodierungen A bzw. C der Datei paper1 für
L zwischen 100 und 5000. Gute Werte liegen zwischen 200 und 1000, und im folgenden
halten wir L = 1000 fest.
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Die folgende Tabelle vergleicht die erzielten Kompressionsraten der VerfahrenA, B
und C bei einer Blocklänge von L = 1000. Man erkennt, daß die online komprimier-
ten Dateien ungefähr die gleiche Größe besitzen wie die mit SBD(k) kodierten Dateien,
wobei k offline bestimmt wurde. Bei VerfahrenA ist das Ergebnis stets umweniger als
1% größer als bei SBD(k). Das bedeutet, daß auf den Dateien des Calgary Compression
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Corpus eine Online-Kodierung mit adaptiver Wahl der SBD(k)-Verfahren möglich ist,
ohne nennenswerte Kompressionsverluste gegenüber dem optimalen Offline-SBD(k)-
Verfahren hinnehmen zu müssen. Zum Teil ist sogar eine noch bessere Kompressi-
on möglich (Dateien paper1 und paper2 und Verfahren A), da die adaptiven Verfahren
sich möglichen Änderungen des Lokalitätsgrades innerhalb des Datenstroms anpassen
können. Die Prozentangaben beziehen sich auf das Kompressionsergebnis bei SBD(k).
File Original k SBD(k) A B C
Bytes Bytes Bytes % Bytes % Bytes %
bib 111261 73 89145 89195 100.1 89210 100.1 89889 100.8
book1 768771 153 516966 517958 100.2 517732 100.1 518428 100.3
book2 610856 23 432940 433178 100.1 433214 100.1 434165 100.3
geo 102400 19 85687 85897 100.2 85835 100.2 86028 100.4
news 377109 18 289925 290472 100.2 290757 100.3 290361 100.2
obj1 21504 3 17802 17859 100.3 18324 102.9 17927 100.7
obj2 246814 7 219668 220670 100.5 221024 100.6 220075 100.2
paper1 53161 25 39066 38985 99.8 39069 100.0 39550 101.2
paper2 82199 54 56539 55646 98.4 56636 100.2 57114 101.0
paper3 46526 35 32697 32762 100.2 32777 100.2 33156 101.4
paper4 13286 30 9327 9407 100.9 9426 101.1 9712 104.1
paper5 11954 18 8759 8778 100.2 8790 100.4 9082 103.7
paper6 38105 13 27320 27362 100.2 27427 100.4 27679 101.3
pic 513216 7 109733 110067 100.3 110491 100.7 111550 101.7
progc 39611 13 30414 30619 100.7 30612 100.7 30715 101.0
progl 71646 14 48776 48814 100.1 48819 100.1 48903 100.3
progp 49379 9 34903 34939 100.1 35042 100.4 35107 100.6
trans 93695 5 76895 77474 100.8 77474 100.8 77266 100.5
SBR() und die Burrows-Wheeler-Transformation
Die SBR()-Verfahren, die den Raum zwischen MOVE-TO-FRONT und TIMESTAMP aus-
füllen, reagieren schneller und agressiver als die SBD(k)-Regeln für k  3. Deshalb
kann ihr Einsatz nur bei Datenströmen mit sehr hoher Lokalität sinnvoll sein. Solche
Datenströme erscheinen beispielsweise als Ergebnis einer Transformation, die 1994 von
M. Burrows und D. Wheeler veröffentlicht wurde [BW94].
Diese Transformation teilt den Eingabestrom in lange Blöcke (z.B. 100000 Bytes). Je-
der Block wird durch ein Sortierverfahren auf einen gleichlangen Block abgebildet, und
mit sehr wenig Zusatzinformationen ist diese Abbildung umkehrbar. Die Ausgabe der
Transformation besitzt eine hohe Lokalität und ist damit für eine Kompressionmit dem
MTF-Verfahren bestens geeignet. Weitere Untersuchungen zu diesem interessanten Ver-
fahren findet man in [F96, R98, Sa98].
Unser Ziel ist es, die SBR()-Regeln zu einer Feineinstellung der Kompression zu
benutzen. Wir verwenden dazu die Beispielimplementierung aus [Ne96] und setzen
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die Blocklänge auf 100000 fest. Für 0    1 in Schrittweiten von 0:01 haben wir den
Parameter  bestimmt, der die beste Kompression ergibt. Nur bei 5 der 18 Dateien
des Calgary Corpus stellte sich ein Wert  > 0 besser als MTF heraus. Angesichts der
nur geringen Verbesserungen und der Einfachheit von MTF schließen wir, daß MTF der
für praktische Anwendungen beste Listenalgorithmus in dieser Situation ist. Es ist aber
denkbar, daß andere Kodierungen der Listenpositionen nach der Transformation durch
BWT und den Listenalgorithmus anstatt der unmittelbaren Darstellung durch den Elias-
Kode c
3
in Kombination mit SBR() andere Ergebnisse erzielen.
Nach der tabellarischen Auflistung der Ergebnisse ist für geo und trans die erzielte
Kompression in Abhängigkeit von  als Diagramm dargestellt.
File Original BWT+MTF  BWT+SBR()
Bytes Bytes % Orig Bytes % Orig % BWT+MTF
bib 111261 35440 31.9 0 35440 31.9 100.0
book1 768771 305707 39.8 0.21 299532 39.0 98.0
book2 610856 208610 34.2 0 208610 34.2 100.0
geo 102400 81371 79.5 0.25 79770 77.9 98.0
news 377109 150260 39.9 0 150260 39.9 100.0
obj1 21504 12852 59.8 0.01 12759 59.3 99.2
obj2 246814 96151 39.0 0 96151 39.0 100.0
paper1 53161 18465 34.7 0 18465 34.7 100.0
paper2 82199 28677 34.9 0.03 28530 34.7 99.4
paper3 46526 17582 37.8 0 17582 37.8 100.0
paper4 13286 5496 41.4 0 5496 41.4 100.0
paper5 11954 5070 42.4 0 5070 42.4 100.0
paper6 38105 13442 35.3 0 13442 35.5 100.0
pic 513216 102491 20.0 0.23 99340 19.4 97.0
progc 39611 13898 35.1 0 13898 35.1 100.0
progl 71646 18870 26.3 0 18870 26.3 100.0
progp 49379 12856 26.0 0 12856 26.0 100.0
trans 93695 22616 24.1 0 22616 24.1 100.0
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Zum Vergleich mit Standard-Kompressionsprogrammen, die auf Wörterbüchern
und dem Ziv-Lempel-Verfahren basieren, zeigt die nächste Tabelle die Ergebnisse des
Kompressionsexperimentes mit dem Programm gzip Version 1:2:4, sowohl mit dem
Standardverfahren als auch mit der Option -9, die das größtmögliche Wörterbuch und
damit die beste Kompression erlaubt. Man erkennt, daß die Kompression mit der
Burrows-Wheeler-Transformation in einigen Fällen (book1, paper1, : : : , paper4) besser
abschneidet, in anderen Fällen (pic) aber fast doppelt so groß werden kann.
File Original gzip gzip -9 BWT+MTF
Bytes Bytes % Orig Bytes % Orig Bytes % gzip -9
bib 111261 35063 31.5 34900 31.4 35440 101.5
book1 768771 313376 40.8 312281 40.6 305707 97.9
book2 610856 206687 33.8 206158 33.8 208610 101.2
geo 102400 68493 66.9 68414 66.8 81371 118.9
news 377109 144840 38.4 144400 38.3 150260 104.1
obj1 21504 10323 48.0 10320 48.0 12852 124.5
obj2 246814 81631 33.1 81087 32.9 96151 118.6
paper1 53161 18577 34.9 18543 34.9 18465 99.6
paper2 82199 29753 36.2 29667 36.1 28677 96.7
paper3 46526 18097 38.9 18074 38.8 17582 97.3
paper4 13286 5536 41.7 5534 41.7 5496 99.3
paper5 11954 4995 41.8 4995 41.8 5070 101.5
paper6 38105 13232 34.7 13213 34.7 13442 101.7
pic 513216 56442 11.0 52381 10.2 102491 195.7
progc 39611 13275 33.5 13261 33.5 13898 104.8
progl 71646 16273 22.7 16164 22.6 18870 116.7
progp 49379 11246 22.8 11186 22.7 12856 114.9
trans 93695 18985 20.3 18862 20.1 22616 119.9
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2.2. Konvexe Hüllen
In diesem Abschnitt untersuchen wir die Anwendung von adaptiven Algorithmen auf
Fragestellungen der algorithmischen Geometrie. Für die Berechnung von maximalen
Punkten und konvexen Hüllen sind bereits einige Ergebnisse bekannt [BCL90, D99,
G94, H97, S97, S99, XZL98]. Die Vorteile von adaptiven Verfahren bei räumlichen Ab-
hängigkeiten (Anpassung an unbekannte Wahrscheinlichkeitsverteilungen) und zeitli-
chen Abhängigkeiten (Ausnutzung von Lokalität) wurden auch in [GOR97] festgestellt
und das Konzept der persistenten Datenstrukturen, die ihre Vergangenheit speichern,
auf Splay-Bäume angewendet, um eine adaptive Punktlokalisierung zu erreichen.
Wir analysieren einen Algorithmus zur effizienten Berechnung der konvexen Hülle
von n Punkten in der Ebene. Das Verfahren wurde von G. Hotz entwickelt [H97] und
in [HS97, S99] weiter untersucht. Im folgenden geben wir einen einfachen Beweis der
erwarteten linearen Laufzeit für eine allgemeine Klasse von Zugriffsverteilungen und
entwickeln eine dynamische Variante des Verfahrens, die die Anzahl der Punkten nicht
im voraus zu kennen braucht. Ähnliche Ansätze wie unser Basisalgorithmus wurden
in [BCL90] vorgestellt, jedoch sind sie auf gleichverteilte Punkte innerhalb eines Qua-
drates beschränkt, vgl. auch [BS78].
Sei die Menge A = fP
1
; : : : ; P
n
g von Punkten des R2 die Eingabe, außerdem sei
conv(B) die Menge der Eckpunkte der konvexen Hülle einer endlichen Punktmenge
B. Die Idee des Verfahrens ist es, eine Teilmenge X  A zu berechnen, für die gilt:
(a) X kann in linearer Zeit O(n) gefunden werden;
(b) es gibt ein Kriterium B
n
, das eine hinreichende Bedingung dafür ist, daß conv(A)
= conv(X ) ist, dieses Kriterium kann in linearer Zeit O(n) ausgewertet werden
und ist mit hoher Wahrscheinlichkeit erfüllt;
(c) X ist klein: jX j = O(n) für ein  < 1, so daß die konvexe Hülle von X in linearer
Zeit O(n) berechnet werden kann.
Mit anderen Worten, die Berechnung von X kann man als Filterungs-Schritt auffassen,
in dem versucht wird, die meisten der Punkte, die im Inneren der konvexen Hülle lie-
gen, auszusortieren. Somit fließt nur eine kleine Obermenge der die konvexe Hülle
bestimmenden Punkte in die tatsächliche Berechnung ein. Aus Sicht der Informations-
theorie besteht die Idee darin, die Ausführungspfade des Programms so zu transfor-
mieren, daß die mittlere Tiefe der Berechnung linear in n ist [H97].
Wir gehen von einer geometrischen Verteilung in Quadratringen über dem gesam-
ten R2 aus. Für einen festen Parameter 0 < p < 1 sei für einen Anfragepunkt P die
Wahrscheinlichkeit, in Ring(m) zu landen, Prob(P 2 Ring(m)) = (1- p)pm fürm  0.
Auf den Ringen kann die Verteilung variieren, wir setzen nur voraus, daß die Wahr-
scheinlichkeit jedes Eckfeldes von Ring(m) mindestens q  (1-p)p
m
8m
beträgt, was zum
Beispiel die Gleichverteilung auf den Ringen erfüllt, falls alle Felder gleich groß sind.
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`
[
k=0
Ring(k)



Ring(` + 1)
  
  
...
...
Bei bekannten n und p läuft der Algorithmus folgendermaßen ab: wähle Ring ` =
b  log(n)c, wobei  = 1=(2 log(1=p)) und log(:) der Logarithmus zur Basis 2 ist. Sei
K =
S
`-1
j=0
Ring(j) das Quadrat innerhalb von Ring(`). Für jeden Punkt P wird der Test
P 2 K? in konstanter Zeit durchgeführt, und die Punkte P =2 K und P 2 K separat
in zwei Listen X und Y gespeichert. Außerdem gibt es für jedes der vier Eckfelder
von Ring(`) ein Bit, das gesetzt wird, wenn mindestens ein Punkt in dem Eckfeld liegt.
Dies kann ebenfalls für jeden Punkt in konstanter Zeit ausgeführt werden. Falls die
vier Eckfelder von Ring(`) besetzt sind (Ereignis B), so wird die konvexe Hülle von X
berechnet, ansonsten die konvexe Hülle aller Punkte X [ Y .
Die Korrektheit des Verfahrens folgt daraus, daß die konvexe Hülle der Punkte das
Quadrat K beinhaltet, wenn in jedem Eckfeld von Ring(`) ein Punkt liegt. Die Eintei-
lung der n Punkte in die Mengen X und Y läuft in linearer ZeitO(n) ab. Wir zeigen im
folgenden, daß die erwarteten Kosten E[C] zur Berechnung der konvexen Hülle eben-
falls linear in n sind.
Die Wahrscheinlichkeit, daß alle 4 Eckfelder von Ring(`) besetzt sind, ist [HS97]
p(B) =
X
1h
1
;::: ;h
4
n
h
1
++h
4
n

n
h
1
h
2
h
3
h
4

q
h
1
++h
4
(1 - q)
n-(h
1
++h
4
)
= 1- 4(1 - q)
n
+ 6(1 - 2q)
n
- 4(1 - 3q)
n
+ (1 - 4q)
n
 1- 4(1 - q)
n
;
wobei q = q(`)  (1 - p)p`=(8`) ist. Im folgenden wählen wir n stets so groß, daß
1 - 4(1 - q)
n
> 0 ist. Für die erwarteten Kosten E[C] betrachten wir die bedingten
Erwartungswerte:
E[C] = p(B)  E[CjB] + (1 - p(B))  E[CjB]
 1  E[CjB] + 4(1 - q)
n
 n logn;
wenn man den Planesweep-Algorithmus zur Berechnung der konvexen Hülle in Zeit
O(n logn) oder ein anderes Verfahrenmit dieser Laufzeit verwendet. Dabei ist E[CjB] =
P
n
k=0
p(kjB) k logk, und p(kjB) dieWahrscheinlickkeit, daß genau k Punkte in Ring(`)
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oder außerhalb (d.h. in R2-K =
S
1
j=`
Ring(j)) liegen, wenn alle vier Ecken von Ring(`)
besetzt sind. Zur Vereinfachung der Schreibweise lassen wir die O-Notation zunächst
weg, sie wird am Ende wieder eingefügt.
Für die Wahrscheinlichkeit, daß genau k Punkte in Ring(`) oder außerhalb liegen
(d.h. in X ), gilt p(k) =
 
n
k

(p
`
)
k
(1 - p
`
)
n-k, also folgt für die bedingte Wahrscheinlich-
keit
p(kjB) =
p(k \ B)
p(B)

p(k)
p(B)

 
n
k

(p
`
)
k
(1 - p
`
)
n-k
1 - 4(1 - q)
n
und für den bedingten Erwartungswert
E[CjB] 
n
X
k=1
 
n
k

(p
`
)
k
(1 - p
`
)
n-k
1 - 4(1 - q)
n
 k logk

logn
1- 4(1 - q)
n

n
X
k=1

n
k

(p
`
)
k
(1 - p
`
)
n-k
 k
=
logn
1- 4(1 - q)
n
 np
`
:
Zusammen erhalten wir für die erwarteten Kosten
E[C] 

p
`
1 - 4(1 - q)
n
+ 4(1 - q)
n

| {z }
=:D
 n logn:
Wir zeigen nun, daß D = O(1= logn) gilt, woraus E[C] = O(n) folgt. Dazu beachte
man q  (1 - p)p`=(8`) und ` = b lognc. Außerdem gilt (1 - q)n  exp(-nq). Also
ist (mit p`  p logn = n logp):
(1 - q)
n
 exp(-(1 - p)n1+ logp=(8 logn))
 exp(-
(logn))
 O(1=n);
da nach Voraussetzung  < -1= log(p), damit 1 +  logp > 0 ist. Daraus folgt dann
auch
p
`
1 - 4(1 - q)
n
= O(p
`
)
und insgesamt
D  O(p
`
) +O(1=n)
= O(n
 log p
+ 1=n)
= O(n
 log p
) da  logp > -1 nach Wahl von 
= o(1= logn) da  logp < 0 für alle p < 1.
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Damit folgt eine sublineare erwartete Laufzeit E[C]  o(n) für die Konstruktion der
konvexen Hülle von A, wenn X gegeben ist. Da aber für jeden Punkt P der Eingabe
zunächst P 2 K? getestet werden muß, erhält man eine lineare Gesamtlaufzeit.
Satz 2.3. Bei bekannten n und p berechnet obiges Verfahren die konvexe Hülle von n Punkten
in der Ebene gemäß der obigen Verteilung in erwarteter Laufzeit O(n) im Registermaschinen-
modell.
Als nächtes geben wir eine dynamische Variante des Verfahrens an, die auch bei
unbekannter Punktanzahl n funktioniert. Natürlich kann die gesamte Eingabe in ei-
ner linearen Liste zwischengespeichert werden, und der obige Filterungs-Algorithmus
erst gestartet werden, nachdem alle Punkte erschienen sind. In manchen Situationen
kann es aber wünschenswert sein, ein dynamisches Verfahren zu besitzen, daß nach n
Punkten A
n
eine Menge X
n
 A
n
und ein Kriterium B
n
mit den obigen Eigenschaf-
ten liefert, und bei Hinzufügen eines weiteren Punktes P
n+1
in konstanter Zeit X
n+1
und B
n+1
berechnen kann. Dazu modifizieren wir den obigen Algorithmus so, daß er
inkrementell arbeitet und phasenweise den kritischen Ring ` nach außen schiebt.
Wir setzen n
i
= 2
i. Der Algorithmus startet in Phase 1. Phase i > 1 beginnt,
nachdem n
i-1
Punkte aufgetreten sind und endet, wenn n
i
Punkte erschienen sind.
Für Phase i betrachten wir den Ring mit Index `
i
= b  log(n
i
)c = b  ic, wobei wie
vorher  = 1=(2 log(1=p)) ist. Jeder neue Punkt P wird in eine von zwei ListenM
i
;N
i
eingefügt, je nachdem ob P 2
S
1
j=`
i
Ring(j) oder P 2
S
`
i
-1
j=0
Ring(j) liegt; dies ist in
konstanter Zeit pro Punkt möglich. Gleichzeitig werden entsprechende Bits gesetzt,
wenn die Eckfelder von Ring(`
i
) besetzt werden, dieses Kriterium sei C
i
.
Wenn n Punkte erschienen sind, befindet man sich in Phase i(n) = blog(n)c. Dann
definieren wir die dynamisch berechnete Menge
X
n
=
i(n)
[
j=0
M
j
und das zugehörige Kriterium
B
n
= C
i(n)-1
_ C
i(n)
:
Wenndiese Bedingung erfüllt ist, d.h. alle Eckfelder von Ring(`
i(n)-1
) oder von Ring(`
i(n)
)
besetzt sind, berechnet man die konvexe Hülle von X
n
, ansonsten die konvexe Hülle
aller PunkteA
n
. Wie oben zeigen wir, daß der zweite Fall nur mit geringerWahrschein-
lichkeit auftritt und daß X
n
klein ist, so daß die erwartete Laufzeit linear in n bleibt.
Die Hauptidee des Verfahrens ist, daß wir bei einem Phasenwechsel die bisher ge-
sammelten Informationen nicht wegwerfen, und deshalb das Kriterium B
n
auch auf
die letzte abgeschlossene Phase i(n) - 1 beziehen können. Wenn wir nur B
n
= C
i(n)
setzen würden, könnte ein Gegner gerade so viele Punkte n produzieren, daß ein Pha-
senwechsel auftritt, und das neue Kriterium C
i(n)
nie erfüllt ist.
Sei die aktuelle Phase i = i(n). Wie oben sieht man, daß
p(B
n
)  p(C
i-1
)  1 - 4(1 - q)
n
i-1
;
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wobei q = q(`
i-1
) = (1 - p)p
`
i-1
=(8`
i-1
) ist. Sei p(k) die Wahrscheinlichkeit, daß
genau k Punkte in X
n
liegen. Diese Wahrscheinlichkeit ist explizit nur umständlich
auszudrücken, aber wir sind lediglich am Erwartungswert der Verteilung interessiert,
den wir mit E[X
n
] bezeichnen. Für die bedingte Wahrscheinlichkeit, genau k Punkte in
X
n
zu finden, wenn B
n
erfüllt ist, gilt wie oben
p(kjB
n
) 
p(k)
p(B
n
)
:
Damit finden wir für den bedingten Erwartungswert der Kosten
E[CjB
n
] 
n
X
k=1
p(k)  k logk
p(B
n
)

n
X
k=1
p(k)  k logk
1- 4(1 - q)
n
i-1

logn
1 - 4(1 - q)
n
i-1

n
X
k=1
p(k)  k
=
logn
1 - 4(1 - q)
n
i-1
 E[X
n
] :
Zur Berechnung von E[X
n
] beobachten wir, daß die einzelnen Phasen des Algorithmus
eine feste Länge besitzen. Also können wir den Erwartungswert ausdrücken als die
Summe der Erwartungswerte in den einzelnen Phasen. In Phase j sind genau n
j-1
Punkte aufgetreten.
E[X
n
] = (n - n
i-1
)p
`
i
+
i-1
X
j=1
n
j-1
p
`
j
 np
`
i
+
i-1
X
j=1
2
j-1
p
bjc
 np
`
i
+
i-1
X
j=1
2
j-1
p
j-1
= np
`
i
+
(2p

)
i-1
- 1
p
1-
(2p

- 1)
 np
`
i
+
np
i-1
2p

- 1

 
1+
1=p
2
p
1=2 - 1
!
| {z }
=:d
np
`
i
;
wobei wir für die vorletzte Ungleichung 2i-1  n benutzt haben und für die letzte Un-
gleichung p =
p
1=2 beachten. Außerdem haben wir `
j
 j- 1  `
j
- 1 angewendet.
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Für die erwarteten Kosten folgt wie vorher
E[C] = p(B
n
)  E[CjB
n
] + (1 - p(B
n
))  E[CjB
n
]
 E[CjB
n
] + 4(1 - q)
n
 n logn


dp
`
i
1- 4(1 - q)
n
+ 4(1 - q)
n

| {z }
=:D
n
n logn :
Es bleibt zu zeigen, daß D
n
= O(1= logn) ist. Da d aber eine von n unabhängige Kon-
stante ist, kann die oben gemachte Berechnung übernommen werden. Die Konstanten
verschwinden in derO-Notation, und wir erhalten
Satz 2.4. Bei bekanntem p berechnet obiges Verfahren inkrementell eine Obermenge X
n
der
konvexen Hülle. Damit kann die konvexe Hülle von n Punkten in der Ebene, deren Verteilung
dem obigen Schema entspricht, in erwarteter Laufzeit O(n) gefunden werden.
Eine interessante offene Frage ist, sich auch von derAbhängigkeit von p zu befreien.
Wir wählen den kritischen Ring ` so, daß np` = O(n) für ein  < 1. Wenn n und p
unbekannt sind, dannmuß die Phaseneinteilung, mit der der kritische Ring nach außen
geschoben wird, von der Anzahl der bisher in den äußeren Bereich gefallenen Punkte
abhängen. Da die Phasen dann variable Längen aufweisen, erscheint eine Analyse als
schwierig.
2.3. Lokalität
VonD. Knuthwurde angemerkt, daß die Annahme unabhängiger Zugriffe bei der Ana-
lyse von adaptiven Algorithmen oft zu pessimistischen Ergebnissen führt. Praktische
Experimentemit Zugriffen auf Symboltabellen in Compilern belegen: successive searches
are not independent (small groups of keys tend to occur in bunches) [K98].
In [ACK87] wird notiert: the locality property is exhibited when a program tends to use
small subsets of its pages for relatively long periods of time. Dort wird auch ein Markov-
Modell für Zugriffe mit Lokalität angegeben, daß unserem Modell der elementweisen
Lokalität entspricht, siehe Anhang A.2.2.
Eine ausführliche Diskussion und einMarkov-Modell zur Simulation des empirisch
beobachteten Lokalitätsverhaltens bei Seitenzugriffen im virtuellen Speicher wurde in
[ST72] präsentiert. Im Working Set Model von P. Denning et.al. [DS72] wird versucht,
dieses Verhalten auszunutzen unddurch Prefetching die Verwaltung des virtuellen Spei-
chers zu verbessern. Neuere Untersuchungen beinhalten das Phänomen der Lokalität
bei der Online-Navigation in Graphen, zum Beispiel Seitenzugriffe imWorldWideWeb
[ABCO96].
Man kann das träge Übergangsverhalten, was bei Markov-Ketten mit Lokalität auf-
tritt, an dem Beispiel eines mehrsprachigen Wörterbuchs mit den Sektionen Deutsch-
Englisch, Deutsch-Französisch, Deutsch-Spanisch, usw. veranschaulichen [H93]. Bei der
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Benutzung dieses Wörterbuchs zur Übersetzung von deutschen Texten in andere Spra-
chen wird man typischerweise lange Zeit nur die Einträge einer Fremdsprache benöti-
gen, bevor man auf eine andere Fremdsprache umschaltet.
2.3.1. Lokalität bei Markov-Ketten
Wir sind weniger daran interessiert, ein real beobachtetes Lokalitätsverhalten zu simu-
lieren, sondern suchen nach Kriterien, Lokalität bei Markov-Ketten festzustellen bzw.
zu messen.
Wir betrachten folgendes Beispiel von nn-Übergangsmatrizen mit den Einträgen
 = (1- )=(n - 1) und 0 <    < 1.
P
1
=
0
B
B
B
B
B
B
B
@
      
 
. . .
...
. . . . . .
. . .
      
1
C
C
C
C
C
C
C
A
P
2
=
0
B
B
B
B
B
B
B
@
      
  
...
. . . . . . . . .
 
      
1
C
C
C
C
C
C
C
A
:
Im ersten Fall liegt elementweise Lokalität vor (vgl. Anhang A.2.2) und im zweiten Fall
ist die Zugriffsfolge nahezu zyklisch und weist keine Lokalität auf. Die stationäre Ver-
teilung beider Markov-Ketten ist die Gleichverteilung, deshalb ist ihre Entropie auch
identisch: H(P
1
) = H(P
2
). An diesem Beispiel erkennt man, daß die Entropie einer
Markov-Kette kein ausreichendes Maß für die Lokalität bildet. Man kann lediglich
festhalten, daß eine geringe Entropie eine notwendige Bedingung für das Vorliegen
von Lokalität darstellt.
Intuitiv betrachtet bedeutet Lokalität, daß eine Markov-Kette sich nur langsam
mischt und ihren Startzustand nur langsam vergißt. Entsprechende Begriffe, die das
Mischungsverhalten von Markov-Ketten beschreiben, sind aus [ALW96, LW95, LW96]
bekannt, vgl. auch [K94, R95]. Jedoch ist unklar, wie man diese zu dem Verhalten von
adaptiven Algorithmen in Bezug setzen kann.
Wir verfolgen einen pragmatischen Ansatz, indem wir die Kosten von Listenal-
gorithmen auf Markov-Ketten als Maß für die Lokalität betrachten. Die Zugriffsko-
sten des MTF-Algorithmus entsprechen gerade den sonst betrachteten Stack-Distanzen
[DS72, ST72]. Dies ist die Anzahl der verschiedenen Elemente, die seit dem letzten
Zugriff auf ein bestimmtes Element nachgefragt wurden. Aus diesem Grund erscheint
MTF als „Benchmark“-Algorithmus geeignet. Wir vergleichen die Kosten von MTF auf
einer Markov-Kette P,
E(P) = 1 + 2
X
i<j
1
m
ij
+m
ji
;
siehe Seite 14, mit den Kosten STAT der optimalen stationären Liste, die nach abstei-
genden stationären Wahrscheinlichkeiten 
i
geordnet ist. Im Falle von Lokalität sollte
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sich MTF besser verhalten als die optimale stationäre Liste, ansonsten schlechter. Wir
betrachten das Verhältnis der Kosten auf einer Liste mit n = 5 Elementen und einer
Zugriffsfolge mit elementweiser Lokalität (siehe oben). Da die stationäre Verteilung
die Gleichverteilung ist, gilt STAT = (n + 1)=2 = 3. Das linke Diagramm zeigt das
Kostenverhältnis in Abhängigkeit von .
1
2
3
0 0:2 0:4 0:6 0:8 1
STAT=MTF
0:9
1
1:1
1:2
0 0:2 0:4 0:6 0:8 1
TS=MTF
Um dieses Verhältnis auch online approximieren zu können, ersetzen wir die optimale
stationäre Liste durch ein trägeres Verfahren als MTF, z.B. TS. Das entsprechende Ko-
stenverhältnis ist rechts angegeben. Man vergleiche dies mit Korollar 1.29 auf Seite 51,
wo die Kosten der Verfahren dargestellt sind. Man erkennt in obigem Vergleich von
STAT=MTF und TS=MTF, daß für   0:7 der Verlauf qualitativ übereinstimmt. Für
größere  überwiegt jedoch auch bei dem trägeren Algorithmus TS der Einfluß der Lo-
kalität, und das Verhältnis konvergiert gegen 1. Wenn man anstatt von TS andere Ver-
fahren verwendet, die langsamer reagieren, z.B. SBD(k) für k  3, so kann man zwar
die Grenze 0:7, bis zu der die Kurven qualitativ ähnlich sind, nach rechts verschieben,
den prinzipiellen Verlauf aber nicht ändern.
Die nächsten drei Diagramme zeigen jeweils die erwarteten Kosten vonMTF, TS und
SBD(3) bei blockweiser Lokalität, siehe Anhang A.2.2. Dazu betrachten wir n = 6 Li-
stenelemente und die Zipf-Verteilung als zugrundeliegende Verteilung. Im ersten Fall
liegen 6 Blöcke der Größe 1 vor, also elementweise Lokalität. Beim zweiten Diagramm
gibt es drei Blöcke der Größe 2 und im dritten Bild zwei Blöcke der Größe 3. Außerdem
sind die stationären Kosten  2:45 durch eine horizontale Linie gekennzeichnet.
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1
1:5
2
2:5
3
0 0:2 0:4 0:6 0:8 1
MTF
TS
SBD(3)
STAT
E(P()) für  2 [0; 1] und Blockgröÿe 1
1:4
1:6
1:8
2
2:2
2:4
2:6
2:8
3
0 0:2 0:4 0:6 0:8 1
MTF
TS
SBD(3)
STAT
E(P()) für  2 [0; 1] und Blockgröÿe 2
1:8
2
2:2
2:4
2:6
2:8
3
0 0:2 0:4 0:6 0:8 1
MTF
TS
SBD(3)
STAT
E(P()) für  2 [0; 1] und Blockgröÿe 3
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An diesen Diagrammen sieht man, daß mit wachsender Blockgröße der Vorteil von
reaktionsschnellen Verfahren wie MTF erst bei immer stärkerer Lokalität (größeres )
eintritt.
Man erkennt, daß es einen kritischen Wert  gibt, so daß für alle  <  die sta-
tionäre Strategie die geringsten Kosten aufweist, und für alle  >  die radikalste
Umsortierung, nämlich MTF die besten Ergebnisse erzielt. Mit anderen Worten, es gibt
kein Intervall für , bei dem ein Verfahren zwischen STAT und MTF optimale Kosten
erreicht. Es gibt keinen stetigen Übergang zwischen den optimalen Strategien. Diese
Beobachtung können wir leider nur empirisch belegen.
Weitere Ansätze zur Klassifikation vonMarkov-Kettenwerden unter anderem auch
in [EFT97, P92] gemacht, ohne jedoch auf Lokalitätseigenschaften einzugehen.
2.4. Adaptive Suchbäume
Das Äquivalent zur MTF-Regel für lineare Listen wurde von B. Allen und I. Munro un-
tersucht [AM78]:
Zur-Wurzel-Rotieren-Regel, MOVE-TO-ROOT, MTR: Wenn x nachgefragt
wurde, so bringe x durch eine Folge von Rotationen an dieWurzel des Such-
baums.
Analog dazu ist es prinzipiell möglich, die in Kapitel 1 vorgestellten Algorithmen für
Listen auf Suchbäume zu übertragen. Jedoch zielen diese Verfahren darauf ab, eine
Ordnung der Listenelemente gemäß absteigenden Häufigkeiten zu erhalten. Bäume,
deren Wurzelelement die höchste Zugriffswahrscheinlichkeit besitzt, und bei dem die
Zugriffswahrscheinlichkeiten auf jedem Pfad monoton abnehmen (Heap-Ordnung),
sind im allgemeinen aber keine optimalen Bäume. Diese sogenannten monotonen
Bäume (monotonic trees) können erwartete Suchkosten aufweisen, die bis zu einem
Faktor n=(4 logn) über den Kosten eines optimalen Baums mit n Knoten liegen, vgl.
K. Mehlhorn [M75], und die Diskussion in [B79, GMS81]. Deshalb haben wir uns in
Kapitel 1 auf selbst-organisiernde Listenalgorithmen beschränkt.
Im kompetitiven Analysemodell können die Splay-Bäume [ST85] logarithmische
Zugriffskosten garantieren. Man vergleiche [AW98] für weitere kompetitive Analy-
sen von adaptiven Baumstrukturen und [SS96] für einen Ansatz, die MTR-Regel bei
Markov-Zugriffen zu analysieren.
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geometrischen Kosten
In diesem Kapitel stellen wir eine Verallgemeinerung des Kostenmaßes für
Kodes und Suchbäume vor. Anstatt wie üblich jede Kante in einem Baum
mit Einheitskosten zu bewerten, sollen nun die Längen der Kanten ex-
ponentiell mit der Tiefe wachsen. Zur Analyse ist ein verallgemeinerter
Entropie-Begriff hilfreich, die sogenannte Rényi-Entropie [R61]. Obwohl Ko-
dierungstheoreme mit neudefinierten Kostenmaßen für diese Entropie seit
Mitte der 60er Jahre veröffentlicht wurden [C65, N75], ist uns keine direkte
Anwendung auf Kodes und Suchbäume bekannt. Das mag daran liegen,
daß diese Kostenmaße keine unmittelbare Interpretation in einem Baum er-
lauben. Es zeigt sich aber, daß dies durch eine entsprechende Modifikation
möglich ist und man mittels des Kostenparameters die Struktur der Bäume
beeinflussen und insbesondere deren Höhe kontrollieren kann.
3.1. Kodebäume für nicht geordnete Alphabete
Gegeben sei ein Symbolalphabet A = fa
1
; : : : ; a
n
g mit einer zugehörigen Wahrschein-
lichkeitsverteilung p = (p
1
; : : : ; p
n
). Das Auftreten eines Symbols a
j
sei unabhängig
und identisch verteilt mit Wahrscheinlichkeit Prob(a
j
) = p
j
.
Ein binärer Kode c für A in dem Kodealphabet S = f0; 1g ist eine Abbildung
c : A! S
. Mit Kode c bezeichnen wir auch die Bildmenge der Abbildung c. Die Ein-
schränkung auf binäre Kodes erfolgt nur zur einfacheren Darstellung und kann leicht
aufgegeben werden; am Ende dieses Abschnitts werden die notwendigen Modifikatio-
nen fürM-näre Kodes skizziert. Im folgenden bezeichnet log(x) stets den Logarithmus
zur Basis 2.
Ein Kode fc(a
1
); : : : ; c(a
n
)g heißt präfixfrei, wenn kein Kodewort c(a
j
) ein Präfix
eines anderenKodewortes c(a
i
) ist, j 6= i. Präfixfreie Kodes sind eindeutig dekodierbar,
siehe [H97]. Weiter sei `
j
= jc(a
j
)j die Länge des Kodewortes für a
j
.
Lemma 3.1. (a) Kraft 1949, (b) McMillan 1959
(a) Gilt für Zahlen `
1
;    ; `
n
2 N die Kraft'sche Ungleichung
n
X
j=1
2
-`
j
 1; (3.1)
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so existiert ein präfixfreier Binärkode mit diesen Kodewortlängen.
(b) Für jeden eindeutig dekodierbaren Binärkode mit Kodewortlängen `
1
; : : : ; `
n
gilt die
Kraft'sche Ungleichung (3.1).
Wir definieren ein neues Kostenmaß folgendermaßen.
Definition 3.1. Sei d > 0. Die Kosten des Kodewortes c(a
i
)mit Länge `
i
seien
P
`
i
-1
j=0
d
j.
Für einen Kode c sind die erwarteten Kodewortkosten der Ordnung d dann definiert durch
E
d
(c;p) =
n
X
i=1
p
i
(1 + d + d
2
+    + d
`
i
-1
):
Diese Definition verallgemeinert die mittlere Kodewortlänge und enthält als Spe-
zialfall d = 1 das übliche Kostenmaß. Wenn die zugrundeliegende Zugriffsverteilung
klar ist, schreiben wir für E
d
(c;p) auch kürzer E
d
(c).
Eine andere Verallgemeinerung des Einheitskostenmaßes wurde in [AM80, CG96,
GR98, GY96] untersucht. Dort haben die Symbole des Kodealphabetes S verschiedene
Längen, wie es beispielsweise bei der Übertragung von Morsezeichen auftritt. Der we-
sentliche Unterschied zu unserem Modell ist, daß die Kosten nur von dem jeweiligen
Kodesymbol abhängen, unabhängig von der Position des Symbols im Kodewort. Bei
uns sind die Kosten unabhängig vom Kodesymbol, werden jedoch durch die Position
innerhalb des Kodewortes bestimmt.
3.1.1. Schranken für die mittleren Kodewortkosten
Definition 3.2. (Rényi 1961)
Sei p = (p
1
; : : : ; p
n
) eine Wahrscheinlichkeitsverteilung und  > 0,  6= 1. Man be-
zeichnet
H

(p) =
1
1 - 
log
 
n
X
i=1
p

i
!
als Rényi-Entropie der Ordnung .
Mit der Regel von l'Hospital findet man die Entropie nach Shannon als Spezialfall
 = 1 der Rényi-Entropie:
H
1
(p) := lim
!1
H

(p) = -
n
X
i=1
p
i
logp
i
:
Folgende Kostenfunktion für einen Kode cmit Kodewortlängen `
j
wird in [C65] einge-
führt und der anschliessende Satz gezeigt.
N
t
(c) =
1
t
log
 
n
X
i=1
p
i
2
t`
i
!
:
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Satz 3.2. (Campbell 1965) Sei  > 0, t = 1= - 1 und p eine beliebige Wahrscheinlichkeits-
verteilung.
(a) Für jeden Kode c, dessen Kodewortlängen (3.1) erfüllen, gilt
H

(p)  N
t
(c):
(b) Es gibt einen Kode c, für dessen mittlere Kodewortlänge N
t
(c) gilt:
N
t
(c)  H

(p) + 1:
Dieses Resultat können wir auf unsere Kostenfunktion E
d
(c) übertragen. Dazu sei
d > 1. Wir setzen 2t = d und damit  = 1=(1 + logd) < 1.
d
N
t
(c)
=
n
X
i=1
p
i
d
`
i
= (d- 1)  E
d
(c) + 1:
Außerdem gilt log(d)=(1 - ) = 1 + logd und
d
H

(p)
=
 
n
X
i=1
p
1
1+logd
i
!
1+log d
= L

(p) = L
1=(1+logd)(p);
wenn
L
p
(x) =
 
x
p
1
+    + x
p
n

1=p
die L
p
-Norm des Vektors x = (x
1
; : : : ; x
n
) bezeichnet.
Korollar 3.3. Sei d > 1 und p eine beliebige Wahrscheinlichkeitsverteilung.
(a) Für jeden Kode c, dessen Kodewortlängen (3.1) erfüllen, gilt
L
1=(1+logd)(p) - 1
d- 1
 E
d
(c;p):
(b) Es gibt einen Kode c, für dessen mittlere Kodewortlänge E
d
(c;p) gilt:
E
d
(c;p) 
dL
1=(1+logd)(p) - 1
d- 1
:
Durch Grenzwertbildung d ! 1 erhält man das Kodierungstheorem von Shannon
zur Quellenkodierung.
Anmerkung. Wir hätten unsere Kostenfunktion auch als c(a
j
) = d
`
j definieren können,
wodurch das Korollar die schönere Form
L
1=(1+logd)(p)  Ed(c;p)  d  L1=(1+logd)(p)
angenommen hätte. Jedoch läßt sich diese Kostenfunktion nicht unmittelbar in Kanten-
kosten im Baum übersetzen, und dieses Modell enthält nicht das Standard-Kostenmaß
als Spezialfall.
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3.1.2. Verallgemeinerter Human-Algorithmus
Als nächstes geben wir einen Algorithmus an, der für beliebige d  1 einen optimalen
Kodebaum gemäß der Kostenfunktion E
d
(c) findet. Er basiert auf dem Verfahren von
D. Huffman [H52].
Verallgemeinerter Human-Algorithmus
Zu jedem Knoten z wird seine Wahrscheinlichkeit p(z) und sein Gewicht w(z) gespei-
chert. Eine Warteschlange mit Prioritäten Q ist nach aufsteigenden Gewichten w(z)
sortiert. Sie wird mit den Alphabetsymbolen a
j
initialisiert, denen die Gewichte w(:)
zugeordnet sind mit w(a
j
) = p
j
. Sie bilden die Blätter des entstehenden Baumes. So-
lange noch mehr als ein Element in Q vorhanden ist, werden zwei Elemente x; y mit
kleinsten Gewichten ausgewählt und zu einem neuen Element z verschmolzen. Da-
zu wird ein neuer Knoten im Baum erzeugt, dessen linker und rechter Nachfolger die
Knoten x und y sind. Sein Gewicht ergibt sich zu w(z) = d  (w(x) +w(y)). Wenn nur
noch ein Element in Q vorhanden ist, so repräsentiert es die Wurzel des Kodebaums.
In Pseudokode lautet der Algorithmus:
Q = A // (Initialisierung siehe oben)
for i from 1 to n - 1 do
z = new node()
x = Q.extract_min()
y = Q.extract_min()
left(z) = x
right(z) = y
w(z) = d  (w(x) +w(y))
Q.insert(z)
od
root = Q.extract_min()
Im Fall d = 1 erhält man den originalen Huffman-Algorithmus. Die Analyse im
Fall d > 1 folgt dem klassischen Beweis für die Optimalität des Huffman-Kodes.
Lemma 3.4. Sei d > 1 und A = fa
1
; : : : ; a
m
g das zu kodierende Alphabet mit Gewichten
w(a
1
)      w(a
m
) > 0 undW =
P
m
i=1
w(a
i
). Dann gibt es einen präfixfreien Binärkode
c für A und die Zugriffsverteilung p = (w(a
1
)=W; : : : ;w(a
m
)=W), der die erwartete Kode-
wortlänge E
d
(c;p) für diese Verteilung minimiert und für den gilt:
(a) `
1
     `
m
,
(b) `
m-1
= `
m
, und c(a
m-1
) und c(a
m
) unterscheiden sich nur in der letzten Stelle.
Beweis. Durch die Normierung der Gewichte ist der Standardbeweis für die Huffman-
Kodierung auch hier gültig, siehe z.B. [M96, Seite 64].
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(a) Angenommen, die Kodewortlängen eines optimalen Kodes c für A erfüllen nicht
`
1
     `
m
. Das bedeutet, es gibt 1  i < j  mmit `
i
> `
j
. Falls w(a
i
) > w(a
j
)
ist, definieren wir einen Kode c 0, der aus c entsteht, indem die Kodewörter für a
i
und a
j
ausgetauscht werden. Dann gilt
W  (d - 1)  (E
d
(c) - E
d
(c 0)) = w(a
i
)`
i
+w(a
j
)`
j
-w(a
j
)`
i
-w(a
i
)`
j
= (w(a
i
) -w(a
j
))(`
i
- `
j
) > 0
im Widerspruch zur Optimalität von c. Falls w(a
i
) = w(a
j
) und `
i
> `
j
ist, so
können die Kodewörter für a
i
und a
j
ausgetauscht werden, ohne die mittlere Ko-
dewortlänge zu verändern. Durch endlich viele solcher Austauschschritte erhält
man einen optimalen Kode, der die Bedingung (a) erfüllt.
(b) Sei c ein optimaler Kode, der (a) erfüllt. Falls `
m
> `
m-1
, so kann man die letz-
ten (`
m
- `
m-1
) Komponenten des Kodewortes c(a
m
) streichen und erhält einen
Kodemit kleinerer mittlerer Kodewortlänge imWiderspruch zur Optimalität von
c. Wenn sich die gleichlangen Kodewörter c(a
m
) und c(a
m-1
) bereits in den er-
sten `
m
- 1 Stellen unterschieden, dann erhielte man durch Streichen der letzten
Komponenten dieser Kodewörter einen immer noch präfixfreien Kode mit klei-
nerer mittlerer Kodewortlänge, was wegen der optimalen Kosten von c nicht sein
kann.
Das Lemma besagt, daß man sich bei der Suche nach optimalen Kodes auf eine
bestimmte Klasse von Kodes beschränken kann, die garantiert einen optimalen Kode
enthält. Das nächste Lemma sagt aus, daß ein Schleifendurchlauf des Algorithmus die
Optimalität erhält.
Lemma 3.5. Sei d > 1 und A = fa
1
; : : : ; a
m
g das zu kodierende Alphabet mit Gewich-
ten w(a
1
)      w(a
m
) > 0 und W =
P
m
i=1
w(a
i
). Die Zugriffsverteilung sei p =
(w(a
1
)=W; : : : ;w(a
m
)=W). SeiB = fb
1
; : : : ; b
m-1
gmitw(b
m-1
) = d(w(a
m
)+w(a
m-1
))
sowie w(b
j
) = w(a
j
) für j = 1; : : : ;m- 2, also der Inhalt von Q nach einem weiteren Schlei-
fendurchlauf des Algorithmus. Außerdem sei W 0 =
P
m-1
i=1
w(b
i
), und die Zugriffsverteilung
p 0 = (w(b
1
)=W
0
; : : : ; w(b
m-1
)=W
0
).
Sei c 0 ein optimaler präfixfreier Binärkode für B mit Kodewortlängen jc 0(b
j
)j = `
0
j
Dann
ist c mit c(a
j
) = c
0
(b
j
) für j = 1; : : : ;m - 2 sowie c(a
m-1
) = c
0
(b
m-1
)  0 und c(a
m
) =
c
0
(b
m-1
)  1 und Kodewortlängen jc(a
j
)j = `
j
ein optimaler präfixfreier Kode für A.
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Beweis. Für die erwartete Kodewortlänge von c gilt
(d- 1)E
d
(c;p) + 1 =
m-2
X
j=1
d
`
j
w(a
j
)=W+ d
`
m-1
w(a
m-1
)=W+ d
`
m
w(a
m
)=W
=
m-2
X
j=1
d
`
0
j
w(b
j
)=W+ d
`
0
m-1
+1
(w(b
m-1
) +w(b
m
))=W
=
m-2
X
j=1
d
`
0
j
w(b
j
)=W+ d
`
0
m-1
w(b
m-1
)=W
= ((d- 1)E
d
(c 0;p 0) + 1) W 0=W;
also
E
d
(c;p) = E
d
(c 0;p 0) W=W 0 + (W 0 -W)=((d- 1)W):
Wenn c kein optimaler Kode für A wäre, dann existierte ein optimaler Kode f, der die
Bedingungen von Lemma 3.4 erfüllt und für den gilt: E
d
(f) < E
d
(c). Dann können wir
aber gemäß Lemma 3.4 die beiden längsten Kodewörter zusammenfassen und erhalten
einen Kode f 0 mit Kosten E
d
(f;p) = E
d
(f 0;p 0) W=W 0 + (W 0 - W)=((d - 1)W) ana-
log zu obiger Rechnung, da W und W 0 nur von den Wahrscheinlichkeiten und nicht
von den Kodes abhängen. Dann folgt aber E
d
(f 0;p 0) < E
d
(c 0;p 0) im Widerspruch zur
Optimalität von c 0.
Durch Iteration des Lemmas und die Tatsache, daß zu Beginn des Verfahrens, d.h.
im voll expandierten BaumW = 1 ist, folgt der
Satz 3.6. Für d  1 konstruiert der verallgemeinerte Huffman-Algorithmus zu einem gegebe-
nen AlphabetA undWahrscheinlichkeitsverteilung p einen präfixfreien Kode c, der die mittlere
Kodewortlänge E
d
(c;p) minimiert.
Die Laufzeit des Verfahrens ist inO(n logn), wenn man ein Registermaschinenmo-
dell mit Einheitskosten für die arithmetischenOperationen annimmt. Zunächstmüssen
die Wahrscheinlichkeiten sortiert werden. Im weiteren Verlauf wird dann n-1mal ein
Gewicht in eine sortierte Liste eingefügt, was mit einer geeigneten Datenstruktur eben-
falls in Zeit O(n logn) möglich ist.
Wenn die Zugriffswahrscheinlichkeiten bereits sortiert vorliegen, läßt sich der Algo-
rithmus mit einem bekannten Trick auch für eine Laufzeit O(n) implementieren. Dazu
beobachtet man, daß die in die Liste einzufügenden Gewichte w
j
aufsteigend sortiert
sind. Anstatt einer Warteschlange mit Prioritäten kann man zwei FIFO-Schlangen be-
nutzen, eine für die vorsortierten Wahrscheinlichkeiten und eine für die im Laufe des
Verfahrens erzeugten Gewichte. Die Funktion extract_min läßt sich durch einen Ver-
gleich der vordersten Elemente der beiden Schlangen in konstanter Zeit realisieren.
Bei Kodierung in einM-näres Alphabet S = f0; 1; : : : ;M-1g läßt sich das Verfahren
entsprechend erweitern. Man muß nur darauf achten, daß die Wurzel des Kodebaums
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tatsächlich M Nachfolger besitzt. Dies ist garantiert, wenn für die Kardinalität n des
Symbolalphabetes A gilt, daß n = M + k(M - 1) für ein k 2 N
0
. Ansonsten kann
man A durch weitere künstliche Elemente mit Gewicht 0 ergänzen, um diese Bedin-
gung sicherzustellen, und dann obigen Algorithmus anwenden. Zur Verallgemeine-
rung des Huffman-Verfahrens auf M-näre Alphabete siehe auch [Mc77, Seiten 245ff.].
Als nächstes illustrieren wir das Verfahren und die Schranken für die optimale mittlere
Kodewortlänge von Korollar 3.3.
Beispiel 3.1. Für die Verteilung p = (1=2; 1=4; 1=8; 1=16; 1=32; 1=64; 1=64) über dem Al-
phabet A = fa
1
; a
2
; a
3
; a
4
; a
5
; a
6
; a
7
g geben wir optimale Bäume und deren erwartete
Kosten bei verschiedenen d an.
d = 1; E = 126=64 :
a
1
a
2
a
3
a
4
a
5
a
6
a
7
d = 2; E = 17=4 :
a
1
a
3
a
4
a
2
a
5
a
6
a
7
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d = 4; E = 13 :
a
1
a
2
a
3
a
4
a
5
a
6
a
7
Aus [C65] folgt, daß optimale Kodewortlängen `
j
durch
- log

p

j
P
n
i=1
p

i

 `
j
< - log

p

j
P
n
i=1
p

i

+ 1
gegeben sind, wobei  = 1=(1 + logd) gilt. Auf diese Weise könnte man einen opti-
malen Baum erhalten, indem man erst die Zugriffswahrscheinlichkeiten transformiert
und dann den Standard-Huffman-Algorithmus auf der transformierten Eingabe startet.
Dieses Verfahren erfordert aber die Auswertung der transzendentalen Funktion logd,
während der verallgemeinerte Huffman-Algorithmus mit Additionen und Multiplika-
tionen auskommt.
Die maximale Kodewortlänge wird also durch p
min
= minfp
j
: j = 1; : : : ; ng defi-
niert. Um Bäume mit vorgegebener beschränkter Höhe zu erhalten, kann man daher
mit Hilfe obiger Abschätzung numerisch einenWert für d berechnen, der eine maxima-
le Tiefe des optimalen Baums im Kostenmaß E
d
(c) garantiert.
Wir merken an, daß der sogenannte Package-Merge-Algorithmus [LH90] einen im
Standard-Kostenmaß optimalen präfixfreien Kode mit maximaler Kodewortlänge L in
Zeit O(nL) findet. Da wir eine andere Kostenfunktion verwenden, sind die Ergebnisse
nicht vergleichbar.
3.2. Suchbäume
In diesem Abschnitt betrachten wir Suchbäume über einem angeordneten Alphabet.
Die Bäume sind knotenorientiert, d.h. die Elemente der Menge stehen in den inneren
Knoten des Baums, und die Tiefe eines Elementes ist die Länge des Pfades von der
Wurzel zu diesem Element. Insbesondere ist die Tiefe der Wurzel gleich 0. Im Stan-
dardmodell werden für einen Zugriff auf a
j
in Tiefe t
j
die Kosten t
j
+1 berechnet, denn
dies ist gerade die Anzahl der Elemente, mit denen das angefragte Symbol verglichen
werden muß. Für unser erweitertes Kostenmaß mit Faktor d  1 wird ein solcher Zu-
griff mit
P
t
j
i=0
d
i bewertet. Eine erfolglose Suche endet in einem Blatt. Wenn das Blatt,
welches das Intervall (a
j
; a
j+1
) repräsentiert, in Tiefe s
j
liegt, dann entstehen Kosten
von
P
s
j
-1
i=0
d
i. Hierbei ist a
0
:= -1 und a
n+1
:=1.
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Definition 3.3. SeiA = fa
1
<    < a
n
g eine geordnete Menge und
p = (q
0
; p
1
; q
1
; p
2
; : : : ; q
n-1
; p
n
; q
n
)
eine zugehörige Zugriffsverteilung. Dabei beschreibt p
j
die Wahrscheinlichkeit von
Element a
j
und q
j
dieWahrscheinlichkeit von Intervall (a
j
; a
j+1
). Weiter bezeichne T =
(s
0
; t
1
; s
1
; : : : ; t
n
; s
n
) die Tiefen der Knoten und Blätter in einem binären Suchbaum für
A. Für d  1 sind die erwarteten Zugriffskosten (mittlere Suchkosten) dann
E
d
(T;p) =
n
X
i=1
p
i
 (1 + d+ d
2
+    + d
t
i
) +
n
X
i=0
q
i
 (1 + d+ d
2
+    + d
s
i
-1
):
Wenn die Verteilung p klar ist, schreiben wir auch kürzer E
d
(T). Sei P =
P
n
i=1
p
i
die
Wahrscheinlichkeit einer erfolgreichen Suche und Q =
P
n
i=0
q
i
die Wahrscheinlichkeit
einer erfolglosen Suche.
Anwendungen
Wenn d > 1 ist, modelliert das erweiterte Kostenmodell die Situation, daß die Such-
kosten mit jedem Suchschritt exponentiell wachsen. Dadurch werden lange Suchpfade
sehr teuer und billige Bäume sind gut balanciert.
Eine mögliche Anwendung liegt bei der Suche in hierarchischen Strukturen. Wenn
der Aufwand für einen Test oder Vergleich auf jeder Hierarchiestufe um einen Faktor
d zunimmt, so beschreibt unser Modell gerade die erwarteten Gesamtkosten. Bei be-
kannten Wahrscheinlichkeiten ergibt sich die Möglichkeit, die Testreihenfolge bzw. die
hierarchische Zerlegung des Problems zu optimieren.
Als eine andere Anwendung ist die Herleitung allgemeiner unterer Schranken für
die Laufzeit von Programmen mit Multiplikationen denkbar. Bei jeder Multiplikati-
on wird die Länge der Operanden höchstens verdoppelt. Die Kosten (über alle Aus-
führungspfade des Programms gemittelt) lassen sich dadurch in unserem Modell mit
d = 2 beschreiben.
3.2.1. Alphabetische Kodes
Ein Kode c für eine geordnete Menge A = fa
1
<    < a
n
g über einem angeordneten
Kodealphabet S = f0 < 1g heißt ordnungserhaltend oder alphabetisch, wenn die Kode-
wörter die Ordnung auf A respektieren, d.h. c(a
1
) <    < c(a
n
), wobei „<“ in diesem
Fall die lexikographische Ordnung auf S bedeutet.
Eine hinreichende Forderung für die Existenz eines ordnungserhaltenden Kodes
mit vorgegebenen Kodewortlängen `
1
; : : : ; `
n
ist die Kraft'sche Ungleichung
n
X
j=1
2
-`
j

1
2
;
siehe [H97]. Durch eine Modifikation der Beweise von Satz 3.2 und Korollar 3.3 folgt
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Korollar 3.7. Sei A = fa
1
<    < a
n
g, d > 1 und q eine Verteilung auf A. Dann gibt es
einen ordnungserhaltenden Kode cmit mittlerer Kodewortlänge
E
d
(c;q) 
d
2
L
1=(1+logd)(q) - 1
d- 1
:
Die untere Schranke aus Korollar 3.3 bleibt gültig, da sie für alle eindeutig deko-
dierbaren Kodes gilt, insbesondere auch für ordnungserhaltende Kodes. Dadurch er-
hält man eine Abschätzung für die Suchkosten bei erfolgloser Suche, die in einem Blatt
endet, d.h. bei einer Wahrscheinlichkeitsverteilung pmit P = 0 und Q = 1. Dann folgt
aus Korollar 3.7 die Existenz eines Suchbaums mit
E
d
(T;p) 
d
2
L
1=(1+logd)(p) - 1
d- 1
:
Wenn wir erfolgreiche und erfolglose Suchen gleichzeitig betrachten, so finden wir
die Kosten
E
d
(T;p) 
dL
1=(1+logd)(p) 
P
()
+dQ
()
P
()
+Q
()
- 1
d- 1
;
dabei ist P() =
P
n
i=1
p

i
und Q() =
P
n
i=0
q

i
. Zum Beweis betrachten wir eine Kon-
struktion des Suchbaums analog zum Shannon-Fano-Kode, vgl. [K98, Seite 445]. Seien
f
0
=
1
2
q
0
, f
1
= q
0
+p
1
+
1
2
q
1
, usw. die Partialsummen desWahrscheinlichkeitsvektors p,
jeweils bis zur Mitte der Intervalle (a
j
; a
j+1
) summiert. Der gewünschte Kode entsteht,
indem man die f
i
in Binärdarstellung schreibt und die Nachkommastellen als Kode-
wort interpretiert. Dabei werden die Längen der Kodeworte soweit minimiert, daß der
entstehende Kode noch präfixfrei ist. Dann kann man zeigen, daß für die Tiefen t
i
der
inneren Knoten und die Tiefen s
i
der Blätter gilt:
p
i
 2
-t
i
; q
i
 2
-s
i
+2
;
woraus im Standardfall d = 1 die bekannte Abschätzung E  H(p) + 1+Q folgt.
Für unser verallgemeinertes Kostenmaß betrachten wir die transformierten Wahr-
scheinlichkeiten
p
i
=
p

i
P
()
+Q
()
; q
i
=
q

i
P
()
+Q
()
;
hierbei ist wieder  = 1=(1 + logd) sowie P() =
P
n
i=1
p

i
und Q() =
P
n
i=0
q

i
. Dann
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finden wir
(d- 1)E
d
(T) + 1 =
n
X
i=1
p
i
d
t
i
+1
+
n
X
i=0
q
i
d
s
i
 d 
n
X
i=1
p
i
d
log(1=p
i
)
+
n
X
i=0
q
i
d
log(1=q
i
)+2
= d 
n
X
i=1
p
i
(1=p
i
)
logd
+ d
2

n
X
i=0
q
i
(1=q
i
)
logd
= d 
n
X
i=1
p
i
 
P
()
+Q
()
p

i
!log d
+ d
2

n
X
i=0
q
i
 
P
()
+Q
()
q

i
!logd
= d 
n
X
i=1
p
i

P
()
+Q
()
logd
p
-1
i
+ d
2

n
X
i=0
q
i

P
()
+Q
()
logd
q
-1
i
= d 

P
()
+Q
()
logd
 (P
()
+ dQ
()
)
= d 

P
()
+Q
()

1+logd

P
()
+ dQ
()
P
()
+Q
()
= d  L
1=(1+logd)(p) 
P
()
+ dQ
()
P
()
+Q
()
Dabei haben wir die Beziehung  logd = 1 -  benutzt.
3.2.2. Eine untere Schranke für die mittlere Suchzeit
Einen binären Suchbaum für eine Menge A kann man als Kode über einem dreiele-
mentigen Alphabet S = f0; 1; Stopg auffassen. Bei der Suche wird in jedem Knoten
entschieden, ob das gesuchte Element gefunden wurde oder kleiner bzw. größer als
der Knoteneintrag ist. Dementsprechend wird die Suche beendet oder im linken bzw.
rechten Unterbaum des Knotens fortgesetzt.
Die Entropie derQuelle bezüglich eines 3-elementigenKodealphabets,H

(p)= log(3),
stellt somit eine untere Schranke für die mittlere Länge eines den Suchbaum repräsen-
tierenden Kodes dar. Für die mittleren Kosten eines Baums folgt daraus die untere
Schranke
(d- 1)  E
d
(T;p) + 1  d
H

(p)
log 3
=

L
1=(1+logd)(p)

1= log 3
:
Lemma 3.8. Die erwarteten Kosten E
d
(T;p) eines Suchbaums betragen mindestens
E
d
(T;p) 
(L
1=(1+logd)(p))
1= log 3
- 1
d- 1
:
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Im Grenzfall d ! 1 folgt hieraus die untere Schranke H(p)= log 3 für die Tiefe von
Suchbäumen im Standardkostenmaß. Eine interessante offene Frage ist es, analog zu
[B75] diese Schranke für d > 1 zu verbessern. Die bekannte Abschätzung
-
n
X
i=1
p
i
log(p
i
)  -
n
X
i=1
p
i
log(q
i
)
für beliebige Verteilungen p und q läßt sich jedoch nicht ohne weiteres auf die Rényi-
Entropie bzw. auf L
1=(1+logd)(p) übertragen, vgl. [N75] für Ansätze in dieser Richtung.
3.2.3. Optimale Suchbäume
Optimale Suchbäume für beliebige d  1 erhält man mit Hilfe dynamischer Program-
mierung [K98, M88]. Die Korrektheit des folgenden Lemmas folgt unmittelbar aus dem
Paradigma der dynamischen Programmierung, daß eine optimale Lösung aus optima-
len Teillösungen zusammengesetzt sein muß.
Lemma 3.9. Sei d  1. Für 1  i  j  n bezeichnew
i;j
= q
i-1
+p
i
+q
i
+p
i+1
+  +p
j
+q
j
die Wahrscheinlichkeit der Elemente A
ij
= fa
i
; : : : ; a
j
g und der benachbarten Blätter und
E
d
(i; j) die mittleren Suchkosten in einem optimalen Baum für A
ij
.
E
d
(i; i) = 1
E
d
(i; j) = 1 + d  min
imj

w
i;m-1
E
d
(i;m - 1) +w
m+1;j
E
d
(m + 1; j)

=w
i;j
für i < j:
Wie im Fall d = 1 kann die Suche nach einem minimierenden Wurzelknoten a
m
eingeschränkt werden, so daß das Verfahren in Zeit O(n2) läuft. Denn es genügt, daß
die Gewichte w
i;j
die sogenannte Vierecksungleichung erfüllen, siehe [M88, Seite 151].
w
i;j
+w
i
0
;j
0
 w
i
0
;j
+w
i;j
0 für alle 1  i  i 0  j  j 0  n:
Somit ist die zur Laufzeitverbesserung nötige Konstruktion unabhängig von dem Vor-
faktor d. Wir fassen zusammen:
Satz 3.10. Für d  1 kann ein optimaler Baum Topt für p = (q
0
; p
1
; : : : ; p
n
; q
n
) in Zeit
O(n
2
) konstruiert werden. Im Fall d > 1 gilt
(L
1=(1+logd)(p))
1= log 3
- 1
d- 1
 E
d
(Topt;p) 
dL
1=(1+logd)(p) 
P
()
+dQ
()
P
()
+Q
()
- 1
d- 1
:
Im Grenzwert d! 1 erhält man daraus das bekannte Resultat
H(p)
log 3
 E(Topt;p)  H(p) + 1+Q:
Dabei ist Q =
P
n
i=0
q
i
die Wahrscheinlichkeit einer erfolglosen Suche.
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Wennwir speziell die Gleichverteilung und nur erfolgreiche Suchen betrachten, d.h.
p
i
= 1=n für i = 1; : : : ; n, so folgt
E(Topt;p) 
dn
logd
- 1
d- 1
:
Im Grenzfall d ! 1 erhält man das bekannte Ergebnis E  1 + logn und für d = 2
wachsen die erwarteten Suchkosten linear in n.
Es wäre interessant, das Verhalten der MOVE-TO-ROOT-Regel [AM78] für selbst-
organisierende Bäume im Fall d > 1 zu analysieren. Da die Funktion t 7! dt für d >
1 jedoch konkav ist, kann man den Erwartungswert nicht ohne weiteres nach oben
abschätzen. Die Ungleichung von Jensenwürde nur eine untere Schranke liefern: wenn
X die Anzahl der Knoten auf dem Pfad beschreibt, so interessieren wir uns für E[dX] 
d
E[X]. Zu einer Berechnung von E[dX] sind daher genauere Informationen über die
Verteilung von X nötig als lediglich der Erwartungswert.
3.3. Zufällig gewachsene Bäume
In diesem Abschnitt untersuchen wir die mittleren Kosten von zufälligen Bäumen in
unserem verallgemeinerten Kostenmaß. SeiA = fa
1
<    < a
n
g die Menge der Baum-
elemente. Der zu einer Permutation  = (a
(1)
; : : : ; a
(n)
) gehörende Baum T() ent-
steht durch sukzessives Einfügen der a
(i)
in einen anfangs leeren Baum. Das erste
Element a
(1)
bildet die Wurzel und die folgenden Elemente werden gemäß der Ord-
nung auf A in den linken oder rechten Teilbaum eingefügt.
Ein Baum für A heißt zufällig, wenn alle n! Permutationen  gleich wahrscheinlich
sind. Insbesondere folgt daraus, daß jedes der a
i
mit gleicher Wahrscheinlichkeit 1=n
an der Wurzel des Baums steht. Über die Untersuchung derartiger zufälliger Bäume
existiert eine reichhaltige Literatur, z.B. [K98, M92, SF96, Sz98]. Das Konzept der zu-
fällig gewachsenen Bäume kann man auch für eine effiziente Randomisierung einset-
zen [MR98].
Sei t
j
(n) die Tiefe des j-ten Elementes in einemBaummit nKnoten. Wenn der Baum
zufällig gewachsen ist, so sind die t
j
(n) Zufallsvariablen. Wir untersuchen die mittlere
Tiefe und die externe Pfadlänge von zufälligen Bäumen in unserem verallgemeinerten
Kostenmaß. Die externe Pfadlänge L
n
=
P
n
j=1
t
j
(n) ist die Summe über die Längen
der Pfade von der Wurzel zu allen Knoten. Die mittlere Tiefe T
n
=
P
n
j=1
t
j
(n)=n ist die
Länge des Pfades von der Wurzel zu einem zufällig ausgewählten Knoten. Somit gilt
L
n
= n  T
n
. In unserem verallgemeinerten Kostenmaß sprechen wir analog von den
mittleren Kosten T
n
und den externen Pfadkosten L
n
.
Ein leerer Baum hat definitionsgemäß L
0
= T
0
= 0. Ein einziger Knoten steht an der
Wurzel und hat Kosten L
1
= T
1
= 0. Wenn der Baum n Knoten besitzt, so gilt für die
externen Pfadkosten
L
n
= n - 1 + d(L
k
+ L
n-1-k
);
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wobei k = 0; : : : ; n - 1 zufällig gewählt wird und die Größe des linken Unterbaums
angibt. Wenn wir zu erzeugenden Funktionen übergehen, folgt
L
n
(z) =
1
X
j=0
Prob(L
n
= j)z
j
= E[z
L
n
] = E[z
n-1+d(L
k
+L
n-1-k
)
]
= z
n-1

1
n

n-1
X
k=0
L
k
(z
d
)  L
n-1-k
(z
d
) : (3.2)
Für d = 1 wurden analoge Rechnungen u.a. in [SF96] ausgeführt. Eine kompakte Dar-
stellung der erzeugenden Funktion L
n
(z) ist mit Hilfe der bivariaten Funktion
L(z; u) =
1
X
n=0
L
n
(z)u
n
möglich, aus (3.2) erhält man
@
@u
L(z; u) = u
2
 L(z
d
; zu)
2
:
Diese Darstellung kann für asymptotische Analysen ausgenutzt werden, [JS99, SF96],
jedoch vereinfachen sich dadurch die nachfolgenden Rechnungen nicht. Wir benutzen
nun (vgl. [GKP94]), daß E[L
n
] = L
0
n
(1) undVar[L
n
] = L
00
n
(1)+L
0
n
(1)-(L
0
n
(1))
2. Zunächst
folgt für die Ableitungen
L
0
n
(z) =
(n - 1)z
n-2
n

n-1
X
k=0
L
k
(z
d
)L
n-1-k
(z
d
)
+
dz
n+d-2
n

n-1
X
k=0

L
0
k
(z
d
)L
n-1-k
(z
d
) + L
k
(z
d
)L
0
n-1-k
(z
d
)

L
00
n
(z) =
(n - 1)(n - 2)z
n-3
n

n-1
X
k=0
L
k
(z
d
)L
n-1-k
(z
d
)
+
d(2n + d- 3)z
n+d-3
n

n-1
X
k=0

L
0
k
(z
d
)L
n-1-k
(z
d
) + L
k
(z
d
)L
0
n-1-k
(z
d
)

+
d
2
z
n+2d-3
n

n-1
X
k=0

L
00
k
(z
d
)L
n-1-k
(z
d
) + 2L
0
k
(z
d
)L
0
n-1-k
(z
d
) + L
k
(z
d
)L
00
n-1-k
(z
d
)

:
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Sei `
n
= L
0
n
(1) und s
n
= L
00
n
(1). Mit L
n
(1) = 1 erhalten wir die Rekursionsgleichungen
`
0
= 0
`
n
= n- 1 +
d
n

n-1
X
k=0
(`
k
+ `
n-1-k
)
s
0
= 0
s
n
= (n- 1)(n - 2) +
d(2n + d- 3)
n
n-1
X
k=0
(`
k
+ `
n-1-k
)
+
d
2
n
n-1
X
k=0
(s
k
+ 2`
k
`
n-1-k
+ s
n-1-k
) :
Für `
n
folgt durch Multiplikation mit n
n`
n
= n(n - 1) + 2d
n-1
X
k=0
`
k
:
Wir benutzen die erzeugende Funktion F(z) =
P
1
n=0
`
n
z
n und erhalten
zF
0
(z) =
2z
2
(1- z)
3
+
2dzF(z)
1 - z
:
Die homogene Differentialgleichung mit getrennten Variablen
G
0
(z) =
2d
1 - z
G(z)
besitzt die Lösung
G(z) = (1 - z)
-2d
:
Mit dem Ansatz der Variation der Konstanten nach Lagrange (vgl. [SF96, Seite 99f.],
[Z96, Seite 456]) finden wir
(F(z)=G(z))
0
=
F
0
(z)G(z) - F(z)G
0
(z)
G(z)
2
= (1 - z)
2d

F
0
(z) -
2dF(z)
1 - z

=
2z
(1 - z)
3-2d
;
und Integration liefert schließlich
F(z) = G(z) 
Z
z
0
2x
(1 - x)
3-2d
dx =
2
(1 - z)
2d

Z
z
0
x
(1 - x)
3-2d
dx;
dabei ist die untere Integrationsgrenze 0 so gewählt, daß `
0
= 0 ist. Mit partieller
Integration finden wir
Z
z
0
x(1 - x)

dx =
1 - (1 - z)
+1
(1 + (1 + )z)
(+ 1)( + 2)
;
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und mit  = 2d - 3 folgt dann für d > 1
F(z) =
2
(1 - z)
2d

1 - (1 - z)
2d-2
(1 + 2(d - 1)z)
(2d- 1)(2d - 2)
=
2
(2d - 1)(2d - 2)


1
(1 - z)
2d
-
1
(1 - z)
2
-
2(d- 1)z
(1 - z)
2

=
1
(d - 1)(2d - 1)

 
1
X
n=0

2d- 1 + n
n

z
n
-
1
X
n=0
(n + 1)z
n
- 2(d - 1)
1
X
n=0
(n + 1)z
n+1
!
:
Also gilt für die Koeffizienten von F(z)
`
n
= [z
n
]F(z) =
 
2d-1+n
n

- (2d - 1)n - 1
(d- 1)(2d - 1)
;
und mit der asymptotischen Abschätzung für n!1

2d- 1 + n
n

=
(2d - 1 + n)  (2d - 1 + n- 1)    (2d)
n!
=
n
2d-1
 (2d)
+O(n
2d-2
)
folgt
Satz 3.11. Für die erwarteten externen Pfadkosten eines zufällig gewachsenen Baums gilt im
verallgemeinerten Kostenmaß für d > 1, daß
E[L
n
] =
 
2d-1+n
n

- (2d - 1)n - 1
(d- 1)(2d - 1)
=
n
2d-1
(d - 1)(2d - 1) (2d)
+O

n
maxf1;2d-2g

:
Für das Standardmodell d = 1 ist bekannt [SF96], daß
`
n
= [z
n
]
-2
(1 - z)
2


z+ ln(1 - z)

= 2(n + 1)H
n+1
- 4n - 2 = 2n ln(n) +O(n) :
Wegen  (n+ 1) = n! für n 2 N finden wir speziell für d = 3=2
`
n
= [z
n
]
z
2
(1 - z)
3
=

n
2

= n
2
=2 +O(n) ;
und für d = 2 ergibt sich
`
n
= [z
n
]
z
2
(3 - 2z)
3(1 - z)
4
=

n + 1
3

-
2
3

n
3

= n
3
=18 +O(n
2
) :
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Es ist interessant, dieses Ergebnis mit den Suchkosten in optimalen Bäumen zu ver-
gleichen. Aus Satz 3.11 folgen erwartete Suchkosten von O(n2d-2), wenn man von
gleichverteilten Zugriffen ausgeht. Ein optimaler Baum für n Elemente bei Gleich-
verteilung erzeugt dagegen nur Suchkosten von O(nlog d), vgl. die Bemerkung nach
Satz 3.10. Für das Standardmodell d = 1 ist bekannt, daß die Suchkosten im zufälli-
gen Baum genauso wie im optimalen Baum O(logn) betragen, so daß der zufällige
Baum nicht schlechter ist als ein optimaler Baum. In unserem verallgemeinerten Ko-
stenmaß erkennen wir dagegen, daß die zufälligen Bäume mit wachsendem d deutlich
schlechter werden. Daraus folgern wir, daß bei d > 1 die explizite Konstruktion eines
optimalen Baums einen sinnvollen Aufwand darstellt.
Für die Varianz von L
n
rechnen wir weiter. Aus der obigen Rekursionsgleichung
für s
n
= L
00
n
(1) erhalten wir analog zu `
n
die Beziehung
ns
n
= a
n
+ 2d
2
n-1
X
k=0
s
k
;
die mit Hilfe der erzeugenden Funktion S(z) =
P
1
n=0
s
n
z
n gelöst wird; wir erhalten
S(z) =
1
(1 - z)
2d
2

Z
z
0
A(x)(1 - x)
2d
2
x
dx :
Dabei ist A(z) =
P
1
n=0
a
n
z
n gegeben durch
a
n
= n(n - 1)(n - 2) + d(2n + d- 3)
n-1
X
k=0
(`
k
+ `
n-1-k
) + 2d
2
n-1
X
k=0
`
k
`
n-1-k
= n(n - 1)(n - 2) + (2n + d - 3)n(`
n
- n + 1) + 2d
2
n-1
X
k=0
`
k
`
n-1-k
= n(n - 1)(n - 2) + 2n(n - 1)`
n
+ (d- 1)n`
n
- n(n - 1)(2(n - 2) + d+ 1) + 2d
2
n-1
X
k=0
`
k
`
n-1-k
;
woraus wir ableiten, daß
A(z) =
6z
3
(1 - z)
4
+ 2z
2
F
00
(z) + (d- 1)zF
0
(z) -
12z
3
(1 - z)
4
-
2(d + 1)z
2
(1 - z)
3
+ 2d
2
zF(z)
2
:
Damit kann obiges Integral berechnet und können die Koeffizienten s
n
= [z
n
]S(z) ex-
trahiert werden. Aus Var[L
n
] = s
n
+ `
n
- `
2
n
folgt die gesuchte Varianz der mittleren
externen Pfadkosten von zufällig gewachsenen Bäumen. Im Fall d = 1 ist bekannt
[K98], daß
Var[L
n
] = 7n
2
- 4(n + 1)H
(2)
n
- 2(n + 1)H
n
+ 13n = (7 - 2
2
=3)n
2
+O(n lnn) :
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Mit Hilfe von MAPLE finden wir für d = 2:
Var[L
n
] =
5n
7
21168
+
13n
6
5670
+
11n
5
840
+
11n
4
162
+
137n
3
1008
-
67n
2
405
-
1429n
26460
;
und allgemein für das asymptotische Wachstum von Var[L
n
] = (n
m
):
d 1 2 3 4 5 6 7 8 9 10
m 2 7 17 31 49 71 97 127 161 199
.
Man erkennt, daß das Wachstum der Varianz und damit auch der Standardabwei-
chung
p
Var[L
n
] für größere d asymptotisch wesentlich stärker wächst als der Erwar-
tungswert E[L
n
]. Das bedeutet, daß die Verteilung stark streut und nicht besonders
deutlich am Erwartungswert konzentriert ist. Intuitiv ist dies einleuchtend, da bereits
eine kleine Abweichung von einem optimal balancierten Baumdurch das exponentielle
Wachstum der Kosten starke Auswirkungen nach sich zieht.
Dies ist ein weiteres Argument daür, daß bei d > 1 im verallgemeinerten Kosten-
maß die explizite Konstruktion eines optimalen Baums ein sinnvoller Mehraufwand
sein kann.
3.4. Tries
In diesem Kapitel skizzieren wir, wie sich unser verallgemeinertes Kostenmaß auf die
Analyse von digitalen Suchbäumen [CFV98, K98, M92, SF96] auswirkt. Der Name
Trie wurde in Anlehnung an Tree aus Information Retrieval abgeleitet [F60]. Bei dieser
Speicherungsart wird vorausgesetzt, daß die Daten durch (potentiell unendlich lange)
Binärworte gegeben sind. In Tiefe k des Baums wird entsprechend des k-ten Bits des
Schlüssels verzweigt. Es werden also nicht zwei gesamte Schlüssel verglichen, sondern
nur korrespondierende Stellen innerhalb der Schlüssel. Sobald ein Präfix des Schlüssels
hinreichend lang ist, so daß er nicht mehr als Präfix eines anderen Schlüssels erscheint,
wird der Eintrag an diese Stelle des Baums gesetzt. Dies setzt voraus, daß alle Schlüssel
bekannt sind, wenn der Baum aufgebaut wird.
Sei eineMengeA = fa
1
; : : : ; a
n
g von Schlüsseln gegeben. Dabei ist a
j
= a
j
(1); a
j
(2),
a
j
(3); : : : eine Folge über S = f0; 1g. Ein digitaler Suchbaum oder Trie ist folgendermaßen
rekursiv definiert. Für jAj = 0 ist der Trie leer und für jAj = 1 besteht er aus einem einzi-
gen Knoten. Falls jAj > 1, so wird das Alphabet gemäß dem ersten Symbol der Elemen-
te in zwei TeilmengenA
0
und A
1
partitioniert, also A
i
= fa 2 A : a = i; a(2); a(3); : : : g
für i 2 S . Die Wurzel erhält die Kanten mit Beschriftung 0 bzw. 1 Die Verallgemeine-
rung aufM-näre Grundalphabete ist naheliegend.
Eine etwas effizientere Variante der Tries sind die Patricia-Tries [M68]. Dabei wird
zunächst ein Trie aufgebaut und dann alle Knoten mit Verzweigungsgrad 1 gelöscht.
Wir beschränken uns hier auf Standard-Tries.
Beispiel 3.2. a
1
= 00010 : : : , a
2
= 00110 : : : , a
3
= 10101 : : : , a
4
= 11010 : : : .
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a
1
a
3
0
0 0
0 1
1
1
a
2
a
4
Analog zu den zufälligen Suchbäumen sei t
j
(n) die Tiefe des j-ten Blattes eines
Tries (j = 1; : : : ; n). Die mittlere Tiefe ist definiert als T
n
=
P
n
j=1
t
j
(n)=n. Die externe
Pfadlänge ist L
n
=
P
n
j=1
t
j
(n). Wir interessieren uns für Erwartungswert und Varianz
von T
n
und L
n
im verallgemeinerten Kostenmaß. Für die Erwartungswerte gilt E[L
n
] =
nE[T
n
]. Bei der Varianz besteht kein einfacher Zusammenhang zwischen Var[L
n
] und
Var[T
n
], da die t
j
(n) nicht unabhängig sind, vergleiche hierzu auch [KPS89].
Wir setzen voraus, daß alle Schlüssel unabhängig voneinander und gleich verteilt
gemäß einem bestimmten Wahrscheinlichkeitsmodell erzeugt werden. Bei dem bis-
her meistens untersuchten Konzept der unabhängigen Symbole gilt für alle Schlüssel
a
j
= a
j
(1)a
j
(2) : : : , daß Prob(a
j
(k) = 0) = p und Prob(a
j
(k) = 1) = q = 1 - p für ein
0 < p < 1 und alle k; j. Diese Annahme über die Schlüsselverteilung wird als Bernoulli-
Modell bezeichnet, im Falle p = 1=2 auch als symmetrisches Bernoulli-Modell. Die Verall-
gemeinerung zum Markov-Modell ist naheliegend und wurde in [JS91] betrachtet. Der
dort gemachte Ansatz läßt sich aber nicht für d > 1 verwenden. Am Ende dieses Ab-
schnitts skizzieren wir die Berechnung der erwarteten Pfadlänge im Markov-Modell
mit Hilfe eines rekursiven Gleichungssystems.
Im Bernoulli-Modell gilt für die erwarteten externen Pfadkosten `
n
in einem Trie
mit n Elementen die Rekursionsgleichung
`
n
= n+ d 
n
X
k=0

n
k

p
k
q
n-k
 (`
k
+ `
n-k
) - [n = 1];
was auch `
0
= `
1
= 0 beinhaltet. Rekursionsgleichungen dieser Art und das asympto-
tische Verhalten ihrer Lösung wurden in [Sz88, Sz98] untersucht. Wir verallgemeinern
diesen Ansatz für beliebige d  1.
Für die exponentielle Erzeugendenfunktion L(z) =
P
1
n=0
`
n
z
n
=n! finden wir
L(z) = z exp(z) + dL(zp) exp(zq) + dL(zq) exp(zp) - z; (3.3)
indem wir beachten, daß für zwei beliebige exponentielle Erzeugendenfunktionen
F(z) =
P
1
n=0
f
n
z
n
=n! und G(z) =
P
1
n=0
g
n
z
n
=n! gilt, daß
F(z) G(z) =
1
X
n=0
n
X
k=0

n
k

f
k
g
n-k
z
n
=n! :
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Mit F(z) = L(z) und G(z) = exp(z) folgt (3.3). Durch Multiplikation von (3.3) mit
exp(-z) erhält man die sogenannte Poisson-Transformation L(z) = L(z) exp(-z), und
mit p+ q = 1 und L(zp) exp(zq) exp(-z) = L(zp) exp(zp+ zq- z) = L(zp) folgt
L(z) = z+ dL(zp) + dL(zq) - z exp(-z): (3.4)
Sei L(z) =
P
1
n=0
`
n
z
n
=n!. Dann gilt, daß `
n
=
P
n
k=0
 
n
k

`
k
, siehe z.B. [R79]. Die `
k
erhält man durch Koeffizientenvergleich: für die Koeffizienten von zn in (3.4) folgt nach
Multiplikation mit n!
`
n
= [n = 1] + d `
n
p
n
+ d `
n
q
n
- n(-1)
n+1
;
und schließlich
`
n
=
n
X
k=0

n
k

[k = 1] + k(-1)
k
1 - d(p
k
+ q
k
)
=
n
X
k=2

n
k

(-1)
k
k
1- d(p
k
+ q
k
)
:
Die asymptotische Entwicklung alternierender Summen vom Typ
n
X
k=0

n
k

(-1)
k
f
k
für n!1 wurde von Ph. Flajolet,W. Szpankowski und anderen untersucht [FS95, Sz88,
Sz98]. Für d = 1 gilt
`
n
=
n log(n)
H(p)
+O(n);
wobei H(p) = -p log(p) - q log(q) die Entropie der Verteilung (p; 1 - p) ist. Im Falle
d > 1 lassen sich diese Resultate allerdings nicht anwenden, da die in der Rechnung
auftretende Gleichung p-z + q-z = 1=d im allgemeinen keine einfach darstellbaren
(komplexen) Lösungen besitzt.
Zum Abschluß skizzieren wir, wie man die erwarteten externen Pfadkosten `
n
im
Markov-Modell herleitet. An Stelle k > 1 des Schlüssels hängt die Wahrscheinlich-
keit des Symbols a(k) von dem direkt vorausgehenden Bit an der Stelle k - 1 ab und
folgt einer Verteilung Prob(a(k) ja(k-1)). Die Schlüssel sind also Realisierungen einer
Markov-Kette mit Übergangsmatrix
P =

p
00
p
01
p
10
p
11

:
Wir setzen voraus, daß 0 < p
ii
< 1 für i = 0; 1, damit ist die Markov-Kette positiv-
rekurrent und besitzt eine stationäre Verteilung  = (
0
; 
1
). Wir nehmen an, daß die
Kette in der stationären Verteilung gestartet wird, d.h. die ersten Schlüsselzeichen a
j
(1)
werden gemäß  erzeugt.
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Seien `0
n
; `
1
n
die erwarteten Pfadkosten, wenn der Zustand im Vorgängerknoten 0
bzw. 1 ist. Dann muß gelten:
`
0
n
= n + d 
n
X
k=0

n
k

p
k
00
p
n-k
01
 (`
0
k
+ `
1
n-k
) - [n = 1]
`
1
n
= n + d 
n
X
k=0

n
k

p
k
10
p
n-k
11
 (`
0
k
+ `
1
n-k
) - [n = 1];
was wiederum `0
0
= `
0
1
= 0 und `1
0
= `
1
1
= 0 beinhaltet. Die gesuchte mittlere Tiefe ist
schließlich `
n
= 
0
`
0
n
+ 
1
`
1
n
. Analog zu oben finden wir die exponentiellen Erzeugen-
denfunktionen
L
0
(z) = z exp(z) + dL0(zp
00
) exp(zp
01
) + dL
1
(zp
10
) exp(zp
11
) - z
L
1
(z) = z exp(z) + dL0(zp
10
) exp(zp
11
) + dL
1
(zp
11
) exp(zp
10
) - z
und deren Poisson-Transformationen
L
0
(z) = z+ L
0
(zp
00
) + L
1
(zp
01
) - z exp(-z)
L
1
(z) = z+ L
0
(zp
10
) + L
1
(zp
11
) - z exp(-z) :
Koeffizientenvergleich führt uns auf das Gleichungssystem
`
0
n
= [n = 1] + d`
0
n
p
n
00
+ d`
1
n
p
n
01
+ n(-1)
n
`
1
n
= [n = 1] + d`
0
n
p
n
10
+ d`
1
n
p
n
11
+ n(-1)
n
mit Lösung
`
0
n
=
(1 - dp
n
11
+ dp
n
01
)([n = 1] + n(-1)
n
)
1 - dp
n
00
- dp
n
11
+ d
2
(p
n
00
p
n
11
- p
n
01
p
n
10
)
`
1
n
=
(1 - dp
n
00
+ dp
n
10
)([n = 1] + n(-1)
n
)
1 - dp
n
00
- dp
n
11
+ d
2
(p
n
00
p
n
11
- p
n
01
p
n
10
)
:
Die Rücktransformation `
n
=
P
n
k=0
 
n
k

`
k
ergibt
`
0
n
=
n
X
k=2

n
k

(-1)
k
k(1- dp
k
11
+ dp
k
01
)
1- dp
k
00
- dp
k
11
+ d
2
(p
k
00
p
k
11
- p
k
01
p
k
10
)
`
1
n
=
n
X
k=2

n
k

(-1)
k
k(1- dp
k
00
+ dp
k
10
)
1- dp
k
00
- dp
k
11
+ d
2
(p
k
00
p
k
11
- p
k
01
p
k
10
)
:
Wie oben angedeutet, folgt für die erwarteten externen Pfadkosten im Markov-Modell
bei dem verallgemeinerten Kostenmaß:
`
n
= 
0
`
0
n
+ 
1
`
1
n
:
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Auch hier ist im Falle d = 1 folgende asymptotische Entwicklung für n!1möglich:
`
n
=
n log(n)
H(P)
+O(n);
wobei H(P) die Entropie der Markov-Kette ist, die die Schlüssel erzeugt [JS91].
Wir fassen unsere Ergebnisse für das verallgemeinerte Kostenmaß zusammen:
Satz 3.12. Für alle d  1 gilt für die mittleren externen Pfadkosten eines zufälligen Tries im
Bernoulli-Modell
E[L
n
] =
n
X
k=2

n
k

(-1)
k
k
1- d(p
k
+ q
k
)
;
und im Markov-Modell
E[L
n
] =
n
X
k=2

n
k

(-1)
k
k+ d(
0
(p
k
01
- p
k
11
) + 
1
(p
k
10
- p
k
00
))
1 - dp
k
00
- dp
k
11
+ d
2
(p
k
00
p
k
11
- p
k
01
p
k
10
)
;
falls diese Summen existieren.
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4.1. Zusammenfassung
In der vorliegenden Arbeit haben wir adaptive Suchverfahren und ihre Anwendungen
unter verschiedenen Kostenmodellen analysiert.
Die drei neu gefundenen Klassen von Listenalgorithmen SORT-BY-RANK(), SORT-
BY-DELAY(k) und SORT-BY-TIME(q) stellen die umfassendsten bisher bekannten Strate-
gien für das Listenproblem dar. Sie basieren auf der hier vorgestellten Idee, Rangfunk-
tionen zu verwenden, durch die die Ordnung der Liste bestimmt wird. Dabei zeigen
die SORT-BY-RANK()-Verfahren, daßman durch „Interpolation“ kompetitiv-optimaler
Verfahren die Optimalität erhalten kann, siehe Satz 1.13. Die neuen Algorithmen arbei-
ten auch bei stochastischen Zugriffen gut, und wir können exakte und asymptotische
Schranken für das Kostenverhältnis zu optimalen Verfahren angeben. Dabei betrachten
wir unabhängige und abhängige Anfragen und stellen fest, daß bei unabhängigen Zu-
griffen die Verfahren mit größerem Gedächtnis besser werden, während sie bei trägen
abhängigen Zugriffen schlechter werden.
Weiterhin geben wir in Satz 1.27 eine allgemeine untere Schranke an, die die Fähig-
keit eines Listenalgorithmen zur Approximation gedächtnisloser Quellen zu der Größe
seines Gedächtnisses in Beziehung setzt.
Unter anderem zeigen die untersuchten Listenalgorithmen bei der Datenkompres-
sion ihren Nutzen, was wir in Kapitel 2.1 anhand von theoretischen und empirischen
Ergebnissen belegen.
Für das randomisierte Listenproblem zeigen wir in Satz 1.50, wie man den bekann-
ten BIT-Algorithmus derandomisieren kann, so daß er nur noch wenige zufällige Bits
benötigt, ohne daß seine Qualität beeinträchtigt wird. Mit diesem Verfahren erhalten
wir einen Algorithmus mit dem geringsten zur Zeit bekannten Verbrauch der Ressour-
ce Zufall, der noch die Eigenschaft besitzt, die untere Schranke für das kompetitive
Verhältnis deterministischer Verfahren zu unterbieten.
Außerdem betrachten wir die Konvergenzgeschwindigkeit verschiedener Listenal-
gorithmen und analysieren absorbierende Verfahren. Für mehrere Varianten des Pro-
blems wie gewichtete Zugriffskosten, bidirektionale Suche und lineare Suche in Fel-
dern schlagen wir neue Algorithmen vor und analysieren sie in verschiedenen Kosten-
modellen. Adaptive Verfahren können auch bei der effizienten Behandlung von geo-
metrischen Problemen erfolgreich sein. Wir analysieren und verallgemeinern den von
G. Hotz vorgeschlagenen Algorithmus zur Berechnung der konvexen Hülle.
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Neben der Untersuchung von adaptiven Verfahren beschäftigen wir uns mit verall-
gemeinerten Kosten in Suchprozessen. Wir definieren eine Kostenfunktion, die expo-
nentiell mit der Länge der Suche (Tiefe im Baum) wächst. Ein damit verwandtes Kon-
zept ist der Begriff der Rényi-Entropie, wofür bereits Kodierungstheoreme bekannt sind.
Wir untersuchen die algorithmische Seite des Problems, die in der bekannten Literatur
noch nicht betrachtet wurde. Neben einem verallgemeinerten Huffman-Algorithmus
für optimale Kodes in diesemModell präsentieren wir untere und obere Schranken für
die Kosten von Suchbäumen. Als Grenzfall ist das üblich verwendete Einheitskosten-
maß in unserer Betrachtung enthalten. Außerdem analysieren wir in dem neuen Mo-
dell die Kosten von Suchbäumen und digitalen Bäumen, die zufällig gewachsen sind,
d.h. durch stochastische Prozesse definiert werden. Hierbei zeigt sich unter anderem,
daß durch die exponentiell wachsenden Kosten bereits kleine Abweichungen von ei-
nem optimalen Baum stark ansteigende Suchkosten verursachen. Mit anderen Worten,
in diesem Kostenmodell stellt die explizite Konstruktion von optimalen Bäumen einen
sinnvollen Aufwand dar.
4.2. Ausblick
Eine Reihe interessanter offener Fragen, die im Laufe dieser Arbeit entstanden sind,
schließt sich an.
4.2.1. Tradeo zwischen den Kostenmodellen?
Wir haben die Kosten von verschiedenen Algorithmen im kompetitiven Modell und
im Modell der mittleren Analyse beurteilt. Ein direkter Vergleich dieser Modelle ist
uns für kein Gebiet der Online-Algorithmen bekannt.
Bei unabhängigen identisch verteilten Zugriffen gibt das Verhältnis von asympto-
tischen erwarteten Kosten eines Verfahrens zu optimalen erwarteten Kosten an, wie
gut sich das Verfahren anpassen kann, wenn die Zugriffe eine gewisse einfache Struk-
tur (Unabhängigkeit) besitzen. Je länger der Algorithmus die Zugriffsfolge beobachten
darf, desto mehr Informationen kann er aus ihr ziehen.
Der kompetitive Faktor dagegen beschreibt, wie flexibel sich ein Algorithmus an
neue Situationen anpassen kann. Die Informationen aus vergangenen Zugriffen helfen
dabei nur wenig, dagegen ist es wichtig, auf beliebige Anfragen des Offline-Gegners
schnell reagieren zu können.
Die SBD(k)-Verfahren ermöglichen einen Tradeoff zwischen diesen beiden Kosten-
modellen. Mit wachsendem k wird das kompetitive Verhalten schlechter, die Anpas-
sung an unabhängige identisch verteilte Zugriffe aber besser. Für k = 1 und k = 2 sind
die Algorithmen kompetitiv-optimal, und für k!1 werden sie auf jeder gedächtnis-
losen Quelle beliebig gut.
Ist es möglich, daß eine Familie von Listenalgorithmen existiert, die gleichzei-
tig in beiden Kostenmodellen beliebig gut arbeitet? Wir vermuten das Gegenteil,
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nämlich daß eine Funktion f(c) > 1 existiert, so daß es für jeden c-kompetitiven Li-
stenalgorithmus ALG eine Wahrscheinlichkeitsverteilung p gibt, bei der das Verhältnis
EALG(p)=EOPT(p)  f(c) wird.
Da die beidenKostenmodelle keinen direktenVergleich erlauben, könnte esmöglich
sein, durch Vergleich der Kosten bei unabhängigen, identisch verteilten Zugriffen mit
den Kosten auf Zugriffsquellen mit Gedächtnis diese Vermutung zu zeigen. Markov-
Quellen können zwar keine Worst-Case-Situation eines Modells mit Gegner erzeugen,
aber trotzdem hinreichend schwierige Zugriffsfolgen liefern. Dieser Ansatz wird aber
dadurch erschwert, daß eine einfache Darstellung der Kosten auf Markov-Ketten nur
für Spezialfälle bekannt ist.
4.2.2. Beschränkte Gegner
Bei der kompetitiven Analyse wird die Qualität eines Online-Algorithmus gegenüber
einem allmächtigen Offline-Gegner untersucht. Dieses Modell des Gegners ist aber so
stark, daß Unterschiede zwischen verschiedenen Algorithmen verdeckt werden. Bei-
spielsweise haben wir in Abschnitt 1.4 mehrere Klassen von Verfahren vorgestellt, die
alle 2-kompetitiv sind, aber dennoch Differenzen aufweisen, die erst bei einer mittleren
Analyse sichtbar werden.
Ein Schwerpunkt dieser Arbeit liegt deshalb auf Markov-Zugriffsfolgen, die allge-
meiner als unabhängige Anfragefolgen sind und noch eine exakte Analyse erlauben.
Leider ist es nur in Ausnahmefällen möglich [Ch93], optimale Listenalgorithmen und
deren Kosten auf Markov-Ketten analytisch zu bestimmen. Bei gegebener Markov-
Kette kann eine konkrete Berechnung mittels dynamischer Programmierung durchge-
führt werden [H60], oder bei anderen Online-Problemen kann diese Information direkt
in die Strategie einfließen [KPR92].
Es erscheint interessant, weitere Modelle mit eingeschränkten Gegnern zu ent-
wickeln [BIRS95, KP94, Y98], oder Ressourcenbeschränkungen ins Spiel zu bringen
[L94, L95]. Beispielsweise kannman die Frage stellen, wie gut einOffline-Listenalgorith-
mus sein kann, der zwar die gesamte Eingabefolge im voraus sieht, aber nur eine Re-
chenzeit verwenden darf, die polynomiell in der Länge der Liste wächst. Man beachte,
daß das beste bekannte Offline-Verfahren zur Berechnung einer optimalen Strategie
exponentielle Zeit benötigt [RW90]. Es ist unbekannt, ob das zugehörige Entschei-
dungsproblem NP-hart ist; eine 15=8-Approximation ist möglich, bei statischen Geg-
nern auch eine 4=3-Approximation [A98a]. Das Auffinden besserer Approximations-
verfahren stellt eine weitere interessante offene Frage dar.
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A.1. Wahrscheinlichkeitsverteilungen
Sei (
;F ; p) ein diskreterWahrscheinlichkeitsraum. Das bedeutet, daß
 eine nichtlee-
re abzählbare Menge ist, F = P(
) die Potenzmenge von 
, die eine -Algebra in 

darstellt, und p : 
 ! R ein Wahrscheinlichkeitsmaß auf 
 [F68, MP90]. Ein Ereignis
A 2 F hat dann die Wahrscheinlichkeit
Prob(A) :=
X
!2A
p(!):
Eine reellwertige Zufallsvariable X auf (
;F ; p) ist eine Funktion
X : 
! R
mit der Eigenschaft, daß fX 2 Bg = X-1(B) 2 F für B aus der Borel--Algebra der
Teilmengen von R (Meßbarkeit von X). Die Funktion
Prob(X = B) = p(X-1(B))
bezeichnet dann das Bildmaß von p unter X.
Für abzählbares 
 und eine diskrete Zufallsvariable X sind die k-ten Momente de-
finiert als
E[X
k
] =
X
x2X(
)
x
k
 Prob(X = x):
Speziell heißt E[X] der Erwartungswert und Var[X] = E[X  (X - E[X])] = E[X2] - E[X]2
die Varianz von X. Im folgenden sei stets 
 = f1; 2; : : : ; ng und F = P(
), und wir
betrachten verschiedene Verteilungen.
(a) Gleichverteilung: p
i
= 1=n für alle i = 1; : : : ; n. Der Erwartungswert beträgt
(n + 1)=2, die Varianz (n + 1)(n - 1)=12.
(b) Binomialverteilung: p
i
=
 
n
i

p
i
(1-p)
n-i für alle i = 1; : : : ; n und einen Parameter
0  p  1. Der Erwartungswert ist np und die Varianz np(1 - p).
(c) Verteilung nach Zipf : p
i
= 1=(iH
n
) für alle i = 1; : : : ; n. Hierbei ist H
n
=
P
n
j=1
1=j = ln(n) +  + O(1=n) die n-te harmonische Zahl und  = 0:577 : : :
die Eulersche Konstante. Der Erwartungswert liegt bei n=H
n
, die Varianz bei
1
2
n(n + 1)=H
n
- n
2
H
2
n
.
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(d) Verteilung nach Lotka: p
i
= 1=(i
2
H
n
(2)) für alle i = 1; : : : ; n. Hierbei ist H
n
(2) =
P
n
j=1
1=j
2
= 
2
=6 - O(1=n) die n-te harmonische Zahl zweiter Ordnung. Der
Erwartungswert hat denWert H
n
=H
n
(2).
(e) Verallgemeinerte Zipf-Verteilung: p
i
= 1=(i

H
n
()) für alle i = 1; : : : ; n und einen
Parameter   0. Hierbei ist H
n
() =
P
n
j=1
j
- die n-te verallgemeinerte harmo-
nische Zahl der Ordnung . Der Erwartungswert beträgtH
n
( - 1)=H
n
().
(f) Geometrische Verteilung: p
i
= p(n)q
i-1 für i = 1; : : : ; n und 0 < q < 1 Dabei
ist p(n) = (1 - q)=(1 - qn) der Normalisierungsfaktor. Der Erwartungswert ist
1-q
n
-n(q
n
-q
n+1
)
(1-q)(1-q
n
)
.
A.2. Markov-Ketten
A.2.1. Denitionen und Grundlagen
Im folgenden stellen wir wichtige Aussagen über Markov-Ketten zusammen, vgl. auch
[C67, F68, KS60]. Sei A 6= ; die abzählbare Menge der möglichen Zustände und
P = (p
ij
)
i;j2A
eine stochastische Matrix. Das bedeutet, p
ij
 0 für alle i; j 2 A und
P
j2A
p
ij
= 1 für alle i 2 A.
Eine diskrete Markov-Kette ist eine Folge fX
t
g
t2N
0
von Zufallsvariablen auf einem
Wahrscheinlichkeitsraum (
;F ; p) mit gemeinsamemWertebereichA, für die gilt, daß
Prob(X
t
= a
t
j X
t-1
= a
t-1
; : : : ; X
0
= a
0
) = Prob(X
t
= a
t
j X
t-1
= a
t-1
)
für alle t 2 N . Die charakteristische Eigenschaft von Markov-Ketten ist, daß die
Wahrscheinlichkeitsverteilung von X
t
nur von der Realisierung der direkt vorausge-
henden Zufallsvariablen X
t-1
abhängt und unabhängig von den vorhergenden Varia-
blen X
t-2
; X
t-3
; : : : ist. Falls Prob(X
t
= j jX
t-1
= i) = p
ij
unabhängig von t ist, so
heißt die Markov-Kette homogen. Im folgenden betrachten wir nur noch homogene
Markov-Ketten, sie sind durch Übergangswahrscheinlichkeiten p
ij
und eine Startver-
teilung Prob(X
0
) vollständig definiert.
Wenn man die Übergänge iteriert, erhält man die Wahrscheinlichkeit p(s)
ij
, in s
Schritten von i nach j zu gelangen:
p
(s)
ij
= Prob(X
t+s
= j j X
t
= i) =
X
k2A
p
ik
p
(s-1)
kj
:
Dabei setzt man p(0)
ij
= 
ij
. Sei f(s)
ij
die Wahrscheinlichkeit, von Zustand i startend in s
Übergängen zum ersten Mal nach j zu gelangen (Erst-Eintritts-Wahrscheinlichkeit, first
entrance probability),
f
(s)
ij
= Prob(X
t+s
= j j X
t
= i; X
t+1
6= j; : : : ; X
t+s-1
6= j):
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Diese Werte können iterativ berechnet werden, indem man den Übergang von i nach j
in s Schritten zerlegt in den Weg bis zum ersten Eintritt in j nach  Schritten und dann
den Weg von j nach j in weiteren s -  Schritten:
p
(s)
ij
=
s
X
=1
f
()
ij
p
(s-)
jj
:
Für s = 1; 2; : : : erhält man sukzessive die fs
ij
. Sei f
ij
=
P
1
s=1
f
(s)
ij
dieWahrscheinlichkeit,
jemals von Zustand i nach Zustand j zu gelangen. Falls der Eintritt in j sicher ist, d.h.
f

ij
= 1, so definiert ff(s)
ij
g
s1
eineWahrscheinlichkeitsverteilung auf N , die Erst-Eintritts-
Verteilung (first entrance time distribution). Ihr Erwartungswert m
ij
=
P
1
s=1
sf
(s)
ij
be-
schreibt die erwartete Anzahl von Schritten bis zum ersten Eintritt in j, wenn die Kette
in i startet (mittlere Erst-Eintritts-Zeit,mean first passage time).
Ein weiteres Konzept sind Tabu-Zustände, die während einer Folge von Übergängen
nicht betreten werden dürfen. Sei H  A. Dann betrachtet man die Wahrscheinlichkeit
H
p
(s)
ij
= Prob(X
t+s
= j j X
t
= i; X

=2 H; t <  < t+ s);
daß man in s Schritten von i nach j gelangt, ohne Zustände aus der Tabu-Menge H zu
benutzen. Analog zu oben ist
H
f
(s)
ij
= Prob(X
t+s
= j j X
t
= i; X

=2 H;X

6= j; t <  < t+ s)
die Wahrscheinlichkeit, in s Schritten zum ersten Mal j zu erreichen, wenn man in i
startet und keine Zustände aus H betritt. Es gilt also
H
f
(s)
ij
=
j;H
p
(s)
ij
;
wenn man abkürzend j; H für fjg [ H schreibt. Mit folgender Beobachtung lassen sich
Übergangswahrscheinlichkeiten bei Anwesenheit von Tabu-Mengen bestimmen. Wenn
k =2 H ist, dann kann man in s Schritten von i nach j gelangen, indem man entweder
den Zustand k gar nicht benutzt, oder ihn zum erstenMal im Schritt  betritt, und dann
in s -  Schritten von k nach j geht:
H
p
(s)
ij
=
k;H
p
(s)
ij
+
s
X
=1
k;H
p
()
ik
H
p
(s-)
kj
:
Sei für einen Zustand i 2 A seine Periode definiert als d(i) = ggTft 2 N j p(t)
ii
> 0g. Mit
folgenden Begriffen können Zustände klassifiziert werden: Ein Zustand i 2 A heißt
 periodisch, wenn d(i) > 1 ist.
 aperiodisch, falls d(i) = 1 ist.
 rekurrent (persistent), wenn die Rückkehr von i nach i sicher ist, d.h. f
ii
= 1.
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 transient (unwesentlich), wenn f
ii
< 1.
 null-rekurrent, wenn i rekurrent und die erwartete Zeit bis zurWiederkehr unend-
lich ist (m
ii
=1).
 positiv-rekurrent (regulär), wenn i rekurrent und die erwartete Zeit bis zur Wieder-
kehr endlich ist (m
ii
<1).
 absorbierend, wenn Zustand i nicht mehr verlassen werden kann (p
ii
= 1).
Wir bezeichnen eine Markov-Kette fX
t
g
t2N
0
als absorbierend, wenn sie mindestens
einen absorbierenden Zustand besitzt und als positiv-rekurrent, wenn jeder Zustand
positiv-rekurrent ist. Eine homogene Markov-Kette heißt irreduzibel, wenn es für je-
des Paar i; j 2 A von Zuständen ein t  0 und einen Pfad der Länge t gibt, der i und
j verbindet: p(t)
ij
> 0. Wenn eine Markov-Kette irreduzibel ist und einen endlichen
Zustandsraum A besitzt, und jeder Zustand aperiodisch ist, so ist sie bereits positiv-
rekurrent. Ein notwendiges und hinreichendes Kriterium dafür ist, daß eine Schrittan-
zahl t existiert, so daß p(t)
ij
> 0 für alle i; j 2 A.
Eine Wahrscheinlichkeitsverteilung  auf A heißt stationär oder invariant für eine
Markov-Kette fX
t
g
t2N
0
mit Übergangsmatrix P, wenn gilt
8j 2 A : 
j
=
X
i2A

i
p
ij
:
Eine positiv-rekurrente Markov-Kette besitzt eine eindeutige stationäre Verteilung ,
bei der alle Komponenten positiv sind: 
j
> 0 für j 2 A. In diesem Fall konvergiert
die Verteilung nach t Schritten gegen die stationäre Verteilung, unabhängig von der
Verteilung des Startzustandes X
0
.
Prob(X
t
= j) =
X
i2A
Prob(X
0
= i)  p
(t)
ij
 ! 
j
für t!1:
Eine Markov-Kette heißt ergodisch, wenn sie irreduzibel ist und die Grenzwerte 
j
=
lim
t!1
1=t 
P
t-1
s=0
p
(s)
ij
existieren und unabhängig von i 2 A sind, d.h. wenn die
p
(s)
ij
Cesaro-summierbar sind [KS60]. Insbesondere ist jede positiv-rekurrente Markov-
Kette bereits ergodisch, aber auch Markov-Ketten mit periodischen Zuständen können
ergodisch sein.
Beschreibung durch Matrizen
Wenn man nur am asymptotischen Verhalten interessiert ist, spielt die Startverteilung
keine Rolle mehr, und im folgenden identifizieren wir häufig die Markov-Kette fX
t
gmit
ihrer Übergangsmatrix P. Weiter beschränken wir uns auf den endlichen Zustands-
raum A = f1; : : : ; ng. Eine nützliche Matrix für die Untersuchung von ergodischen
Markov-Ketten ist die Fundamentalmatrix Z. Sie ist definiert als
Z = (I- P+A)-1 = I+
1
X
t=1
(P-A)t = I+
1
X
t=1
(Pt -A):
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Dabei ist I die n  n Einheitsmatrix und A die Matrix der unabhängigen stationären
Verteilung, bei der alle Zeilen durch  gegeben sind. Es gilt, daß A = A2 = PA = AP
und deshalb auch (P-A)t = Pt-A. Für die weitere Diskussion setzen wir voraus, daß
P eine positiv-rekurrente Markov-Kette ist.
Mit Hilfe der Fundamentalmatrix Z kann man die erwartete Erst-Eintritts-Zeit von
i nach j ausdrücken [KS60] als
m
ij
= (
ij
- z
ij
+ z
jj
)=
j
: (A.1)
Dabei ist 
ij
das Kronecker-Symbol. Die m
ij
erfüllen nämlich folgende Bedingung,
wenn man die bedingten Erwartungswerte nach einem Schritt betrachtet:
m
ij
= p
ij
+
X
k6=j
p
ik
(m
kj
+ 1) = 1 - p
ij
m
jj
+
X
k
p
ik
m
kj
: (A.2)
Indem man diese Gleichung mit 
i
multipliziert und über i summiert, sieht man, daß
m
ii
= 1=
i
ist. Weiter kann man zeigen, daß diem
ij
eindeutig sind, und durch Einset-
zen von (A.1) in (A.2) zeigt man die Darstellung (A.1).
Sei P eine positiv-rekurrente Markov-Kette undH  A eine Tabu-Menge, und seien
i; j 2 A, j =2 H. Die Erst-Eintritts-Wahrscheinlichkeit, von i nach j zu gelangen, ohne
unterwegs einen Zustand aus H zu betreten, ist nach [K61]
H
f

ij
=
det((
ab
- 1)m
ab
+m
ib
+m
aj
-m
ij
)
a;b2H
det((
ab
- 1)m
ab
+m
jb
+m
aj
)
a;b2H
: (A.3)
Für einelementige Tabu-MengenH = fig erhält man speziell
i
f

kj
=
m
ki
+m
ij
-m
kj
m
ij
+m
ji
: (A.4)
Für eine ergodischeMarkov-KettePmit stationärer Verteilung  kannman die rück-
wärtslaufende Kette ^P (time-reversed chain) betrachten. Dabei ist dieWahrscheinlichkeit,
vom Zustand i einen Schritt rückwärts nach j zu machen, gleich der Wahrscheinlich-
keit, sich in j zu befinden und von dort einen Schritt vorwärts nach i zu machen unter
der Bedingung, sich anschließend in i zu befinden:
p^
ij
=

j
p
ji

i
:
Eine Matrix P heißt doppelt stochastisch, wenn nicht nur die Zeilensummen, sondern
auch die Spaltensummen gleich 1 sind. Wenn P die Übergangsmatrix einer ergodischen
Markov-Kette ist, dann ist die stationäre Verteilung die Gleichverteilung auf A:  =
(1=n; : : : ; 1=n). In diesem Fall ist die Übergangsmatrix ^P der rückwärtslaufenden Kette
gerade die transponierte Matrix PT der ursprünglichen Kette. Falls insbesondere P
symmetrisch ist, so heißt die Markov-Kette zeit-umkehrbar, da p
ij
= p^
ij
für alle i; j 2 A.
Für rückwärtslaufende Markov-Ketten gilt allgemein für i; j 2 A:
m^
ij
+ m^
ji
= m
ij
+m
ji
: (A.5)
Aus der Definition von Z folgt nämlich z^
ij
= z
ji

j
=
i
, woraus man m^
ij
-m
ij
= (z
ij
-
z^
ij
)=
j
= z
ij
=
j
- z
ji
=
i
folgert.
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A.2.2. Beispiele
Markov-Kette mit zwei Zuständen
Wir betrachten den allgemeinen Fall einer Markov-Kette über f0; 1gmit der Übergangs-
matrix
P =

 1 - 
1 -  

:
Im Fall 0   < 1, 0   < 1 und  +  > 0 ist diese Markov-Kette irreduzibel und
aperiodisch, und damit insbesondere positiv-rekurrent. Für die Übergangswahrschein-
lichkeiten in t Schritten findet man
Pt =
1
+  - 2

- 1 - 1
- 1 - 1

+
(+ - 1)
t
+ - 2

- 1 1- 
1-   - 1

;
und man erkennt die stationäre Verteilung  = ( -1
+-2
;
-1
+-2
). Aufgrund der Funda-
mentalmatrix
Z = I+
1
X
t=1
(Pt -A) =

1 0
0 1

+
1- - 
( + - 2)
2

 - 1 1 - 
1 -   - 1

findet man die mittleren Erst-Eintritts-Zeiten
M =
 
2--
1-
1
1-
1
1-
2--
1-
!
:
Elementweise Lokalität
Sei p = (p
1
; : : : ; p
n
) eine Wahrscheinlichkeitsverteilung über f1; : : : ; ng mit p
i
> 0 für
alle i = 1; : : : ; n, und A die Übergangsmatrix unabhängiger Zugriffe mit Verteilung p,
d.h. alle Zeilen von A sind gleich p. Sei weiter 0   < 1 ein Parameter. Wir betrachten
die Übergangsmatrix
P = I+ (1 - )A:
Wegen  < 1 ist P die Übergangsmatrix einer positiv-rekurrenten Markov-Kette, und
die stationäre Verteilung ist gerade die Verteilung p. Für die Übergangswahrschein-
lichkeiten in t Schritten findet man
Pt = A+ t(I-A):
Aus der Fundamentalmatrix Z = (I-A)=(1-) erhält man diemittleren Erst-Eintritts-
Zeiten
m
ij
=
1 - 
ij

(1 - )p
j
:
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Als Spezialfall betrachten wir die Matrix Pmit
p
ij
=

 : i = j
 : sonst

;
die man mit p = (1=n; : : : ; 1=n) und  = (n - 1)=(n - 1) erhält. Daraus folgt
m
ij
=

n : i = j
(n - 1)=(1 - ) : sonst

:
Man beachte, daß diese Markov-Kette zeit-umkehrbar ist.
Blockweise Lokalität
Sei wieder p = (p
1
; : : : ; p
n
) eine Wahrscheinlichkeitsverteilung über A = f1; : : : ; ng
mit p
i
> 0 für alle i = 1; : : : ; n, undA die Übergangsmatrix unabhängiger Zugriffe mit
Verteilung p. Sei 0   < 1 ein Parameter und 0 = k
0
< k
1
<    < k
m
= n. Wir
partitionieren den ZustandsraumA inm Teilmengen,
A = B
1
[ B
2
[ : : : [ B
m
;
dabei ist B
`
= fk
`-1
+1; : : : ; k
`
g. Sei s
`
=
P
j2B
`
p
j
die Summe derWahrscheinlichkeiten
jeder Teilmenge. Die Matrix J definieren wir als
J =
0
B
B
B
B
B
B
B
B
B
B
B
B
B
B
@
1
s
1
Aj
B
1
B
1
1
s
2
Aj
B
2
B
2
. . .
1
s
m
Aj
B
m
B
m
1
C
C
C
C
C
C
C
C
C
C
C
C
C
C
A
;
wobei Aj
B
`
B
`
die Einschränkung von A auf die Untermatrix mit Zeilen und Spalten
aus B
`
bedeutet. Durch den Faktor 1=s
`
wird erreicht, daß jede Zeilensumme von J
gerade 1 ist. Sei nun
P = J+ (1 - )A:
Da  < 1, ist P die Übergangsmatrix einer positiv-rekurrenten Markov-Kette, und die
stationäre Verteilung ist p. Für die Übergangswahrscheinlichkeiten in t Schritten findet
man
Pt = A+ t(J-A):
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Aus der Fundamentalmatrix Z = I + (J - A)=(1 - ) erhält man die mittleren Erst-
Eintritts-Zeiten
m
ij
=

1=p
j
: i; j 2 B
`
(1-)s
`
+p
j
(1-)s
`
p
j
: j 2 B
`
; i =2 B
`

:
Wir betrachten den Spezialfall, daß alle Teilmengen die gleiche Größe jB
`
j = k be-
sitzen und setzen
p
ij
=

 : i und j liegen in der gleichen Teilmenge
 : sonst

:
Dadurch ist die stationäre Verteilung die Gleichverteilung, s
`
= k=n, und mit dem
Parameter  = k(n- 1)=(n - k) können wir die obigen Ergebnisse benutzen:
m
ij
=

n : i und j liegen in der gleichen Teilmenge
(n-1)k-n(k-1)
(1-k)k
: sonst

:
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