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Spectrum of the semi-relativistic
Pauli-Fierz model I
Takeru Hidaka ∗and Fumio Hiroshima †
Abstract
HVZ type theorem for semi-relativistic Pauli-Fierz Hamiltonian,
H =
√
(p⊗ 1l−A)2 +M2 + V ⊗ 1l + 1l⊗Hf , M ≥ 0,
in quantum electrodynamics is studied. Here H is a self-adjoint operator in
Hilbert space L2(Rd)⊗F ∼=
∫ ⊕
Rd
Fdx, and A =
∫ ⊕
Rd
A(x)dx a quantized radiation
field and Hf the free field Hamiltonian defined by the second quantization of a
dispersion relation ω : Rd → R. It is emphasized that massless case, M = 0, is
included. Let E = inf σ(H) be the bottom of the spectrum of H. Suppose that
the infimum of ω is m > 0. Then it is shown that σess(H) = [E + m,∞). In
particular the existence of the ground state of H can be proven.
1 Introduction
It is of interest to know the spectrum of the so-called semi-relativistic Pauli-Fierz
model (it is shorthanded as the SRPF model) in quantum electrodynamics. The aim
of this paper is to specify the essential spectral of the SRPF Hamiltonian. In the
mathematically rigorous quantum field theory spectrum of various models have been
investigated so far. In particular special attentions have been payed for investigating
the bottom of the spectrum, continuous spectrum and resonances etc. The SRPF
model is one of interesting models in quantum electrodynamics.
The Pauli-Fierz model is a model in non-relativistic quantum electrodynamics and
describes a minimal interaction between electrons governed by a Schro¨dinger operator
1
2M
p2 + V , and a quantized radiation field A(x) with an ultraviolet cutoff, which is a
self-adjoint operator on the Hilbert space
H = L2(Rd)⊗F (1.1)
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and of the form
HPF =
1
2M
(p⊗ 1l− A)2 + V ⊗ 1l + 1l⊗Hf , (1.2)
where p = (−i∂x1 , · · · ,−i∂xd) denotes the d-dimensional momentum operator of an
electron, V an external potential, Hf the free field Hamiltonian on a Boson Fock space
F , and
A =
∫ ⊕
Rd
A(x)dx
is the constant fiber direct integral of A(x) under the identification H ∼= ∫ ⊕
Rd
Fdx. On
the other hand the SRPF model describes a minimal interaction between A(x) and an
electron governed by semi-relativistic Schro¨dinger operator
√
p2 +M2 + V . The total
Hamiltonian of the SRPF model is then formally given by
H =
√
(p⊗ 1l− A)2 +M2 + V ⊗ 1l + 1l⊗ Hf . (1.3)
We give the explicit definition of H later. The problems we consider in this paper are
1. HVZ type theorem for H ,
2. the existence and uniqueness of the ground state of H .
We emphasis that all the results we obtain in this paper include the case of M = 0,
i.e.,
|p⊗ 1l− A|+ V ⊗ 1l + 1l⊗ Hf . (1.4)
Here |T | =
√
T 2 for a self-adjoint operator T . The crucial point is the form of
|p⊗ 1l− A|. It is worth pointing out that x→ |x| is not smooth.
We consider HVZ-type theorem for H . The standard HVZ theorem identifies the
essential spectrum of N -body Schro¨dinger operators. See e.g. [Hun66]. We extend
HVZ theorem to H . I.e., we specify the essential spectrum of H . The bottom of the
spectrum of H , E, is called the ground state energy, and eigenvectors associated with
E are called ground states. We suppose that a dispersion relation has a strictly positive
lower bound m > 0. Then we shall show that
σess(H) = [E +m,∞). (1.5)
In particular it can be seen that the gap m is independent of the cutoff function in
A(x) andM , and furthermore it is shown that H has ground states for allM ≥ 0. The
method to show this is a combination of checking the binding condition developed in
[GLL01] and functional integration established in [Hir97].
We review several papers related to our results. For the Pauli-Fierz model HPF the
existence and uniqueness of ground states are proven in e.g., [BFS99, GLL01, Hir00a].
For the semi-relativistic case, H , the existence of a ground state is shown in [KMS11,
KM13] but for M > 0. In the case of M = 0 as far as we know however there is no
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results on the existence of ground states. So our result is new. When V = 0, H is
translation invariant and has no ground state. It can be however decomposed by the
total momentum:
H =
∫ ⊕
Rd
H(P )dP,
where
H(P ) =
√
(P − Pf − A(0))2 +M2 +Hf .
For every fixed total momentum P , the existence of ground state of H(P ) can be
considered, but as far as we know there is no exact result on the existence of ground
state of H(P ). See [MS09, HS10, Sas13] for related results.
This paper is organized as follows. In Section 2 we set up notation and terminology,
give the rigorous definition of H as a self-adjoint operator.
Section 3 deals with localization and show that χ(H) with smooth function χ with
a support in (−∞, E +m) is compact.
Section 4 establishes a HVZ-type theorem, i.e., σess(H) = [E +m,∞), and proves
that H has a ground state as a corollary of HVZ-type theorem.
2 Definitions and the main theorems
In this section we define H as a self-adjoint operator on a Hilbert space, and give
the main theorem. A particle Hamiltonian is given by the semi-relativistic Schro¨ding
operator with a rest mass M : √
p2 +M2 + V. (2.1)
We shall introduce assumptions on V later. We suppose that M ≥ 0 throughout this
paper unless otherwise stated.
Let F = ⊕∞n=0Fn(W ) = ⊕∞n=0 [⊗nsW ] be the Boson Fock space over Hilbert space
W = ⊕d−1L2(Rd), d ≥ 3. Here ⊗0sW = ⊕d−1C. Although the physically reasonable
choice of the spatial dimension is d = 3, we generalize it. The creation operator and
the annihilation operator in F are denoted by a†(f) and a(f), f ∈ W , respectively.
They are linear in the test function f and satisfy canonical commutation relations:
[a(f), a†(g)] = (f¯ , g)W , [a(f), a(g)] = 0 = [a
†(f), a†(g)].
Here and in what follows the scalar product (f, g)K on a Hilbert space K is linear in
g and anti-linear in f . Formally a#(f) is written as a#(f) =
d−1∑
r=1
∫
a#r(k)fr(k)dk for
f = ⊕d−1r=1fr ∈ W . We introduce assumptions on the dispersion relation ω.
Assumption 2.1 ω ∈ C1(Rd;R), ∇ω ∈ L∞(Rd), inf
k∈Rd
ω(k) = m with some m > 0
and lim
|k|→∞
ω(k) =∞.
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The free field Hamiltonian Hf is given by the second quantization of the multiplication
operator by ⊕d−1ω on W . Thus formally it is defined by
Hf =
d−1∑
r=1
∫
ω(k)a†r(k)ar(k)dk. (2.2)
Let er(k) = (er1(k), ..., e
r
d(k)) be d-dimensional polarization vectors, i.e., e
r(k) · es(k) =
δrs and k · er(k) = 0 for k ∈ Rd \ {0} and r = 1, ..., d− 1. Let ϕˆ be an ultraviolet cutoff
function, for which we introduce assumptions below.
Assumption 2.2 ω
√
ωϕˆ ∈ L2(Rd) and ϕˆ(k) = ϕˆ(−k).
From this assumption and infk ω(k) = m > 0 we can see that ϕˆ/
√
ω,
√
ωϕˆ ∈ L2(Rd).
We fix ϕˆ satisfying Assumption 2.2 throughout this paper. For each x ∈ Rd a quantized
radiation field A(x) = (A1(x), ..., Ad(x)) is given by
Aµ(x) =
1√
2
d−1∑
r=1
∫
erµ(k)
{
ϕˆ(k)e−ik·x√
ω(k)
a†r(k) +
ϕˆ(−k)eik·x√
ω(k)
ar(k)
}
dk. (2.3)
Then ϕˆ(k) = ϕˆ(−k) implies that Aµ(x) is essentially self-adjoint for each x. We denote
the self-adjoint extension by the same symbol Aµ(x). We identify H with
∫ ⊕
Rd
Fdx,
and under this identification we define the self-adjoint operator Aµ by
∫ ⊕
Rd
Aµ(x)dx.
The first task is to define the operator H in (1.3) as a self-adjoint operator. The
square root of (p⊗1l−A)2+M2, √(p⊗ 1l−A)2 +M2, is defined through the spectral
measure associated with self-adjoint operator (p ⊗ 1l − A)2 +M2. It is however not
trivial to show the self-adjoitness of (p ⊗ 1l − A)2. Let N = dΓ(1l) be the number
operator on F , i.e., N =
d−1∑
r=1
∫
a†r(k)ar(k)dk. Let C∞(1l⊗N) = ∩∞n=1D(1l⊗Nn).
Proposition 2.3 Suppose Assumption 2.2. Then (p⊗1l−A)2 is essentially self-adjoint
on D(p2 ⊗ 1l)⋂C∞(1l⊗N).
Proof: See [LHB11, Lemma 7.53].
The closure of (p⊗1l−A)2⌈D(p2⊗1l)⋂C∞(1l⊗N) is denoted by (p⊗1l−A)2 in what follows.
Thus
√
(p⊗ 1l− A)2 +M2 is defined through the spectral measure of (p⊗ 1l−A)2.
Definition 2.4 The SRPF Hamiltonian is defined by
H =
√
(p⊗ 1l− A)2 +M2 + V ⊗ 1l + 1l⊗ Hf (2.4)
with the domain
D(H) = D(
√
(p⊗ 1l− A)2 +M2) ∩D(V ⊗ 1l) ∩D(1l⊗ Hf). (2.5)
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We do not write tensor notation ⊗ for notational convenience in what follows. Thus
H can be simply written as
H =
√
(p−A)2 +M2 + V +Hf . (2.6)
Assumption 2.5 (1) V is non-negative and satisfies that lim
|x|→∞
V (x) = ∞. (2) V is
twice differentiable, and ∂µV, ∂
2
µV ∈ L∞(Rd) for µ = 1, ..., d, and D(V ) ⊂ D(|x|).
Lemma 2.6 Suppose Assumption 2.5. Then p2 + V is self-adjoint on D(p2) ∩D(V ),
and essentially self-adjoint on C∞c (R
d).
Proof: Since V ∈ L2loc(Rd), p2 + V is essentially self-adjoint on C∞c (Rd). Take an arbi-
trary vector Ψ ∈ C∞c (Rd). We have ‖(p2+V )Ψ‖2 = ‖p2Ψ‖+‖VΨ‖2+2
d∑
µ=1
ℜ(p2µΨ, VΨ).
For all ǫ > 0 there exists Cǫ > 0 such that
2ℜ(p2µΨ, VΨ) = 2ℜ{(pµΨ, V pµΨ)− (pµΨ, [V, pµ]Ψ)}
≥ −2‖∂µV ‖‖pµΨ‖‖Ψ‖ ≥ −ǫ‖pµΨ‖2 − Cǫ‖Ψ‖2.
Thus ‖p2Ψ‖2 + ‖VΨ‖ ≤ C(‖(p2 + V )Ψ‖ + ‖Ψ‖) follows with some constant C > 0.
p2 + V ⌈D(p2)∩D(V ) is closed, and then it is self-adjoint.
We can also show the self-adjointness of H under Assumption 2.5. It is established
in [Hir13] that H for M > 0 is essentially self-adjoint on D(|p|) ∩ D(Hf) for external
potential V such thatD(V ) ⊂ D(|p|) and ‖V f‖ ≤ a‖|p|f‖+b‖f‖ for all f ∈ D(|p|) with
0 ≤ a < 1 and b ≥ 0. We can also show a stronger statement on the self-adjointness of
H . This is established in [HH13]. We set
Hfin = C
∞
c (R
d)⊗ˆF∞, (2.7)
where ⊗ˆ denotes the algebraic tensor product and
F∞ = L.H.{Ω, a†(h1) · · · a†(hn)Ω|hj ∈ C∞c (Rd), j = 1, · · · , n, n ≥ 1}.
Theorem 2.7 Suppose Assumptions 2.1, 2.2 and 2.5. Then (1) and (2) follow.
(1) Let M ≥ 0. Then H is self-adjoint on D(|p|) ∩D(V ) ∩D(Hf) and essentially
self-adjoint on Hfin.
(2) Fix an arbitrary M0 > 0. Then there exists a constant C = C(M0) > 0 such
that for all Ψ ∈ D(H) and 0 ≤M ≤ M0,
‖|p|Ψ‖2 + ‖VΨ‖2 + ‖HfΨ‖2 ≤ C‖(H + 1l)Ψ‖2. (2.8)
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Proof: See [HH13, Lemma 2.9].
The ground state energy, E, of H is the bottom of the spectrum of H :
E = inf σ(H). (2.9)
When M = 0, we denote H0 and E0 for H and E, respectively. The main results of
this paper are as follows:
Theorem 2.8 (HVZ theorem for SRPF model) Suppose Assumptions 2.1, 2.2
and 2.5. Then σess(H) = [E +m,∞) for all M ≥ 0.
This theorem provides that H has a ground state for all M ≥ 0. We summarize this
in the corollary below.
Corollary 2.9 (Existence of the ground state) Suppose Assumptions 2.1, 2.2
and 2.5. Then H has the unique ground state ΦM for all M ≥ 0, and
‖ΦM (x)‖F ≤ Ce−c|x|
with some constants c and C.
Proof: By Theorem 2.8 the lowest eigenvalue of H is discrete. Then the ground state
of H exists. The uniqueness of the ground state is shown in [Hir13, Corollary 6.2] and
and spatial exponential decay of the ground state in [Hir13, Theorem 5.12].
3 Localization
The main result in this section is to estimate the asymptotic behaviour of a commutator,
which is given in Lemma 3.3.
3.1 Commutator estimates
We show a fundamental lemma.
Lemma 3.1 Let z ∈ C \R. Then lim
M↓0
(H− z)−1 = (H0− z)−1 in the uniform topology.
In particular lim
M↓0
χ(H) = χ(H0) in the uniform topology for all χ ∈ C∞c (R) and lim
M↓0
E =
E0.
Proof: Let Ψ ∈ H and we set Φ = (H − z)−1Ψ. Let Eλ be the spectral projection
associated with the self-adjoint operator |p− A|. We have
‖(H − z)−1Ψ− (H0 − z)−1Ψ‖2 ≤ 1|ℑz|2
∫ ∞
0
(
M2
λ+
√
λ2 +M2
)2
d‖EλΦ‖2 ≤ M
2‖Ψ‖2
|ℑz|2 .
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Then lim
M↓0
(H − z)−1 = (H0 − z)−1 is obtained, and E → E0 follows. By the Helffer-
Sjo¨strand formula [HS89] we have
χ(H) =
1
2πi
∫
C
∂χ˜(z)
∂z¯
(z −H)−1dzdz¯. (3.1)
Here dzdz¯ = −2idxdy, ∂
∂z¯
=
1
2
(
∂
∂x
+ i
∂
∂y
)
and χ˜ is an almost analytic extension of
χ, which satisfies that
χ˜(x) = χ(x), x ∈ R, (3.2)
χ˜ ∈ C∞c (C), (3.3)∣∣∣∣ χ˜(z)∂z¯
∣∣∣∣ ≤ Cn|ℑz|n, n ∈ N. (3.4)
Then
‖χ(H)− χ(H0)‖ ≤ 1
π
∫
C
∥∥∥∥∂χ˜(z)∂z¯ ((z −H)−1 − (z −H0)−1)
∥∥∥∥ dxdy.
We see that for all z ∈ supp χ˜\R, ‖∂χ˜(z)
∂z¯
(z−H)−1‖ ≤ C1|ℑz| and lim
M↓0
(z−H)−1 = (z−
H0)
−1 uniformly. Then by the Lebesgue dominated convergence theorem lim
M↓0
χ(H) =
χ(H0) is obtained.
Lemma 3.2 Suppose Assumptions 2.1, 2.2 and 2.5. Fix an arbitrary M0 > 0. Then
there exists a constant C = C(M0) > 0 such that for all Ψ ∈ D(H) and 0 ≤M ≤M0,
‖(N + 1l)Ψ‖ ≤ C
m
(‖HΨ‖+ ‖Ψ‖) .
Proof: For all Ψ ∈ D(H)(⊂ D(Hf)) we have ‖NΨ‖ ≤ 1m‖HfΨ‖. Then the corollary
follows from the bound ‖|p|Ψ‖2+ ‖VΨ‖2+ ‖HfΨ‖2 ≤ C‖(H +1l)Ψ‖2 shown in (2.8).
We shall divide the configuration space W as W = W0 ⊕W∞, where W0 denotes
the set of functions supported on small momenta, and W∞ on large momenta. Since
F = F (W0⊕W∞) ∼= F (W0)⊗F (W∞), we have H ∼= (L2(Rd)⊗F (W0))⊗F (W∞).
Thus we introduce the extended Hamiltonian Ĥ acting in the extended Hilbert space
Ĥ = H ⊗F (3.5)
by
Ĥ = H ⊗ 1lF + 1lH ⊗Hf . (3.6)
Under Assumptions 2.1, 2.2 and 2.5 we can also see that Ĥ is essentially self-adjoint
on D(H⊗1lF )∩D(1lH ⊗Hf). We denote the unique self-adjoint extension by the same
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symbol Ĥ. We set j = (j0, j∞) ∈ C∞(Rd;R+)× C∞(Rd;R+), where j0 and j∞ satisfy
that
j0(k) =
{
1 if |k| ≤ 1
0 if |k| ≥ 2 and j
2
0(k) + j
2
∞(k) = 1. (3.7)
We also define the bounded operator jˆR : W → W ⊕W for R > 0 by
jˆRf = jˆ0,Rf ⊕ jˆ∞,Rf = j0(−i
R
∇k)f ⊕ j∞(−i
R
∇k)f. (3.8)
Let us also define the isometry IR : F → F ⊗F by
IRΩ = ΩF⊗F , (3.9)
IR
n∏
i=1
a†(hi)Ω =
n∏
i=1
(a†0(jˆ0,Rhi) + a
†
∞(jˆ∞,Rhi))ΩF⊗F , (3.10)
where a†0(jˆ0,Rf) = a
†(jˆ0,Rf) ⊗ 1l, a†∞(jˆ∞,Rf) = 1l ⊗ a†(jˆ∞,Rf) and ΩF×F = Ω ⊗ Ω.
Let χ ∈ C∞c (R) be such that suppχ ⊂ (−∞, E +m). We shall show that χ(H) is a
compact operator. Note that I∗RIR = 1l. Then the key identity is
χ(H)− I∗RDR = I∗Rχ(Ĥ)IR, (3.11)
where the remainder term is DR = IRχ(H)− χ(Ĥ)IR. Note that the first term of the
right-hand side of (3.11), I∗Rχ(Ĥ)IR, is compact. We shall show that the remainder term
I∗RDR uniformly converges to zero as R→∞. Hence we derive that χ(H) is compact.
So we estimate the commutator χ(Ĥ)IR − IRχ(H) for an arbitrary χ ∈ Cc(R).
Lemma 3.3 Suppose Assumptions 2.1, 2.2 and 2.5 and M > 0. Let χ ∈ C∞c (R).
Then
lim
R→∞
∥∥∥χ(Ĥ)IR − IRχ(H)∥∥∥ = 0. (3.12)
We prepare several lemmas to prove Lemma 3.3. By the Helffer-Sjo¨strand formula, we
have
χ(Ĥ)IR − IRχ(H) = 1
2πi
∫
C
∂χ˜(z)
∂z¯
(z − Ĥ)−1(ĤIR − IRH)(z −H)−1dzdz¯. (3.13)
Here χ˜ satisfies (3.2)-(3.4). We set T = (p−A)2+M2 and T̂ = T ⊗ 1lF . Note that we
have
ĤIR − IRH = (Hf ⊗ 1lF + 1lH ⊗ Hf)IR − IRHf + T̂ 1/2IR − IRT 1/2. (3.14)
Let
BR =
∥∥((Hf ⊗ 1lF + 1lH ⊗Hf)IR − IRHf) (N + 1)−1∥∥ .
By Assumption 2.2 the first two terms of the right-hand side of (3.14) can be estimated
as follows.
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Lemma 3.4 Suppose Assumptions 2.1, 2.2 and 2.5. Then lim
R→∞
BR = 0, and for all
z ∈ C \ R,∥∥∥(Ĥ − z)−1 ((Hf ⊗ 1lF + 1lH ⊗Hf)IR − IRHf) (H − z)−1∥∥∥ ≤ C
m
(
1 +
|z| + 1
|ℑz|
)2
BR.
(3.15)
Proof: See e.g., [DG99, Proof of Lemma 3.4].
We set
Gx(k) = ϕˆ(k)e
−ik·x/
√
ω(k) ∈ L2(Rdk). (3.16)
Let # = 0 or∞. Then the inverse Fourier transform of jˆ#RGx is given by j#(·/R)ϕ˜(·−
x), where ϕ˜ is the inverse Fourier transform of ϕˆ/
√
ω. A#(x) denotes A(x) with cutoff
function Gx replaced by jˆR#Gx, and we set
A0 =
∫ ⊕
Rd
A0(x)dx, A∞ =
∫ ⊕
Rd
A∞(x)dx.
A0 ⊗ 1lF and 1lF ⊗ A∞ are self-adjoint operators in Ĥ . We set
Ŝ = (p− A0 ⊗ 1l− 1l⊗ A∞)2 +M2.
Formally A0 → A and A∞ → 0 as R → ∞, then Ŝ → T̂ as R → ∞. Let N̂ =
N ⊗ 1l + 1l⊗N be the number operator on F ⊗F , and set C∞(N̂) = ∩∞k=1D(N̂k).
Lemma 3.5 Suppose Assumptions 2.1, 2.2 and 2.5. Then Ŝ is essentially self-adjoint
on D(p2) ∩ C∞(N̂).
Proof: This follows from the similar method for the proof of the essential self-adjointness
of (p − A)2 in Proposition 2.3. Let (Bt)t≥0 be the d-dimensional Brownian motion
defined on the Wiener space, and Ex[· · · ] denotes the expectation with respect to the
Wiener measure starting at x ∈ Rd. Let
K# = ⊕di=1
∫ t
0
j#(·/R)ϕ˜(· −Bs)dBis, # = 0,∞.
Define the quadratic form
Q : H ×H ∋ (Φ,Ψ) 7→
∫
Rd
dxEx
[
(Φ(B0), e
−iA1(K0)−iA2(K∞)Ψ(Bt))
] ∈ C.
See Appendix for the detail of functional integrations. Then we can see that there
exists a strongly continuous one-parameter semigroup St such that Q(Φ,Ψ) = (Φ, StΨ)
and furthermore the generator of St (denoted by K) satisfies that KΨ = ŜΨ for
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Ψ ∈ D(p2) ∩ C∞(N̂). We can also see that e−tKD(p2) ∩ C∞(N̂) ⊂ D(p2) ∩ C∞(N̂).
Thus D(p2)∩C∞(N̂) is invariant domain for e−tK , and K is essentially self-adjoint on
D(p2) ∩ C∞(N̂) and then so is Ŝ.
We denote the self-adjoint extension of Ŝ⌈D(p2)∩C∞(N̂) by the same symbol Ŝ in what
follows.
Lemma 3.6 It follows that IRT ⊂ ŜIR, i.e., the intertwining property IRT = ŜIR
holds on D(T ).
Proof: Since the intertwining property IRe
−iA (K) = e−iA1(K0)−iA2(K∞)IR holds by the
functional integration we see that
(I∗RΦ, e
−tTΨ) =
∫
Rd
dxEx
[
(I∗RΦ(B0), e
−iA (K)Ψ(Bt))
]
=
∫
Rd
dxEx
[
(Φ(B0), e
−iA1(K0)−iA2(K∞)IRΨ(Bt))
]
= (Φ, e−tŜIRΨ),
where K = ⊕di=1
∫ t
0
jsϕ˜(· − Bs)dBis. Take the derivative at t = 0 for Ψ ∈ D(T ). Then
the lemma follows.
Lemma 3.7 It follows that∥∥∥(Ĥ − z)−1 (T̂ 1/2IR − IRT 1/2) (H − z)−1Ψ∥∥∥
≤ 2
π
∫ ∞
0
dw√
w
‖(Ĥ − z)−1{(T̂ + w)−1T̂ − (Ŝ + w)−1Ŝ}IR(H − z)−1Ψ‖ (3.17)
for all Ψ ∈ D(T ) and z ∈ C \ R.
Proof: Using K1/2 = (2/π)
∫∞
0
K(K + w)−1/
√
wdw for strictly positive self-adjoint
operator K and T̂ IR− IRT = (T̂ − Ŝ)IR on D(T ) by Lemma 3.6, we can derive (3.17).
We shall estimate the integrand ‖(Ĥ−z)−1{(T̂+w)−1T̂−(Ŝ+w)−1Ŝ}IR(H−z)−1Ψ‖
of (3.17).
Lemma 3.8 T̂ 1/2(Ĥ−z)−1, Ŝ1/2(Ĥ−z)−1 and T (H−z)−1 are bounded for all z ∈ C\R.
Proof: For all Ψ ∈ D(Ĥ) we have
‖T̂ 1/2Ψ‖ ≤
d∑
µ=1
‖pµΨ‖+ d
√
2
∥∥∥∥ ϕˆ√ω
∥∥∥∥ ‖(N + 1l)1/2Ψ‖+M‖Ψ‖ ≤ C‖(Ĥ + 1l)Ψ‖. (3.18)
Then T̂ 1/2(Ĥ − z)−1 is bounded. The boundedness of Ŝ1/2(Ĥ − z)−1 and T (H − z)−1
are similarly proven. Then the lemma follows.
Next we estimate T̂ 1/2IR(H − z)−1.
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Lemma 3.9 T̂ 1/2IR(H − z)−1 is bounded, and there exists C > 0 such that
sup
R>0
‖T̂ 1/2IR(H − z)−1‖ < C
(
1 +
1 + |z|
|ℑz|
)
(3.19)
for all z ∈ C \ R.
Proof: Since Hfin is a core of H , for all Ψ ∈ D(H) there exists a sequence {Ψj} such
that Ψj ∈ Hfin, lim
j→∞
Ψj = (H − z)−1Ψ and lim
j→∞
HΨj = H(H − z)−1Ψ. Note that
IRΨj ∈ D(T̂ 1/2). For all Φ ∈ D(T̂ 1/2) we have
|(T̂ 1/2Φ, IR(H − z)−1Ψ)| = lim
j→∞
|(T̂ 1/2Φ, IRΨj)|
≤ lim
j→∞
‖Φ‖
(
d∑
µ=1
‖pµΨj‖+ d
√
2
∥∥∥∥ ϕˆ√ω
∥∥∥∥ ‖(N1/2 ⊗ 1l + 1l⊗N1/2)IRΨj‖+M‖Ψj‖
)
= ‖Φ‖
(
d∑
µ=1
‖pµ(H − z)−1Ψ‖+ d
√
2
∥∥∥∥ ϕˆ√ω
∥∥∥∥ ‖N1/2(H − z)−1Ψ‖+M‖(H − z)−1Ψ‖
)
≤ C‖Φ‖‖(H + 1l)(H − z)−1Ψ‖ = C‖Φ‖‖1l + (1l− z)(H − z)−1Ψ‖
≤ C
(
1 +
1 + |z|
|ℑz|
)
‖Φ‖‖Ψ‖,
where we used (N1/2 ⊗ 1l + 1l⊗ N1/2)IR = IRN1/2. Thus T̂ 1/2IR(H − z)−1 is bounded
uniformly in R.
Lemma 3.10 For all ǫ > 0 and z ∈ C \ R there exists CR such that lim
R→∞
CR = 0 and
‖(Ĥ − z)−1(T̂ 1/2IR − IRT 1/2)(H − z)−1‖ ≤ (ǫ+ CR)
(
1 +
1 + |z|
|ℑz|
)2
. (3.20)
Proof: Since ‖(T̂ + w)−1‖ ≤ 1
M2+w
, ‖(Ŝ + w)−1‖ ≤ 1
M2+w
, the integrand of (3.17) can
be estimated as
‖(Ĥ − z)−1{(T̂ + w)−1T̂ − (Ŝ + w)−1Ŝ}IR(H − z)−1Ψ‖
≤ ‖T̂ 1/2(Ĥ − z)−1‖ ‖(T̂ + w)−1‖ ‖T̂ 1/2IR(H − z)−1‖
+ ‖Ŝ1/2(Ĥ − z)−1‖ ‖(Ŝ + w)−1‖ ‖Ŝ1/2IR(H − z)−1‖
≤ C
M2 + w
(
1 +
1 + |z|
|ℑz|
)2
. (3.21)
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with some constant C independent of R and M . Take an arbitrary ǫ > 0. Then there
exists a closed interval [δ, L] ⊂ (0,∞) such that
‖(Ĥ − z)−1(T̂ 1/2IR − IRT 1/2)(H − z)−1Ψ‖
≤ ǫ
(
1 +
1 + |z|
|ℑz|
)2
‖Ψ‖
+
∫
[δ,L]
dw√
w
‖(Ĥ − z)−1{(T̂ + w)−1T̂ − (Ŝ + w)−1Ŝ}IR(H − z)−1Ψ‖
= ǫ
(
1 +
1 + |z|
|ℑz|
)2
‖Ψ‖+
∫
[δ,L]
dw√
w
{‖(Ĥ − z)−1(T̂ − Ŝ)(Ŝ + w)−1IR(H − z)−1Ψ‖
+‖(Ĥ − z)−1(1l− w(T̂ + w)−1)(Ŝ − T̂ )(Ŝ + w)−1IR(H − z)−1Ψ‖}.
Note that
T̂ − Ŝ = −2p · (ξ − η) + (A⊗ 1lF ) · (ξ − η) + (ξ − η) · (A0 ⊗ 1lF + η),
where ξ = A⊗ 1lF − A0 ⊗ 1lF and η = 1lF ⊗ A∞. It is shown in Subsection 3.2 below
that
‖|p|(T̂ + w)−1(Ĥ − z)−1‖ < C
(
1 +
1 + |z|
|ℑz|
)
, (3.22)
‖|A⊗ 1lF |(T̂ + w)−1(Ĥ − z)−1‖ < C
(
1 +
1 + |z|
|ℑz|
)
, (3.23)
‖|ξ|(Ŝ + w)−1IR(H − z)−1‖ < CR
(
1 +
1 + |z|
|ℑz|
)
, (3.24)
‖|η|(Ŝ + w)−1IR(H − z)−1‖ < CR
(
1 +
1 + |z|
|ℑz|
)
, (3.25)
‖|A0 ⊗ 1lF |(Ŝ + w)−1IR(H − z)−1‖ < C
(
1 +
1 + |z|
|ℑz|
)
, (3.26)
‖|ξ|(T̂ + w)−1(Ĥ − z)−1‖ < CR
(
1 +
1 + |z|
|ℑz|
)
, (3.27)
‖|η|(T̂ + w)−1(Ĥ − z)−1‖ < CR
(
1 +
1 + |z|
|ℑz|
)
. (3.28)
Here CR is a constant such that lim
R→∞
CR = 0. Then we have
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‖(Ĥ − z)−1(T̂ − Ŝ)(Ŝ + w)−1IR(H − z)−1‖
= ‖(Ĥ − z)−1(−2p · (ξ − η) + ξ · (ξ − η) + (ξ − η) · η)(Ŝ + w)−1IR(H − z)−1‖
≤ (2‖|p|(Ĥ − z)−1‖+ ‖|ξ|(Ĥ − z)−1‖) · ‖|ξ − η|(Ŝ + w)−1IR(H − z)−1‖
+ ‖|ξ − η|(Ĥ − z)−1‖ · ‖|η|(Ŝ + w)−1IR(H − z)−1‖
≤ aCR
(
1 +
1 + |z|
|ℑz|
)2
with some constant a. Similarly we see that
‖(Ĥ − z)−1(1l− w(T̂ + w)−1)(Ŝ − T̂ )(Ŝ + w)−1IR(H − z)−1Ψ‖}
≤ (2‖|p|(1l− w(T̂ + w)−1)(Ĥ − z)−1‖
+ ‖|ξ|(1l− w(T̂ + w)−1)(Ĥ − z)−1‖) · ‖|ξ − η|(Ŝ + w)−1IR(H − z)−1‖
+ ‖|ξ − η|(1l− w(T̂ + w)−1)(Ĥ − z)−1‖ · ‖|η|(Ŝ + w)−1IR(H − z)−1‖
≤ b(1 + w)CR
(
1 +
1 + |z|
|ℑz|
)2
with some constant b. Together with them we obtain that
‖(Ĥ − z)−1(T̂ 1/2IR − IRT 1/2)(H − z)−1Ψ‖
≤
(
ǫ+ CR
∫
[δ,L]
a + (1 + w)b√
w
dw
)(
1 +
1 + |z|
|ℑz|
)2
‖Ψ‖.
Since CR → 0 as R→∞, we obtain the lemma.
We give a proof of Lemma 3.3.
Proof of Lemma 3.3: Let c = 2
∫
C
|∂χ˜(z)
∂z¯
|
(
1 + 1+|z|
|ℑz|
)2
dxdy. By (3.13), Lemmas 3.4
and 3.10 we have
lim sup
R→∞
‖χ(Ĥ)IR − IRχ(H)‖ ≤ c lim
R→∞
(BR + ǫ+ CR) = cǫ. (3.29)
Since ǫ > 0 is arbitrary, (3.12) is obtained. Then the lemma follows.
3.2 Proof of (3.22)-(3.28)
It remains to show sequence of inequalities (3.22)-(3.28). We prove these inequalities
by functional integrations. Let A# denote A⊗1lF or A0⊗1lF+1lF⊗A∞. The functional
integration of the semigroup generated by 1
2
(p−A#)2+M2 +w is given in Appendix.
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It can be then shown that
(Φ, e−t(
1
2
(p−A#)
2)Φ)
Ĥ
=

∫
Rd
dxEx
[
(Φ(B0), e
−iA1(K0)−iA2(K∞)Ψ(Bt))
]
, A# = A0 ⊗ 1lF + 1lF ⊗A∞,
∫
Rd
dxEx
[
(Φ(B0), e
−iA1(K)Ψ(Bt))
]
, A# = A⊗ 1lF
Lemma 3.11 Let M > 0. Then (N̂ +1l)((p−A#)2+M2+w)−1(N̂ +1l)−1 is bounded
uniformly in w ∈ [0,∞).
Proof: We give the proof of the lemma in the case of A# = A0 ⊗ 1lF + 1lF ⊗ A∞. In
another case, we can prove it in a similar manner. Let N1 = N⊗1lF and N2 = 1lF ⊗N .
Then N̂ = N1 +N2. We see that
((N1+N2)Φ, ((p−A#)2+M2+w)−1Ψ) = 2
∫ ∞
0
e−t
1
2
(M2+w)((N1+N2)Φ, e
−t(p−A#)
2
Ψ)dt.
We have
((N1 +N2)Φ, ((p− A#)2 +M2 + w)−1Ψ)
= 2
∫ ∞
0
dte−t
1
2
(M2+w)
∫
Rd
dxEx
[
((N1 +N2)Φ(B0), e
−iA1(K0)−iA2(K∞)Ψ(Bt))
]
= 2
∫ ∞
0
dte−t
1
2
(M2+w)
∫
Rd
dxEx
[
(Φ(B0), e
−iA1(K0)−iA2(K∞)
∑
j=1,2
eiAj(Kj)Nje
−iAj(Kj)Ψ(Bt))
]
,
where K1 = K0 and K2 = K∞. We have
eiAj(Kj)Nje
−iAj(Kj) = Nj − iΠ(Kj)− 1
2
q(Kj ,Kj).
Here Πj(Kj) = i[Nj ,Aj(Kj)]. We know that ‖Πj(Kj)Φ‖ ≤ ‖Kj‖‖(Nj + 1l)1/2Φ‖ and
q(Kj ,Kj) ≤ ‖Kj‖2. Hence by Lemma 3.12 below, there exist constants c1 and c2 such
that ∣∣∣∣∫
Rd
dxEx [(Φ(B0),Πj(Kj)Ψ(Bt))]
∣∣∣∣ ≤ cj‖Φ‖‖(Nj + 1l)1/2Ψ‖√t, j = 1, 2.
We can also see that |(Φ(B0), 12q(Kj ,Kj)Ψ(Bt))| ≤ ‖Φ(x)‖‖Kj‖2Ψ(Bt)‖. Hence by
Lemma 3.12 again there exist constants dj such that∣∣∣∣∫
Rd
dxEx
[
(Φ(B0),
1
2
q(Kj ,Kj)Ψ(Bt))
]∣∣∣∣ ≤ ∫
Rd
dx‖Φ(x)‖Ex[‖Kj‖4]1/2Ex[‖Ψ(Bt)‖2]1/2
≤ dj‖ϕˆ/
√
ω‖2‖Φ‖‖Ψ‖t, j = 1, 2.
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Then we have
|(N̂Φ, ((p− A#)2 +M2 + w)−1Ψ)|
= 2
∫ ∞
0
e−t
1
2
(M2+w)dt‖Φ‖(
√
t
∑
j=1,2
cj‖(Nj + 1l)1/2Ψ‖+ tdj‖Ψ‖) ≤ C‖Φ‖‖(N̂ + 1l)Ψ‖
with some constant C independent of w. Hence (N̂+1l)((p−A#)2+M2+w)−1(N̂+1l)−1
is bounded uniformly in w.
Lemma 3.12 There exist constants c1 and c2 such that E
x[‖Kj‖2] ≤ tc1‖ϕˆ/
√
ω‖2 and
Ex[‖Kj‖4] ≤ t2c2‖ϕˆ/
√
ω‖4.
Proof: See [Hir00b, Theorem 4.6] and [LHB11, Lemma 7.21].
Lemma 3.13 Let 0 < M and χ ∈ C∞c (Rd). Then for all w ∈ [0,∞)
‖|p|(|p− A#|2 +M2 + w)−1(Ĥ − z)−1‖ ≤ CM
(
1 +
1 + |z|
|ℑz|
)
, (3.30)
‖|A⊗ 1lF |(|p− A#|2 +M2 + w)−1(Ĥ − z)−1‖ ≤ CM
(
1 +
1 + |z|
|ℑz|
)
, (3.31)
‖|AR|(|p− A#|2 +M2 + w)−1(Ĥ − z)−1‖ ≤ CRCM
(
1 +
1 + |z|
|ℑz|
)
, (3.32)
‖|p|(|p− A#|2 +M2 + w)−1IR(H − z)−1‖ ≤ CM
(
1 +
1 + |z|
|ℑz|
)
, (3.33)
‖|A0 ⊗ 1lF |(|p− A#|2 +M2 + w)−1IR(H − z)−1‖ ≤ CM
(
1 +
1 + |z|
|ℑz|
)
, (3.34)
‖|AR|(|p− A#|2 +M2 + w)−1IR(H − z)−1‖ ≤ CRCM
(
1 +
1 + |z|
|ℑz|
)
(3.35)
with CR ∈ o(R0) (R→∞) and some positive constant CM .
Proof: First we prove (3.30). For fixed A# = A⊗ 1l or A0 ⊗ 1l + 1l⊗A∞ we have
‖|p|(|p−A#|2 +M2 + w)−1(Ĥ − z)−1‖2
≤ 2{‖|p− A#|(|p− A#|2 +M2 + w)−1(Ĥ − z)−1‖2
+ ‖|A#|(|p− A#|2 +M2 + w)−1(Ĥ − z)−1‖2}. (3.36)
By Lemma 2.3 we have
‖|A#|(|p− A#|2 +M2 + w)−1(Ĥ − z)−1‖
≤ 2‖G‖‖(N + 1)(|p− A#|2 +M2 + w)−1(N + 1)−1‖‖(N + 1)(Ĥ − z)−1‖
≤ C ′M
(
1 +
1 + |z|
|ℑz|
)
(3.37)
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with some constant C ′M . Together with (3.36) and (3.37) we obtain that
‖|p|(|p− A#|2 +M2 + w)−1(Ĥ − z)−1‖ ≤
√
2
(
1√
M2 + w
+ C ′M
)(
1 +
1 + |z|
|ℑz|
)
.
(3.38)
Then (3.30) is obtained. Next we prove (3.32). For an arbitrary ǫ > 0 there exists a
normalized vector ΨR such that
‖AR,µ(N̂ + 1l)−1/2‖ ≤ ‖AR,µ(N̂ + 1l)−1/2ΨR‖+ ǫ
3
. (3.39)
Let Gx ∈ L2(Rd) be in (3.16). Notice that ‖Gx‖ is independent of x. There exists
L > 0 such that ΨR,L = χ{|x|≤L}ΨR satisfies that ‖ΨR −ΨR,L‖H ≤ ǫ3(‖Gx‖+1) . Then we
have
‖AR,µ(N̂ + 1l)−1/2‖ ≤ ‖‖jR(−i∇)G‖ΨR,L‖+ 2ǫ
3
. (3.40)
Here jR stands for 1l− j0(k/R) or j∞(k/R).
‖‖jR(−i∇)G‖WΨR,L‖2H =
∫
|x|≤L
∥∥∥‖jRGˆx‖WΨR(x)∥∥∥2
F
dx
≤
∫
|x|≤L
∥∥∥‖χ{|k|≥R}Gˆx‖WΨR(x)∥∥∥2
F
dx. (3.41)
Let fR(x) = ‖χ{|k|≥R}Gˆx‖W . fR is continuous, and for each x ∈ Rd, it monotonically
converges to 0 as R → ∞. Then fR converges to 0 uniformly on any compact set by
Dini’s theorem. Thus we see that lim
R→∞
sup
|x|≤L
‖χ{|k|≥R}Gˆx‖ = 0. Since ΨR is normalized,
the right-hand side of (3.40) converges to 0 as R→∞. Thus there exists some R0 > 0
such that for all R > R0,
‖‖jR(−i∇)G‖WΨR,L‖2H <
ǫ
3
. (3.42)
By (3.40) and (3.42) we see that ‖AR,µ(N̂ + 1l)−1/2‖ < ǫ for all R > R0. Then
lim
R→∞
‖AR,µ(N̂ + 1l)−1/2‖ = 0. (3.43)
We have ‖(N̂ + 1l)(|p − A#|2 +M2 + w)−1(N̂ + 1l)−1‖ ≤ CM in Lemma 3.11. Thus
(3.32) is obtained. (3.31) and (3.33)-(3.35) are also shown in a similar way.
4 HVZ-type theorem
Lemma 4.1 For all M ≥ 0 it follows that σess(H) ⊂ [E +m,∞).
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Proof: Let χ ∈ Cc(R) be such that suppχ ⊂ (−∞, E+m). It suffices to show that χ(H)
is compact for all positive M > 0. Actually limM→+0 χ(H) = χ(H0) in the uniform
topology by Lemma 3.1. Let P0 be the projection from F to the subspace spanned by
Ω, i.e., P0Ψ = (Ω,Ψ)Ω. Since suppχ ⊂ (−∞, E +m) and σ(Hf) = {0} ∪ [m,∞), we
see that 1lH ⊗ P0 leaves χ(Ĥ) invariant:
χ(Ĥ) = (1lH ⊗ P0)χ(Ĥ). (4.1)
We also see that
I∗R(1lH ⊗ P0)IR = Γ(jˆ20,R). (4.2)
By Lemma 3.3 and (4.1) we have
χ(H) = I∗RIRχ(H) = I
∗
Rχ(Ĥ)IR + o(R
0) = I∗R(1lH ⊗ P0)χ(Ĥ)IR + o(R0). (4.3)
Here o(R0) converges to 0 as R → ∞ in the uniform norm. By (4.2) and Lemma 3.3
again we have
χ(H) = Γ(jˆ20,R)χ(H) + o(R
0). (4.4)
Then we can see that
χ(H) =
L∑
l=0
Γ(jˆ20,R)1l{l}(N)χ(H) + Γ(jˆ
2
0,R)1l[L+1,∞)(N)χ(H) + o(R
0). (4.5)
Since ‖Γ(jˆ20,R)‖ ≤ 1 and ‖1l[L+1,∞)(N)Ψ‖ ≤ (L+1)−1‖NΨ‖ for Ψ ∈ D(N), we see that
‖Γ(jˆ20,R)1l[L+1,∞)(N)χ(H)‖ ≤
1
L+ 1
‖Nχ(H)‖ → 0 (4.6)
as L→∞. By (4.5) and (4.6) we have
χ(H) =
L∑
l=0
1l{l}(N)Γ(jˆ
2
0,R)χ(H) + o(L
0) + o(R0), (4.7)
where o(L0) converges to 0 as L → ∞ in the uniform norm. Thus it suffices to show
that 1l{l}(N)Γ(jˆ
2
0,R)χ(H) is compact for each l = 0, 1, 2, · · · . We obtain that
1l{l}(N)Γ(jˆ
2
0,R)χ(H) = UB, (4.8)
where B = (p2+V )1/4(Hf +1l)
1/4χ(H) and U = (p2+V )−1/41l{l}(N)Γ(jˆ
2
0,R)(Hf +1l)
−1/4
is a compact operator. Since ‖(p2 + V )1/2Ψ‖2 ≤ C‖(H + 1l)Ψ‖2, B is bounded. Thus
1l{l}(N)Γ(jˆ
2
0,R)χ(H) is compact. Then it yields that
χ(H) = lim
R,L→∞
{
L∑
l=0
1l{l}(N)Γ(jˆ
2
0,R)χ(H)
}
, (4.9)
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which implies that χ(H) is the limit of compact operators in the uniform topology.
Then χ(H) is also compact. Hence (−∞, E +m) ∩ σ(H) is discrete spectrum. Then
the lemma follows.
The proof of Corollary 2.9: Since [E,E +m) ∩ σ(H) is discrete by Lemma 4.1, H
has a ground state. The uniqueness and the exponential decay for the ground state
are shown in [Hir13].
Lemma 4.2 Suppose Assumptions 2.1, 2.2 and 2.5. Then σess(H) ⊃ [E +m,∞).
Proof: First we assume that M > 0. Let ΦM be a normalized ground state of H .
Take λ ∈ (E + m,∞) and k0 = k0(M,λ) ∈ Rd such that ω(k0) = λ − E. Let
h ∈ C∞c (Rd) be such that ‖h‖ = 1. Set hn(k) = nd/2h(n(k − k0))ein2(k0−k). Then
‖hn‖ = 1, w- lim
n→∞
hn = 0 and lim
n→∞
‖(ω − ω(k0))hn‖ = 0. Note that ΦM ∈ D(H) ⊂
D(Hf) ⊂ D(N) ⊂ D(a†(f)). Set h˜n = ⊕d−1hn ∈ W and Ψn = a†(h˜n)ΦM . It holds that
lim
n→∞
‖Ψn‖ = 1 and w- lim
n→∞
Ψn = 0. We see that for Φ ∈ Hfin
((H − λ)Φ,Ψn) = (Φ, a†((ω − ω(k0))h˜n)ΦM) + ([a†(h˜n), T 1/2]Φ,ΦM ). (4.10)
Then
s- lim
n→∞
a†((ω − ω(k0))h˜n)ΦM = 0. (4.11)
Let us consider the commutator [a†(h˜n), T
1/2]. We see that
[a†(h˜n), T
1/2] =
2
π
∫ ∞
0
dw√
w
[T (T + w)−1, a†(h˜n)]. (4.12)
Let Gµ = ⊕d−1r=1Grµ, and Grµ(k) = Grµ(k, x) =
ϕˆ(k)erµ(k)e
−ik·x√
2ω(k)
. Then we have
[T (T + w)−1, a†(h˜n)]
= −w(T + w)−1[T, a†(h˜n)](T + w)−1
= −w(T + w)−1{(p+ A) · [A, a†(h˜n)] + [A, a†(h˜n)] · (p+ A)}(T + w)−1
= −w(T + w)−1{(p+ A) · (G, h˜n) + (G, h˜n) · (p+ A)}(T + w)−1
= −2w(T + w)−1(G, h˜n)(T + w)−1 · (p+ A)− w(T + w)−1
d∑
µ=1
(i∂xµGµ, h˜n)(T + w)
−1.
(4.13)
Since ΦM is a ground state, by (4.12), (4.13) and Lemma 2.8 we obtain that
|([a†(h˜n), T 1/2]Φ,ΦM)| = C
d∑
µ=1
sup
x∈Rd
(
|(Gµ, h˜n)|+ |(∂xµGµ, h˜n)|
)
‖Φ‖‖ΦM‖. (4.14)
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Let Kn = ([a
†(h˜n), T
1/2]⌈Hfin)∗. (4.14) implies that ΦM ∈ D(Kn) and limn→∞KnΦM = 0.
Then we see that ‖(H − λ)Ψn‖ ≤ ‖a†((ω− ω(k0))h˜n)ΦM‖+ ‖KnΦM‖ by (4.10)-(4.14),
and that
s- lim
n→∞
(H − λ)Ψn = 0.
Since lim
n→∞
‖Ψn‖ = ‖ΦM‖+ lim
n→∞
‖a(hn)ΦM‖ = 1, the normalized vector Ψ˜n = Ψn/‖Ψn‖
satisfies that
s- lim
n→∞
(H − λ)Ψ˜n = 0.
Then {Ψ˜n} is a Weyl sequence for λ and then we obtain that λ ∈ σess(H) when M > 0.
Next we assume that M = 0. In order to emphasize the dependence on M we use
HM and EM for H and E, respectively. Since HM converges to H0 in the uniformly
resolvent sense. Then EM → E0 as M → 0. Fix λ ∈ (E + m,∞). Let {Mj}j be a
sequence such that Mj → 0 as j → ∞. Suppose that λ > Ej +m for all j. For each
Mj , by the discussion mentioned above for the case of M > 0 there exist nj = nj(Mj)
such that
‖a†(h˜nj )ΦMj‖ ≤ 1 + 1/j,
|(Φ, a†(h˜nj)ΦMj )| ≤ 1/j,
‖(HMj − λ)a†(h˜nj)ΦMj‖ ≤ 1/j.
Set Qj = a
†(h˜nj)ΦMj . Then lim
j→∞
‖Qj‖ → 1 and
‖(H0 − λ)Qj‖ ≤ ‖(H0 −HMj)Qj‖+ ‖(HMj − λ)Qj‖ ≤
√
Mj(1 + 1/j) + 1/j.
Let Q˜j = Qj/‖Qj‖. Hence we conclude that {Q˜j} is a Weyl sequence for λ, and thus
λ ∈ σess(H0) follows. Then the lemma follows.
The proof of Theorem 2.8:
The theorem follows from Lemmas 4.1 and 4.2.
5 Appendix
In this appendix we review functional integral representations of the semigroup gen-
erated by models related to the Pauli-Fierz model. These representations play an
important roles in this paper. The functional integral representation for the semigroup
generated by the Pauli-Fierz model has been established in [Hir97]. By a minor modifi-
cation we can also construct functional integral representations for models investigated
in this paper.
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5.1 Pauli-Fierz model
The Feynman-Kac formula yields the path integral representation of the Schro¨dinger
operator 1
2
p2 + V by
(f, e−t(
1
2
p2+V )g) =
∫
Rd
dxEx
[
e−
∫ t
0
V (Bs)dsf(B0)g(Bt)
]
. (5.1)
On the other hand the Pauli-Fierz model is defined by the minimal coupling of p2/2+
V +Hf with a quantized radiation field A(f) by
HPF =
1
2
(p− A(f))2 + V +Hf
as a linear operator in H = L2(Rd) ⊗ F (W ), where A(f) = (A1(f), · · · , Ad(f))
describes quantized radiation field with cutoff function f such that f/
√
ω ∈ L2(Rd),
i.e, Aµ(f) =
∫ ⊕
Rd
Aµ(f, x)dx and
Aµ(f, x) =
1√
2
d−1∑
r=1
∫
erµ(k)
{
fˆ(k)e−ik·x√
ω(k)
a†r(k) +
fˆ(−k)eik·x√
ω(k)
ar(k)
}
dk. (5.2)
We can give the functional integral representation of e−tHPF in [Hir97]. Let
q(F,G) =
1
2
d∑
µ,ν=1
(Fˆµ, δ
⊥
µνGˆν)
be the quadratic form on ⊕dL2(Rd), where δ⊥µν(k) = δµν − kµkν/|k|2 denotes the
transversal delta function. Let A (F ) be a Gaussian random variables on a proba-
bility space (Q,Σ, µ), which is indexed by F = (F1, · · · , Fd) ∈ ⊕dL2(Rd). The mean of
A (F ) is zero and the covariance is given by E[A (F )A (G)] = q(F,G). Furthermore
we introduce the Euclidean version of A . Let
qE(F,G) =
1
2
d∑
µ,ν=1
(Fˆµ, δ
⊥
µνGˆν) (5.3)
be the quadratic form on ⊕dL2(Rd+1). On the right-hand side of (5.3), we note that
(Fˆµ, δ
⊥
µνGˆν) =
∫
R×Rd
Fˆµ(k0, k)δ
⊥
µν(k)Gˆν(k0, k)dk0dk. Let AE(F ) be a Gaussian random
variables on a probability space (QE ,ΣE, µE), which is indexed by F ∈ ⊕dL2(Rd+1).
The mean of AE(F ) is zero and the covariance is given by E[AE(F )AE(G)] = qE(F,G).
Let us identify H with L2(Rd;F ). Thus Φ ∈ H can be an F -valued L2-function on
Rd, Rd ∋ x 7→ Φ(x) ∈ F . It is well known that there exists the family of isometries Jt :
L2(Q)→ L2(QE) (t ∈ R) and jt : L2(Rd)→ L2(Rd+1) (t ∈ R) such that J∗t Js = e−|t−s|Hf
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and j∗t js = e
−|t−s|ω(−i∇). By the Feynman-Kac formula (5.1) it is straightforward to see
that
(Φ, e−t(
1
2
p2+V+Hf)Ψ) =
∫
Rd
dxEx
[
e−
∫ t
0
V (Bs)ds(J0Φ(B0), JtΦ(Bt))L2(QE)
]
. (5.4)
Adding an interaction we also see that
(Φ, e−tHPFΨ) =
∫
Rd
dxEx
[
e−
∫ t
0
V (Bs)ds(J0Φ(B0), e
−iAE(KE)JtΦ(Bt))L2(QE)
]
. (5.5)
Here
KE = ⊕di=1
∫ t
0
jsf˜(· − Bs)dBis
is the ⊕dL2(Rd+1)-valued stochastic integral of f˜ = (f/√ω)ˇ. From this formula we
have e−tHPFΨ(x) = Ex[e−
∫ t
0
V (Bs)dsJ∗0e
−iAE(K)JtΦ(Bt)]. Furthermore let
KPF =
1
2
(p− A(f))2
be the kinetic term of the Pauli-Fierz model HPF . It also established that KPF is
essentially self-adjoint on D(p2) ∩ C∞(N) when Assumption 2.2 is assumed. Then it
follows that
(Φ, e−tKPFΨ) =
∫
Rd
dxEx
[
e−
∫ t
0
V (Bs)ds(Φ(B0), e
−iA (K)Ψ(Bt))L2(Q)
]
, (5.6)
where
K = ⊕di=1
∫ t
0
f˜(· − Bs)dBis
is the ⊕dL2(Rd)-valued stochastic integral.
5.2 Extended Pauli-Fierz model
The extended Pauli-Fierz model is defined by
ĤPF = HPF ⊗ 1l + 1l⊗ Hf (5.7)
as an operator in Ĥ = H ⊗ F . Note that F ⊗ F ∼= F (W ⊕ W ). Under the
identification Ĥ ∼= L2(Rd)⊗F (W ⊕W ), then
ĤPF =
1
2
(p−A1)2 + Ĥf ,
where A1 = A(f ⊕ 0) and Ĥf be the second quantization of ω̂ = ω ⊕ ω. Then the
functional integral representation of e−tĤPF is a slight modification of that of e−tHPF .
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Let A (F ) be a Gaussian random variables on a probability space (Q˜, Σ˜, µ˜), which
is indexed by F ∈ (⊕dL2(Rd)) ⊕ (⊕dL2(Rd)). Let A1(F ) = A (F ⊕ 0) and A2(G) =
A (0⊕G). The mean of A#(F ) is zero and the covariance is given by
E[Ai(F )Aj(G)] =
1
2
δij
d∑
µ,ν=1
(Fˆµ, δ
⊥
µνGˆν), i, j = 1, 2. (5.8)
Similar to the Pauli-Fierz model we introduce the Euclidean version of AEj, j = 1, 2.
Let Ĵt = Jt ⊗ Jt and ĵt = jt ⊗ jt. Then Ĵt : L2(Q) ⊗ L2(Q) → L2(QE) ⊗ L2(QE)
and ĵt : L
2(Rd) ⊗ L2(Rd) → L2(Rd+1) ⊗ L2(Rd+1) satisfy that Ĵ∗t Ĵs = e−|t−s|Ĥf and
ĵ∗t ĵs = e
−|t−s|ω̂(−i∇). Hence we can see that
(Φ, e−tĤPFΨ) =
∫
Rd
dxEx
[
e−
∫ t
0
V (Bs)ds(Ĵ0Φ(B0), e
−iAE1(KE)ĴtΦ(Bt))L2(QE)⊗L2(QE)
]
.
(5.9)
5.3 Generalization of extended Pauli-Fierz model
Let f and g be two cutoff functions and we define ĤPF by
ĤPF =
1
2
(p− A(f)⊗ 1lF − 1lH ⊗ A(g))2 +Hf ⊗ 1l + 1l⊗ Hf . (5.10)
Hence we can see that
(Φ, e−tĤPFΨ)
=
∫
Rd
dxEx
[
e−
∫ t
0
V (Bs)ds(Ĵ0Φ(B0), e
−iAE1(Kf )−iAE2(Kg)ĴtΦ(Bt))L2(QE)⊗L2(QE)
]
,
(5.11)
where Kh = ⊕di=1
∫ t
0
jsh˜(· − Bs)dBis for h = f, g. Furthermore let
K̂PF =
1
2
(p− A(f)⊗ 1lF − 1lH ⊗A(g))2
be the kinetic term of ĤPF . It can be shown that K̂PF is essentially self-adjoint on
D(p2) ∩ C∞(N̂). We then also have
(Φ, e−tK̂PFΦ) =
∫
Rd
dxEx
[
e−
∫ t
0
V (Bs)ds(Φ(B0), e
−iA1(KF )−iA2(KG)Φ(Bt))L2(Q)⊗L2(Q)
]
.
(5.12)
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