This paper presents the mathematical foundations of Dirichlet mixtures, which have been used to improve database search results for homologous sequences, when a variable number of sequences from a protein family or domain are known. We present a method for condensing the information in a protein database into a mixture of Dirichlet densities. These mixtures are designed to be combined with observed amino acid frequencies, to form estimates of expected amino acid probabilities at each position in a pro le, hidden Markov model, or other statistical model. These estimates give a statistical model greater generalization capacity, such that remotely related family members can be more reliably recognized by the model. Dirichlet mixtures have been shown to outperform substitution matrices and other methods for computing these expected amino acid distributions in database search, resulting in fewer false positives and false negatives for the families tested. This paper corrects a previously published formula for estimating these expected probabilities, and contains complete derivations of the Dirichlet mixture formulas, methods for optimizing the mixtures to match particular databases, and suggestions for e cient implementation.
Introduction
Recently, the rst complete genome for a free-living organism was sequenced. On July 28, 1995, The Institute for Genomic Research (TIGR) announced in Science the complete DNA sequence for Haemophilus in uenzae (R.D.Fleischmann, 1995) . Along with this sequence were 1743 protein genes. It is not every day that the protein databases get such a large in ux of novel proteins, and within days protein scientists were hard at work analyzing the data (Casari et al., 1995) . One of the main techniques used to analyze these proteins is to nd similar proteins in the database whose structure or function are already known. When two sequences share at least 25% residue identity and each is at least 80 residues in length, then the two sequences are said to be homologous, i.e., they share the same overall structure (Doolittle, 1986) . If the structure of one of the sequences has been determined experimentally, then the structure of the new protein can be inferred from the other. If one is fortunate, and a large number of homologous sequences are found, then it may be possible to tackle the somewhat more di cult problem, inferring the new protein's function(s).
However, requiring a minimum residue identity of 25% can mean that no sequences of known structure are deemed homologous to the new sequence. Does this mean that we can then assume that the threedimensional structure of this new sequence is in a class of its own? This may be the case some fraction of the time. But it is more likely that some remote homolog exists in the database, sharing a common structure, but having less than 25% residue identity.
Moreover, the problem of nding homologous sequences, close or remote, is not limited to the case where one has a single protein. One may have several sequences available for a given family, but expect that other family members exist in the databases, and want to locate these putative members. Finding these remote homologs is one of the primary motivating forces behind the development of new types of statistical models for protein families and domains in recent years. It is also a key motivation for the work presented here.
Database search using statistical models
Statistical models for proteins are objects, like pro les, that capture the statistics de ning a protein family or domain. Along with parameters expressing the expected amino acids at each position in the molecule or domain, and possibly other parameters as well, a statistical model will have a scoring function for sequences with respect to the model. These models come in various forms. Pro les and their many o shoots (Gribskov et al., 1987; Gribskov et al., 1990; Bucher et al., 1995; Barton and Sternberg, 1990; Altschul et al., 1990; Waterman and Perlwitz, 1984; Thompson et al., 1994a; Thompson et al., 1994b; Barton and Sternberg, 1990; Bowie et al., 1991; L uthy et al., 1991; Bucher et al., 1995) , Position-Speci c Scoring Matrices (Heniko et al., 1990) , and hidden Markov models (HMMs) (Churchill, 1989; White et al., 1994; Stultz et al., 1993; Krogh et al., 1994; Hughey, 1993; Baldi et al., 1992; Baldi and Chauvin, 1994; Asai et al., 1993) , have all been proposed and demonstrated e ective for particular tasks under certain conditions.
In contrast with homology determination by residue identity, statistical models use a very di erent technique to determine whether two sequences share a common structure. During database search with these models, each sequence in the database is assigned a score, (or, negatively, a cost), generally by adding the score (or cost) at each position in the model. For instance, a typical cost for aligning residue a at position i, is ? log Prob(a j positioni), where the base of the logarithm is arbitrary. A sequence is determined to belong to the family, or contain the domain, if the cost of aligning the sequence to the model falls below a cuto . This cuto can be determined experimentally, for instance, by setting it to the maximum cost for any of the known members of the family, or it can be pre-determined 1 .
Because these parameters are used to score each sequence in the database, careful tuning of the parameters representing the expected amino acids becomes essential, and zero probabilities are particularly problematic. Allowing zero probabilities at positions gives an in nite penalty to sequences having the zeroprobability residues at those positions. Even if a sequence is homologous to those used in training the model, a single mismatch at such a position would render that sequence unrecognizable by the model. On the other hand, the costs at each position are additive, so small improvements in predicting the expected amino acids at each position accumulate over the length of the sequence, and can boost a model's e ectiveness signi cantly. Since each of these statistical models relies on having su cient data to estimate its parameters, modeling protein families or domains for which few sequences have been identi ed is quite di cult. Methods that increase the accuracy of estimating the expected amino acids at each position are thus of primary importance for these models.
We tread a thin line between speci city and sensitivity in estimating these parameters. If a model is highly speci c, but does not generalize well, it will recognize only a fraction of those sequences in the family. In database discrimination, this model will generate false negatives|sequences that should be labeled as family members, but are instead labeled as not belonging to the family. The model is too strict, and database search with this model produces little new information. The reverse situation occurs when we sacri ce speci city for sensitivity. In this case, the model categorizes sequences which are not in the family as family members. These false positives are obtained through models that are too lax, and while true remote homologs may be included in the set identi ed as family members, they may be hard to identify as such if the pool is simply too large. One of the tests of the e ectiveness of a statistical modeling technique, in fact, is how well it reduces the numbers of false negatives and false positives in database discrimination.
Issues in estimating expected amino acid probabilities
The following examples illustrate the kinds of issues encountered in estimating amino acid probabilities. In the rst scenario, imagine that a multiple alignment of 100 sequences has a column containing only isoleucine, and no other amino acids. In the second scenario, an alignment of three sequences also has a column containing only isoleucine, and no other amino acids. If we estimate the expected probabilities of the amino acids in these columns to be equal to the observed frequencies, then the estimate of the expected probability of each amino acid i is simply the fraction of times i is observed (i.e.,p i = n i = jñj, where n i is the frequency of amino acid i in the column, and jñj = P i n i ). Using this method of estimating the probabilities, we would assign a probability of 1 to isoleucine and zero to all the other amino acids for both of these columns. But is this estimate reasonable?
It is illuminating to consider the analogous problem of assessing the fairness of a coin. A coin is said to be fair if Prob(heads) = Prob(tails) = 1=2. Equivalently, we expect that if we toss a fair coin n times, obtaining h heads and t tails, we expect h=n and t=n to each come closer and closer to 1=2 as n approaches in nity, in accordance with the law of large numbers. Now, if we pick a coin at random, and toss it three times, and it comes up heads each time, what should our estimate of the probability of heads for this coin be? If we assume that most coins are fair, then we are unlikely to change this a priori assumption based on only a few tosses. On the other hand, if we toss the coin an additional thousand times and it comes up heads each time, at this point very few of us would insist that the coin was indeed fair. Our estimate of this coin's probability of heads is going to be 1, or quite close to it. Given an abundance of data, we will discount any previous assumptions, and believe the data.
In the rst scenario, for the column containing 100 isoleucines and no other amino acids, the evidence is strong that isoleucine is conserved at this position. Allowing any substitutions in this position is clearly not optimal, and giving isoleucine probability 1, or close to it, appears sensible.
In the second scenario, with an alignment of only three sequences, we cannot rule out the possibility that proteins in the family not included in the training set may have other amino acids at this position. In this case, we might not want to assign isoleucine probability 1, and require that all sequences in the family (or containing the domain) must have an isoleucine at this position. Instead, we might want to use prior knowledge about amino acid distributions, and modify our estimate about the expected distribution to re ect that prior knowledge. In this case, we know that where isoleucine is found, other hydrophobic residues are often found, especially leucine and valine. Our estimate of the expected distribution at this position would sensibly include these residues, and perhaps the other amino acids as well, albeit with much smaller probabilities. By contrast, when we have many sequences multiply aligned, we expect the estimatê p i = n i = jñj to be a close approximation of the true underlying probabilities, and any prior information about typical amino acid distributions is relatively unimportant.
Thus, the natural solution is to introduce prior information into the construction of the statistical model, interpolating smoothly between reliance on the prior information concerning likely amino acid distributions, in the absence of data, to con dence in the amino acid frequencies observed at each position, given abundant data. Our aim in this work is to provide a statistically well-founded, Bayesian framework for obtaining this prior information and for combining this prior information with observed amino acid frequencies.
One nal comment concerning skew is in order. A skewed sample can arise in two ways. In the rst, the sample is skewed simply from the luck of the draw. This kind of skew is common in small samples, and is akin to tossing a fair coin three times and observing three heads in a row. The second type of skew is more insidious, and can occur even when large samples are drawn. In this kind of skew, one subfamily is over-represented, such that a large fraction of the sequences used to train the statistical model are minor variants of each other. This disparity among the number of sequences available from di erent subfamilies for a given protein is the basis for the widespread use of weighting schemes (Sibbald and Argos, 1990; Thompson et al., 1994a; Thompson et al., 1994b; Heniko and Heniko , 1994) . If one has reason to believe that the available data over-represents some subfamilies, Dirichlet mixtures can be used in conjunction with any weighting scheme desired to produce more accurate amino acid estimates. Simply weight the sequences prior to computing the expected amino acids for each position using a Dirichlet mixture. Each column in the weighted data will be a vector of counts, though probably real-valued rather than integral. Because we assume weighted data may be used as input, we have incorporated this possibility in the formula given in Section 3.2 to compute the expected amino acid distributions.
Obtaining and using prior knowledge of amino acid distributions
Fortunately, even when data from a particular family may be limited, there is no lack of data in the protein sequence databases concerning the kinds of distributions which are likely or unlikely in particular positions in proteins. In this work, we have attempted to condense the enormous wealth of information in the databases into the form of a mixture of densities. These densities assign a probability to every possible distribution of the amino acids. We use Maximum Likelihood (Duda and Hart, 1973; Nowlan, 1990; Dempster et al., 1977) to estimate these mixtures|i.e., we seek to nd a mixture that maximizes the probability of the observed data. Often, these densities capture some prototypical distributions. Taken as an ensemble, they explain the observed distributions in the databases.
There are many di erent commonly occurring distributions. Some of these re ect a preference for hydrophobic amino acids, some for small amino acids, and some for more complex combinations of physiochemical features. Certain combinations of these features are commonly found, while others are much rarer. Degrees of conservation di er, due to the presence or absence of structural or functional constraints. In the extreme case, when an amino acid is highly conserved at a certain position in the protein family, such as the proximal histidine that coordinates the heme iron in hemoglobin, the distribution of amino acids in the corresponding column of the multiple alignment is sharply peaked on that one amino acid, whereas in other cases the distribution may be spread over many possible amino acids.
With accurate prior information about which kinds of amino acid distributions are reasonable in columns of alignments, it is possible even with only a few sequences to identify which of the prototypical distributions characterizing positions in proteins may have generated the amino acids observed in a particular column of the emerging statistical model. Using this informed guess, we can adjust the expected amino acid probabilities so that the estimate of the amino acids for that position includes the possibility of amino acids that may not have been seen at all in that position, but are consistent with observed amino acid distributions in the protein databases. This has the e ect of moving estimated amino acid distributions toward known distributions, and away from distributions that are unusual biologically. The models produced are more e ective at generalizing to previously unseen data, and are often superior at database search and discrimination experiments (Karplus, 1995a; Tatusov et al., 1994; Bailey and Elkan, 1995; Brown et al., 1993 ).
Comparison with other methods for computing these probabilities
We are certainly not the rst group to notice the need for incorporating prior information about such amino acid distributions into the parameter estimation process. Indeed, our present work has several conceptual similarities with pro le methods, particularly in regard to seeking meaningful amino acid distributions for use in database search and multiple alignment (Waterman and Perlwitz, 1984; Barton and Sternberg, 1990; Gribskov et al., 1990; Bowie et al., 1991; L uthy et al., 1991; Claverie, 1993; Claverie, 1994) . This work also has much in common with amino acid substitution matrices, which have been used e ectively in database search and discrimination tasks (Heniko and Heniko , 1992; Altschul, 1991) .
There are two drawbacks associated with the use of substitution matrices. First, each amino acid has a xed substitution probability with respect to every other amino acid. In any particular substitution matrix, to paraphrase Gertrude Stein, an isoleucine is an isoleucine is an isoleucine. However, an isoleucine seen in one context, for instance, in a position that is functionally conserved, will have di erent substitution probabilities than an isoleucine seen in another context, where any hydrophobic residue may be allowed. Second, only the relative frequency of amino acids is considered, while the actual number observed is ignored. Thus, in substitution-matrix-based methods, the expected amino acid probabilities are identical for an apparently conserved column containing 100 isoleucines (and no other amino acids) and a column containing three isoleucines, or even a single isoleucine. All three situations are treated identically, and the estimates produced are indistinguishable.
The method described here addresses both of these issues. A Dirichlet mixture prior can be decomposed into individual components, each of which is a probability density over all the possible combinations of amino acids occurring at positions in proteins. Common distributions, determined by functional or structural constraints, are captured by these components; these then provide position-speci c substitution probabilities. In producing an estimate for the expected amino acids, the formula employed (equation 15 in Section 3.2) gives those components which are most likely to have generated the actual amino acids observed the greatest impact on the estimation.
For example, in Tables 1 and 2 we give a nine-component mixture estimated on the Blocks database (Heniko and Heniko , 1991) . In this mixture, isoleucine is seen in several contexts. Component 9 gives high probability to all conserved distributions (i.e., distributions where a single residue is preferred over all others). Component 6 represents distributions preferring isoleucine and valine, but allowing leucine and methionine (i.e., this component gives high probability to aliphatic residues found in beta sheets). Component 5 reverses the order of residues preferred from component 6, preferring leucine and methionine to isoleucine, and allowing phenylalanine and valine as less likely substitutions. Component 8 favors methionine, but allows isoleucine and the other aliphatic residues as well as phenylalanine (and a few other residues). (A full description of how to interpret these mixtures in general is given in Section 2.)
When only one or two isoleucines are observed, the lion's share of the probability is shared by two components: component 6 starts o with the highest probability at 0:45, while component 5 comes in second with just under 0:20 probability. (Components 8 and 9 both have relatively low probability, at 0:12 and 0:08, respectively.) However, the information in the column increases rapidly as the number of sequences grows, and the probabilities of each of the components changes. Components 5, 6, and 8 decrease in probability, while component 9, which favors conserved distributions, grows very rapidly in probability. At ten observed isoleucines, component 9 has probability 0:62, component 6 has probability 0:24, component 5 has probability 0:07, and component 8 has one of the lowest probabilities of all the components, at 0:002. This process is demonstrated in Table 3 .
The estimates of the expected amino acids re ect the changing contribution of these components. Given a single observation, isoleucine has probability 0:47, valine has probability 0:15, leucine has probability 0:12, and methionine has probability 0:03. This reveals the in uence of components 5 and 6, with their preference for allowing substitutions with valine, leucine and methionine. By ten observations, isoleucine has probability 0:94, valine has probability 0:02, leucine has probability 0:01, and methionine has probability 0:003. We can still see the contribution of component 6, with its bias toward allowing valine to substitute for isoleucine. But the predominant signal is that isoleucine is required at this position.
Moreover, the second issue|the importance of the actual number of residues observed|is addressed in the estimation formula as well. Here, as the number of observations increases, the contribution of the prior information is lessened. Even if a mixture prior does not give high probability to a particular type of distribution, as the number of sequences aligned increases, the estimate for a column becomes more and more peaked around the maximum likelihood estimate for that column (i.e.,p i approaches n i = jñj as jñj increases). Importantly, when the data indicate a residue is conserved at a particular position (i.e., most or all of the sequences in an alignment contain a given residue in one position, and a su cient number of observations are available), the expected amino acid probabilities produced by this method will remain peaked around that residue, instead of being modi ed to include all the residues that substitute on average for the conserved residue, as is the case with substitution matrices. (See, for example, the estimated amino acid probabilities produced by two substitution matrix-based methods in Tables 4-7.) Pseudocount methods are a special case of Dirichlet mixtures, where the mixture consists of a single component. In these methods, a xed value is added to each observed amino acid count, and then the counts are renormalized (i.e.,p i = (n i + z i )=( P j n j + z j ), where z j can be the same constant for every amino acid j, or can vary from one amino acid to the next 2 . They have some of the desirable properties of Dirichlet mixtures, but because they have only a single component, they are unable to represent as complex a set of prototypical distributions. We include in Tables 4-7 probability estimates for two popular pseudocount methods which add the same constant for each amino acid, and can thus be called zero-o set methods: Add-One, where z i = 1 for all i, and Add-Share, where z i = 0:05 for all i. The Dirichlet density 1-comp, a single-component Dirichlet density estimated on the Blocks database, is also a pseudocount method where z i is a closely related to the background frequency of amino acid i.
The work of L uthy, McLachlan, and Eisenberg (L uthy et al., 1991) also has some interesting similarities to that presented here. They analyzed multiple alignments containing secondary structure information to construct a set of nine probability distributions, which we call the LME distributions, describing the distribution of amino acids in nine di erent structural environments 3 . LME distributions have been shown to increase the accuracy of pro les in both database search and multiple alignment by enabling them to take advantage of prior knowledge of secondary structure.
These distributions cannot always be used, since in many cases structural information is not available, or the statistical model employed is not designed to take advantage of such information. For example, our method for training an HMM assumes unaligned sequences are given as input to the program, and that no secondary structure information for the sequences is available. Thus, distributions associated with particular secondary structural environments, such as the LME distributions, are inappropriate for our use. Moreover, we have an additional problem using the LME distributions in this Bayesian framework. As we will show in Section 3.2, Bayes' rule requires that in computing the amino acid probabilities the observed frequency counts be modi ed less strongly when the prior distribution has a very high variance. Thus, when there is no measure of the variance associated with a distribution, as is the case with the LME distributions, one must assign a variance arbitrarily in order to use the distribution to compute the expected probabilities.
In this paper, we propose the use of mixtures of Dirichlet densities (see e.g., (Berhardo and Smith, 1994) ) as a means of representing prior information about expected amino acid distributions. In Section 2 we give a description of ways to interpret these mixtures. The mathematical foundations of the method described in this paper are given in Section 3. Dirichlet densities are described in Section 3.1. For those wishing to use these mixtures, we present in Section 3.2 a Bayesian method for combining observed amino acids with these priors to produce posterior estimates of the probabilities of the amino acids. Section 3.3 contains the mathematical derivation of the learning rule for estimating Dirichlet mixtures. In Section 4, we present an overview of work done both at Santa Cruz (Karplus, 1995a; Karplus, 1995b; Brown et al., 1993) and elsewhere (Tatusov et al., 1994; Bailey and Elkan, 1995; Heniko and Heniko , 1995) that demonstrates the e ectiveness of these densities in a variety of statistical models, and the superiority of this technique in general over others tried. Some pointers to help users avoid under ow and over ow problems, as well as speed up the computation of mixture estimation, are treated in Section 5.
We also want to emphasize, perhaps obviously, that the method described in this paper is general, and applies not only to data drawn from columns of multiple alignments of protein sequences, but can be used to characterize distributions over other alphabets as well. For example, we have done some experiments developing Dirichlet mixtures for RNA, both for single-column statistics and for pairs of columns, and we have estimated Dirichlet densities over transition probabilities between states in hidden Markov models.
For a review of the essentials of the HMM methodology we use, including architecture, parameter estimation, multiple alignments, and database searches, see (Krogh et al., 1994) .
Interpreting Dirichlet Mixtures
We include in this paper a 9-component mixture estimated on the Blocks database (Heniko and Heniko , 1991) which has given some of the best results of any mixture estimated using the techniques described here 4 . Table 1 gives the parameters of this mixture.
Since a Dirichlet mixture describes the expected distributions of amino acids in the data used to estimate the mixture, it is useful to look in some detail at each individual component of the mixture to see what distributions of amino acids it favors.
Two kinds of parameters are associated with each component: the mixture coe cient, q, and the~ parameters which de ne the distributions preferred by the component. For any distribution of amino acids, the mixture as a whole assigns a probability to the distribution by combining the probabilities given the distribution by each of the components in the mixture.
One way to characterize a component is by giving the mean expected amino acid probabilities and the variance around the mean. Formulas to compute these quantities are given in Section 3.1. We can also list the amino acids for each component in order by the ratio of the mean frequency of the amino acids in a component to the background frequency of the amino acids. Table 2 lists the preferred amino acids for each component in the mixture.
The mixture coe cient q associated with a component is equal to the probability of that component given the data, averaged over all the data|i.e., it expresses the fraction of the data represented by the component. In this mixture, the components peaked around the aromatic and the non-polar hydrophobic residues represent the smallest fraction of the columns used to train the mixture, and the component representing all the highly conserved residues (component number 9) represents the largest fraction of the data.
The value j~ j = P 20 i=1 i is a measure of the peakedness of the component about the mean. Higher values of j~ j indicate that distributions must be close to the mean of the component in order to be given high probability by that component. In our experience, when we allow a large number of components, we often nd that many of the components that result are peaked around individual residues, and have high j~ j, but this may be an artifact of our optimization technique. However, when we estimate mixtures having a limited number of components (for instance, ten or fewer components), we nd that one component tends to have a very small j~ j, allowing this component to give high probability to all essentially pure distributions. This kind of component has high probability in most of the mixtures we have estimated| evidence that nearly pure distributions are common in the databases we have used to estimate these mixtures. Since the Blocks database was selected to favor highly conserved columns, it is not surprising that the individual components of a Dirichlet mixture tuned for the Blocks database also favor conserved columns. Mixtures tuned for the HSSP set of alignments, which contains full proteins, rather than just highly conserved blocks, show similar behavior, although the j~ j of the components of these mixtures are not quite as low as the j~ j of mixtures estimated on the Blocks database.
We often nd that j~ j and q are inversely proportional to each other. For instance, the component in Table 1 which has the largest mixture coe cient (meaning the most common distributions) also has the smallest value of j~ j. The amino acids favored by this component (component 9)|tryptophan, glycine, proline and cysteine|are indeed the most highly conserved ones. However, as Table 3 shows, this component gives high probability to pure distributions centered around other residues as well.
Groups of amino acids that frequently substitute for each other will tend to have one component that assigns a high probability to the members of the group and a low probability to other amino acids. These components tend to have higher j~ j. For instance, in Table 1 , the two components with the largest values of j~ j (and so the most mixed distributions) represent the polars and the non-polar hydrophobics, respectively.
A residue may be represented primarily by one component (as proline is) or by several components (as isoleucine and valine are).
Mathematical Foundations 3.1 What are Dirichlet densities?
A Dirichlet density is a probability density over the set of all probability vectorsp (i.e., p i 0 and P i p i = 1) (Berger, 1985; Santner and Du y, 1989) . In the case of proteins, with a 20-letter alphabet, p = p 1 ; : : :; p 20 and p i = Prob(amino acid i). Here, each vectorp represents a possible probability distribution over the 20 amino acids. A Dirichlet density has parameters~ = 1 ; : : :; 20 , i > 0. The value of the density for a particular vectorp is
(1) where Z is the normalizing constant that makes integrate to unity. The mean value of p i given a Dirichlet density with parameters~ is i = j~ j (where j~ j = P i i ). The mean value forp is
The second moment Ep i p j , for the case i 6 = j is given by
When i = j, the second moment Ep 2 i is given by
In the case of a mixture prior, we assume that is a mixture of Dirichlet densities, and hence has the form = q 1 1 + : : : + q l l (5) where each j is a Dirichlet density speci ed by parameters~ j = ( j;1 ; : : :; j;20 ) and the numbers q 1 ; : : :; q l are positive and sum to 1. A density of this form is called a mixture density (or, in this speci c case, a Dirichlet mixture density), and the q j values are called mixture coe cients. Each of the densities j is called a component of the mixture.
The mean of a mixture is the weighted sum of the means of each of the components in the mixture, weighted by their mixture coe cients. That is, Ep i = P j q j j;i = j~ j j.
We use the symbol to refer to the entire set of parameters de ning a prior. In the case of a mixture, =~ 1 ; : : :;~ l ; q 1 : : :; q l , whereas in the case of a single density, =~ .
Computing Expected Amino Acid Probabilities
As described in Section 1, in predicting the expected probabilities of amino acids at each position in a protein family or domain, one is often hampered by insu cient or skewed data. The amino acid frequencies in the available data may be far from accurate re ections of the amino acid frequencies in all the family members.
Fortunately, we are in a position to take advantage of information contained in a Dirichlet prior. As we explained in Section 3.1, a Dirichlet density with parameters =~ 1 ; : : :;~ l ; q 1 : : :; q l de nes a probability distribution over all the possible distributions of amino acids. Given a column in a multiple alignment, we can combine the information in the prior with the observed amino acid counts to form estimatesp i of the probabilities of each amino acid i at that position. These estimates,p 1 ; : : :;p 20 , of the actual p i values will di er from the estimatep i = n i = jñj, and should be much better when the the number of observations is small.
Let us suppose that we x a numbering of the amino acids from 1 to 20. Then, each column in a multiple alignment can be represented by a vector of counts of amino acids of the formñ = (n 1 ; : : :; n 20 ), where n i is the number of times amino acid i occurs in the column represented by this count vector.
At this point, we must explain some assumptions we have made concerning how the observed data were generated. The mathematical formulae for estimating and using Dirichlet mixture priors described in the following sections follow directly from these assumptions. We assume that the hidden process generating each count vectorñ, can be modeled by the following stochastic process 5 :
1. First, a component j from the mixture is chosen at random according to the mixture coe cient q j .
2. Then a probability distributionp is chosen independently according to Prob ?~p ~ j , the probability de ned by component j over all such distributions. 3. Finally, the count vectorñ is generated according to the multinomial distribution with parametersp. Obviously, when consists of a single component, the rst step is trivial, since the probability of the single component is 1. In this case, the stochastic process consists of steps 2 and 3.
We can now de ne the estimated probabilityp i of amino acid i, given a Dirichlet density with parameters and observed amino acid countsñ as follows: p i = Prob amino acid i ;ñ = Z~p Prob amino acid i p Prob p ;ñ dp (6) The rst term in the integral, Prob ? amino acidi p , is simply p i , the i th element of the distribution vectorp. The second term, Prob ?p ;ñ , represents the posterior probability of the distributionp under the Dirichlet density with parameters , given that we have observed amino acid countsñ. Taken together, the integral R~p Prob ? amino acid i p Prob ?~p ;ñ dp represents the contributions from each probability distributionp, weighted according to its posterior probability, of amino acid i. An estimate of this type is called a mean posterior estimate.
Computing probabilities using a single density (pseudocounts)
While we nd the best results in computing these expected amino acid distributions come from employing mixtures of Dirichlet densities, it is enlightening to consider the posterior estimate of an amino acid i in the case of a single density.
In the case of a single-component density with parameters~ , the mean posterior estimate of the probability of amino acid i is de ned p i = Z~p Prob amino acid i p Prob p ~ ;ñ dp (7) By Lemma 4 (the proof of which is found in the Appendix) the posterior probability of each distributioñ p, given the count datañ and the density with parameters~ , is Lemma 4: Prob p ~ ;ñ = ?(j~ j + jñj)
Here, as usual, j~ j = P i i , jñj = P i n i , and ? is the Gamma function, the continuous generalization of the integer factorial function (i.e., ?(x + 1) = x!). 
Here, we can pull those terms not depending onp out of the integral, obtaininĝ
Now, noting the contribution of the p i term within the integral, and using equation (49) ?(j~ j) , we havê p i = ?(j~ j + jñj) ?(j~ j + jñj + 1)
At this point we can cancel out most of the terms, and take advantage of the fact that ?(n+1) ?(n) = n! (n?1)! = n, obtainingp i = n i + i jñj + j~ j (11) These Dirichlet densities can thus be seen as vectors of pseudocounts: probability estimates are formed by adding constants to the observed counts for each amino acid, and then renormalizing. Pseudocount methods are widely used to avoid zero probabilities in building statistical models. Note, when n = 0, in the absence of data, the estimate produced is simply i = j~ j, the normalized values of the parameters~ , which are the means of the Dirichlet density. This mean, while not necessarily the background frequency of the amino acids in the training set, is often a close approximation to it. Thus, in the absence of data, our estimate of the expected amino acid probabilities will be close to the background frequencies. The simplicity of the pseudocount method is one of the reasons Dirichlet densities are so attractive.
Programs to compute the expected amino acid frequencies are available via anonymous ftp from our ftp site, ftp.cse.ucsc.edu, and on our web site at http://www.cse.ucsc.edu/research/compbio.
Computing probabilities using mixture densities
In the case of a mixture density, we compute the amino acid probabilities in a similar way: p i = Prob amino acid i ;ñ = Z~p Prob amino acid i p Prob p ;ñ dp
As in the case of the single density, we can substitute p i for Prob(amino acid i jp). In addition, since is a mixture of Dirichlet densities, by the de nition of a mixture (equation 5), we can expand Prob(p j ;ñ)
Prob p ~ j ;ñ Prob ~ j ñ; 1 A dp (13) In this equation, Prob ?~ j ñ; is the posterior probability of the j th component of the density, given the vector of countsñ (equation 16 below). It captures our assessment that the j th component was chosen in step 1 of the stochastic process generating these observed amino acids. The rst term, Prob(pj~ j ;ñ), then represents the probability of each distributionp, given component j and the count vectorñ.
We can pull out terms not depending onp from inside the integral, giving uŝ
Z~p p i Prob(pj~ j ;ñ)dp (14) At this point, we use the result from equation (11), and obtain 6
Hence, instead of identifying one single component of the mixture that accounts for the observed data, we determine how likely each individual component is to have produced the data. Each component then contributes pseudocounts proportional to the posterior probability that it produced the observed counts. In this case, when n = 0,p i is simply P j q j j;i = j~ j j, the weighted sum of the mean of each Dirichlet density in the mixture.
When a component has a very small j~ j, it adds a very small bias to the observed amino acid frequencies.
As we show in Section 2, such components give high probability to all distributions peaked around individual amino acids. The addition of such a small bias allows these components to not shift the estimated amino acids away from conserved distributions, even when relatively small amounts of data are available.
By contrast, components having a larger j~ j tend to favor mixed distributions, that is, combinations of amino acids. In these cases, the individual j;i values tend to be relatively large for those amino acids i preferred by the component. When such a component has high probability given a vector of counts, these j;i have a corresponding in uence on the expected amino acids predicted for that position. The estimates produced may include signi cant probability for amino acids not seen at all in the count vector under consideration.
Moreover, examining equation 15 reveals a smooth transition between reliance on the prior information, in the absence of su cient data, and con dence that the observed frequencies in the available training data represent the expected probabilities in the family as a whole, as the number of observations increases. When the number of observations is small, the mixture prior has the greatest e ect in determining the posterior estimate. But as the number of observations increases, the n i values will dominate the i values. Importantly, as the number of observations increases, this estimate approaches the maximum likelihood estimate,p i = n i = jñj.
Thus, in the case of a mixture density, we will rst want to calculate the quantity Prob ?~ j ñ; for each j between 1 and l. This quantity is computed from Bayes' rule as Prob ~ j ñ; = q j Prob ?~n ~ j ; jñj Prob ?~n ; jñj :
Prob ?~n ~ j ; jñj is the probability of the count vectorñ given the j th component of the mixture, and is derived in Section A.3. The denominator, Prob ?~n ; jñj , is de ned Prob ñ ; jñj = X k q k Prob ñ ~ k ; jñj :
Derivation of Dirichlet Densities
As noted earlier, much statistical analysis has been done on amino acid distributions found in particular secondary structural environments in proteins. However, our primary focus in developing these techniques for protein modeling has been to rely as little as possible on previous knowledge and assumptions, and instead to use statistical techniques that uncover the underlying key information in the data. Consequently, our approach, instead of beginning with secondary structure, is to take unlabeled training data (i.e., columns from multiple alignments with no secondary structure information attached) and attempt to discover those classes of distributions of amino acids that are intrinsic to the data. The statistical method employed directly estimates the most likely Dirichlet mixture density through clustering observed counts of amino acids. In most cases, the common amino acid distributions we nd are easily identi ed (e.g., a large non-polar), but we do not set out a priori to nd distributions representing known structural environments.
Given a set of m columns from a variety of multiple alignments, we tally the frequency of each amino acid in each column, with the end result being a vector of counts of each amino acid for each column in the dataset. Thus, our primary data is a set of m count vectors. Many multiple alignments of di erent protein families are included, so m is typically in the thousands. We x a numbering of the amino acids from 1 to 20, so each count vector has the formñ = (n 1 ; : : :; n 20 ), where n i is the number of times amino acid i occurs in the column represented by this count vector.
We have used Maximum Likelihood to estimate the parameters of from the set of count vectors; that is, we seek those parameters that maximize the probability of occurrence of the observed count vectors. We assume the three-stage stochastic model described in Section 3.2 was used independently to generate each of the count vectors in our observed set of count vectors. Under this assumption of independence, the probability of the entire set of observed frequency count vectors is equal to the product of their individual probabilities. Thus, we seek to nd the model that maximizes Q m t=1 Prob ?~n t ; jñ t j . Since the negative logarithm of the probability is inversely proportional to the probability, this is equivalent to nding the~ that minimizes the objective function f( ) = ? m X t=1 logProb ñ t ; jñ t j :
In the simplest case, we have simply xed the number of components l in the Dirichlet mixture to a particular value and then estimated the 21l ? 1 parameters (twenty i values for each of the components, and l ? 1 mixture coe cients). In other experiments, we tried to estimate l as well. Unfortunately, even for xed l, there does not appear to be an e cient method of estimating these parameters that is guaranteed to always nd the maximum likelihood estimate. However, a variant of the standard estimation-maximization (EM) algorithm for mixture density estimation works well in practice 7 . EM has been proved to result in closer and closer approximations to a local optimum with every iteration of the learning cycle; a global optimum, unfortunately, is not guaranteed (Dempster et al., 1977) 8 .
As the derivations that follow can become somewhat complex, we provide two tables in the Appendix to help the reader follow the derivations. Table 8 contains a summary of the notation we use and Table 9 contains an index to where certain key quantities are derived or de ned.
In this section we give the derivation of the procedure to estimate the parameters of a mixture prior. As we will show, the case where the prior consists of a single density follows directly from the general case of a mixture. In the case of a mixture, we have two sets of parameters to estimate: the~ parameters for each component, and the q, or mixture coe cient, for each component. In the case of a single density, we estimate only the~ parameters.
In our practice, we estimate these parameters in a two-stage process: rst we estimate the~ , keeping the mixture coe cients q xed, then we estimate the q, keeping the~ parameters xed. This two-stage process is iterated until all estimates stabilize.
Deriving the~ parameters
Since we require that the i be strictly positive, and we want the parameters upon which we will do gradient descent to be unconstrained, we reparameterize, setting j;i = e wj;i , where w j;i is an unconstrained real number. Then, the partial derivative of the objective function (equation 18) with respect to w j;i is @f( ) @w j;i = ? m X t=1 @ log Prob ?~n ; jñj @ j;i @ j;i @w j;i
Here, we introduce Lemma 5 (the proof of which is found in the Appendix), giving 
Using the fact that @ j;i @wj;i = j;i , and introducing Lemma 6 (the proof of which is found in the Appendix) giving Lemma 6: @ log Prob ?~n ~ ; jñj @ i = (j~ j) ? (jñj + j~ j) + (n i + i ) ? ( i ) (21) we obtain @f( ) @w j;i = ? m X t=1 j;i Prob ~ j ñ t ; ( (j~ j j) ? (jñ t j + j~ j j) + (n t;i + j;i ) ? ( j;i ))
In optimizing the~ parameters of the mixture, we do gradient descent on the weightsw, taking a step in the direction of the negative gradient (controlling the size of the step by the variable , 0 1) during each iteration of the learning cycle. Thus, the gradient descent rule in the mixture case can now be de ned as follows: 
After each update of the weights, the~ parameters are reset, and the process continued until the change in the objective function falls below some pre-de ned cuto .
Mixture coe cient estimation
In the case of a mixture of Dirichlet densities, the mixture coe cients, q, of each component are also estimated. However, since we require that the mixture coe cients must be non-negative and sum to 1, we rst reparameterize, setting q i = Q i = jQj, where the Q i are constrained to be strictly positive, and jQj = P i Q i . As in the rst stage, we want to maximize the probability of the data given the model, which is equivalent to minimizing the objective function (equation 18), f( ) = ? P m t=1 logProb ?~n t ; jñ t j . In this stage, we take the derivative of f with respect to Q i . However, instead of having to take iterative steps in the direction of the negative gradient, as we did in the rst stage, we can set the derivative to zero, and solve for those q i = Q i = jQj that maximize the probability of the data. As we will see, however, the new q i are a function of the previous q i ; thus, this estimation process must also be iterated.
Taking the gradient of f with respect to Q i , we obtain @f( ) @Q i = ? m X t=1 @ log Prob ?~n t ; jñ t j @Q i
This allows us to focus on the partial derivative of the log likelihood of a single count vector with respect to Q i . By Lemma 8 (the proof for which is found in Section A.8), 
Since the gradient must vanish for those mixture coe cients giving the maximum likelihood, we set the gradient to zero, and solve. Thus, the maximum likelihood setting for q i is 
Note that since P i P m t=1 Prob ?~ i ñ t ; = P m t=1 P i Prob ?~ i ñ t ; = P m t=1 1 = m, the mixture coe cients sum to 1, as required.
Since the reestimated mixture coe cients are functions of the old mixture coe cients, we iterate this process until the change in the objective function falls below the prede ned cuto .
In summary, when estimating the parameters of a mixture prior, we alternate between reestimating the~ parameters of each density in the mixture, by gradient descent on thew, resetting j;i = e wj;i after each iteration, followed by re-estimating and resetting the mixture coe cients as described above, until the process converges.
Results
The problem of estimating expected distributions over the amino acids in the absence of large amounts of data is not unique to hidden Markov models. Thus other researchers have experimented with Dirichlet mixture priors, both those which we reported in (Brown et al., 1993) , and those which we developed and made available afterwards. In addition to the experiments we reported in (Brown et al., 1993) , and which we summarize below, three independent groups of researchers, (Tatusov et al., 1994; Heniko and Heniko , 1995; Bailey and Elkan, 1995) , used these mixtures in database search and discrimination experiments, while the work of Karplus (Karplus, 1995a; Karplus, 1995b ) is more information theoretic, comparing the number of bits to encode the posterior probability estimates of the amino acids given di erent methods and di erent sample sizes.
HMM experiments
In our original paper on the use of Dirichlet mixture priors (Brown et al., 1993) , we described a series of experiments on building HMMs for the EF-hand motif. EF-hands are an approximately 29-residue structure present in cytosolic calcium-modulated proteins (Nakayama et al., 1992; Persechini et al., 1989; Moncrief et al., 1990) . We chose EF-hands to demonstrate the ability of mixture priors to compensate for limited sample sizes because the motif's small size allowed many experiments to be performed relatively rapidly. For these experiments we used the June 1992 database of EF-hand sequences maintained by Kretsinger and co-workers (Nakayama et al., 1992) . We extracted the EF-hand structures from each of the 242 sequences in the database, obtaining 885 EF-hand motifs having an average length of 29. HMM training sets were constructed by randomly extracting subsets of size 5, 10, 20, 40, 60, 80, and 100.
The Dirichlet priors we used for these experiments were derived from two sources of multiple alignments: a subset of alignments from the HSSP database suggested in (Sander and Schneider, 1991) and multiple alignments we generated using HMMs to model the kinase, globin, and elongation factor families Krogh et al., 1994) .
Using the maximum likelihood procedure described in Section 3.3 we estimated the parameters of a one-component and a nine-component Dirichlet mixture density from the 5670 count vectors obtained from the HSSP multiple alignments. We call these Dirichlet mixtures HSSP1, and HSSP9 respectively. Similar experiments were done for the HMM alignments, obtaining Dirichlet mixture priors with one component and nine components (HMM1, HMM9).
In addition to the priors we estimated via maximum likelihood estimation, we tested the e ectiveness of some additional priors: the standard uniform prior called Add-One (see Section 1.3.1), priors obtained directly from amino acid distributions estimated by L uthy, McLachlan, and Eisenberg (which we call the LME distributions) for nine di erent structural environments (1991), and a 29-component EF-hand custom prior in which each component is derived from a column in our EF-hand multiple alignment. The prior derived from the nine-component LME distributions was obtained by forming Dirichlet densities for each of the nine LME amino acid distributions with the same means as the original distributions. Since there is no measure of the expected variance around the mean associated with these distributions, we arbitrarily set the j~ j for each component to 10, and set the mixture coe cients uniformly. The 29-component EF-hand custom prior was designed to determine a bound on the best possible performance for any Dirichlet mixture for this family.
For each training set size and each prior, several HMMs were built using the method described in (Krogh et al., 1994) . We evaluated each HMM on a separate test set containing EF-hand sequences not in the training set, yielding an average negative log likelihood (NLL) score over all test sequences for each model. Lower scores represent more accurate models. For every combination of training sample size and prior used, we took the average test-set NLL score across all models, and the standard deviation of the test-set NLL scores.
In these experiments, the EF-hand custom prior performed the best, followed by HMM9, HSSP9, LME 9 , HMM1 and HSSP1. Add-One performed the worst. For example, at 20 training sequences, the average testset NLL score for HMMs trained using HMM9 was lower than the average NLL score for the HMMs trained using the Add-One prior for all training set sizes up to 60. Details of the results of these experiments are given in (Brown et al., 1993) . 9 In retrospect, the high j~ j of the LME prior may have handicapped this density in these experiments; j~ j closer to 1 might have been more e ective.
In our previous work, the NLL score has always been almost perfectly correlated with superior multiple alignments and database search. To further demonstrate the latter point, we tested some of the HMMs built from various priors on their ability to discriminate sequences containing the EF-hand domain from those not containing the domain. To do this we choose models built from training samples of sizes 5, 10, and 20, using the Add one, HMM1, HMM9 and EF-hand custom priors. For each sample size and prior, we built an HMM as above and then used it to search the SWISS-PROT database for sequences that contain the EF-hand motif, using the method described in (Krogh et al., 1994) . The results of these database discrimination experiments con rmed the ordering of the priors by NLL score. Unfortunately, only one test was done for each combination of sample size and prior, so the results are not as statistically signi cant as those for NLL score.
Finally, we note that in these experiments, data used to train HMM1 and HMM9 contained no EF-handspeci c proteins, yet these mixtures still produced a substantial increase in performance for the EF-Hand HMMs estimated using these priors. This con rmed that these priors do indeed capture some universal aspect of amino acid distributions that are meaningful across di erent protein families.
Experiments with other statistical models
Karplus's work, (Karplus, 1995a; Karplus, 1995b) , compared the relative costs of encoding multiple alignments using the estimated posterior probabilitiesp i of each amino acid i in samples of various sizes drawn from count vectors from the BLOCKS database (Heniko and Heniko , 1991) for several methods 10 . Karplus noted the sample size(s) for which each method was superior to the others, and whether a method's posterior probability estimate approaches the maximum-likelihood estimate in the limit, as the number of observations grows unboundedly large. Karplus compared several methods:
1. Zero-o set (of which one variant is the popular`Add-One') where a small positive constant is added to all amino acid counts. 2. Pseudocounts, in which a di erent positive value is added for each amino acid, rather than one xed constant for all amino acids. 3. Gribskov pro le, or average score method, where the scores are logarithmic, comparing the probability estimate of an amino acid in a particular context to the global (or background) probability of that amino acid. This method has been used by various researchers (Tatusov et al., 1994; Gribskov et al., 1984) , employing any of several scoring matrices, such as the popular Dayho (Dayho et al., 1978) and Blosum (Heniko and Heniko , 1992) matrices. 4. Substitution matrices, which encode the cost for substituting amino acid i for amino acid j, and comparing two variants on this basic technique, adding scaled counts and/or pseudocounts. These methods are similar to those employed in method 3 above, but use matrix multiplication to compute Prob(amino acid i) rather than log Prob(amino acid i) scores. 5. Dirichlet mixture priors, with several mixture priors compared against each other. For this problem, Dirichlet mixtures were always superior for sample sizes 2 or more, and were very close to optimal for sample size 1 (where substitution matrices were optimal), and sample size zero (where pseudocount methods based on background frequency were optimal).
Tatusov, Altschul and Koonin propose a technique in (Tatusov et al., 1994) for iterative re nement of protein pro les that is able to start with very few aligned sequences (or even a single protein segment), and repeatedly compute a probability distribution over the amino acids for each column in the alignment, search a sequence database for protein segments that match the amino acid distributions speci ed by the model, according to some criterion, and multiply align all new protein segments to the model, until no new sequences scoring above a given cuto are found. They tested several methods for estimating the expected distributions over the amino acids in the rst part of this iterative model-building process. The resulting models were then tested at database discrimination tasks, and their relative performances compared. The methods compared in this paper were:
1. Average score method, incorporating the use of amino acid substitution matrices, such as PAM (Altschul, 1991) , or BLOSUM (Heniko and Heniko , 1992 ) (identical to the third method tested by Karplus); 2. Log-odds Bayesian prediction using pseudocounts (identical to the second method tested by Karplus); 3. Data-dependent pseudocount method, where the pseudocounts are calculated using a substitution matrix (equivalent to one of the substitution matrix methods tested by Karplus); 4. Dirichlet mixture method, which incorporates a Dirichlet mixture prior into the log-odds Bayesian prediction method. Tatusov et al. reported that the use of Dirichlet mixture priors (speci cally, a nine-component mixture prior estimated from the Blocks database (Heniko and Heniko , 1991) quite similar to Blocks9 given in Tables 1 and 2, resulted in protein models with the highest accuracy in database discrimination, yielding the fewest false negatives and false positives overall of any of the methods compared.
Steven and Jorja Heniko conducted a series of tests on the same methods, using a testing strategy similar to that described in (Heniko and Heniko , 1994) and con rm these results (personal communication). Good results with these mixtures are also reported by (Wang et al., To appear), who, in a related set of experiments, created an expanded set of blocks using the same mixtures used in (Tatusov et al., 1994) , and then used these blocks to classify protein sequences.
In (Bailey and Elkan, 1995) , the authors report several extensions to their motif-nding tool MEME which incorporate prior information into the parameter estimation process. While the authors did not compare di erent methods for computing posterior estimates of amino acid densities (the other prior information introduced concerned motif width, presence or absence of the motif in sequences being searched, and whether, as in the case of DNA sequences, the motif is expected to be a palindrome), they reported that the use of a Dirichlet mixture prior (in this case, a 30-component mixture estimated from the BLOCKS database) boosted their protein database search accuracy signi cantly, especially in the case where few (< 20) training sequences were available.
Implementation details
Implementing Dirichlet mixture priors for use in hidden Markov models or other stochastic models of biological sequences is not di cult, but there are many details that can cause problems if not handled carefully.
This section will split the implementation details into two groups: those that are essential for getting working Dirichlet mixture code (Section 5.1), and those that increase e ciency, but are not essential (Section 5.2).
Essential details
In Section 3.2, we gave the formulas for computing the amino acid probabilities in the cases of a single density (equation 11) and of a mixture density (equation 15).
For a single Dirichlet component, the estimation formula is trivial: p i = n i + i jñj + j~ j ; (32) and no special care is needed in the implementation. For the case of a multi-component mixture, the implementation is not quite so straightforward. As we showed in the derivation of equation 15,
Prob ~ j ñ; n i + j;i jñj + j~ j j : 
Note that this is a simple renormalization of q j Prob ?~n ~ j ; jñj to sum to one. Rather than carry the normalization through all the equations, we can work directly with Prob ?~n ~ j ; jñj , and put everything back together at the end. First, we can expand it using Lemma 3 (the proof of which is found in Section A.3):
Prob ñ ~ j ; jñj = ?(jñj + 1)?(j~ j j) ?(jñj + j~ j j) Y i ?(n i + j;i ) ?(n i + 1)?( j;i ) :
If we rearrange some terms, we obtain 
The remaining Gamma functions are not easily expressed with a Beta function, but they don't need to be. Since they depend only onñ and not on j, when we do the normalization to make the Prob ?~ j ñ; sum to one, this term will cancel out, giving us 
Since the denominator of Equation 40 is independent of i, we can computep i by normalizing
to sum to one. That is,p i = X i P 20 k=1 X k :
The biggest problem that implementors run into is that these Beta functions can get very large or very small|outside the range of the oating-point representation of most computers. The obvious solution is to work with the logarithm of the Beta function: Most libraries of mathematical routines include the lgamma function which implements log ?(x), and so using the logarithm of the Beta function is not di cult.
We could compute each X i using only the logarithmic notation, but it turns out to be slightly more convenient to use the logarithms just for the Beta functions: Some care is needed in the conversion from the logarithmic representation back to oating-point, since the ratio of the Beta functions may be so large or so small that it cannot be represented as oating-point numbers. Luckily, we do not really need to compute X i , onlyp i = X i = P 20 k=1 X k . This means that we can multiply X i by any constant and the normalization will eliminate the constant. Equivalently, we can freely subtract a constant (independent of j and i) from log B(~ j +ñ) ? logB(~ j ) before converting back to oating-point.
If we choose the constant to be max j (log B(~ j +ñ) ? logB(~ j )), then the largest logarithmic term will be zero, and all the terms will be reasonable. 11
E ciency improvements
The previous section gave simple computation formulas forp i (Equations 42 and 41). When computations of p i are done infrequently (for example, for pro les, wherep i only needs to be computed once for each column of the pro le), those equations are perfectly adequate.
When recomputingp i frequently, as may be done in a Gibbs sampling program or training a hidden Markov model, it is better to have a slightly more e cient computation. Since most of the computation time is spent in the lgamma function used for computing the log Beta functions, the biggest e ciency gains come from avoiding the lgamma computations.
If we assume that the j;i and q j values change less often than the values forñ (which is true of almost every application), then it is worthwhile to precompute log B(~ j ), cutting the computation time almost in half.
If the n i values are mainly small integers (0 is common in all the applications we've looked at), then it is worth pre-computing log?( j;i ), log ?( j;i + 1), log ?( j;i + 2), and so on, out to some reasonable value.
Precomputation should also be done for log?(j~ j j), log?(j~ j j + 1), log?(j~ j j + 2), and so forth. If all theñ values are small integers, this precomputation almost eliminates the lgamma function calls.
In some cases, it may be worthwhile to build a special-purpose implementation of log ?(x) that caches all calls in a hash table, and does not call lgamma for values of x that it has seen before. Even larger savings can be had when x is close to previously computed values, by using interpolation rather than calling lgamma.
Conclusions and Future Research
Dirichlet mixture priors have been demonstrated to be more e ective at forming accurate estimates for expected amino acid distributions than substitution matrix-based methods, pseudocounts, and other such methods. In particular, the method presented in this paper has been shown to x two primary weaknesses of substitution matrix-based methods: focusing only on the relative frequency of the amino acids while ignoring the actual number of amino acids observed, and having xed substitution probabilities for each amino acid. One of the potentially most problematic consequences of these drawbacks is that substitution matrix-based methods do not produce estimates that are conserved, or mostly conserved, where the evidence is clear that an amino acid is conserved.
The method presented here addresses these issues. Given abundant training data, the estimate produced by these methods is very close to the actual frequencies observed. When little data is available, the amino acids predicted are those that are known to be associated in di erent contexts with the amino acids observed. In particular, when evidence exists that a particular amino acid is conserved at a given position, the expected amino acid estimates re ect this preference.
In database search for homologous sequences, Dirichlet mixtures have been shown to maximize sensitivity without sacri cing speci city. As a result experiments using Dirichlet mixtures to estimate the expected amino acid distributions in a variety of statistical models for proteins result in fewer false negatives and false positives than when other methods are used.
The methods employed to estimate and use these mixtures have been shown to be rmly based on Bayesian statistics. While no biological knowledge has been introduced into the parameter-estimation process, the mixture priors that result agree with accepted biological understanding.
In order to be able to use these mixtures to nd true remote homologs, mixtures should be estimated on alignments containing more distant homologs, rather than estimated from databases where fairly close homologs are aligned, as is the case for both the BLOCKS and HSSP databases. Another key area needing research is the weighting of sequences to remove bias. Previous work has concentrated on relative weighting schemes, but the total weight is also relevant when using Dirichlet mixtures.
Since the method for estimating these mixtures (EM) is sensitive to the initial parameter settings, we are exploring heuristics that enable us to explore the parameter space more e ectively, and obtain better mixtures. We are also exploring methods to compensate for the assumption that each column is generated independently, which although simplifying the math, is without biological basis. However, as the detailed analysis of Karplus (Karplus, 1995a; Karplus, 1995b) shows, the Dirichlet mixtures already available are close to optimal as far as their capacity for assisting in computing estimates of amino acid distributions, given a single column context. Thus, further work in this area will perhaps pro t by focusing on obtaining information from relationships among the sequences (for instance, as revealed in a phylogenetic tree), or in inter-columnar interactions. The function used to compute the ratio of the frequency of amino acid i in component j relative to the background frequency predicted by the mixture as a whole is j;i=j~ j j P k qk k;i=j~ kj . An analysis of the amino acids favored by each component reveals the following:
1. Component 1 favors small neutral residues. 2. Component 2 favors the aromatics. 3. Component 3 gives high probability to most of the polar residues (except for C, Y, and W). Since cysteine can play two roles, either as a disul de, or as a free thiol, in this component it is apparently appearing in its disul de role. 4. Component 4 gives high probability to positively charged amino acids (especially K and R) and
Q|favoring residues with long sidechains that can function as hydrogen donors. 5. Component 5 gives high probability to residues that are both large and non-polar. 6. Component 6 prefers I and V (aliphatic residues commonly found in Beta sheets), and allows substitutions with L and M. 7. Component 7 gives high probability to negatively charged residues, allowing substitutions with certain of the hydrophilic polar residues. 8. Component 8 gives high probability to methionine, but allows substitution with most neutral residues, especially the aliphatics. 9. Component 9 gives high probability to distributions peaked around individual amino acids (especially P, G, W, and C). Table 4 : Estimated amino acid probabilities using various methods, given one isoleucine.
Tables 4, 5, 6 and 7 give amino acid probability estimates produced by di erent methods, given a varying number of isoleucines observed (and no other amino acids). Methods used to estimate these probabilities are Add one which adds 1 to each count, and then renormalizes; Add share, which adds 0:05 to each count, and renormalizes; Blosum62, which does Gribskov average score (Gribskov et al., 1987) using the Blosum-62 matrix (Heniko and Heniko , 1992 ) (natural log base, 3 decimal places); Subst, which does matrix multiply with an optimized matrix. 1-comp, which is a single-component Dirichlet density optimized for the Blocks database (Karplus, 1995a) ; Blocks9, which is the nine-component Dirichlet mixture given in Tables 1 and 2 A Appendix jxj = P i xi, where x is any vector. n = n1; : : : ; n20 is a vector of counts from a column in a multiple alignment. nt is the t th such observation in the data set. jñj = P i ni, the number of amino acids observed in a given column of a multiple alignment. jñtj = P 20 i nt;i is the number of amino acids observed in the t th count vector (ñt). p = (p1; : : : ; p20), P pi = 1, pi 0, are the parameters of the multinomial distributions from which theñ are drawn. For a given vector of countsñ, with pi being the probability of seeing the i th amino acid, and jñj = P i ni, there are jñj! n 1 !n 2 !:::n 20 ! distinct permutations of the amino acids which result in the count vectorñ. If we allow for the assumption that each column is generated independently, then each such permutation has probability Q 20 i=1 p n i i . Thus, the probability of a given count vectorñ given the multinomial parametersp is 
Since we may need to handle real-valued data (such as that obtained from using a weighting scheme on the sequences in the training set), we introduce the Gamma function, the continuous generalization of the integer factorial function, ?(n + 1) = n! Under the Dirichlet density with parameters~ , the probability of the distributionp (where pi 0, and P i pi = 1)
is de ned as follows:
Prob(p j~ ) = Q 20 i=1 p i ?1 i R~p 2P Q i p i ?1 i dp (47) We introduce two formulas concerning the Beta function|its de nition (Gradshteyn and Ryzhik, 1965, p. 948 
Note that this is the expression for a Dirichlet density with parameters~ andñ. This property, that the posterior density of is from the same family as the prior, characterizes all conjugate priors, and is one of the properties that make Dirichlet densities so attractive.
A.5 Lemma 5. @ log Prob ?~n j ;jñj @ j;i = Prob(~ j jñ; ) @ log Prob ?~n j~ j ;jñj @ j;i Proof:
The derivative of the logarithm of the probability of each individual observationñ given the mixture with respect to j;i is: @ 
We rearrange equation (16) 
A.6 Lemma 6. @ log Prob ?~n j~ ;jñj @ i = (j~ j) ? (jñj + j~ j) + (n i + i ) ? ( i )]
Proof:
In this proof, we use Lemma 3 giving Prob ñ ~ ; jñj = ?(jñj + 1) ?(j~ j) ?(jñj + j~ j) 20 Y i=1 ?(ni + i) ?(ni + 1)?( i)
Since the derivative of terms not depending on i are zero, we obtain that for a single vector of countsñ, @ log Prob ?~n ~ ; jñj @ i = @ log ?(j~ j) @ i ? @ log ?(jñj + j~ j) @ i + @ log ?(ni + i) @ i ? @ log ?( i) @ i :
Now, if we substitute the shorthand (x) = @ log ?(x) @x = ? 0 (x) Substituting equation (17), giving Prob ?~n ; jñj = P l j=1 qj Prob(ñ j~ j; jñj) and replacing qj by Qj= jQj, this gives us @Prob ?~n ; jñj @Qi = @ P j (Qj= jQj)Prob ?~n ~ j; jñj @Qi (67) As the derivative of a sum is the sum of the derivatives, we can use the standard product rule for di erentiation, and obtain @Prob ?~n ; jñj @Qi = X j "
(Qj= jQj) @Prob ?~n ~ j; jñj @Qi + Prob ñ ~ j; jñj @(Qj= jQj) @Qi # (68)
Since @Prob ñ ~ j ;jñj @Q i = 0 for all j, this gives us @Prob ?~n ;jñj @Qi = X j Prob ñ ~ j; jñj @(Qj= jQj) @Qi (70) Taking the derivative of the fraction (Qj= jQj) with respect to Qi, we obtain @(Qj= jQj) @Qi = jQj ?1 @Qj @Qi + Qj @ jQj ?1 @Qi .
The rst term, jQj ?1 @Q j @Q i , is zero when j 6 = i, and is 1 jQj when j = i. 
