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Introduction 
The main aim of this paper is to introduce a new method, ‘method of good matrices’, for 
multi-dimensional numerical integrations over the entire Euclidean space, which can be 
regarded as an extension of the method of good lattice points, and to present the method of 
good matrices for some classes of functions. 
The motivation of introducing a new cubature over (- w, +m)’ is firstly brought into light. In 
other words, an intuitive reason is explained, why we want to extend the concept of the 
method of good lattice points to allow the applications to the integrals over the entire 
Euclidean space. 
The method of good lattice points was, in about 1960, introduced independently by 
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Korobov and by Hlawka as a method of numerical integrations over the unit hypercube with a 
remarkable feature that the order of the magnitude of the error does not essentially depend on 
the dimension [4,7]. This cubature has been extensively and intensively studied by many 
authors in the past two and half decades [2,9]. It is now accepted that the method of good 
lattice points is one of the most efficient methods for numerical integrations of smooth 
functions, provided that it is used in combination with the suitable polynomial transformations 
of independent variables. 
The method of good lattice points combined with the polynomial transformations is 
designed primarily for smooth, not necessarily analytic, functions. It seems that more efficient 
methods could be obtained for the more restricted class of analytic functions. Furthermore, 
most of the integrands appearing in practical problems enjoy analyticity, a stronger regularity 
than smoothness. These facts lead us to recognize the necessity of the ‘method of good lattice 
points’ for analytic functions. There is a possibility that the ‘method of good lattice points’ is 
an extended method of the method of good lattice points, or, a combination of the extension 
with some other techniques, such as the polynomial transformations. 
Now, turning eyes to numerical integrations of analytic functions of one variable, the 
usefulness of variable transformation (change of variable) has attracted a great deal of 
attention in recent years. Up to the present, various kinds of variable transformations have 
been proposed [2]. In particular, the so-called double exponential transformation (DE- 
transformation), which maps the unit interval onto the doubly infinite one, is known to be 
extremely useful, and it is well known that quadrature formula employing DE-transformation 
(the so-called double exponential formula, abbreviated to DE-formula) enjoys satisfactory 
convergence property [2,12]. This fact suggests that the method of good lattice points, 
combined with DE-transformation in an appropriate manner, should be highly efficient as a 
cubature for analytic functions over the unit hypercube, that is to say, it should be the ‘method 
of good lattice points’ for analytic functions. However, the integration region transformed by 
DE-transformations is the entire Euclidean space, so that the method of good lattice points 
cannot be used as it stands, since it is applicable only to the integration over the unit 
hypercube. Thus we are motivated to extend the concept of the method of good lattice points 
to the cases where the integration region is the entire Euclidean space. 
In the first part of this paper, a new method of numerical integrations ‘method of matrix’ is 
introduced, which is applicable to the problems of integrations over the entire Euclidean 
space. Furthermore, the concepts of ‘good matrices’ and of ‘method of good matrices’ are 
defined, and it is shown that the method of good matrices can be regarded as an extension of 
Frolov’s method, which is a generalization of the method of good lattice points. 
In the second section, the method of good matrices is presented for various kinds of classes 
of functions. To be more precise, the integration error incurred by the method of matrices is 
first represented by means of the Fourier transform of the integrand. It reveals that the 
behavior of the integration error is essentially determined by the asymptotic behavior (the rate 
of decay at infinity) of the Fourier transform of the integrand. Subsequently, the integration 
error is analysed for some classes of integrands whose Fourier transforms have typical 
asymptotic properties, and the problems of determining the method of good matrices for them 
are investigated. Application of the method of matrices to DE-transformed integrals is also 
considered. 
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where A is an s x s non-singular matrix with real elements. Note that, in an intuitive sense, 
l/ ldet Al denotes the ‘density’ of the points of functional evaluations. (A rigorous definition 
of density is given in [S]; a sound mathematical argument justifies this observation, though it is 
not needed here.) This method is completely characterized by the matrix A, and hence the 
name the ‘method of matrix’. Here matrix A should be suitably chosen so that the method of 
matrix can yield good approximations to a certain class of the integrals. Such suitably chosen 
matrices will be called ‘good matrices’ for the class of functions, and the term the ‘method of 
good matrices’ will be adopted as the general name of the cubatures expressed in the form 
(1.1) with these matrices. Note that the term ‘good’ is not used in a rigorous mathematical 
sense [9]. 
The method of good matrices introduced above can be regarded as an extension of Frolov’s 
method, which is a generalization of the method of good lattice 
Remark 1.1. First, consider the integral of the function f(x) over 
yields the following approximation: 
lb,,1 lb221 lb,,1 
points as mentioned in 
[0, 1)“. Frolov’s method 
(1.2) 
where B = (b,) is a lower triangular s x s matrix with integer elements, {x} is the fractional 
part of a real number X, and {(B-‘)Tn} designates the vector ({I?,}, {h,}, . . . , {h,}), where 
(B-‘)Tn = h = (h,, h,, . . . , h,). Furthermore, let f*(x) be defined as an extension of f(x): 
and consider the original integral of f(x) as the integral off*(x) over (-co, +co)‘, i.e., 
lo, 1)s f(x) dx =I,- m, +my f *(xl dx , (1.3) 
to which the cubature (1.1) is applicable. As is demonstrated below, the approximation to the 
integral of f*(x) by the method of matrix (1.1) with the matrix A = (B-l)T coincides with that 
by (1.2), i.e., 
lblll lb221 Ibssl 
kWBp’)‘l ng, f*((B-‘)Tn) = ldet Bl-’ nT, ns, *. . ns, f({(B-l)Tn}) , 
1 2 f 
(1.4) 
which implies that the method of good matrices is an extension of the Frolov’s method. 
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To see (1.4), first note that the relation (1.4) follows from 
{(B-l)Tn 1 ezS} n[o,i)" 
= {{(B-')Tn} 1 1 d It1 S ]bJ, 1 S n* S [Z&l,. . . ) 1 S It, G lb,,]} . 
Furthermore, the relation (1.5) is equivalent to 
{{(B-l)Tn} I II E ZS} 
(1-v 
= {{(B-l)Tn} 11 S Iz* S (bJ, 1 S y12 s ]Z&], . . . ) 1 d 12, S lb,,/} ) 
since we have 
U-6) 
{(B-*)52 I ez"} n[o,i)" = {{(P)Tn} I ez"} , 
by the integrality of the elements of the matrix B. The relation (1.6) is easily established. In 
fact, the inclusion relation 
{{(B-‘)Tn 1 n. E Z’} 
is trivial, and the converse immediately follows from the fact that an arbitrary integer vector 
IZ E Z” is uniquely represented as ti + BTk, where n = (C,, ti,, . . . , ri,), 1 d ti, d (bll], 1 d 
z, d [Z&l,. . . ) 1 d n s d (b,,l and k E Z”. Thus the proof is completed. 
Remark 1.1. It may be necessary to mention the connection between Frolov’s method and the 
method of good lattice points. The method of good lattice points is usually written in the form: 
N-l j1 f(WN)g]) 7 (1.7) 
where N and y1 are integers, and g is an integer vector (the so-called good lattice point). 
Frolov introduced the cubature (1.2) in [3], and he essentially proved that the method of good 
lattice points (1.7) can be expressed in the form (1.2) with a suitable matrix B. In general, 
(B-‘)T in the cubature (1.2) corresponding to (1.7) has a complicated form, except the special 
case with g, = 1, i.e., g = (1, g,, g,, . . . , g,), where (B -l)T can be expressed in the simple 
form: 
Frolov did not mention these facts explicitly, and hence they may not be widely known. 
Remark 1.2. The cubature (1.1) with the matrix A = h * I, where h is a real number and Z is 
the identity matrix, is nothing but the multi-dimensional trapezoidal rule. Therefore, the 
cubature (1.1) is considered as an extension of the multi-dimensional trapezoidal rule. 
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2. The method of good matrices for some classes of integrands 
The cubature (1.1) yields the discretization error which is represented as follows: 
error = jdet Al c f(An) - i_m, .m)S f(x) dx = c &27~(A~l)~rn) , 
nE.29 mEZ$ 
where Z; = Z" - { 0} , and p is the Fourier transform of f 
f(y) = I,__ +ca)S f(x) exp(i(x, Y )) dx T 
(24 
which is easily derived from the Poisson summation formula for f(Ax), under appropriate 
conditions for validity of the Poisson summation formula. This representation (2.1) reveals 
that the behavior of the integration error is essentially determined by the asymptotic behavior 
of the Fourier transform of the integrand f(x). Thus, the analysis of the error is carried out for 
some classes of functions whose Fourier transforms have typical asymptotic properties, and 
then the method of good matrices for them is determined. 
In the following discussion we assume the validity of the Poisson summation formula for the 
classes of functions considered, and hence we do not mention it hereinafter. 
2.1. Class of functions E,(d, C; R") 
We consiger the method of good matrices for the class of functions f(x), whose Fourier 
transforms f(y) satisfy the inequality: 
If( G C=p(-d(y: + Y: f-s * + yf>> , (2.2) 
where C and d are positive real numbers. We denote this class of functions by E,(d, C; R"). 
For f(x) E E,(d, C; R"), the integration error is estimated as follows: 
Ierror s C mE exp(-4r2dmT(ATA)-‘m) . 
: 
(2.3) 
Therefore, to obtain the efficient cubature of the form (l.l>, it is ideal to choose the matrix A 
which minimizes the upper bounds in the error estimation (2.3) among the matrices satisfying 
the condition that 
(det Al = (the density of the points of functional evaluations)-’ = constant . 
But it seems to be very difficult, for the right-hand side of (2.3) does not lend itself to a 
convenient mathematical treatment. A quantity that is much easier to calculate is the number 
p,(A) = hG; (mT(ATA)-‘m) . 
: 
(2.4) 
The estimate of error in terms of p,(A) is ‘roughly’ O(exp(-4n*dp,(A))). It indicates that the 
method of good matrices is obtained by finding the matrices A which maximize p,-value under 
the condition ldet Al = constant. Now, the problem of finding such matrices is the well-known 
problem of determining the extreme positive definite quadratic forms in the theory of 
geometry of numbers, which is completely solved up to &dimensions [1,8]. For example, it is 
202 M. Sugihara I Multi-dimensional integration 
known that in the 2-dimensional case p,(A) takes maximum value for the matrix: 
(2-5) 
where h is a constant determined by the condition ldet A,[ = constant. Hence, the method of 
good matrices in s = 2 is given by 
+oC +;o 
;fih2 c 2 f(h(n, + &z,), h( TV%,)) . 
“1=-““2=-m 
(2.6) 
For the further high dimensional cases, the method of good matrices can be also obtained by 
virtue of the results in the theory of geometry of numbers. 
In the above argument the ‘rough’ estimate of the error is used, and yet we can drive a rigid 
upper bound of the error. We first prove the preliminary lemma. Here, for convenience, we 
consider points in the Euclidean space as vectors, and vice versa. 
Lemma 2.1. Let E be an arbitrary positive number and let p be an arbitrary positive integer. 
Furthermore, let the real number p’ and the set of points St, be defined as follows: 
P’ = P,(A) - E > sp = {XER” 1 XTXd ip'p"} . 
Then, the number of the nonzero integer vectors n such that the point (A-‘)Tn belongs to SP is 
bounded from above by clps, where c1 is independent of E, p, and A. 
Proof. Let YC be a family of the sets consisting of the following sets 
K(z)= {xERS I(X-zJT(X-Z)G ip’}, ZER”. 
Then, as is easily shown, SP can be covered by the union of at most c * p’ numbers of the sets 
in X, where c can be taken independently of p ’ and p. 
Now, for an arbitrary point z, the number of the nonzero integer vectors m such that the 
point (A-l)Tm belongs to K(z) is zero or one. In fact, let us assume that K(z) contains two 
different points, say, (AP’)Tm,, and (A-‘)Tm,, then, for the vector m3 = m, - m2 (ZO), the 
following is established: 
((A-‘)Tm,)T((A-l)Tmg) = ((A-‘)T(ml - m,) - (z - ~))~((A-~)~(rq - m,) - (z - z)) 
6 2((A-‘)Tml - z)~((A-~)~~Q - z) 
+ 2((A-‘)Tm, - ~)~((A-‘)~ltl~ - z) 
which contradicts the definition of p,(A). Lemma 2.1 is evident from these facts. 0 
Theorem 2.2. For f E E,(d, C; R”), the integration 
Ierror d C c exp(-47r2dmT(ATA)-‘m) 
l7lEZf 
error by (1.1) is estimated as follows: 
s C(N, + c2) exp(-4T2dp,(A)), (2.7) 
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where Ng is the number of the integer vectors m # 0 for which mT(ATA)-‘rn is the smallest, and c2 
is a constant depending on A, which is 0(l) as p,(A)+ cc). 
Proof. The first inequality is (2.3). The second inequality is justified by Lemma 2.1. In fact, 
set p’ = $pZ (A), then the following estimates are established: 
Ierror- d C c exp(-4T2dmT(ATA)-‘m) 
?tlEZi 
d C{c,3” exp(-4n*dp,(A)) + c cl((p + 1)” -p”) exp(-4n2dp2 p’/4)) 
p=3 
d C. exp(-4n2dp2(A)){Ng + (c,3” - N,) 
+ C c~((P + 1)” -P”> exp(-4T2d(p2 - 8)~2(A)/8)} , 
p=3 
which is to be proved. Furthermore, it is here evident that c2 is a constant depending on 
which is 0’( 1) as p,(A)+ ~0. 0 
This theorem implies that the error is estimated as C’ . exp(-4n*dp,(A)) in an asym- 
ptotic sense (p,(A) + a). When p,(A) is finite, the theoretical estimate of the constant c2 may 
be large. However, c2 can be regarded as zero in practice, which is supported by the numerical 
experiments shown later. Therefore, it may be considered that the practical error is approxi- 
mated by C. N, . exp(-4n*dp,(A)). For example, the error incurred by the cubature (2.6) is 
approximated by 6 * C * exp(-( yn2)(dlh2)), w h ere 6 is N,, that is, the number of the integer 
vectors m # 0, for which mT(ALAM)-‘m is the smallest. 
We will present the numerical example, in order to study the actual performance of the 
method of good matrices (2.6). The cubature (2.6) is applied to the integration over 
(-a, +a)* of the function exp(-(x: + xi)), which is a typical function in E2( $, n; R*). The 
integrand function decreases with high rapidity as (1 (I x + m, so that it is needed to sum up only 
the values of function which are greater than a sufficiently small value, say, E. In our 
experiments, we set E = 10-‘6. Results are shown in Table 1. For comparison, the results of 
the experiments on the trapezoidal rule are also given. Furthermore, the theoretical estimates 
of the integration errors, which are obtained by Theorem 2.2 with c2 = 0, are given. These 
results demonstrate the high efficiency of the cubature (2.6). Note in Table 1 that the actual 
errors incurred by (2.6) and those by the trapezoidal rule are well approximated by the 
theoretical estimates of the errors, 67r * exp(-( $fi)(n*/h*)) and 4~. exp(-n2/h2), respective- 
ly, where l/h* is the density of the points of functional evaluations. 
Remark 2.1. The function exp(-(xf + xi + - - - + xf)) is a typical function in E2( $, (x6)‘; R”). 
In the one dimensional case, as is well known, very rapid convergence is taken place in 
operating the trapezoidal rule on this function. Hence, at first glance, multi-dimensional 
trapezoidal rule seems to be best for exp(-(xi + xi + . . . + xf )). But this observation is 
wrong, at least in the s-dimensional case (2 s s s S), since the above theoretical argument tells 
us that the trapezoidal rule, i.e., the method of matrix (1.1) with the matrix h * I (see Remark 
1.2) is not best for exp(-(x: + xz + . . . + xf)). It is also illustrated in the above results of the 
numerical experiments. 
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Table 1 
Errors of numerical integration for lC_.r,+mj~ exp(-(x: + xi)) dx, dx, 
Density of Method of good matrices (2.6) Trapezoidal rule 
the points 
of functional Observed Theoretical Observed Theoretical 
evaluations errors estimates errors estimates 
l/h’ of errors of errors 
6~ exp(- ffi(n/h)‘) 41~ exp(-(a/h)‘) 
214 0.0631831183 0.0631824060 0.0910258785 0.0903758717 
314 0.0036579999 0.0036579998 0.0076689978 0.0076643233 
414 0.0002117830 0.0002117830 0.0006500063 0.0006499727 
514 0.0000122614 0.0000122614 0.0000551212 0.0000551209 
614 0.0000007099 0.0000007099 0.0000046745 0.0000046745 
714 0.0000000411 0.0000000411 0.0000003964 0.0000003964 
814 0.0000000024 0.0000000024 0.0000000336 0.0000000336 
Remark 2.2. Hitotumato introduces the same cubatures as obtained above from a different 
viewpoint, and he discusses the applications of these cubatures to smooth functions [S]. 
2.2. Class of functions E, (d, C; R”) 
We consider the method of good matrices for the class of functions f(x) whose Fourier 
transforms f(y) satisfy the inequality: 
V(Y)1 s C*exp(-d(IY,I + IYA + *-* + IY,l>> > (2.8) 
where C and d are positive real numbers. Let E,(d, C; R”) denote this class of functions. 
In section 2.1, we determined the method of good matrices for E,(d, C; R”) by examining 
p,(A). We can similarly determine the method of good matrices for E,(d, C; R”). 
For f(x) E E,(d, C; R”), the estimate of the error is as follows: 
Ierror] d C c exp(-27rdl(A-‘)Tm(), 
mEZ: 
(2.9) 
where (y] designates ES,,* ]yk], and the 
p,(A) = EE;x (](A-l)Tm]) . 
: 
The point in this case is to search for the matrices A which maximize p,-value under the 
quantity corresponding to p2(A) is 
(2.10) 
condition ]det Al = constant. Here, let AM(q) be the matrix which maximizes p,-value under 
the condition ]det Al = q, then A,,,J q) = ql”AM( 1). Therefore, it is sufficient to consider only 
the case of ]det Al = 1. Now, the problem of searching under the condition ]det Al = 1 is 
essentially equal to that of determining the critical lattices of the set {y E R” I 1 yl d l}, which 
is well known in the theory of geometry of numbers, so that the knowledge from the theory of 
geometry of numbers also settles the problem. In fact, it is known [1,8] that the maximum 
values of pl(A) under the condition ]det Al = 1 are attained by the matrix 
2 112 4 
0 
( > t 1 
(2.11) 
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in the case s = 2, and by 
38 
113 (2.12) 
in the case s = 3. However, the cases where such complete solutions are given are only these 
s = 2 and s = 3, and in the cases with more than three dimensions the problems have remained 
open. Thus in order to obtain the approximate solutions, we calculate p,(A) for the matrices 
A of the particular form: 
A(N;g,,...,g,J=N (2.13) 
where g2,..., g,Y and N are natural numbers. Here note that the matrices A(2; 1) and 
A(38; 7,11) are the matrices (2.11) and (2.12), respectively, i.e., the set of the matrices of this 
form contains the matrices (2.11) and (2.12). For the matrices (2.13), p,(A) has the simple 
representation: 
Min ([Nm, - g,m, -. *. - gsmsl + Irn,l + * * * + lmSl)N-“” , 
WlEZ$ 
(2.14) 
which is easy to compute. In s = 4 and s = 5, using (2.14), we actually performed the 
computation of pl(A(N; g,, . . . , g,)) to obtain the values of Max{p,(A(N; g,, . . . , g,)) 
I g,,. . . > g, E Z} for small N. Figures 1 and 2 show the value of Max{ pI(A(N; g,, g,, g,)) 
I g,, g,, g, E z> and that of Maxb,(A(N; g,, g3, g4, gd) I g2, g3, g4, gs EZ) for each N. We 
can observe in Fig. 1 that Max{ pl(A(N; g,, g,, g4)) I g,, g,, g, E Z} is the largest when 
N = 70, where this largest value is attained by A(70; 7,25,29). In Fig. 2 we can see that in the 
case of N = 20 Max{p,(A(N; g,, g,, g,, g5)) I g,, g,, g,, g, E Z} takes the largest value, 
where A(20; 3,5, 7,9) attains this largest value. Thus we obtain the good matrices, which are 
summarized as follows: 
s = 2 A(2; 1)h (For this matrix, p, = V%Z) , (2.15) 
s = 3 A(38; 7,ll)h (For this matrix, p, = (108/19)1’“h+l.78467h), (2.16) 
s = 4 A(70; 7,25,29)/z (For this matrix, p, = 6/(701’4)h+2.07432h) , (2.17) 
s = 5 A(20; 3,5,7,9)/z (For this matrix, p1 = 4/(201’5)h+2.19712h) , (2.18) 
where h’s are determined by the condition ldet Al = constant. Using these matrices, we can 
concretely write down the methods of good matrices in the following, where we select the 
value of ldet Al so that the obtained formulas have neat forms. 
(F2) &h2 c f(;hn,, ihn, + hn,) , (2.19) 
“EZ2 
(F3) &h3 c f($hn,, &hn, + hn2, &hn, + hn,), (2.20) 
tlEZ3 





















50 100 150 
N 
Fig. 1. Values of Max{p,(A(N; g,, g,, &)I 1 &, k?,t & E z>. 
uw &h” c f($z,, &,n, + hnZ, ghn, + hn,, +z, + hn,) , (2.21) 
tlEZ4 
W) &h5 c f(&hn,, &,hn, + hn2, &hn, + hng, $hn, + hn4, &hn, + hn,) . (2.22) 
nEZ5 
In the following we denote these formulas (2.19), (2.20), (2.21) and (2.22) by (F2), (F3), 
(F4) and (F5), respectively. 
The integration error can be estimated from above in terms of p,(A) similarly to the case of 
E,(d, C; R”). To be more precise, the following Theorem 2.3 can be established, proof of 
which presents an almost complete similarity to that of the Theorem 2.2, and hence omitted. 
Theorem 2.3. For f(x) E E,(d, C; R”), the estimate of the error by (1.1) is given in the 
following: 
Ierror/ d C c exp(-2ndl(A-1)Tml) 
IJlEZf 
where N, is the number of the integer vectors m # 0 for which I(A-l)Tml is the smallest, and cj 
is a constant depending on A, which is 6(l) us pi(A)+ 03. 
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. 
. 
Fig. 2. Values of Max{p,(A(N; g,, g,, g4, g,)) 1 gzy g,, &, kTs E 21. 
It may be considered here that the error is approximated by 
practice. For (F2), (F3), (F4) and (F5), these approximations 
8C* exp(-2m(2/h)), 14C - exp(-2r(6/h)), 3OC. exp(-2Ir(6/h)) 
spectively, which are obtained by calculating Ng’s. 
C * Ng . exp(-2ndp,(A)) in 
of the errors are given by 
and 58C * (-2n(4/h)), re- 
Remark 2.3. In the above argument on pI(A(N; g,, . . . , g,)), the significant problem is to 
find N, g,, . . . , and g, for which pl(A(N; g,, . . . , g,)) is as large as possible. In relation to 
this problem, the following statement is proved by Sharygin [lo], though it is established in the 
study of cubatures for another class of functions. 
For every prime N there exist g,, . . . , g, such that 
pJA(N; g,, . . . , g,)) > (~!2-(“-~9”” - N-l” . 
For general N, the following result, which is refined for prime N in an asymptotic sense, can 
be derived by a little modification of the Sharygin’s proof for the above statement [ll]. 
For every dimension s 3 2, and any 0 < 77 < 1, there exists integer N,(q) such that for any 
integer N greater than No(q), there exist g,, . . . , g, such that 
pl(A(N; g,, . . . , g,)) > (s!2-71 - q)/(l - 2-S))1’S .
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Here, it must be pointed out that these results are not useful for the practical purposes. In 
fact, these results supply no information for construction of g,, . . . , g, for a fixed N, as they 
are proved by argument based on the so-called pigeon-hole principle. Moreover, they say 
nothing about the existence of N, g,, . . . , g, for which pl(A(N; g,, . . . , g2)) is large, which is 
really needed. However, the present state is that no results have been obtained that answer 
these practical purposes. 
Remark 2.4. As concerns pl(A(N; g,, . . . , g,)), the following properties, which seem to be 
interesting, can be proved [ll]. 
For every dimension s 3 2, 
,0JA(2; 1, 1, . . . , 1)) = 2/2”” , (2.24) 
~,(A(2s + 1; 2,3, . . . , s)) = 3/(2s + 1)“” , (2.25) 
pJA(4s; 3,5, . . . ) 2s - 1)) = 4/(4S)“” . (2.26) 
To be more concrete, we have from (2.26): 
p,(A(8; 3)) = fi for s =2, (2.27) 
pJA(12; 3,5)) = 4/121’3+1.74716 for s =3, (2.28) 
pJA(16; 3,5,7)) = 4/161’4 = 2 for s =4, (2.29) 
pl(A(20; 3,5,7,9)) = 4/20L’5+2.19712 for s =5. (2.30) 
The matrix A(20; 3,5,7,9) in (2.30) is already obtained as a good matrix in (2.18). 
Comparison of these p,-values in (2.27), (2.28) and (2.29) with the p,-values in (2.15), (2.16) 
and (2.17) indicates that in s = 2,3 and 4 the matrices A(4s; 3,5, . . . ,2s - 1) yield a series of 
the efficient cubatures of the form (l.l), which might as well be called the method of good 
matrices. It is worth notice that the series of such simple matrices give the efficient cubatures. 
2.3. Application of the method of matrices to DE-transformed integrals 
It is here considered to compute integrals of analytic functions f(x) over the unit hypercube 
[0, 11” by the method of matrices combined with DE-transformations, i.e., to perform the 
numerical integrations by applying the method of matrices to the DE-transformed integrals: 
I (-m, +a)5 ftW,>, . . . > W,>>W,) . . . @‘tt,) dt, . . . dt, 7 (2.31) 
where s(t) = & tanh( HIT sinh(t)) + 4 (DE-transformation [12]) and $‘(t) = d$(t)ldt. In apply- 
ing the method of matrices to the DE-transformed integrals, the first thing that we must do is 
to settle the problem which matrices are good. For that, it is necessary to specify definitely the 
asymptotic property of Fourier transform of the integrand (the DE-transformed integrand). 
As concerns DE-formula, i.e., in the case of s = 1, Takahasi and Mori, who introduced 
DE-formula, did not explicitly but essentially restrict integration problems, to which DE- 
formula is applied, to the cases where the Fourier transforms of the DE-transformed 
integrands satisfy the inequality (2.8) with s = 1, i.e., belong to E,(d, C; R’) [12]. Thus, as a 
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natural extension to multi-dimensional cases, we restrict integration problems to the cases 
where the DE-transformed integrands are included in E,(d, C; R”). This restriction seems to 
be severe, though many cases of practical problems of integrations are included among these 
cases. Under this situation, it is evident that to use the matrices (2.15), (2.16), (2.17) and 
(2.18) is good. Accordingly, it is here useful to compute the integrals by the cubatures (F2), 
(F3), (F4) and (F5) combined with DE-transformations. 
We will see the performances of (F2), (F3) and (F4) combined with DE-transformations, 
through the results of simple numerical experiments. Specifically, we compare the perform- 
ances of (F2), (F3) and (F4) combined with DE-transformations with those of the method of 
good lattice points combined with the polynomial transformations, which are recognized to be 
useful for multi-dimensional integrations. Moreover, for these cubatures, we examine the 
robustness against the end-point singularities of integrands, which is a well-known feature of 
DE-formula. 
First, we consider the following integrals: 
I [O,l] f( s Xl,. f. > xJ dx, . . . dx, , (2.32) 
where 
fh,, . . . , x,) = exp(-(xi + * - - + xs)) , (2.32a) 
and carry out (El), (E2) and (E3) below. 
(El) We apply (F2), (F3) and (F4) combined with DE-transformations to the integrals 
(2.32) for s = 2,3 and 4. H ere, as is the case with the numerical example in section 2.1, the 
integrand function (the DE-transformed integrand) decreases with high rapidity as (1 tl( --+ ~0, so 
that, to obtain the approximate value of integration, it is enough to sum up the values of 
function which are not small. Noting this fact, in order to see the actual performances of the 
cubatures, we here adopt the following circuitous scheme in the experiments. 
(1) Compute the estimate of the integration value using the functional values which are 
greater than lo-“, and then compute error1 = [the estimate-the true value]. 
(2) Estimate again the integration value by summing up the values of function which are 
greater than 0.1 x errorl. 
We regard the error observed at the second strategy as the actual error, and the number of 
sampling points at the second strategy as the actual number of sampling points. 
(E2) The method of good lattice points combined with the polynomial transformations are 
applied to (2.32). To be more precise, the method of good lattice points are applied to the 
integrands: 
which are obtained by the polynomial transformations: 
I 
f, 
xi = p(t,) = 
0 
2772us(1-@du, i=l,..., s. 
(2.33) 
(2.34) 
Here we use the values of good lattice points, which are tabulated in [6]. 
(E3) In the one dimensional case, DE-formula and the trapezoidal rule combined with the 
polynomial transformation (2.34) are applied to the integral (2.32) with s = 1. 
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All of the results of (El), (E2) and (E3) are shown in Fig. 3. In Fig. 3, the trapezoidal rule is 
included in the method of good lattice points, since in the one dimensional case the method of 
good lattice points is reduced to the trapezoidal rule. Here, to use the terms ‘cubatures (F2), 
(F3) and (F4) combined with DE-transformations’ is cumbersome, and hence, hereafter we 
abbreviate them as (F2), (F3) and (F4). For the terms ‘the method of good lattice points 
combined with the polynomial transformations’, we act similarly. We observe in Fig. 3 that the 
number of dimensions does not affect the order of the magnitude of the error of the method of 
good lattice points, which is the well-known feature of the method of good lattice points, 
whereas the dimension effects are serious for DE-formula, (F2), (F3) and (F4). But we can 
regard that there is little difference between the performances of the method of good lattice 
points and those of DE-formula, (F2), (F3) and (F4), though the latters seem to be 
asymptotically superior to the former ones. 
The second example is the following, 
1. (o l)s exp(-(x, + . . . + xy))/~/xl . . . x, dx, . . . dx, . (2.35) 
Note the singularities of the integrands. The experiments for these integrals are carried out 
similarly for the integrals (2.32). Figure 4 shows the results. Comparison between Fig. 3 and 
Fig. 4 indicates that the performances of the method of good lattice points deeply depend on 
the existence of the singularities, and that, on the other hand, those of DE-formula, (F2), 
(F3) and (F4) are independent of the existence of the singularities. In other words, it shows 
O1 
q : DE formula 
l : FZ+DE trans. 
A : F3+DE trans, 
. : F4+DE trans, 
o : methods of good 
lattice points 
-15 _I 1 t r 
10 10* 103 104 105 
number of sampling points 
Fig. 3. Errors of numerical integrations for (2.32a). 
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q : DE formula 
.: F2+DE trans, 
A: F3+DE trans. 
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10 102 103 
number of sampling points 
Fig. 4. Errors of numerical integrations for (2.35). 
that DE-formula, (F2), (F3) and (F4) have good property, robustness against the singularity 
of integrand, which has been well known for DE-formula [12]. 
The third example is the following, 
I 
dx dy 
(0,1Y (0.1 + x + y)’ * V/s(x) + s(y) ’ 
(2.36) I dx dy dz (o,1)3 (0.1 + x + y + 2)’ * J//s(x)s( y) + S( y)s(t) + S(Z)S(X) ’ 
dx dy dz du 
(0.1+ x + y + 2 + u)’ * VS(X)S( y)s(z) + S( y)s(t)s(u) + S(z)s(u)S(x) + s(u)s(x)s( y) ’ 
where S(X) = sin@x). Note that the singularity of the integrand becomes weaker as the 
dimension increases. The experiments, (El) and (E2), are performed. The results are shown 
in Fig. 5, where we can observe that the method of good matrices combined with the 
DE-transformations is superior to the method of good lattice points in two dimensions, while 
there is no choice between them in four dimensions. This also indicates that the method of 
good matrices with the DE-transformations is robust against the singularity of integrand. 
In view of the results of the numerical experiments, we may conclude that (F2), (F3) and 
(F4) combined with DE-transformations are highly efficient and, especially, robust against the 
end-point singularities of the integrands. 
Finally we add some comments. 
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l : F2+DE trans. 
A : F3+DE trans. O- 
= : F4+DE trans. 
-15 - 
10 102 103 104 105 
number of sampling Points 
Fig. 5. Errors of numerical integrations for (2.36). 
(i) In practical implementations of (F2), (F3) and (F4) combined with the DE-transforma- 
tions there may be some difficulties such as that of estimating the actual errors and that of 
practically determining the region where the values of function must be summed up. To 
overcome these difficulties is left for the future research. 
(ii) In the above argument, we have confined ourselves to the integration problems such 
that the Fourier transforms of the integrands are included in E,(d, C; R”). However, the 
diversity of integrand functions appearing in multi-dimensional integrals, even if the integ- 
rands are restricted to analytic functions, is beyond our imaginations. Therefore, it is 
necessary to make further investigations on the applicability of the combination of the method 
of matrices and DE-transformations to other classes of functions. 
3. Summary and final comment 
‘Method of matrices’ and ‘method of good matrices’ are introduced and the method of good 
matrices are obtained for some classes of integration problems. Usefulness of these methods is 
also demonstrated through the numerical experiments. 
The method of matrices has inexhaustible possibilities of yielding efficient cubatures, the 
‘method of good matrices’, for other various classes of integration problems. To open up these 
possibilities is so significant and interesting that it must be carried on in the near future. 
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