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Abstract 
 
BRANDON WAGNER: Correlates and Contexts of Sexual Infidelity in American Adults 
(Under the direction of Kathleen Mullan Harris) 
 
This project includes three projects that use sexual infidelity as a point of entry to 
examine topics such as digital data collection, relationship context, causation, measurement, 
and relationship satisfaction. 
In the first chapter, I test a new potential source of data for exploratory social 
research.  With current threats to survey research, namely declining response rates and 
limited financial support, developing new and reliable complementary data sources is of 
paramount importance.  Using digitally derived data generated by respondent’s normal online 
activities offers a potential solution to concerns with existing data sources as they are not 
dependent on recruiting willing subjects, do not typically require massive financial 
investment and may even allow better measures of respondent action and intention than self-
report.  I examine the potential of search engine databases, for social research in general, and 
for research on perceived sexual infidelity in particular.  Using similarity of search term 
patterning, I identify potential correlates of perceived sexual infidelity.  Validation of these 
correlations in survey data suggests that search engine databases can be a tool for future 
exploratory social research. 
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My second chapter examines sexual infidelity across relationship contexts and 
explores whether sexual infidelity differs between married and cohabiting unions. Using a 
combination of design and analytic tools to separate selective and causal processes, I attempt 
understand the difference in reported rates of sexual infidelity between married and 
cohabiting individuals. My results are consistent with differences between marital and 
cohabiting sexual infidelity frequency resulting from selection into marriage.  I also find that 
association between relationship context and sexual infidelity by testing whether various 
social, demographic, and relationship measures may have differ between relationship 
contexts. 
The last chapter focuses on the measuring relationship satisfaction. One problem with 
measuring whether relationships are “good” has been whether such measurement should 
include what happens in the relationship (description) or what the individual thinks of the 
relationship (evaluation). I suggest a solution for integrating descriptive and evaluative 
measures that models relationship satisfaction as a latent variable and varies the theorized 
causal pathways between relationship satisfaction and relationship description. Using sexual 
infidelity and perceived partner infidelity as the relationship descriptive behaviors, I 
demonstrate how such a model can be built, tested, and measured. Further extending this 
finding, I test whether sexual infidelity’s influence on relationship satisfaction varies between 
marriage, cohabitation, and dating. 
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Introduction 
David Petraeus. Tiger Woods. John Edwards.  Mark Sanford.  Bill Clinton.  John F. 
Kennedy.  Though far from an extensive, or gender balanced, list, common to all of these 
gentlemen is documented participation in extramarital affairs, otherwise known as sexual 
infidelity.  Much as it unites this list of notables, sexual infidelity and concurrency 
(temporally overlapping sexual partnerships) are the common elements in the following work 
you are reading. 
Aside from selling tabloids, why should we care about sexual infidelity? 
Academically, the rationale for studying sexual infidelity is twofold.  First and most 
obviously, it is an important behavior with broad consequences.  Having concurrent sexual 
relationships is a crucial component for the transmission of sexual diseases like HIV 
(Kretzschmar and Morris 1996; Morris and Kretzschmar 1997), HPV (Javanbakht, Gorbach, 
Amani, Walker, Cranston, Datta, and Kerndt 2010), and bacterial infections (Kraut-Becher 
and Aral 2003).  Sexual infidelity is also a key predictor of marital trouble and dissolution 
(e.g., Whisman, Dixon, and Johnson 1997).  As a means of reducing these consequences 
alone, researchers should be interested in better understanding sexual infidelity. 
Second, sexual infidelity is a veritable academic nexus; researchers from multiple and 
diverse disciplinary backgrounds have interest in better understanding this behavior.  
Biologists study it as a means to better understand sexual selection and evolutionary 
pressures (e.g., Buss 2003).  Psychiatrists and family therapists study sexual infidelity for the 
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impact that it has on relationships and the difficulties it creates for resolving relationship 
troubles (e.g., Atkins, Yi, Baucom, and Christensen 2005; Glass and Wright 1988; Halford, 
Keefer, and Osgarby 2002; Humphrey 1983; Olson, Russell, Higgins-Kessler, and Miller 
2002; Whisman, Dixon, and Johnson 1997).  Psychologists study sexual infidelity to better 
understand certain behavioral profiles and psychological predispositions (e.g, Buss and 
Shackelford 1997; Lalasz and Weigel 2011; Schmitt 2004).  Public health researchers study it 
because of its role as a means of transmission of disease (e.g., Adimora, Schoenbach, Bonas, 
Martinson, Donaldson, and Stancil 2002; Adimora, Schoenbach, and Doherty 2007; Doherty, 
Schoenbach, and Adimora 2009; Javanbakht et al. 2010; Watts and May 1992).  Cultural and 
gender scholars study it to understand gender norms (e.g., Raj, Decker, La Marche, and 
Silverman 2006; Wiederman and LaMar 1998).  Demographers have classically studied 
sexual frequency and partnerships for their fertility consequences (e.g., Bongaarts 1978), and 
infidelity represents another context for sexual relationships and potential multiple-partner 
fertility.   
Sexual infidelity and concurrency merit research attention then, not only for their 
cultural norms and, by extension, their consequences for individuals, but for the larger 
research questions they allow us to answer.  Each of the following chapters uses infidelity as 
an opportunity to explore more general topics, such as new forms of data collection, 
measurement of relationship concepts, causal influences, and relationship contexts. 
Sexual concurrency refers to an individual with temporally overlapping sexual 
partnerships.  This could refer to a variety of situations, from someone with multiple, 
simultaneous dating partnerships, to an “open” relationship, to a married individual’s 
extramarital affair. The last condition is more specifically called sexual infidelity.  Sexual 
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infidelity is a violation of sexual exclusivity, typically within an environment in which such 
exclusivity would be assumed (i.e., cohabitation or marriage).   
Though the scope of these terms is different, the distinction is primarily a 
consequence of the difference in literatures from which these works draw.  Sociologists, with 
their interest in social institutions, roles, and norms have primarily studied this behavior in 
the context of marriage and family, and as a result have written extensively on sexual 
infidelity.  In public health, a desire to understand disease risk and transmission has led to 
higher importance attached to sexual behavior than union formation and marriage, so 
researchers have tended to focus more on sexual concurrency. In this work, I will generally 
refer to sexual infidelity.  Given the specific measures available to me, sexual concurrency 
may be the more technically correct phrasing, but I follow this convention for two reasons.  
First, the context of the following work is primarily one in which sexual exclusivity is 
assumed.  Second, I use “sexual infidelity” for continuity with the relevant sociological 
literature that provides the primary theoretical and substantive background for my work.   
It should be noted that reference to sexual infidelity in this research does not carry 
with it disapproval or moral judgment.  While the phrase typically connotes “unfaithfulness” 
and social disapproval, I use it to describe a behavior of engaging in a sexual relationship 
outside of the primary reported relationship. To say one is sexually unfaithful in this sense is 
to say that the respondent has had an external sexual partner, not necessarily that such a 
partner is illicit.  In these studies, I lack information about the timing of the other sexual 
relationship(s) or acceptability of having such partners within the relationship that would be 
necessary to determine whether the extra-dyadic relationship is condoned. 
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In part, the definition for this topic is a consequence of the specific nature of the 
available measures. Two particular variables will form the key dependent outcomes of the 
chapters to come.  Of their current or most recent relationship, respondents were asked 
whether they had had sex with someone other the relationship partner during the sexual 
portion of the relationship and whether they believed that their partner had engaged in this 
behavior.  These two variables are dichotomous measures that I use to capture sexual 
infidelity and perceived partner infidelity, respectively.  This lack of specificity creates 
limitation of the measures; I am unable to ascertain either frequency or timing of the 
infidelity event within the relationship.  However, there are benefits to this measure 
simplicity.  Incidence measures, like this “ever” measure of relationship infidelity, are more 
reliable measures of sexual behavior than frequency measures (reviewed in Catania, Gibson, 
Chitwood, and Coates 1990).  Specific to sexual infidelity, self-report of infidelity is 
preferred to calculating infidelity from a calendar of all previous sexual relationships 
(Nelson, Manhart, Gorbach, Martin, Stoner, Aral, and Holmes 2007).  
Study of this topic also benefits from the specific nature of data collection used for 
these analyses.  These papers all rely, wholly or in part, on data from Wave IV of the 
National Longitudinal Study of Adolescent Health (Add Health) study (Harris, Halpern, 
Whitsel, Hussey, Tabor, Entzel, and Udry 2009).  This study is an ideal source of data for 
this particular project.  At this wave of collection, respondents are between 24 and 32 years 
of age in 2008-09.  This age range is an incredibly active period for relationship formulation, 
encompassing the mean age of marriage for both men and women, and early dissolution of 
these same unions.  This limited age range minimizes cohort effects from confounding the 
observed relationships.  Add Health also follows a number of best practices for measurement 
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of sexual behaviors.  The long running relationship and rapport between respondents and the 
Add Health study should increase their willingness to divulge sensitive information.  
Furthermore, respondents self-administer sensitive questions via computer-assisted self-
interview (CASI).  Self-administration of questionnaires yields more accurate reporting of 
sexual behavior (Schroder, Carey, and Vanable 2003) and data collection through CASI 
gathers more accurate information about sexual infidelity than does direct response to an 
interviewer (Whisman and Snyder 2007).  Add Health also contains a wide variety of 
indicators gathered longitudinally throughout the respondents’ lives.  The measurement of 
many different aspects of the respondents’ social lives is essential to these studies.  In the 
following work, I take advantage of respondent measures, relationship measures, and even 
neighborhood measures to study sexual infidelity. 
With these data, I study sexual infidelity in three very different ways.  The following 
chapters will discuss topics as varied as digital data collection, relationship context, 
causation, measurement, relationship satisfaction, and the perils of intravenous drugs. 
In my first chapter, I suggest a new potential source of data for exploratory social 
research.  In light of current threats posed to survey research, namely declining response rates 
and limited financial support, developing new and reliable complementary data sources is of 
paramount importance.  Using digitally derived data generated by respondent’s normal online 
activities offers a potential solution to concerns with existing data sources. These data are not 
dependent on recruiting willing subjects, do not typically require massive financial 
investment and may even allow better measures of respondent action and intention than self-
report.  In this chapter, I examine the potential of search engine databases, namely Google 
searches, for social research in general, and for research on perceived sexual infidelity in 
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particular.  By examining the patterns of search terms individuals use when they feel their 
partner may be “unfaithful” and finding other terms with similar temporal or spatial patterns, 
I am able to locate potential correlates of perceived sexual infidelity, a topic problematic for 
measurement in most survey research designs.  To validate the potential of this new data 
source, I identify correlates of perceived sexual infidelity from online searchers based on 
their theoretical relevance and test these associations using individual data from the National 
Longitudinal Study of Adolescent Health (Add Health), Wave IV.   
My second chapter is an examination of sexual infidelity by relationship context.  
Despite the marked recent change in the types of relationships in which individuals engage, 
the majority of research on relationship behaviors is undertaken within the marital context. 
This chapter explores whether sexual infidelity differs between married and cohabiting 
unions. I outline several possible theoretical explanations for this observed difference and 
then attempt to determine whether the difference in reported rates of sexual infidelity 
between married and cohabiting individuals is a consequence of selection or causation.  I use 
a combination of design and analytic tools to separate selective and causal processes.  I 
further explore the association between relationship context and sexual infidelity by testing 
whether various social, demographic, and relationship measures may have different 
associations with sexual infidelity in cohabitation or marriage. 
In the final chapter, I focus on the measurements of relationship satisfaction. One 
problem with measuring whether relationships are “good” has been whether such 
measurement should include what happens in the relationship (description) or what the 
individual thinks of the relationship (evaluation). While eschewing descriptive measures of 
relationships prevents confounding behavior with the researcher’s judgment of that behavior, 
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it does so by disregarding the informative potential of such measures.  I suggest a potential 
solution for integrating descriptive and evaluative measures that  models relationship 
satisfaction as a latent variable and varies the theorized causal pathways between relationship 
satisfaction and relationship description. Using sexual infidelity and perceived partner 
infidelity as the relationship descriptive behaviors, I demonstrate how such a model can be 
built, tested, and measured. Further extending this finding, I test whether sexual infidelity’s 
influence on relationship satisfaction varies between marriage, cohabitation, and dating. 
Although my dissertation may seem like a set of eclectic papers, bound only by the 
focus on sexual infidelity, there are deeper connections.  These papers subtly build upon and 
influence each other.  The exploratory first chapter uncovers potential correlates of sexual 
infidelity.  For the clearest associations (illicit drug usage), I include controls in subsequent 
chapters reflecting this new knowledge.  The findings of the second chapter suggest that 
relationship behaviors may be associated with different factors, depending on relationship 
context, so I also construct a multiple group comparison for the measurement model in 
Chapter 3 and determine if influence of sexual infidelity on relationship satisfaction varies 
across contexts. 
While the findings of these studies will be developed in more depth in the coming 
chapters, they can be briefly summarized as follows.  I find that search databases are a viable 
source for future exploratory studies.  Using search engine data, I am able to not only identify 
correlates of perceived infidelity, but also find correlates that are previously unstudied and 
potentially important.  The difference between marriage and cohabitation in terms of sexual 
infidelity appears to be a consequence of the selective nature of marriage, and in particular, 
the selective nature of the transition from a cohabiting relationship to a marital relationship.  
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Furthermore, between these relationship contexts, I find that sexual infidelity is associated 
with different factors. Descriptive measures can be successfully included in the measurement 
model of relationship satisfaction; modeling sexual infidelity as a causal indicator of 
relationship satisfaction seems the best fitting theoretical model for the observed data.  The 
importance of sexual infidelity for relationship satisfaction varies between types of 
relationships as well.  These findings represent important new contributions to the 
substantive literature on sexual infidelity, and also contribute new theoretical, data, and 
methodological approaches to the field of social science.   
  
Identifying Novel Correlates of Perceived Infidelity Using Google Search Histories 
 
Introduction 
Social science research is commonly reliant on survey research as a means of data 
collection. For example, of articles published in 2012 in American Sociological Review, 46% 
of the articles relied primarily on survey data.  Despite this role as a traditional workhorse of 
social science, the use of surveys to gather data, particularly on sensitive subjects, today 
faces multiple threats.  With these concerns, the need for additional sources and means of 
data collection in social science is acute.  
Low survey response rates are increasingly a concern.  While response rates are 
remarkably high when compelled by law (the American Community Survey currently boasts 
a remarkable response rate of 97% of selected households), such compulsion is beyond the 
means of most researchers.  Commonly used forms of survey administration report lower 
response rates.  Response rates to telephone surveys continue to decline in the United States, 
with this decline accelerating in recent years (Curtin, Presser, and Singer 2005).  Researchers 
have reported response rates for telephone surveys involving cell phones to be under 20% in 
some cases (Lavrakas, Shuttles, Steeh, and Fienberg 2007).  Even professional survey 
administrators have reported difficulties;  Pew Research recently reported that current 
telephone surveys were recording only a 9% response rate (Pew 2012).  Concurrent with this 
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decline in response rates, the coverage of traditional telephone surveys continues to decline 
(Lavrakas 2010). Recent federal data found that 2% of U.S. households have no telephone 
service in their residence and more than 1 in 3 U.S. households do not have landline 
telephone service (Blumberg and Luke 2012). 
Particularly concerning, this cultural and technological change in telephonic access is 
particularly acute among certain population segments.  Cell-phone use and ownership is 
disproportionately high among younger adults, renters, and lower income respondents 
(Blumberg and Luke 2007; Ehlen and Ehlen 2007).   Consequently, telephone administered 
surveys increasingly rely on the ever-shrinking pool of “old women without cell phones” 
(Shephard 2012). This reliance potentially threatens the generalizability of survey samples 
collected in this manner as the sample composition from telephone surveys differs from that 
of the target population. 
 Potential solutions to these problems exist; however, they generally entail additional 
costs.  Cellular phone listings can be added to telephone based surveys, but this inclusion 
results in fewer working numbers, lower contact rates, more eligibility screening, and the 
necessity of financial compensation for cell phone minutes (Lavrakas, Blumberg, Battaglia, 
Boyle, Brick, Buskirk, DiSogra, Dutwin, Fahimi, Fienberg, Fleeman, Guterbock, Hall, 
Keeter, Kennedy, Link, Piekarski, Shuttles, Steeh, Tompson, and ZuWallack 2010). Taken 
together, these factors increase the cost for researchers collecting data via telephone survey. 
Telephone surveys are not the only form of survey administration currently faced 
with non-response concerns. Both mail and web surveys have historically been limited in this 
regard.  One review found that the average response rate to mail surveys was 21%, though in 
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some published surveys only 2.5% of individuals sampled completed the survey (Larson 
2005). Response rates to mail surveys can be increased through design decisions; however, 
such improvements offer, at best, incremental improvements to these rates.  The use of 
different design choices, such as monetary incentives (52% average response rate), 
respondent pre-qualification (46% average response rate), and multiple wave mailings (43% 
average response rate) increase response rates (Larson 2005).  More recently, use of the U.S. 
Postal Service Delivery Sequence File has allowed researchers to, in certain design 
conditions, reach response rates of up to 40%  (Link, Battaglia, Frankel, Osborn, and 
Mokdad 2008).  Similarly, web surveys have historically experienced low response rates, 
typically less than 25% (Dillman, Smythe, and Christian 2009).  In a meta-analysis of survey 
administrations, internet administered surveys yielded response rates about 10% lower than 
other modes (Manfreda, Bosniak, Berzelak, Haas, and Vehovar 2008).  If the invitation can 
evade spam filters and user disregard, emailed invitations do increase the response rate, but 
still lead to response rate underperformance relative to other forms of survey administration 
(Manfreda et al. 2008).  While much has been done to improve response rates, survey error 
of this type will continue to be a concern for most forms of survey administration. 
Higher response rates may be achieved through in-person face to face surveys.  A 
number of large surveys have consistently reported high response rates with this approach.  
Using in-person interviews, the National Longitudinal Study of Health (Add Health) had a 
response rate of 80.3% in the most recent wave of data collection, and 80% of respondents in 
the NLSY79 agreed to participate in the 2000 survey.   However, such data collection in 
these large studies is typically quite expensive as, despite the economies of scale available in 
such undertakings, estimated costs can exceed $1,000 per respondent in some cases.  
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Gathering responses from samples of non-trivial size, researchers are consequently reliant on 
securing external funding to mount this data collection.   
And yet, assuming the continued availability of funds for this data collection may be 
overly optimistic in the current financial and political climate. Budgeting constraints at the 
federal level in the United States, in addition to the recent recession, have led to various 
proposals potentially limiting available funding for scientific research.  In the 2012 United 
States national election, candidates proposed heavy cuts in sources that have traditionally 
funded social science data collection.  In May of the same year, the U.S. House of 
Representatives voted to both defund the American Community Study and prohibit the 
National Science Foundation from funding political science research.  Legislative action 
could similarly jeopardize other intensive, government sponsored research collections.  
Researchers must be prepared for the possibility that sources of funding for large scale 
research projects may not exist to the current extent in the near future.  
In addition to these general limitations, surveys also face problems in collecting data 
on sensitive subjects.  One well studied example of this is sexual behavior.  Because of the 
importance of sexuality for topics ranging from health to fertility, there is widespread interest 
in understanding sexual attitudes and behaviors but since researchers began asking 
respondents about sexual behavior, there has been uncertainty over the accuracy of these 
reports.  Self-reports of sexual behavior may be prone to measurement error in a number of 
regards: refusal to respond, not reporting behavior in which the respondent has engaged (i.e., 
under-reporting), underreporting behavioral frequency, over reporting behavioral frequency, 
or reporting behavior in which respondents has not engaged (Catania, Gibson, Chitwood, and 
Coates 1990).  Chronic underreporting of sexual behavior by women is so well known that 
13 
 
the disparity between male and female reports is a commonly used tool to explore quality 
within a particular data collection (e.g., Schroder, Carey, and Vanable 2003).  Chronic 
underestimation of normatively sanctioned sexual behavior is similarly suggestive of the 
limitations of survey self-reported sexual behavior.  Surveys primarily rely on retrospective 
reports of sexual activity, which have well founded concerns surrounding the general recall 
of past events and self-report bias of sensitive topics (Schroder, Carey, and Vanable 2003).  
Despite improvements in the collection strategies of sexual behavior in surveys, the potential 
for meaningful measurement bias continues to exist. 
 Thus, both general and specific concerns face the continued usage of surveys to 
collect data on sexual behaviors.  Generating sufficient response rate requires resources that 
whose availability cannot be assumed, and even if such undertaking is accomplished, we are 
uncertain of the quality of data that we have.  Thus, we should consider the role and 
possibility for new, cost efficient methods of data collection to complement survey research.  
Such new data sources can serve many roles in social research: complementing existing 
survey research, informing new inquiries, and allowing less problematic measurement of 
sensitive topic.  
Digital Data Sources 
The increasing ubiquity of computers, social media and internet technology offers one 
such possible tool for social researchers.  The proliferation of computer technology, from 
desktops to laptops to smartphones has led to a dramatic increase in the usage of online 
services.  According to the Pew Internet and American Life Project, over 80% of American 
adults have computer access to the Internet.  But, with over 100 million smartphone in use in 
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the United States, this technology has spread beyond the computer.  While not universal, 
Internet access is available to a large portion of the American population.  
One consequence of the widespread usage of online tools is the creation of new data.  
Purely by virtue of their digital activities and interactions, individuals create new archives of 
digital data which are then available for research. In exchange for using Internet tools and 
services, individuals give service providers information.  For example, when a person goes 
online to search for something, they enter their query into a search engine.  Using this input, 
the company’s servers provide a list of relevant sites for the user to visit. However, the user’s 
experience is only half of this interaction.  When the user enters their search, the search 
provider logs a variety of information: the search term, the time of the search, the location 
(determined by the computer’s unique IP Address), and web history from the user’s browser.  
When the user chooses a search result and navigates to a new page, this information is also 
logged.  A single user’s search creates a record of numerous variables that are stored and 
analyzed, both individually and in aggregate. These search record data have a number of 
attractive properties for researchers: they are commonly free, publically available (at least in 
the aggregate), and with sufficient volume to study many specific topics. 
Businesses and private groups have long taken advantage of the digital footprints that 
individuals leave.  Companies like Facebook and Google rely on selling advertising images, 
page views, and clicks tailored specifically to the individual, making aggregation of observed 
online activity incredibly lucrative.  Target uses digital records to build predictive models of 
individuals based on previous purchases.  Given the value of capturing a shopper right before 
a child is born, data mining on shopping patterns has led to a model where pregnancy can be 
predicted from the purchase of items such as scented lotion and blue rugs (Duhigg 2012). 
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Though a more recent entrant to the field, academic researchers have begun to 
explore the potential of this day to day digital data collection.  Automated data collection, 
such as toll tag identification from automated toll roads has been used as an estimator of total 
economic production (Askitas and Zimmermann 2011b).  Instances of mood description on 
Twitter have been used to predict stock market motion (Bollen, Mao, and Zeng 2011).  
Making use of an even larger data set, researchers have used search engine data to explore a 
number of topics.  For example, one recent paper used Google search data to explore health 
behaviors and self-diagnosing (Askitas and Zimmermann 2011a).  Other work has used 
search term volume for alcoholism related terms to estimate the relationship between 
economic activity and alcohol behavior (Frijters, Johnston, Lordan, and Shields 2013).  
Usage of search engine data has the capacity to capture valid measures of intended concepts; 
for example, a study of joblessness using Google search terms correlated well with other 
measures of unemployment (McLaren 2011).   
The use of digital records could also provide better measurement of sensitive topics, 
such as sexual behavior, than survey questionnaires.  Unobtrusive digital collection combines 
two key elements shown to increase the response rate and quality of sexual behaviors: 
anonymity and self-administration.   Respondents are more willing to respond to questions 
about sexual behavior in an anonymous setting (Durant, Carey, and Schroder 2002). As most 
people are unaware of the existence or degree of internet history surveillance, it is not 
unreasonable to assume that internet usage is generally considered anonymous as well. Using 
digital records also allows the individual to have self-administered their own inquiries, 
increasing the quality of data collected.  In surveys, computer assisted self-interview (CASI) 
techniques, where the respondent replies to questions directly in the computer, gather more 
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accurate information about sexual infidelity than direct response to an interviewer (Whisman 
and Snyder 2007). Using online records is a further extension of this development and should 
also benefit from the self-administered nature of the data collection. While web surveys may 
similarly benefit from these features, digital record usage has the additional strength of 
requiring no respondent effort. Minimizing the study burden on participants has long been a 
means to reduce respondent nonresponse, so we would expect that digital records would 
provide a better description of the online population than even a web survey. 
In addition to uncovering frequencies of events, like flu incidence or unemployment 
rates, we could use these data for exploratory research.  The size of the dataset and variety of 
searches suggests that search histories may be especially suited for exploration.  The General 
Social Survey, as of 2010, has measured over 5,000 variables from over 50,000 respondents.  
Google search data, on the other hand, logged almost 17 billion unique search queries in 
November 2012. During this same period, by a conservative estimate, Google searches were 
used by over 50% of the U.S. population
1
. The unparalleled scope of these data provides 
power for data driven inquiry; with such a rich data source, researchers have the power to 
examine specific phrases to identify behavioral correlates that are outside current theory and 
therefore unexplored in existing studies. Using these data, I will uncover new potentially 
correlated concepts by examining patterns of searches and then comparing these patterns 
between search terms.  Searches with similar trending and patterning are suggestive of 
potential associations between concepts.  For example, even knowing nothing about football, 
by observing that the searches “Baltimore Ravens,” “Ray Lewis,” and “Joe Flacco” all have 
                                                          
1
 During November 2012, 67% of all searches in the United States were accomplished via Google.  Assuming 
that individuals who used competitor search engines (Bing, Microsoft, Yahoo, etc) did so exclusively and 
everyone that went online interacted with a search engine at some point, then 67% of the 80.3% of the 
population with access to the Internet yields 53.8% of the American population that have had some interaction 
with Google search.  
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similar patterns, I might assume that a connection exists between these things. Observing 
correlations between search terms to uncover new avenues for potential research is a use of 
digital data that I will test in the context of perceived sexual infidelity.  By exploring 
congruence of search term patterns, I hope to not only uncover novel correlates of perceived 
sexual infidelity but also establish the value of search engine data as an exploratory data 
source. 
 
 
Perceptions of Partner Sexual Infidelity 
Sexual infidelity is an important behavior, not just for the “unfaithful” partner, but for 
all individuals connected, both sexually and socially, to this person. Having additional sex 
partners increases the likelihood an individual will contract sexually transmitted infections 
such as human papillomavirus (HPV) (Javanbakht et al. 2010) or bacterial based sexually 
transmitted infections (Kraut-Becher and Aral 2003). Concurrent sexual partnerships are 
important transmission means for HIV/AIDS (Kretzschmar and Morris 1996; Morris and 
Kretzschmar 1997) increasing the risk of disease contraction for the entire sexual network.  
Sexual infidelity is also a well-documented disruptor of relationships; clinicians traditionally 
view infidelity as one of the most damaging and difficult issues to treat (Whisman, Dixon, 
and Johnson 1997).  It is estimated that 50-65% of the couples in clinical couples therapy are 
seeking help, in part, due to marital infidelity (Glass and Wright 1988; Humphrey 1983). 
In many cases though, the concern that a partner is not sexually exclusive is problematic 
in and of itself, as cultural depictions of partner infidelity in a variety of media can attest.  
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Believing that a romantic partner has other sexual partners can influence an individual’s 
behavior in a number of ways.  In dating relationships, perceived infidelity is an important 
component of an individual’s risk assessment and behavioral negotiation (Lear 1995).  
Perceived infidelity, particularly on the part of the female, can trigger proprietary control or, 
in extreme cases, physical violence (Cousins and Gangestad 2007).  In addition, perceived 
infidelity can trigger relationship dissolution or prevent relationship escalation, as 
demonstrated in unmarried couples with children (Edin, England, and Linnenberg 2003). 
Because of these consequences, it is important to understand what factors might be 
associated with perceived partner infidelity.  Finding correlates of perceived partner infidelity 
could assist therapists interested in mitigating these effects, either by locating those who may 
be predisposed to distrust their partner’s sexual exclusivity or, if the correlation is due to a 
causal relationship, intervening to prevent the development of this belief altogether.  
 Perceived sexual infidelity is an ideal topic with which to test the potential research 
use of search engine databases.  Because of the sensitivity of the topic, directly assessing this 
perception is difficult.  Asking whether a partner is sexually unfaithful is likely to elicit 
biased responses, either by social desirability bias in reporting or, to a lesser degree, potential 
interviewer induced doubts towards the partner’s fidelity. These biases could invalidate 
results from investigations into perceived sexual infidelity.  Systematic misreporting could 
create false associations between perceived infidelity and various personal characteristics.  
Examining perceptions through unobtrusive observation, rather than direct inquiry, should 
therefore provide more accurate estimation of associations between perceived infidelity and 
other correlates.  Search engine data, by being less obtrusive and obvious to the respondent 
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than an administered survey, should therefore yield measures of perceived infidelity that are 
more likely to be unbiased or valid and able to correctly assess correlations with this concept. 
Though we might consider search engine data to be unobtrusively collected, 
individuals are still aware of how they interact with and use technology.  Even when not 
considering how the data they enter are stored by service providers, they may be aware of 
how their online history is recorded on their own computer.  For this reason, perceived 
infidelity is perhaps better suited for investigation with search engine data than is the 
behavior of sexual infidelity itself. The relative difference in the consequence of discovery 
for sexual infidelity and believing a partner to be unfaithful are such that, while there may be 
an incentive to hide the former, similar pressures are not as likely with regard to the latter.  
Those suspecting a partner of infidelity may seek out any source of information for help, thus 
leaving digital tracks.  However, individuals engaged in extra-dyadic sexual relationships 
may be paranoid of discovery and less likely to use traceable forums, like internet searches, 
which can be generally seen by other users of the computer.  Reliance on internet searches to 
study sexual infidelity may therefore miss the most secretive of individuals, but we are less 
concerned about individuals purposively avoiding disclosure of perceived infidelity. 
 This paper will explore the potential for social research provided by search history 
databases.  I will use data from Google Search, namely spatially or temporally associated 
search terms, to identify potential correlates of perceptions of a partner’s sexual infidelity.  
The findings from this process will be validated, theoretically and empirically.  This paper 
will provide a methodological instruction in the exploratory use of search term correlation, an 
investigation of heretofore unexamined correlates of perceived partner infidelity, and a 
discussion of the use of search engine records in exploratory research.  
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Data and Methods 
Search “Seeds” 
Collection from the Google search database was accomplished in the following 
manner.  I started with the search strings “cheating husband” and “cheating wife”.  These 
strings were selected because of the almost universal expectation of sexual fidelity within 
marriage (Treas and Giesen 2000).  While cohabiting unions have similar expectations (Treas 
and Giesen 2000), there exists no commonly used terminology to differentiate cohabiting 
partners from dating partners, where sexual exclusivity may not be assumed.  These terms 
were also chosen for their colloquial usage in this context.  While “sexual infidelity” may be 
a more technically defined term, “cheating” is the more commonly applied adjective.  Using 
the more common phraseology allows me to better observe the searches that individuals 
actually perform. Attempts to complete the following procedure with terms including 
infidelity, such as “husband infidelity” or “wife infidelity,” provided insufficient search 
volume for the algorithm so that the more common terminology (“cheating”) was used for 
this analysis. 
Search Term Identification 
Relying only on my initial search terms could lead findings to be sensitive to 
idiosyncratic variation associated with this specific phrasing.  To address this concern, I 
sought out other commonly used search phraseology for this topic using Google Search 
Insights (http://www.google.com/insights/search/). This tool provides possible alternative 
phrasing for search terms, allowing me to examine similar concepts worded slightly 
differently.  Alternate phrasings are determined based on preceding or antecedent searches 
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for selected users who entered a given search. If users who searched for “is my husband 
cheating” then searched for “cheating husband,” the first would be a suggested alternative 
search phrasing for the second.  Using this tool, my initial search strings returned the 
following similar search terms: is husband cheating, cheating on husband, my husband, my 
cheating husband, wife cheating, wife cheating husband, cheating signs, signs husband 
cheating, signs of cheating, catch husband cheating. Related searches to “cheating wife” 
were: cheating on wife, my cheating wife, is wife cheating, a cheating wife, cheating wife 
caught, and cheating husband.  Removing searches related to searcher’s, rather than 
partner’s, infidelity and consolidating similar searches, the following search terms were used: 
cheating husband, is husband cheating, my cheating husband, signs husband cheating, catch 
husband cheating, cheating on wife, wife cheating, wife cheating husband, my cheating wife, 
is wife cheating, a cheating wife, cheating wife caught, cheating signs, signs of cheating.   
Search Term Correlations 
Volume for every search term entered into Google is normalized and scaled.  These 
procedures calculate the share of the search as a function of all searches in a given unit (e.g., 
proportion of searches in Alabama involving “50 shades of grey”) and then scales this 
percentage from 1-100.  Search term normalization was undertaken so that differences in 
search volume between spatial or temporal units are not responsible for similarity in 
observed patterns. Otherwise, findings could be confounded with differences between places 
(e.g., New York has a higher Internet penetrance than Mississippi) or between times (e.g., 
more people have computers in 2012 than in 2005). Google Correlate locates search terms 
with similar trend patterns, in either space or time, in terms of normalized search frequency 
(proportion of total searches).  Assessment of correlations of search terms is accomplished by 
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calculation of r
2
 values for the trends of these search terms.  For example, searching for 
temporal correlations to the search term “Santa Claus” will yield search terms with similar 
patterns across months, like “love christmas” (r2=0.9895) and “oh holy night” (r2=0.9814).   
To find search terms correlated with perceptions of a partner’s sexual infidelity, each 
of the search terms in the previous section was entered into Google Correlate 
(http://www.google.com/trends/correlate/).  Correlations for each term were located by 
observing both temporal (by month) and spatial (by US state) patterns of search history.  
While it is also possible to test for correlations using search data aggregated by week, 
variation in search volume for these terms was insufficient to identify correlated search terms 
at this time dimension.  In many cases, search volume for a particular search was insufficient 
for Google algorithms to return similarly patterned search terms.  For search term 
configurations with sufficient data to identify correlated terms (temporally: cheating 
husband, cheating wife caught, cheating signs; spatially: signs of cheating, cheating signs, 
cheating husband, cheating wife caught), the top 100 correlated terms for each seed term 
were extracted.  The final file included 700 search terms related to these searches about 
perceived or suspected partner infidelity. 
The set of correlated search terms was examined and terms were categorized by 
conceptual domain.  By conceptual domain, I refer to the common thematic element captured 
by multiple search terms.  For example, among the terms correlated with my search terms of 
interest were “lose belly fat,” “tone up,” “lose belly,” and “insanity workout results.” Though 
worded differently, these items suggest a common concept (physical appearance) that is 
associated with perceptions of partner sexual infidelity.  For search terms with unclear 
meanings, the term was entered into Google Search (www.google.com) for additional 
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information. Some search terms were not classified due to rarity, specificity, or 
incompleteness. Because of the nature of the identified search terms, I identified conceptual 
domains were identified from these terms.  The search terms are short phrases, sometimes as 
short as a single word, and often very specific.  These properties make other possible 
algorithms or methods for clustering responses inappropriate. 
Validation of Correlated Search Terms 
Following organization of search terms into conceptual domains, I sought to validate the 
findings from the digital database.  While there are many potential advantages of research 
involving search histories, the novelty of such data requires that we assess their performance 
using existing sources.  If the Google identified correlates of perceived partner sexual 
infidelity are also found in other data sources, then I have evidence about the exploratory 
effectiveness of the method outlined above. While future work may generate potential 
correlates without this recourse to other data sources, this initial endeavor into search term 
pattern exploration necessitates careful evaluation. 
This validation was accomplished in two ways.  First, I identify theoretical rationale 
supportive of a correlation between perceived partner sexual infidelity and the observed 
conceptual domain.  Second, I use data from Wave IV of the National Longitudinal Study of 
Adolescent Health (Add Health) to test the associations observed in the Google search 
database.   
The National Longitudinal Study on Adolescent Health (Add Health) is a nationally 
representative sample of more than 20,000 adolescents in grades 7–12 in 1994–1995 in the 
United States (Harris et al. 2009). The respondents were followed in three additional in-home 
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interviews in 1996 (Wave II), 2001-02 (Wave III), and 2008 (Wave IV). Add Health is 
school-based with the school sample stratified by region, ethnic mix, size, urbanicity 
(urban/suburban/rural), and school type (public/private/parochial).  The Add Health data set 
provides a unique and, in many ways, ideal data set to further explore correlations identified 
using search engine data.  The individuals in the data set are, as of the most recent wave of 
data collection, in their mid-20s to early 30s.  Individuals in this age range are likely to be 
both heavily using computers and Internet based technology and dealing with cohabiting and 
marital relationships.  This dataset includes information about both sexual fidelity in the last 
or current relationship and perceived partner sexual fidelity.  In addition, the large sample 
size, combined with variety of questions provides the power and range to explore a varied set 
of possible correlations. The analytic sample (N=14,346) was limited to those who reported 
on a current or recent romantic relationship, as only these individuals were asked about their 
perceptions of the partner’s sexual infidelity. A description of this sample is available in 
Table 1.1. While the Google identification focused on marital relationships, I use all romantic 
relationships for this validation.  This choice is necessary to examine some identified 
correlates, as certain measures, like intravenous drug usage, are rare in this sample.  To 
account for this difference, I include controls for relationship type (marital, cohabiting, and 
dating/pregnancy) in all multivariate analyses. 
Indicators for each conceptual domain identified in the Google analysis were compiled 
from available survey items in Add Health.  Correlations between these domains and 
perceived sexual infidelity were tested using the data from Add Health with two forms of 
statistical modeling.  Individuals in this sample answered questions about themselves and 
also about their current or most recent relationship.  Perceived sexual infidelity is measured 
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with a dichotomous indicator from the question “As far as you know, during the time you 
and <Partner> had a sexual relationship, has <Partner> ever had any other sexual partners?”  
While this measure may appear different than the search terms above, they appear to capture 
similar concepts and meanings.  Though it could be posited that the “cheating” terminology 
has a different valence from this variable, that phrasing is how individuals seek information 
regarding sexual infidelity.  The ratio of searches for a cheating husband or wife to sexual 
infidelity is 75:1.  For most individuals, there may therefore be no difference in connotation 
between these terms.   
Two sets of models were estimated to test the association between perceived partner 
sexual infidelity and the concept identified from Google search terms.  First, bivariate 
relationships between perceived infidelity and the indicator of interest were estimated with 
logistic regression.  This model tested whether the correlations observed at the population 
level in the Google data are also found at the individual level among Add Health 
respondents.  A second set of models were estimated with multivariate logistic regression, to 
test the relationship between perceived infidelity and the conceptual domain, controlling for 
population composition factors.  Included controls are age at the end/current point in the 
relationship, sex, highest education level attained, race, relationship duration, relationship 
type (marriage, cohabitation, or dating) and personal infidelity. These models allow me to 
test whether, in addition to identifying existing correlations, Google search data can add 
information to predictive models of perceived sexual infidelity. All models using the Add 
Health data account for the complex survey design using the svy command in STATA 12 
(StataCorp 2011). Models were estimated using respondents with complete information on 
all modeled variables, so the number of individuals used differs between models (N=13,110-
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14,346) due to missing data.  As all available indicators are tested for each identified 
conceptual domain, there is a possibility that by chance I would observe a number of 
significant effects.  To account for the threat posed by multiple testing, I perform a 
Bonferroni correction within each conceptual domain to take into account the number of 
indicators utilized to measure that domain.  All denoted p-values correspond to the corrected 
equivalent for the given level. 
 
Results 
Eleven conceptual domains were constructed from the search terms identified by 
Google Correlate as having similar patterns as terms for perceived partner sexual infidelity.  
These domains were: physical appearance, video game playing, debt trouble, job seeking, 
pregnancy, health issues, drug usage, gun ownership, used cars, and religion.  Table 1.2 
shows the search terms that comprise these groups.  While the gendered nature of search 
terms (husband or wife or spouse) was not generally relevant, it does appear relevant in 
measures of personal appearance. In this domain, women reported worrying about weight 
status while men reported concern over fitness and strength.  
Theoretical Validation 
Below I discuss the theoretical relevance of the conceptual domains in which search 
terms were most commonly identified in relation to searches of infidelity. 
Physical Appearance 
27 
 
While mate desirability is determined by a number of factors, one of the most 
important dimensions is physical attraction.  Faced with contemplated or actual infidelity of a 
sexual partner, an individual may seek to re-establish sexual exclusivity by becoming a more 
desirable mate prospect than the alternative sexual partner.  Therefore, to become more 
desirable to their partner, an individual can improve how attractive he or she is.  Physical 
attractiveness is, of course, constructed by personal and cultural preferences and 
idiosyncrasies; however, there appear to be some common factors, especially for the current 
American context.   
For women, while there is cultural variation with regards to weight distribution and 
acceptable weights (Cunningham, Roberts, Wu, Barbee, and Druen 1995), body mass index 
(BMI) is a powerful predictor of sexual attractiveness (Tovee, Reinhardt, Emery, and 
Corneilssen 1998).  Men report intermediate (i.e. “healthy” weight) as the most attractive 
(Tovee, Reinhardt, Emery, and Corneilssen 1998), though women believe men desire them to 
be even thinner (Buss 2003). Given the prevalence of obesity among adults in the United 
States (Flegal, Carroll, Ogden, and Johnson 2002), a belief in improving attractiveness for 
women will commonly take the form of a belief in needing to lose weight. 
For men, physical attractiveness has different signals. Women report finding men 
with broader shoulders, muscled chests and narrow waists attractive (Dixson, Dixson, 
Bishop, and Parish 2010; Horvath 1981) and men are aware of these preferences (Horvath 
1981). We would anticipate that men who feel themselves deficient in this area would be 
more likely to perceive their wives as sexually unfaithful. 
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Thus, we would expect associations between perceived partner infidelity and beliefs 
about deficiency in physical appearance.  It should also be noted that these correlations could 
be generated in the reverse direction.  The degradation of an individual’s appearance, from 
weight gain or poor exercise, leads them to be less attractive than other potential sexual 
partners, so they begin to worry about the sexual faithfulness of their partner. 
Video Game Playing 
Multiple pathways could link videogame usage to perceived partner infidelity.  The 
association could arise from population composition. Individuals who play videogames are 
more likely to be young (over 70% are under 50 years old) and male (2011 Entertainment 
Software Association calculations), attributes linked to sexual infidelity and perceived 
infidelity. Video games, as potential competitors for shared time with a partner, could also be 
a source of relationship difficulty and dissatisfaction.  Alternatively, an individual’s 
excessive investment in video game playing could result in the partner seeking out additional 
sexual relationships.  
 
Debt Trouble 
Relationship difficulties can often be traced to life stressors to which the couple is 
exposed (for review, see Bradbury, Fincham, and Beach 2000).  Finances are a common 
source of relationship difficulty and predict, among other outcomes, a couple’s likelihood of 
divorce (Poortman 2005). In times of economic uncertainty and trouble, there are pressures 
applied to the relationship, increasing the likelihood of partner sexual infidelity. 
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Job Searching 
Similarly to debt, unemployment is a stressful experience that can decay the social 
support provided by a marital partner (Atkinson, Liem, and Liem 1986).  In addition to the 
general stress to the relationship, unemployment can reduce an individual’s sense of self-
worth (Clark, Georgellis, and Sanfey 2001).  Taken together, we would anticipate that the 
unemployment experience could either lead to partner’s infidelity or, by increasing 
insecurity, increase fear of losing a partner through sexual infidelity.   Job searching could 
also be a product of sexual infidelity as sexual infidelity triggers relationship dissolution 
which leads to an individual establishing economic independence.  Most of the job searches 
associated with perceived infidelity were in highly gendered female fields, such as nursing or 
education.  As men are more likely to be engaged in sexual infidelity, the data could indicate 
female dissolution of the marriage and establishment of economic self-support. 
Pregnancy 
Pregnancy, controlling for other demographic factors, is predictive of male sexual 
infidelity (Whisman, Gordon, and Chatav 2007).  Following child birth, marital satisfaction 
declines (Twenge, Campbell, and Foster 2003) and as satisfaction and relationship quality are 
predictive of infidelity (Allen, Rhoades, Stanley, Markman, Williams, Melton, and Clements 
2008; Bell, Turner, and Rosen 1975; Edwards and Booth 1976; Plack, Kroger, Allen, 
Baucom, and Hahlweg 2010; Prins, Buunk, and Vanyperen 1993), this decline should 
increase the likelihood of sexual infidelity and consequently perception of the same.   
Health Issues 
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Health problems, like economic trouble, can induce stress in a relationship, and this 
stress could degrade the quality of the relationship (for review, see Bradbury, Fincham, and 
Beach 2000).  As individuals become more dissatisfied with the relationship, perceptions of 
either actual or potential infidelity of a partner increase.   An individual’s health concerns 
may reduce the frequency of sexual intercourse in a relationship, resulting in the partner 
seeking other sexual relationships.  Previous work has found evidence of the relationship 
between an individual’s health and their partner’s attachment to the relationship among brain 
cancer patients, where diagnosis of cancer leads to increased abandonment of a female 
partner by her husband almost double that observed in the general population (Glantz, 
Chamberlain, Liu, Hsieh, Edwards, Van Horn, and Recht 2009).  
Drug Usage 
Usage of illicit substances is associated with sexual concurrency (Adimora et al. 
2002; Adimora, Schoenbach, and Doherty 2007).  As both a relationship stressor and a 
primary risk factor, we would expect to find drug usage associated with not only sexual 
infidelity, but also perceptions of a partner’s infidelity. 
 
Gun Ownership 
While existing theories of gun ownership and orientation primarily focus on crime 
response or attitudes, there is evidence that mistrusting and pessimistic outlook are also 
associated with gun ownership (Williams and McGrath 1976).  In this vein, one study found 
that states with higher mutual distrust also have higher rates of gun ownership (Hemenway, 
Kennedy, Kawachi, and Putnam 2001).  If gun owners are more likely to distrust others than 
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non-owners, then we would expect gun owners to be similarly distrustful of their partners’ 
sexual fidelity.  A bivariate analysis of current General Social Survey data provides some 
support for this position; individuals who have guns in their household report extramarital 
sex as more “wrong” than expected were the variables independent. 
Used Cars 
The search for used cars is potentially indicative of economic troubles.  As with debt 
concerns, this economic trouble could impose stress on a relationship.  This stress could lead 
to degradation of the relationship, which could manifest as either distrust of a partner’s 
fidelity or the partner actually engaging in an extramarital affair.  Alternatively, the search 
for a used car could be indicative of a leaving a relationship as the individual seeks to 
establish economic independence or require their own transportation. 
Religion 
While religious service attendance is negatively associated with an individual’s 
likelihood of engaging in extramarital sexual activity (Atkins and Kessel 2008; Choi, 
Catania, and Dolcini 1994), it is less clear how religion may influence perceptions of a 
partner’s infidelity.  Many religions common to the United States have particular emphasis 
on sexual exclusivity in marital relationships.  Among the observed search terms, many 
explicitly refer to the Christian faith.  Within this religious tradition, views toward 
extramarital sexual relationships are outlined in both commandment (“Thou shall not commit 
adultery”-Exodus 20:14) and epistle (“Do not be deceived: neither the immoral, nor 
idolaters, nor adulterers… will inherit the kingdom of God”-I Corinthians 6:9) form.   
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Attention to and relevance of religious strictures could therefore be associated with greater 
attention to fulfilling this injunction. 
Empirical Validation 
The second validation strategy uses Add Health data to observe whether the 
correlations observed in the Google data also exist at the individual level in survey data.  For 
each domain uncovered from search terms, I selected measures relevant to the concept.  A 
complete list of variables constructed is available in Table 1.3.  However, some of the 
relationships could not be tested in the Add Health data. The association between recent 
pregnancy and perceived infidelity was not tested because the available measure of partner 
infidelity lacks a time reference and is therefore unable to be linked to a specific pregnancy 
period.  As no measures of car ownership patterns were available in the data, the association 
between perceived infidelity and used car ownership was also not examined.   
In the bivariate models (shown in the left column of Table 1.4), indicators of all 
concepts (except video game playing) were significantly associated with perceptions of 
partner infidelity.  In all cases but religious service attendance, observed significant 
associations were in the hypothesized direction, providing support for the theoretical 
arguments.  While the correlated searches suggested that more religious individuals would be 
more likely to suspect partner infidelity, the opposite was found in the survey data.  BMI, 
debts outnumbering assets, unemployment (both general and specifically those looking for 
work), worse general health, physical limitations, diagnosed illnesses and conditions 
(depression, PTSD, and anxiety), non-prescribed use of prescription drugs (sedatives, 
tranquilizers, stimulants, pain medicine), use of illegal drugs (marijuana, cocaine, crystal 
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meth, other drugs, injected drugs, and frequency of marijuana usage), and having stabbed or 
shot someone in the last 12 months were all associated with increased likelihood of perceived 
partner sexual infidelity.  In contrast, higher levels of income and church attendance are 
associated with decreased likelihood of perceiving the relationship partner to be sexually 
unfaithful. 
In multivariate models (shown in the rightmost column in Table 1.4) including 
controls, I found a number of correlates still significantly associated with perceived partner 
infidelity.  Controlling for these background factors, measures of four search identified 
domains are significantly associated with perceived sexual infidelity.  High levels of church 
attendance are associated with lower likelihood of distrusting partner’s faithfulness.  
Measures of health (general health and depression), drug usage (sedative misuse, tranquilizer 
misuse, stimulant misuse, cocaine usage, methamphetamine usage, and injecting drugs), and 
gun ownership (shot or stabbed someone in the last year) were associated with higher 
likelihood to perceive partner sexual infidelity. 
Conclusions 
Search engine databases have exciting potential as tools for social research.  The 
volume and variety of data that are constantly collected about individual preferences and 
behaviors can serve an important research role.  Particularly in the context of sensitive topics, 
like sexual behaviors and attitudes, the use of these data may provide an important addition 
to current data collection methods. This paper has demonstrated a possible use of search 
engine data for exploratory purposes.  Using temporal and spatial correlations between 
search terms, I have located concepts that are associated with perceptions of a partner’s 
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infidelity.  The concepts located in this manner were validated with two different tests.  
Theoretically, I would expect to find associations between perceived infidelity and the 
identified topics.  I also discovered correlations between these concepts and perceptions of 
partner infidelity in an empirical test using individual level survey data. 
Using this search engine database, I was able to extract meaningful information about 
perceptions regarding the sexual infidelity of a partner.  Rather than random search terms, 
there was a remarkable consistency in the terms that were correlated with perceived partner 
sexual infidelity; “loan” appeared in 1% of all correlated searches, “Bible” appeared in 1% of 
all correlated searches, and 1.5% of the identified searches included the word “job.”  The 
consistency of these search terms suggests that these terms are capturing shared concepts, 
rather than random Google inputs.  
Not only are there common concepts captured by these search terms, but the 
identified concepts are related to perceived partner sexual infidelity.  Theoretically, there are 
reasons to expect that the associations between perceived infidelity and the identified 
concepts located using Google searches would be also found at the individual level.  In 
addition to this theoretical justification, there is empirical support that the identified search 
domains are related to perceived partner infidelity in the Add Health Data. Measures for 
seven of eight conceptual domains are correlated with perceived partner infidelity at the 
population level were similarly correlated at the individual level.  These correlations are also 
in the direction suggested by theory.  The sole unsupported domain is perhaps unsurprising 
given the close links between the internet and video games. 
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In addition to highlighting a new data source for social research, this paper adds to the 
existing literature on perceptions of a partner’s sexual infidelity.  The multivariate analysis 
tested whether the identified correlates allowed better prediction of perceived partner 
infidelity than basic individual and relationship characteristics.  Finding significant 
associations, even after controlling for compositional factors like age and sex, suggest that 
the tested conceptual domain can help explain perceptions of sexual infidelity. Measures of 
health, drug usage, religious attendance and gun ownership were significantly associated 
with perceived partner infidelity in these models and should be included in future 
explorations of this topic. These concepts have not been previously linked with perceived 
partner sexual infidelity.  Search engine data has therefore identified novel behavioral 
correlates for future study. 
Though this paper represents a first step in the usage of aggregate digital data, it 
highlights both concerns and possibilities for research in this area.  While the existence and 
nature of error in social data is a topic of much research, digital data may provide unique 
challenges in this regard.  The volume of data collected means that certain features of internet 
inquiry are likely to be represented.  For example, despite the relatively weak theoretical 
justification and no empirical support, one of the most commonly cited search domains in the 
dataset was video game playing.  Researchers should employ a healthy skepticism towards 
topics endemic to internet searches.  The use of digital data also reinforces the importance of 
clarity of unit of analysis to avoid the ecological fallacy.  The data used in this paper refer to 
population level associations involving perceived sexual infidelity of a partner.  However, 
other sources may refer to different aggregates, such as the individual or the internet 
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browsing session.  Careful attention to both the unit on which the information is collected 
and to which the findings are being applied is required.   
Future work on this particular source of data could take advantage of even more 
detailed information.  In addition to identifying a correlation between a search term and the 
term of interest, Google Correlate reports the strength of this association.  Future work could 
take advantage of this measure and potentially incorporate it into model expectations.  If 
anything, this work uses only the most basic available internet data-location and time.  
Companies like Google, Facebook, and Amazon create complete profiles of individuals with 
full internet histories.  These data allow examination of individual level behavior, rather than 
the aggregate data that I used for this project.  While academics may not currently have 
access to this information, future work may be able to leverage such a wealth of information. 
While many concerns face the continued use of surveys, both in general and in the 
specific case of sexual behavior, using online records is one possible solution.  This paper 
shows that our reliance on survey data could be reduced in the future with the application of 
novel data sources.  In specific circumstances, such as the study of sensitive topics or 
exploratory work, digital records provide an excellent, yet underutilized source of data. That 
this free and easily accessible data source yields meaningful results consistent with findings 
from other data sources suggests that we should continue to imagine ways to make use of 
digital data.
  
Cohabitation and Sexual Infidelity in American Young Adults 
 
Recent decades have witnessed profound change in the patterns of marriage and 
cohabitation in most industrialized societies.  The structural and cultural shifts in modern 
Western society from an almost universal engagement in marriage to an increasing diversity 
of family forms have wide ranging implications and consequences.  While there are a number 
of behavioral and contextual differences between cohabitation and marriage, the mechanism 
of these differences is not fully understood by current scholarship.  For example, research on 
sexual infidelity has commonly studied marriages, exploring what factors might predict the 
likelihood of such behavior within these unions; however, the same investigations have not 
been extended to cohabiting couples.  Despite almost universal expectations of exclusivity in 
both cohabitation and marriage, respectively 94% and 99% of individuals in such unions 
report expecting their partner to be sexually faithful (Treas and Giesen 2000), marriages and 
cohabiting unions exhibit different rates of sexual fidelity.   
To date, the basis of these observed differences is incompletely understood.  The 
infidelity difference between marriage and cohabitation may indeed be the result of structural 
differences that impact engagement in infidelity.  However, this observed association 
between relationship type and infidelity may be due to selection into either cohabitation or 
marriage; individuals and relationships predisposed to infidelity may be those less likely to 
transition to marriage.   
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The current paper examines the association between cohabitation and sexual infidelity, 
attempting to address this potential relationship selection.  I address the selectivity of 
cohabitation by comparing cohabiting unions to marriages with a history of cohabitation and 
the selectivity of marriage by using an instrumental variable approach.  This paper also 
explores how relationship type, cohabitation and marriage, may moderate the association 
between previously identified social factors and sexual infidelity. 
1. Infidelity 
In the modern Western setting, most “serious” romantic relationships include an 
expectation of sexual exclusivity, with individuals in both marital and cohabiting 
relationships almost universally expecting partner sexual exclusivity (Treas and Giesen 
2000).  While alternative arrangements may exist, such as “open” marriages or “friends with 
benefits,” the transition from casual dating to committed relationship typically contains the 
assumption of sexual monogamy for modern American relationships.  To fix terms, I refer to 
the violation of sexual exclusivity in a relationship which generally presupposes its existence 
- cohabitation or marriage - as sexual infidelity rather than the host of previously employed 
terms (e.g., extra-pair copulation, extra-dyadic sex, extramarital sex, extramarital infidelity, 
cheating, having an affair).  As this study differs from most previous work in examining 
sexual infidelity in relationships other than marriage, I label previous findings regarding 
sexual infidelity in marriage as marital infidelity  
Sexual faithfulness is consistently reported as one of the most important factors in a 
relationship.  While there are variations in acceptance of sexual infidelity across religion, 
urban setting, education, income, family type, race and politic alignment (Smith 1994), 
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Americans continue to assert the importance of exclusivity in sexual relationships (Laumann, 
Gagnon, Michael, and Michaels 1994).  Over 90% of Americans, in a nationally 
representative survey of adults aged 18-55 (National Health and Social Life Survey) reported 
that marital infidelity was “always wrong” or “almost always wrong” (Laumann, Gagnon, 
Michael, and Michaels 1994), as did over 94% of older Americans in the more recent 
National Social Life, Health, and Aging Project (NSHAP) in 2005-6.  The acceptance of 
infidelity in recent rounds of the General Social Survey (GSS) suggests similar levels of 
disapproval.  Even for currently married individuals who report that sexual infidelity is never 
wrong, only 18% have had an extramarital partner within the last year and 25% have never 
had an extramarital sex partner (Smith 1994). 
Despite this almost universal denunciation, infidelity is a very real experience for 
many relationships.  Studies from the mid-20
th
 century in the United States estimated 
between about a quarter and half of all married men or women reported ever having 
extramarital sex during their marriage  (Kinsey, Pomeroy, and Martin 1948; Kinsey, 
Pomeroy, Martin, and Gebhard 1953).  However, these early studies were limited by non-
representative samples and provided little incentive for respondents to report truthfully about 
sexual behavior.  More recent estimates from nationally representative samples suggest that 
15-25% of married or previously married Americans have ever had an extramarital sexual 
relationship during their marriage (Laumann, Gagnon, Michael, and Michaels 1994). 
 
Costs and Consequences of Sexual Infidelity 
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Sexual infidelity within a relationship has consequences for not only the sexually 
unfaithful individual, but by all those connected, both sexually and socially. Each additional 
partner and sex act is an additional exposure to disease contraction, so those who engage in 
sexual infidelity are more likely to contract sexually transmitted infections.  Individuals 
involved in temporally overlapping sexual relationships have higher rates of human 
papillomavirus (HPV) (Javanbakht et al. 2010) and shorter gaps between partners are 
associated with higher incidences of bacterial based sexually transmitted infections (Kraut-
Becher and Aral 2003). Mathematical models have suggested concurrent sexual partnerships, 
such as those created by sexually unfaithful partners, are an important component in 
understanding disease transmission in HIV/AIDS (Kretzschmar and Morris 1996; Morris and 
Kretzschmar 1997). In addition to increasing their own health risk, sexually unfaithful 
individuals operate as “bridges” among sexual networks, increasing the risk of their sexual 
partners contracting these diseases as well.  These patterns may have consequences outside 
the relationship dyad for the entire sexually active population. 
In addition to disease risk, individuals who have sex with additional partners risk 
having a child (Bongaarts 1978; Davis and Blake 1956). A child born outside of the primary 
relationship could stress relationships, impose financial costs, and divide attention from any 
existing children. With the low prevalence of polygamous groups in the modern American 
context, a child born in these circumstances will most likely be nonresidential and likely 
experience worse health and mental outcomes than if both parents were in residence (e.g., 
Bronte-Tinkew, Horowitz, and Scott 2009). 
Sexual infidelity is a well-documented disruptor of relationships.  Clinicians 
traditionally view infidelity as one of the most damaging and difficult issues to treat 
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(Whisman, Dixon, and Johnson 1997).  It is estimated that a majority of couples in clinical 
couples therapy are there, in part, due to marital infidelity (Glass and Wright 1988; 
Humphrey 1983).  Longitudinal studies following couples found that infidelity is one of the 
most important predictors of later marital dissolution and serves as a mediator of other 
predictive factors (demographic and life course variables) of divorce (Amato and Rogers 
1997). 
Correlates and Predictors of Sexual Infidelity 
The variety and severity of these potential consequences makes understanding the how 
sexual infidelity occurs a crucial endeavor.  With limits on both data and measurement, 
causal relationships are difficult to ascertain on this topic.  Consequently, research into 
sexual infidelity has proceeded through identifying social factors associated with the 
behavior.  Numerous social attributes  have demonstrated association with sexual infidelity 
(for review, see Blow and Hartnett 2005).  Conceptually, these correlates of sexual infidelity 
can be organized into three primary domains: the individual, the environment, and the 
relationship. 
Many individual factors are correlated with sexual infidelity.  Education (Atkins, 
Baucom, and Jacobson 2001; Traeen and Stigum 1998), age (Atkins, Baucom, and Jacobson 
2001; Edwards and Booth 1976; Plack et al. 2010; Wiederman 1997), history of divorce 
(Atkins, Baucom, and Jacobson 2001; Wiederman 1997), personal views on the acceptability 
of sexual infidelity (Smith 1994; Wiederman 1997), religious affiliation and views (Burdette, 
Ellison, Sherkat, and Gore 2007), and regular religious service attendance (Atkins, Baucom, 
and Jacobson 2001; Atkins and Kessel 2008; Choi, Catania, and Dolcini 1994) are all 
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associated with sexual infidelity.  Males tend to engage in or seek out such relationships at 
higher rates than females (Traeen and Stigum 1998), though there is evidence suggesting 
some of this sex difference may be due to differences in risk seeking behavior (Lalasz and 
Weigel 2011). 
Environment external to the relationship is also associated with sexual infidelity.  
Living in an environment with a large number of alternative possible relationships (high 
population or dense population center) is associated with higher likelihood of sexual 
infidelity (Plack et al. 2010; Traeen and Stigum 1998). Even when controlling for income, 
married individuals employed outside of the household are more likely to be sexually 
unfaithful (Atkins, Baucom, and Jacobson 2001). Labor force participation gives an 
individual a chance to encounter people without, for most, the presence of their romantic 
partner.  Spending time with coworkers and work based travel are associated with higher 
incidence of sexual infidelity (Plack et al. 2010; Traeen and Stigum 1998). This opportunity 
structuring could explain existing differences between male and female reports of lifetime 
marital infidelity.  The historic sex disparity in labor force participation could mean men, by 
virtue of working outside the home, met more possible partners than women, increasing their 
likelihood of engaging in sexual infidelity.  As women in recent cohorts have joined the labor 
force, this opportunity differential and thus the disparity between male and female 
engagement in sexual infidelity have decreased (Laumann, Gagnon, Michael, and Michaels 
1994). 
  As sexual infidelity occurs within the context of an existing relationship, it is 
unsurprising that relationship factors are closely related to sexual infidelity.  Longer 
relationships increase the period exposed to risk and are therefore associated with higher 
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levels of infidelity (Glass and Wright 1977; Plack et al. 2010).  Relationship satisfaction and 
perceived relationship quality are also predictive of infidelity and infidelity desires (Allen et 
al. 2008; Bell, Turner, and Rosen 1975; Edwards and Booth 1976; Plack et al. 2010; Prins, 
Buunk, and Vanyperen 1993).  Sexual satisfaction, particularly of men, is associated with a 
decreased likelihood of engaging in sexual infidelity (Traeen and Stigum 1998).  
Relationship type is also relevant; cohabiting and dating relationships are less likely to be 
defined by sexual exclusivity (Forste and Tanfer 1996) and cohabitating individuals engage 
in sexual infidelity at higher rates than those who are married (Traeen and Stigum 1998; 
Treas and Giesen 2000). 
This last finding suggests an important limitation of current research.  Work 
examining sexual infidelity has been almost universally limited to marital relationships.  
Cohabiting unions differ from marriages in fundamental ways, so generalizing our 
understanding of marital behaviors, like sexual infidelity, to cohabiting unions may be 
invalid. Cohabiting unions differ from marriages, not only in the structure of relationships, 
but also in the type of individual selecting into each relationship. As a consequence of these 
differences, we might expect differences not only in levels of sexual infidelity, but in what 
factors are relevant for this behavior as well. 
2. Cohabitation 
Cohabitation is the sharing of a single residence by two romantically involved, 
unmarried individuals. In the developed world, this relationship is becoming increasingly 
common.  From 1960 when there were slightly over 400,000 such couples, the Census 
Bureau reports more than 4.8 million cohabiting couples in the United States today.   Over 
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the period 1995-2002, data from the National Study of Family Growth (NSFG) show that the 
percent of women aged 15-44 who are currently cohabiting rose from 3% to 12%. Today, 
almost half of all men and women aged 15-44 report having cohabitated at least once 
(Goodwin, Mosher, and Chandra 2010).  
Marriage and cohabitation appear to differ with regard to purposes, processes, and 
development.  While most individuals define marriage as an institution, the definition of 
cohabitation is less clear.  These structural differences manifest from the outset: marriage is 
defined by an event (e.g. a wedding or a visit to the courthouse) but the fuzzier transition to 
cohabitation is perhaps better described as a sliding or drifting through a sequences of 
incremental steps and decisions (Manning and Smock 2005).  Though marriage, as an 
institution, assumes a long-term commitment and sharing of resources, the numerous, 
potential forms of cohabitation make it an “incompletely institutionalized institution” (Waite 
1995).  Indeed, while the institution of marriage is generally conceived of for purposes of 
family-building and life-long commitment, cohabitation can take on a number of specific 
different forms for participants: substitution for marriage, precursor to marriage, trial 
marriage, and co-residing daters (Casper and Sayer 2000). The ultimate goal of cohabiting 
unions is mixed as well (Bumpass, Sweet, and Cherlin 1991; Casper and Bianchi 2001).  
Though few couples view cohabitation as an alternative to marriage (Heuveline and 
Timberlake 2004), not all cohabiting individuals see themselves as part of the marriage 
pathway (Manning and Smock 2002). The remarkable heterogeneity within cohabitation 
suggests that, cohabiting sexual infidelity may be a different process than marital infidelity.  
Theoretical Framework 
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 Currently in the United States, in both marriage and cohabitation there is an 
expectation of sexual exclusivity, but these relationships differ in reported levels of sexual 
infidelity (Treas and Giesen 2000).  This difference could be due to either the selectivity of 
relationship type or differences between cohabitation and marriage that influence the 
decision to engage in infidelity. 
 As previously noted, cohabiters differ from married individuals on many dimensions, 
such as race, education and income (for review, see Smock 2000).  In addition, cohabiters 
may desire less structured relationships, be less family oriented, and desire more autonomy 
within the relationship than married individuals (Axinn and Thornton 1992; Clarkberg, 
Stolzenberg, and Waite 1995).  As these personal characteristics predict who cohabits and, 
similarly, who engage in sexual infidelity, these characteristics may be responsible for the 
observed difference in reported infidelity between married and cohabiting individuals, rather 
than the state of cohabitation itself.  The selective nature of cohabitation and marriage may 
therefore be an important component of the association between relationship type and sexual 
infidelity. 
It is also possible that the state of marriage is protective of sexual infidelity.  In terms 
of potential costs and benefits, cohabitation may be more structurally suited for violating 
sexual monogamy.  Sexual infidelity, and the increased risk it poses for union dissolution, 
could be more problematic for marriage than cohabitation as actors incur larger social 
penalties, directly or indirectly, for their behavior in this context.  Marriage may also limit 
the opportunities or increase the difficulty for an individual to engage in sexual infidelity. 
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The legal, social, economic, and emotional commitments of marriage imply higher 
direct costs for dissolving a marital tie than a cohabiting one.  Marriage assumes a long-term 
contract (“til death does us part”), creates co-insurance through sharing economic and social 
resources, benefits from economies of scale, and creates connections to other individuals and 
groups (Waite 1995), which cohabitation may not.  Marriage is a “sticky” social institution 
that embeds individuals in a web of ties to other people and institutions, such as church; tie 
formation which cohabitation often inhibits (Stolzenberg, Blairloy, and Waite 1995).  These 
social connections and obligations increase the costs of marital dissolution relative to that of 
a cohabiting union. 
 In addition to these direct costs, sexual infidelity can indirectly impose costs via loss 
of anticipated benefits.  Classic research suggests that marriage serves as a unit wherein 
members exchange goods and services (Becker 1981).  Sexual infidelity increases the 
likelihood of union dissolution, potentially risking these benefits.  Cohabiting unions, by 
virtue of their “incomplete institutionalization” (Waite 1995), may not include this form of 
resource exchange.  Consequently, potential loss of money, goods, and services is expected 
to be lower for dissolution of a cohabiting union than divorce. The disparity in indirect costs 
would suggest that cohabiting individuals should be more likely to engage in sexual infidelity 
than their married counterparts due to the nature of the relationship. 
 While an individuals’ calculation may indicate that sexual infidelity is less costly in 
cohabitation than marriage, the infidelity decision is not necessarily made in such a rational 
manner.  Research indicates that in many situations, individuals may engage in emotional or 
motivated reasoning, rather than rational calculation (Kunda 1990).  Even when the cognitive 
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task is accomplished in a “heated” state rather than purely logically, there are structural 
differences between cohabitation and marriage that may result in behavioral differences.  
Cohabiting individuals may have more opportunity for sexual infidelity than married 
individuals due to differences in time spent without their partner present.  Leisure time and 
attitudes towards leisure are associated with whether a relationship transitions to marriage 
(Clarkberg, Stolzenberg, and Waite 1995), so time spent together is higher for married 
individuals than non-married individuals.  This difference has been observed in time used for 
exercise, where married and non-married individuals significantly differ in the time spent in 
this pursuit  (Nomaguchi and Bianchi 2004).  Unshared leisure time or time spent apart in 
personal pursuits creates an opportunity for sexual infidelity.  Insofar as cohabiting partners 
spent less time together than married individuals, we would therefore expect more cohabiters 
to be sexually unfaithful than married individuals. 
 Sexual infidelity may be more psychologically difficult for married individuals than 
cohabiting individuals.  Individuals seek to minimize the cognitive dissonance, or the 
differences between their existing beliefs and desires (Festinger 1957).  Faced with 
contradictory views, individuals can experience a variety of responses, ranging from 
inconvenience to anger, which they seek to alleviate by rationalizing their actions or beliefs.  
The belief in sexual exclusivity is at odds with the act of sexual infidelity, but marriage and 
cohabitation may differ in the magnitude of cognitive dissonance evoked when confronted 
with sexual infidelity.  Marital relationships are generally understood as a lifelong 
commitment to a single partner, a conception in stark opposition to sexual infidelity.  In 
contrast, cohabitation is not uncommonly a relationship of convenience or temporary utility. 
Even though sexual exclusivity is assumed in this case, such a relationship history is less 
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incompatible with sexual infidelity than is marriage. These differences in relationship and 
future expectations between cohabitation and marriage make resolving the dissonance of 
sexual infidelity more difficult within marriage than within cohabitation.  This greater 
dissonance means that a married individual is likely to face a higher cognitive and 
psychological burden to reconcile their sexual infidelity decision than would a cohabiter.  As 
a result of this additional burden, we would expect married individuals to experience lower 
rates of sexual infidelity than cohabiters. 
Institutional differences between cohabitation and marriage could be responsible, not 
only for differences in reported levels of infidelity, but in how individuals decide to be 
unfaithful in each type of relationship. For example, as cohabitation is less normatively 
sanctioned than marriage, individuals who defy normative expectations by cohabiting may 
find that similar group expectations less relevant for future behavioral decisions, like sexual 
infidelity. While religious belief and attendance reduce sexual infidelity in marital unions, 
individuals who violated religious injunctions by cohabitating may not be subsequently 
influenced by similar religious decrees concerning infidelity. The stigma of “home 
wrecking,” may limit potential partners for all but the most attractive married individuals.  
The lack of this stigma for cohabiting unions may make attractiveness less significant for 
sexual infidelity in the context of cohabitation.  Differences between cohabitation and 
marriage could mean that our understanding of relationship behaviors, like infidelity, 
developed by studying marriage may not apply to other relationship types. 
This study explores these possible differences in sexual infidelity in the marital and 
cohabiting contexts.  First, I use a new source of data on partner infidelity, the National 
Longitudinal Study of Adolescent Health, to test the association between relationship type 
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and sexual infidelity.  Any association between these variables could be due to either 
selection into cohabitation or relationship status.  To address the selective nature of 
cohabitation and marriage, I use both limited samples and an instrumental variable approach 
to estimate the causal influence of union type on sexual infidelity.  Finally, I examine 
whether social correlates of sexual infidelity are moderated by relationship type with models 
stratified by relationship type. 
 
3. Data 
For this study I use of data from Wave IV of the National Longitudinal Study of Adolescent 
Health (Add Health).  Add Health is a nationally representative sample of more than 20,000 
adolescents in grades 7–12 in 1994–1995 in the United States (Harris et al. 2009). The 
respondents were followed in three additional in-home interviews in 1996 (Wave II), 2001-
02 (Wave III), and 2008-09 (Wave IV), when 15,701 of the original respondents were most 
recently interviewed.  This data source is ideal for this study for its limitation to a small age 
group of individuals and the specific age of individuals involved.  By being limited to such a 
targeted age range, the previously observed cohort and period effects on sexual infidelity are 
minimized.  Consequently, I am able to use the full sample without this additional 
complication of these potentially confounding effects.  At Wave IV, Add Health respondents 
ranged in age from the mid-20s to early 30s, a period in which relationship formation and 
activities are particularly salient.  Individuals in this age group engage in a variety of 
relationship interactions and forms (of those with complete information on variables in this 
study, 6,285 individuals report their current or most recent relationship as a marriage while 
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3,651 report the relationship as cohabitation). The current data provides sufficient sample 
size for the proposed models.  After limiting the sample to those either married or in 
cohabiting relationships in their current or most recent relationship, there is a sample of 9,936 
respondents with valid and complete information (see Table 2.1 below).  
Measurement of Sexual Behavior 
Since Kinsey’s pioneering work (Kinsey, Pomeroy, and Martin 1948; Kinsey, 
Pomeroy, Martin, and Gebhard 1953), researchers have questioned the accuracy of sexual 
behavior measures.  Direct observation of respondent sexuality is typically prohibited for 
ethical or legal concerns, so studies rely almost exclusively on self-reports of sexual 
behavior.  Though diaries or other contemporaneous measurements have been used to 
measure sexual behavior (Forenberry, Orr, Katz, Brizendine, and Blythe 1997; Katz, 
Fortenberry, Tu, Harezlak, and Orr 2001; Ramjee, Weber, and Morar 1999), most studies 
rely on retrospective reports of sexual activity.  Such measurement comes with the problems 
of general recall of past events and self-report bias of sensitive topics (for review, see 
Schroder, Carey, and Vanable 2003).    
Many reviews have explored strategies to assess and improve measure accuracy of 
sexual behavior (Catania, Gibson, Chitwood, and Coates 1990; Phillips, Gomez, Boily, and 
Garnett 2010; Schroder, Carey, and Vanable 2003; Weinhardt, Forsyth, Carey, Jaworski, and 
Durant 1998). Self-administration of questionnaires and, possibly, computer administration 
can create more accurate reporting of sexual behavior, evidenced by small gender 
discrepancies or higher reported levels of sexual risk behavior (Schroder, Carey, and Vanable 
2003).  Computer assisted self-interview (CASI), where the respondent replies to questions 
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directly in the computer, is more effective in gathering information about sexual infidelity 
than direct response to an interviewer (Whisman and Snyder 2007). Respondents are more 
willing to participate and respond in anonymous, rather than confidential settings (Durant, 
Carey, and Schroder 2002).   
Measurement of sexual infidelity in the Add Health study uses many of the known 
best practices for evaluating risky or non-normative sexual behavior.  The Add Health 
instrument for questioning about sexual behaviors is administered using CASI; both the 
confidential self-administration of this section and the computer assistance improve the 
accuracy of measurement.  While the longitudinal nature of the study precludes anonymity, 
participants have a long-standing relationship with the study and trust the rigorous security 
system implemented by Add Health to ensure its pledge of confidentiality to them, which 
serve to increase comfort for releasing sensitive information. In addition, data and respondent 
protections are carefully outlined prior to the survey, which could alleviate concern of data 
misuse.   
Sexual infidelity is a dichotomous measure of self-reported sexual infidelity within 
the current or most recent relationship.  Incidence measures like this are more reliable 
measures of sexual behavior than frequency measures (for review, see Catania, Gibson, 
Chitwood, and Coates 1990).  Specific to sexual infidelity, self-report of infidelity is 
preferred to calculating infidelity from a calendar of all previous sexual relationships (Nelson 
et al. 2007). While measurement of sexual behaviors, particularly sensitive one like 
infidelity, is always difficult, this study implements the best methods and accepted practices 
for this topic. Of the respondents with valid responses, over 19% report having a concurrent 
partner during their current or most recent relationship. 
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Other Measures 
 To isolate the effect of relationship type on infidelity, other relationship specific 
measures are included as controls in these models.  To account for the time an individual was 
exposed to the risk of infidelity, models control for relationship duration, starting from the 
initiation of the relationship.  For married respondents, the relationship calendar allowed 
determination of whether the relationship involved premarital cohabitation.  While 
relationship satisfaction or goals are relevant to the sexual infidelity decision, measurement 
of infidelity as an event anytime within the relationship could make these concepts 
consequences of infidelity (and thus endogenous to the measurement of infidelity), rather 
than correlates or predictors so these measures are not included. 
 Demographic controls included respondent sex, age, race, education (measured as 
dummy variables for less than high school, high school, some education past high school, or 
at least a college degree). As religion is related to sexual infidelity, dummy variables were 
created to capture weekly church attendance and those who report that faith is “very 
important.” Drug use has also been implicated as a possible cause for infidelity, so a dummy 
variable for previous intravenous drug usage is included.  These factors are also associated 
with selection into cohabitation as mentioned above and therefore serve as important 
“controls” for the potential spurious association between relationship type and infidelity due 
to these measures. A measure of impulsivity, self-report of distraction occurring frequently, 
is also included in the models.  Impulsivity is a relatively stable personality trait that has been 
previously identified as relevant to engaging in sexual infidelity. 
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Methods 
In the first analysis, I use logistic regression to explore whether the previously 
observed relationship between relationship status and sexual infidelity is found within this 
sample of younger Americans. In all analyses I address the role of selection into relationship 
type. This first model uses the traditional approach by controlling for observed personal 
characteristics related to both relationship type and infidelity, as well as controls for 
relationship and other lifestyle factors previously identified as relevant to sexual infidelity.  
In the second set of analyses, I address selection into cohabitation or marriage more 
directly as a possible explanation for differences in sexual infidelity by relationship type.  To 
test whether relationship selection is responsible for the sexual infidelity difference, I use two 
different methodological approaches.   My first approach addresses selection into 
cohabitation by removing from the sample those who married without prior cohabitation, 
thus identifying only relationships that involved cohabitation.  I determine whether 
transitioning from cohabitation to marriage is associated with a lower likelihood of sexual 
infidelity by estimating a logistic regression model. Limiting the sample in this manner 
eliminates the confounding influence of selection into cohabitation as all respondents in this 
model are in a relationship that involved cohabitation.   
While this model addresses selection into cohabitation, it does not confront selection 
into marriage.  Other pathways may be responsible for the observed relationship between 
sexual infidelity and marriage.  For example, “better” or more “high quality” relationships 
may be more likely to transition to marriage and, at the same time, less likely to include 
sexual infidelity.  Alternatively, sexual infidelity within a cohabitating union could inhibit the 
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transition to marriage.  These pathways suggest that relationship status is defined within the 
model itself, either as a function of the sexual infidelity outcome, or by an unobserved factor 
like relationship quality that is also associated with sexual infidelity.  In either case, the 
independent variable, relationship status, is associated with the model’s error term.  When the 
independent variable is associated with the model’s error term, the system is referred to as 
endogenous (Kennedy 2003).  The statistical consequence of an endogenous model is 
inconsistent estimation of the relationship between sexual infidelity and relationship type.   
To address this concern, I use instrumental variable (IV) estimation.  In order to 
consistently estimate causal relationship, this approach requires credible instruments that are 
1) associated with the independent variable, but 2) uncorrelated with the disturbance of the 
dependent variable.  For this study, I instrument relationship type, married or cohabiting, 
with the proportion of adults of the respondent’s sex who were married and living with a 
spouse in the respondent’s adolescent census block of residence.  This instrument 
corresponds to a neighborhood modeling of marital behavior during adolescence.  There is 
both theoretical and analytical support for the use of this instrument.    Supporting the first 
requirement of a credible instrument, previous research has indicated that neighborhood 
factors can influence the transition to marriage (Massey and Shibuya 1995; South and 
Crowder 1999; South and Crowder 2000).  However, with the limitations of adolescent 
knowledge and social distance from neighbors, adolescent neighborhood marriage rate 
should be otherwise uncorrelated with the respondent’s decision to engage in sexual 
infidelity later in life.  The threat of adolescent neighborhood population composition to the 
validity of the instrument is addressed with the inclusion of relevant individual controls, like 
race and educational attainment.  The Sargan test (Sargan 1958) of an over-identified 
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specification of the model (using both percent of males and percent of females in the 
respondent’s adolescent census block who are married and living with a spouse) is supportive 
of instrument exogeneity.  Additionally, in a bivariate probit model jointly estimating both 
relationship type and sexual infidelity, the instrument is not significantly associated with 
sexual infidelity.  Taken together, theoretically and empirically, this instrument appears to 
satisfy the requirements of a valid instrument (Kennedy 2003). 
I estimate the instrumental variable model via two stage least squares.  Though the 
endogenous regressor (relationship type) and the outcome variable (sexual infidelity) are 
both dichotomous, the two stage least squares model assumes continuous outcomes and 
regressors. However, recent work exploring potential modeling of such systems finds that, in 
the presence of a strong instrument, two stage least squares regression is an acceptable 
estimator for such a system, despite this limitation (Guilkey and Lance 2012).  A bivariate 
probit model was also estimated.  While this specification correctly specifies dichotomous 
nature of the regressor and outcome, it assumes normality of the error term.  The significance 
of the estimated effect of marriage on sexual infidelity is the same in both models, so only 
the two stage least squares result is presented. 
My third set of models explores how the sexual infidelity decision may be differently 
structured between relationship types.  Using logistic regression, I predict sexual infidelity 
within each relationship context (marriage or cohabitation).  Though these models do not 
address the selective nature of marriage or cohabitation, they assume that the process of 
sexual infidelity differs for all variables in the model by relationship type (i.e., are fully 
interactive), and show how the associations of social characteristics with sexual infidelity are 
structured within relationship type. 
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These models are estimated using Stata 12 (StataCorp 2011). As Add Health employs 
a complicated survey design, I use the svy command to account for the clustered design and 
adjust the variance estimates and use weights to adjust for differential probability of being 
selected into the sample to produce national estimates.  To estimate diagnostics of the 
instrumental variable model, the instrumental variable model presented here uses unweighted 
data.  However, the findings are substantially similar to those of a model estimated with the 
svy command to address the complicated survey structure of the Add Health sample. The 
increase in sample size for this model is a consequence of not requiring weight data to be 
available for the cases in this model.   
  Differences between reported sexual behaviors of men and women are well known.  
Men tend to report higher engagement in sexual behavior and women tend to find questions 
about sexual behavior threatening or unwelcome (Schroder, Carey, and Vanable 2003). The 
models presented include both men and women, but separate models were run by for each 
sex.  Excepting the models stratified by relationship type, there were no observable 
differences between men and women.  
Results 
 In a naïve regression model, marriage is associated with a significantly lower 
likelihood of sexual infidelity shown in Table 2.2.  Married individuals are about 40% less 
likely to engage in sexual infidelity than those in a cohabiting union.  Many previously 
established relationships are also found in this model: women, older individuals, and those 
who attend church regularly are significantly less likely to report sexual infidelity while 
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lower educated individuals, impulsive individuals, and those in longer relationships are 
significantly more likely to report sexual infidelity. 
 The models in Table 2.3 attempt to address the selective nature of marriage and 
cohabitation.  In the leftmost columns, only those who cohabited in the relationship of record 
were included in the model.  In this comparison, cohabiters who transitioned to marriage are 
significantly less likely to engage in sexual infidelity than those who remain unmarried.  
However, as discussed above, the significant relationship between sexual infidelity and 
relationship type could be a result of other possible pathways.  To address this potential 
endogeneity problem, the rightmost columns estimate the instrumental variable model.   
The effect of marriage on sexual infidelity is estimated using the instrument, 
proportion of adults of the same sex married and living with their spouse in the respondent’s 
adolescent census block.  The binary nature of both independent and dependent variable 
makes conventional endogeneity tests unreliable, so Hausman test statistics are not reported 
for this model (Guilkey and Lance 2012).  This instrument is strong, indicated by both a 1
st
-
stage F-statistic larger than the commonly accepted value of 10 and exceeding the critical 
value derived from a 10% maximum bias in the Wald test (Stock and Yogo 2002), allowing 
rejection of the null hypothesis of a weak instrument.  While this model is exactly identified, 
a similar model using both proportion of married men and proportion of married women in 
the adolescent residential census block is valid, as indicated by the p value from the Sargan 
test failing to reject the null hypothesis of valid instrumentation.  Using this instrument, I find 
no significant effect of marriage on likelihood of sexual infidelity in this model.  More fully, 
for those whose relationship type responds to adolescent neighborhood marriage 
environment, the transition to marriage does not reduce the likelihood of sexual infidelity.  
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The results of this model suggest that the significant associations between sexual infidelity 
and relationship context found in other models may be due to selection. Differences in who 
marries and who cohabits are likely responsible for the observed difference in sexual 
infidelity. 
 The final set of models shown in Table 4 is stratified by both relationship type and 
sex.  As men and women tend to report sex differently, the ideal comparisons to make are 
between those of the same sex but different relationship types (e.g. married and cohabiting 
men).  In these models, there appear to be some structural differences in the associations of 
social factors with sexual infidelity.  Lower education is associated with a higher likelihood 
of sexual infidelity for married men, while this is not the case for cohabiting men.  For 
women, while there are differences in the magnitude of coefficients, there are remarkable 
similarities between the models.  The primary difference between cohabiting and married 
women is that for married women, regular church attendance is significantly associated with 
a reduced likelihood of sexual infidelity; however, this difference is likely the result of a 
power limitation.  Few women in cohabiting relationships reported attending church 
regularly, and with the slight magnitude of the association, it would be difficult to isolate in 
this model. 
Conclusion 
As with previous studies (Forste and Tanfer 1996; Treas and Giesen 2000), this paper 
finds cohabiting individuals more likely to report sexual infidelity than their married 
counterparts.  However, this finding is consistent with the selective entry into marriage.  
Transitioning to marriage is a selective process, even for those who find cohabitation 
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acceptable, and the nature of this selection has implications for sexual infidelity.  When 
instrumenting for selective exposure to marriage, I do not find a causal effect of marriage.  
Instead, the difference in reported sexual infidelity between married and cohabiting 
individuals seems to be a consequence of who chooses to marry.  The previously noted 
heterogeneity between those who marry and those who cohabit may underlie these results.  
Alternatively, sexual infidelity may be preventive of the transition to marriage within a 
relationship.  
Another finding from this study is that significant correlates of sexual infidelity differ 
between cohabitation and marriage, even within genders.  Relevant factors for sexual 
infidelity in women appear to be similar between cohabitation and marriage, however in men 
there are key differences.  Education, as a measure of socioeconomic status, is relevant for 
married men, as previously found (Atkins, Baucom, and Jacobson 2001; Traeen and Stigum 
1998), but not for cohabiting men.  These findings could suggest a higher cost of sexual 
infidelity for married men.  Higher educated men tend to have more wealth and assets than 
less educated men, as well as a higher potential wage disparity with their partner.  If sexual 
infidelity initiates relationship dissolution, these men have a high potential economic liability 
through division of marital assets or alimony assignment.  In contrast, the uninstitutionalized 
nature of cohabitation means that, in the event of sexual infidelity, a cohabiting man does not 
risk the same economic consequences.  Legally, the residential girlfriend does not have the 
same rights as a wife would have, protecting the assets and income of the cheating cohabiting 
male.  For this reason, the potential cost of sexual infidelity should be insensitive to 
socioeconomic status in cohabiting men, as the models find.    It is also possible that 
opportunity may be constrained for married high status men to engage in infidelity. Between 
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the time spent in careers requiring higher education and time spent with the wife, there may 
be less time available to pursue extramarital affairs than a cohabiting man has.   
These findings highlight the importance of both considering selection into 
relationship type and also the inherent differences between relationship forms.  For the 
former, as previously identified, selection into marriage is not a random process (e.g., 
Goldman 1993).  Numerous characteristics and factors are associated with this transition.  
Even accounting for known correlates of cohabitation or marriage, the potential of 
unobserved heterogeneity between the relationship types exists.  As this paper demonstrates, 
this selection can be responsible for many of the differences we observe between 
cohabitation and marriage.  Attempting to isolate differences between these types of 
relationship forms must continue to address the selectivity of each.   
Second, the type of relationship is an important consideration when studying 
relationship behaviors and outcomes.  I find that the correlates associated with infidelity vary 
between relationship types.  While marriage itself may not be an important predictor of 
sexual infidelity, the context of these different relationship types appears to influence how 
sexual infidelity is structured.    Applying existing knowledge of marital infidelity to 
cohabiting relationships may be therefore unsupported.  This concern may apply to other 
relationship behaviors and outcomes.  Differences between cohabitation and marriage may 
limit the generalizability of findings from one to the other.  Consequently, future work 
exploring relationship behaviors, like sexual infidelity, should be mindful of how different 
types of relationship create different contexts for these behaviors to be enacted. 
  
The Role of Sexual Infidelity in the Measurement of Relationship Satisfaction 
 
Background 
The questions of what makes a relationship “good” and how “good” relationships 
develop have been long-standing topics of inquiry in the social study of the family (e.g., 
Bossard 1933; Kirkpatrick 1932; Terman, Buttenwieser, Ferguson, Johnson, and Wilson 
1938).  Even today, work continues on understanding “good” relationships, in terms of both 
construction and consequence  (e.g., Aarskaug Wiik, Keizer, and Lappegård 2012; DeMaris, 
Sanchez, and Krivickas 2012; Donoho, Crimmins, and Seeman 2013; Froyen, Skibbe, 
Bowles, Blow, and Gerde 2013; Keizer and Schenk 2012; Sassler, Addo, and Lichter 2012; 
Sayer, England, Allison, and Kangas 2011; Schober 2012). Despite this widespread interest, 
it is still unclear what is meant by a “good” relationship.  Within the current literature, 
measures of relationship quality or satisfaction vary widely.  While most people accept that 
there exists some feature or set of features that make a relationship either good or bad, it is 
less apparent what characteristics are responsible for this determination.  This conceptual 
uncertainty has resulted in wide variation in indicator selection, measure construction, and 
model specification of relationship properties that we find in the literature today.   
One particular problem with measuring “good” relationships has been whether such 
measurement should include descriptions of activities of the relationship or individual 
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evaluation of the relationship.  While the latter are free of normative judgments on the part of 
researchers, the former may still provide information about the concept.  Rather than 
choosing one approach over the other and either confounding measurement and normative 
judgment or ignoring the potential explanatory power of descriptive measures, this paper will 
develop and test a potential solution for incorporating both an individual’s evaluations of his 
or her relationships and description of the behaviors that describe that particular relationship. 
Specifically, I explore how sexual infidelity, a description of behavior within a relationship, 
can be incorporated along with individual’s evaluations into measurement of relationship 
satisfaction using a confirmatory factor analysis. 
Practical Importance of Relationship Satisfaction 
Satisfaction with one’s relationship is a crucial component of family formation and 
dynamics.  Historic shifts in the meaning and nature of marriage have changed the marital 
institution such that love and personal satisfaction are seen to be of high importance (Coontz 
2006), potentially trumping economic or social concerns.  Consequently, an individual’s 
happiness within a romantic relationship has been elevated in importance.  The significance 
of satisfaction means that becoming dissatisfied is not a trivial transition.  Dissatisfying 
relationships are more likely to experience dissolution, less likely to confer relationship 
benefits, and may, in fact, be detrimental, even relative to unmarried or uncoupled 
individuals. 
In the modern setting in the United States and many other Western countries, 
dissatisfaction is seen as, not only a contributing, but potentially a sufficient cause for 
divorce or relationship dissolution.  Relationship happiness and satisfaction are important 
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predictors of relationship stability (Heaton and Albrecht 1991), and the rise of no fault 
divorce and acceptability of “irreconcilable differences” suggests their importance could 
even be increasing.   The importance of relationship dissolution cannot be understated; 
dissolution of a serious relationship, such as marriage, is typically accompanied by severe 
consequences for most individuals.  Relative to married individuals, the divorced are more 
likely to have lower psychological health, more health problems, greater mortality risks, 
lowered standard of living, and greater difficulty with child rearing (for reviews, see Amato 
2000; Amato 2010; Kitson and Morgan 1990). 
Not only are individuals satisfied with their relationships less likely to suffer the 
consequences of relationship dissolution, they will continue to enjoy the benefits of being in 
that relationship.  In marriage, despite the selective nature of entrance (e.g., Goldman 1993; 
Mastekaasa 1992), there are numerous benefits (reviewed in Waite 1995).  While married 
individuals are typically happier, healthier, and more economically stable than their 
unmarried counterparts, evidence suggests that individuals in cohabiting relationships are 
similarly advantaged, though not to the same degree (Mamun 2012; Wu, Penning, Pollard, 
and Hart 2003). 
Satisfaction within a relationship is necessary to realize the prospective advantages of 
relationship membership.  Studies primarily focusing on marriage have found multiple 
examples of the sensitivity of marital advantage to relationship satisfaction.  Involvement in 
unsatisfying marriages is associated with lower overall welfare, in terms of life satisfaction, 
self-esteem and overall health, than those in either satisfying marriages or who have divorced 
(Hawkins and Booth 2005; Ren 1997).  Similarly, declining relationship quality with 
relationship duration could explain how the health benefit of relationship membership 
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declines with increasing relationship duration (Wu and Hart 2002).  In the most extreme case, 
an abusive marriage or relationship may be worse than spending a similar period of time 
outside of a relationship. 
The consequences of relationship dissatisfaction or low quality relationships highlight 
the importance of understanding what defines a satisfying or unsatisfying relationship.  
Whether through the increased likelihood of relationship dissolution or through the 
suppression of relationship advantage, involvement in dissatisfactory relationships poses real 
challenges for individuals.  The importance of relationship quality, or an individual’s 
satisfaction with the same, underscores the importance of careful measurement of these 
concepts.  
Measuring Relationship Properties 
Despite this importance, measurement of relationship satisfaction or quality has not 
been historically consistent.  In early work, to measure relationship quality was to categorize 
relationships on their degree of fit with accepted views on what a marriage or relationship 
should look like.  As a prime example, the Dyadic Adjustment Scale developed by Spanier 
(1976) included information about satisfaction with aspects of the relationship in addition to 
questions about frequency of kissing, engagement in other interests with the partner, leaving 
the house after a fight, and other measures of behavior within the relationship.  As described 
by Norton (1983), this approach blurs the distinction between what happens in a “good” 
relationship (description) and what a “good” relationship is (evaluation).  Describing 
relationship behavior and ascribing either “good” or “bad” to the latent quality of the 
relationship unfortunately relies on normative and external judgments; it is left to the 
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researcher to decide how the relationship behavior maps onto quality.  Does a better 
relationship have more or less sexual intercourse?  What level of communication defines a 
good relationship?  Does disliking the in-laws reduce the quality of the relationship? 
Defining behaviors within the relationship as characteristic of high or low quality 
relationships misses individual variation with regard to expectations for ideal romantic 
relationships.  With regard to relationship behavior, individuals have dramatically different 
goals and expectations in terms of frequency of sexual intercourse, ideal relationship partner 
role, independence, and gender equity.   
One possible response to using descriptive based measurement of relationship quality 
or satisfaction is to eschew these measures and rely exclusively on evaluative measures 
instead. Previous researchers (Fincham and Bradbury 1987; Norton 1983) cautioned against 
the inclusion of descriptive measures, in part, because their utilization confounded what the 
relationship is and what the relationship does. They advocate that measurement of 
relationship quality be accomplished exclusively in terms of the individual’s perception of 
the relationship quality.  Such a position relies on fewer assumptions than measures based on 
description.  Rather than assuming that good relationships have a certain set of features, this 
tradition avows that a good relationship is one that meets the individual’s desires, whatever 
that may require.  Scales such as the Kansas Marital Satisfaction Scale (Schumm, Paff-
Bergen, Hatch, Obiorah, Copeland, Meens, and Bugaighis 1986) and the Quality Marriage 
Index (Norton 1983) are examples of this mode of relationship quality measurement. 
However, this approach neglects what descriptive measures can reveal with regard to 
relationship satisfaction or quality.  There are reasons researchers have historically sought to 
collect descriptive measures of relationship quality; a continual stream of evidence suggests 
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there is some association between relationship behaviors and properties.  To exclude 
descriptive factors from the measurement of relationship properties, like satisfaction or 
quality, is to miss part of what may define these same features.  While it may be 
inappropriate to say that holding hands with a partner is indicative of a high quality 
relationship, it may be similarly inappropriate to assume that this behavior is completely 
uninformative of the underlying relationship quality. A more complete understanding of 
relationship satisfaction should seek to incorporate relationship behavioral descriptions into 
measurement of this concept, either as causes (holding hands increases the quality of 
relationships) or consequences (holding hands results from having a good relationship). 
Theoretically informed investigation of relationship satisfaction that incorporates both 
evaluative and descriptive dimensions will best allow us to more fully measure this concept. 
Definition of Relationship Satisfaction 
 Many terms have been used in the literature to refer to some variation on this idea of 
a “good” relationship, with stability, durability, happiness, satisfaction, and quality being 
among the most prominent. In this paper, I will refer to relationship satisfaction.  In the vein 
of previous work (Erbert and Duck 1997), relationship satisfaction is defined as the 
individual’s subjective perception of his or her happiness with the relationship.   
Focusing on satisfaction addresses concerns present with other measures of 
relationship goodness.  First, though relationship satisfaction has consistently been a topic of 
research interest, it is understudied compared to the currently more common “relationship 
quality”.  Second, using relationship satisfaction as I have defined it addresses explicitly 
focuses on the evaluative element.  This definition separates satisfaction from actions within 
the relationship, allowing me to turn the speculations about what defines a “good” 
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relationship into specific, testable hypotheses. Third, satisfaction with the relationship is 
typically treated as a single continuum, from dissatisfied to fully satisfied, while previous 
work suggests that relationship quality has multiple dimensions.  Marital quality contains 
separate positive and negative dimensions that are, in many ways, independent from each 
other (Bradbury, Fincham, and Beach 2000).  This independence compounds the already 
substantial difficulty of selecting and measuring relationship quality. 
 
Sexual Infidelity 
To demonstrate how a merging of descriptive and evaluative measures may be 
accomplished, I focus on incorporating sexual infidelity, both the respondent’s infidelity and 
the belief of a partner’s infidelity, into measurement of relationship satisfaction.  In the 
current study, sexual infidelity refers to an individual having sex with a person other than the 
primary relationship partner during the same time period in which they are maintaining the 
primary sexual relationship.  This is not to say that in every relationship that this behavior is 
necessarily illicit; as sexual exclusivity may not be an established or presumed component of 
every relationship. However, most work on this topic has occurred within marital 
relationships, where sexual exclusivity is typically assumed.  So to maintain continuity with 
the literature, I refer in this paper to sexual infidelity, rather than the technically more 
accurate classification of “sexual concurrency.”  
Sexual infidelity of the respondent and his or her partner were chosen as a test for the 
model for two reasons.  First, sexual infidelity is a consequential behavior, not just for the 
“unfaithful” partner, but for all individuals connected, both sexually and socially. Having 
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additional sex partners increases the likelihood an individual will contract sexually 
transmitted infections such as human papillomavirus (HPV) (Javanbakht et al. 2010) or 
bacterial based sexually transmitted infections (Kraut-Becher and Aral 2003). Concurrent 
sexual partnerships are important transmission means for HIV/AIDS (Kretzschmar and 
Morris 1996; Morris and Kretzschmar 1997), increasing the risk of disease contraction for 
the entire sexual network.  Sexual infidelity is also a well-documented disruptor of 
relationships; clinicians traditionally view infidelity as one of the most damaging and 
difficult issues to treat (Whisman, Dixon, and Johnson 1997).  It is estimated that 50-65% of 
the couples in clinical couples therapy are there, in part, due to marital infidelity (Glass and 
Wright 1988; Humphrey 1983). 
But the respondent’s sexual infidelity is only one piece of the puzzle.  In some cases, 
perceptions of partner infidelity can be more harmful than infidelity itself.  From music to 
television to movies, cultural depictions of partner sexual infidelity abound.   In addition to 
the degradation of the relationship, there are numerous documented consequences of 
perceived infidelity.  Perceived infidelity is associated with sexual risk assessment and 
behavioral negotiation in dating relationships (Lear 1995).  For men, belief that a partner is 
sexually unfaithful is associated with increased expressions of proprietary control and, in the 
most extreme cases, physical violence towards the partner (Cousins and Gangestad 2007).  
Most obviously, perceived infidelity can trigger relationship dissolution, with all of the 
attendant secondary effects, as has been demonstrated in unmarried couples with children 
(Edin, England, and Linnenberg 2003).  
The second reason for selecting sexual infidelity as a test of possible measures of 
relationship satisfaction is that sexual infidelity is socially and behaviorally complicated.  
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While the association between satisfaction and infidelity has been noted, it is unclear as to 
whether relationship satisfaction is a cause or effect of sexual infidelity.  
The most traditional formulation posits that sexual infidelity is a consequence of 
relationship satisfaction.  In this case, we would imagine that because an individual is 
unhappy with his or her relationship, they seek out additional sexual partnerships.  
Individuals who have engaged in some form of sexual concurrency often report having been 
“driven” to it as a result of their dissatisfaction with their relationship.  Sexual infidelity is 
often attributed by cheating partners to relationship dissatisfaction, especially in the sexual 
sense (Atkins, Baucom, and Jacobson 2001; Atkins, Yi, Baucom, and Christensen 2005; 
Buss and Shackelford 1997).  Shortcomings with their current partner, partnership, or lot in 
life have all been identified as potential catalysts for sexual infidelity. 
But the relationship between infidelity and satisfaction may not be so simple.  Rather 
than a consequence of being dissatisfied in a relationship, sexual infidelity may instead be a 
cause of dissatisfaction.  Psychiatrist Frank Pittman (1989) noted of his sexually unfaithful 
clients that some  had “’fallen in love’ with someone else before deciding that there was a 
marriage problem.” Previous longitudinal examination of relationships found evidence that, 
while there was no prediction of sexual infidelity from marital happiness, infidelity did 
predict later unhappiness and divorce (Previti and Amato 2004).  If sexual infidelity were a 
consequence of relationship satisfaction, there would be a clear relationship between 
infidelity and dissatisfaction; relationships in which the individual is dissatisfied would be 
relationships in which the individual would seek other sexual partners.  However, Kinsey, 
Pomeroy and Martin (1948) note that “[e]xtramarital intercourse, then, may occur…without 
respect to the satisfactory or unsatisfactory nature of the home.”  Perhaps, dissatisfaction 
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with the current relationship may grow following infidelity, possibly resulting in relationship 
dissolution.  Alternatively, sexual infidelity could result in increased satisfaction with the 
current relationship and actually improvement in the quality of the primary relationship 
(Charny and Parnass 1995; Olson, Russell, Higgins-Kessler, and Miller 2002). 
Theoretically it is unclear whether sexual infidelity should be a cause or consequence of 
relationship satisfaction.  Understanding the directionality of this relationship provides 
helpful information for assisting individuals in this situation, as well as therapists and 
counselors.  If infidelity is a consequence of relationship dissatisfaction, then addressing this 
behavior requires confronting the underlying dissatisfaction with the relationship.  When the 
individual is happier with their relationship, we would then expect them to no longer “cheat”.  
However, this is not the case if infidelity is a cause of relationship dissatisfaction.  If 
infidelity causes dissatisfaction, we would expect that treating the dissatisfaction would not 
alter the individual’s infidelity at all.  In this case, the specific circumstances and factors 
influencing infidelity are the key to improving the satisfaction and happiness with the 
relationship. 
Relationship Context 
The family context, at least in the United States in the last 60 years, has been defined by 
dramatic change.  Increases in cohabitation and non-marital childbearing are particularly 
large over this period (Bumpass, Sweet, and Cherlin 1991; Heuveline and Timberlake 2004; 
Ventura and Bachrach 2000).  This societal upheaval has resulted in widespread research 
interest into dynamics within these different relationship contexts. 
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The expectations, intentions, goals, and desires of individuals for their relationships vary 
across relationship contexts.  Reliance on marriage as the singular or primary institution to 
explore the nature of satisfaction with the relationship may therefore miss important nuances 
and variations.  Previous research has found evidence to suggest that relationship satisfaction 
may differ between marital, cohabiting, and dating relationships.  Researchers have found 
differences in happiness between individuals in cohabiting and marital unions, part of which 
may be a result of financial satisfaction not being significantly associated with happiness in 
cohabitation (Stack and Eshleman 1998).  Uniquely among cohabiting relationships, future 
intentions, namely marital plans, are significantly associated with higher quality relationships 
(Brown and Booth 1996). These differences suggest that the influence that factors exert on 
relationship satisfaction may depend on the relationship context.   
The association between sexual infidelity and relationship satisfaction may be 
particularly sensitive to changes in relationship context.  As the incidence of sexual 
exclusivity varies across relationship contexts (Forste and Tanfer 1996), we might expect the 
role of infidelity in relationship satisfaction to similarly vary.  While cohabiting and marital 
relationships do not meaningfully differ with regard to expected or understood sexual 
exclusivity (Treas and Giesen 2000), the same expectations may not exist for dating 
relationships.  This could suggest that, at least within dating relationships, sexual infidelity 
may be unrelated to relationship satisfaction.  The increasing commitment associated with 
transitioning from dating to cohabitation or cohabitation to marriage could have 
consequences for the importance of sexual infidelity with regard to relationship satisfaction.  
Limiting studies to particular relationship contexts could therefore obscure how important 
sexual infidelity is (or is not) with regard to relationship satisfaction across these contexts.  
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To better understand the association of sexual infidelity and relationship satisfaction, it is 
imperative to examine this association in different relationship contexts. 
Uniting Theory and Statistics 
Structural equation modeling (SEM) suggests a possible solution to using both 
evaluative and descriptive measures of relationship satisfaction in a single model. In this 
method, the researcher makes use of his or her expertise to build a theoretical model that is 
tested against observed data.  This test allows the researcher to determine how well (or 
poorly) the theorized relationships reflect reality. The first step in this method is to determine 
the number of latent variables and define each.  Latent variables are concepts that cannot be 
directly measured (e.g., happiness, political democracy, or relationship satisfaction), but are 
measured indirectly using a variety of indicators.  The researcher thus selects observed 
measures to serve as indicators and arranges them with regard their hypothesized relationship 
with the latent variable. The indicators can either be a consequence of the latent variable 
(effect indicator) or a cause of the latent variable (causal indicators), as further explained 
below. Finally, the constructed measurement model can be estimated and the fit with the 
observed data determined. 
That SEMs allow researchers to use existing information in order to build theoretical 
models of the measurement of latent variables suggests a potential solution to the problem of 
measuring relationship satisfaction.  As discussed above, an indicator can either cause or be 
caused by a latent variable, a possibility that could allow incorporation of descriptive 
measures into measuring relationship satisfaction.  Evaluative measures of relationship 
satisfaction are likely effect indicators; by being more satisfied with the relationship, an 
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individual is likely to report satisfaction with several different aspects of the relationship. On 
the other hand, the direction of the association between descriptive measures of relationships, 
like sexual infidelity and perceived partner infidelity
2
, and relationship satisfaction is less 
clear.  As discussed above, because different causal directions are possible, the relationship 
between sexual infidelity and relationship satisfaction is theoretically complicated.  If a 
change in relationship satisfaction influences the likelihood of engaging in infidelity, then 
sexual infidelity is an effect indicator of relationship satisfaction.  In this case, as satisfaction 
decreases, we would expect infidelity and perceived infidelity to increase, and vice versa.  
On the other hand, if sexual infidelity changes an individual’s satisfaction with his or her 
relationship, then it is a causal indicator for relationship satisfaction. In this case, engaging in 
sexual infidelity decreases satisfaction with the relationship. 
The causal orientation of observed measures has implications for the associations 
between indicators as well.  Effect indicators, by being similarly influenced by the latent 
variable, should be correlated with each other.   On the other hand, a causal indicator would 
not necessarily be positively associated with other causal indicators (Bollen 1984).  That 
various individual accounts of infidelity do not display consistent associations with measures 
of relationship satisfaction or quality could then suggest that infidelity has a causal, rather 
than effect, indicator orientation with regard to relationship satisfaction.   
In the structural equation framework, confirmatory factors analyses have previously 
explored properties of romantic relationships.  Fletcher et al. (2000) explicitly modeled 
                                                          
2
 In the current paper, I use the observed measures of sexual infidelity and perceived partner infidelity as 
indicators of relationship satisfaction.  Another possibility exists, however. These measures could capture 
separate latent variables for sexual infidelity and perceiving partner infidelity, which are themselves related to 
relationship satisfaction.  While this is an important distinction to make, both within the structural equation 
framework and related terminology, for simplicity of presentation and discussion, I proceed with the latter, 
albeit with full understanding that the former may be a more appropriate description for these relationships. 
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relationship quality using a variety of indicators and estimated the importance of these 
general relationship evaluations on relationship quality.  However, the use of this tool can be 
further extended.  This work assumed that the indicators we have of relationship quality were 
effect indicators so that changes in the underlying latent variable (relationship satisfaction) 
cause changes in the observed measures.  However, this is not the only theoretical connection 
that we can make between indicators and the latent variable.  Alternatively, selected 
measures could be modeled as causal indicators of the latent variable.  In this case, we would 
expect that change in the observed measure would effect change in the latent variable.   
This reorientation could allow us to reconcile the divide between evaluative and 
descriptive measures of relationship quality, respecting the differences between these 
measures but utilizing all available information for measurement of the latent concept.  For 
example, while frequent sexual intercourse may not be an outcome of a satisfactory 
relationship, it may cause relationship satisfaction to increase. A more complicated 
theoretical depiction of relationship quality, with both causal and effect indicators, could 
better explain the theoretical uncertainty facing this concept.  Although integrating causal 
and effect indicators in the measurement of relationship satisfaction has not been done, work 
on the concept of trust has previously attempted to test such a model (Glanville and Paxton 
2007).  Guided by theory, the authors explicitly test the causal directions between indicators 
and the underlying concept.  Such an approach has the potential to resolve much of the 
confusion that has, to date, bedeviled the measurement and subsequent research of 
relationship satisfaction. 
Goals  
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In this paper, I will test various models of relationship satisfaction, with different 
possible configurations of causal and effect indicators, to determine how both evaluative and 
descriptive measures can fit into a single model.  Secondarily, I will test whether the 
associations between sexual infidelity and relationship satisfaction vary across relationship 
contexts (marriage, cohabitation, dating). 
Data 
For this study I use data from Wave IV (N=15,701) of the National Longitudinal Study of 
Adolescent Health (Add Health).  Add Health is a nationally representative sample of more 
than 20,000 adolescents in grades 7–12 in 1994–1995 in the United States (Harris et al. 
2009). The respondents were followed in three additional in-home interviews in 1996 (Wave 
II), 2001-02 (Wave III), and 2008-09 (Wave IV), when 15,701 of the original respondents 
were most recently interviewed.  This data source is ideal for this study for its limitation to a 
small age group of individuals and the specific age of individuals involved.  By using a 
tightly targeted age range, previously observed cohort and period effects on sexual infidelity 
are minimized.  Consequently, I am able use the full sample without this additional 
complication of these potentially confounding effects.  At Wave IV, Add Health respondents 
ranged in age from the mid-20s to early 30s, a period in which relationship formation and 
activities are particularly salient.  Individuals in this age group engage in a variety of 
relationship interactions and forms.  For those with complete information on variables in this 
study, 5,059 individuals report their current or most recent relationship as a marriage while 
3,147 report the relationship as cohabitation and 3,035 report on a dating relationship.  
Measures 
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Relationship Satisfaction 
I measure relationship satisfaction using respondent responses to the following three 
questions: “I (am/was) satisfied with the way we handle our problems and disagreements,” “I 
(am/was) satisfied with the way we handle family finances,” and “I (am/was) satisfied with 
our sex life.”  Responses to these question were reverse coded from 1 (strongly disagree) to 5 
(strongly agree).  These measures were selected because they measure the individual’s 
evaluation of his or her satisfaction with the relationship, rather than descriptions of the 
relationship activity or nature.   
 
I use these measures as effect indicators of relationship satisfaction. This theoretical 
construction implies that as an individual is more satisfied with the relationship, they are 
more likely to be satisfied with the problem solving, finances, and sexual activity within that 
relationship.  While it could be suggested that, rather than consequences, these indicators are 
in fact causes of the latent concept of relationship satisfaction, theoretical specification, prior 
work, and practical considerations all support the proposed orientation.  As individuals are 
reporting their current feelings with regard to these questions, their satisfaction is informing 
their specific responses.  Previous work has shown that individuals less happy with their 
relationships are more likely to report negative behaviors and perceptions with regard to 
those relationships than those who are happier (Halford, Keefer, and Osgarby 2002).  
Therefore, as these questions reflect the underlying happiness rather than the specific 
questions that the respondent is posed, we would expect that they should indicate a level of 
the underlying latent variable.  Furthermore, previous work has relied on specific measures 
of relationship satisfaction as effect indicators (Perlman and Abramson 1982; Schenk, 
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Pfrang, and Rausche 1983), even within a CFA framework (Fletcher, Simpson, and Thomas 
2000).  Finally, in this specific model, identification would be impossible without relying on 
these measures as effect indicators. 
In the presented models, I do not rely on a single, general assessment of relationship 
satisfaction (i.e. “How satisfied with are you with your relationship?”).  While respondents 
were queried with regard to their general happiness with their relationship, individuals who 
report on their most recent rather than current relationship were not asked this question.  As 
about 2700 individuals are reporting on a recent rather than current relationship, there is a 
significant cost by including this measure.  In additional supplemental modeling, models that 
incorporated the measure of general satisfaction, either as an ordinal satisfaction measure or a 
dichotomous measure of extreme dissatisfaction, found similar results to those presented 
here. 
The current model is constructed with the three measures of satisfaction all capturing 
uni-dimensional relationship satisfaction.  In this construction, relationship satisfaction is not 
divided into multiple aspects; individuals are satisfied or dissatisfied with their relationships 
along a single continuum.  It is possible to construct a different model where these same 
measures (satisfaction with finances, satisfaction with problem solving, satisfaction with sex 
life) capture different dimensions of relationship satisfaction.  However, the current model is 
similar to one in which there are three different dimensions of the general relationship 
satisfaction latent variable.  The satisfaction measures I use are ordinal measures and 
therefore, to use them, I must first estimate the underlying latent function for these ordinal 
measures.  Because of this, the estimation of the current model is similar to that of a model 
where each measure is an indicator of a different dimension of relationship satisfaction. 
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Sexual Infidelity 
Sexual infidelity and perceived partner sexual infidelity were assessed as by 
respondent self-report.  Perceived infidelity was measured as “As far as you know, during the 
time you and [initials] (have had/had) a sexual relationship, (has/did) [initials] ever 
(had/have) any other sexual partners?” Respondent’s sexual infidelity was determined using 
the question “During the time you and [initials] (have had/had) a sexual relationship 
(have/did) you ever (had/have) any other sexual partners?”  Responses to these questions 
were dichotomous; respondents reported either that the behavior had or had not occurred at 
some point in the relationship. 
 
While this dichotomous measure creates some potential limitations on these 
measures, measurement of infidelity in this manner is beneficial.  Incidence measures like 
this are more reliable measures of sexual behavior than frequency measures (for review, see 
Catania, Gibson, Chitwood, and Coates 1990).  Specific to sexual infidelity, self-report of 
infidelity is preferred to calculating infidelity from a calendar of all previous sexual 
relationships (Nelson et al. 2007). While measurement of sexual behaviors, especially 
sensitive one like infidelity, is always difficult, Add Health implements the best methods and 
accepted practices for this topic, such as computer administration and stringent confidential 
protections. 
  
Other Controls 
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I control for a number of other characteristics that may be associated with relationship 
satisfaction. These controls include age, sex, race, education, intravenous drug use, 
relationship duration, relationship context (dating, marriage, or cohabitation), and whether 
the individual is still in the relationship. 
Methods 
Models were estimated in MPlus 7 (Muthén and Muthén 1998-2012).  This modeling 
allows me to test the fit between a theoretical conception of relationship satisfaction and the 
observed data.  As the measures of relationship quality are categorical in nature, the models 
are estimated via WLSMV (mean and variance adjusted weighted least squares).  The 
complex nature and weighting of the Add Health survey data was taken into account in the 
estimation of all models. 
In the first step, the best fitting model was chosen for the association between 
infidelity and relationship satisfaction.  Figure 3.1 shows the four possible models that were 
tested to determine whether measures of infidelity and perceived infidelity were best 
modeled as causal or consequential in terms of relationship satisfaction.  To focus on the 
causal orientation of these indicators, other indicators are not displayed, though they are 
included in all models.  These models are best described as MIMIC models (Multiple 
Indicators and Multiple Causes) for the latent variable relationship satisfaction.  In Model A, 
both infidelity and perceived partner infidelity are effect indicators; as relationship 
satisfaction increases, both of these values should change accordingly.  In Model B, infidelity 
and perceived partner infidelity are both modeled as causal indicators, corresponding to the 
idea that infidelity and perceptions thereof create changes in the individual’s satisfaction with 
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the relationship.  Models C and D suggest that infidelity and perceived partner infidelity may 
operate differently with regard to causal directionality.  In Model C, perceived infidelity 
causes a change in relationship satisfaction, which is reflected in the likelihood of personal 
infidelity.  Vice Versa, Model D suggests that personal infidelity influences satisfaction with 
the relationship, which then affects the likelihood of believing one’s partner is sexual 
unfaithful.  Each of these models represents a possibility from the current literature on sexual 
infidelity.  This determination of best fitting model was accomplished via comparison of the 
calculated Bayesian Informational Criterion (BIC) for each model (Schwarz 1978). This 
value takes into account model fit, and adjusts for both the number of free parameters and 
observations.  A better fitting model is one with a lower BIC.  While nested models can be 
statistically compared via likelihood ratio tests (Bollen 1989), the models proposed are not 
nested in a traditional manner.  Rather, the proposed models use the same variables and 
number of cases. Use of BIC allows comparison of models that are traditionally non-nested, 
but share these commonalities.  While a more technical test of the nature of the model choice 
exists and has been employed in other contexts (Bollen and Ting 1993; Hipp and Bollen 
2003), practical considerations prevent estimation in this context.  Interface difficulties 
between MPlus and the estimation of the tetrad correlations with ordinal data and the 
unavailability of alternative acceptable SEM estimating programs for these data foreclosed 
this possibility for the current study. 
Following the determination of the best fitting model, estimation of the confirmatory 
factor analysis model for the preferred model will demonstrate the associations between 
infidelity, perceived infidelity, and relationship satisfaction.  Finally, to test whether these 
associations vary across relationship context, I construct a multi-group comparison of the 
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preferred model.  Grouping is based on the nature of the respondent’s index relationship 
(dating, cohabitation, or marriage). To allow comparison of sexual infidelity coefficients 
between groups, I fix the estimation of the measurement model across relationship contexts 
such that in each context (marriage, cohabitation, dating) effect indicators are similarly 
informed by the latent relationship satisfaction. 
Results 
Description of the analytic sample is shown in Table 3.1.  20% of respondents report 
having had a sexual partner other than their relationship partner during their current sexual 
relationship, while 15% report believing that their partner had a concurrent sexual 
relationship.  The sample is divided between relationship contexts, with 45% married, 28% 
cohabiting, and 27% in a dating or pregnancy relationship.  Most individuals also report 
being satisfied on measures of relationship satisfaction (Table 3.2). 
The comparison of models A-D is shown in table 3.3.  The model with the lowest 
BIC, and therefore the preferred model for the observed data is model B.  This suggests that 
the theoretical model that best fits the observed data is one in which sexual infidelity and 
perceived sexual infidelity are causal indicators for relationship satisfaction.  This model, 
with infidelity and perceived infidelity as causal indicators, serves as the base of the next 
models. The complete MIMIC model is shown in Figure 3.2. 
The construction of the preferred model is shown in Table 3.4.  Suggested by both the 
low RMSEA (0.018) and high fit indices (CFI=0.982, TLI=0.971), this model appears to be a 
good fit for the observed data.  The significant value of chi-square test is unsurprising in light 
of the large sample size.  Among indicators of relationship satisfaction, perhaps surprisingly, 
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satisfaction with one’s sex life is less indicative of relationship satisfaction than are either 
satisfaction with problem solving or with financial affairs.  A number of factors, both 
individual and relationship, are associated with different levels of relationship satisfaction.  
Women report less satisfaction with their relationships than do men, all else held constant.  
Similarly, those who are currently not employed report higher relationship satisfaction than 
the currently employed.  Entirely unsurprisingly, individuals report lower satisfaction with 
relationships that have ended that with those that are still ongoing.  Both infidelity and 
perceived infidelity are associated with decreased relationship satisfaction, with perceived 
infidelity associated with a greater “cost” of relationship satisfaction than respondent’s own 
infidelity.  
Finally, I estimate this model separately for each relationship context, the results of 
which are shown in Table 3.5.  There are some apparent differences between relationship 
contexts.  While cohabitation is not significantly different from dating relationships in terms 
of relationship satisfaction, marital relationships are.  Individuals reporting on a marital 
relationship are, on average, happier than their counterparts who are reporting on a dating 
relationship. There are some slight variations in terms of factors significantly associated with 
sexual infidelity across relationship contexts.  In marriage, being currently employed is 
significantly associated with a lower relationship satisfaction, something not observed in the 
cohabiting or dating cases.  The duration of the relationship does not appear to be relevant to 
the satisfaction with a dating relationship.  While infidelity is significant in each group, the 
estimates are significantly different.  Marriage is significantly different (calculation not 
shown) from both cohabitation and dating in the magnitude of the association between 
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infidelity and relationship dissatisfaction.  The satisfaction cost of infidelity is much greater 
in marriage than in cohabiting or dating relationships. 
Discussion 
In this paper, I theoretically develop and then test various conceptions of the 
association between relationship satisfaction and sexual infidelity.  I find that the model that 
closest fits the observed data is one in which an individual’s infidelity and perceived 
infidelity of the relationship partner are causal indicators of relationship satisfaction.  In this 
model, infidelity and perceived partner infidelity are associated with relationship 
dissatisfaction, even after accounting for other potentially relevant factors.  The findings 
accord with previous work (Previti and Amato 2004) that found infidelity to influence 
relationship happiness, but no evidence of the opposite effect. Finally, in exploring the 
differences between relationship contexts, it appears that marriage is unique among 
relationship forms in the importance of sexual infidelity and perceptions of the partner’s 
infidelity for relationship satisfaction. 
This paper adds to the current literature through its focus on the measurement of 
relationship satisfaction. To date, most work has relied on either theoretical conceptions or 
practical assumptions in selecting measures of relationship quality or satisfaction. However, 
little has been done to explore how these measures actually coalesce around the theoretical 
concepts.  The use of theoretically guided structural equation modeling provides 
methodological benefits to address extant concerns of relationship measurement. First, I am 
able to allow unequal weighting of measured items ascertained by model identification, in 
contrast to the assumed equality or inequality of indicators in most common schemes.  
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Researchers have expressed concern over the implicit assumptions of index weighting 
(Fincham and Bradbury 1987) and this method provides a means to test how available 
indicators reflect the underlying latent variable.  Second, I am able to explicitly test whether 
my chosen indicators are an actually good fit for the proposed model in observed data.  
Validation of scales has been a difficult endeavor in this literature, relying on testing against 
established measures, face and construct validity.  However, as we are unsure of the quality 
of older measures, theoretically unsure what constitutes an acceptable measure, and in many 
cases build outcomes into measurement of relationship properties (Norton 1983), such 
actions are not without peril.  Having a method that melds both theoretical guidance and 
statistical evaluation addresses these issues.  Third, the construction of the model of the latent 
variable relationship satisfaction, rather than the commonly used methods of scale or index 
construction takes into consideration both measurement error of the indicators and the fact 
that ordinal markers are not appropriately treated as interval measures. 
Additionally, the explicitly testing of the directionality of sexual infidelity’s 
connection with relationship satisfaction provides a potential roadmap for reconciling 
evaluative and descriptive relationship measures.  The historic debate on what types of 
indicators to include when measuring an individual’s satisfaction has highlighted the 
difficulty of assessing these relationship properties.  While not communicating with a partner 
or infrequent sexual intercourse or abuse or other descriptors of relationship behavior may 
not be direct measures of relationship satisfaction or quality, there is an understanding that 
these factors are in some way associated with relationship satisfaction.  By using sexual 
infidelity and perceived infidelity, I demonstrated how these and other descriptive factors of 
relationship behavior can be incorporated into models of relationship satisfaction.  These 
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particular indicators are theoretically entwined with the latent concept of relationship 
satisfaction, so determining the best fitting theoretical model for the observed data showcases 
a potential for future work on other similarly complicated measures.  As shown in this paper, 
causal indicators provide a possible solution to the problem of incorporating descriptions of 
relationships into measurements of the underlying satisfaction or quality of those same 
relationships.  This is not to say that the models proposed and tested in this paper prove that 
relationship satisfaction (or lack thereof) is a consequence of sexual infidelity or perceived 
infidelity, merely that the theoretical model that best fits the observed data is one in which 
these factors influence satisfaction with the relationship. 
This paper also develops and estimates the measures of relationship satisfaction 
across relationship contexts.  In doing so, I am able to see how different factors influence 
relationship satisfaction across these various contexts.  In particular, the role of infidelity and 
perceived infidelity have very different implications for relationship satisfaction between 
different relationship contexts.  While these behaviors are associated with much lower 
satisfaction with the relationship in married relationships, in dating relationships, this 
association is not found.  This finding is perhaps unsurprising given that while cohabitation 
and marriage are environments that typically assume sexual fidelity of partners (Treas and 
Giesen 2000), the same cannot be necessarily assumed of dating or pregnancy relationships.  
In fact, the variation of relationship forms in this category includes both new relationships 
and “one night stands” where sexual exclusivity may be neither expected nor assumed. More 
surprising is that the association between infidelity and satisfaction is different between 
cohabitation and marriage.  As individuals in both of these contexts report almost universal 
expectations of partner exclusivity and understandings of their sexual fidelity, it is surprising 
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to find such a difference in terms of the role of infidelity in relationship satisfaction. These 
findings again point to the importance of considering relationship type to understand 
relationship behavior.  While the general model showed differences between relationship 
contexts in terms of satisfaction, it failed to account for how factors may contribute 
differently to satisfaction between contexts.  The importance of uniquely examining 
relationship behaviors within various relationship contexts cannot be overstated. 
While this paper makes a number of key advances, there are limitations of the current 
study.  First, technical limitations have prevented the explicit test for model preference.  
While I have relied on the BIC to select the theoretical model that best fits the data, the more 
technically appropriate confirmatory tetrad analysis (Bollen and Ting 2000; Bollen and Ting 
1993) would allow me to validate these findings by comparing these models nested within 
the tetrad framework to determine which theoretical model is most consistent with the 
observed data.  This test would allow me further ensure that I have chosen the theoretical 
model most appropriate for the observed data.   
Measurement limitations of this dataset also impose constraints on the current study.  
While most work on relationship quality and satisfaction has stressed the importance of 
general measures, overall satisfaction with the relationship is unavailable for all index 
relationships.  While additional models tested how general measures of satisfaction fit with 
the measurement model (poorly), the inability to include these generally accepted measures 
does differentiate the current study from other work. 
Two additional critiques can be leveled at the model specification choices made in the 
paper.  It may be suggested that the indicators of relationship satisfaction used are, similar to 
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infidelity in the preferred model, causal estimators rather than effect indicators as implied 
here.  This particular model construction was chosen for both practical and conceptual 
reasons.  Allowing the measures of satisfaction used in this paper to cause rather than reflect 
relationship satisfaction would prevent identification and estimation of the model.  However, 
we have reason to expect that the underlying satisfaction with the relationship will influence 
the specific measures of satisfaction that we collect.  In this particular case, we are aided by 
biased recall and reinterpretation of past events.  Relationship satisfaction will influence 
responses to questions about that relationship.  Individuals who are unsatisfied are more 
likely to report their relationship as “not good” along some set of measures (Halford, Keefer, 
and Osgarby 2002).  Through the process of retrospective recall, we would expect higher 
latent satisfaction to cause an increase of satisfaction along the specific measures (resolve 
problems, finances, sex lives) that we collect.  A second modeling concern could be 
comparison of the relationship contexts using a fixed measurement of the latent concept.  In 
each relationship context (marriage, cohabitation, or dating), I have used the same factor 
loading coefficients for the measurement model.  While it may be that the influence of 
satisfaction on each measure varies by context, these values were fixed.  This limitation was 
accepted so that I would be able to test the difference in contribution of infidelity to 
relationship satisfaction between contexts.  In future work, I plan to explore this comparison 
and allow factor loadings onto relationship satisfaction to vary across relationship contexts.  
Tolstoy (1878; Ch. 1) once claimed that “all happy families are alike; each unhappy 
family is unhappy in its own way.”  Though family researchers continue to find systematic 
rationales for unhappiness within families and relationships, this quote manages to 
encapsulate the differences between causal and effect indicators that this paper explores.  
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Effect indicators, by reflecting happiness, should be similarly patterned across those satisfied 
in their relationships, but causal indicators suggest multiple ways by which a relationship can 
become unsatisfactory.  The ability to model relationship satisfaction with both effect and 
causal indicators is a possible solution to the problem of measurement that has troubled this 
field.  By demonstrating how theoretically informed and statistically assessed measurement 
of relationship satisfaction can be undertaken, I have provided a road map for future 
measurement of important latent relationship variables.
  
 
Conclusion 
 
This dissertation incorporates unique data, design, and measurement tools to conduct 
original methodological, theoretical, and substantive research on the topic of sexual 
infidelity.  Using new data sources and a diverse variety of methodological approaches, I 
learned much about sexual infidelity: novel associated (and potentially causal) factors of 
infidelity perceptions, the influence of relationship contexts on infidelity behavior, and the 
influence of this behavior on relationship satisfaction.  To enumerate the primary 
contributions of my research from each chapter, I organize them into three main domains: 
research design/methods, substance, and theory.  While each chapter emphasizes a particular 
contribution (Chapter 1: methodology, Chapter 2: substantive, Chapter 3: theoretical), each 
contributes along every one of these dimensions. 
Substantive Contribution: Extending Boundaries 
By broadening the scope of my inquiries, I have contributed new knowledge about 
sexual infidelity. The substantive advances I have made derive from the extension of how we 
have classically studied infidelity by broadening the search for correlated factors into new 
areas, expanding the explored context to cohabitation, and breaking down boundaries for 
how we measure relationship satisfaction to include descriptions of relationship behavior. 
In the first chapter, the volume and specificity of Internet search data allowed me to 
extend the investigation of perceived partner sexual infidelity.  By casting a wide net, I was 
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able to find previously unexamined correlates of sexual infidelity. A number of heretofore 
unexplored topics were shown to have associations with this perception. Furthermore, 
measures of four search identified domains (religious attendance, health, illicit drug usage, 
and gun ownership) are significantly associated with perceived infidelity, even after 
including controls.  To the literature on this important topic then, my exploration has 
extended the study of perceived infidelity to incorporate these additional factors.  This 
substantive extension has already yielded benefits; consistently finding an association 
between perceived infidelity and illicit drug usage influenced my choice of control variables 
for subsequent chapters.  Later chapters include a measure of drug usage, intravenous drug 
history, as a control variable in models predicting the respondent’s extra-dyadic sexual 
involvement.   
In the second chapter, I extend the study of sexual infidelity outside of the 
traditionally studied marital context and into cohabitation.  Despite the increasing prevalence 
of cohabitation, little is known about sexual infidelity in this context, other than that it is 
more common than in marriage.  I find that this difference in sexual infidelity prevalence 
between marriage and cohabitation is not maintained in models correcting for the selective 
nature of the cohabitation to marriage transition.  These results are consistent with the 
argument that selection into marriage is responsible for the observed marital benefit in sexual 
infidelity, rather than effects of marriage or selection into cohabitation. Additionally, I find 
that sexual infidelity may be differently structured between the two relationship contexts, 
with the protective effects of education on sexual infidelity in marriage not observed in 
cohabitation.  Merely extending findings from marriage to other relationship contexts in 
insufficient as this context is an important consideration for understanding these behaviors. 
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The final chapter extended the measurement of relationship satisfaction to include 
sexual infidelity.  By constructing a theoretical model for this concept and testing how 
infidelity fits within this measure, I have demonstrated that relationship properties, like 
satisfaction or quality, can be extended to include descriptive measures, like sexual infidelity, 
rather than just personal evaluations of the relationship.  Sexual infidelity is an important 
predictor of relationship satisfaction, at least for marital relationships.  The impact of 
infidelity appears to vary across relationship contexts; dating and cohabiting relationships 
have different associations between infidelity and satisfaction.  Much as in the previous 
chapter, this work highlights that generalizing the findings observed in marriages to all 
relationship forms may be inappropriate.   
 
Methodological Contributions: New Perspectives 
My dissertation used several methodological strategies that represent contributions to 
new data sources, research design, and methods.  The advances that I made in this domain 
have in common a reliance on conceptually reorienting existing data and methods.  To 
further my investigations, I relied on creatively applying available tools and data.   
Daily, millions of Americans turn to Google to answer questions ranging from movie 
times to how to lose weight to ways to determine if a partner is cheating.  Despite this wealth 
of cheap, available, large, and unobtrusively collected data, online searches are an 
underutilized tool for research.  What work has been done has relied on these data to assess 
trends and relative frequency of events.  But there is more potential in digital data than 
gauging public trends.  Rather than relying on trend data and counts of searches as indicative 
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of level of interest, I use Google search data for exploratory research.  By identifying 
searches that are similar in pattern across space or time to a search of interest, I am 
potentially able to locate factors correlated with my topic of interest. By looking at these data 
from a new direction, I demonstrate their potential as a source for directed and theoretically 
limited social data mining. 
The second chapter reconsiders data available in Add Health and finds comparisons 
that allow me to answer how relationship context is associated with sexual infidelity.  This 
chapter relies heavily on carefully constructed design comparisons in order to determine 
whether observed data are consistent with a causal effect of marriage on sexual infidelity.  In 
particular, the comparison of cohabiting individuals to individuals who transitioned from 
cohabitation to marriage is a design comparison with the potential to address the selective 
nature of entrance into cohabitation. While a demanding method, instrumental variables and 
the alternative bivariate probit model are underutilized tools within the relationship literature.  
By examining how they might be applied to the selective nature of marital entry, I discovered 
an instrument that could allow researchers to further explore the causal nature of relationship 
behaviors by context. 
Additionally, I test recent developments of instrumental variables in situations where 
both the second stage outcome and the endogenous regressor are dichotomous.  On the basis 
of their performance in recent simulations studies, I estimate these instrumental variable 
models with two different model estimators, the bivariate probit and ordinary least squares 
models.  I am able to show that their performance in this case, particularly in instrument 
strength, is sufficient for model estimation in observed data.  Not only do these 
methodological contributions advance family research, but they have broad implications for 
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numerous social science areas that commonly confront these types of measures and 
conceptual issues. 
Measurement is an important consideration with regard to relationship properties.  
Even in cases where researchers have utilized confirmatory factor analyses to explicitly build 
their measurement of the key latent variables, the full power of structural equation modeling 
has not been employed. By testing whether indicators are causal or effect indicators, whether 
they predict or are predicted by the latent variable, I have a potential solution to the concern 
of whether measurement of relationship properties like quality or satisfaction can include 
descriptive as well as evaluative measures. Testing both causal directions between observed 
measures and latent variables allows all available information to be used and, at the same 
time, limits confounding judgment of relationship behavior by the researcher. Explicitly 
modeling the measurement of the latent relationship satisfaction and then ascertaining the fit 
with observed data provides a solution to other measurement concerns.  For example, though 
scale construction often assumes certain relative item weighting, a potentially unreasonable 
assumption, this method is able to determine relative item weighting which could allow 
better estimation of relationship properties. 
 
Theoretical Contribution: Social Context 
My investigation of sexual infidelity has enabled me to add to our theoretical 
understandings of relationship context, measures of relationship satisfaction, and even in the 
role of theory in exploratory research. Despite the shininess of the substantive and 
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methodological advances this work embodies, as I will discuss later, some of the most 
exciting findings were theoretical in nature. 
Through the theoretical validation of located search terms, this paper highlights the 
essential role of social theory in using and understanding findings from new data sources.  
Only on the basis of theoretical expectations were domains identified from Google searches 
approved for further scrutiny.  Reliance on theorized relationships between topics plays an 
essential role, not just in my particular validation, but more generally in the use of digital 
data.  
There is reason to be concerned about the consequences of exploratory data mining, 
even in such a large dataset.  Invariably, spurious relationships, type 1 error, and true but 
meaningless correlations will be found.  These concerns have been a major rationale for 
sociologists’ unwillingness to engage in, what is in other fields, a relatively common pursuit.  
However, careful application of theoretical expectations could reduce these concerns. Social 
theory, by guiding our explorations, is a potent shield against mechanical and mindless data 
exploration. Theory and past experience are tools for winnowing the wheat from the chaff 
and the signal from the noise, making theoretical insight a necessary tool for responsible use 
of new sources of online data. 
Almost as prevalent as cohabitation has come to be are the theories about what makes 
cohabitation different from marriage.  The theoretical contribution of this paper lies in the 
discussion of how behaviors may be either a consequence or mere correlation of the 
relationship context.  Observed differences in realized sexual infidelity between relationships 
of different types has often focused on causal interpretations, that there’s “something about” 
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marriage that leads to the differences in individual’s behavior within marriage or 
cohabitation.   
There are two main possibilities for the association between infidelity and 
relationship context: causal or selective.  We can imagine how context could cause the 
observed difference in infidelity. Drawing on different literatures (particularly economic and 
psychological), I discuss how a causal effect of marriage on sexual infidelity could be the 
result of a rational calculation of cost, social patterning of these relationship types, or 
psychological difficulty of mentally rationalizing divergent cognitive frames.  Alternatively, 
the infidelity difference could result from selection.  Perhaps certain kinds of relationships or 
individuals are likely to be in either cohabiting or marital relationships.  These are not 
mutually exclusive possibilities, but understanding their relative contribution requires 
accounting for the selective process of union formation to determine what causal forces 
might be ascendant. The comparisons and tests that I employ in this chapter help me tease 
apart the various explanations and suggest that the major driver for this relationship is the 
selective nature of marriage. 
The increasing prevalence, acceptability, and decreasing requirements for 
cohabitation suggest that over time, the selective nature of individuals and relationships in 
this state has declined.  As acceptability of cohabitation and resistance to not cohabiting have 
grown (Thornton and Young-DeMarco 2001), individuals in modern day cohabiting 
relationships may be less selective and therefore more representative of the general 
population than those in early cohabiting relationships.  On the other hand, as marriage has 
retained both cultural and practical importance, the transition to this state is still considered a 
major step and this transition is therefore selective.  I provide empirical support for this 
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theoretical position in finding that marriage is a key transition with regard to sexual 
infidelity. 
The last paper applies theoretical understandings of relationship satisfaction to 
develop possible models for the measurement of this variable.  The use of a MIMIC model to 
describe and measure relationship satisfaction is a theoretically motivated statistical 
approach.  It requires careful construction of a on the basis of theoretical insight and then 
allows the researcher to test this theoretical model against observed data.  The starting point 
for the measurement of relationship satisfaction was to understand the different theoretical 
predictions of how satisfaction and infidelity could be linked.   
Not only was the basis of this study theoretical, the consequences were as well.  
Using this approach, my results suggest that sexual infidelity is most accurately modeled as 
predictive of relationship satisfaction.  This finding helps adjudicate the specific literature 
regarding theoretical rationale behind affairs and infidelity.  Furthermore, it provides a 
roadmap to resolve the theoretical debates regarding the use of different types of observed 
measures as indicators of latent relationship properties. 
 
Implications and Broader Themes 
 Modes of Theoretical and Methodological Interface 
In addition to the focus on sexual infidelity, these chapters represent three different 
visions of how theory and methods influence and inform each other in social research. Each 
chapter provides a different variation on this interface, from theory as scalpel and guide to 
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theoretically informed analytic selection to theory as both informative of and informed by 
statistical estimation.  By appropriately leveraging theoretical and methodological strengths, I 
was able to successfully answer my specific research questions. 
Chapter 1 highlights the important role of theory within a generative and exploratory 
data process. The use of digital search histories provides an ocean of data on which, absent 
theory, I would be adrift.  Theoretical expectations and theorized relationships help limit the 
volume of information to a meaningful set of testable correlates. In this case, theory served as 
a necessary perceptual filter through which to view the data collected from online sources. 
  Chapter 2 shows how theory can inform model selection and choice of analytic tool.  
In this chapter, two main theoretical explanations for the relationship difference in sexual 
infidelity were discussed; selective mechanism or structural cause.  To adjudicate between 
these theories and determine if one provides a better explanation for observed reality, I had to 
choose designs and models to separate these two explanations and study the resulting 
fracture.  The choice of limiting the sample and then estimating an instrumental variable 
model was a direct response to these competing theories.  In addressing the selective 
mechanisms of first cohabitation and then marriage, I was able to better understand the 
competing theoretical claims and determine which better fit the data at hand.  
Finally, in chapter three, I demonstrated that not only can model choice and selection 
be driven by theoretical consideration, but that the outcomes of these models can help resolve 
existing theoretical uncertainties.  In measuring relationship satisfaction, there was a 
theoretical rationale to discard descriptive measures of relationship behavior, even at the 
informational cost that this imposed.  Informing the model on the basis of potential 
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theoretical explanations for the role of sexual infidelity in the construction of relationship 
satisfaction, I was able to determine which theoretical model better fit the observed data.  
This model selection demonstrated that descriptive measures can be brought into the 
measurement of relationship satisfaction (and potentially other relationship properties).  
Rather than merely adjudicating between rival theoretical claims, the proper choice of 
methods and models can generate new theoretical insights. 
The implications of my work are not just direct, in terms of what I have demonstrated 
about sexual infidelity, or indirect, such as the role of digital data or the potential of 
theoretically informed models to incorporate a variety of relationship measures, but are also 
fundamental to social science.  These papers demonstrate the remarkably variety within the 
central interplay between theory and statistical methods in social research.  Rather than 
separate and distinct issues, the remarkable variety shown in these chapters, demonstrates 
that theory and methods are part of a complete and organic process. 
 
 
 Integration 
From the outset, I stated that sexual infidelity is important not just for itself, but also 
because of where this behavior is positioned with regard to a variety of disciplines.  And 
while it can speak to issues in each of these fields, there is another benefit of this conceptual 
centrality. This dissertation highlights the importance of integration in research by pulling 
together existing tools, data, theories, and insights from a variety of backgrounds.  
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The work with Google searches integrated existing survey research, new data sources, 
and theoretical insights in order to identify potential correlates of perceived partner infidelity, 
develop a procedure for exploratory use of search engine data, and finally, demonstrate the 
potential value of aggregate search data in research.  The study of sexual infidelity across 
relationship contexts integrated economic, psychological, and social models of relationships 
in order to better understand how context may play a role in sexual infidelity.  The final 
chapter is explicitly integrative, as it uses different causal directions to integrate both 
evaluative and descriptive elements into the measurement of relationship satisfaction. 
Using an integrative approach to research sexual infidelity allowed me to build on the 
strengths from a variety of areas.  In terms of both methods and theories, I was drew from a 
variety of disciplinary and subfield backgrounds, allowing me to both fit appropriate tools to 
the task at hand and seek insight where best it could be found.  For example, in chapter 2, the 
explanations provided for the causal effect of relationship context on infidelity drew on 
economic, sociological, and psychological theorizing about the role of relationships in 
individuals’ lives.  The data and models I chose in these papers draw from computer science, 
economics, and psychology, in addition to more common social models. 
 
Limitations 
 Measure Timing 
Though some discussion of the limitations was engaged in each chapter, there are 
some general limitations to consider when reflecting on this work.  In particular, the 
weakness of the measures I have available for sexual infidelity limited the work herein 
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presented. The measure that I rely on for infidelity (self-reported incidence at any point 
during the current or most recent relationship) is not an ideal measure in many ways.  
Though the accuracy of this measure is higher than we might anticipate for more specific 
measures of infidelity or concurrency, the limitations are acute.  Part of the definitional 
uncertainty in my work is a consequence of this measure’s weakness and inability to 
temporally situate the infidelity experience within the relationship.  It therefore becomes 
impossible to determine when a relationship the infidelity occurred, in what context, and 
whether sexual exclusivity was even assumed at that point. The lack of timing data makes it 
impossible to study temporally situated events, like pregnancy, childbirth, or relationship 
intensification. 
 
 Measure Context 
Furthermore, in these data I have no information that allows me to respond to the 
potential of licit extra-dyadic sexual relationships.  Though alternatives to sexual exclusivity 
in emotionally committed relationships exist and, in many ways, are becoming more visible, 
they remain a distinct minority.  However, I have no information that allows me to ascertain 
how the measured “sexual infidelity” fits within the context of the relationship.  Perhaps it 
occurred as a part of a three (or more) partner sexual liaison that included the primary 
relationship partner.  Perhaps it was a joint decision to allow one individual to fulfill their 
sexual needs or desires via other outlets.  Perhaps sexual exclusivity is not assumed in the 
respondent’s index relationship.  Though I have shown the importance of context in 
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understanding sexual infidelity, these are important contexts for sexual infidelity that the 
current work fails to appreciate. 
 
Future work 
From the work, tools, expertise, and findings presented here, I have a number of other 
research projects I plan to engage with in the future.   
I have discussed with potential coauthors the idea of using digital data sources for 
research.  In particular, I hope to use these records to develop indicators of behavioral 
prevalence for hard to measure sexual behaviors.  In one potential project, I have suggested 
the use of Grindr (an application for homosexual men to locate potential sexual partners) or 
Craigslist personal ads as indicators of the homosexual male population in urban areas to 
better allow estimates of risk of exposure to sexually transmitted infections for public health 
research and intervention targeting. 
My work found that cohabitation and marriage appear to be different with regard to 
the factors relevant to sexual infidelity.  However, this paper assumed a commonality of 
experience among the cohabiting relationships of which previous work finds no evidence.  In 
actuality, cohabitation is a heterogeneous “institution,” ranging from financial partnership to 
marital replacement.  To better understand how cohabitation might influence and shape the 
relationship experience of sexual infidelity, I would like to explore how the specific form 
(although implying that there are discrete categories is problematic in its own way) of 
cohabitation may change the association between various personal and relationship factors 
and sexual infidelity. This more sophisticated and nuanced view of cohabitation may uncover 
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new differences or similarities between cohabitation and marriage with regard to sexual 
infidelity. 
The timing limitation of the available measure prevented me from examining one 
particular intriguing association.  The existing literature suggests that pregnancy is associated 
with sexual infidelity and in the first chapter; the Google searches indicated a potential 
association between perceiving a partner to be unfaithful and pregnancy.  However, I would 
like to further explore this relationship as a number of potential pathways could create this 
association.  Does the limitation of sexual activity with a currently or recently pregnant 
partner instigate extra-dyadic sexual relationships? Is infidelity a response to the new child 
and stress at home, rather than sexual limitation?  Or, to invert the causal direction, is 
pregnancy a means of retaining a sexually unfaithful mate by creating parental ties and 
obligations? 
Despite my continuing research interest in biological inclusion in social research, 
none of the current work has made use of this strength.  One future project I have planned is 
integrating genetic markers into a model of sexual infidelity.  In particular, many of the genes 
for which genotyping is available in this or other samples are neurotransmitter linked and, as 
previous work and my second chapter show, there are psychological predispositions that are 
associated with infidelity.  Therefore, we might expect that the biological influence may 
occur indirectly through psychological measures, like impulsivity.  I would like to determine 
if genetic risks (other than DRD markers) are associated with sexual infidelity and, if so, 
whether these risks may influence infidelity through psychological factors, like impulsivity. 
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Having developed a measure for relationship satisfaction, I look forward to including 
it in a number of future projects.  First, I would like to examine the intergenerational 
transmission of relationship satisfaction.  I have performed some preliminary work in this 
area that suggested that the respondent’s relationship satisfaction is influenced by the 
parent’s relationship satisfaction years before, and that part of this effect is mediated through 
the development of normative views towards relationships and relationship expectations.  
Second, I would like to examine satisfaction as not just a static property, but as a longitudinal 
characteristic of the individual and the relationship.  Both subsequent and previous waves of 
Add Health could allow me to test how satisfaction grows and changes across the 
relationship’s life course. 
My research plan derives from common understandings and thoughts regarding 
infidelity.  I would like to study whether the idea of “once a cheater, always a cheater” has 
some bearing in fact.  Add Health has some rudimentary early questions about whether an 
individual has ever engaged in sexual infidelity and using this in a longitudinal framework 
across an individual’s relationship history could allow me to better determine whether 
infidelity is a consequence of an individual or better understood as the result of relationship 
orientations, actions, and beliefs. 
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Table 1.1: Description of the Analytic Sample for Empirical Validation (weighted means). 
Control Variables Mean S.E. 
      
Perceived Partner Infidelity 0.15 0.01 
      
Age (Current or End of Relationship) 28.06 0.12 
Female 0.50 0.01 
Race/Ethnicity     
White 0.67 0.03 
Black 0.15 0.02 
Hispanic 0.12 0.02 
Asian 0.03 0.01 
Other Race 0.03 0.00 
Educational Attainment     
Less than High School 0.09 0.01 
High School or Equivalency 0.17 0.01 
Past High School 0.43 0.01 
College or More 0.31 0.02 
Relationship Detail     
Relationship Duration (Years) 4.91 0.09 
Marital Relationship 0.45 0.01 
Cohabiting Relationship 0.28 0.01 
Dating Relationship 0.27 0.01 
Personal Sexual Infidelity 0.21 0.01 
N 13,726   
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Table 1.2: Google Searches Correlated with Perceived Partner Infidelity, Organized by 
Theoretical Domain 
Topic Search Terms   
Physical 
Appearance 
Lose belly fat 
Belly fat 
Lose belly 
Tone up 
What foods not to eat 
Belly fat loss 
Insanity work out results 
Lose 40 pounds in 2 months 
Best diet pill 
How to lose belly fat 
Getting into shape 
Power gym 
Video Game 
Playing 
Cheat code xbox 
Need for speed pro street cheat 
God of war strategy 
Batman arkham asylum riddler 
challenges 
Call of duty modern warfare 3 
cheats 
Xbox 360 with Kinect bundle 
Mario bros 3 
Burnout paradise cheat 
Eq2 wiki 
Captain falcon 
Eq2 flames 
Space strategy games 
Codes for grand theft auto 4 
Cheat codes for grand theft auto 4 
Cheat codes for midnight club 
Cheat codes for grand theft auto 
New mortal kombat 
Codes for grand theft auto 
Cheat codes for call of duty 
The playstation 3 
Codes for xbox 360 
Cheat codes for xbox 360 
Cheat codes for 
Ds lite pink 
Ps3 online games 
Debt Trouble Loan lenders 
Calculate car payment 
Homesite insurance company 
Krch realty 
Rental deposit return 
Loans for students 
Free in nyc 
Conventional loan limits 
Citibank reo 
Penfed credit union 
Stay afloat 
Citi reo 
Charles schwab mortgage 
Loan limits 
Loans for bad credit 
Need a loan 
Get a loan 
I need a loan 
Loan with bad credit 
Credit loans 
Your credit score 
Freecreditscore.com 
Borrow money 
Credit card for bad credit 
Interest rates on credit cards 
Cosigner 
Eviction notice 
I have bad credit 
Job Searching Cover letter for resume 
Apply for job 
Do you work 
Hotels job 
Sc jobs 
Teacher aide salary 
Hisd jobs 
County government jobs 
Ny jobs 
Jobs in dallas texas 
Preschool teacher jobs 
Job link 
RN positions 
Bank jobs 
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Teacher assistant jobs tn jobs 
Pregnancy Cause a miscarriage 
If your pregnant 
Baby at 5 months 
What is placenta 
Open cervix 
Pregnant ultrasound 
Baby showers 
Pregnant symptoms 
Baby shower 
Pregnancy week by week symptoms 
Health Issues Lump in back 
Stomach nausea 
Hospitals in Portland 
Swollen vein 
Colonix cleanse 
Henderson mental health 
Leg twitching 
Swollen anus 
Collagen production 
Pulled chest muscle 
Exercises for carpal tunnel 
Right side chest pain 
Severe leg pain 
Depression remedies 
Biceps tendonitis 
Worms in humans 
Methicillin resistant 
staphylococcus aureus 
Symptoms of implantation 
What is lupus 
Lower blood pressure 
Hurting 
Itching all over 
What are symptoms 
Upper respiratory tract infection 
Toe is numb 
Crabs pubic 
Swollen nipple 
Fingers swollen 
How do you get hiv 
Excessive coughing 
Over the counter medicine 
Discharge after period 
Pills 
Brain shrinkage 
Prednisolone acetate ophthalmic 
Sudden headache 
 
Drug Usage Ativan withdrawal 
Effects of drug use 
Symptoms of overdose 
Clean dog urine 
Brick for sale (?) 
Gun 
Ownership 
5.56x45mm 
Little gun 
Ruger charger 
Saiga ak-47 
Tennessee carry permit 
Cars-Used 2002 expedition 
97 4runner 
All foreign auto 
Westside imports 
C10 truck 
Jeep grand Cherokee engine 
Hyundai santa fe 2008 
Grand Cherokee 2001 
Best pickup truck 
Toyota part number 
Toyota cars for sale 
Toyota camry pictures 
About Toyota 
Transmission leaks 
Religion Praying hands 
Where in the bible 
What does the bible say about 
Where in the bible does it say 
What does the bible say 
The holy bible 
Jesus said 
In the bible 
What is a god 
Holy bible 
Reap what you sow 
Bible scripture 
Psalms 23 
Reap what you 
Jesus shirt 
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Table 1.3: Selected Indicators for each Google Identified Conceptual Domain 
Topic Add Health Variables  
Physical Appearance BMI (women) 
Perceived Weight Status (women) 
Weight Lifting (men) 
Video Game Playing Frequency of Video Game Playing 
Debt Trouble Total Income 
Total Debt 
Debts Exceed Assets 
Job Searching Currently Employed 
Unemployed and Seeking a Job 
Health Issues General Health 
Miss Days of Work 
Health Limits Activity 
Stair Climbing Limited by Health 
Has Skin Cancer 
Has High Blood Pressure 
Has Heart Disease 
Has Migraines 
Has High Cholesterol 
Has Diabetes 
Has Epilepsy 
Has Asthma 
Has Depression 
Has PTSD 
Has Anxiety 
Drug Usage Prescription-Sedatives 
Prescription-Tranqs 
Prescription-Stimulants 
Prescription-Pain Meds 
Steroids 
Pot 
Cocaine 
Meth 
Other illegal drugs 
Injecting Drugs 
Pot Frequency (Month) 
Pot Frequency (Year) 
 
Gun Ownership Shoot or Stabbed Someone 
Religion Christian 
Church Attendance Frequency 
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Table 1.4: Empirical Validation using data from Add Health, Wave IV of Google Identified 
Concepts and Perceived Sexual Infidelity (N=13,110-14,346 depending on independent 
variable).   
  
Bivariate Multivariate 
Topic Variable B  SE B  SE 
Appearance 
BMI 0.01 * 0 0   0 
BMI (Women Only) 0.02 *** 0 0.01   0.01 
Perceived Weight (ref=V. 
Underweight) 
            
Slightly Underweight 0.14   0.37 0.26   0.41 
About the Right Weight -0.23   0.35 -0.01   0.38 
Slightly Overweight -0.14   0.36 0.04   0.39 
Very Overweight 0.02   0.36 0.09   0.39 
Perceived Weight (ref=V. 
Underweight)-Women Only 
            
Slightly Underweight 0.21   0.62 0.74   0.75 
About the Right Weight -0.26   0.54 0.51   0.69 
Slightly Overweight 0   0.54 0.66   0.7 
Very Overweight 0.14   0.56 0.75   0.71 
Weight Lifting -0.02   0.02 -0.01   0.02 
Weight Lifting (Men Only) 0.03   0.03 0.01   0.03 
Video Game Frequency Playing 0.01   0 0   0 
Debt 
Total Income 0   0 0   0 
Total Income (ref=<$5,000)             
$5,000-9,999 0.02   0.28 0.07   0.3 
$10,000-14,999 -0.11   0.39 0.06   0.38 
$15,000-19,999 -0.2   0.36 -0.14   0.37 
$20,000-24999 -0.52   0.3 -0.36   0.29 
$25,000-29,999 -0.55   0.31 -0.27   0.31 
$30,000-39,999 -0.43   0.34 -0.16   0.33 
$40,000-49,999 -0.76 + 0.31 -0.36   0.3 
$50,000-74,999 -0.75 + 0.32 -0.35   0.31 
$75,000-99,999 -1.06 ** 0.33 -0.5   0.32 
$100,000-149,999 -1.03 * 0.34 -0.52   0.32 
$150,000 or more -0.84 + 0.34 -0.4   0.35 
Total Debt (ref=<$1,000             
$1,000-4,999 0.15   0.12 0.16   0.12 
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$5,000-9,999 -0.01   0.14 0.03   0.15 
$10,000-24,999 0.01   0.13 0.17   0.14 
$25,000-49,999 -0.17   0.14 -0.09   0.15 
$50,000-99,999 -0.06   0.16 0.04   0.17 
$100,000-249,999 -0.37   0.17 -0.03   0.18 
$250,000 or more 0.05   0.27 0.1   0.31 
Debt/Asset (ref=Assets>Debt)             
Assets=Debt 0.24 ** 0.08 0.07   0.09 
Debt>Assets 0.37 *** 0.08 0.16   0.09 
Employment 
Current Employed -0.05   0.07 0.04   0.06 
Unemployed+Looking 0.55 *** 0.11 0.27   0.13 
Unemployed Generally 0.59 *** 0.12 0.28   0.14 
Health 
General Health (ref=Excellent)             
Very Good 0.24   0.11 0.11   0.12 
Good 0.47 *** 0.12 0.24   0.12 
Fair 0.77 *** 0.13 0.44 * 0.14 
Poor 0.6   0.3 0.31   0.33 
Health Limits Activity (ref=No)             
Some Limitation 0.38 * 0.11 0.29   0.11 
Lots of Limitation 0.37   0.19 0.35   0.21 
Stair Climbing Limit (ref=No)             
Some Limitation 0.24   0.15 0.16   0.17 
Lots of Limitation 0.46   0.19 0.4   0.2 
Cancer 0.01   0.29 -0.32   0.3 
High Cholesterol -0.09   0.12 0.14   0.14 
High BP 0.19   0.09 0.11   0.1 
Diabetes 0.16   0.19 0.11   0.22 
Heart Disease 0.46   0.37 0.25   0.37 
Asthma 0.19   0.08 0.15   0.1 
Migraines 0.13   0.09 0.05   0.09 
Depression 0.51 *** 0.09 0.33 * 0.1 
PTSD 0.56 *** 0.13 0.36   0.16 
Anxiety 0.3 * 0.09 0.18   0.11 
Epilepsy 0.26   0.24 0.21   0.24 
Drugs 
Prescription-Sedatives 0.55 *** 0.09 0.35 * 0.11 
Prescription-Tranquilizers 0.53 *** 0.11 0.4 * 0.12 
Prescription-Stimulants 0.46 ** 0.11 0.38 * 0.13 
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Prescription-Pain Meds 0.34 ** 0.1 0.24   0.1 
Steroids -0.1   0.18 -0.15   0.21 
Pot 0.33 *** 0.06 0.16   0.07 
Cocaine 0.41 *** 0.07 0.32 ** 0.08 
Meth 0.62 *** 0.1 0.47 *** 0.1 
Other illegal drugs 0.32 ** 0.09 0.27 + 0.1 
Injecting Drugs 1.09 ** 0.31 1.19 * 0.39 
Pot Frequency (Month) 0.11 *** 0.01 0.04   0.02 
Pot Frequency (Year) 0.09 *** 0.02 0.01   0.02 
Religion 
Christian -0.11   0.08 -0.05   0.09 
Church Attendance (ref=None)             
Few Times -0.13   0.07 -0.18   0.09 
Once a Month -0.03   0.12 0   0.13 
2-3 times a Month -0.37 * 0.13 -0.41 * 0.14 
Once a Week -0.41 ** 0.11 -0.34 * 0.13 
More than Once a Week -0.27   0.16 -0.23   0.19 
Guns Shooting/Stabbing 0.29 * 0.14 0.25 * 0.12 
+ p<0.1; * p<0.05; ** p<0.01; *** p<0.001 
P values displayed are adjusted for Multiple Testing of the Conceptual Domain 
Multivariate models include controls for Age at end (or current point) of relationship, Sex, Race, 
Highest Level of Education Achieved, Relationship Duration, Relationship Type, and Personal 
Sexual Infidelity 
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Table 2.1: Descriptive Statistics for Analytic Samples (weighted means). 
  
All 
Respondents Married Cohabiting 
              
VARIABLES Mean S.E. Mean S.E. Mean S.E. 
              
Sexual Infidelity 0.19 0.01 0.17 0.01 0.24 0.01 
Demographic       
Female 0.52 0.01 0.54 0.01 0.48 0.01 
Age 28.22 0.12 28.64 0.11 27.52 0.14 
White (reference) 0.70 0.03 0.74 0.03 0.63 0.03 
Black 0.13 0.02 0.09 0.01 0.20 0.03 
Hispanic 0.11 0.02 0.11 0.02 0.11 0.01 
Asian 0.03 0.00 0.03 0.01 0.03 0.01 
Other Race 0.03 0.00 0.03 0.00 0.03 0.00 
Education       
Less than High School 0.09 0.01 0.07 0.01 0.12 0.01 
High School 0.18 0.01 0.64 0.01 0.21 0.01 
Past High School 0.44 0.01 0.44 0.01 0.44 0.01 
College or More 0.29 0.02 0.32 0.02 0.23 0.01 
Personal Experience       
Currently Employed 0.65 0.01 0.64 0.01 0.68 0.01 
Frequently Distracted 0.15 0.01 0.15 0.01 0.16 0.01 
Faith is Important 0.11 0.01 0.13 0.01 0.06 0.01 
Weekly Church 
Attendance 0.16 0.01 0.21 0.01 0.07 0.01 
Intravenous Drug Use 0.01 0.01 0.00 0.00 0.01 0.00 
Married 0.62 0.01 1  0  
Relationship Duration 6.13 0.09 7.37 0.09 4.10 0.08 
        
Observations 9945  6289  3656  
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Table 2.2: Odds Ratios for Models Predicting Sexual Infidelity within a Relationship 
  Sexual Infidelity 
  OR S.E. 
      
Demographic 
 
  
Female 0.71*** 0.06 
Age at End of Relationship 0.93*** 0.02 
White (reference)   
Black 2.16*** 0.19 
Hispanic 1.36* 0.16 
Asian 0.86 0.19 
Other Race 1.41 0.30 
Education   
College or More (reference)   
Past High School 1.42*** 0.12 
High School 1.20+ 0.13 
Less than HS 1.62*** 0.21 
Personal Experience   
Currently Employed 1.05 0.09 
Frequently Distracted 1.50*** 0.15 
Faith is Important 0.87 0.11 
Weekly Church Attendance 0.64*** 0.07 
Intravenous Drug Use 1.47 0.50 
Relationship Detail   
Marriage 0.62*** 0.05 
Relationship Duration 1.11*** 0.01 
    
Constant 0.87 0.47 
    
Observations 9945  
R-squared 0.05  
 
*p<0.05, **p<0.01, ***p<0.001 
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Table 2.3: Odds Ratios for Models Predicting Sexual Infidelity Addressing Selection into 
Marriage 
  Cohabitation Only Instrumental Variable 
  Sexual Infidelity Sexual Infidelity 
  OR   S.E. OR   S.E. 
    
 
    
 
  
Demographic 
   
  
 
  
   Female 0.67 *** 0.06 0.94 *** 0.01 
   Age at End of Relationship 0.93 *** 0.02 0.99  0.01 
   White (reference)       
   Black 1.99 *** 0.18 1.13 ** 0.04 
   Hispanic 1.27 + 0.16 1.02 + 0.01 
   Asian 0.88  0.22 1.00  0.02 
   Other Race 1.30  0.31 1.03  0.02 
Education       
   College or More (reference)       
   Past High School 1.33 ** 0.12 1.05 ** 0.01 
   High School 1.08  0.13 1.02  0.02 
   Less than HS 1.43 ** 0.19 1.07 + 0.03 
Personal Experience       
   Currently Employed 1.01  0.09 1.01  0.01 
   Frequently Distracted 1.50 *** 0.15 1.07 *** 0.01 
   Faith is Important 0.94  0.14 0.99  0.02 
   Weekly Church Attendance 0.82  0.10 0.96  0.03 
   Intravenous Drug Use 1.41  0.48 1.08  0.06 
Relationship Detail       
   Marriage 0.67 *** 0.06 0.90  0.18 
   Relationship Duration 1.11 *** 0.01 1.02 * 0.01 
        
Constant 0.96  0.55 1.44 ** 0.12 
        
Observations 8017   10413   
Instrumental Variable 
Diagnostics       
F-statistic    27.93   
Critical Value (10% bias)    16.38   
*p<0.05, **p<0.01, ***p<0.001 
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Table 2.4: Logistic Regression Models of Sexual Infidelity Stratified by Relationship Type (Odds Ratios shown). 
  Married Men Cohabiting Men Married Women Cohabiting Women 
  Sexual Infidelity Sexual Infidelity Sexual Infidelity Sexual Infidelity 
  OR   S.E. OR   S.E. OR   S.E. OR   S.E. 
Demographic             
Age at End of Relationship 0.94  0.04 0.91 ** 0.03 0.90 ** 0.03 0.99  0.03 
White (reference)             
Black 3.41 *** 0.63 3.16 *** 0.50 2.03 *** 0.40 0.96  0.18 
Hispanic 1.54 * 0.34 2.01 ** 0.51 1.02  0.20 1.04  0.30 
Asian 1.36  0.43 0.76  0.29 0.77  0.42 0.62  0.25 
Other Race 2.90 ** 1.12 0.67  0.36 2.22 * 0.72 0.49  0.25 
Education             
College or More (reference)             
Past High School 1.76 ** 0.29 1.11  0.23 1.31 * 0.18 1.65 ** 0.32 
High School 1.47 + 0.34 0.77  0.19 1.47 * 0.27 1.18  0.33 
Less than HS 1.78 * 0.43 1.22  0.35 1.93 * 0.54 1.55  0.49 
Personal Experience             
Currently Employed 0.85  0.12 1.05  0.21 1.20  0.16 1.20  0.18 
Frequently Distracted 1.66 * 0.34 1.79 ** 0.39 1.38 * 0.20 1.31  0.25 
Faith is Important 0.70  0.18 0.97  0.31 1.00  0.21 0.85  0.22 
Weekly Church Attendance 0.67 + 0.15 0.66  0.17 0.59 ** 0.10 0.79  0.20 
Intravenous Drug Use 1.10  0.66 0.57  0.39 8.53 * 8.59 3.70 + 2.76 
Relationship Detail             
Relationship Duration 1.12 *** 0.02 1.09 *** 0.02 1.12 *** 0.02 1.11 *** 0.02 
              
Constant 0.33  0.39 2.00  1.54 1.03  0.93 0.14 * 0.14 
              
Observations 2697   1730   3592   1926   
R-Squared 0.05   0.07   0.04   0.03   
+ p≤ 0.01,*p<0.05, **p<0.01, ***p<0.001 
1
14 
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Table 3.1: Description of the Analytic Sample (weighted means). 
Variable Mean S.E. 
Age 28.01 0.12 
Female 0.5 0.01 
Intravenous Drug Usage 0.01 0 
Currently Employed 0.67 0.01 
Race     
White 0.66 0.03 
Hispanic 0.12 0.02 
Black 0.15 0.02 
Asian 0.04 0.01 
Other 0.03 0 
Education     
Less than High School 0.08 0.01 
High School 0.17 0.01 
Past High School 0.43 0.01 
College or More 0.32 0.02 
Relationship     
Duration (Years) 4.87 0.09 
Relationship Ended 0.18 0.01 
Perceived Infidelity 0.15 0.01 
Respondent Infidelity 0.2 0.01 
Dating Relationship 0.27 0.01 
Cohabiting Relationship 0.28 0.01 
Marital Relationship 0.45 0.01 
N=11241 
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Table 3.2: Description of Relationship Satisfaction Effect Indicators (N=11241, unweighted percentages) 
  Satisfied with: 
% of Respondents Handling of Problems Finances Sex Life 
Strongly Disagree 4.58 4.32 3.63 
Disagree 11.37 9.98 7.61 
Neither Agree or Disagree 15.03 23.12 13.04 
Agree 34.95 35.26 34.21 
Strongly Agree 34.07 27.31 41.51 
 
  
 
 
117 
 
Table 3.3: Comparison of Fit Between Theoretical Models of Relationship Satisfaction and Sexual 
Infidelity 
Model 
Respondent 
Infidelity 
Perceived 
Infidelity 
Chi-Square 
for Model Fit 
Free 
Parameters N 
Calculated 
BIC 
A Effect Indicator Effect Indicator 274.65 36 11241 -61.13 
B Causal Indicator Causal Indicator 164.68 32 11241 -133.79 
C Effect Indicator Causal Indicator 400.83 34 11241 83.70 
D Causal Indicator Effect Indicator 386.57 34 11241 69.44 
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Table 3.4: Measurement Model for the Preferred Theoretical Relationship 
 
B SE p 
Measurement of Relationship Satisfaction 
   Satisfied with Handling of Problems/Disagreements 1.00 0  
Satisfied with Handling of Family Finances 0.801 0.018 *** 
Satisfied with Our Sex Life 0.654 0.016 *** 
 
   
Predictors of Relationship Satisfaction    
Age -0.006 0.007  
Female -0.067 0.026 ** 
Ever Use Intravenous Drugs -0.249 0.154  
Currently Employed -0.066 0.027 * 
Race (Non-Hispanic White=reference)    
Hispanic -0.021 0.043  
Black -0.027 0.035  
Asian -0.013 0.081  
Other 0.054 0.066  
Education (Less than High School=reference)    
High School 0.050 0.067  
Past High School 0.011 0.063  
College or More 0.105 0.061 + 
Relationship Type (reference=Dating)    
Cohabitation 0.000 0.038  
Marriage 0.078 0.047  
Relationship Duration 0.000 0.004  
Relationship has Ended -0.630 0.042 *** 
Sexual Infidelity    
Believe Partner has been Sexually Unfaithful -0.414 0.038 *** 
Has had Other Sexual Partners -0.338 0.038 *** 
    
    Model Fit Statistics 
   Chi-square 164.682 *** 
 Df 34  
 RMSEA 0.018  
 p(RMSEA<0.05) 1.000  
 CFI 0.982  
 TLI 0.971  
 N 11241  
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Table 3.5: Multi-Group Comparison of the Confirmatory Factory Analysis by Relationship Context 
 
Dating Cohabitation Marriage 
 
B SE p B SE p B SE p 
Age -0.004 0.014  -0.010 0.010  -0.011 0.014  
Female -0.105 0.056 + 0.027 0.053  -0.101 0.045 * 
Ever Use Intravenous Drugs -0.300 0.282  -0.309 0.227  -0.329 0.379  
Currently Employed -0.042 0.046  -0.061 0.051  -0.096 0.046 * 
Race (ref=NH White)          
Hispanic -0.084 0.081  0.081 0.083  -0.056 0.084  
Black -0.111 0.059  0.063 0.062  -0.079 0.064  
Asian -0.130 0.133  0.109 0.136  0.043 0.129  
Other 0.228 0.127  -0.022 0.107  0.054 0.140  
Education (ref= <HS)          
High School 0.186 0.143  0.064 0.088  -0.048 0.107  
Past High School 0.146 0.119  -0.027 0.077  -0.053 0.100  
College or More 0.111 0.122  0.169 0.087 + 0.120 0.098  
Relationship Duration 0.009 0.011  -0.030 0.008 *** 0.014 0.006 * 
Relationship Has Ended -0.746 0.069 *** -0.554 0.088 *** -0.836 0.171 *** 
Perceived Partner Infidelity -0.324 0.073 *** -0.299 0.069 *** -0.651 0.101 *** 
R had other Sexual Partners -0.215 0.066 ** -0.301 0.070 *** -0.535 0.083 *** 
 
         
Intercepts          
Relationship Satisfaction 0 0  0.102 0.515  1.098 0.230 *** 
r
2
 0.165   0.144   0.117   
 
Model Fit: 
chi-square 254.301*** 
RMSEA 0.02 
p(RMSEA<0.05) 1 
CFI 0.982 
TLI 0.977 
N 11241 
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Figure 3.1: Simplified Models for the Theorized Relationship between Sexual Infidelity and Relationship Satisfaction (Other Indicators Not 
Shown)
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 Figure 3.2: Complete Measurement Model for the Preferred Model 
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