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 Abstract 
 Occurrence of outages in overhead distribution systems is a significant factor in 
determining distribution system reliability. Analysis of animal-related outages has practical value 
since animals cause a large number of outages in overhead distribution systems. This dissertation 
presents several different methods to investigate the impact of weather and time of the year on 
the animal-related outage rate. The animal-related outages from year 1998 to year 2007 for 
different cities in Kansas are provided by Westar Energy. From examinations of the historical 
data, two factors which influence the animal-related outages, the month type and the number of 
fair weather days are taken as inputs along with historical outage data for prediction models. 
Poisson regression model, neural network model, wavelet based neural network model and 
Bayesian model combined with Monte Carlo simulations are applied to the weekly data of 
different cites. Even though Poisson regression models, Bayesian models and neural network 
models are able to recognize the changing pattern of outage rates under different weather 
conditions, they are limited in their ability to follow the high peaks in the time series of weekly 
animal-related outages. The introduction of wavelet transform techniques overcomes this 
problem. Simulation results indicate that the wavelet based neural network models are able to 
capture the pattern of fast fluctuations in the weekly outages of different cities in Kansas of 
various sizes. A hyperpermutation method inspired by artificial immune system algorithm is 
used to solve the overtraining problem in the application of neural networks. Finally, Monte 
Carlo simulations based on conditional probability tables from Bayesian models are used to find 
out the confidence intervals of the predictions. We aggregate the weekly data and carry out the 
analysis on a monthly and yearly basis too. Simulation results indicate that the models are able to 
capture the pattern as at least 90% of the observed values are within the upper limits of 95% 
confidence in the predictions for weekly, monthly and yearly animal-related outages of different 
cities in Kansas. The results obtained from Monte Carlo simulations are compared with the 
wavelet based neural network model to indentify years with more than expected level of outages. 
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the animal-related outage rate. The animal-related outages from year 1998 to year 2007 for 
different cities in Kansas are provided by Westar Energy. From examinations of the historical 
data, two factors which influence the animal-related outages, the month type and the number of 
fair weather days are taken as inputs along with historical outage data for prediction models. 
Poisson regression model, neural network model, wavelet based neural network model and 
Bayesian model combined with Monte Carlo simulations are applied to the weekly data of 
different cites. Even though Poisson regression models, Bayesian models and neural network 
models are able to recognize the changing pattern of outage rates under different weather 
conditions, they are limited in their ability to follow the high peaks in the time series of weekly 
animal-related outages. The introduction of wavelet transform techniques overcomes this 
problem. Simulation results indicate that the wavelet based neural network models are able to 
capture the pattern of fast fluctuations in the weekly outages of different cities in Kansas of 
various sizes. A hyperpermutation method inspired by artificial immune system algorithm is 
used to solve the overtraining problem in the application of neural networks. Finally, Monte 
Carlo simulations based on conditional probability tables from Bayesian models are used to find 
out the confidence intervals of the predictions. We aggregate the weekly data and carry out the 
analysis on a monthly and yearly basis too. Simulation results indicate that the models are able to 
capture the pattern as at least 90% of the observed values are within the upper limits of 95% 
confidence in the predictions for weekly, monthly and yearly animal-related outages of different 
cities in Kansas. The results obtained from Monte Carlo simulations are compared with the 
wavelet based neural network model to indentify years with more than expected level of outages. 
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CHAPTER 1 - Introduction 
Customers in the digital age have increased the demand for high reliability in electricity 
service since due to the wide usage of computers, clocks, and other electrical devices even 
momentary power interruptions cause major inconveniences and loss of productivity [1].  Also 
there is an increased demand for high reliability from regulators. In many states the utilities are 
required by the utility commissions to report reliability related system performance on an annual 
basis [2]. The utility companies strive to maintain a certain level of reliability in the generation, 
transmission and distribution part of the power system. 
1.1 Significance of Overhead Distribution System Reliability 
In relation to reliability issues, distribution system reliability is drawing more and more 
attention. Power distribution systems receive electricity from transmission systems and deliver it 
to customers.  The reliability of distribution systems correlates directly with their ability to 
deliver power to the customers without outages. A very large part of the distribution systems in 
the US consists of overhead feeders with radial configuration, which saves capital cost but is not 
always reliable. Locating in highly populated areas, unique configurations and relatively simple 
protection mechanisms in distribution systems makes distribution systems more responsible for 
most of the interruptions experienced by customers than generation and transmission systems 
[3]. It has been reported that 80% of the interruptions experienced by customers are due to 
outages in distribution systems [4] and on average, an outage of a segment on a feeder will 
interrupt service to about half of the customers it serves [5].  Although historically utilities have 
maintained a very high level of reliability, pressure on them to continue to maintain this has 
gradually increased over the past several years. This is because some state utility commissions 
are imposing or proposing penalties on utilities for not providing certain expected levels of 
reliability.  The situation is further compounded by the fact that customers of the digital age 
expect a higher level of reliability, while the utilities operate under a tighter budget.  Thus, 
distribution system reliability is becoming a very significant part of the utility business.  
In terms of reliability, the overhead distribution feeders distinguish themselves from the 
other components. Power distribution systems are made up of a network of both overhead and 
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underground wires. Overhead feeders make up the highest percentage of the total number of 
equipment units in distribution systems. Compared to its alternative, underground cables, 
overhead feeders are less expensive, and easy to install and maintain [3]. However, because of 
the entire exposure to outside environments and vicinity to trees and houses, they are highly 
susceptible to wind, ice storm, vegetation, and animals.  These exposures create a variety of 
problems for the power distribution industry by causing interruptions in the distribution systems. 
Finding good models to study outages caused by these factors on overhead distribution lines is 
an important step for analyzing the component reliability data and for predicting system 
reliabilities. Among other factors affecting outages, weather has a great deal of influence. It not 
only directly causes shorts or breaks on overhead lines but also interacts with trees in damaging 
the electricity delivery path. Moreover, outages caused by weather and other environment factors 
are random, with a higher probability under adverse conditions and are difficult to eliminate 
completely.  
1.2 Distribution System Reliability Assessment 
Power system reliability has been a subject of interest to researchers for over 30 years. 
IEEE has periodically published a bibliography on power system reliability evaluation.  The 
latest were published in 1994 [6] and in 1988 [7].  A study of these bibliographies reveals that a 
majority of the literature on reliability deals with generation or transmission systems.  Interest in 
distribution systems started in 1971 with an Edison Electric Institute report [8]. However, it is in 
the 1980 when interest in this subject grew as a result of studies conducted by the US 
Department of Energy [9], Electric Power Research Institute [10], and the Canadian Electric 
Association [11].  This was followed by analytical and simulation-based methods [12 – 14] for 
evaluation of distribution system reliability and their application to various reliability 
improvement studies. Reliability of electric power distribution systems is defined as the ability to 
deliver uninterrupted service to customers [15].  Based on the duration of the interruptions, 
customer interruptions are divided into two categories, sustained interruptions and momentary 
interruptions. According to the IEEE standard [16], five minutes is the cut-off between 
momentary and sustained interruptions. The most commonly used reliability indices are SAIFI 
(System Average Interruption Frequency Index), SAIDI (System Average Interruption Duration 
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Index) and MAIFI (Momentary Average Interruption Frequency Index) [17]. Besides these three 
indices, other indices such as CAIFI, CAIDI and ASAI are also used [18]. 
Utilities seek high reliability to serve customer needs, while trying to minimize the cost 
spent on reliability improvement. This is called the reliability worth/cost trade-off. It has 
stimulated significant interest in value-based distribution reliability assessment in the last fifteen 
years.  The value-based reliability planning approach aims at finding the minimum cost solution 
to meet the target level of reliability.  The cost is identified as the sum of capital cost, operation 
and maintenance cost, and cost of outage to the customers.  Some examples of this approach are 
available in [19 – 26].  The cost of outage to the customers needed for value-based planning is 
determined from customer surveys [27 – 29]. 
Some of the literature on distribution system reliability also deals with data collection, 
data modeling, and practical projects for reliability improvement.  In [30] and [31] the authors 
have described statistical models for the analysis of outage data of overhead lines.  A procedure 
for reporting distribution field inspection data is given in [32], and a database management 
system for distribution system reliability evaluation is described in [33].  Results of projects 
implemented at different utilities are discussed in [34 – 36].  Culmination of research and 
experience over the years has resulted in three approaches for reliability assessment of 
distribution systems, which are historical, predictive and feature-based.  These three methods are 
reviewed next. 
1.2.1 Historical Approach 
Analyzing historical data or looking back is the most common approach used by utilities 
to assess reliability of distribution systems.  The utilities record all the sustained outages and a 
cause code is assigned to that outage based on the available evidence. The outage database also 
contains information on the number of customers affected and the duration for each outage.  
These data are then used to compute reliability indices, such as SAIFI and SAIDI for the whole 
system as well as for individual feeders.  Distribution system feeders with high values of these 
indices are targeted for improvement. Though useful, this is a reactive approach and it can only 
be used to identify the less reliable parts based on the past performance.  This method cannot 
reliably forecast future problems. 
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1.2.2 Predictive Approach 
Nowadays, the utilities are looking towards more proactive methods for finding 
distribution system reliability, so that they can distinguish the less reliable parts of the system 
and act proactively rather than waiting for the outage to take place before taking corrective 
measures [17,37]. This way the utilities can improve the system reliability indices [37]. In 
addition, a knowledge of the expected number of outages that can take place in the system given 
a particular combination of certain causal factors, might help the utilities in justifying the bad 
performance of their system in a particular year, thereby saving them from paying performance-
based penalties to the regulatory bodies. Various methods for predictive reliability assessment of 
distribution systems have appeared in the literature. Some of these methods have been discussed 
in [14, 15, 38-43]. 
In comparison to historical reliability assessments, predictive reliability assessments are 
more significant since they provide more information in guiding utilities to identify future 
reliability-involved activities. Good predictive reliability assessments need good predictive data. 
Predictive or looking ahead methods for reliability assessment of distribution systems rely either 
on analytical means or on simulation-based approaches. Analytical methods use probabilistic 
outage models of different components and then combine them with network models or state-
space models to predict overall reliability of the system [40, 44, 45].  Since analytical models are 
mathematically quite involved, simplifying assumptions such as constant failure rates for 
systems components and pre-defined probability distribution functions for outages are used to 
compute expected values and variances of reliability indices.  Some probability distribution 
functions make it difficult to implement analytical solutions.  In those cases simulation-based 
methods such as Monte Carlo approaches are used [17, 41, 46 – 53].  These methods require 
extensive computing, but they have become more popular lately due to increased power of 
computers.  Failure rates of different system components and their probability distributions are 
the most crucial data for these analyses.  Usually, most of the existing methods use average 
values of failure rates published in the literature.  However, using average failure rates in 
reliability analysis could be misleading [54, 55].  Both analytical and Monte Carlo methods are 
useful, but they suffer from a serious drawback, which is that the user has to pre-define the 
probability distribution function for failures and also select an average value for failure rate of 
components or parts of a system.  The user has an option of adjusting the failure rates for 
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components based on empirical judgment or calibrating them based on past performance [55]. In 
real-life, some components within a system may have different failure rates due to exposure to 
diverse factors [56, 57], which are very difficult to estimate. Thus, the computed reliability 
indices based on analytical as well as Monte Carlo methods may not represent a real-life scenario 
accurately.  Some authors have used different functions to account for change in failure rates 
over time due to different factors based on empirical judgment [58].  This approach makes 
implementation of the Monte Carlo analysis more complicated and computationally more 
intensive. 
 1.2.2 Feature-Based Approach 
 Although a large amount of literature is available on distribution system reliability, very 
little of it addresses the modeling of the effects of environmental factors on reliability.  Gilligan 
[39] first proposed a method based on circuit configuration and its features to obtain a numerical 
index to estimate reliabilities of segments of a feeder as well as for the entire feeder. This method 
combined the effects of length, conductor size, sectionalizing devices, and tree density with the 
number of customers affected to obtain a risk index for the feeders.  Lang and Pahwa [15] did 
similar work based on a fuzzy knowledge based approach. They developed a fuzzy assessment 
model to calculate a risk index for every section of a circuit as well as for the whole circuit. 
Chow, Yee, and Taylor [59] used an approach based on artificial neural networks to identify 
animal caused outages. Radmer and others [60] studied several models for predicting vegetation-
related outage rates of overhead lines.  Their models included linear-regression, exponential, 
multivariable linear-regression, and neural networks with temperature, precipitation, and date 
last trimmed as the inputs.  The authors suggest inclusion of other environmental variables as 
inputs to the model. Kuntz, Christie, and Venkata [61] followed this work, in which they 
determine optimal schedule for vegetation management in the vicinity of distribution lines. In 
this Monte Carlo based simulation study, the authors used a multi-step function to account for 
increase in outage rates over time due to vegetation.  Similarly, Monte Carlo simulation has been 
used with time variable outage rates to evaluate effects of wind storms [62] and to evaluate 
effects of lightning [63, 64].  Williams [65] and McDaniel, Williams, and Vestal [66] recently 
presented results based on simple linear regression models for determining effects of wind and 
lightning on distribution system reliability indices. These models provide a very rough fit to the 
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data.  Another recent research discusses the categorization of tree-related outages [67]. The 
available literature clearly suggests growing interest in the industry on studying the influence of 
various environmental factors on the reliability of distribution systems. However, current 
methodologies have shortcomings, such as:  
• weather conditions are categorized into only two or three states; 
• only duration of a specific weather state is considered while the strength of the weather 
state is omitted; 
• contributions of various factors to outage rates are modeled based on empirical findings 
without much emphasis on physical cause-effect relationship; 
• modeling is based on one or two years of data; 
• effects of only one or two factors are addressed.   
Thus, these models do not provide a comprehensive methodology to address a large set of 
environmental factors. The proposed research builds upon the existing knowledge and introduces 
novel modeling methodologies to capture the effects of various environmental factors on 
distribution system reliability with an emphasis on causal relationships.  
1.3 Causes of Outages in Distribution Systems 
Utilities typically report annual performance of the distribution systems using commonly 
accepted indices, which are SAIFI, SAIDI and MAIFI [68 – 70]. Annual indices, however, are 
only a snapshot of the system for a given year and do not provide a true representation of the 
system performance [71, 72].  Various environmental and other factors influence the system 
performance in complex ways, and without knowing this influence it is not possible to correctly 
evaluate the reliability performance of distribution systems.  Although the utilities exclude 
outages caused by extreme weather conditions [73], the system performance can have a large 
variance even for days considered non-extreme based on weather. Quite often the system 
performance over a given year deteriorates even after implementing several system 
improvements.  The utility engineers intuitively know that this happened due to worse than 
average weather conditions or some other causes. Therefore, it is important to look into the 
causes and have a better insight of the system performance. 
   There are various factors that cause outages in distribution systems. Ten general 
categories for interruption cause are suggested for comparison in benchmarking studies. These 
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are intentionally broad categories that will make possible more precise benchmark comparisons 
between different distribution utilities. There are numerous categories that could be chosen, but 
with the goal of uniformity for comparison the purpose of the IEEE task force arrived at the 
following ten categories [74]: 
• equipment; 
• lightning; 
• planned; 
• power supply; 
• public; 
• vegetation; 
• weather (other than lightning); 
• wildlife; 
• unknown; 
• other. 
The recommended categories do not prevent utilities from collecting more detailed data, 
and that is indeed encouraged. However, the data collected should be able to be lumped into one 
of the ten categories recommended.  
Of these causes, animals are a main cause of outages on overhead distribution systems. 
Animal/wildlife includes mammals, birds, reptiles, and insects or any other members of the 
animal kingdom. Squirrels and snakes cause outage in distribution systems by climbing up the 
distribution poles or transformers and creating short circuits between phase wires and ground 
[37].   Birds usually perch on the lines and spread their wings, which results in short circuits 
[37].  Wildlife can cause interruptions directly through contact, as with snakes, mice, ants, 
raccoons, squirrels, or birds, or indirectly as with nests and bird excrement. In Figure 1.1 [75] a 
squirrel climbed up the distribution pole and very possibly would have created a short circuit 
between the phase wire and ground. In Figure 1.2 [75], an owl perched on the lines, spread its 
wings and caused a short circuit fault.  
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Figure 1.1 An Owl Caused Outage in the Distribution System [75] (With Permission of 
Rick Harness) 
 
 
                          
Figure 1.2 A Squirrel Perched on a Power Line [75] (With Permission of Rick Harness) 
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In Figure 1.3 the percentage of outages by different causes in the overhead distribution 
system in the Manhattan area in the years 2003 and 2004 is shown.  Note that the categories in 
Manhattan are different from the recommended categories by having two additional causes 
which are extreme winds and ice storms. However extreme winds and ice storms can be included 
within weather. We can see that animals caused 24% of the outages, which is the second most 
significant cause, next to vegetation.  This translates into millions of dollars lost due to reduced 
power use, man-hours paid for repair, and the cost of replacing damaged equipment. Thus, a 
good method to evaluate impacts of animal activities on overhead distribution lines is to track the 
random process of animal-related outage events. This will thus allow utilities to better 
understand animal impacts on distribution reliability and to choose better operation and 
maintenance plans. 
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Figure 1.3 Percentage of Outages by Different Causes in Manhattan in the years 2003 and 
2004 
 
 
 10
 
1.3 Previous Work 
Zhou and Pahwa have done research on the weather’s impact on overhead distribution 
lines’ failure rates [3]. A Poisson model and a Bayesian model are presented in [3]. The methods 
took wind gust speeds and lighting stroke currents as inputs and tried to capture the probabilistic 
relationship between each weather state and failure level. The simulations with historical data 
showed that both the Poisson regression model and the Bayesian model provided good ways to 
model the failure rates of overhead distribution lines.  
Sahai and Pahwa have done research on the weather’s impact on animal-related outages 
in overhead distribution systems [76]. Examination of historical data showed that the animal-
related outages mainly take place on fair weather days. Also, the behavioral patterns of animals 
in different months and their impact on animal-related outages were discovered [76]. Finally, a 
Bayesian model is constructed for prediction of animal-related outages in overhead distribution 
systems given the two factors, the month type and the number of fair days per week [76]. This 
Bayesian model was applied to data of five cities in Kansas. The weekly and the monthly 
predictions were done and the confidence intervals for the predictions were found. 
1.4 Scope of This Dissertation 
This dissertation is focused on the study of outage data and weather data for four 
different cities in Kansas from year 1998 to year 2007. Several analysis models are presented. In 
Chapter 3, Poisson regression model is applied to the given data. Even though the model can 
catch the changing pattern of animal-related outages caused by changing weather and time of 
year, it has a problem in precisely catching the high peaks in the time series of animal-related 
outages due to the random nature and noise in the outage data.  In order to provide accurate 
prediction for extreme cases, neural network (NN) model, which has better ability to 
approximate high complexity equations, is applied in Chapter 4. In Chapter 5, we use discrete 
wavelet transform (DWT) to decompose the time series into more smooth components, which 
are an approximate coefficient series (low frequency information) and three detail coefficient 
series (high frequency information). We construct different feed-forward NNs for each 
coefficient series according to its characteristic and thereby improve the forecast accuracy. To 
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overcome overtraining of neural networks, we have applied an artificial immune system (AIS) 
approach to fine-tune the trained neural networks during the testing stage. The output series are 
reconstructed to get the final output for the time series. The simulations show that the wavelet 
decomposition technique overcomes the under estimation for extreme cases. In Chapter 6 a 
method based on Bayesian models, which is an extension of the method presented in [76], is 
presented. Based on the conditional probability table and the smoothed histogram found in 
Bayesian model, we have used Monte Carlo simulations to find the 95% confidence limits of the 
weekly prediction. By aggregating Monte Carlo simulations for weekly outages, we obtained the 
confidence limits for monthly and yearly data. To justify the outliers in yearly prediction which 
lie outside of the confidence limits, we have taken the outliers as testing data and applied wavelet 
based neural network again. The confidence limit of the testing year is obtained from the training 
errors.  In the conclusion section, we point out that the methods presented in this paper are useful 
to utilities for end of the year analysis of past year’s reliability performance of the distribution 
systems.  Performance of a specific year can be compared with the past performance to identify 
deviations.  Significant increase in outages would require the utility to do further analysis and 
take remedial actions.   
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CHAPTER 2 - Characteristics of Animal-related Outages  
In order to develop a mathematical model for prediction of animal-related outages, we 
need to find the inputs for the model which influence their occurrences. In previous research, an 
effort has been made to find the correlation between the population density of animals in Kansas 
and the total number of animal-related outages but no direct relation was discovered because of a 
lack of information [76]. Therefore, we have tried to find a correlation between animal activities 
and animal-caused outages by analyzing historical outage information under different weather 
conditions and in different months of the year and relating it to the behavioral patterns of 
animals.  
2.1 Animal-related Outages and Weather  
While recording outages, utilities also record the weather conditions at the time of 
outages. The weather is described by a code which specifies one of the following conditions:  
1) Thunderstorm; 
2) Lightening; 
3) Wet; 
5) Ice; 
6) Ice and wind; 
7) Wind; 
8) Heat; 
9) Cold; 
10) Fair; 
11) Tornado; 
12) Microburst. 
As we have already seen, animals are the second most significant cause, next to 
tree/vegetation, for outages in Manhattan in the years 2003 and 2004. However, further 
examination of outages by animal under different weather conditions shows that animals become 
the most significant cause under fair weather conditions as shown in Figure 2.1.  This indicates 
that fair weather affects animal-related outages more than other causes.  
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Figure 2.1 Percentage of Outages Causes under Fair Weather Conditions 
 
Table 2.1 [76] shows the occurrences of animal-related outages under different weather 
conditions from the year 1998 to the year 2002. It can be clearly seen that almost all the outages 
due to animals took place in fair weather. Fair weather days have temperatures within 40 and 85 
degrees Fahrenheit with no other weather activity as shown in Table 2.1. Under other weather 
conditions, there are not many occurrences of animal-related outages [76]. The reason behind 
this observation is the fact that animals are most active in fair weather [37]. When there are 
strong winds, ice, thunder storms or other unfavourable weather conditions, they stay in their 
nests [37, 77]. Since fair weather influences the occurrences of animal-related outages, the 
number of fair weather days in a given period of time is taken as one of the causal inputs for the 
prediction models for animal-related outages. 
 
 
 14
Table 2.1 Numbers of Outages under Different Weather Conditions in Manhattan from 
1998 to 2002 [76] 
Weather Codes Description 
Total Number of Animal 
Outages 
1 THUNDERSTORM 3 
3 WET 20 
4 WIND >50 MPH 2 
5 ICE 0 
6 ICE AND WIND 0 
7 WIND <50 MPH 0 
8 HEAT 17 
9 COLD 31 
10 FAIR 763 
 
2.2 Month Type 
In the previous work of Sahai and Pahwa, animal-related outages in different months 
were compared with each other to find out the pattern of animal activities in different months and 
their impacts on the occurrences of outages [76]. We have done the same investigation with more 
data. From more than ten cities in Kansas, we have chosen two bigger sized cities, Wichita and 
Topeka, and two cities of smaller size, Lawrence and Manhattan, to do the data examination, in 
order to get reliable observations for the whole state. The historical animal-related outages data 
of Wichita, Topeka, Lawrence and Manhattan are aggregated on a monthly basis to discover the 
impact on outages of different behavioral patterns of animals in different months. The pattern 
during 12 months in one year is consistent from year to year. To obtain a comprehensive view of 
the data from the year 1998 to the year 2007, we take the average monthly animal-related 
outages over the 10 years.  
These observations are consistent with those reported by Sahai and Pahwa [76]. In Figure 
2.2 the average outages in every month from 1998 to 2007 for Wichita, Topeka, Lawrence and 
Manhattan are presented. This graph shows that the highest number of animal-related outages 
took place in the month of October, followed by May, June, September and November. These 
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are the months with most active animal activities. It is observed that the majority of animals 
which cause outages in Kansas are squirrels and the squirrels are noticeably more active in 
September, October and November. During these three months, they are busy collecting foods 
such as nuts for the winter [77]. The least number of outages due to animals happens in the 
months of January, February and March, which are usually cold months with less animal 
activities. Thus it is reasonable to expect lesser outages due to animals in these months.  In April, 
the weather becomes warmer and more animal activities are expected than during the winter. 
However, for some cities we have observed only slight increases in number of outages in April 
due to life cycle of squirrels. There are mainly two kinds of squirrels in Kansas: grey squirrels 
and fox squirrels. Every year grey squirrels mate twice while fox squirrels only mate once. The 
mating of grey squirrels starts in January and July. Fox squirrels, which are more common in 
Kansas [77], usually mate in January with gestation periods of about 44 to 45 days [77]. The fox 
squirrels give birth to baby squirrels in March and the babies do not venture out of the nest for 8 
weeks. This coincides with the month of April. This explains why there is no noticeable increase 
in squirrel activities in April even when the weather is good. In May and June when weather is 
fair, the babies come out of the nest with their mothers and stay outside a lot. As a result we have 
observed a dramatic increase of the outages in May and June.  July and August are very hot and 
during these months less animal activity can be expected.  In December, the weather starts 
becoming cold and animals begin to hide. However, in some years the weather can stay pleasant 
in this month which results in more animal activities [76].  
As we observed, animals have different behavioral patterns in different months of the 
year and thus months have considerable impacts on animal-related outages in overhead 
distribution systems. For convenience of model construction in the later chapters, we have done 
month type classifications based on the outages in each month. The months that have higher 
animal-related outages and indicate higher animal activities, which are May, June, September, 
October and November, are grouped together and classified as month type 3. The months in the 
winter with very low outage level, which are January, February and March, are grouped together 
and classified as month type 1. The animal activities in the very hot months of July and August 
and the temperature transition months of April and December are moderate. Hence, these months 
have been grouped together and classified as month type 2. This gives us the following 
classification for the month type: 
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• Month Type 1: January, February, March; 
• Month Type 2:  April, July, August, December ; 
• Month Type 3:  May, June, September, October, November. 
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Figure 2.2 Average Monthly Animal-related Outages from 1998 to 2007 for Wichita, 
Topeka, Lawrence and Manhattan 
 
Note that in the previous work [76], the month type classification was: 
• Month Type 1:  February, March, April; 
• Month Type 2:  July, August, December, January; 
• Month Type 3:  May, June, September, October, November 
The difference between this dissertation and the previous work is that this dissertation has 
classified April as month type 2 instead of 1 and classified January as month type 1 instead of 2. 
In the previous work, the month type classification is only based on observation of historical data 
of one city, Manhattan, instead of four cities as in this dissertation. Also, the data in the previous 
work is only from the year 1998 to the year 2004, which is 3 years less than the data in this 
dissertation. With more data, this dissertation has better observations and leads to more reliable 
classification of the months. 
Graphs on animal related outages in each month for each of the ten years are shown in 
Figure 2.3 to 2.12.  These graphs appear to be consistent with one another.   
 17
0
50
100
150
200
1 2 3 4 5 6 7 8 9 10 11 12
Month
O
ut
ag
es
 in
  y
ea
r 1
99
8
Wichita Topeka Lawrence Manhattan
 
Figure 2.3 Average Monthly Animal-related Outages in the Year 1998 for Wichita, Topeka, 
Lawrence and Manhattan 
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Figure 2.4 Average Monthly Animal-related Outages in the Year 1999 for Wichita, Topeka, 
Lawrence and Manhattan 
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Figure 2.5 Average Monthly Animal-related Outages in the Year 2000 for Wichita, Topeka, 
Lawrence and Manhattan 
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Figure 2.6 Average Monthly Animal-related Outages in the Year 2001 for Wichita, Topeka, 
Lawrence and Manhattan 
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Figure 2.7 Average Monthly Animal-related Outages in the Year 2002 for Wichita, Topeka, 
Lawrence and Manhattan 
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Figure 2.8 Average Monthly Animal-related Outages in the Year 2003 for Wichita, Topeka, 
Lawrence and Manhattan 
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Figure 2.9 Average Monthly Animal-related Outages in the Year 2004 for Wichita, Topeka, 
Lawrence and Manhattan 
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Figure 2.10 Average Monthly Animal-related Outages in the Year 2005 for Wichita, 
Topeka, Lawrence and Manhattan 
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Figure 2.11 Average Monthly Animal-related Outages in the Year 2006 for Wichita, 
Topeka, Lawrence and Manhattan 
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Figure 2.12 Average Monthly Animal-related Outages in the Year 2007 for Wichita, 
Topeka, Lawrence and Manhattan 
 
2.3 Weekly Animal-related Outages 
Because of randomness, it is not practical to accurately predict the animal-related outages 
for a specific day or for a certain overhead line. However, predictions for a relatively long period 
or large number of overhead lines can produce satisfactory results since randomness will be 
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averaged due to a large sample size. Therefore, predictions of weekly animal-related outage in a 
whole distribution network for a district, in a certain period of time have a significant practical 
value. As done in the previous work [76], a weekly basis is found to be the proper duration for 
predictions. For uniformity and ease of classifications of data, each month is considered to be 
composed of exactly four weeks [76]. Since a month can have 28, 29, 30 or 31 days, it is difficult 
to allocate the weeks evenly in a particular month. To ensure that every week belong to only one 
month, some weeks have eight days [76]. For the months which have 31 days, the first week has 
7 days and the rest three weeks each have 8 days. For the months which have 30 days, the first 
two weeks each have 7 days and the rest two weeks each have 8 days. However for February 
which usually have 28 days, each week has 7 days. If it is a leap year, the last week of February 
has 8 days. This classification does not impact the results because both the input and the output 
have the same classifications for weeks [76].  
Based on the classifications, the number of fair weather days per week can vary from 0 to 
seven or eight [76]. Since the number of fair days in a week has an impact on the occurrences of 
outages in that week, it is used as an input factor in the models for weekly animal-related 
outages. Also, the month type of the month in which that week lies is taken as the second input 
factor for weekly animal-related outages. 
We plot the time series of weekly animal-related outages from the year 1998 to 2007 as 
shown in Figure 2.13. In total there are 480 weeks for ten years’ data from 1998 to 2007. For all 
four cities, the year 2007 has less animal-related outages than the other years, which could 
possibly be due to Westar Energy implementing some protection plan to lower the animal-related 
outages in 2007. For the high peaks in the time series, additional and more detailed information 
such as fault locations is needed to explain these unusual phenomena. 
Even though the outage levels vary from year to year for all four cities, the pattern in one 
year is similar to the others for all the cities. In every year there are two high peaks around the 
20th and 40th weeks which lies in the months classified as month type 3. Periodicity of the 
historical time series make it possible to predict future weekly animal-related outages by the 
historical outages [78]. However, the occurrences of animal-related outages are random in 
nature, which means even under the exact same weather condition and the same week the outage 
count is not fixed. The randomness results in the noisy data which can cause big challenges for 
prediction models to precisely follow the trends, especially the high peaks.  
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Figure 2.13  Historical Animal-related Outages of Four Cities from the Year 1998 to 2007 
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CHAPTER 3 - Poisson Regression Model 
The idea of a Poisson regression model came from previous work of Zhou and Pahwa in 
which they used Poisson regression to analyze outages caused by winds and lightning [3]. 
Intuitively, the number of outages caused by animals that take place in the overhead distribution 
systems is a counting process in which usually there are less than two outages in a day in a 
certain distribution system. In probability theory and statistics, the Poisson distribution is a 
discrete probability distribution that expresses the probability of a number of events occurring in 
a fixed period of time, provided these events occur with a known average rate and independently 
of the time since the last event [79].  A Poisson distribution is best suited for the cases in which 
there are large numbers of occurrences of values at the lower levels. Therefore, it is reasonable to 
assume that the number of animal-caused outages in a day follows a Poisson distribution.  
3.1 Introduction 
3.1.1 Poisson Distribution 
Poisson distributions are suitable for random events that take place during a time-interval 
of given length. If the expected number of occurrences in this interval is λ, then the probability 
that there are exactly k occurrences (k being a non-negative integer) is equal to:  
 
 
!
)(
k
ekf
k λλ −=         (3.1) 
where,  
• k = 0, 1, 2…,which is the number of occurrences of an event 
• )(kf  denotes the probability that the outcome is k  
• λ  is a positive real number and the expected number of occurrences that happen 
during the given interval.  
• k! is the factorial of k 
• e is the natural logarithmarithm base 
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The mean and variance of the Poisson probability distribution are bothλ .  
3.1.2 Additive Property 
According to the additive property of Poisson distributions, if )(~ ii PoissonX λ  follows 
a Poisson distribution with mean iλ  and the Xis are independent, then  
)(~
11
∑∑
==
=
N
i
i
N
i
i PoissonXY λ also follows a Poisson distribution with mean∑
=
N
i
i
1
λ  [80].   
In our case, the number of animal-related outages in a certain overhead distribution 
system in a day is Xi, which follows a Poisson distribution with mean of iλ .  Furthermore the 
occurrence of  animal-related outages in one day makes it neither more nor less probable than the 
animal-related outages occurring on the other days. In other words, Xi is independent. The 
summation of the number of animal-related outages in one week, Y, follow a Poisson distribution 
also because of the additive property of independent Poisson distributions. And the expected 
number of weekly animal-related outages equals the summation of the expected number of daily 
animal-related outages in that week.  
3.1.3 Poisson Regression Model 
In statistics, Poisson regression is a form of regression analysis used to model counting 
data. Poisson regression assumes the response variable Y has a Poisson distribution, and assumes 
its expected value λ  is determined by a function of a linear combination of explanatory 
variables, 121 ,, −pXXX K . This function is called link function. In other words, the link function 
provides the relationships between the mean response of a Poisson distribution and the 
explanatory variables 121 ,, −pXXX K . It can be expressed by the following equation: 
 
 ),( βX iλλ =                                 (3.2) 
where, β  is the linear term of the explanatory variables. 
There are many commonly used link functions such as the following [81]:  
βXβX Tii == ),(λλ       (3.3) 
βXβX
T
iei == ),(λλ        (3.4) 
︶βXβX Tii ln(),( == λλ       (3.5) 
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In fact, any computation form can be set as the link function although the natural 
logarithm is the most popular one. The link function that fits a data set the best may vary 
according to the specific data set. It requires experiments to find out the best fit link function for 
different data sets. Once the link function is determined, the linear term β  can be estimated by 
maximum likelihood, which ensures to gain the best model performance for a certain data set. 
3.2 Model Construction 
The counting nature of the response variable, occurrences of animal-related outages, 
leads to the choice of the Poisson regression model. It assumes that the numbers of outages 
follow independent Poisson distribution with outage rates, iiYE λ=)( .  The two factors, which 
are the number of fair days per week (fd) and the month type (mt), influence outage rates iλ  via 
the model: 
 
 ),,( βiii mtfdλλ =         (3.7) 
The natural logarithm is found to be the best fit in our study. Experiments were carried 
out with outages data for Wichita from 1998 to 2007. Wichita was chosen because it is the 
biggest city in Kansas and gives more values of the observations of the occurrences of animal-
related outages. Note that any zero outage will cause infinite natural logarithm and thus requires 
data examination before the model construction. If there are any zero outages in a data set, we 
need a link function other than natural logarithm.  The size of the distribution system in Wichita 
is big enough not to have any zero weekly animal-related outages. Therefore the function (3.6), 
)log(),( βXβX Tiii == λλ , is chosen to be the form of  the Poisson regression model in our study.  
Explanatory variables in the linear term βXTi  are selected by all-possible regression 
procedures. The pool of candidate variables consists of: 
• Number of fair days per week 
• Square root of the number of fair days per week 
• Natural logarithm of the number of fair days per week 
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• Month type 
• Square root of the month type 
• Natural logarithm of the month type 
• Interactions between the number of fair days and the month type, represented by 
multiplication of any two variables listed above. 
 
            Considering that for some cases the number of fair days per week is zero, which causes 
infinite natural logarithm of the number of fair days, the natural logarithm of the number of fair 
days per week is dropped. For the month type, there is no concern of this kind. Again, the linear 
term which gives the best performance is obtained by experimental results, which consists of: 
• Square root of the number of fair days per week 
• Month type 
• Number of fair days per week ×  Natural logarithm of the month type 
       
The final Poisson regression model for Wichita is obtained by least-squares regression method: 
)0.02X 0.596X0.0611.55exp( 32i1i ii X×+×+×+=λ                         (3.8) 
where,  
• ni ...,,2,1=  
• iX1 = square root of the number of fair days per week 
• iX 2 = natural logarithm of the month type 
• iX 3 = square root of the number of fair days per week×  natural logarithm of the 
month type 
 
Similarly, individual models for Topeka, Lawrence and Manhattan are obtained 
experimentally too. The link function is βXβX Tiii == ),(λλ , which is linear function instead of 
natural logarithm, since for some weeks there are zero outages in these three cities. Explanatory 
variables in the linear term βXTi  for these three cities are the same as the ones for Wichita, 
except the coefficients vary according to different cities. 
The final Poisson regression model obtained for Topeka is:   
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)0.877X 0.853X2.026.82 32i1i ii X×+×+×+=λ                           (3.9) 
The final Poisson regression model obtained for Lawrence is:   
)0.0875X 3.90X0.2851.35 32i1i ii X×−×+×+−=λ                      (3.10) 
The final Poisson regression model obtained for Manhattan is:  
)0.24X 1.687X0.2870.09 32i1i ii X×+×+×−−=λ                          (3.11) 
3.3 Simulations and Model Performance 
Time sequences of the weekly observations and predictions for Wichita, Topeka, 
Lawrence and Manhattan by the Poisson models are shown in Figure 3.1-3.4. The Poisson 
models are able to track fluctuations in the weekly number of outages from 1998 to 2007. 
However, from the plots we can clearly see that the predictions have a big challenge of catching 
the high peaks in the time sequences for all four cities. The reason behind this very possibly is 
the simplicity of linear relations in function (3.8), (3.9), (3.10) and (3.11). We need a better 
function with higher complexity to approximate the relations between input factors and output 
outages, which leads us to neural networks.   
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Figure 3.1 Time Sequences of Observed and Predicted Weekly Animal-related Outages in 
Wichita from the Year 1998 to 2007 
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Figure 3.2 Time Sequences of Observed and Predicted Weekly Animal-related Outages in 
Topeka from the Year 1998 to 2007 
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Figure 3.3 Time Sequences of Observed and Predicted Weekly Animal-related Outages in 
Lawrence from the Year 1998 to 2007 
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Figure 3.4 Time Sequences of Observed and Predicted Weekly Animal-related Outages in 
Manhattan from the Year 1998 to 2007 
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CHAPTER 4 - Neural Network Model 
Because of the randomness and fluctuations in animal-related outages from one week to 
the next, conventional methods have limited abilities to capture the nonlinearities in the time 
series of animal-related outages. In Chapter 3 results based on a Poisson regression model 
showed that predicted values can track the basic patterns in the time series of observed values but 
are not able to follow the sharp peaks in the time series, which prompts the demand for nonlinear 
models for our predictions. Artificial neural networks based methods have gained wide attention 
in engineering and are widely used for time series forecast because of their ease of use and their 
ability to approximate high complexity functions. 
4.1 Neural Network 
An artificial neural network is a powerful approach which is able to capture complex 
nonlinear relationships between inputs and outputs. Artificial neural networks are modeled 
loosely after neural processes in the human brains. The human brain has about 1010 neurons 
which communicate through a network of axons and synapses [84]. It is a complex system which 
is capable of receiving information, computing, learning, remembering and reasoning. By 
mimicking the brains, artificial neural networks acquire knowledge by learning from data and 
storing it within the connections between neurons. The strengths of connections are called 
weights. Neural networks have advantage over the traditional linear models because they are able 
to represent both linear and non-linear relationships and they can learn these relationships 
directly from the data being modeled.  
4.1.1 Mathematical Model 
A neural network (NN) is a set of processing units and connections with weights which 
can be adjusted during the learning process [84]. Usually a NN has a multi-layer structure with 
one input layer, one or more hidden layers and one output layer. Even though the learning 
process of human brains is complicated, the working principal for each unit is relatively simple 
[84]: receive input from feeding units or external sources, compute an output signal and send it 
to other units. During this process, the weights of the connections are adjusted. Since many units 
can process simultaneously, the neural network is a parallel computing system with multi-layer 
units. Even though every unit in each layer operates in the same way, there are three different 
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kinds of units: input units, hidden units and output units. Input units only receive data from 
external sources and feed their outputs to hidden units. The hidden units obtain data from input 
units or other hidden units, compute the output and propagate the data forward to the units on the 
next layer. Output units receive data from hidden units or input units when there are only two 
layers in the neural network. Output units give the final output of the neural network [84]. 
While constructing a mathematical model of a biological neuron, usually each weight is 
defined as wji, which reflects the connection strength unit i has on unit j. wji can have negative or 
positive values. Negative values imply inhibitory connections between units i and j, while 
positive values are associated with excitatory connections. Within each unit a summer is present 
to add all the inputs, multiplied by their respective weights. This sum is denoted as sj. 
Furthermore, there is an external bias bj which is equivalent to a weight applied to a constant 
input with value of 1. This unit also includes a nonlinear activation function Fj( . ). Given an 
input sj, the output is defined as: 
j
p
i
ijij byws += ∑
=1
                            (4.1) 
)( jjj sFy =                                         (4.2) 
Figure 4.1 [84] shows a schematic for such a unit. 
yj
Bias y0=bj
Summer
Activation
Function
Fj(sj)
y0
y1
y2
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∑
wjo=1
wj1
wj2
wjp
sj
Input  
Figure 4.1  The Process of Computation in a Neuron 
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The output of the neuron, yj, would therefore be the outcome of the activation function Fj 
on the value of sj. Some functions are chosen as activation functions such that the output of a 
neuron in a neural network has certain range (usually 0 and 1, or -1 and 1). Three types of 
activation functions are commonly used. First, there is the discrete threshold function with a 
certain threshold. When the summed input sj is below the threshold this function has value of 0 
and when the input is equal or greater than the threshold this function has a value of 1. The 
second type is the Piecewise-Linear function which consists of several linear pieces. It has the 
values of 0 or 1, but can also take on values between 0 and 1 when the input falls into the linear 
pieces [84]. Thirdly, there is the sigmoid function which has an output range between 0 and 1: 
)1/(1)( jsjj esF
−+=                           (4.3) 
4.1.3 Network Topologies  
In this section we focus on the topology of the network and the propagation of data. 
Based on their topology, neural networks can be classified into two classes: feed-forward neural 
networks and recurrent neural networks. In a feed-forward neural network, neurons are arranged 
as layers, input data is applied to the input layer, which is then forwarded to the output units in a 
strictly feed-forward manner. There is no feedback connection from units in one layer to those in 
a previous layer or the same layer. On the other hand, when such feedback connections are 
present, the neural network is called recurrent neural network.  
Multi-layer feed-forward neural networks are very popular in the applications for 
engineering problems. Although a neural network can have any number of layers, the universal 
approximation theorem proves that only one layer of hidden units with non-linear activation 
functions is enough to approximate any function with finitely many discontinuities of an 
arbitrary degree of precision [84]. Hence, in most applications, a three-layer feed-forward 
network is used, which consists of an input layer, a hidden layer and an output layer. 
4.1.4 Training of Artificial Neural Networks 
The performance of a neural network is highly dependent on the training algorithm. A 
well-trained neural network has minimal error in training data and thus is able to approximate the 
targets accurately. An adequate learning method is needed to obtain such a network. 
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Learning rules can be grouped into two distinct types [84]: supervised learning and 
unsupervised learning. In supervised learning the inputs and the corresponding outputs are 
provided to the network from outside. The supervised learning allows the network to adjust the 
weights based on the difference between network outputs and provided outputs. There are 
several popular supervised learning methods among which back-propagation is most commonly 
used. Unsupervised training is also called self-organized learning in which no matching outputs 
are provided and the output units have to make sense of the inputs on their own. Unsupervised 
learning is different from the supervised learning since there are no existing groups into which 
the inputs are to be classified and the network discovers the feature within the inputs [84]. 
Unsupervised learning is commonly used in data mining in which there are big sets of data and 
the features of data are not known.  
4.1.4.1 The Back-propagation Algorithm 
One supervised learning method, back-propagation, is routinely used in many 
applications of neural networks. Here, the weights of the connections are adjusted to minimize 
the error between the output of each output unit and a target output [84]. This process requires 
the computation of error derivative of the weights, which starts from the output layer and moves 
from layer to layer in a direction opposite to the propagation of data through the network. The 
name back-propagation comes from the fact that the error is propagated back to modify the 
incoming weights.  
For a multilayer neural network, the mathematical steps of back-propagation algorithm 
are given in the following [84]. 
1. Definitions:  
The output of unit j: yj 
The sum-squared loss function:  ∑ −=
o
oo ytE
2)(
2
1  
The weight of connection from units i to j: wji 
The summed input for unit j: jijij byws += ∑  
In the above equation, the summation is carried out over all units in its previous layer. 
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The distributed error for unit j: jj sE ∂−∂= /δ  
            The gradient for weight wji: jiji wEw ∂−∂=Δ /  
            The error for output unit o: ooo yt −=δ  
2. Computation of gradient for weight-update:  
In order to update the weights by the gradient descent method, the gradient of the loss 
function with respect to each weight wij of the network needs to be computed. According 
to the chain rule, the gradient can be represented as:  
ij
i
i
ijij w
s
s
EwEw ∂
∂
∂
∂−=∂−∂=Δ /                (4.4) 
According the definitions, the first factor is the error of unit i. The second factor is 
actually the output of unit j: 
jkik
ijij
i yyw
ww
s =∂
∂=∂
∂ ∑                   (4.5) 
The summation is carried out over all units in the previous layer of unit i. Therefore the    
gradient of loss function with respect to weight wij is simply: 
jiij yw δ=Δ                                              (4.6) 
From the above equation, we have to compute the output and the error for all units to 
obtain the increments of the weights. 
3. Computation of output of each unit: 
For units on the input layer, the output is simply the input received from outside sources. 
For the hidden layers and output layer, the output of unit i is determined by the summed 
input si and the activation function Fi:   
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)()( ∑== jijiiii ywFsFy              (4.7) 
In the above equation, the summation is carried out over all units in the previous layer of 
unit i. Note that the output of unit i cannot be computed unless the outputs of all the units 
in Ai have been calculated. This condition can be met in feed-forward networks since 
there are no cycles in the connections and thus the units can be numbered in an order 
from input layer to output. 
4. Calculation of errors propagated to hidden units: 
As we have mentioned, the error of output units is just the difference between outputs 
and the anticipated targets. For the hidden units there is no direct error without targets. 
However, the back-propagation algorithm allows us to propagate the error of output units 
back to hidden units. With the chain rule, the error of a hidden unit can be expressed as: 
∑ ∂
∂
∂
∂
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∂−=∂−∂=
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jj s
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y
s
s
EsE /δ             (4.8) 
The summation is carried out over all units in the next layer of unit j. There are three 
factors in the formula. According to the definitions, the first factor is just the error of 
node i. The second is  
ijkik
jj
i wyw
yy
s =∂
∂=∂
∂ ∑                    (4.9) 
The summation is carried out over all units in the previous layer of unit i. And the third is 
the derivative of unit j's activation function:  
)(
)( '
jj
j
jj
j
j sf
s
sf
s
y =∂
∂=∂
∂
                         (4.10) 
Therefore, the error of unit j can be computed by this equation: 
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               ∑= ijijjj wsf δδ )('                     (4.11) 
           In the above equation, the summation is carried out over all units in the next layer of unit 
j.  In order to calculate the error for unit j, we must first know the error of all the units 
which get data from unit j. The property of non-cycle connections for feed-forward 
networks ensures this condition is fulfilled. Starting from known error of output units, the 
error for all the hidden units can be computed step by step. Note that error is not 
applicable to input units since there is no incoming weight for them. 
5. Weights update: 
       At the end, the weights are updated using the gradient which has already been computed, 
ijijij www Δ+=                                       (4.12) 
A well trained network can converge to a stable solution. Unfortunately divergence can 
occur during the learning procedure. To prevent divergence, a learning rate µ is 
introduced to the weight-update scheme. Learning rate is a constant value that is used to 
multiply the gradient [84]. By choosing different value for the learning rate, we can 
control the amount of increment for weight-update at each step. Divergence happens 
when µ is too big, and the algorithm will miss the optimal solution and oscillate.  But if 
the learning rate is too small, the algorithm will be less efficient since it will take a long 
time for the algorithm to converge. The most suitable value for a learning rate is the 
largest one without causing oscillation. Besides using learning rate, another way to avoid 
oscillation is to add a portion of past gradient )1( −Δ twij  in addition to the current 
gradient )(twijΔ  when updating weights: 
)1()( −Δ+=Δ twytw ijjiij αμδ               (4.13) 
In this equation t represents the current training iteration and t-1 represents the previous 
training iteration. μ  is the learning rate and α is called momentum factor which 
determines the effect of the previous gradient.  
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The aim of training a neural network with training data is to learn the underlined 
relationships between input and output data and generalize this knowledge to new data. To let the 
network fully acquire the knowledge and let the back-propagation algorithm converge, we have 
to execute the training process with many iterations. However, overtraining will happen if the 
number of iteration is too large because the network will memorize every detail of the training 
set or even the error and noise and thus is not able to generalize to new data. In practical cases, it 
results in a network that has very small error on the training set but has large error on new test 
data. This problem can be overcome by using a permuted training method, which is introduced in 
Chapter 5. 
4.2 Model Construction and Performance 
4.2.1 Neural Network for Prediction 
We have used the most common three-layer, feed forward neural network topology, 
which is able to adequately approximate nonlinear functions with sufficient accuracy [85]. The 
network has a single hidden layer with sigmoid activation functions and is trained in the batch 
mode according to the error back-propagation algorithm with gradient decent. The number of fair 
days per week and the month type are the two feature-related inputs to the neural network. 
Furthermore, the outages of previous weeks are taken as additional inputs since there are similar 
patterns observed in historical data and thus the NN can learn the patterns and predict future 
outages based on the learned patterns.  
 The procedure for designing neural network structures mainly involves selecting the 
number of neurons in the input, hidden and output layers. Preference is given to simple models in 
applications of neural networks. According to Ockham's razor principle, it’s more possible that a 
simpler computing model has better generalization abilities [86]. With less weights in the 
network, there is greater probability that overtraining will not happen due to noises [86]. It is 
desirable to reduce the number of input nodes to an absolute minimum of essential nodes [87-
89]. Following this line of thought, the optimum number of inputs for outage in previous weeks 
is obtained by experimentation, which indicates that outages in four previous weeks are 
sufficient to give enough historical information. 
There is no theoretical guidance for choosing the number of neurons in the hidden layer. 
By experience from all the applications of NN, the preference goes to the structure in which 
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there are fewer neurons in the hidden layer than neurons in the input layer. In most cases the 
number of hidden neurons is half of the total number of input neurons and output neurons. When 
applying neural networks to time series predictions, the number of output neurons is very 
important [90]. As suggested in [90], we minimize the number of targets required in our animal-
related outage predictions. A single output neuron is the ideal case because the network is 
focused on one task and conflicting outputs on the output layer will not happen [86]. Once the 
number of units on the three layers are determined, the number of weights are determined too. 
The structure of the NN model for our predictions is shown in Figure 4.2 where, 
Mn: the month type index of the forecasting week n; 
FDn: the number of fair days during the forecasting week n; 
c n-k: the values of the time series c for k weeks before the forecasting week n, where k=1, 2, 3, 
4;  
cn: the predicted output of the time series c of week n. 
 
cn
Input layer Hidden layer Output layer
Mn
FDn
cn-1
cn-2
cn-3
cn-4  
 
Figure 4.2  Three-layer Feed-forward NN Model 
 
With a single output node, this model gives one step ahead prediction. The input and 
target data are normalized between 0.1-0.9.  Note that the desired output must never be set to 0 
or 1! The reason is simple: whatever the inputs are, the outputs of the nodes in the hidden layer 
are restricted to between 0 and 1 (these values are the asymptotes of the function). To approach 
these values would require enormous weights and/or input values, and most importantly, they 
cannot be exceeded. By contrast, setting a desired output of  0.9 allows the network to approach 
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and ultimately reach this value from either side. Found by experimentation, the learning rate is 
0.5, momentum is 0.2 and the optimum training times is 3000.  
4.2.2 Simulations And Performance 
            The models were trained with historical data for the four cities from the year 1998 to 
2006 and tested for 2007.  The performances of the models are measured using the average 
absolute error (AAE), which are given in Table 4.1. Figure 4.3-4.6 show plots of weekly 
observed outages and outages predicted for Wichita, Topeka, Lawrence and Manhattan.  It can 
be seen that the models can reproduce the basic patterns of the time series quite well both in 
training and testing durations. However, they still have the deficiency in catching the fast 
fluctuations in the time series, which are shown at the high peaks in the time series. 
Plots of weekly observed outages and predicted outages for four cities for the testing year 
2007 are shown in Figure 4.7-4.10. The slopes (S) of the best-fit line and correlation coefficients 
(R) between observed and predicted otuages for the year 2007 are also shown on these graphs. 
Values of 1 for both of S and R would indicate best fit around the ideal (y=x) line. We have 
observed increasing AAE with increasing city size, which doesn’t necessarily mean the model 
works better for smaller cities. This is because the outages have a greater range in bigger cities. 
In fact, the correlation coefficient increases with the increase in the size of cities, which shows 
that the predictions can catch the patterns in the observed outages better for the bigger cities than 
the smaller cities. For all the cities, correlation coefficients are positive, which indicates that 
there is a positive linear relationship between the predicted outages and observed outages. For 
Wichita, Topeka and Lawrence, the slopes of best-fit line are slightly greater than 1, which 
implies overestimations in the predictions of 2007 for these three cities. Since the slope is close 
to 1 for Manhattan, there is no obvious overestimation or underestimations in the prediction of 
2007 for Manhattan.  
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Table 4.1 Results of NN Models for Four Cities 
NN Model 
Training 
Error 
Testing 
Error 
Slope of Best-
fit Line 
Correlation 
Coefficient 
Wichita 7.67 6.38 1.24 0.69 
Topeka 6.29 6.94 1.21 0.76 
Lawrence 2.74 3.38 1.19 0.36 
Manhattan 1.93 2.09 0.97 0.29 
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Figure 4.3 Outages Predicted and Observed by NN Model for Wichita from 1998 to 2007 
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Figure 4.4 Outages Observed and Predicted  by NN Model for Topeka from 1998 to 2007 
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Figure 4.5 Outages Observed and Predicted  by NN Model for Lawrence from 1998 to 2007 
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Figure 4.6 Outages Observed and Predicted by NN Model for Manhattan from 1998 to 2007 
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Figure 4.7 Scatter Plot of Observed and Predicted Outages Obtained with NN Model for 
Four Cities in the Year 2007 
 
4.2 Conclusions for Neural Network Model 
The NN model is able to approximate the complex relations between the inputs and 
outputs, which makes it outperform the traditional Poisson regression. However, the animal-
related outages data are noisy and may deteriorate the out-of-sample performance of the neural 
network. Generally, an appropriate data preprocessing stage could lead to better models for 
representing the true features of the underlying systems.  
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CHAPTER 5 - Wavelet Based Neural Network Model 
The seasonal and fluctuating time series of weekly animal-related outages do not have 
smooth characteristics that could be apparent in a larger sample. The data may also contain 
noise, which obscures the characteristics. The idea of wavelet transforms comes from [86] and 
[91] where wavelet based neural networks were constructed for load forecasting. The wavelet 
transforms are one technique which can remove (or partially remove) noise and can approximate 
the characteristics of the time series. “The wavelet technique can decompose time series into low 
frequency and high frequency sub-series” [92]. The low frequency sub-series (approximation 
coefficient series) are denoised and thus can approximate the smooth characteristics of original 
time series. The high frequency sub-series (detail coefficient series) contain the detailed 
information. In other words, based on wavelet decomposition, we can carry out multi-resolution 
analysis on the data. With different scales, wavelet technique can split the original data into 
different frequency bands. A smaller scale will allows us to analyze the gross feature of the data 
and a greater scale gives us the insight into the small details in the data. The features of the 
original data series are better presented in the decomposed series, which makes neural network 
prediction more accurate on each decomposed level rather than on the original series alone. 
Hence, decomposing the time series into sub-series and constructing different neural network 
models for each sub-series according to its characteristic is a method to overcome the problems 
associated with directly applying neural network models to the original time series.  
5.1 Wavelet transform Technique 
5.1.1 Wavelet Transform 
Wavelets theory and its applications are popular in signal analysis and several other 
engineering fields. As a powerful signal analysis tool, the wavelet transform is usually compared 
to the Fourier transform, the traditional method for signal processing. A Fourier transform 
translates a time domain signal into frequency domain signal by expanding it as sine and cosine 
coefficients at different frequencies. Thus, the Fourier transform provides the analysis in 
frequency domain for signal in time domain. However, when the signal has sharp spikes, the 
Fourier transform has poor ability to approximate the spikes since the sine and cosine functions 
are not restricted to finite domains but instead are expanded along the whole time domain. To 
 47
investigate the spikes in a short time duration, a more suitable technique such as wavelet 
transform is introduced [93]. Wavelet transform uses a set of functions to represent signals. 
These functions are called wavelet and scaling basis which are orthogonal [92]. The objective of 
wavelet transform is to develop representations of a signal f(t) in terms of wavelet and scaling 
functions. The approximation coefficient series can be computed by taking the inner products of 
the function f(t) with the scaling basis: 
∫∞∞−== dtttfttfc bababa )()()(),( ,,, φφ       (5.1) 
The wavelet coefficients (details) can be computed by taking the inner products of the function 
f(t) with the wavelet basis: 
∫∞∞−== dtttfttfw bababa )()()(),( ,,, ψψ     (5.2) 
where scale function φa,b(t) and wavelet function ψa,b(t) are obtained by dilating and scaling 
particular mother functions with scaling parameter a and translation parameter b. 
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−×=
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ψψ
                              (5.3) 
 
where a/1  is an energy normalization factor that keeps the energy of the scaled functions the 
same as the mother function. To invert transform and gain full information of the original signal, 
ψ(t) much satisfy the admissibility condition which is expressed as follow:  
∫ ∞+∞− ∞<= ωω
ωψ
ψ dC
2)(                            (5.4) 
In practical cases, equation 5.4 means that the average value of the wavelet in the time domain 
must be 0: 
∫ +∞∞− == 0)()0( dttψψ          (5.5) 
where ψ(ω) is the Fourier Transform of ψ(t). From equation 5.5 we can see that ψ(t) has to 
oscillate in the time domain like a wave. 
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5.1.2 Discrete Wavelet Transform  
The continuous wavelet transform becomes discrete wavelet transform (DWT) when 
choosing a and b based on powers of two. The DWT has the same accuracy and gains more 
efficiency than choosing other values for a and b [86]. In this case, the scaling and translation 
parameters a and b are integers: jaa −= 0
 
and jakbb −= 00 . With a0 = 2 and b0 = 1, which are 
commonly used values, the formula (5.3) becomes:  
 
)2(2)(
)2(2)(
2/
,
2/
,
ktt
ktt
jj
kj
jj
kj
−=
−=
ψψ
φφ
              Zkj ∈,  (5.6) 
 
where ψj,k is called the discrete binary wavelet function and j is the resolution level [94].  
The most famous algorithm for implementing DWT is the fast pyramid algorithm 
proposed by Mallat[95].  In this algorithm, the signal is fed into filter pairs with down-sampling 
by a factor of 2 after each filter pairs, as shown in Figure 5.1. The length of the signal has to be 
N=2k for the down-sampling and totally N wavelet and approximate coefficients are computed. 
The filter coefficients are restrictively constructed based on the orthogonal waveletψa,b(t) and 
scaling basisφa,b(t).  
The wavelet transform can be applied in matrix form: 
0cMw ×=                                                (5.7) 
where M is the NN × matrix consists of the wavelet and scaling basis at all resolution levels. 
Given J as the highest resolution level, resolution level j = 1,2,..J, we can have a NNj ×2  matrix  
Mj which is comprised of the wavelet basis at resolution level j. Similarly the scaling basis at 
resolution level j forms a  NNj ×2  matrix Vj . Matrix M is: 
T
JJ VMMMM ]...[ 21=                   (5.8) 
As a result the wavelet coefficients w with length of N can be written as J+1 vectors: 
T
JJ cwwww ]...[ 21=                        (5.9) 
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where wj is the wavelet coefficients at resolution level j and cJ is the scaling (also called 
approximate) coefficients at the highest resolution level J. Since M is orthogonal, the inverse 
exists and the original signal can be obtained by  
wMc ×= −10                                               (5.10) 
 
w1
w2 w3
c0 c1 c2 c3
 
Figure 5.1 The Filtering Process for Fast Pyramid Algorithm [95] 
 
This pyramid algorithm is called decimated DWT because the down-sampling discards 
many wavelet coefficients. It’s also called non-redundant DWT since it only keeps the least 
wavelet coefficients needed to reconstruct the original signal without loss of information. This 
technique has remarkably contributed to data compression area. However, when DWT is applied 
to multi-resolution time series analysis, it encounters certain problems. First, the original signal 
at a certain time cannot be exactly located in the wavelet coefficients when the wavelet 
coefficients are shorter than the original signal. Second, DWT is not time-invariant and lacks  
stability during the transform [96]. Since the reconstruction is highly dependent on every wavelet 
coefficient, a small error in the prediction of wavelet coefficients can lead to a large error in the 
reconstruction. Third, the length of signal has to be restricted to powers of 2. These problems can 
be solved by employing a non-decimated or redundant wavelet transform. A non-decimated 
wavelet transform is better suited in predictions of time series since it can represent the original 
signal at a certain time in coefficients precisely and uniquely. Also, it can handle data of arbitrary 
length without causing any non-stability in the transform. The à trous algorithm [97] can be used 
to achieve such a redundant transform.  
 
 50
5.1.3 The à trous Algorithm  
The basic idea behind this algorithm is similar to the classical non-redundant DWT 
except there is no down-sampling step. Down-sampling works as a data collecting tool to save 
storage space without loss of information for reconstruction. This is not applicable to predictions 
of time series in which the accuracy is the first priority and more information is needed to ensure 
stable performance. The only cost for discarding the down-sampling is a larger storage space. 
Using the non-redundant DWT, N wavelet coefficients can be obtained from N original signal. 
Unlike the classical DWT, in which the coefficients are shortened by half every time when 
resolution level increases by one, the redundant DWT has N coefficients at each resolution level. 
Hence, there are totally NJ ×+ )1(  coefficients when the redundant transformation is 
performed on J resolution levels. Therefore, information at each resolution level is directly 
related at each time point. 
In order to apply the à trous algorithm, the data series c0 (k) is passed through a low pass 
filter h1 and the output is the approximate coefficients c1(k) at the first resolution level. 
Subsequently, cn(k) is obtained when the time series goes through the filter n times. The 
decomposition process is given in Figure 5.2 and it is achieved using the following equation 
[97]: 
∑−
=
−− +=
1
0
1
1 )2()(
L
l
j
jlj lkchkc           (5.11) 
Instead of using a high pass filter, the algorithm takes the difference between cj(k) and cj-1(k) as 
the wavelet coefficients, or the detail signal at level j, which can be expressed as: 
 
)()()( 1 kckckw jjj −= −                   (5.12) 
The reconstruction is simply to add up all the coefficients [97]: 
∑
=
+= n
j
jn kwckc
1
0 )()(                              (5.13) 
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Figure 5.2 The Filtering Process of Obtaining Approximate Coefficients in à trous 
Algorithm 
 51
Our choice for low pass filter is the Daubechie 4 wavelet with length, L,of 4 . The 
coefficients are: 
24
31,
24
33,
24
33,
24
31
3210
−−=+=+−=−= hhhh  
 
From equation (5.11), we can see there is a boundary problem for non-decimated DWT. When 
calculating c0(t) for time series up to time N, c0(N+1) and other farther samples are needed. 
There are several methods to handle this problem. We use the repetition treatment, where we add 
a copy of c0(t) at the end of the original c0(t).  
5.2 Model Construction of WNN 
In this proposed model, the input time series of historical data is decomposed into various 
sub-series and different neural network models for these sub-series are constructed. The outputs 
of the NN models are summed to find the final prediction for the original time series.  
Wavelet decomposition serves as a data pre- and post-processing tool for the NNs to 
capture the patterns in the processed input data with different resolutions. The most suitable 
resolution level with the best performance in prediction is a matter for experimentation. 
Intuitively, with higher resolution level, the approximation coefficients are smoother and 
represent the underlying distribution of the original time series better. However, it doesn’t ensure 
the overall model gives better predictions for the original time series since every further 
decomposition introduces one more detail coefficients into the whole model and thus introduces 
one more prediction error to the final output. To find a suitable resolution level, we carry out 
experiments according to two different schemes:  
• Scheme 1: decompose the original time series into sub-series till it gives 
sufficiently smooth approximation coefficients; 
• Scheme 2: only decompose the original time series with limited resolution level. 
     
 In each scheme, different resolution levels are tested and the AAE are computed to find 
out the optimum solution. In scheme 1, resolution level three provides smooth approximation 
coefficients c3, third detail coefficients w3, second detail coefficients w2 and first detail 
coefficients w1. Experiments showed that the model could show better performance if we further 
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decompose the first and second detail coefficients, w1 and w2. Further decomposition of w1 and 
w2 resulted in ww1, aw1, ww2 and aw2.  Totally we obtain six final sub-series c3, w3, aw2, ww2, 
aw1 and ww1 for the original time series of outages in Wichita as shown in Figure 5.3. For 
scheme 2, the simplest model with resolution level 1, sub-series c1 and w1 obtained are shown in 
Figure 5.4. The model with resolution level three is called WNN model, and the one with 
resolution level 1 is called MWNN model. 
After preprocessing with wavelet decomposition, the sub-series of the historical outages, 
the month type and the number of fair days per week are fed into different NNs. The NNs have 
the same structure as in Figure 4.2 in Chapter 4. In the post processing stage, all the outputs from 
all the separate NNs are summed up to produce the final prediction for the original time series. 
The structure of the proposed wavelet based NN model with different resolution levels are shown 
in Figure 5.5 and 5.7. Note that there is a sub model for w1 and w2 in Figure 5.5, which is shown 
in Figure 5.6. 
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Figure 5.3 The Six Sub-series Obtained with Resolution Level 3 Wavelet Decomposition for 
Weekly Animal-related Outages in Wichita from the Year 1998 to 2007 
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Figure 5.4 The Original Time Series and Sub-series with Resolution Level 1Wavelet  
Decomposition for Weekly Animal-caused Outages in Wichita from the Year 1998 to 2007 
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Figure 5.5  The Structure of Wavelet Based NN Model with Resolution Level 3 
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Figure 5.6 Sub Model for ww1 
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Figure 5.7 The Structure of Wavelet Based NN Model with Resolution Level 1 
 
5.3 AIS Hybrid Model 
As mentioned in Chapter 4, overtraining is a common problem for neural network 
training. To overcome overtraining of neural networks, we have applied an artificial immune 
system approach to fine-tune the trained neural networks during the testing stage. AIS is a field 
of computational intelligence, which has emerged in the past decade as an important tool that can 
be applied to many engineering problems [98]. In recent years, computational models of various 
aspects of the vertebrate immune system, such as clonal selection, have been proposed. In clonal 
selection, a class of immune system related cells called B cells play a key role. B cells produces 
antibodies that recognize antigens (i.e. foreign bodies) and bind to them, thereby marking these 
antigens for eventual elimination by the immune system. The ability of a B cell to bind to an 
antigen is referred to as its affinity. The immune system maintains a repertoire of B cells that are 
constantly improved. Those B cells with the highest affinities are allowed to proliferate through a 
process of cloning. In this step, a number of clones of each B cell, which are identical copies of 
itself, are produced. In order to introduce variation, and possible further improvement in the 
affinities of the antibodies, the cloned B cells next undergo a process called hyper-mutation, 
where small random perturbations are introduced in them. Those new B cells are merged with 
the original ones, and those that have higher affinities are then selected to enter the repertoire 
[99]. A method to apply the clonal selection principle to optimization was proposed recently 
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[100], which has found many applications in engineering.  This approach has been applied for 
retraining of neural networks used in this research where clonal selection approach is used in 
conjunction with back propagation for improved performance.  
In the proposed hybrid algorithm, a repertoire of 10 trained neural networks is maintained. 
All the networks have identical number of layers, and neurons, but differ in the weights. Each 
neural network is analogous to a B cell in an immune system. Better networks with lower errors 
are considered to have higher affinities while those with higher errors have lower affinities. The 
hybrid algorithm proceeds iteratively.  In each time step during the prediction stage, the neural 
networks in the repertoire are ranked based on their affinities. A number of clones of each 
network is then obtained based on the latter’s rank. The neural network with the highest affinity 
produces 4 clones, while those ranked 2, 3 and 4, produce 3 clones each. The 5th network 
produces 2 clone, while the remaining ones are cloned only once each. The weights of each clone 
are identical to the original networks.  
The clones are then subject to hyper-mutation. During this step, the weights are changed 
by the addition of small random perturbations. If the set of weights of any clone is represented as 
a matrix W, then hyper-mutation is implemented as, 
 
W = W + δ·U(-1,1).   (5.14) 
 
In the above equation, the quantity δ is a constant associated with hypermutation, and U(-1,1) is 
a matrix of the same dimensions as W, of uniformly distributed random numbers in the interval 
[-1, 1]. The standard back-propagation algorithm was iteratively applied 10 times to each clone 
with δ = 0.05 and a learning rate of 0.4, which were selected based on trial and error.   
Following the hypermutation and back-propagation steps, the affinities of the cloned 
neural networks are evaluated and they are inserted into the repertoire. Only the best 10 networks 
are retained for the next time step while the rest are discarded. 
5.4 Simulations 
The models were trained with historical data for the four cities from the year 1998 to 
2006 and tested for 2007. The performance of the proposed MWNN hybrid model with 
resolution level 1 wavelet decomposition is compared to a model without AIS-based hyper-
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mutation and to a resolution level 3 wavelet decomposition model (WNN).  The performances of 
the models are measured using the AAE, which are given in Table 5.1. MWNN+AIS represents 
the hybrid model. The hybrid model outperformed the other two models in the testing stage with 
the smallest AAE for all the cities and the MWNN model gave better results than the WNN for 
all the cities.  Also, the MWNN gave better results than the WNN in the training stage for all the 
cities.  Note that the hybrid model and the MWNN model have the same results for the training 
stage because they are the same model in this stage. The difference is during the testing phase, 
where the hybrid model improves the neural networks at every instant with newly gained data. 
Figure 5.8-5.19 show plots of weekly observed and predicted outages for four cities by the three 
models.  It can be seen that the models can reproduce the fluctuating patterns of the time series 
quite well both in training and testing durations. 
Plots of weekly observed and predicted outages by the three models for four cities for 
2007 are shown in Figure 5.20-5.22. Slopes (S) of the best-fit lines and their correlation 
coefficients (R) are also shown on these graphs. Values of one for both these variables would 
indicate best fit around the ideal (y=x) line.   The results clearly show that the hybrid model 
gives the best results and the level 3 DWT model gives the worst performance. The results of 
Topeka are very comparable with that of Wichita. Both Lawrence and Manhattan (the smaller 
cities) have slopes slightly different from the ideal value of 1 with Lawrence having a value 
lower than 1 and Manhattan having a value higher than 1.  This could be attributed to the size of 
the cities. The correlation values are very similar for Topeka and Wichita. We hypothesize that 
spatial aggregation increases the accuracy of the models based on limited observations. However, 
further research is needed to verify this hypothesis. 
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Table 5.1 Results of Different Models for Four Cities 
City Model 
Training 
Error 
Testing 
Error 
 
S 
 
R 
MWNN+AIS 4.87 2.90 1.04 0.88 
MWNN 4.87 3.31 1.03 0.83 Wichita 
WNN 6.79 6.40 1.33 0.79 
MWNN+AIS 3.81 2.75 1.00 0.93 
MWNN 3.81 3.47 1.01 0.90 Topeka 
WNN 5.75 4.45 1.05 0.90 
MWNN+AIS 1.56 1.00 0.91 0.91 
MWNN 1.56 1.24 0.90 0.87 Lawrence 
WNN 2.32 1.99 1.27 0.82 
MWNN+AIS 1.28 0.68 1.05 0.90 
MWNN 1.28 0.99 1.13 0.85 Manhattan 
WNN 1.52 1.44 1.34 0.83 
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Figure 5.8 Outages Observed and Predicted by MWNN+AIS Model in Wichita from Year 1998 to 2007 
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Figure 5.9 Outages Observed and Predicted by MWNN Model in Wichita from Year 1998 to 2007 
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Figure 5.10 Outages Observed and Predicted by WNN Model in Wichita from Year 1998 to 2007 
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Figure 5.11 Outages Observed and Predicted by MWNN+AIS Model in Topeka from Year 1998 to 2007 
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Figure 5.12 Outages Observed and Predicted by MWNN Model in Topeka from Year 1998 to 2007 
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Figure 5.13 Outages Observed and Predicted by WNN Model in Topeka from Year 1998 to 2007 
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Figure 5.14 Outages Observed and Predicted by MWNN+AIS Model in Lawrence from Year 1998 to 2007 
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Figure 5.15 Outages Observed and Predicted by MWNN Model in Lawrence from Year 1998 to 2007 
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Figure 5.16 Outages Observed and Predicted by WNN Model in Lawrence from Year 1998 to 2007 
 
50
10
0
15
0
20
0
25
0
30
0
35
0
40
0
45
0
01020304050
W
ee
k 
nu
m
be
r
Number of outages per week
Tr
ai
ni
ng
 a
nd
 te
st
in
g 
du
ra
tio
n 
of
 W
N
N
 m
od
el
 
 
O
bs
er
ve
d
P
re
di
ct
ed
43
5
44
0
44
5
45
0
45
5
46
0
46
5
47
0
47
5
48
0
01020304050
W
ee
k 
nu
m
be
r
Number of outages per week
Zo
om
 in
 o
f t
es
tin
g 
du
ra
tio
n 
of
 W
N
N
 m
od
el
 
 
O
bs
er
ve
d
P
re
di
ct
ed
Fi
gu
re
 5
.1
6 
O
ut
ag
es
 O
bs
er
ve
d 
an
d 
Pr
ed
ic
te
d 
by
 W
N
N
 M
od
el
 in
 L
aw
re
nc
e 
fr
om
 Y
ea
r 
19
98
 to
 2
00
7 
 69
 
Figure 5.17 Outages Observed and Predicted by MWNN+AIS Model in Manhattan from Year 1998 to 2007 
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Figure 5.18 Outages Observed and Predicted by MWNN Model in Manhattan from Year 1998 to 2007 
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Figure 5.19 Outages Observed and Predicted by WNN Model in Manhattan from Year 1998 to 2007 
 
 
50
10
0
15
0
20
0
25
0
30
0
35
0
40
0
45
0
01020304050
W
ee
k 
nu
m
be
r
Number of outages per week
Tr
ai
ni
ng
 a
nd
 te
st
in
g 
du
ra
tio
n 
of
 W
N
N
 m
od
el
 
 
O
bs
er
ve
d
P
re
di
ct
ed
43
5
44
0
44
5
45
0
45
5
46
0
46
5
47
0
47
5
48
0
01020304050
W
ee
k 
nu
m
be
r
Number of outages per week
Zo
om
 in
 o
f t
es
tin
g 
du
ra
tio
n 
of
 W
N
N
 m
od
el
 
 
O
bs
er
ve
d
P
re
di
ct
ed
Fi
gu
re
 5
.1
9 
O
ut
ag
es
 O
bs
er
ve
d 
an
d 
Pr
ed
ic
te
d 
by
 W
N
N
 M
od
el
 in
 M
an
ha
tt
an
 fr
om
 Y
ea
r 
19
98
 to
 
 72
 
0 20 40 60
0
10
20
30
40
50
60
Observed value
P
re
di
ct
ed
 v
al
ue
S = 1.04
R = 0.88
Wichita
0 20 40 60
0
10
20
30
40
50
60
Observed value
P
re
di
ct
ed
 v
al
ue
S = 1.00
R = 0.93
Topeka
 
0 20 40 60
0
10
20
30
40
50
60
Observed value
P
re
di
ct
ed
 v
al
ue
S = 0.91
R = 0.91
Lawrence
 
0 20 40 60
0
10
20
30
40
50
60
Observed value
P
re
di
ct
ed
 v
al
ue
S = 1.05
R = 0.90
Lawrence
 
Figure 5.20 Outages Observed and Computed by MWNN+AIS models for Four Cities in 
2007 
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Figure 5.21 Outages Observed and Computed by MWNN Models for Four Cities in 2007 
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Figure 5.22 Outages Observed and Computed by WNN Models for Four Cities in 2007 
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CHAPTER 6 - Bayesian Models and Monte Carlo Simulations 
Since the occurrences of animal outages in a distribution system are random events, they 
can be successfully modeled using probabilistic methods [76]. Sahai and Pahwa [76] have 
previously proposed using Bayesian networks for predictions of animal related outages on 
distribution feeders. Additional work using these models has been done and is presented in this 
chapter. Compared to the previous work, this dissertation has constructed Bayesian models with 
more inputs and applied them to more data. Besides the weekly basis, more predictions have 
been done on a monthly and yearly basis. Also, this dissertation uses Monte Carlo simulations to 
find the confidence intervals for the predictions.  
6.1 Introduction to Bayesian Model 
6.1.1 Bayes' Theorem 
Bayes' theorem presents the relationships of the conditional probabilities and marginal 
probabilities of two random events. Usually it is used to update the conditional probability of a 
event A taking account of new observations of occurrences of event B. Mathematically, Bayes' 
theorem is formulated by the following equation [101]: 
                
)(
)(*)/()/(
BP
APABPBAP =                                                             (6.1) 
• P(A) is the prior probability or marginal probability of A. It is "prior" because no 
information about B is considered. 
• P(A|B) is the conditional probability of A, given B. It is also called the posterior 
probability because it is computed after the event B has been observed. 
• P(B|A) is the conditional probability of B given A. 
• P(B) is the prior or marginal probability of B. 
 
Note that B has to have a non-zero prior probability in equation 6.1.   
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6.1.2 Bayesian Network 
A Bayesian network is comprised of a set of variables{x1, x2,…, xn}, a graphical structure 
and a set of conditional probability tables. A Bayesian network is a directed acyclic graph which 
means a graph with no loops [102-104]. Each variable is represented by a node in the graph. And 
there are connection arcs between nodes. An arc leads a parent (casual) node to a child 
(influenced) node and denotes the conditional dependence between the child and parent nodes. 
On the other hand, if there is no connection arc between two nodes, it indicates conditional 
independence. There is a conditional probability table for each child node, which can be 
computed by the prior probabilities of the parent nodes.  
6.1.3 Learning and Prediction by Bayesian Model 
Not only the conditional probability tables but also the casual relationships can be learned 
from the data [105]. However, it is much easier to learn the conditional probability tables as 
compared to graph topology learning [105]. Also, it is easier to learn with fully observed data, as 
compared to partially observed data where some nodes are hidden or some data is missing [105]. 
With fully observed data and known structure, the Maximum Likelihood Estimation (MLE) 
algorithm is effective [105]. For unknown graph structure, algorithms that search through model 
space are used [105]. MLE is a method of estimating parameters of a population such that the 
selected values maximize the likelihood of a sample [105]. The goal of learning in this case is to 
find the values of the parameters of each cumulative probability distribution, which maximizes 
the likelihood of the training data [105]. 
A Bayesian network can be used to learn causal relationships between parents and child 
nodes which are captured in the conditional probability tables [102]. After the graph structure 
and the conditional probability tables are learned, a Bayesian model can be used for predictions. 
Given the values of parent nodes and the learned conditional probability tables, the values of the 
child nodes can be estimated [105]. To predict the child nodes given the status of the parent 
nodes, top-down reasoning is used where we can compute the probability of an effect given the 
cause [105].  
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6.2 Model Construction 
From Chapter 2, we know that weekly animal caused outages in distribution systems are 
influenced by the number of fair weather days per week and the month type. With this prior 
knowledge it is much easier for us to construct the Bayesian model for our study because we do 
not have to learn the structure from the data. A one-layer discrete Bayesian network with three 
nodes representing the three variables, the month type, the fair days level and the weekly animal-
related outage level, is shown in Figure 6.1. This network has the same structure as the one used 
by Sahai and Pahwa [76]. The variables, the months, the number of fair weather days per week 
and the number of animal caused outages, are all classified into discrete levels. This is done 
primarily because with discrete variables, the conditional probability tables are simple to be 
computed and easy to use. Also we do not have enough training data to find conditional 
probability distributions associated with a continuous Bayesian model.  
However, the classification of the input data to discrete levels is at the expense of the 
performance of the model in predictions because there is loss of information during the 
classifications and all the data points in each level are treated in the same manner. To make the 
model as accurate as possible, the data needs to be examined carefully to get the best 
classification. The classification for the parent nodes should be done in a way such that all the 
data points which have similar influences on the child nodes are grouped into the same level. 
Conversely, the data points which have different impacts on the child nodes should be grouped 
into different levels [76]. Also, there should be sufficient data entries for each combination of 
inputs because a reliable conditional probability distribution needs enough observations in the 
data. For the child node, the classification should be done so as to have as many levels as 
possible, with relevant number of data entries in each level [76]. The more levels we have for the 
child node, the more information we have about the effects of parent nodes on the child node and 
thus a better prediction of the outages will be obtained.  
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Outage 
Level
(1,2,3,…,9)
Month Type
(1,2,3)
Fair Days 
Level
(1,2,3)  
             Figure 6.1 One-layer Bayesian Model for Predictions of Animal-related outages         
6.2.1 Classification of Weather Conditions 
The input variable month signifies the behavioral patterns of squirrels at different times 
of the year. As mentioned in Chapter 2, the squirrel activity in the months of January, February 
and March is the minimum. Hence, these months have been grouped together and classified as 
the month type 1. The squirrel activity in the very hot months of July and August and the 
temperature changing months of December and January is moderate. Hence, these months have 
been grouped together and classified as month type 2. Squirrels are most active in the months of 
May and June, and September, October and November. Therefore, these months have been 
grouped together and classified as month type 3. This gives us the following classification for 
month type: 
• Month Type 1: January, February, March 
• Month Type 2: April, July, August, December 
• Month Type 3:  May, June, September, October, November 
Note that this classification is different from that used in previous work [76], where 
January is placed in type 2 and April is in type 1 category. The difference arises from 
observations with more data from different cities in this dissertation. 
As defined in previous work, fair weather days has temperatures between 40 and 85 
degrees Fahrenheit with no other weather activity [76]. We have counted the number of fair days 
per week for different cities based on the weather data obtained from Kansas State University 
Weather Services. The number of fair days per week can vary from 0 to seven or eight based on 
division of every month into exactly 4 weeks as discussed in Chapter 2. Given that we already 
have three input states for month type, dividing the number of fair days per week into three 
different levels gives nine input states. Similar to previous work [76], weeks with zero number of 
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fair weather days are classified as level 1 of fair weather days per week assuming that they will 
have least impacts on animal caused outages. Weeks with one to three fair weather days have 
been classified as the mid-level or level 2 of fair weather days per week assuming that they will 
have moderate impacts on animal caused outages. The weeks in which nearly half or more than 
half of the days are fair weather days, will have the most impacts on animal caused outages and 
have been classified as level 3 of fair weather days per week. That is, the weeks that have four to 
seven (or eight) fair weather days are grouped under level 3. Finally, we get the fair weather days 
per week classification as follows: 
• Fair Weather Days per Week Level 1:  0 Fair Weather Days  
• Fair Weather Days per Week Level 2:  1 ~ 3 Fair Weather Days  
• Fair Weather Days per Week Level 3:  4 ~ 7 (or 8) Fair Weather Days 
This classification for the number of fair days per week is the same as that in previous 
work [76]. 
6.2.1 Classification of Weekly Animal-related Outages 
The overhead distribution feeder outage information for different areas in Kansas from 
1998 to 2007 was obtained from Westar Energy. Wichita has the biggest area in Kansas within 
the Westar Energy service territory. We take Wichita as an example to show the modeling since 
it has the most data. We computed the animal caused outages per week in the Wichita area for 
the past seven years, which means a total of 480 weeks. Figure 6.2 shows the histogram of 
animal caused outages per week in Wichita area, in which the nth bar represents the observation 
of n-1 outages per week. The proper classifications of outages should improve the model 
performance. In previous work [76], the classification of the child node has been done so as to 
have as many levels as possible, with relevant number of data entries in each level. For example, 
Manhattan has outage range from 0 to 30. Due to simplicity, animal caused outages per week 
have been classified into 12 levels instead of the possible 31 levels. The lower outage levels have 
a bin size of one. This is done because the lower numbers of animal caused outages occur more 
frequently in the system, for example there are a lot more zero and one animal caused outage per 
week as compared to twenty outages per week [76]. In this dissertation, we have tried to find the 
proper numbers of outage levels for all four cities by experiments. The AAE of the predictions 
by Bayesian models with 9 input states with different outage levels is shown in Table 6.1. We 
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have found that classifications with 9 outage levels give the best results for almost all of the 
cities. To classify outages into more levels than 9 doesn’t significantly improve the model 
performance. Therefore, for uniformity and simplicity, 9 levels of outages are used for all the 
cities. 
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Figure 6.2 Histogram of Weekly Animal-related Outages from the Year 1998 to 2007 in 
Wichita 
 
Table 6.1 The Performance of Predictions with Different Numbers of Outage Levels 
          Number of 
Outage Levels 
AAE For Wichita 
AAE For 
Topeka 
AAE For 
Lawrence 
AAE For 
Manhattan 
1 14.216 10.960 4.080 2.540 
2 10.734 9.186 3.450 2.409 
3 9.892 7.357 3.187 2.184 
4 9.609 7.195 3.174 2.181 
5 9.605 7.175 3.172 2.182 
6 9.542 7.171 3.173 2.177 
7 9.540 7.171 3.177 2.177 
8 9.536 7.171 3.175 2.178 
9 9.534 7.172 3.174 2.176 
10 9.531 7.174 3.174 2.178 
11 9.535 7.178 3.174 2.179 
12 9.536 7.176 3.174 2.178 
13 9.536 7.176 3.174 2.178 
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14 9.534 7.177 3.175 2.179 
15 9.530 7.179 3.171 2.179 
16 9.530 7.179 3.171 2.179 
17 9.532 7.178 3.170 2.181 
18 9.533 7.177 3.171 2.182 
19 9.534 7.177 3.172 2.182 
20 9.534 7.177 3.172 2.182 
  
Note that, with the same number of bins, the classifications for outages are different for 
each city since the histogram of weekly animal-related outages are different for each city. But we 
have tried to follow one general rule for the classifications which is to strive to make every bin 
have roughly the same count of occurrences as much as possible. For Wichita, in total there are 
480 occurrences of weekly outages and the outages vary from 0 to 143. For every bin there 
should be about 53 (480 divided by 9) occurrences. In Figure 6.2, there are 144 bars in the 
histogram each of which records the occurrence of the corresponding weekly outages. The 
biggest bar is the 16th bar and it has 23 occurrences, and the two bars next to it have 13 
occurrences each. We group these three bars together and get 49 occurrences which is the closest 
we can get to the average occurrences of 53. Then, we aggregate the bars in the order from the 
first one to the last one and every time when we find bars with total occurrences equal to or 
bigger than 49 we group these bars together as a bin. Following this method, we have obtained 
the outage levels for Wichita as: 
• Outage Level 1:  0~9 Animal Caused Outages per Week; 
• Outage Level 2:  10~13 Animal Caused Outages per Week; 
• Outage Level 3:  14~17 Animal Caused Outages per Week; 
• Outage Level 4:  18~21 Animal Caused Outages per Week; 
• Outage Level 5:  22~25 Animal Caused Outages per Week; 
• Outage Level 6:  26~32 Animal Caused Outages per Week; 
• Outage Level 7:  33~42 Animal Caused Outages per Week; 
• Outage Level 8:  43~62 Animal Caused Outages per Week ; 
• Outage Level 9:  63~143 Animal Caused Outages per Week. 
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6.2.3 Conditional Probability Table 
The conditional probability table (CPT) gives the probability of occurrence of each 
outage level given a month type and a level of fair weather days per week, that is,  
P (Outage Level = i ⏐Month Type = j, Fair Weather Days per Week Level = k)   
where i = 1,…,9, j =1,2,3 and k = 1,2,3. 
Since the graph structure is fully known, we have used Maximum Likelihood Estimation 
to learn the values in the CPT with fully observed historical data. The input states are tabulated 
in Table 6.2 and the learned conditional probabilities are listed in Table 6.3. There are sufficient 
training cases for each input state except input state 7, as shown in Table 6.2. As for input state 
7, the months are January, February and March, which are too cold to have many fair weather 
days. The equation we use to compute the conditional probabilities for input state m is: 
 
P (Outage level = i ⏐Input state = m) = 
 Number of occurrences in outage level i / Total number of occurrences in input state m 
 
Table 6.2  All Possible States and Number of Observations for Wichita 
Input State 1 2 3 4 5 6 7 8 9 
Month Type 1 2 3 1 2 3 1 2 3 
Fair Day Level 1 1 1 2 2 2 3 3 3 
Number of 
Occurrences 
74 71 20 34 52 64 12 37 116 
           
Table 6.3 The Conditional Probability Table with 9 Input States for Wichita 
Outage Level 1 2 3 4 5 6 7 8 9 
Input State 1 0.61 0.19 0.15 0.04 0.00 0.01 0.00 0.00 0.00 
Input State 2 0.11 0.20 0.21 0.2 0.14 0.07 0.04 0.03 0.00 
Input State 3 0.00 0.10 0.25 0.00 0.05 0.15 0.35 0.1 0.00 
Input State 4 0.56 0.15 0.18 0.06 0.03 0.03 0.00 0.00 0.00 
Input State 5 0.08 0.25 0.21 0.13 0.08 0.19 0.06 0.00 0.00 
Input State 6 0.02 0.05 0.05 0.13 0.09 0.2 0.19 0.19 0.09 
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Input State 7 0.25 0.33 0.33 0.08 0.00 0.00 0.00 0.00 0.00 
Input State 8 0.03 0.22 0.24 0.27 0.11 0.14 0.00 0.00 0.00 
Input State 9 0.00 0.03 0.02 0.07 0.11 0.16 0.17 0.29 0.15 
 
The conditional probability table represents the influence of month and number of fair 
weather days per week on the number of animal caused outages per week [76]. In the previous 
work, the conditional probability table was sparse matrix which is not the case for this 
dissertation. The reason is that in this dissertation we have 3 more years’ data and we have 
different classifications for the month type and the outage levels. But there are still some zero 
entries in the conditional probability table we have obtained as shown in Table 6.3. The zero 
occurrence in high outage levels in the first row results from the unfavorable weather conditions. 
This indicates that if the month is of type 1 and there are no fair weather days in a week, then we 
should only expect a very low number of animal-caused outages. When the number of fair days 
per week increases to 1~3 and the input state becomes 4, we expect more occurrences of high 
outages. As a result, the numbers of zeros in the fourth row decreases and there are animal-
related outages at five and six levels. Comparing row 1 to 4, which have the same month type, 
there is an increasing trend in outages when the fair days level increases from 1 to 2. However, 
this observation is not true when the fair days level changes from 2 to 3, which is indicated by 
the increase of zeros in row 7. This can be explained by the lack of data in input state 7.  In rows 
2, 5 and 8 which have the month type of 2, the occurrences mainly range from outage level 1 to 7 
with very few random events at the higher levels. When the fair days level increases from 1 to 3, 
the majority of the probabilities shift from lower outage levels to higher outage levels. There are 
only a few zero entries in rows 3, 6 and 9 which are at the month type 3 with majority of the 
probabilities at outage levels higher than 5. 
Comparing the input states with the same month type, we have observed an increasing 
trend in probabilities at higher outage levels with increase in the fair days level. On the other 
hand, by comparing the input states with the same fair days level, we can find the effects of the 
month type on the outages. In rows 1, 2 and 3 with the fair days level of 1 and the month type 
increasing from 1 to 3, the majority of probabilities shifts from lower outage levels to higher 
outage levels. In rows 4, 5 and 6, the number zero entries at high outage levels decrease which 
can be observed in rows 7, 8 and 9. These observations indicate that even under the same 
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weather conditions, there are more outages when the month type increases from 1 to 3.  We can  
also see that the month type has a bigger impact on outages than the fair days level. In row 3, 
when there are zero fair days per week and the month type is 3, there are still lots of occurrences 
of outages at high outage levels 6, 7 and 8. But in row 7 with month type 1, when more than half 
of the days in the week have fair weather, there are no outages at outage levels higher than 4. 
This is similar to that observed by Sawti and Pahwa [76].   
6.2.4 Prediction for Wichita 
In order to get the expected values of the outages, conditional probabilities obtained from 
the Bayesian model are multiplied by the average value or median of each corresponding output 
level. In the previous work, the median values are used [76]. We have chosen the average values 
for characterization of each input state because they give better representation of the historical 
outage data. The median values are only determined by the classifications of outage levels. On 
the contrary, the average values take account the distribution of outages in the same outage level 
and thus can characterize the outage levels better. The average values for the outage levels in the 
data for Wichita are tabulated in Table 6.4.  
 
Table 6.4 Average Values for Each Outage Level for Wichita 
Outage 
Level 
1 2 3 4 5 6 7 8 9 
Average 
Value 
6.49 11.39 15.52 19.49 23.15 29.16 37.49 52.00 80.52
 
Expected number of animal-caused outages in each input state can thus be computed by 
the following equation[76]: 
E (Number of outages⏐Input state = j) =  
              ∑
=
9
1k
P (outage level = k ⏐input state = j) x Average (Outage level = k)            (6.4) 
where, 
• E (Number of animal-caused outages⏐Input state = j) is the expected number of 
animal-caused outages in input state j, j = 1,…, 9. 
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• P (Outage level = k ⏐Input state = j) is the conditional probability of the 
occurrence of outage level k, given input state j, which can be looked up in Table 
6.3. 
• Average (Outage level = k) is the average value of the outage level k, k=1,…, 9, 
which can be looked  up in Table 6.4. 
                   
Expected values of animal-caused outages in each input state for Bayesian models with 9 
input states are shown in Table 6.5. For better observation of the trends in the expected values, 
we plot the expected values in Figure 6.3. From this figure, we can observe apparent increasing 
trend in the expected values of animal-related outages when the month type increase from 1 to 3. 
When the fair days level increases from 1 to 3, we observe the similar but not as obvious 
increasing trend in expected values of outages. However, for month type of 2, when the fair days 
level increases from 2 to 3, there is a slight decrease from 18.80 (at input state 5) to 18.12 (at 
input state 8) in the expected values of outages. This contradiction might be the result of 
saturation effect. That is, 18.80 outages per week are already high for April and December 
considering that there is not many animal activities in these months. More fair days cannot cause 
higher outages. 
              
Table 6.5 Expected Values of Animal-related Outages for Wichita by Bayesian Model with 
9 Input States             
Outage Level Month 
Type 
Fair 
Day 
Level 
Expected 
Number 
Input State 1 1 1 9.60 
Input State 2 2 1 18.46 
Input State 3 3 1 28.87 
Input State 4 1 2 10.73 
Input State 5 2 2 18.80 
Input State 6 3 2 36.22 
Input State 7 1 3 12.22 
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Input State 8 2 3 18.12 
Input State 9 3 3 42.78 
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Figure 6.3  The Trends in Expected Values of Animal-related Outages for Wichita 
 
We consider the expected value in any input state as the predicted value for the weeks 
with the same input state. Figure 6.4 shows the time series of predictions by Bayesian model 
with 9 input states for Wichita. As shown in Figure 6.4, this Bayesian model with 9 input states 
cannot capture the high peaks in the time series. In other word, it tends to underestimate in the 
months when the numbers of animal-related outages have been found to be high. Other than the 
underestimations the predicted values follow the observed values closely. A reason for such 
underestimations comes from the loss of information during classifications of outages. We are 
using the average values to represent an outage level during predictions and thus the higher 
observed values of the outages in one outage levels are ignored during predictions. To show 
performance of the Bayesian model without information loss of this kind, we can keep the outage 
levels as outputs instead of the numbers of outages. We just simply check the outage levels to 
which the expected values of outages in Table 6.5 belong and keep them as the expected outage 
levels which are shown in Table 6.6. The time series of predictions of outage levels for Wichita 
is shown in Figure 6.5. Comparing Figure 6.5 to Figure 6.4, we have observed better 
Fair Days Level 
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performance of predictions when the predictions are represented as outage levels instead of 
number of outages. We have observed overestimations in the year 2006 and 2007 both in Figure 
6.4 and 6.5 which are because of the lower outages in these two years compared to the other 
years. A third input based on outages in previous week can possibly provide some corrections in 
the model.  
 
Table 6.4 Expected Outage Levels for Wichita by Bayesian Model with 9 Input States 
            Input State
Month 
Type 
Fair 
Day 
Level 
Expected 
Outage 
Level 
Input State 1 1 1 1 
Input State 2 2 1 4 
Input State 3 3 1 6 
Input State 4 1 2 2 
Input State 5 2 2 4 
Input State 6 3 2 7 
Input State 7 1 3 2 
Input State 8 2 3 4 
Input State 9 3 3 7 
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Figure 6.4 Outages Predicted and Observed by the Bayesian Model with 9 Input States for Wichita 
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Figure 6.5 Outages Predicted and Observed by the Bayesian Model with 9 Input States for Wichita 
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6.2.4 Models and Performance for More Cities 
The Bayesian model has been built using Wichita as an example. In order to validate the 
model and compare the performance of the models for different cities, we have used the same 
approach for Topeka, Lawrence and Manhattan. The two inputs, the month type and the fair days 
level are the same as in the model for Wichita. The number of outage levels is 9 for all the cities. 
But the outage classification for each individual city differs from city to city, based on the 
histogram of historical outage data.  
6.2.4.1 Model and Performance for Topeka 
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Figure 6.6 Histogram of Weekly Animal-related Outages from the Year 1998 to 2007 in 
Topeka 
 
As mentioned in section 6.2.2, for uniformity and simplicity, 9 outage levels are used for 
models of all four cities. The outages range from 0 to 86. By following the same method 
introduced in section 6.2.2, we have obtained the outage levels for Topeka as: 
• Outage Level 1:  0~7 Animal Caused Outages per Week; 
• Outage Level 2:  8~10 Animal Caused Outages per Week; 
• Outage Level 3:  11~13 Animal Caused Outages per Week; 
• Outage Level 4:  14~16 Animal Caused Outages per Week; 
• Outage Level 5:  17~19 Animal Caused Outages per Week; 
• Outage Level 6:  20~24 Animal Caused Outages per Week; 
• Outage Level 7:  25~29 Animal Caused Outages per Week; 
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• Outage Level 8:  30~36 Animal Caused Outages per Week ; 
• Outage Level 9:  37~86 Animal Caused Outages per Week. 
 
The numbers of observations for each input state are shown in Table 6.6 and the 
conditional probability table for Topeka is shown in Table 6.7. Similar observations have been 
found in the CPT for Topeka as in the one for Wichita.  The average values for characterizing 
each input states are shown in Table 6.8. 
 
Table 6.6  All Possible States and Number of Observations for Topeka 
Input State 1 2 3 4 5 6 7 8 9 
Month Type 1 2 3 1 2 3 1 2 3 
Fair Day Level 1 1 1 2 2 2 3 3 3 
Number of 
Occurrences 
73 55 15 39 64 62 8 41 123 
           
Table 6.7 The Conditional Probability Table with 9 Input States for Topeka 
Outage Level 1 2 3 4 5 6 7 8 9 
Input State 1 0.56 0.22 0.10 0.04 0.04 0.03 0.00 0.01 0.00
Input State 2 0.20 0.15 0.20 0.15 0.13 0.15 0.02 0.02 0.00
Input State 3 0.00 0.07 0.13 0.07 0.00 0.27 0.13 0.20 0.13
Input State 4 0.56 0.18 0.08 0.15 0.00 0.03 0.00 0.00 0.00
Input State 5 0.08 0.17 0.17 0.20 0.14 0.16 0.05 0.03 0.00
Input State 6 0.03 0.05 0.06 0.10 0.06 0.13 0.16 0.18 0.23
Input State 7 0.00 0.25 0.50 0.13 0.00 0.00 0.13 0.00 0.00
Input State 8 0.12 0.17 0.27 0.15 0.20 0.05 0.02 0.02 0.00
Input State 9 0.01 0.02 0.02 0.07 0.05 0.11 0.22 0.19 0.33
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Table 6.8 Average Values for Each Outage Level for Topeka 
Outage 
Level 
1 2 3 4 5 6 7 8 9 
Average 
Value 4.59 9.04 12.02 14.98 17.89 21.83 26.69 32.64 49.14
                   
By following the same method we have used to compute the expected values of outages 
for Wichita, we have obtained the expected values of animal-caused outages in each input state 
for Topeka which are shown in Table 6.9. For better observations of the trends in the expected 
values, we plot the expected values in Figure 6.7. In this figure, we can observe increasing trends 
in animal-related outages when the month type and the number of fair days per week increase, 
which is similar to the results for Wichita. Like Wichita, there is a slight decrease from input 
state 5 to input state 8 in the expected values of outages.  
              
Table 6.9 Expected Values and Levels of Animal-related Outages for Topeka by the 
Bayesian Model with 9 Input States             
Outage Level Month 
Type 
Fair 
Day 
Level 
Expected 
Value 
Expected 
Outage 
Level 
Input State 1 1 1 8.10 2 
Input State 2 2 1 13.35 3 
Input State 3 3 1 25.67 7 
Input State 4 1 2 8.00 1 
Input State 5 2 2 15.22 4 
Input State 6 3 2 27.97 7 
Input State 7 1 3 13.48 3 
Input State 8 2 3 13.52 3 
Input State 9 3 3 32.60 8 
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Figure 6.7 The Trends in Expected Values of Animal-related Outages for Topeka 
 
Similar to what we have done for Wichita, we take the expected value in any input state 
as the predicted value for the weeks with the same input state. Figure 6.8 shows the time series of 
predictions and Figure 6.9 shows the predictions of outage levels for Topeka. The 
underestimations in months with high outages exist in the predictions for Topeka just like 
Wichita. Again, we have observed better performance of predictions when the predictions are 
represented as the outage levels instead of the number of outages. Unlike Wichita, we have not 
observed overestimations in the year 2007 both in Figure 6.8 and 6.9. It is because the variance 
in the outages for Topeka is not as great as the one for Wichita. 
 ys Level 
 94
 
Figure 6.8 Outages Predicted and Observed by the Bayesian Model with 9 Input States for Topeka  
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Figure 6.9 Outage Levels Predicted and Observed by the Bayesian Model with 9 Input States for Topeka 
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6.2.4.2 Model and Performance for Lawrence 
The histogram of weekly animal-related outages in Lawrence from the year 1998 to 2007 
is shown in Figure 6.10. 
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Figure 6.10 Histogram of Weekly Animal-related Outages from Year 1998 to 2007 in 
Lawrence 
 
The outages range from 0 to 32. Since the size of Lawrence is smaller than the one of 
Topeka and Wichita, there are more occurrences of lower outages. By following the same 
method introduced in section 6.2.2, we have obtained the outage levels for Lawrence as: 
• Outage Level 1:  0~3 Animal Caused Outages per Week; 
• Outage Level 2:  4~5 Animal Caused Outages per Week; 
• Outage Level 3:  6 Animal Caused Outages per Week; 
• Outage Level 4:  7~8 Animal Caused Outages per Week; 
• Outage Level 5:  9~10 Animal Caused Outages per Week; 
• Outage Level 6:  11~12 Animal Caused Outages per Week; 
• Outage Level 7:  13~15 Animal Caused Outages per Week; 
• Outage Level 8:  16~20 Animal Caused Outages per Week ; 
• Outage Level 9:  21~33 Animal Caused Outages per Week. 
 
The numbers of observations for every input state are shown in Table 6.10 and the 
conditional probability table for Lawrence is shown in Table 6.11. Similar observations have 
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been found in the CPT for Lawrence as in the ones for Wichita and Topeka.  The average values 
for characterizing each input states are shown in Table 6.12. 
 
Table 6.10 All Possible States and Number of Observations for Lawrence 
Input State 1 2 3 4 5 6 7 8 9 
Month Type 1 2 3 1 2 3 1 2 3 
Fair Day Level 1 1 1 2 2 2 3 3 3 
Number of 
Occurrences 74 56 18 38 64 67 8 40 115 
           
Table 6.11 The Conditional Probability Table with 9 Input States for Lawrence 
Outage Level 1 2 3 4 5 6 7 8 9 
Input State 1 0.61 0.20 0.04 0.08 0.05 0.00 0.01 0.00 0.00 
Input State 2 0.38 0.18 0.18 0.16 0.07 0.02 0.02 0.00 0.00 
Input State 3 0.00 0.11 0.06 0.17 0.28 0.17 0.11 0.11 0.00 
Input State 4 0.50 0.24 0.08 0.13 0.03 0.00 0.03 0.00 0.00 
Input State 5 0.14 0.25 0.13 0.30 0.09 0.06 0.03 0.00 0.00 
Input State 6 0.04 0.09 0.06 0.12 0.21 0.10 0.13 0.16 0.07 
Input State 7 0.75 0.25 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Input State 8 0.33 0.35 0.05 0.18 0.08 0.03 0.00 0.00 0.00 
Input State 9 0.09 0.08 0.06 0.20 0.10 0.13 0.10 0.21 0.04 
 
Table 6.12 Average Values for Each Outage Level for Lawrence 
Outage 
Level 
1 2 3 4 5 6 7 8 9 
Average 
Value 1.79 4.49 6.00 7.49 9.33 11.61 13.74 17.51 23.60
                   
By following the same method we have used previously to compute the expected values 
of outages, we have obtained the expected values of animal-caused outages in each input state 
for Lawrence which are shown in Table 6.13. For better observations of the trends in the 
 98
expected values, we plot them in Figure 6.11. We can observe increasing trends in animal-related 
outages when the month type increases from 1 to 3 as in Topeka and Wichita. Also we can 
observe increasing trends in animal-related outages when the fair days level increases from 1 to 
2. However, the expected values of outages decrease when the fair days level increases from 2 to 
3. A reason might lie in the outages data for Lawrence. For some years between 1998 and 2007, 
there are higher outages in January than in April. Errors in weather information data could also 
cause this problem.  
              
Table 6.13 Expected Values and Levels of Animal-related Outages for Lawrence by 
Bayesian Model with 9 Input States             
Outage Level Month 
Type 
Fair 
Day 
Level 
Expected 
Value 
Expected 
Outage 
Level 
Input State 1 1 1 3.54 1 
Input State 2 2 1 4.87 2 
Input State 3 3 1 10.08 5 
Input State 4 1 2 4.02 2 
Input State 5 2 2 6.38 3 
Input State 6 3 2 11.38 6 
Input State 7 1 3 2.46 1 
Input State 8 2 3 4.75 2 
Input State 9 3 3 10.77 5 
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Figure 6.11 The Trends in Expected Values of Animal-related Outages for Lawrence 
 
Again, we take the expected value in any input state as the predicted value for the weeks 
with the same input state. Figure 6.12 shows the time series of predictions and Figure 6.13 shows 
the predictions of outage levels for Lawrence. The underestimations in months with high outages 
exist in the prediction for Lawrence similar to that for Topeka and Wichita. Again, we have 
observed better performance of predictions when the predictions are represented as the outage 
levels instead of the number of outages.  
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Figure 6.12 Outages Predicted and Observed by the Bayesian Model with 9 Input States for Lawrence  
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Figure 6.13 Outage Levels Predicted and Observed by the Bayesian Model with 9 Input States for Lawrence 
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6.2.4.3 Model And Performance For Manhattan 
The histogram of weekly animal-related outages in Manhattan from the year 1998 to 
2007 is shown in Figure 6.14. 
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Figure 6.14 Histogram of Weekly Animal-related Outages from the Year 1998 to 2007 in 
Manhattan 
 
The outages range from 0 to 30. Since most outages are low in Manhattan and the biggest 
bar has 86 occurrences, we cannot manage to classify the outages into 9 bins with equal number 
of occurrences in each bin. Therefore we use a different method for Manhattan from the ones we 
have used for other cities. We have kept the bin size as 1 for the first 4 bins.  We have obtained 
the outage levels for Manhattan as: 
• Outage Level 1:  0 Animal Caused Outages per Week; 
• Outage Level 2:  1 Animal Caused Outages per Week; 
• Outage Level 3:  2 Animal Caused Outages per Week; 
• Outage Level 4:  3 Animal Caused Outages per Week; 
• Outage Level 5:  4~6 Animal Caused Outages per Week; 
• Outage Level 6:  7~8 Animal Caused Outages per Week; 
• Outage Level 7:  9~13 Animal Caused Outages per Week; 
• Outage Level 8:  14~24 Animal Caused Outages per Week ; 
• Outage Level 9:  25~30 Animal Caused Outages per Week. 
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The number of observations for each input state are shown in Table 6.14 and the 
conditional probability table for Manhattan is shown in Table 6.15. Similar observations have 
been found in the CPT for Manhattan as in the ones for other three cities.  The average values for 
characterizing each input states are shown in Table 6.16. 
 
Table 6.14 All Possible States and Number of Observations for Manhattan 
Input State 1 2 3 4 5 6 7 8 9 
Month Type 1 2 3 1 2 3 1 2 3 
Fair Day Level 1 1 1 2 2 2 3 3 3 
Number of 
Occurrences 
92 69 21 24 57 79 4 34 100 
           
Table 6.15 The Conditional Probability Table with 9 Input States for Manhattan 
Outage Level 1 2 3 4 5 6 7 8 9 
Input State 1 0.24 0.18 0.27 0.16 0.12 0.02 0.00 0.00 0.00
Input State 2 0.13 0.28 0.16 0.16 0.19 0.07 0.01 0.00 0.00
Input State 3 0.00 0.00 0.19 0.10 0.38 0.29 0.00 0.05 0.00
Input State 4 0.29 0.21 0.38 0.08 0.04 0.00 0.00 0.00 0.00
Input State 5 0.05 0.21 0.18 0.25 0.23 0.07 0.02 0.00 0.00
Input State 6 0.09 0.06 0.09 0.09 0.34 0.18 0.10 0.04 0.01
Input State 7 0.25 0.25 0.25 0.00 0.25 0.00 0.00 0.00 0.00
Input State 8 0.18 0.12 0.26 0.18 0.24 0.03 0.00 0.00 0.00
Input State 9 0.03 0.08 0.10 0.12 0.40 0.12 0.08 0.07 0.00
 
Table 6.16 Average Values for Each Outage Level for Manhattan 
Outage 
Level 
1 2 3 4 5 6 7 8 9 
Average 
Value 0.00 1.00 2.00 3.00 4.83 7.48 10.67 18.36 30.00
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The expected values of animal-caused outages in each input state for Manhattan are 
shown in Table 6.17. The expected values are shown in Figure 6.15. We can again observe 
increasing trends in animal-related outages when the month type increases from 1 to 3 as in other 
three cities. However, there is no obvious increasing trend in the expected outages when the fair 
days level increases. At month type of 3, the expected values of outages are almost the same 
when the fair days level increases from 1 to 3. At month type of 2 the expected number of outage 
decreases from 3.11 to 2.53 when the fair days level increases from 2 to 3. At month type of 1, 
expected number of outages decreases from 1.96 to 1.41 when the fair days level increases from 
1 to 2. The same problems exist in the outages and weather data for Manhattan as that for 
Lawrence. Topeka and Wichita are the two biggest cities in the service area of Westar Energy 
and both have sufficient observations of animal-related outages. Manhattan and Lawrence are the 
smaller cities and thus there are not as many observations of animal-related outages, which could 
cause problems in predictions by the Bayesian models.  
              
Table 6.17 Expected Values and Levels of Animal-related Outages for Manhattan by 
Bayesian Model with 9 Input States             
Outage Level Month 
Type 
Fair 
Day 
Level 
Expected 
Number 
Expected 
Outage 
Level 
Input State 1 1 1 1.96 2 
Input State 2 2 1 2.68 3 
Input State 3 3 1 5.52 5 
Input State 4 1 2 1.41 2 
Input State 5 2 2 3.11 4 
Input State 6 3 2 5.64 5 
Input State 7 1 3 1.96 2 
Input State 8 2 3 2.53 3 
Input State 9 3 3 5.61 5 
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Figure 6.15 The Trends in Expected values of Animal-related Outages for Manhattan 
 
Again, we take the expected value in any input state as the predicted value for the weeks 
with the same input state. Figure 6.16 shows the time series of predictions and Figure 6.17 shows 
the predictions of outage levels for Manhattan. The underestimations in months with high 
outages exist in the predictions for Manhattan as well as other three cities. Again, we have 
observed better performance of predictions when the predictions are represented as the outage 
level instead of the number of outages.  
Fair Days Level 
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Figure 6.16 Outages Predicted and Observed by the Bayesian Model with 9 Input States for Manhattan 
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Figure 6.17 Outage Levels Predicted and Observed by the Bayesian Model with 9 Input States for Manhattan 
 
50
10
0
15
0
20
0
25
0
30
0
35
0
40
0
45
0
0246810
W
ee
ks
Weekly outage level
 
 
O
bs
er
ve
d
P
re
di
ct
ed
 w
ith
 A
.A
.E
=1
.2
3
Fi
gu
re
 6
.1
7 
O
ut
ag
e 
L
ev
el
s P
re
di
ct
ed
 a
nd
 O
bs
er
ve
d 
by
 th
e 
B
ay
es
ia
n 
M
od
el
 w
ith
 9
 In
pu
t S
ta
te
s f
or
 M
an
ha
tt
an
 
 108
6.3 Adding One More Input to the Model 
In the same input state, the outages vary in a certain range because in different years the 
outages have different ranges even though the patterns are similar for each year. It is the reason 
that has caused underestimations for all four cities by the Bayesian models with two inputs. As 
we can see in Figure 6.18, the outages for Wichita in the last year are significantly lower than in 
the other years and the outages in the year 2001 are significantly higher than in other years. 
Therefore, it’s a good idea to take the previous week’s outages as the third input besides the 
month type and the fair days level.  
To keep the conditional probability table from being too sparse, it is better to classify the 
outages in previous week into only two levels which consist of “High” and “Low”, or three 
levels which consist of  “High” , “Medium” and “Low”. Recall that the outages of previous week 
are taken as inputs for the neural network models too, which yielded better results. The third 
input variable increases the computation load but at the same time it increases the performance 
of the model. The structure of the Bayesian model with three inputs is shown in Figure 6.19. 
With this structure, we have a model with 18 input states when the third input has two discrete 
values, and a model with 27 input states when the third input takes on three discrete values. 
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Figure 6.18 Weekly Animal-related Outages in Wichita from Year 1998 to 2007 
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Outage 
Level
(1,2,3,…,9)
Month Type
(1,2,3)
Fair Days 
Level
(1,2,3)
Previous 
Week Outage
(High, Low)  
                        
Figure 6.19 One-layer Bayesian Network with Three Inputs for Prediction of Animal- 
related Outages 
 
6.3.1 Model with 18 Inputs 
For the model with 18 input states, classifications of the outage levels, the month type 
and the fair days levels are the same as the model with 9 inputs and the model structure is the 
same except there is one more input node, which is previous week outage level. Wichita is taken 
as an example for modeling. Experiments were done to find the optimal values for the thresholds 
to be used for the outage levels in the previous week. AAE for predictions of animal-related 
outages with different values of threshold are shown in Table 6.18. The method used for 
predictions is the same as the one used for the model with 9 input states. According to the results 
in Table 6.18, the threshold to define “High” outage level in the previous week is set at the 
optimal value of 70th percentile, which means number of outages higher than 70% of the weeks 
in 480 weeks are defined as “High”.  
The training cases for each input state are given in Table 6.19 from which we can see that 
for 18 input states there are two input states with all zero entries. The zero entries happen 
because there are no sample data or the combination of inputs for these states never happens. For  
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Table 6.18 The Performance of the Model with Different Thresholds in Model with 18 
Input States for Wichita 
Threshold 
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
AAE 
9.53 9.37 9.37 9.11 9.1 8.84 8.81 8.31 8.57 8.87 
 
example, input states 13 and 16 have month type 1 and high outage level in previous week which 
are rare. It is because month type of 1 is too cold and thus outages are low. These input states 
with all zero entries result in the all zero rows in the conditional probability table as shown in 
Table 6.20. The input states with all zero entries have potential deficiency during prediction 
stage because if they occur during the prediction stage we will have no idea what the 
corresponding outage level should be. Also, there are some cases with only 1 or 2 observations 
such as input states 10 and 17, which result in possibly unreliable predictions since the 
conditional probability table is computed based only on 1 or 2 observations. Totally, there are 4 
input states have zero or only a few observations. Comparing Table 6.20 to Table 6.3, we can see 
the conditional probability table for the model with 18 input states is sparser than the one for the 
model with 9 input states.              
             
Table 6.19 All 18 Possible Input States and Number of Observations in Each State for 
Wichita 
             
Month Type
Fair Day 
Level 
Previous 
Week 
Outage 
Number of 
Observations
Input State 1 1 1 Low 73 
Input State 2 2 1 Low 58 
Input State 3 3 1 Low 11 
Input State 4 1 2 Low 34 
Input State 5 2 2 Low 46 
Input State 6 3 2 Low 30 
Input State 7 1 3 Low 12 
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Input State 8 2 3 Low 35 
Input State 9 3 3 Low 47 
Input State 10 1 1 High 1 
Input State 11 2 1 High 13 
Input State 12 3 1 High 9 
Input State 13 1 2 High 0 
Input State 14 2 2 High 6 
Input State 15 3 2 High 34 
Input State 16 1 3 High 0 
Input State 17 2 3 High 2 
Input State 18 3 3 High 69 
 
Table 6.20 The Conditional Probability Table with 18 Input States for Wichita 
   Outage Level 1 2 3 4 5 6 7 8 9 
Input State 1 0.62 0.18 0.15 0.04 0.00 0.01 0.00 0.00 0.00 
Input State 2 0.14 0.22 0.26 0.19 0.10 0.05 0.03 0.00 0.00 
Input State 3 0.00 0.18 0.27 0.00 0.00 0.18 0.36 0.00 0.00 
Input State 4 0.56 0.15 0.18 0.06 0.03 0.03 0.00 0.00 0.00 
Input State 5 0.09 0.24 0.22 0.13 0.09 0.17 0.07 0.00 0.00 
Input State 6 0.03 0.07 0.10 0.20 0.13 0.27 0.07 0.13 0.00 
Input State 7 0.25 0.33 0.33 0.08 0.00 0.00 0.00 0.00 0.00 
Input State 8 0.03 0.20 0.23 0.29 0.11 0.14 0.00 0.00 0.00 
Input State 9 0.00 0.06 0.04 0.15 0.17 0.30 0.11 0.17 0.00 
Input State 10 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Input State 11 0.00 0.08 0.00 0.23 0.31 0.15 0.08 0.15 0.00 
Input State 12 0.00 0.00 0.22 0.00 0.11 0.11 0.33 0.22 0.00 
Input State 13 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
Input State 14 0.00 0.33 0.17 0.17 0.00 0.33 0.00 0.00 0.00 
Input State 15 0.00 0.03 0.00 0.06 0.06 0.15 0.29 0.24 0.18 
Input State 16 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 
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Input State 17 0.00 0.50 0.50 0.00 0.00 0.00 0.00 0.00 0.00 
Input State 18 0.00 0.00 0.00 0.01 0.07 0.07 0.22 0.38 0.25 
     
Table 6.21 All 18 Possible Input States and Number of Observations in Each State for 
Wichita 
             
 Month 
Type 
Fair Day 
Level 
Previous 
Week 
Outage 
Expected 
Number 
of 
Outages 
Expected 
Outage 
Level 
Input State 1 1 1 Low 9.57 1 
Input State 2 2 1 Low 16.35 3 
Input State 3 3 1 Low 25.24 5 
Input State 4 1 2 Low 10.73 2 
Input State 5 2 2 Low 18.73 4 
Input State 6 3 2 Low 26.72 6 
Input State 7 1 3 Low 12.22 2 
Input State 8 2 3 Low 18.39 4 
Input State 9 3 3 Low 29.76 6 
Input State 10 1 1 High 11.39 2 
Input State 11 2 1 High 27.87 6 
Input State 12 3 1 High 33.31 7 
Input State 13 1 2 High 0.00 1 
Input State 14 2 2 High 19.35 4 
Input State 15 3 2 High 44.60 8 
Input State 16 1 3 High 0.00 1 
Input State 17 2 3 High 13.45 2 
Input State 18 3 3 High 51.66 8 
 
 To compute the expected number of outages in each input states, we use the same 
method as the one used for the model with 9 input states. Since the classifications of outages are 
the same as the model with 9 input states, the average values of outages used in each level to 
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multiply the CPT are the same as used for the model with 9 input states which are tabulated in 
Table 6.9 for Wichita. The expected number and levels of outages for each input state are 
computed and listed in Table 6.21. The trends in expected outages in each state are shown in 
Figure 6.20 and 6.21. In Figure 6.20, the third input, the outage level of previous week, is “Low” 
and thus the input states range from 1 to 9. In Figure 6.21, the third input, the outage level of 
previous week, is “High” and thus the input states range from 10 to 18.  
In Figure 6.20, it is apparent that the expected values of animal-related outages show an 
increasing trend with increase of the month type from 1 to 3. Though the expected values of 
animal-related outages also increase with increase in the levels of fair days per week, there is a 
slight inconsistency when the month type is 2. In this case, the month type is the same, but even 
though the level of the fair weather days per week is increasing from 2 to 3, the expected number 
of animal-caused outages is almost the same. This might be because of the effect of saturation. In 
Figure 6.21, we have observed an increasing trend in the expected outages at the month type of 
3. But it is not the case at the month type of 1 and 2. It is mainly because of lack of training data. 
The zero expected outage at month type 1 results from the zero number of training cases. The 
decreasing trend at the month type of 2 results from the fact that there are only 13, 6 and 2 
training cases for input states 11, 14 and 17. 
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Figure 6.20 The Trends in Expected Values of Outages with Previous Week Outage as Low 
for Wichita 
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Figure 6.21 The Trends in Expected Values of Outages with Previous Week Outage as High 
for Wichita 
 
Again, we take the expected value in each input state as the prediction for the weeks with 
the same input state. Figure 6.22 shows the time series of predicted numbers of outages and 
Figure 6.23 shows the predictions of outage levels for Wichita from the year 1998 to 2007. The 
model with 18 input states outperforms the one with 9 input states. The addition of the third input 
brings down the AAE from 9.54 to 8.31. In Figure 6.22, there are not as many underestimations 
in months with high outages as in Figure 6.4, which shows the predictions by model with 9 input 
states. Also there is no overestimation for the year 2007. Once again, we have observed better 
performance of predictions when the predictions are represented as the outage levels instead of 
the numbers of outages.  
Fair Days l 
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Figure 6.22 Outages Predicted and Observed by the Bayesian Model with 18 Input States for Wichita 
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Figure 6.23 Outage Levels Predicted and Observed by the Bayesian Model with 18 Input States for Wichita 
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6.3.2 Model With 27 Input States 
For the model with 27 input states, the classifications of outages, the month type and the 
number of fair days per week are the same as the models with 9 and 18 input states and the 
model structure is the same with the model with 18 input states. The only difference is that the 
third input is classified into three levels instead of two in the model with 18 input states. The 
same experiments are done to find the most suitable thresholds used to determine the outage 
level of the previous week as an input. The AAE of the predictions with different combination of 
values for two thresholds are shown in Table 6.22. The values in the first row are the possible 
values for the first threshold used to determine the “Low” outages in previous week. The values 
in the first column are the possible values for the second threshold used to determine the “High” 
outages in previous week.  Intuitively, at most half of the outages in the total 480 weeks can be 
classified as “Low” and at most half of the outages in the total 480 weeks can be classified as 
“High”. Therefore, six values from 0.1 to 0.5 for the first threshold and six values from 0.5 to 0.9 
for the second threshold are tested. According to the results in Table 6.21, the thresholds are set 
at the optimal values of 70th and 30th percentile, which means outages in a week higher than 
70% of all the weeks in 480 weeks are defined as “High”, outages lower than 30% of all the 
weeks are defined as “Low” and the rest are defined as “Medium”. 
 
Table 6.22 The AAE of the Predictions with Different Values for the Threshold in Model 
with 27 Input States 
Thresholds 0.10 0.20 0.30 0.33 0.40 0.50 
0.50 8.743 8.738 8.701 8.700 8.786 8.844 
0.60 8.687 8.696 8.633 8.645 8.720 8.733 
0.66 8.644 8.655 8.568 8.576 8.636 8.649 
0.70 8.177 8.195 8.109 8.111 8.180 8.190 
0.80 8.433 8.443 8.320 8.321 8.371 8.319 
0.90 8.544 8.552 8.372 8.371 8.400 8.255 
 
The training cases for each input state are given in Table 6.23 from which we can see that 
for 27 input states there are four input states with all zero entries. These input states with all zero 
entries result in the rows with all zeros in the conditional probability table as shown in Table 
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6.24. Also there are four input states with only 1 or 2 observations, such as input state 3, 16, 19 
and 26. We can also see the conditional probability table for the model with 27 input states is 
sparser than the one for the model with 9 input states and 18 input states. The model with 18 
input states has four input states with only zero or a few observations while the model with 27 
input states has totally eight input states with only zero or a few observations. These input states 
with insufficient training cases would cause difficulties during prediction stage. 
To compute the expected number of outages in each input states, we use the same method 
as the one used for the model with 9 and 18 input states. The expected number and levels of 
outages for each input states are computed and listed in Table 6.25. The trends in expected 
values with different levels of outages in previous week are shown in Figure 6.24, 6.25 and 6.26. 
In Figure 6.24, the third input, outage level of previous week, is “Low” and thus the input states 
range from 1 to 9. In Figure 6.25, the third input, outage level of previous week, is “Medium” 
and thus the input states range from 10 to 18. In Figure 6.26, the third input, outage level of 
previous week, is “High” and thus the input states range from 19 to 27. 
Since the thresholds we have used to determine “High” outage in previous week are both 
0.7 in the models with 18 and 27 inputs, the input states with “High” outages in previous week 
are the same in these two models and thus have the same expected values of outages. Therefore, 
Figure 6. 26 is the same as Figure 6.21. Each input state with “Low” outage in previous week in 
the model with 18 inputs is divided into two input states in the model of 27 input states. Even 
though more details in the data can be captured in the model with 27 input states, less training 
cases are assigned to each input state which causes less reliable predictions. As a result, we have 
observed decreasing trends in Figure 6.24 and 6.25 when the month type increases. Again, we 
take the expected value in each input state as the predictions for the weeks with the same input 
state. Figure 6.27 shows the time series of predicted number of outages and Figure 6.28 shows 
the predictions of outage levels for Wichita from the year 1998 to 2007. The model with 27 input 
states slightly outperforms the one with 18 input states. The AAE decreases slightly from 8.31 to 
8.11. Considering the fact that this little improvement costs more computation, more sparseness 
in CPT and more discontinuity in the trends in expected outages, we have decided to abandon the 
model with 27 input states and focus on the one with 18 inputs in the rest of our study. 
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Table 6.23 All 27 Input States and Number of Observations in Each State for Wichita 
           Month Type Fair ay 
Level 
Previous Week  
Outage 
Number of 
Observatio
ns 
Input State 1 1 1 Low 52 
Input State 2 2 1 Low 19 
Input State 3 3 1 Low 1 
Input State 4 1 2 Low 25 
Input State 5 2 2 Low 15 
Input State 6 3 2 Low 4 
Input State 7 1 3 Low 10 
Input State 8 2 3 Low 15 
Input State 9 3 3 Low 6 
Input State 10 1 1 Medium 21 
Input State 11 2 1 Medium 39 
Input State 12 3 1 Medium 10 
Input State 13 1 2 Medium 9 
Input State 14 2 2 Medium 31 
Input State 15 3 2 Medium 26 
Input State 16 1 3 Medium 2 
Input State 17 2 3 Medium 20 
Input State 18 3 3 Medium 41 
Input State 19 1 1 High 1 
Input State 20 2 1 High 13 
Input State 21 3 1 High 9 
Input State 22 1 2 High 0 
Input State 23 2 2 High 6 
Input State 24 3 2 High 34 
Input State 25 1 3 High 0 
Input State 26 2 3 High 2 
Input State 27 3 3 High 69 
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Table 6.24 The Conditional Probability Table with 27 Input States for Wichita 
Outage Level 1 2 3 4 5 6 7 8 9 
Input State 1 0.65 0.19 0.13 0.02 0.00 0.00 0.00 0.00 0.00
Input State 2 0.21 0.32 0.16 0.26 0.00 0.00 0.05 0.00 0.00
Input State 3 0.00 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00
Input State 4 0.68 0.20 0.04 0.04 0.04 0.00 0.00 0.00 0.00
Input State 5 0.13 0.33 0.20 0.20 0.07 0.07 0.00 0.00 0.00
Input State 6 0.00 0.00 0.00 0.50 0.00 0.50 0.00 0.00 0.00
Input State 7 0.20 0.30 0.40 0.10 0.00 0.00 0.00 0.00 0.00
Input State 8 0.07 0.27 0.13 0.33 0.07 0.13 0.00 0.00 0.00
Input State 9 0.00 0.17 0.00 0.17 0.33 0.33 0.00 0.00 0.00
Input State 10 0.52 0.14 0.19 0.10 0.00 0.05 0.00 0.00 0.00
Input State 11 0.10 0.18 0.31 0.15 0.15 0.08 0.03 0.00 0.00
Input State 12 0.00 0.20 0.20 0.00 0.00 0.20 0.40 0.00 0.00
Input State 13 0.22 0.00 0.56 0.11 0.00 0.11 0.00 0.00 0.00
Input State 14 0.06 0.19 0.23 0.10 0.10 0.23 0.10 0.00 0.00
Input State 15 0.04 0.08 0.12 0.15 0.15 0.23 0.08 0.15 0.00
Input State 16 0.50 0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Input State 17 0.00 0.15 0.30 0.25 0.15 0.15 0.00 0.00 0.00
Input State 18 0.00 0.05 0.05 0.15 0.15 0.29 0.12 0.20 0.00
Input State 19 0.00 1.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Input State 20 0.00 0.08 0.00 0.23 0.31 0.15 0.08 0.15 0.00
Input State 21 0.00 0.00 0.22 0.00 0.11 0.11 0.33 0.22 0.00
Input State 22 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Input State 23 0.00 0.33 0.17 0.17 0.00 0.33 0.00 0.00 0.00
Input State 24 0.00 0.03 0.00 0.06 0.06 0.15 0.29 0.24 0.18
Input State 25 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Input State 26 0.00 0.50 0.50 0.00 0.00 0.00 0.00 0.00 0.00
Input State 27 0.00 0.00 0.00 0.01 0.07 0.07 0.22 0.38 0.25
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Table 6.25 All 27 Input States and Number of Observations in Each State for Wichita 
 Month 
Type 
Fair ay 
Level 
Previous Week  
Outage 
Expected 
Number of 
Outages 
Expected 
Level of 
Outages 
Input 1State 1 1 1 Low 8.90 1 
Input State 2 2 1 Low 14.52 3 
Input State 3 3 1 Low 15.52 3 
Input State 4 1 2 Low 9.02 1 
Input State 5 2 2 Low 15.15 3 
Input State 6 3 2 Low 24.32 5 
Input State 7 1 3 Low 12.87 2 
Input State 8 2 3 Low 17.47 3 
Input State 9 3 3 Low 22.58 5 
Input State 10 1 1 Medium 11.23 2 
Input State 11 2 1 Medium 17.25 3 
Input State 12 3 1 Medium 26.21 6 
Input State 13 1 2 Medium 15.47 3 
Input State 14 2 2 Medium 20.47 4 
Input State 15 3 2 Medium 27.09 6 
Input State 16 1 3 Medium 8.94 1 
Input State 17 2 3 Medium 19.08 4 
Input State 18 3 3 Medium 30.81 6 
Input State 19 1 1 High 11.39 2 
Input State 20 2 1 High 27.87 6 
Input State 21 3 1 High 33.31 7 
Input State 22 1 2 High 0.00 1 
Input State 23 2 2 High 19.35 4 
Input State 24 3 2 High 44.60 8 
Input State 25 1 3 High 0.00 1 
Input State 26 2 3 High 13.45 2 
Input State 27 3 3 High 51.66 8 
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Figure 6.24 The Trends in Expected Values of Outages with Previous Week Outage as Low 
for Wichita 
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Figure 6.25 The Trends in Expected Values of Outages with Previous Week Outage as 
Medium for Wichita 
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Figure 6.26 The Trends in Expected values of Outages with Previous Week Outage as High 
for Wichita 
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Figure 6.27 Outages Predicted and Observed by the Bayesian Model with 27 Input States for Wichita 
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Figure 6.28 Outage Levels Predicted and Observed by the Bayesian Model with 27 Input States for Wichita 
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6.3.4 Models with 18 Input States and Predictions for More Cities  
6.3.4.1 Model and Performance for Topeka 
The numbers of training cases for each input state are given in Table 6.25 and the CPT is 
given in Table 6.26. Like Wichita, there are four input states (10, 13, 16 and 17) with only zero 
or a few observations.  
Experiments were done to find the optimal value for the threshold used to determine the 
outage level in the previous week. AAE computed for predictions of animal-related outages with 
different values of threshold for Topeka are shown in Table 6.27. These results match that of 
Wichita, that is, 70% is the most optimal value with the smallest AAE. 
The expected number and levels of outages for each input states are computed and listed 
in Table 6.28. The trends in expected outages in each state are shown in Figure 6.29 and 6.30. 
These trends are similar to those observed for Wichita. 
             
Table 6.26 All 18 Possible Input States and Number of Observations in Each State for 
Topeka             
 
Month Type
Fair Day 
Level 
Previous 
Week 
Outage 
Number of 
Observations
Input State 1 1 1 Low 71 
Input State 2 2 1 Low 48 
Input State 3 3 1 Low 7 
Input State 4 1 2 Low 39 
Input State 5 2 2 Low 56 
Input State 6 3 2 Low 20 
Input State 7 1 3 Low 8 
Input State 8 2 3 Low 39 
Input State 9 3 3 Low 49 
Input State 10 1 1 High 2 
Input State 11 2 1 High 7 
Input State 12 3 1 High 8 
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Input State 13 1 2 High 0 
Input State 14 2 2 High 8 
Input State 15 3 2 High 42 
Input State 16 1 3 High 0 
Input State 17 2 3 High 2 
Input State 18 3 3 High 74 
                   
Table 6.27 The Conditional Probability Table with 18 Input States for Topeka 
   Outage Level 1 2 3 4 5 6 7 8 9 
Input State 1 0.58 0.23 0.08 0.03 0.04 0.03 0.00 0.01 0.00
Input State 2 0.23 0.17 0.19 0.15 0.08 0.15 0.02 0.02 0.00
Input State 3 0.00 0.14 0.29 0.14 0.00 0.29 0.14 0.00 0.00
Input State 4 0.56 0.18 0.08 0.15 0.00 0.03 0.00 0.00 0.00
Input State 5 0.07 0.18 0.18 0.18 0.14 0.16 0.05 0.04 0.00
Input State 6 0.10 0.10 0.20 0.20 0.10 0.10 0.10 0.10 0.00
Input State 7 0.00 0.25 0.50 0.13 0.00 0.00 0.13 0.00 0.00
Input State 8 0.13 0.18 0.28 0.13 0.18 0.05 0.03 0.03 0.00
Input State 9 0.02 0.04 0.04 0.18 0.04 0.12 0.29 0.16 0.10
Input State 10 0.00 0.00 0.50 0.50 0.00 0.00 0.00 0.00 0.00
Input State 11 0.00 0.00 0.29 0.14 0.43 0.14 0.00 0.00 0.00
Input State 12 0.00 0.00 0.00 0.00 0.00 0.25 0.13 0.38 0.25
Input State 13 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Input State 14 0.13 0.13 0.13 0.38 0.13 0.13 0.00 0.00 0.00
Input State 15 0.00 0.02 0.00 0.05 0.05 0.14 0.19 0.21 0.33
Input State 16 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Input State 17 0.00 0.00 0.00 0.50 0.50 0.00 0.00 0.00 0.00
Input State 18 0.00 0.00 0.00 0.00 0.05 0.09 0.18 0.20 0.47
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Table 6.28 The Performance of the Model with Different Values for the Threshold in 
Model with 18 Input States for Topeka 
Threshold 
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
AAE 
7.15 6.99 6.98 6.84 6.75 6.65 6.66 6.48 6.55 6.71 
 
Table 6.29 All 18 Possible Input States and Number of Observations in Each State for 
Topeka             
 
 
Month 
Type 
Fair Day 
Level 
Previous 
Week 
Outage 
Expected 
Values of 
Outages 
Expected 
Outage 
Level 
Input State 1 1 1 Low 7.95 1 
Input State 2 2 1 Low 12.91 3 
Input State 3 3 1 Low 16.92 4 
Input State 4 1 2 Low 8.00 1 
Input State 5 2 2 Low 15.42 4 
Input State 6 3 2 Low 16.67 4 
Input State 7 1 3 Low 13.48 3 
Input State 8 2 3 Low 13.37 3 
Input State 9 3 3 Low 25.08 7 
Input State 10 1 1 High 13.50 3 
Input State 11 2 1 High 16.36 4 
Input State 12 3 1 High 33.32 8 
Input State 13 1 2 High 0.00 1 
Input State 14 2 2 High 13.79 3 
Input State 15 3 2 High 33.36 8 
Input State 16 1 3 High 0.00 1 
Input State 17 2 3 High 16.44 4 
Input State 18 3 3 High 37.58 9 
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Figure 6.29 The Trends in Expected Values of Outages with Previous Week Outage as Low 
for Topeka 
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Figure 6.30 The Trends in Expected Values of Outages with Previous Week Outage as High 
for Topeka 
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Figure 6.31 shows the time series of predicted number of outages and Figure 6.32 shows 
the predictions of outage levels for Topeka from the year 1998 to 2007. For Topeka, the model 
with 18 input states outperforms the one with 9 input states. The addition of the third input brings 
down the AAE from 7.17 to 6.48. In Figure 6.31, there are not as many underestimations in 
months with high outages as in Figure 6.8 which shows the predictions by the model with 9 input 
states for Topeka. Also there is no overestimation for the year 2007. Once again, we have 
observed better performance of predictions when the predictions are represented as the outage 
levels instead of the numbers of outages.  
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Figure 6.31Outages Predicted and Observed by the Bayesian Model with 18 Input States for Topeka 
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Figure 6.32 Outage Levels Predicted and Observed by the Bayesian Model with 18 Input States for Topeka 
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6.3.4.2 Model and Performance for Lawrence 
Similarly, we have done predictions for animal-related outages with different values for 
the threshold and computed the average absolute error for Lawrence as shown in Table 6.29. 
Again, 70% is found to be the optimal value for threshold. The numbers of training cases for 
each input state are given in Table 6.30 and the CPT is given in Table 6.31. Similar to Topeka, 
the four input states (10, 13, 16 and 17) have only zero or a few observations. The expected 
number and levels of outages for each input states are computed and listed in Table 6.32. The 
trends in expected outages in each state are shown in Figure 6.33 and 6.34. In Figure 6.33, 
animal-related outages per week increase when the month type increases from 1 to 3. Also we 
can observe increasing trends in animal-related outages when the fair days level increases from 1 
to 2. However, the expected values of outages decrease when the fair days level increases from 2 
to 3. This observation is similar to the one in Figure 6.11, which shows the trends in expected 
outages of the model with 9 input states. This deficiency in predictions is not fixed by adding one 
more input to the Bayesian model.  
 
Table 6.30 The Performance of the Model with Different Values for the Threshold for 
Lawrence 
Threshold 
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
AAE 3.153 3.063 3.056 3.045 2.939 2.938 2.940 2.936 2.994 3.143
             
Table 6.31 All 18 Possible Input States and Number of Observations in Each State for 
Lawrence 
 
Month Type
Fair Day 
Level 
Previous 
Week 
Outage 
Number of 
Observations
Input State 1 1 1 Low 72 
Input State 2 2 1 Low 44 
Input State 3 3 1 Low 6 
Input State 4 1 2 Low 38 
Input State 5 2 2 Low 55 
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Input State 6 3 2 Low 32 
Input State 7 1 3 Low 8 
Input State 8 2 3 Low 40 
Input State 9 3 3 Low 64 
Input State 10 1 1 High 2 
Input State 11 2 1 High 12 
Input State 12 3 1 High 12 
Input State 13 1 2 High 0 
Input State 14 2 2 High 9 
Input State 15 3 2 High 35 
Input State 16 1 3 High 0 
Input State 17 2 3 High 0 
Input State 18 3 3 High 51 
                 
Table 6.32 The Conditional Probability Table with 18 Input States for Lawrence 
   Outage Level 1 2 3 4 5 6 7 8 9 
Input State 1 0.63 0.21 0.04 0.07 0.04 0.00 0.01 0.00 0.00
Input State 2 0.43 0.18 0.16 0.14 0.07 0.00 0.02 0.00 0.00
Input State 3 0.00 0.17 0.17 0.17 0.33 0.17 0.00 0.00 0.00
Input State 4 0.50 0.24 0.08 0.13 0.03 0.00 0.03 0.00 0.00
Input State 5 0.15 0.25 0.13 0.29 0.09 0.07 0.02 0.00 0.00
Input State 6 0.09 0.16 0.09 0.09 0.22 0.13 0.06 0.16 0.00
Input State 7 0.75 0.25 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Input State 8 0.33 0.35 0.05 0.18 0.08 0.03 0.00 0.00 0.00
Input State 9 0.16 0.13 0.09 0.20 0.09 0.14 0.08 0.11 0.00
Input State 10 0.00 0.00 0.00 0.50 0.50 0.00 0.00 0.00 0.00
Input State 11 0.17 0.17 0.25 0.25 0.08 0.08 0.00 0.00 0.00
Input State 12 0.00 0.08 0.00 0.17 0.25 0.17 0.17 0.17 0.00
Input State 13 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Input State 14 0.11 0.22 0.11 0.33 0.11 0.00 0.11 0.00 0.00
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Input State 15 0.00 0.03 0.03 0.14 0.20 0.09 0.20 0.17 0.14
Input State 16 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Input State 17 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Input State 18 0.00 0.02 0.02 0.20 0.10 0.12 0.12 0.33 0.10
 
Table 6.33 All 18 Possible Input States and Number of Observations in Each State for 
Lawrence 
 
 
Month 
Type 
Fair Day 
Level 
Previous 
Week 
Outage 
Expected 
Number of 
Outages 
Expected 
Outage 
Level 
Input State 1 1 1 Low 3.40 1 
Input State 2 2 1 Low 4.51 2 
Input State 3 3 1 Low 8.04 4 
Input State 4 1 2 Low 4.02 1 
Input State 5 2 2 Low 6.29 3 
Input State 6 3 2 Low 9.22 5 
Input State 7 1 3 Low 2.46 1 
Input State 8 2 3 Low 4.75 2 
Input State 9 3 3 Low 8.42 4 
Input State 10 1 1 High 8.41 5 
Input State 11 2 1 High 6.16 3 
Input State 12 3 1 High 11.10 6 
Input State 13 1 2 High 0.00 1 
Input State 14 2 2 High 6.92 3 
Input State 15 3 2 High 13.35 7 
Input State 16 1 3 High 0.00 1 
Input State 17 2 3 High 0.00 1 
Input State 18 3 3 High 13.72 7 
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Figure 6.33 The Trends in Expected values of Outages with Previous Week Outage as Low 
for Lawrence 
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Figure 6.34 The Trends in Expected values of Outages with Previous Week Outage as High 
for Lawrence 
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Figure 6.35 shows the time series of predicted number of outages and Figure 6.36 shows 
the predictions of outage level for Lawrence from year 1998 to 2007. The addition of the third 
input brings down the average absolute error from 3.17 to 2.94.  
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Figure 6.35 Outages Predicted and Observed by the Bayesian Model with 18 Input States for Lawrence 
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Figure 6.36 Outage Levels Predicted and Observed by the Bayesian Model with 18 Input States for Lawrence 
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6.3.4.3 Model and Performance for Manhattan  
AAE for predictions of animal-related outages with different values of threshold are 
shown in Table 6.33. According to this table, the AAE does not change much, which implies that 
adding an extra input might not change the results. However to keep things consistent with other 
cities, 70% is used as the threshold value.  
The numbers of training cases for each input state are given in Table 6.34 and the CPT is 
given in Table 6.35. The expected values and levels of outages for each input states are 
computed and listed in Table 6.36. The trends in expected values in each state are shown in 
Figure 6.37 and 6.38. There are only two input states which lack training data: input state 16 has 
zero observations and input state 13 has two observations. It results in decreasing trends in the 
expected outages as shown in Figure 6.38 when the month type is 1 and the fair days level 
increases from 1 to 3. Other than that, we have observed increasing trends in expected outages 
with increasing the month type and the fair days level. In Figure 6.37, we can observe increasing 
trends in expected outages when the month type increases but it is not the case when the fair days 
level increases. As we can see, the Bayesian model with 18 input states works better for Topeka 
and Wichita than for Lawrence and Manhattan. Topeka and Wichita are the two biggest cities in 
the service area of Westar Energy and both have sufficient observations of animal-related 
outages. Manhattan and Lawrence are the smaller cities and thus there are not as many 
observations of animal-related outages. Therefore, we can see that the Bayesian models with 9 
input states and 18 input states have better performance with sufficient data for bigger cities. In 
other word, the insufficient data for small cities causes challenges for the Bayesian models to 
capture the correct trends in the outages.  
Again, we take the expected value in each input state as the predictions for the weeks 
with the same input state. Figure 6.39 shows the time series of predicted number of outages and 
Figure 6.40 shows the predictions of outage level for Manhattan from the year 1998 to 2007. The 
addition of the third input brings down the AAE from 2.18 to 2.12.  
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Table 6.34 The Performance of the Model with Different Values for the Threshold in the 
Model with 18 Input States for Manhattan 
Threshold 
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 
AAE 
2.14 2.14 2.12 2.13 2.13 2.10 2.14 2.12 2.12 2.10 
 
Table 6.35 All 18 Possible Input States and Number of Observations in Each State for 
Manhattan 
 
Month Type
Fair Day 
Level 
Previous 
Week 
Outage 
Number of 
Observations
Input State 1 1 1 Low 88 
Input State 2 2 1 Low 56 
Input State 3 3 1 Low 14 
Input State 4 1 2 Low 22 
Input State 5 2 2 Low 53 
Input State 6 3 2 Low 45 
Input State 7 1 3 Low 4 
Input State 8 2 3 Low 30 
Input State 9 3 3 Low 65 
Input State 10 1 1 High 4 
Input State 11 2 1 High 13 
Input State 12 3 1 High 7 
Input State 13 1 2 High 2 
Input State 14 2 2 High 4 
Input State 15 3 2 High 34 
Input State 16 1 3 High 0 
Input State 17 2 3 High 4 
Input State 18 3 3 High 35 
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Table 6.36 The Conditional Probability Table with 18 Input States for Manhattan 
   Outage Level 1 2 3 4 5 6 7 8 9 
Input State 1 0.25 0.18 0.26 0.17 0.11 0.02 0.00 0.00 0.00
Input State 2 0.14 0.32 0.13 0.18 0.18 0.04 0.02 0.00 0.00
Input State 3 0.00 0.00 0.21 0.14 0.29 0.36 0.00 0.00 0.00
Input State 4 0.27 0.18 0.41 0.09 0.05 0.00 0.00 0.00 0.00
Input State 5 0.06 0.23 0.17 0.25 0.23 0.06 0.02 0.00 0.00
Input State 6 0.16 0.11 0.11 0.04 0.29 0.18 0.09 0.00 0.02
Input State 7 0.25 0.25 0.25 0.00 0.25 0.00 0.00 0.00 0.00
Input State 8 0.20 0.13 0.30 0.10 0.27 0.00 0.00 0.00 0.00
Input State 9 0.05 0.09 0.14 0.15 0.42 0.12 0.02 0.02 0.00
Input State 10 0.00 0.25 0.50 0.00 0.25 0.00 0.00 0.00 0.00
Input State 11 0.08 0.08 0.31 0.08 0.23 0.23 0.00 0.00 0.00
Input State 12 0.00 0.00 0.14 0.00 0.57 0.14 0.00 0.14 0.00
Input State 13 0.50 0.50 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Input State 14 0.00 0.00 0.25 0.25 0.25 0.25 0.00 0.00 0.00
Input State 15 0.00 0.00 0.06 0.15 0.41 0.18 0.12 0.09 0.00
Input State 16 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
Input State 17 0.00 0.00 0.00 0.75 0.00 0.25 0.00 0.00 0.00
Input State 18 0.00 0.06 0.03 0.06 0.37 0.11 0.20 0.17 0.00
 
Table 6.37 All 18 Possible Input States and Number of Observations in Each State for 
Manhattan 
 
 
Month 
Type 
Fair Day 
Level 
Previous 
Week 
Outage 
Expected 
Number of 
Outages 
Expected 
Outage 
Level 
Input State 1 1 1 Low 1.93 2 
Input State 2 2 1 Low 2.43 3 
Input State 3 3 1 Low 4.91 5 
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Input State 4 1 2 Low 1.49 2 
Input State 5 2 2 Low 3.02 4 
Input State 6 3 2 Low 4.81 5 
Input State 7 1 3 Low 1.96 2 
Input State 8 2 3 Low 2.32 3 
Input State 9 3 3 Low 4.20 5 
Input State 10 1 1 High 2.46 3 
Input State 11 2 1 High 3.76 4 
Input State 12 3 1 High 6.74 5 
Input State 13 1 2 High 0.50 1 
Input State 14 2 2 High 4.33 5 
Input State 15 3 2 High 6.74 5 
Input State 16 1 3 High 0.00 1 
Input State 17 2 3 High 4.12 5 
Input State 18 3 3 High 8.21 6 
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Figure 6.37 The Trends in Expected values of Outages with Previous Week Outage as Low 
for Manhattan 
Fair s Level 
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Figure 6.38 The Trends in Expected Values of Outages with Previous Week Outage as High 
for Manhattan 
 
 s Level 
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Figure 6.39 Outages Predicted and Observed by the Bayesian Model with 18 Input States for Manhattan 
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Figure 6.40 Outage Levels Predicted and Observed by the Bayesian Model with 18 Input States for Manhattan 
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6.3.4.4 Comparison between the Bayesian Models with 18 and 9 Input States 
Plots of weekly observed and predicted outages by the Bayesian model with 18 and 9 
input states for four cities are shown in Figure 6.41-6.44 with slopes of the best-fit lines (S) and 
their correlation coefficients (R). The AAE, values of S and R are listed in Table 6.38. Values of 
one for S and R would indicate best fit around the ideal (y=x) line. The model with 18 input 
states gives better results than the one with 9 input states for all the cities. The values of overall S 
for ten years are smaller than one which implies underestimations in the prediction. However, 
this is not the case for the prediction in 2007 for Wichita, Topeka and Lawrence. The big values 
of S for these three cities, 1.63, 1.19 and 1.31, imply overestimations in the predictions by the 
model with 9 input states. The overestimations in the predictions in 2007 are due to the 
significant decrease in observed outages in 2007 for these three cities. The model with 18 input 
states brings down the overestimations. There is no overestimation observed in the predictions in 
2007 for Manhattan because the observed outages in 2007 have a range close to the ones in the 
other years. The correlation coefficients range from 0.26 to 0.77 with lower values for smaller 
cities. The fact that the correlation coefficients are smaller than 1 means the degree of linear 
relationships between predicted outages and observed outages is not high. This is because of the 
insufficiency of linear model and loss of information in the classification of the outages. The 
Bayesian models with 18 input states have higher overall R than the Bayesian models with 9 
input states.  
 
Table 6.38 Results of the Bayesian Models for Four Cities 
Model City 
Overall
AAE 
Overall 
S 
Overall
R 
AAE for 
2007 
S for 
2007 
R for 
2007 
Wichita 8.31 0.84    0.77 6.80 1.30 0.66
Topeka 6.48 0.86 0.77 6.70 1.16 0.74
Lawrence 2.98 0.82 0.69 2.87 1.13 0.46
Bayesian with 
18 Input 
States 
Manhattan 2.12 0.64 0.53 1.90 0.94 0.26
Wichita 9.53 0.80 0.68 11.14 1.63 0.71
Topeka 7.17 0.82 0.70 6.61 1.19 0.76
Lawrence 3.17 0.78 0.62 3.69 1.31 0.40
Bayesian with 
9 Input States 
Manhattan 2.18 0.60 0.45 2.11 1.06 0.33
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Figure 6.41 Scatter Plot of Outages Observed and Predicted in 2007 for Four Cities by the 
Bayesian Model with 18 Input States 
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Figure 6.42  Scatter Plot of Outages Observed and Predicted for Four Cities from 1998 to 
2007 by the Bayesian Model with 18 Input States 
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Figure 6.43 Scatter Plot of Outages Observed and Predicted in 2007 for Four Cities by the 
Bayesian Model with 9 Input States 
 
 
 
 
 
 151
0 50 100 150
0
50
100
150
Observed value
P
re
di
ct
ed
 v
al
ue
S = 0.80
R = 0.68
Wichita
 
0 50 100 150
0
50
100
150
Observed value
P
re
di
ct
ed
 v
al
ue
S = 0.82
R = 0.70
Topeka
 
0 50 100 150
0
50
100
150
Observed value
P
re
di
ct
ed
 v
al
ue
S = 0.78
R = 0.62
Lawrence
0 50 100 150
0
50
100
150
Observed value
P
re
di
ct
ed
 v
al
ue
S = 0.60
R = 0.45
Manhattan
 
 
Figure 6.44 Scatter Plot of Outages Observed and Predicted for Four Cities from 1998 to 
2007 by the Bayesian Model with 9 Input States 
 
6.4 Monte Carlo Simulations  
In section 6.2 and 6.3, we assume that the predicted value for each state is the expected 
value, which represents a point estimate for the number of outages. But since a particular month 
type, a particular level of fair weather days per week and a particular previous week outage level 
themselves are composed of a number of entities, an input state represents a range of different 
values of factors, and is only a rough classification of the effects of month and fair weather days 
on animal-caused outages. Thus, the model is expected to have errors in prediction and we 
should find a range of values within which the observed numbers of outages are expected to lie. 
Monte Carlo simulation is a common method to find out the confidence intervals. Moreover, 
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classifying of the input data into discrete levels makes the model prone to inaccuracies in 
predictions because all the outages in one level are represented by an average value, which 
causes underestimations clearly observed in the predictions for all the cities. Outages higher than 
the average in an outage level are ignored while computing average. To overcome this 
insufficiency, we use Monte Carlo simulations to get a range for predicted outages.   
Monte Carlo simulation uses random numbers to resample a system and gives the 
distributions of the output. Monte Carlo methods tend to be used when it is infeasible or 
impossible to compute an exact result with a deterministic algorithm [106]. The results of a 
Monte Carlo simulation are distributions of possible outcomes instead of one predicted outcome. 
In other word, Monte Carlo simulations give the range of possible outcomes that could occur and 
the likelihood of any outcome occurring. This is as with given the same weather conditions, the 
occurrences of animal-related outages are observed for hundreds or thousands times instead of 
the limited and sometime insufficient training cases. Even though Monte Carlo Simulations are 
an approximate technique, any degree of precision can be achieved by simply increasing the 
number of iterations [107]. Monte Carlo simulations have had a great impact in many different 
fields of computational science, especially in reliability assessment of power system [108-110]. 
6.4.1 The Selection of Probability Distribution Functions 
Monte Carlo simulations are categorized as a sampling method because the inputs are 
randomly generated from probability distributions to simulate the process of sampling from an 
actual population. Therefore, we have tried to choose a distribution for the inputs that most 
closely match data we already have, or best represents our current state of knowledge. We 
thought of three methods to find the probability distribution function of the occurrences of 
outages in each input state. At first, the counting property of outage events makes it intuitive to 
consider Poisson distributions for calculating the number of outages in a given week. 
Unfortunately, when we tried to fit Poisson distributions to the normalized histograms of outages 
in each input state, we found out that for most input states the actual histograms are more 
scattered than Poisson distributions, as shown in Figure 6.45. Although in some cases the fit was 
good, overall it was found to be not a good approach. The difference will cause underestimations 
for the weekly outages since the probabilities that are higher than the Poisson distribution 
function are discarded during Monte Carlo simulations.  
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The second approach is to take the conditional probability table as the PDF instead of 
Poisson distribution function. The conditional probability table in each input state is normalized 
by the bin size in that outage level, which allows all outages in an outage level have an equal 
chance of occurrence instead of only taking the average value to represent the whole outage 
level. The reason behind equal chance for every outage in one outage level is that we think all 
the outages in one outage level should be treated evenly. As shown in Figure 6.46, the 
conditional probability table normalized by the bin size in each outage level is always able to 
cover the real range of scattered data in each input state, which would overcome possible under-
estimations due to Poisson as the distribution function for each input state in Monte Carlo 
simulations. 
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Figure 6.45 Examples of Fitting Poisson Distribution to the Histogram of Each Input State 
of the Bayesian Model with 18 Input States 
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Figure 6.46 Examples of Normalized CPT and the Histogram of Each Input State of the 
Bayesian Model with 18 Input States 
 
The third approach is to take the histogram in each input state as the probability 
distribution function. The histogram in each input state is normalized by the total occurrences of 
outages in that input state. To eliminate the gaps in the histogram, we have applied a smoothing 
algorithm in which the probability at point i is related to not only the occurrences at point i but 
also the ones of points i-1 and i+1 as shown in the following equation: 
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                                                                                                     (6.6) 
 
                                                                                                        
                                                                                                     (6.7)      
 
 
where xi is the occurrences at point i  and N is the total number of points. 
 Figure 6.47 shows the normalized histogram and smoothed histogram for input states 
18,15,9 and 3. 
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Figure 6.47 Examples of Normalized Histogram and Smoothed Histogram of Each Input 
States of the Bayesian Model with 18 Input States 
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6.4.2 Monte Carlo Algorithm Implementation 
We have implemented Monte Carlo simulations based on normalized CPT of Bayesian 
model with 18 input states (MCS CPT18), smoothed histogram of Bayesian model with 18 input 
states (MCS H18), normalized CPT of Bayesian model with 9 input states (MCS CPT9) and 
smoothed histogram of Bayesian model with 9 input states (MCS H9).  
The outline of the algorithm for MCS CPT18 and MCS CPT9 is provided below:  
• Find out the input state for a given week 
• Generate a uniform random number 
• Using roulette wheel selection with this random number to select an outage level 
based on conditional probability table (not normalized by the bin sizes in outage 
levels) 
• Generate another uniform random number 
• Using roulette wheel selection with this random number select a value of outage from 
each outage level. The outages follow uniform distribution within one outage level. 
• Repeat the simulation 10000 times for each week  
 
The algorithm for MCS H18 and H9 is similar but requires less steps as given below: 
• Find out the input state for a given week 
• Generate a uniform random number 
• Using roulette wheel selection with this random number to select an outage based on 
smoothed histogram 
• Repeat the simulation 10000 times for each week  
 
The animal-related data and weather data from 1998 to 2007 for Wichita, Topeka, 
Lawrence and Manhattan has a total of 480 weeks. Each week has a given input state, which 
determines the PDF for that week. Using this information, the algorithm generates one outage 
value for that week. Since the simulation is repeated for 10000 iterations, we get 10000 
simulated sample points for each week. For each week, the expected outage is the mean of it’s 
10000 sample points. By simply adding up the sample points of 4 weeks in the same month in an 
iteration, we get 10000 sample points for monthly outages and by adding up the sample points of 
48 weeks in an iteration we get 10000 sample points for the yearly outages. The mean of the 
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10000 simulations is taken as prediction instead of using the expected value computed by 
equation 6.1, which improves the performance since every outage has a chance to be generated 
instead of representing one outage level by only one value, the average value. 
6.4.3 Confidence Interval 
With 10000 sample points for every week, we can easily find out the confidence interval. 
The upper limit for 95% confidence is the smallest integer X such that the percentage of all the 
numbers below X exceeds 97.5% of the 10000 data points. The lower limits are assumed to be 
the biggest integer which makes the percentage of all the number below it smaller than 2.5%. For 
confidence intervals of the monthly and the yearly prediction, we do not aggregate the 
confidence intervals of the weekly prediction because we do not know if the probability 
distribution has additive property. We compute the confidence intervals based on the 10000 
aggregated the monthly and the yearly data points in the same way as we do for the weekly data. 
The upper limits give us a range in which the actual observed values are expected to lie, 
given the combination of the month type and the number of fair weather per week. As the 
amount of confidence is reduced, the range allowed for the predicted value decreases. With a 
lower confidence, more observed values might lie outside the predicted range of values. We 
didn’t show the lower limits because the upper limits are more of concern. The upper limits are 
significant because they provide a benchmark for the utilities on animal-caused outages that can 
take place in the system. The utilities can take preventive actions based on these upper limits.  
6.5 Simulations for Four Cities 
The results for the weekly, the monthly and the yearly predictions by MCS CPT18 are 
shown in Figure 6.48-6.55. In predictions of 480 weeks as given by MCS CPT18, only these 
three weeks (the 183rd, 194th and 204th) for Wichita, five weeks (the 116th, 160th, 190th, 194th and 
386th) for Topeka and five weeks (127th, 131st, 194th, 260th and 433rd) for Manhattan had 
observed values outside of the upper limits of 95% confidence. And all the observations for 
Lawrence lie within the upper limits of 95% confidence. For the monthly predictions, out of 120 
months there are only four months (the 37th, 46th, 49th and 51st) for Wichita, two months (49th and 
97th) for Topeka and one month (the 82nd) for Manhattan exceeding the 95% upper confidence 
limits. Again there is no monthly observation in Lawrence beyond 95% upper confidence limits. 
For the yearly predictions, there is one year with observed values outside of the upper limits for 
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Wichita and Manhattan. In other words, no matter for the weekly, the monthly or the yearly 
predictions, there are at least 90% of the observed values found to lie within the upper limits of 
95% confidence limits for all the cities. Even though the sizes of the four cities vary and the 
patterns in outages change from city to city, the method based on Bayesian models and Monte 
Carlo simulations provides good performance for every city.  
We observed that the predictions catch the pattern in the observed time series better when 
the base of aggregation increases. The reason behind this is that bigger aggregation somewhat 
even outs the time series and results in more consistent pattern in the data. Therefore the monthly 
predictions approximate the observed values better than weekly prediction and there are more 
observed values in the monthly predictions within the 95% upper confidence limits than in the 
weekly predictions. We may expect better performance of the yearly predictions than the 
monthly prediction but it’s not the case. When the base for aggregation is too big, 48 weeks in 
the yearly predictions as shown in Figure 6.56, too much information is ignored and the 
predictions tend to flatten out over the years since the weather conditions and the month type are 
similar from year to year. The weekly and the monthly predictions by Monte Carlo simulations 
based on other three approaches are shown in Figure A.1-16 in Appendix A, which gives similar 
observations to the ones by MCS CPT18. The yearly predictions by MCS CPT9, MCS H18 and 
MCS H9 are shown in Figure 6.57-6.59. The yearly predictions by MCS CPT18 and MCS H18 
can both catch the variances in the observed outages while the ones by MCS CPT9 and MCS H9 
have failed to do so. Therefore, for the rest of the analysis we have not used the results of MCS 
CPT9 and MCS H9 models. Some years like 2001 for Wichita, 2000 for Topeka, 2006 for 
Lawrence and 2004 for Manhattan fall out of the upper limits of 95% confidence. The further 
investigation for these years is given in the next section. 
Figure 6.60 and 6.61 show the observed outages and the expected outages in year 2007 
for four cities by MCS CPT18 and MCS H18. The expected outages are the mean of 10,000 
simulations. Figure 6.62-6.65 shows examples of results of MCS CPT18 in one week, one month 
and one year for each city. The weekly simulations tend to regenerate the CPT used as 
probability distribution. The monthly and the yearly simulations develop their own distributions 
which are similar to Gaussian distribution. 
 
          
 159
  
Figure 6.48 Weekly Prediction and 95% Confidence Limit by MCS CPT18 for Wichita 
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Figure 6.49 Weekly Prediction and 95% Confidence Limit by MCS CPT18 for Topeka 
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Figure 6.50 Weekly Prediction and 95% Confidence Limit by MCS CPT18 for Lawrence 
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Figure 6.51 Weekly Prediction and 95% Confidence Limit by MCS CPT18 for Manhattan 
50
10
0
15
0
20
0
25
0
30
0
35
0
40
0
45
0
0102030405060
W
ee
ks
Outage Number
 
 
O
bs
er
ve
d 
w
ee
kly
 o
ut
ag
es
M
ea
n 
of
 S
im
ul
at
io
ns
95
%
 C
on
fid
en
ce
 L
im
it
Fi
gu
re
 6
.4
6 
 F
ig
ur
e 
6.
43
 W
ee
kl
y 
Pr
ed
ic
tio
n 
A
nd
 9
5%
 C
on
fid
en
ce
 L
im
it 
Fo
r 
M
an
ha
tta
n 
Fi
gu
re
 6
.4
3 
 P
re
di
ct
io
n 
of
 O
ut
ag
e 
Le
ve
l F
or
 M
an
ha
tta
n 
of
 M
od
el
s W
ith
 1
8 
In
pu
t S
ta
te
s 
Fi
gu
re
 6
.4
3 
 P
re
di
ct
io
n 
of
 O
ut
ag
e 
Le
ve
l F
or
 M
an
ha
tta
n 
of
 M
od
el
s W
ith
 1
8 
In
pu
t S
ta
te
s 
Fi
gu
re
 6
.4
3 
 P
re
di
ct
io
n 
of
 O
ut
ag
e 
Le
ve
l F
or
 M
an
ha
tta
n 
of
 M
od
el
s W
ith
 1
8 
In
pu
t S
ta
te
s 
Fi
gu
re
 6
.5
1 
W
ee
kl
y 
Pr
ed
ic
tio
n 
an
d 
95
%
 C
on
fid
en
ce
 L
im
it 
by
 M
C
S 
C
PT
18
 fo
r 
M
an
ha
tta
n 
 163
  
Figure 6.52 Monthly Prediction and 95% Confidence Limit by MCS CPT18 for Wichita 
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Figure 6.53 Monthly Prediction and 95% Confidence Limit by MCS CPT18 for Topeka 
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Figure 6.54 Monthly Prediction and 95% Confidence Limit by MCS CPT18 for Lawrence 
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Figure 6.55 Monthly Prediction and 95% Confidence Limit by MCS CPT18 for Manhattan 
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Figure 6.56 Yearly Predictions and 95% Confidence Limits by MCS CPT18 for Four Cities 
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Figure 6.57 Yearly Predictions and 95% Confidence Limits by MCS CPT9 for Four Cities 
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Figure 6.58 Yearly Predictions and 95% Confidence Limits by MCS H18 for Four Cities 
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Figure 6.59 Yearly Predictions and 95% Confidence Limits by MCS H9 f or Four Cities 
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Figure 6.60 Outages Predicted and Observed by MCS CPT18 in 2007 for Four Cities 
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Figure 6.61 Outages Predicted and Observed by MCS H18 in 2007 for Four Cities 
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Figure 6.62 Examples of Predicted Weekly, Monthly and Yearly Outages for Wichita by 
MCS CPT18 
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Figure 6.63 Examples of Predicted Weekly, Monthly and Yearly Outages for Topeka by 
MCS CPT18 
 
 175
0 5 10 15 20 25 30 35
0
200
400
600
800
1000
1200
1400
Number of outages per week
O
cc
ur
re
nc
es
Histogram of predicted outages in the first week of May,2007
0 20 40 60 80 100 120 140
0
50
100
150
200
250
Number of outages per month
O
cc
ur
re
nc
es
Histogram of predicted outages in May,2007
 
0 100 200 300 400 500 600 700
0
20
40
60
80
100
Number of outages per year
O
cc
ur
re
nc
es
Histogram of predicted outages in year 2007
 
Figure 6.64 Examples of Predicted Weekly, Monthly and Yearly Outages for Lawrence by 
MCS CPT18 
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Figure 6.65 Examples of Predicted Weekly, Monthly and Yearly Outages for Manhattan by 
MCS CPT18 
 
6.6 Investigation of Outliers in Yearly Predictions 
Since the two models MCS CPT18 and MCS H18 showed different results, we need to 
further investigate the years which had yearly observations higher than the upper limits shown by 
either of the two models. We have used the MWNN model to investigate the outliers in the 
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yearly observations due to its high performance in predictions. Therefore, the years which are 
outliers are taken as testing data and the rest are taken as training data. Hence, the outage data is 
rearranged by putting the outlier year as the last year in the time series. The training error in the 
weekly prediction for all the cities are shown Figure 6.66. These graphs approximate Gaussian 
distribution with mean close to zero for each city. Based on the distribution of training error we 
can estimate the confidence interval for the testing year. The summation of variances of 48 
weeks is the variance of one year and for Gaussian distribution, two-Sigma gives the 95% 
confidence interval. The results of computation are shown in Table 6.30. Only the year 2001 for 
Wichita lies outside of upper limit of 95% confidence which indicates that this may be the only 
outlier. The plots for predicted and observed outages are shown in Figure A.17-20 in Appendix 
A.  
 
-30 -20 -10 0 10 20 30
0
5
10
15
20
25
30
Training error of weekly prediction
O
cc
ur
re
nc
es
Wichita
Mean =0.00003 
Var = 40.33
 
-30 -20 -10 0 10 20 30
0
5
10
15
20
25
30
Training error of weekly prediction
O
cc
ur
re
nc
es
Topeka
Mean =0.0167 
Var = 21.29
 
-30 -20 -10 0 10 20 30
0
5
10
15
20
25
30
Training error of weekly prediction
O
cc
ur
re
nc
es
Lawrence
Mean =0.0364 
Var = 3.67
-30 -20 -10 0 10 20 30
0
5
10
15
20
25
30
Training error of weekly prediction
O
cc
ur
re
nc
es
Manhattan
Mean =0.137 
Var = 2.70
 
Figure 6.66 Training Errors of Weekly Predictions by MWNN Model for Four Cities 
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Table 6.39 Predicted Yearly Outages and 95% Confidence Limits for Outliers by MWNN 
Model 
 
Wichita 
2001 
Topeka  
2000 
Lawrence  
2006 
Manhattan 
2004 
Observed Outages 1809 1160 492 294 
Predicted Outages 1463 1099 480 274 
Two-Sigma 88 64 27 23 
95% Upper Limit 1551 1163 507 297 
Outlier(Y/N) Y N N N 
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CHAPTER 7 - Conclusions and Future Work 
7.1 Comparison of Models 
This dissertation presented four different methods including the Poisson regression, the 
Neural Network, the wavelet based Neural Network and the Bayesian model combined with 
Monte Carlo simulations to predict animal-related outages on the overhead distribution feeders. 
The performance of every model was tested with data from four cities in Kansas, Wichita, 
Topeka, Lawrence and Manhattan which represent the two biggest cities and two smaller cities 
in Kansas. The data was aggregated on a weekly basis since bigger sample size could even out 
the randomness in the daily data. Simulations showed that all the methods were able to catch the 
patterns in the time series of weekly data. The AAE was used to evaluate the predictions of 
different models as showed in Table 7.1. Note that the AAE for NN models are overall AAE for 
the whole data set which includes training data and testing data. The slopes of best-fit lines 
between predicted and observed outages are shown in Table 7.2 and the correlation coefficients 
between them are shown in Table 7.3. Because the random nature and the fast fluctuations in the 
data, the traditional linear models, the Poisson regression models and the Bayesian models faced 
a bigger challenge in catching the high pikes in the time series. The NN models which have the 
ability to approximate highly complex functions outperformed the traditional linear models. 
However, the NN models still could not give accurate predictions in the extreme cases which 
demanded techniques like wavelet decomposition to preprocess the fluctuating data. Wavelet 
based NN models decomposed the data into approximate and detail subseries, constructed NN 
predictors for the subseries and summed up the outputs from the NN predictors to get the final 
prediction for the original data. The Artificial Immune System was applied to overcome the 
overtraining problem in the application of NNs. The simulations showed wavelet decomposition 
and AIS techniques greatly improved the performance of the NN predictors: the AAE for 
Wichita dropped from 7.54 events per week to 4.67, for Topeka it dropped from 6.35 to 3.7, for 
Lawrence it dropped from 2.8 to 1.5 and for Manhattan it dropped from 1.95 to 1.22.  
The Poisson regression model is intuitive in the way that it considers the counting nature 
of outage events and assumes Poisson distributed response variables. The assumption of Poisson 
distributed outage events is based on the condition of rare events of large numbers which was 
proven to be true from analysis of the historical data. The linear terms in the Poisson regression 
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model (3.19) consist of variables for the number of fair days per week, the month type and an 
interaction term. This construction gives the Poisson regression model the ability to predict the 
future outages without dependence on the historical outages once the model has been trained, 
which explained the bigger errors in the Poisson regression model than the other models since 
given the same weather conditions the outage level varies from year to year. In all the other 
models the outages in previous weeks are taken as one explanatory variable. 
 
Table 7.1 The AAE of Four Models for Four Cities 
Models Wichita Topeka Lawrence Manhattan 
MCS CPT18 8.52 6.80 3.67 2.14 
MCS CPT9 9.67 7.51 3.18 2.19 
MCS H18 8.46 6.64 3.14 2.44 
MCS H9 9.70 7.36 3.35 2.53 
Bayesian with 18 Input States 8.31 6.480 2.98 2.12 
Bayesian with 9 Input States 9.53 7.17 3.17 2.18 
AIS 4.67 3.70 1.50 1.22 
MWNN 4.71 3.77 1.53 1.25 
WNN 6.75 5.62 2.39 1.51 
NN 7.54 6.35 2.80 1.95 
Poisson 9.89 8.55 3.28 2.23 
 
Table 7.2 The Slopes of Best-fit Line for Four Cities by Different Models 
Models Wichita Topeka Lawrence Manhattan 
MCS CPT18 0.90 0.94 1.08 0.66 
MCS CPT9 0.84 0.90 0.80 0.62 
MCS H18 0.87 0.89 0.91 0.78 
MCS H9 0.83 0.86 0.88 0.74 
Bayesian with 18 Input States 0.84 0.86 0.82 0.64 
Bayesian with 9 Input States 0.80 0.82 0.78 0.60 
AIS 1.00 1.00 1.00 1.00 
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MWNN 1.00 1.00 0.99 1.00 
WNN 1.02 1.02 1.03 1.06 
NN 0.90 0.90 0.86 0.76 
Poisson 0.79 0.76 0.78 0.60 
 
Table 7.3 The Correlation Coefficients for Four Cities by Different Models 
Models Wichita Topeka Lawrence Manhattan 
MCS CPT18 0.77 0.77 0.68 0.53 
MCS CPT9 0.68 0.70 0.62 0.45 
MCS H18 0.77 0.77 0.69 0.54 
MCS H9 0.68 0.70 0.62 0.45 
Bayesian with 18 Input States 0.77 0.77 0.69 0.53 
Bayesian with 9 Input States 0.68 0.70 0.62 0.45 
AIS 0.94 0.94 0.94 0.89 
MWNN 0.94 0.94 0.94 0.89 
WNN 0.91 0.90 0.87 0.89 
NN 0.82 0.80 0.72 0.68 
Poisson 0.66 0.54 0.59 0.43 
 
The NN models with the number of fair days per week, the month type, the outages from 
previous 4 weeks as inputs, are able to approximate the complex relations between the weather 
conditions and the animal-related outages and learn the patterns in the historical data, which 
makes it outperform the traditional linear method such as Poisson regression. The number of 
inputs and the network structure were optimized by experimentation.  
The NN models were greatly enhanced by wavelet techniques. Application of the wavelet 
decomposition to the time series of weekly animal-related outages provided a deeper insight into 
the pattern of these outages. Wavelet decomposition with resolution level 1 was found out to be 
the optimal. To overcome the overtraining problem associated with neural networks, this 
dissertation proposed a hybrid approach with AIS used for hypermutating and retraining the 
networks during the testing stage. As shown in Table 7.2 and 7.3, this hybrid approach gave 
significantly high performance of predictions. For the predictions for all the cities, the slopes of 
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best fit linear functions are extremely close to the ideal number 1 which means the predicted 
values follow the observed values very well. And the correlation coefficients are close to 1 too 
which indicates the high degree of linear pattern between predicted values and observed values. 
Also the results suggest that spatial aggregation increases the accuracy of the models. Overall, 
the wavelet based NN models outperformed all other models and gave significantly good 
performance. 
The method of Bayesian Model and Monte Carlo simulations are proposed for further 
analysis of the outages. The Bayesian model categorized numerous combinations of the month 
type, the number of fair days per week and the previous week outage level into discrete input 
states and tried to capture the probabilistic relationships between each input state and outage 
levels in the conditional probability table. The Bayesian model allowed computation of the 
expected number of outages in each weather state. Based on the conditional probability table and 
histogram of outages as probability distribution functions, Monte Carlo simulations were carried 
out to find out the confidence intervals of the predictions. Simulations showed that Monte Carlo 
Simulation based on CPT with 18 input states (MCS CPT18) outperformed Monte Carlo 
Simulation based on CPT with 9 input states (MCS CPT9), Monte Carlo Simulation based on 
smoothed histogram with 18 input states (MCS H18) and Monte Carlo Simulation based on 
smoothed histogram with 9 input states (MCS H9). For MCS CPT18, at least 90% percent of the 
observed values are within the upper limits of 95% confidence of the predicted values for every 
city which indicates the prediction is reliable. Even though it was prone to underestimate in the 
extreme cases, this model successfully tracked the monthly fluctuations from year 1998 to 2007 
and approximated the observed values better than the weekly prediction and there are more 
observed values in the monthly predictions within the 95% upper confidence limits than in the 
weekly predictions. When the base for aggregation is too big, 48 weeks in the yearly predictions, 
too much information is ignored and the predictions tend to flatten out over the years since the 
weather conditions are similar from year to year. The upper limits are significant because they 
provide a way for the utilities to reduce the number of animal-caused outages that can take place 
in the system. The utilities can take preventive actions if outages are higher than based on these 
upper limits.  
The approach presented in this paper is useful to utilities for end of the year analysis of 
past year’s reliability performance of the distribution systems.  Performance of a specific year 
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can be compared with the past performance to identify deviations.  Significant increase in 
outages would require the utility to do further analysis and take remedial actions.  And the 
confidence limits on the number of outages caused by animals allow the utilities to define a 
cutoff point beyond which further action would be needed.  
In the yearly analysis, when the observed outages in a certain year lie outside of the upper 
limits, we call this year an outlier. Since the two models MCS CPT18 and MCS H18 showed 
different results for outliers for four cities, we further investigated the years which had yearly 
observations higher than the upper limits shown by either of the two models. We have used the 
MWNN model to investigate the outliers in the yearly predictions due to its high performance in 
predictions. It found only year 2001 for Wichita as an outlier and no outlier in other three cities.  
 
7.2 Future Work 
The data we have only carry basic information, daily incident number for a whole 
distribution network in one city and weather conditions for a whole city. More information in the 
data is needed for precise treatments of localization of the outages to help utilities in locating the 
weak points of the network and take actions on that location to lower the outage rate. Also tree 
density information along the overhead feeders will greatly improve the predictions of animal-
related outages since tree attracts animals and animals can cause outages indirectly through trees. 
For improvement of modeling, tree density can be taken as one input to the Bayesian model. 
Since the wavelet based neural network model performed well, it can also be applied to study the 
lighting and wind effects. 
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Figure 7.1 Weekly Prediction and 95% Confidence Limit for Wichita by MCS CPT9 
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Figure 7.2 Weekly Prediction and 95% Confidence Limit for Topeka by MCS CPT9 
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Figure 7.3 Weekly Prediction and 95% Confidence Limit for Lawrence by MCS CPT9 
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Figure 7.4 Weekly Prediction and 95% Confidence Limit for Manhattan by MCS CPT9 
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Figure 7.5 Monthly Prediction and 95% Confidence Limit for Wichita by MCS CPT9 
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Figure 7.6 Monthly Prediction and 95% Confidence Limit for Topeka by MCS CPT9 
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Figure 7.7 Monthly Prediction and 95% Confidence Limit for Lawrence by MCS CPT9 
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Figure 7.8 Monthly Prediction and 95% Confidence Limit for Manhattan by MCS CPT9 
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Figure 7.9 Weekly Prediction and 95% Confidence Limit for Wichita by MCS H18 
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Figure 7.10 Weekly Prediction and 95% Confidence Limit for Topeka by MCS H18 
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Figure 7.11 Weekly Prediction and 95% Confidence Limit for Lawrence by MCS H18 
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Figure 7.12 Weekly Prediction and 95% Confidence Limit for Manhattan by MCS H18 
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Figure 7.13 Monthly Prediction and 95% Confidence Limit for Wichita by MCS H18 
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Figure 7.14 Monthly Prediction and 95% Confidence Limit for Topeka by MCS H18 
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Figure 7.15 Monthly Prediction and 95% Confidence Limit for Lawrence by MCS H18 
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Figure 7.16 Monthly Prediction and 95% Confidence Limit for Manhattan by MCS H18 
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Figure 7.17 Weekly Prediction by MWNN Model with 2001 as Testing Data for Wichita 
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Figure 7.18 Weekly Prediction by MWNN Model with 2000 as Testing Data for Topeka 
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Figure 7.19 Weekly Prediction by MWNN Model with 2006 as Testing Data for Lawrence 
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Figure 7.20 Weekly Prediction by MWNN Model with 2004 as Testing Data for Manhattan 
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