The effect of signal integration through cis-regulatory modules (CRMs) on synchronization and clustering of populations of two-component genetic oscillators coupled by quorum sensing is in detail investigated. We find that the CRMs play an important role in achieving synchronization and clustering. For this, we investigate 6 possible cis-regulatory input functions (CRIFs) with AND, OR, ANDN, ORN, XOR, and EQU types of responses in two possible kinds of cell-to-cell communications: activator-regulated communication (i.e., the autoinducer regulates the activator) and repressorregulated communication (i.e., the autoinducer regulates the repressor). Both theoretical analysis and numerical simulation show that different CRMs drive fundamentally different cellular patterns, such as complete synchronization, various cluster-balanced states and several cluster-nonbalanced states.
but also dynamic regulatory patterning [31] . TFs are often integrated in a combinatorial logic manner, and moreover such a combination may take different schemes [32, 33, 34, 35, 36, 37] , leading to different CRMs. In fact, from views of evolutionism, CRMs are changeable, e.g., cisregulatory mutations [38] , and such a mutation constitutes an important part of the genetic basis for adaptation. However, how different CRMs affect collective behaviors across ensembles of genetic oscillators with cell-to-cell communication remains to be fully explored.
In this paper, we investigate this question in detail and find that CRMs play a significant role in the mode of dynamic patterns at the cellular population level, e.g., the CRMs can drive fundamentally different cellular patterns such as synchronization and clustering. We first design and construct a multicellular network with a CRM, using a variant of the synthetic genetic relaxation oscillator developed in E.coli [8] and utilizing quorum sensing to communicate between cells. Since different CRMs due to cis-regulatory mutations [38] lead to different types of cis-regulatory input functions (CRIFs) such as AND, OR, ANDN, ORN, XOR, EQU, we then investigate the effects of these different CRIFs on cellular patterns to support our conclusion. We emphasize that since the proposed genetic relaxation oscillator is composed of interacting positive and negative feedback loops, and this circuit topology is common in genetic oscillators such as cell cycle and circadian clocks [39, 40, 41, 42, 43, 44, 45] , our conclusion on how CRMs influence the dynamics of genetic circuits with this shared topology will be of general relevance to a wide range of cellular processes.
II. MATHEMATICAL MODEL AND THEORETICAL ANALYSIS

A. Model
First, we report our design on a network of coupled synthetic genetic relaxation oscillators with a CRM, which is schematically shown in Fig. 1 . The core oscillator is a variant of the genetic relaxation oscillator proposed in Ref. [8] . In such an oscillator, the activator X (CII) and the repressor Y are under the control of different promoters from the λ phage virus. In Fig. 1(a) , X is the autocatalytic portion of the oscillator whereas Y is a protease that degrades X. Both genes x In (a) and (b), X, Y and LuxI denote the proteins, P1 and P2 represent the promoters. OR stands for operator site whereas RNAP for RNA polymerase. We use offset and overlapping boxes to indicate the mutual repression and the dashed lines to indicate the cooperative interaction. and y are activated by protein X. Such a circuity not only is a useful architecture to understand information processing of simple oscillators but also appears as a common core motif in biological contexts [39, 40, 41, 42, 43, 44] . In our design, we utilize the quorum-sensing apparatus of the bacterium Vibrio Fischeri [30] to communicate between cells. This cell-to-cell communication system operates by diffusing a small molecule [also called autoinducer (AI)] into the environment.
Since the communication is implemented by the signal molecule which regulates the activator X, we refer to it as activator-regulated communication. When this molecule binds to a regulatory protein (LuxR), both it and X bind the regulatory region of gene x or y and combinatorially modulate the transcription rate. Many of these combinational effects are performed by a CRM, which can function as analogous implementations of logic gates. The corresponding CRM contains a cluster of binding sites of two different transcription factors (TFs) that control the activation or repression of a gene. These TFs may be either activators enhancing the binding or the activity of the RNA polymerase in the cognate promoters, or repressors blocking this binding, or both via the mechanism of "regulated recruitment" [46] . Based on the possible combination of the two TFs, the CRM can perform different logic functions with different implementations, as shown in Fig.   1(b) . Limited by the regulatory structure of the relaxation oscillator (more precisely, the TF X serves as activator only), we have six biologically feasible CRM designs: AND, OR, ANDN, ORN, XOR and EQU (see Table I ). These logic functions have been either described experimentally or suggested to occur on the basis of simulations using empirical data [49] . Actually, the prokaryotic transcription networks provide a large number of composite logic operators that are implemented through more complex natural or simulated regulatory setups. Alternatively, the CRM designs can be implemented by introducing mutations at the amino-acid sequences of the TFs and the bp sequences of the cis-regulatory regions [34] . Note that, in our designs, the signaling molecules can serve as not only activators but also repressors by the introduction of an alternative promoter [53] . Then, we define the chemical species in Table II . All biochemical reactions are listed in Fig. 2(a), and some reaction constants are listed in Table III . Assume the fast reactions to be in equilibrium, refer to the equilibrium equations shown in Fig. 2(b) , where square brackets stand for 
(1)
(1) to [18] .
concentrations of species. In fact, the fast reaction equilibrium trick based on quasi-steady state approximation approach has been widely applied to reduce the complexity of multiscale problems [18, 54] . The conservation laws for DNA binding sites in the regulatory regions are listed on the bottom in Fig. 2 (c). 
Define concentrations as our dynamical variables (see Table IV ). Using equalities for the fast reactions and the conservation laws, we can eliminate fast variables. To that end, we can derive expressions of five cis-regulatory input functions (CRIFs) which are listed in Table V , and the rate equations which describe the evolution of the concentrations of X, Y, L and S monomers as follows
where S e = Q N N i=1 S i (when N cells are considered) in which Q depends on the cell density in a nonlinear way. The rescaled parameters are also listed in Table IV . [46, 50] Regulatory binding constant
[46]
Degradation rate of protein dX = dY = ln 2/10min −1 ,dL = ln 2/0.2min
Autoinducer synthesis rate c = 1.1min
Bulk rate of transcription and translation kX = kY = kL = kC = 30min
Amplified factor of transcription rate fX = fY = fL = 10, fC = 90, fXC = fCX = 90 [46] The rate of repressor degradation by Y KXY = 2 × 10
Plasmid copy number mX = 10, mY = 1, mL = 50 [46] Concentration of LuxR
Other parameters 
, and nX = nY = nL = nS e for rescaling.
Rescaled Variables
Rescaled Parameters
µx fX , µy fY , µ l fL, µs fC, µxs fXC K8/K7 + fCX K9/K4 
B. Analysis
Phase reduction approach
First, we rewrite the final equation of Eq. (1) as the following symmetric form of coupling
For convenience, the system composed of both the first three equations of Eq. (1) and the equation
is called as auxiliary system, which is assumed to generate a sustained oscillation. Then, we perform an analytical study of the entire system in the phase model description, which holds in a weak coupling case [55] . The main steps are as follows. For convenience, we express the system of globally coupled oscillators as
where
Assume that the uncoupled oscillator has period T . By Kuramoto's theorem, for a weakly perturbed system we can obtain the corresponding phase model:
where each x i (φ i ) is the point on the limit cycle having phase φ i , the symbol '·' is the dot product of two vectors, and 
The classical method of averaging consists in a near-identity change of variables that transforms the system into the form
where H ij (∆φ) represents the interaction function with respect to the phase difference ∆φ = φ j −φ i between two cells,
which can be calculated numerically [56] . In what follows, we omit subscripts i and j for convenience. From H(∆φ), we introduce a function: G(∆φ) = H(∆φ) − H(−∆φ), to determine the mode of coupling. If G(∆φ) exhibits a positive slope at ∆φ = 0, i.e., G ′ (0) > 0, the coupling is phase-attractive; If G ′ (0) < 0, the coupling is phase-repulsive. Such an approach based on the sign of G ′ (0) that depends generally on the intrinsic dynamics of the uncoupled oscillator and on the interaction between the oscillators is more effective than that of directly observing the network topology in determining the mode of weak coupling [23] , especially in the case of complex network architectures.
According to Tables III and Table IV , we can estimate our system parameter values as follows: ηQ(S j − S i ) affects the timing but not the amplitude of the auxiliary system for any N ≥ 2, so the above analysis is feasible. In addition, we emphasize that for other different experiments on multicellular systems with the quorum sensing [11, 12, 13, 14, 15, 16, 17] , the differences between the rescaled parameter values are not so large that they abolish our conclusions.
Determining the stability of balanced clustering
Balanced clusters mean that N oscillators are divided into M subgroups of the equal cell number with each subgroup being synchronized and with the equal phase difference between neighboring subgroups. Here, we employ Okuda's approach [57] to determine the stability of such clusters (see the Appendix of this paper for details). In that method, we need to calculate two kinds of eigenvalues: one is associated with intra-cluster fluctuations and the other with inter-cluster fluctuations, which are denoted by λ p and λ q respectively, where
with M being the number of clusters presumptively. For convenience, denote by λ (1) and λ (2) the N − M same eigenvalues λ p and the maximum of the the real parts of (M − 1) non-zero eigenvalues λ q , respectively. By calculation, we find
. . , N −1, and
Then, the stability of clusterings can be determined by the signs of λ (1) and λ (2) . Specifically, the clustering is stable if both λ (1) and λ (2) are negative, and unstable if λ (2) is positive. In addition, if λ (1) is positive and λ (2) is negative, and further if M = N , the M -cluster (i.e., the splay state)
are also stable.
In the Secs. III and IV, we will numerically study cooperative behaviors of coupled genetic relaxation oscillators with different CRMs. In contrast to the previous works [18, 19, 20 
where the phase difference is denoted as ∆φ = φ 2 − φ 1 . The interplay between the two oscillators is often described by the evolution of the phase difference ∆φ, which is determined solely by the odd part of the effective coupling function G(△φ), i.e., H(△φ) − H(−△φ). That is, the dynamics of ∆φ is given by
The zero points of G(△φ) are the fixed points of Eq. (11). These fixed points describe the phaselocked states of two coupled cells and their stabilities are determined by the sign of slope of the curve G(△φ) at the zero points: A positive slope means that the corresponding fixed point is stable, implying that △φ nearby the fixed point dynamically converges to the fixed point, whereas a negative slope means that the fixed point is unstable, implying that △φ close to the fixed point dynamically diverges. The size of the slope determines the convergence or divergence rate at the fixed point. The function G(△φ) corresponding to five logic operations AND, OR, ANDN, ORN or XOR is shown in Fig. 3(a) -(e) respectively (here and below we did not investigate the case of EQU due to the fact that the EQU destroys the dynamics of the core relaxation oscillator in the region of biological reasonable parameters, leading to the loss of sustained oscillation), whereas the interaction function H(△φ)s is shown in the insets. Fig. 3(f) . Thus, the analysis together with numerical simulation shows that AND and OR play a role in stabilizing the in-phase synchronization for two coupled cells. In this case, the coupling is phase-attractive.
(2) ANDN and ORN. Equation (11) has one unstable state △φ = 0 and one stable state △φ = π, both of which correspond to zero points of the function G, as shown in Fig. 3(c)-(d) . The role of ANDN and ORN is to stabilize the antiphase state and prevent the in-phase state. More precisely, the integration between the intracellular activator and intercellular signaling repressor in our model destabilizes the in-phase synchronization. In this case, the coupling is phase-repulsive. A typical snapshot is plotted in the upper-right of Fig. 3(f) .
(3) XOR. The function G has nine zero points, four of which, denoted by △φ = △ 1 , △ 2 and △φ = π + △ 1 , π + △ 2 , respond to stable states of Eq. (11) and the other five to unstable states, as shown in Fig. 3(e) . The unstable states form the boundaries for the attraction basins of the stable states. The role of XOR is to stabilize four out-of-phase states with phase difference △φ = △ 1 , △ 2 and △φ = π + △ 1 , π + △ 2 respectively, whereas to destabilize the in-phase and anti-phase state.
Two typical snapshots are shown in the bottom row of Fig. 3(f) .
IV. CASE OF A POPULATION OF CELLS: SYNCHRONIZATION AND CLUSTERING
In this section, we investigate the case of N coupled genetic oscillators (N > 2), focusing on two dynamical behaviors, i.e., synchronization and clustering, which are ensemble phenomena observed commonly in natural and artificial populations of (possibly weakly) interacting oscillators.
Synchronization is a cooperative in-phase behavior, which has been the subject of numerous studies in physics and biology [55, 58, 59, 60] , whereas clustering is a fragmentation of the collective behavior in locally synchronized but well separated subgroups, which has been also observed in numerous contexts with distinct contributions [57, 61, 62, 63, 64, 65, 66, 67, 68, 69] . In what follows, we investigate balanced clustering and non-balanced clustering separately for clarity (note that synchronization is a particular type of clustering, i.e., 1-cluster).
A. Balanced clustering
In the analysis part, we present an approach for determining the stability of balanced clustering.
Here, we display numerical results for balanced clustering. In particular, we show that CRMs of the different structure play different roles in the achieving of collective behaviors.
(1) AND. Figure 4 (a) indicates that 1-and 3-cluster states are stable since both λ 1 and λ 2 are negative. The instantaneous phase distributions on the unit cycle as shown in Fig. 4(b) verify the coexistence of stable complete synchronization and 3-cluster state.
(2) OR. In this case, the eigenvalues shown in Fig. 4(c) indicate that only the complete synchronization (1-cluster) is stable, which is verified by the numerical simulation shown in Fig. 4(d) .
The analysis together with the numerical simulation shows that the OR plays a role of stabilizing complete synchronization, i.e., for any initial conditions for these oscillators, the systems consequentially evolve into a stable complete synchronization.
(3) ANDN. The stability analysis of the eigenvalues shown in Fig. 4 (e) reveals that the network of coupled oscillators with the ANDN possesses complex cluster-balanced states, e.g., the stable 3-, 5-and 8-cluster states. These clustering states are numerically implemented as shown in Fig. 
4(f).
(4) ORN. We give the results on the stability analysis as shown in Fig. 4(g) , which indicate that the population of oscillators can give rise to more complex cluster-balanced states than those displayed in the case of ANDN, e.g., two additional cluster-balanced states, 9-and 11-cluster states are found. The instantaneous phase distributions of these clustering states on the unit cycle are shown in Fig. 4(h) . (5) XOR. In this case, the system of coupled oscillators possess only a stable cluster-balanced state (3-cluster) that can be seen from the sign of two eigenvalues determining the stability (see In contrast to the scheme of signal integration in the previous two sections (refer to a simplified scheme shown in Fig. 7(a) ), in what follows we rewire the interaction of the signaling molecule and its regulated gene inside the cell [16, 27] , as shown in Fig. 7(b) . More precisely, we let the signaling molecule AI and the TF X combinatorially regulate the target gene y instead of gene x. Completely similarly, we can derive expressions of 6 possible CRIFs (see Table V) , and the dynamical equations describing the time evolution of the concentrations of X, Y, L and S monomers in the following form:
where the CRIFs are similar to those in the case of activator-regulated communication, refer to Table V We expect that our findings will stimulate further investigations under a more realistic condition involving stochasticity [21, 74, 75, 76] and heterogeneity [19] as specified in the following four points:
(1) In a stochastic environment, we should consider the stability of the obtained desired dynamic pattern. Theoretically, Golomb et al., have shown that the clustering state is stable on the condition that noise intensity is below a critical value [61] . On the other hand, the global noise can enhance the extent of phase synchronization [77] , but also can destroy the clustering state like in slow switching [78] . Therefore, we should carefully design the CRMs structure in the presence of noise to preserve the desired dynamic patterns.
(2) In our model, a population of identical oscillators communicate with a uniform coupling, but it would be of great interest to study the influence of the cellular variability and coupling strength heterogeneity on the synchronization and clustering. If heterogeneity is sufficiently small compared to the coupling strength, we can treat the system as identical oscillators, and otherwise, the effect of heterogeneity should be considered. In fact, it has been shown that heterogeneous coupling strength and element variability can make the occurrence of clustering states possible in networks of neural oscillators [79] . Similarly, in our case, heterogeneity would result in synchronization and clustering.
(3) Our results were obtained under the condition that the intercellular communication is rather weak. However, it is likely that coupling is stronger than that considered here [23, 80] . Therefore, it would be of interest to analyze dynamical patterns in the case of strong coupling. In this case, other modes of complex behaviors such as multistability [23, 24] , inhomogeneous limit cycle [23, 29] , oscillation death [20, 23] , aperiodic oscillation [81] , and chaos [29, 81] may also appear in our models. to the margin of oscillation of the uncoupled oscillator, the system can display richer dynamical behaviors expecting to be further investigated, but Kuramoto's phase reduction approach cannot be used.
In addition, we point out that many theoretical studies have shown that biological oscillators intertwined with positive and negative feedback loops should have the following essential requirements [82, 83] . First, negative feedback is necessary to carry a reaction network back to the 'starting point' of its oscillation. Second, the negative feedback signal must be sufficiently delayed in time so that the chemical reactions do not settle on a stable steady state. Third, the kinetic rate laws of the reaction mechanism must be sufficiently 'nonlinear' to destabilize the steady state.
Fourth, the reactions that produce and consume the interacting chemical species must occur on appropriate timescales that permit the network to generate oscillations. Facing to the complexity of gene regulatory networks, these mathematical insights reveal the true nature of gene relaxation oscillators. Our core relaxation oscillator can show sustained and robust oscillation under the guarantee of the above theoretical results. Especially, our coupled positive and negative feedback biological oscillator models rely on a separation of time scales between the two components to create relaxation oscillations, i.e., the activator must have fast dynamics than repressor. To that end, we can increase the plasmid copy number concentrations as well as degradation rates of activator, where high degradation rate has artificially been implemented by using peptide sequences appended to the protein to make it a target for proteases in the cell [6, 84] . Therefore, it would be possible to experimentally demonstrate our circuit design. It would be much more useful to take a hybrid approach in which experiments and modeling can be performed in parallel to advance one another. In a cyclic fashion, experiments can be used to inform the designs of mathematical models, which can in turn be used to make experimentally testable predictions.
Finally, ongoing structural, biochemical and cell-based studies have begun to reveal several common principles by which protein components are used to specifically transmit and process
information. Our studies demonstrate that these relatively simple principles can be used to rewire signaling behaviors in a process that mimics the evolution of new phenotypic responses. We expect that our work would motivate the investigations in areas such as development, where epigenetic inheritance leads to a persistent phenotypic alteration in response to transient signals, or in cell-cell communication systems that coordinate the rich complexity of group behaviors. In this appendix, we define cluster-balanced states and study their stability. Each cluster contains the same number of oscillators. Thus, we restrict our attention mainly on symmetric states.
Assume that the phase model of N oscillators is governed by
where i = 1, 2, · · · , N. Although Ω can be given any value in a suitable moving coordinate, we
assume Ω = 0 below without explicitly refer to it. First, we define a symmetric M -cluster state as the state in which N/M oscillators belong to each of M clusters. Since no randomness is including in the system, all the oscillators in a certain cluster should be located at the same phase. Let Φ k denote the phase of cluster k (k = 0, 1, · · · , M − 1). From the phase equation, we obtain the equation for Φ k as
We seek solutions to this equation in the form
which implies that the phases of the M clusters are equally separated and rotate at a constant frequency ω (M) . Substituting it into the above phase equation, we find that the solution of the above form exists if 
where I is the N/M ×N/M unit matrix and E is a matrix of the same dimension whose components are all 1, α and β k are expressed as
and primes indicate the derivative with respect to the argument. Since J is a cyclic matrix, the explicit form of the characteristic equation of J can be obtained as 
