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Abstract
In this article, we present a new iteration method for finding a common element of
the set of fixed points of p strict pseudocontractions and the set of solutions of
equilibrium problems for pseudomonotone bifunctions without Lipschitz-type
continuous conditions. The iterative process is based on the extragradient method
and Armijo-type linesearch techniques. We obtain weak convergence theorems for
the sequences generated by this process in a real Hilbert space.
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1 Introduction
Let C be a nonempty closed convex subset of a real Hilbert space H and f be a bifunc-
tion from C × C to R. We consider the following equilibrium problems (shortly EP(f,
C)):
Find x∗ ∈ C such that f (x∗, y) ≥ 0 for all y ∈ C.
The set of solutions of Problem EP(f, C) is denoted by Sol(f, C). These problems
apprear frequently in many practical problems arising, for instance, physics, engineer-
ing, game theory, transportation, economics and network, and become an attractive
field for many researchers both theory and applications (see [1-6]). The bifunction f is
called
• monotone if
f (x, y) + f (y, x) ≤ 0, ∀x, y ∈ C;
• pseudomonotone if
f (x, y) ≥ 0 ⇒ f (y, x) ≤ 0, ∀x, y ∈ C;
• Lipschitz-type continuous with constants c1 >0 and c2 >0 if
f (x, y) + f (y, z) ≥ f (x, z) − c1
∥∥x − y∥∥2 − c2∥∥y − z∥∥2, ∀x, y ∈ C.
It is clear that every monotone bifunction f is pseudomonotone.
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Let C be a nonempty closed convex subset of H. A self-mapping S : C ® C is called
a strict pseudocontraction if there exists a constant 0 ≤ L < 1 such that∥∥S(x) − S(y)∥∥2 ≤ ∥∥x − y∥∥2 + L∥∥(I − S)(x) − (I − S)(y)∥∥2, ∀x, y ∈ C,
where I is the identity mapping on C. The set of fixed points of S is denoted by Fix
(S). The following proposition lists some useful properties for strict
pseudocontractions.
Proposition 1.1 [7]Let C be a nonempty closed convex subset of a real Hilbert space
H, S : C ® C be a L-strict pseudocontraction and for each i = 1, ..., p, Si : C ® C is a
Li-strict pseudocontraction for some 0 ≤ Li <1. Then,
(a) S satisfies the Lipschitz condition
∥∥S(x) − S(y)∥∥ ≤ 1 + L
1 − L
∥∥x − y∥∥ , ∀x, y ∈ C;
(b) I - S is demiclosed at 0. That is, if {xn} is a sequence in C such that xn ⇀ x¯and (I
- S)(xn) ® 0, then (I − S)(x¯) = 0;
(c) the fixed point set Fix(S) is closed and convex;
(d) if li > 0 and
∑p
i=1 λi = 1, then
∑p
i=1 λiSiis a L¯-strict pseudocontraction with
L¯ = max{Li : 1 ≤ i ≤ L};







For finding a common fixed point of p strict pseudocontractions {Si}pi=1, Mastroeni
[5] introduced an iterative algorithm in a real Hilbert space. Let sequences {xn} be
defined by




Under appropriate assumptions on the sequence {ln,i}, the authors showed that the
sequence {xn} converges weakly to the same point x¯ ∈ ∩pi=1Fix(Si).
For obtaining a common element of set of solutions of Problem EP(f, C) and the set
of fixed points of a nonexpansive mapping S in a real Hilbert space H, Takahashi and
Takahashi [8] first introduced an iterative scheme by the viscosity approximation
method. The sequence {xn} is defined by⎧⎨
⎩
x0 ∈ H,
f (un, y) + 1rn 〈y − un, un − xn〉 ≥ 0, ∀y ∈ C,
xn+1 = αng(xn) + (1 − αn)T(un), ∀n ≥ 0.
The authors showed that under certain conditions over {an} and {rn}, sequences {xn}
and {un} converge strongly to z = PrFix(T)∩Sol(f,C) (g(z)), where PrC is denoted the projec-
tion on C and g : C ® C is contractive, i.e., ||g(x) - g(y)|| ≤ δ||x - y|| for all x, y Î C.
Recently, for finding a common element of the set of common fixed points of a strict
pseudocontraction sequence {Sˆi} and the set of solutions of Problem EP (f, C), Chen et
al. [9] proposed new iterative scheme in a real Hilbert space. Let sequences {xn}, {yn}
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and {zn} be defined by⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩
x0 ∈ C,
yn = αnxn + (1 − αn)Sˆn(xn),
f (zn, y) + 1rn 〈y − zn, zn − yn〉 ≥ 0, ∀y ∈ C,
Cn = {v ∈ C : ||zn − v|| ≤ ||xn − v||},
xn+1 = PrCn(x
0).
Then, they showed that under certain appropriate conditions imposed on {an} and
{rn}, the sequences {x
n}, {yn} and {zn} converge strongly to PrFix(S)∩Sol(f,C)(x
0), where S is
a mapping of C into itself defined by S(x) = lim
n→∞ Sˆn(x) for all x Î C.
There exist some another solution methods for finding a common element of the set
of solutions of Problem EP(f, C) and ∩pi=1Fix(Si) (see [3,10-19]). Most of these algo-
rithms are based on solving approximation equilibrium problems for strongly mono-
tone or monotone and Lipschitz-type continuous bifunctions on C. In this article, we
introduce a new iteration method for finding a common element of the set of common
fixed points of p strict pseudocontractions and the set of solutions of equilibrium pro-
blems for pseudomonotone bifunctions. The fundamental difference here is that at
each iteration n, we only solve a strongly convex problem and perform a projection on
C. The iterative process is based on the extragradient method and Armijo-type line-
search techniques. We obtain weak convergence theorems for sequences generated by
this process in a real Hilbert space H.
2 Preliminaries
Let C be a nonempty closed convex subset of a real Hilbert space H. For each point
x ∈ H, there exists the unique nearest point in C, denoted by PrC(x), such that
||x − PrC(x)|| ≤ ||x − y||, ∀y ∈ C.
PrC is called the metric projection on C. We know that PrC is a nonexpansive map-
ping on C. It is also known that PrC is characterized by the following properties
PrC(x) ∈ C, 〈x− PrC(x), PrC(x) − y〉 ≥ 0, (2:1)
for all x ∈ H, y Î C. In the context of the convex optimization, it is also known that




g (x) : x ∈ C}
if and only if 0 ∈ ∂g (x¯) +NC (x¯), where NC (x¯) is out normal cone at x¯ on C and ∂g(·)
denotes the subdifferential of g (see [20]).
Now we are in a position to describe the extragradient-Armijo algorithm for finding





Algorithm 2.1 Given a tolerance ε >0. Choose x0 Î C, k = 0, g Î (0, 1), 0 < σ < β2





] ⊂ (L¯, 1) where L¯ := max {Li : 1 ≤ i ≤ p} ,
p∑
i=1
λn,i = 1 for all n ≥ 1, lim
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∥∥y − xn∥∥2 : y ∈ C} and set r (xn) = xn − yn.
If ||r(xn)|| ≠ 0 then go to Step 2. Otherwise, set wn = xn and go to Step 3.
















Hn = {x ∈ H : 〈vn, x − zn〉 ≤ 0}, and go to Step 3.
Step 3. Compute








Increase n by 1 and go back to Step 1.
Remark 2.2 If ||r(xn)|| = 0 then xn is a solution to Problem EP(f, C) but it may be
not a common fixed point of {Si}pi=1.






















vn, x − xn〉 ≥ 0, ∀x ∈ C, vn ∈ ∂2f (xn, xn) .
Combining this inequality with f(xn, xn) = 0 and the convexity of f(xn, ·), i.e.,
f (xn, x) − f (xn, xn) ≥ 〈vn, x − xn〉 , ∀x ∈ C, vn ∈ ∂2f (xn, xn),
we have f(xn, x) ≥ 0 for all x Î C. It means that xn is a solution to Problem EP(f, C).
3 Convergence results
In this section, we show the convergence of the sequences {xn}, {yn} and {wn} defined
by Algorithm 2.1 is based on the extragradient method and Armijo-type linesearch
techniques which solves the problem of finding a common element of two sets




. To prove it’s convergence, we need the following preparatory
result.
Lemma 3.1 [21]Let C be a nonempty closed convex subset of a real Hilbert space H.
Suppose that, for all u Î C, the sequence {xn} satisfies
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∥∥xn+1 − u∥∥ ≤ ∥∥xn − u∥∥ , ∀n ≥ 0.
Then, the sequence {PrC(x
n)} converges strongly to x¯ ∈ C.
We now state and prove the convergence of the proposed iteration method.
Theorem 3.2 Let C be a nonempty closed convex subset of H, Si : C ® C be a Li-
Lipschitz pseudocontractions for all i = 1, ..., p and f : C × C → Rsatisfy the following
conditions:
(i) f(x, x) = 0 for all x Î C, f is pseudomonotone on C,
(ii) f is continuous on C,
(iii) For each x Î C, f(x, ·) is convex and subdifferentiable on C,
(iv) If the sequence{tn} is bounded then {vn} is also bounded, where vn Î ∂2f(t
n, tn),




Then the sequences {xn}, {yn} and {wn} generated by Algorithm 2.1 converge weakly to








Proof. We divide the proof into several steps.
Step 1. If there exists n0 such that x
n = yn for all n ≥ n0, then the sequences {x
n}, {yn}





Indeed, since xn = yn for all n ≥ n0, we have w
n = xn and







, ∀n ≥ n0.
This iteration process is originally introduced by Marino and Xu in a real Hilbert
space (see [5]). Under assumptions of Algorithm 2.1 on the sequence {ln,i}, the author
showed that the sequence {xn} converges weakly to the same point x¯ ∈ ∩pi=1 Fix (Si).





quently, the sequences {yn} and {wn} also converge weakly to x¯ as n ® ∝. In this case,
the sequences {zn} and {vn} might not converge weakly to the point x¯.
Otherwise, we consider the following steps.




xn − γmnr (xn) , yn) ≤ −σ∥∥r (xn)∥∥2.
For ||r(xn)|| ≠ 0 and g Î (0, 1), we suppose for contradiction that for every nonnega-
tive integer m, we have
f
(
xn − γmr (xn) , yn) + σ∥∥r (xn)∥∥2 > 0.






∥∥r (xn)∥∥2 ≥ 0. (3:1)










∥∥y − xn∥∥2 : y ∈ C} ,
Anh and Hien Fixed Point Theory and Applications 2012, 2012:82
http://www.fixedpointtheoryandapplications.com/content/2012/1/82









∥∥y − xn∥∥2 ≥ f (xn, yn) + β
2
∥∥yn − xn∥∥2, ∀y ∈ C.








∥∥r (xn)∥∥2 ≤ 0. (3:2)
Combining (3.1) with (3.2), we obtain
σ
∥∥r (xn)∥∥2 ≥ β
2
∥∥r (xn)∥∥2.
Hence it must be either ||r(xn)|| = 0 or σ ≥ β2. The first case contradicts to ||r(xn)||
≠ 0, while the second one contradicts to the fact σ < β2.
Step 3. We claim that if ||r(xn)|| ≠ 0 then xn ∉ Hn.
From zn = xn − γmnr (xn), it follows that




zn − xn) .
Then using (4.1) and the assumption f(x, x) = 0 for all x Î C, we have
0 > −σ∥∥r (xn)∥∥2




)− f (zn, zn)





zn − xn, vn〉 .
Hence〈
xn − zn, vn〉 > 0.
This implies that xn ∉ Hn.






















= xn − 〈v
n, xn − zn〉
‖vn‖2 v
n
= xn − γ
mn 〈vn, r (xn)〉
‖vn‖2 v
n.
Otherwise, for every y Î C ∩ Hn there exists l Î (0, 1) such that
xˆ = λxn + (1 − λ) y ∈ C ∩ ∂Hn,
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x ∈ H : 〈vn, x − zn〉 = 0} .
From Step 2, it follows that xn Î C but xn ∉ Hn. Therefore, we have∥∥y − y¯n∥∥2 ≥ (1 − λ)2∥∥y − y¯n∥∥2
=
∥∥xˆ − λxn − (1 − λ) y¯n∥∥2
=
∥∥(xˆ − y¯n) − λ (xn − y¯n)∥∥2
=
∥∥xˆ − y¯n∥∥2 + λ2∥∥xn − y¯n∥∥2 − 2λ 〈xˆ − y¯n, xn − y¯n〉
=
∥∥xˆ − y¯n∥∥2 + λ2 ∥∥xn − y¯n∥∥2
≥ ∥∥xˆ − y¯n∥∥2,
(3:3)
because y¯n = PrHn (x
n). Also we have
∥∥xˆ − xn∥∥2 = ∥∥xˆ − y¯n + y¯n − xn∥∥2
=
∥∥xˆ − y¯n∥∥2 − 2 〈xˆ − y¯n, xn − y¯n〉 + ∥∥y¯n − xn∥∥2
=
∥∥xˆ − y¯n∥∥2 + ∥∥y¯n − xn∥∥2.
Using wn = PrC∩Hn (xn) and the Pythagorean theorem, we can reduce that∥∥xˆ − y¯n∥∥2 = ∥∥xˆ − xn∥∥2 − ∥∥y¯n − xn∥∥2











Step 5. We claim that if ||r(xn)|| ≠ 0 then Sol(f, C) ⊆ C ∩ Hn.
Indeed, suppose x* Î Sol(f, C). Using the definition of x*, f(x*, x) ≥ 0 for all x Î C




) ≤ 0. (3:5)









) − f (zn, zn)
≥ 〈vn, x∗ − zn〉 . (3:6)
Combining (3.5) and (3.6), we have〈
vn, x∗ − zn〉 ≤ 0.
By the definition of Hn, we have x* Î Hn. Thus Sol(f, C) ⊆ C ∩ Hn.
Step 6. We claim that if ||r(xn)|| ≠ 0 and the sequence {vn} is uniformly bounded by M >0
then the sequence {||xn - x*||} is nonincreasing and hence convergent. Moreover, we have
∥∥xn+1 − x∗∥∥2 ≤ ∥∥xn − x∗∥∥2 − (1 − αn) ∥∥wn − y¯n∥∥2 − (1 − αn)
(
γmnσ
M (1 − γmn)
)2 ∥∥r (xn)∥∥4
− (1 − αn)
(
αn − L¯
) ∥∥S¯n (wn) − wn∥∥2,
(3:7)
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where y¯n = PrHn (x
n), S¯n : =
∑p
i=1 λn,i Si and x










y¯n − wn, z − wn〉 ≤ 0, ∀z ∈ C ∩ Hn,
where y¯n = PrHn (x
n) . Substituting z = x* Î Sol(f, C) ⊆ C ∩ Hn by Step 5, then we
have 〈
y¯n − wn, x∗ − wn〉 ≤ 0 ⇔ 〈yn − wn, x∗ − y¯n + y¯n − wn〉 ≤ 0,
which implies that∥∥wn − y¯n∥∥2 ≤ 〈wn − y¯n, x∗ − y¯n〉 .
Hence
∥∥wn − x∗∥∥2 = ∥∥wn − y¯n + y¯n − x∗∥∥2
=
∥∥wn − y¯n∥∥2 + ∥∥y¯n − x∗∥∥2 + 2 〈wn − y¯n, y¯n − x∗〉
≤ 〈x∗ − y¯n,wn − y¯n〉 + ∥∥y¯n − x∗∥∥2 + 2 〈wn − y¯n, y¯n − x∗〉
=
∥∥y¯n − x∗∥∥2 + 〈wn − y¯n, y¯n − x∗〉
≤ ∥∥y¯n − x∗∥∥2 − ∥∥wn − y¯n∥∥2.
(3:8)





= xn − 〈v






∥∥xn − x∗∥∥2 + 〈vn, xn − zn〉2‖vn‖4
∥∥vn∥∥2 − 2 〈vn, xn − zn〉‖vn‖2
〈
vn, xn − x∗〉
=
∥∥xn − x∗∥∥2 + (γmn 〈vn, r (xn)〉‖vn‖
)2
− 2γ
mn 〈vn, r (xn)〉
‖vn‖2
〈
vn, xn − x∗〉
=




γmn 〈vn, r (xn)〉
‖vn‖2
〈
vn, xn − x∗〉− (γmn 〈vn, r (xn)〉‖vn‖
)2)
=
∥∥∥xk − x∗∥∥∥2 − (γmn 〈vn, r (xn)〉‖vn‖
)2
− 2γ
mn 〈vn, r (xn)〉
‖vn‖2
(〈
vn, xn − x∗〉− γmn 〈vn, r (xn)〉)
=
∥∥xn − x∗∥∥2 − (γmn 〈vn, r (xn)〉‖vn‖
)2
− 2γ
mn 〈vn, r (xn)〉
‖vn‖2
〈
vn, xn − x∗ − γmnr (xn)〉
=
∥∥xn − x∗∥∥2 − (γmn 〈vn, r (xn)〉‖vn‖
)2
− 2γ
mn 〈vn, r (xn)〉
‖vn‖2
〈
vn, zn − x∗〉 .
(3:9)





) − f (zn, zn) ≥ 〈vn, y − zn〉 , ∀y ∈ C. (3:10)
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Replacing y by yn and combining with assumptions f(zn, zn) = 0 and





) ≥ 〈vn, yn − zn〉
= − (1 − γmn) 〈vn, r (xn)〉 .












) ≥ 〈vn, x∗ − zn〉 . (3:12)





Combining this with (3.12), we get
0 ≥ 〈vn, x∗ − zn〉 . (3:13)
Using (3.9), (3.11) and (3.13), we have
∥∥y¯n − x∗∥∥2 ≤ ∥∥xn − x∗∥∥2 − (γmn 〈vn, r (xn)〉‖vn‖
)2
≤ ∥∥xn − x∗∥∥2 − ( γmnσ‖vn‖ (1 − γmn)
)2∥∥r (xn)∥∥4.
(3:14)
Combining (3.8) with (3.14), we obtain
∥∥wn − x∗∥∥2 ≤ ∥∥xn − x∗∥∥2 − ∥∥wn − y¯n∥∥2 − ( γmn σ‖vn‖ (1 − γmn)
)2 ∥∥r (xn)∥∥4. (3:15)
Using S¯n : =
∑p
i=1 λn,i Si, (3.15) , x
n+1 = αnwn + (1 − αn)
∑p
i=1 λn,i Si (w
n) and the
equality




∥∥αnwn + (1 − αn) S¯n (wn)− x∗∥∥2
=
∥∥αn (wn − x∗) + (1 − αn) (S¯n (wn)− x∗)∥∥2
= αn
∥∥wn − x∗∥∥2 + (1 − αn) ∥∥S¯n (wn)− S¯n (x∗)∥∥2 − αn (1 − αn) ∥∥S¯n (wn)− wn∥∥2
≤ αn
∥∥wn − x∗∥∥2 + (1 − αn) (∥∥wn − x∗∥∥2 + L¯∥∥(I − S¯n) (wn)− (I − S¯n) (x∗)∥∥2)
− αn (1 − αn)
∥∥S¯n (wn)− wn∥∥2
=
∥∥wn − x∗∥∥2 + (1 − αn) (L¯ − αn) ∥∥S¯n (wn)− wn∥∥2
≤ ∥∥xn − x∗∥∥2 − (1 − αn) ∥∥wn − y¯n∥∥2 − (1 − αn)
(
γmnσ
‖vn‖ (1 − γmn)
)2∥∥r (xn)∥∥4
− (1 − αn)
(
αn − L¯
) ∥∥S¯n (wn)− wn∥∥2.
(3:17)
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In the case ||r(xn)|| = 0, by Algorithm 2.1 and (3.16), we have wn = xn and
∥∥xn+1 − x∗∥∥2 = ∥∥αnxn + (1 − αn) S¯n (xn)− x∗∥∥2
=
∥∥αn (xn − x∗) + (1 − αn) (S¯n (xn)− S¯n (x∗))∥∥2
= αn
∥∥xn − x∗∥∥2 + (1 − αn) ∥∥S¯n (xn)− S¯n (x∗)∥∥2
− αn (1 − αn)
∥∥(I − S¯n) (xn)− (I − S¯n) (x∗)∥∥2
≤ αn
∥∥xn − x∗∥∥2 + (1 − αn) (∥∥xn − x∗∥∥2 + L¯∥∥(I − S¯n) (xn)− (I − S¯n) (x∗)∥∥2)
− αn (1 − αn)
∥∥(I − S¯n) (xn)− (I − S¯n) (x∗)∥∥2
=
∥∥xn − x∗∥∥− (1 − αn) (αn − L¯) ∥∥S¯n (xn)− xn∥∥
≤ ∥∥xn − x∗∥∥ .
Combining this and (3.17), we get∥∥xn+1 − x∗∥∥ ≤ ∥∥xn − x∗∥∥ , ∀n ≥ 0.
So the sequence {||xn - x*||} is nonincreasing and hence convergent. Since (3.17) and
the sequence {vn} is uniformly bounded by M >0, i.e.,∥∥vn∥∥ ≤ M, ∀n ≥ 0,
we obtain (3.7).
Step 7. We claim that there exists c = limn→∞ ‖x
n − x∗‖ = lim
n→∞ ‖w
n − x∗‖, where




. Consequently, the sequences {xn}, {yn}, {zn}, {vn} and {wn}
are bounded.
By Step 6, there exists
c = lim
n→∞
∥∥xn − x∗∥∥ . (3:18)
From wn = xn if
∥∥r (xn)∥∥ = 0, wn = PrC∩Hn (xn) if ∥∥r (xn)∥∥ = 0 and Step 6, it follows




∥∥wn − x∗∥∥ ≤ lim
n→∞
∥∥xn − x∗∥∥ = c. (3:19)
Using xn+1 = αnwn + (1 − αn) S¯n (wn), we have∥∥xn+1 − x∗∥∥2 = ∥∥αnwn + (1 − αn) S¯n (wn)− x∗∥∥2
=
∥∥αn (wn − x∗) + (1 − αn) (S¯n (wn)− x∗)∥∥2
= αn
∥∥wn − x∗∥∥2 + (1 − αn) ∥∥S¯n (wn)− S¯n (x∗)∥∥2
− αn (1 − αn)
∥∥(I − S¯n) (wn)− (I − S¯n) (x∗)∥∥2
≤ αn
∥∥wn − x∗∥∥2 + (1 − αn) (∥∥wn − x∗∥∥2 + L¯∥∥S¯n (wn)− wn∥∥2)
− αn (1 − αn)
∥∥(I − S¯n) (wn)− (I − S¯n) (x∗)∥∥2
=
∥∥wn − x∗∥∥2 − (1 − αn) (αn − L¯) ∥∥S¯n (wn)− wn∥∥2
≤ ∥∥wn − x∗∥∥ .
(3:20)
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∥∥wn − x∗∥∥ . (3:21)
From (3.21) and (3.19), it follows that
c = lim
n→∞
∥∥wn − x∗∥∥ .



















∥∥y − xn∥∥2 ≥ f (xn, yn) + β
2
∥∥yn − xn∥∥2, ∀y ∈ C.
With y = xn Î C and f(xn, xn) = 0, we have
0 ≥ f (xn, yn) + β
2
∥∥yn − xn∥∥2. (3:22)
Since f (xn, ·) is convex and subdifferentiable on C, i.e.,
f (xn, y) − f (xn, xn) ≥ 〈un, y − xn〉 ∀y ∈ C,
where un Î ∂2 f (x
n, xn). Using y = yn, we have
f (xn, yn) ≥ 〈un, yn − xn〉.
Combining this and (3.22), we obtain
〈un, yn − xn〉 + β
2
‖ xn − yn‖2 ≤ 0.
Hence∥∥∥∥xn − yn + 1β un
∥∥∥∥ ≤ 1β ‖ un ‖ . (3:23)
From the assumption (iv) and (3.18), it implies that the sequence {un} is bounded.
Then, it follows from (3.23) that {yn} is bounded and hence zn = xn − γmn (xn − yn) is
also bounded. Also the sequences {vn} and {wn} are bounded.
Step 8. We claim that there exists a subsequence of the sequence {xn} which con-




and hence the whole sequence {xn} converges
weakly to x¯.
Suppose that {xnk} is a subsequence of {xn} such that
‖ r(xnk) ‖ = 0.
By Step 7 and the assumption (iv), the sequence {vn} is bounded by M >0. We show
that
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‖ xnk+1 − x∗‖2 ≤‖ xnk − x∗‖2 − (1 − b) ‖ wnk+p − y¯nk+p‖2
− b(a − L¯) ‖ S¯nk+p(wnk+p) − wnk+p‖2







where p = nk+1 − nk − 1, y¯nk+p = PrHnk+p(xnk+p), x∗ ∈ ∩pi=1Fix(Si) ∩ Sol(f ,C) and
S¯n :=
∑p
i=1 λn,iSi. Indeed, if nk+1 = nk + 1 then it is clear from Step 6. Otherwise, we
suppose that there exists a positive integer p such that nk + p + 1 = nk+1. Note that
‖ r(xnk+i) ‖= 0 for all i = 0, 1, ..., p - 1. Using r(xnk+p) = 0, (3.17) and Step 6, we have
‖ xnk+1 − x∗‖2 =‖ xnk+p+1 − x∗‖2
≤‖ xnk+p − x∗‖2 − (1 − αnk+p) ‖ wnk+p − y¯nk+p‖2
− (1 − αnk+p)
(
γmnk+pσ
‖ vnk+p ‖ (1 − γmnk+p)
)2
‖ r(xnk+p)‖4
− (1 − αnk+p)(αnk+p − L¯) ‖ S¯nk+p(wnk+p) − wnk+p‖2
≤ · · ·
≤‖ xnk − x∗‖2 − (1 − b) ‖ wnk+p − y¯nk+p‖2
− b(a − L¯) ‖ S¯nk+p(wnk+p) − wnk+p‖2






This implies (3.24). Then, since {||xn - x*||} is convergent, it is easy to see that
lim
k→∞
γmnk+p ‖ r(xnk+p) ‖= 0.
The cases remaining to consider are the following.
Case 1. lim sup
k→∞
γmnk+p > 0. This case must follow that lim inf
k→∞
‖ r(xnk+p) ‖ = 0. Since
{xnk+p} is bounded, there exists an accumulation point x¯ of {xnk+p}. In other words, a
subsequence {xnkj } converges weakly to some x¯, as j ® ∝ such that r(x¯) = 0. Then by
Remark 2.2, we have x¯ ∈ Sol (f ,C).
Case 2. lim
k→∞
γmnk+p = 0. Since {||xnk+p − x∗||} is convergent, there is the subsequence
{xnk+p}of {xnk+p} which converges weakly to x¯, as j ® ∝. Since mnk+p is the smallest non-
negative integer, mnk+p − 1 does not satisfy (4.1). Hence, we have
f
(
xnkj − γmnkj−1 r(xnkj ), ynkj
)
> −σ ||r(xnkj )||2.
Passing onto the limit, as j ® ∝ and using the continuity of f, we have ynkj → y¯ and
f (x¯, y¯) ≥ −σ ||r(x¯)||2, (3:25)
where r(x¯) = x¯ − y¯. It follows from (3.2) that
f (xnkj−1 − γmnkj r(xnkj ), ynkj−1) + β
2
||r(xnkj−1)||2 ≤ 0.
Since f is continuous and passing onto the limit, as j ® ∝, we obtain
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Combining this with (3.25), we have
σ ‖ r(x¯)‖2 ≥ −f (x¯, y¯) ≥ β
2
‖ r(x¯)‖2.
which implies r(x¯) = 0, and hence x¯ = y¯ ∈ Sol (f ,C). Thus every cluster point of the
sequence {xnk+p} is a solution to Problem EP(f, C).
Now we show that every cluster point of {xnk+p} is a fixed point of p strict pseudo-
contractions {Si}pi=1. Suppose that there exists a subsequence {xnkj }of {xnk+p} which con-
verges weakly to x¯, as j ® ∝. By the above proof, we have x¯ ∈ Sol(f ,C). Then {ynkj } and
{wnkj } converge weakly also to x¯, as j ® ∝. For each i = 1, ..., p, we suppose that λnkj ,i





S¯nkj (x) → S(x) :=
p∑
i=1
λiSi(x) (as j → ∞), ∀x ∈ C.
For each x∗ ∈ ∩pi=1Fix(Si) ∩ Sol(f ,C), it follows from (3.20) that
(1 − αn)(αn − L¯) ‖ S¯n(wn) − wn‖2 ≤ ‖ wn − x∗ ‖ − ‖ xn+1 − x∗‖2.
Combining this and Step 6, we get
‖ S¯n(wn) − wn‖2 ≤ 1
(1 − αn)(αn − L¯)
(‖ wn − x∗‖2− ‖ xn+1 − x∗‖2)
≤ 1
(1 − b)(a − L¯) (‖ w
n − x∗‖2− ‖ xn+1 − x∗‖2)
→ 0 as n → ∞.
Then, using (a) of Proposition 1.1, we obtain
‖ xnkj − S¯nkj (x
nkj ) ‖ ≤‖ xnkj − wnkj ‖ + ‖ wnkj − S¯nkj (w
nkj ) ‖ + ‖ S¯nkj (w
nkj ) − S¯nkj (x
nkj ) ‖
≤‖ xnkj − wnkj ‖ + ‖ wnkj − S¯nkj (w
nkj ) ‖ + 1 + L¯
1 − L¯ ‖ w
nkj − xnkj ‖
=
2
1 − L¯ ‖ x
nkj − wnkj ‖ + ‖ wnkj − S¯nkj (w
nkj ) ‖
→ 0 as j → ∞.
So x¯ ∈ Fix (S). Then, it follows from (e) of Proposition 1.1 that x¯ ∈ ∩pi=1Fix(Si). Thus
x¯ ∈ ∩pi=1Fix(Si) ∩ Sol(f ,C) letting x∗ = x¯ and using Step 7, we have
c = lim
n→∞ ‖ x
n − x¯ ‖= lim
j→∞
‖ xnkj − x¯ ‖= 0.
We conclude that the whole sequence {xn} converges weakly to
x¯ ∈ ∩pi=1Fix(Si) ∩ Sol(f ,C). Consequently, the sequences {yn} and {wn} also converge
weakly to x¯.
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By Step 8, we suppose that tn := Pr∩pi=1Fix(Si)∩Sol(f ,C)(x
n) and xn → x¯ as n ® ∝. Using
the definition of PrC(·), we have
〈tn − xn, tn − x〉 ≤ 0, ∀x ∈ ∩pi=1Fix(Si) ∩ Sol(f ,C). (3:26)
It follows from Step 7 that
‖ xn+1 − x∗ ‖ ≤ ‖ xn − x∗ ‖, ∀n ≥ 0, x∗ ∈ ∩pi=1Fix(Si) ∩ Sol(f ,C).
By Lemma 3.1, we have
tn = Pr∩pi=1Fix(Si)∩Sol(f ,C)(x
n) → x1 ∈ ∩pi=1Fix(Si) ∩ Sol(f ,C) as n → ∞. (3:27)
Pass the limit in (3.26) and combining this with (3.27), we have
〈x1 − x¯, x1 − x〉 ≤ 0, ∀x ∈ ∩pi=1Fix(Si) ∩ Sol(f ,C).












The proof is completed.
4 Application to variational inequalities
Let C be a nonempty closed convex subset ofH and F be a function from C intoH. In this
section, we consider the variational inequalitiy problem which is presented as follows
Find x¯ ∈ C such that 〈F(x¯), x − x¯〉 ≥ 0 for all x ∈ C. VI(F,C)
Let f : C × C → R be defined by f(x, y) = 〈F(x), y - x〉. Then problem P(f, C) can be
written in V I(F, C). The set of solutions of V I(F, C) is denoted by Sol(F, C). Recall
that the function F is called
• monotone on C if
〈F(x) − F(y), x − y〉 ≥ 0, ∀x, y ∈ C;
• pseudomonotone on C if
〈F(y), x − y〉 ≥ 0 ⇒ 〈F(x), x − y〉 ≥ 0, ∀x, y ∈ C;
• Lipschitz continuous on C with constants L >0 (shortly, L-Lipschitz continuous) if




f (xk, y) +
β
2
∥∥∥y − xk∥∥∥2 : y ∈ C}
= argmin
{
〈F(xk), y − xk〉 + β
2
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Algorithm 2.1, the convergence algorithm for finding a common element of the set
of common fixed points of p strict pseudocontractions and the set of solutions of equi-
librium problems for pseudomonotone bifunctions is presented as follows:
Algorithm 4.1 Give a tolerance ε >0. Choose x0 Î C, k = 0, g Î (0, 1), 0 < σ < β2and
positive sequences {ln,i} and {an} satisfy the conditions:⎧⎨
⎩
{αn} ⊂ [a, b] ⊂ (L¯, 1) where L¯ := max{Li : 1 ≤ i ≤ p},
p∑
i=1
λn,i = 1 forall n ≥ 1, lim













and set r(xn) = xn − yn.
If ||r(xn)||≠ 0 then go to Step 2. Otherwise, set wn = xn and go to Step 3.
Step 2. (Armijo-type linesearch techniques) Find the smallest positive integer number
mn such that
(1 − γmn)〈F(xn − γmnr(xn)), r(xn)〉 ≥ σ ||r(xn)||2. (4:1)
Compute
wn = PrC∩Hn(xn),
where zn = xn − γmnr(xn)and Hn = {x ∈ H :
〈
F(zn), x − zn〉 ≤ 0}, and go to Step 3.
Step 3. Compute




Increase n by 1 and go back to Step 1.
Using Theorem 3.2, we also have the convergence of Algorithm 4.1 as the follows:
Theorem 4.2 Let C be a nonempty closed convex subset of H. Let F : C → Hbe con-
tinuous and pseudomonotone, and Si : C ® C be a Li-Lipschitz pseudocontractions for
all i = 1, ..., p such that ∩pi=1 Fix (Si) ∩ Sol
(
f , C
) = ∅. Then the sequences {xn}, {yn}
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