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the system consists of zeros of a sine-type function and the generalized eigenfunctions of the
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1. Introduction
It is known that in a separable Hilbert space the most important bases are orthonormal
bases and the second in importance are Riesz bases that are bases equivalent to some
orthonormal basis [22]. In control theory, the Riesz basis is studied in the context of
stabilization of linear inﬁnite-dimensional system x˙(t) = Ax(t) in some Hilbert space
H, where A is the generator of a C0-semigroup on H. The system is called a Riesz
spectral system [4] if there is a set of (generalized) eigenvectors of A, which forms
a Riesz basis for H. For a Riesz spectral system, not only the stability of the system
is determined by the spectrum of A, which is referred to as the spectrum-determined
growth condition, but also the dynamic behavior of the system can be described by
eigenpairs under expansion of nonharmonic Fourier series. Some examples can be found
in [6–9,11,21].
In this paper, we give a uniﬁed treatment for the following hyperbolic system with
static boundary condition in one spacial variable in normal form, which was ﬁrst studied
in [17]:
⎧⎪⎪⎨
⎪⎪⎩

t
[
u(x, t)
v(x, t)
]
+ K(x) 
x
[
u(x, t)
v(x, t)
]
+ C(x)
[
u(x, t)
v(x, t)
]
= 0,
0 < x < 1, t > 0,
v(1, t) = Du(1, t), u(0, t) = Ev(0, t)
(1.1)
where
(i) K(x) = diag{1(x), 2(x), . . . , m(x), 1(x), 2(x), . . . , k(x)} is a n × n (n =
m + k) diagonal matrix with real entries i (x), j (x) ∈ C1[0, 1], i (x) > 0, j (x) <
0, ∀ x ∈ [0, 1], i = 1, 2, . . . , m, j = 1, 2, . . . , k.
(ii) C(x) = diag{c1(x), c2(x), . . . , cn(x)} is a n× n diagonal matrix with continuous
entries in x ∈ [0, 1];
(iii) u(x) = [u1(x), u2(x), . . . , um(x)] is a column vector in Rm (or Cm) and
v(x) = [v1(x), v2(x), . . . , vk(x)] is a column vector in Rk (or Ck);
(iv) D,E are real (or complex) constant matrices of appropriate size.
This system covers general collinear string equations with linear dissipative joints
[15]. But it is more general in the sense that the root subspace of system (1.1) may not
be complete in the state space. The main concerns of this article are: (a) completeness
of the root subspace; (b) Riesz basis property in the root subspace; (c) expansion
of the solution in terms of the generalized eigenfunctions under nonharmonic Fourier
series; (d) the spectrum-determined growth condition. The last assertion is one of the
main results of [17]. We show that the spectrum of system (1.1) consists of zeros
of a sine-type function and its generalized eigenfunctions form a Riesz basis for the
root subspace. The state space thereby decomposes into topological direct sum of
root subspace and another invariant subspace in which the associated semigroup is
superstable; in other words, the semigroup is identical to zero after a ﬁnite time period.
The main tool here is the generalized divided difference introduced in [2,3].
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The plan of the paper is as follows: In Section 2, the main results are stated. A
preliminary abstract result on Riesz basis with parentheses will be presented in Section
3. Section 4 is devoted to the proofs of the main results.
2. Main results
Consider system (1.1) in the underlying Hilbert space H = (L2(0, 1))n. Deﬁne the
operator A : D(A)(⊂ H) → H by⎧⎪⎪⎨
⎪⎪⎩
A
[
u(x)
v(x)
]
= −K(x) 
x
[
u(x)
v(x)
]
− C(x)
[
u(x)
v(x)
]
,
D(A) = {[u, v] ∈ (H 1(0, 1))m × (H 1(0, 1))k ∣∣u(0) = Ev(0), v(1) = Du(1)}. (2.1)
Then system (1.1) can be written as an evolution equation on H:
dW(t)
dt
= AW(t), t > 0 (2.2)
with W(t) = [u(·, t), v(·, t)].
The following Theorem 2.1 was proved in [17] (the details can also be found in
[15]).
Theorem 2.1. (i) The operator A deﬁned by (2.1) generates a C0-semigroup eAt
on H.
(ii) The resolvent operator R(,A) can be represented as
R(,A)
[
f
g
]
(x) = Y (x, 0, )
[
Ev(0)
v(0)
]
+
∫ x
0
Y (x, s, )K−1(s)
[
f (s)
g(s)
]
ds,
∀
[
f
g
]
∈ H,
where
Y (x, s, ) =
[
Y1(x, s, ) 0
0 Y2(x, s, )
]
,
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
Y1(x, s, ) = diag{e1(x, s), e2(x, s), . . . , em(x, s)},
ei (x, s) = e−
∫ x
s
d
i ()
−∫ xs ci () di () , i = 1, 2, . . . , m,
Y2(x, s, ) = diag{e1(x, s), e2(x, s), . . . , ek (x, s)},
ej (x, s) = e
− ∫ xs dj ()−∫ xs cj () dj () , j = 1, 2, . . . , k
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and
⎧⎪⎪⎨
⎪⎪⎩
v(0) = H−1()
(
−
∫ 1
0
(D,−I )Y (1, s, )K−1(s)
[
f (s)
g(s)
]
ds
)
,
H() = −DY1(1, 0, )E + Y2(1, 0, ).
(iii) A is a discrete operator, in other words, for any  ∈ (A), R(,A) is compact
on H. Let h() = detH(). Then
(A) = p(A) = {| h() = 0}.
(iv) For each  ∈ (A), all eigenfunctions associated with  can be represented as
Y =
[
Y1(x, 0, )Ev(0)
Y2(x, 0, )v(0)
]
for all nonzero v(0) satisfying H()v(0) = 0.
Let us recall that an entire function F(·) is said to be of exponential type if the
inequality
| F(z) | CeL|z| (2.3)
holds for some positive constants C and L and all complex values of z [22]. A point
z0 ∈ C such that F(z0) = 0 is called a zero of the entire function F. The integer
 such that F(z0) = F ′(z0) = · · · = F ()(z0) = 0 but F (+1)(z0) = 0 is called the
vanishing order of F. We say z0 is a simple zero of F if  = 0, otherwise, it is called
a multiple zero. An entire function of exponential type F is said to be of sine-type if
(see Deﬁnition II.1.27 of [1])
(a) the zeros of F lie in a strip {z ∈ C| |Re z|c} for some c > 0;
(b) there exist constants c1, c2 > 0 and x0 ∈ R such that c1 |F(x0 + iy)|c2 for all
y ∈ R.
The class of sine-type functions was ﬁrst introduced in [13] to deal with problems of
interpolation by entire functions and Riesz basis property of the sets of complex expo-
nentials in L2 space. The distribution of the zeros of sine-type function is characterized
by the following remarkable Proposition 2.1 (see Proposition II.1.28 of [1]).
Proposition 2.1. Let F be a sine-type function. Then the set of its zeros (a multiple zero
is repeated in a number of times of its vanishing order) is a ﬁnite union of separable
sets, that is, there exists an integer M > 0 such that
zeros of F =
M⋃
i=1
˜i , inf
p =q,ip,iq∈˜i
|ip − iq | > 0.
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Consequently, the vanishing orders of a sine-type function at its zeros must be uniformly
bounded.
Theorem 2.2. (i) If either D or E is identical to zero, then (A) = ∅. In such a case,
the semigroup eAt is superstable, that is to say, there exists a t0 > 0 such that eAt = 0
for all t > t0.
(ii) Let h() be given by (iii) of Theorem 2.1. Then there exists an  ∈ R such that
eh() is a sine-type function. As a consequence, the vanishing orders of h at its
zeros are uniformly bounded.
Let us recall that W ∈ D(A) is said to be a generalized eigenfunction of A associ-
ated with the eigenvalue  if there is an integer 1 such that ( − A)W = 0. The
root subspace of A that is denoted by Sp(A), is the closed subspace of H spanned
by all generalized eigenfunctions of A. The integer m(a)() = dim{W | ( − A)W =
0 for some integer } is called the algebraic multiplicity of .  is said to be alge-
braically simple if m(a)() = 1. It is well-known that each eigenvalue of a discrete
operator must have ﬁnite algebraic multiplicity. A nonzero W ∈ D(A) is called an
eigenfunction of A corresponding to the eigenvalue  if ( − A)W = 0. The number
m(g)() = dim{W |( − A)W = 0} is called the geometric multiplicity of .  is said
to be geometrically simple if m(g)() = 1.
Proposition 2.2. The algebraic multiplicities of all eigenvalues of A are uniformly
bounded:
sup
∈(A)
m(a)() < ∞.
By Theorem 2.2, we may assume that
(A) ⊂ { ∈ C| |Re | < d} (2.4)
for some d > 0.
Remark 2.1. It was proved in [16] that m(a)() equals the vanishing order of h at 
but we do not need this fact in this paper.
Theorem 2.3. For any sufﬁciently small  > 0 and any integer , denote by d the
following set:
d = { ∈ C
∣∣ |Re | < d, dist(, (A))}.
Then there exists a constant M = M(, d, ) > 0 depending on , d and  such that
‖R(,A)‖M, ∀  ∈ d . (2.5)
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Corollary 2.1. The spectrum-determined growth condition holds: S(A) = (A), where
S(A) = sup∈(A) Re , (A) = inf{| there exists a C1 such that ‖eAt‖Cet
f or all t0}.
In what follows, we denote by J some set of integers, which may be different in
different cases although they are denoted with the same symbol.
Recall that the sequence {Wi}i∈J is called a basis for H if to each element W ∈ H
corresponds a unique sequence of scalars {ci} such that the series
W =
∑
i∈J
ciWi, (2.6)
is convergent with respect to the norm of H. {Wi}i∈J is called a Riesz basis for H if
(a) span{Wi} = H and
(b) there exist some positive constants m and M such that for an positive integer n
and any numbers ci, i ∈ I, where I is any ﬁnite subset of J , it has
m
∑
i∈I
|ci |2‖
∑
i∈I
ciWi‖2M
∑
i∈I
|ci |2.
A basis {Wi}i∈J of H is called a Riesz basis with parentheses [19] if (2.6) converges
in H after putting some of its terms in parentheses the arrangement of which does not
depend on W. We refer to [22] for more details on Riesz bases.
Theorem 2.4. The following assertions hold:
(a) There exists an ε > 0 such that
(A) =
⋃
p∈J
{pi }N
p
i=1,
where pi = pj whenever i = j , supp Np < ∞, and
inf
p =q,p,q∈J
|pi − qj |ε, ∀ 1 iNp, 1jNq.
(b) The root subspace Sp(A) can be represented as
Sp(A) =
⎧⎨
⎩W | W =
∑
p∈J
Np∑
i=1
IPpi
W
⎫⎬
⎭ , (2.7)
where IPpi denotes the eigen-projection of A corresponding to 
p
i .
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(c) There are constants M1,M2 > 0 such that
M1
∑
p∈J
∥∥∥∥∥∥
Np∑
i=1
IPpi
W
∥∥∥∥∥∥
2
‖W‖2M2
∑
p∈J
∥∥∥∥∥∥
Np∑
i=1
IPpi
W
∥∥∥∥∥∥
2
, ∀ W ∈ Sp(A). (2.8)
The (2.8) just reﬂects the property that there is a set of generalized eigenfunctions
of A, which forms a Riesz basis with parentheses for Sp(A). It is clear that if all
eigenvalues of A are algebraically simple and separable (see Proposition 2.1 for the
deﬁnition of separability) then the Riesz basis with parentheses reduces to the usual
Riesz basis.
Theorem 2.5. The following decomposition holds true:
H = Sp(A) ⊕ M∞(A) (topological direct sum), (2.9)
where
M∞(A) = {W ∈ H| IPpj W = 0, ∀ 1jN
p, p ∈ J }.
Moreover, eAt generates a C0-group on Sp(A).
Corollary 2.2. For any [u0, v0] ∈ H, suppose [u0, v0] decomposes into [u0, v0] =
[u0u, v0u] + [u0s , v0s] ∈ Sp(A) ⊕ M∞(A). Then the solution of (1.1) can be repre-
sented as
[
u(x, t)
v(x, t)
]
=
∑
p∈J
Np∑
i=1
e
p
i t
m(a)(
p
i )∑
j=1
(A − pi )j−1
(j − 1)! t
j−1IPpi
[
u0u
v0u
]
(x)
+eAt
[
u0s
v0s
]
(x). (2.10)
Moreover, the ﬁrst term on the right-hand side of (2.10) converges unconditionally with
parentheses in H for any t0, i.e.,
∑
p∈J
∥∥∥∥∥∥
Np∑
i=1
e
p
i t
m(a)(
p
i )∑
j=1
(A − pi )j−1
(j − 1)! t
j−1IPpi
[
u0u
v0u
]∥∥∥∥∥∥
2
< ∞, ∀t0,
and the second term is zero whenever t > t0 for some t0 > 0.
We indicate that the case of m = k is specially mentioning worthwhile because any
serially connected string equations under linear dissipative joints can be put into the
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form of (1.1) with m = k, C = 0. Moreover, both D and E are invertible. We refer to
[15] for details.
Theorem 2.6. Suppose m = k and det(DE) = 0. Then A generates a C0-group on H
and hence the root subspace of A is complete in H: Sp(A) = H. In this case, there is
a set of generalized eigenfunctions of A, which forms a Riesz basis with parentheses
for H.
3. A preliminary result on Riesz basis with parentheses
In this section, we will give an abstract result on Riesz basis generation for the
generalized eigenvectors of a discrete operator B in a Hilbert space H. The eigenvalues
of B may have features that (a) they are not necessarily algebraically simple; and (b)
they are not necessarily separable as modulus of the eigenvalues become larger. To
do this, we need the help of the basis property of the following family of complex
exponentials in some L2-space:
En(t) = {ent , tent , . . . , tmn−1ent }.
As it was already mentioned in Proposition 2.1 that a scalar sequence of complex
numbers {n|n ∈ J } is called separable if
inf
n=m,n,m∈J
|n − m| > 0. (3.1)
The Riesz basis property of {En(t), n ∈ J } in L2(0, T ) for some T > 0 has been
studied extensively by former Soviet mathematicians (Levin, Pavlov, Nikolskiˇi and many
others). The necessary and sufﬁcient conditions are already available in literature for
the case that {n} are separable [1,10,22]. When {n} are not separable, the generalized
divided difference introduced in [2,3] has turned out a powerful tool in studying the
Riesz basis property of {En(t)} in L2-space.
Deﬁnition 3.1. Let k, k = 1, 2, . . . , N, be arbitrary complex numbers (not necessarily
different). The generalized divided difference (GDD) of order zero of the function et
corresponding to the point 1 is deﬁned as [1](t) = e1t . GDD of the order n−1, nN
of et corresponding to {k, k = 1, 2, . . . , n} is deﬁned by
[1, 2, . . . , n](t) =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
[1, 2, . . . , n−1](t) − [2, 3, . . . , n](t)
1 − n , 1 = n,


[, 2, . . . , n−1](t)
∣∣∣∣
=1
, 1 = n.
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The following formula is valid:
[1, 2, . . . , n](t) =
∫ 1
0
d1
∫ 1
0
d2 · · ·
∫ n−2
0
dn−1tn−1
×et[1+1(2−1)+···+n−1(n−n−1)] (3.2)
and hence if Re nRe n−1 · · · Re 1 then
|[1, 2, . . . , n](t)| tn−1eRe 1t , ∀ t0. (3.3)
Let us indicate a few facts that may help us to understand the function of GDD. If
i = , i = 1, 2, . . . , n, then
[1, 2, . . . , i](t) = t i−1et , 1 in.
Generally, if there are m different elements in {1, 2, . . . , n}, let us say, {1, 2, . . . , n}
= {1, 2, . . ., m}, i = j whenever i = j, 1 i, jm. Suppose each k repeats nk
times:
∑m
k=1 nk = n. Then Lemma 3.1 of [2] claims that the GDD [1, 2, . . . , n](t)
is a linear combination of functions tj−1ek t (1jnk, 1km), and the coefﬁ-
cients of the leading terms tnk−1ek t are not equal to zero. The latter in return im-
plies that for any 1kn, tk−1et ,  = 1, 2, . . . , m is also a linear combination
of [1](t), [1, 2](t), . . . , [1, 2, . . . , n](t). Summarizing, we have the following
proposition.
Proposition 3.1. Let {1, 2, . . . , n} = {1, 2, . . . , m}, i = j whenever i = j ,
1 i, jm and each j repeats nj times:
∑m
j=1 nj = n. Then any 	(t) =
m∑
j=1
ej t
nj∑
i=1
aij t
i−1 can be represented as
	(t) =
n∑
i=1
Gi[1, 2, . . . , i](t)
where G1 = ∑mj=1 a1j .
Let  = {k}k∈J be a sequence of C satisfying |Re k| < ∞. Suppose each k
appears in  at most ﬁnite times and  has no ﬁnite accumulation points. Then  can
be ordered in such a way that {Im k} form a nondecreasing sequence. Suppose further
that each k is repeated in a number of time of its appearance in , and  is a union
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of N separable sets {}:  = ⋃N=1 . Deﬁne
D+() = lim
r→∞
n+(r)
r
,
where
n+(r) = sup
x∈R
{ the number of Im() ∩ [x, x + r)}.
It is evident (see e.g. Proposition 1 of [9]) that
D+() < ∞. (3.4)
For any  ∈ C, denote by D(r) a disk with center  and radius r. Let Gp(r), p ∈ J , be
the connected components of the union ∪∈D(r) and write p(r) = {j,p} to be the
subsequence of  in Gp(r): p(r) = ∩Gp(r). Let  = min1N [infa,b∈,a =b |a−
b|]. Then Lemma 1 of [3] says that for any r < r0 = /(2N), the number of p(r) is
less than or equal to N. Set
p(r) = {j,p}, j = 1, 2, . . . ,Mp(r), Mp(r)N. (3.5)
Denote by
εp(, r) = {[1,p], [1,p, 2,p], . . . , [1,p, 2,p, . . . , Mp,p]}
the family of GDD corresponding to p(r). Then we have the following Proposition
3.2 that is a partial result of Theorem 3 of [3].
Proposition 3.2. Assume  = {k}k∈J is deﬁned as above. Then for any 2
D+() <
T < ∞, the family {εp(, r), p ∈ J } constitutes a Riesz basis in the closed subspace
of L2(0, T ) spanned by itself.
With these preliminaries, we come to an abstract result that links the Riesz basis
property of GDD family produced by the eigenvalues of the system operator in L2-space
with the Riesz basis property of the generalized eigenvectors of the system operator in
its root subspace.
The following Lemma 3.1 generalizes Lemma 1 of [21].
Lemma 3.1. Let H be a separable Hilbert space. Suppose {en(t)}n∈J form a Riesz
basis for the closed subspace spanned by itself in L2(0, T ), T > 0. Then for any
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	(t) = ∑n∈J en(t)	n ∈ L2(0, T ;H), there exist constants C1, C2 > 0 such that
C1
∑
n∈J
‖	n‖2H‖	‖2L2(0,T ;H)C2
∑
n∈J
‖	n‖2H. (3.6)
Proof. Let {n} be an orthonormal basis {n} for H. For almost all t ∈ [0, T ], expand
	(t) as
	(t) =
∑
n∈J
〈	(t),n〉Hn.
Then
‖	(t)‖2H =
∑
n∈J
|〈	(t),n〉H|2 for almost all t ∈ [0, T ]. (3.7)
Since for any m ∈ J , 〈	(t),m〉H ∈ span{en(t)}n∈J , it follows that
〈	(t),m〉H =
∑
n∈J
〈	n,m〉Hen(t), ∀ m ∈ J in L2(0, T ). (3.8)
By the assumption, there exist constants C1, C2 > 0 depending on {en(t)} such that
C1
∑
n∈J
|〈	n,m〉H|2
∫ T
0
|〈	(t),m〉H|2 dtC2
∑
n∈J
|〈	n,m〉H|2. (3.9)
It then follows from (3.7) and (3.9) that
C1
∑
m∈J
∑
n∈J
|〈	n,m〉H|2 
∑
m∈J
∫ T
0
|〈	(t),m〉H|2 dt
=
∫ T
0
‖	(t)‖2H dtC2
∑
m∈J
∑
n∈J
|〈	n,m〉H|2. (3.10)
Eq. (3.6) then follows from (3.10) and the fact of following:
	n =
∑
m∈J
〈	n,m〉Hm, ‖	n‖2 =
∑
m∈J
|〈	n,m〉H|2. (3.11)
The proof is complete. 
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Suppose B is a discrete operator in a separable Hilbert space H, and B generates
a C0-semigroup on H. Assume (B) = ⋃
p∈J
(p),(p) = {pj }N
p
j=1, Re 
p
1 Re 
p
2 ≥
· · · Re pNp , pj = pi whenever i = j . Assume that each pj has algebraic multiplicity
m
p
j , and there exists an N > 0 such that sup
p
{Np,max1 jNp mpj }N . Set m˜p0 = 0,
m˜
p
l =
l∑
q=1
m
p
q , l = 1, . . . , Np. Arranging (p) again by taking the multiplicity into
account, we obtain a new set p = {{p
i+m˜pj−1
}m
p
j
i=1}N
p
j=1
p
i+m˜pj−1
= pj , 1 impj , 1jNp. (3.12)
Therefore, (B) = ∪p∈Jp. Construct the family of GDD of the following:
Ep(t) = {[p1 ](t), [p1 , p2 ](t), . . . , [p1 , p2 , . . . , pm˜p
Np
](t)}. (3.13)
Theorem 3.1. If there exists a T > 0 such that the family of GDD {Ep(t)}p∈J deﬁned
by (3.13) forms a Riesz basis for the closed subspace spanned by itself in L2(0, T ),
then
(a) The root subspace satisﬁes
Sp(B) = S∞(B), where S∞(B) =
⎧⎨
⎩x ∈ H|x =
∑
p∈J
Np∑
j=1
IPpj
x
⎫⎬
⎭ (3.14)
and IPpj denotes the eigen-projection of B corresponding to the eigenvalue 
p
j .
(b) There exists a constant M1 > 0 such that
M1
∑
p∈J
∥∥∥∥∥∥
Np∑
j=1
IPpj
x
∥∥∥∥∥∥
2
‖x‖2M−11
∑
p∈J
∥∥∥∥∥∥
Np∑
j=1
IPpj
x
∥∥∥∥∥∥
2
, ∀ x ∈ S∞(B). (3.15)
(c) The spectrum-determined growth condition holds in the sense that s(B) = S(B)
where
s(B) = inf{| there exists M > 1 such that supx∈S∞(B),‖x‖=1 ‖eBtx‖Met },
S(B) = sup∈(B) Re .
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Proof. We ﬁrst prove (3.15). Since B generates a C0-semigroup, there are constants
M, > 0 such that
‖eBt‖Met , ∀t0.
Take x0 ∈ S∞(B), x0 = ∑p∈J ∑Npj=1 IPpj x0, to ﬁnd
eBtx0 =
∑
p∈J
Np∑
j=1
e
pj t
m
p
j∑
i=1
(B − pj )i−1
(i − 1)! t
i−1IPpj x0 =
∑
p∈J
Np∑
j=1
e
pj t
m
p
j∑
i=1
a
p
ij t
i−1, (3.16)
where apij =
(B − pj )i−1
(i − 1)! IPpj x0. By Proposition 3.1, we can write, in terms of GDD
{[p1 , p2 , . . . , pi+m˜pj−1 ](t)}, that
eBtx0 =
∑
p∈J
Np∑
j=1
m
p
j∑
i=1
G
p
i+m˜pj−1
(x0)[p1 , p2 , . . . , pi+m˜pj−1](t). (3.17)
By assumption and Lemma 3.1, there are constants C1, C2 > 0 such that
C1
∑
p∈J
Np∑
j=1
m
p
j∑
i=1
‖Gp
i+m˜pj−1
(x0)‖2 
∫ T
0
‖eBtx0‖2 dt
 C2
∑
p∈J
Np∑
j=1
m
p
j∑
i=1
‖Gp
i+m˜pj−1
(x0)‖2. (3.18)
In particular,
C1
∑
p∈J
‖Gp1 (x0)‖2 = C1
∑
p∈J
∣∣∣∣∣∣
∣∣∣∣∣∣
Np∑
j=1
IPpj
x0
∣∣∣∣∣∣
∣∣∣∣∣∣
2

∫ T
0
‖eBtx0‖2 dtM
2
2
(e2T − 1)‖x0‖2. (3.19)
Since S∞(B) ⊂ S∞(B) is dense in S∞(B), (3.19) holds for all x0 ∈ S∞(B). Setting
M1 = C1 2
M2
(e2T − 1)−1 we obtain the left-hand side inequality of (3.15). Next, note
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that Sp(B) ⊂ S∞(B) is dense in S∞(B) and Sp(B) is an invariant subspace of eBt
in H, and so is S∞(B) for eBt in H. Consider the adjoint operator B+ of B|S∞(B) in
S∞(B) where B|S∞(B) denotes the restriction of B to the closed subspace S∞(B) in
H. Along the same line that are just proved for B above, we obtain
M1
∑
p∈J
∣∣∣∣∣∣
∣∣∣∣∣∣
Np∑
j=1
IP ∗pj
x
∣∣∣∣∣∣
∣∣∣∣∣∣
2
‖x‖2, ∀ x ∈ S∞(B+), (3.20)
where IP ∗
pj
denotes the adjoint of IPpj . Now, for any x0 ∈ S∞(B), x0 =
∑
p∈J
∑Np
j=1
IPpj
x0, it follows from (3.20) that
‖x0‖2 =
〈∑
p∈J
Np∑
j=1
IPpj
x0, x0
〉
=
∑
p∈J
〈
Np∑
j=1
IPpj
x0,
Np∑
j=1
IP ∗pj
x0
〉

⎛
⎜⎝∑
p∈J
∥∥∥∥∥∥
Np∑
j=1
IPpj
x0
∥∥∥∥∥∥
2
⎞
⎟⎠
1/2⎛
⎜⎝∑
p∈J
∥∥∥∥∥∥
Np∑
j=1
IP ∗pj
x0
∥∥∥∥∥∥
2
⎞
⎟⎠
1/2

⎛
⎜⎝∑
p∈J
∥∥∥∥∥∥
Np∑
j=1
IPpj
x0
∥∥∥∥∥∥
2
⎞
⎟⎠
1/2
M
−1/2
1 ‖x0‖,
and hence
‖x0‖2M−11
∑
p∈J
∥∥∥∥∥∥
Np∑
j=1
IPpj
x0
∥∥∥∥∥∥
2
.
This is the inequality of the right-hand side of (3.15) by the density argument.
Now we turn to the proof of (3.14). Since Sp(B) is dense in S∞(B), it sufﬁces to
show that S∞(B) is closed in H. By virtue of Theorem 3.5 on p. 63 of [14], this is
equivalent to showing that there exists an M0 > 0 such that
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
p∈I
Np∑
j=1
IPpj
z
∣∣∣∣∣∣
∣∣∣∣∣∣
2
M0‖z‖2, ∀ z ∈ S∞(B),
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where I is any ﬁnite set of J . For any z ∈ S∞(B), let x = ∑p∈I N
p∑
j=1
IPpj
z. Then
Np∑
j=1
IPpj
x =
Np∑
j=1
IPpj
z. From (3.15)
M21‖x‖2M1
∑
p∈I
∣∣∣∣∣∣
∣∣∣∣∣∣
Np∑
j=1
IPpj
x
∣∣∣∣∣∣
∣∣∣∣∣∣
2
= M1
∑
p∈I
∣∣∣∣∣∣
∣∣∣∣∣∣
Np∑
j=1
IPpj
z
∣∣∣∣∣∣
∣∣∣∣∣∣
2
‖z‖2, ∀ z ∈ S∞(B),
and hence
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
p∈I
Np∑
j=1
IPpj
z
∣∣∣∣∣∣
∣∣∣∣∣∣
2
M−21 ‖z‖2, ∀ z ∈ S∞(B).
Eq. (3.14) then follows. Finally, since Re p1 Re p2  · · · Re pi+m˜pj−1 , it follows from
(3.3) that
|[p1 , p2 , . . . , pi+m˜pj−1 ](t)| t
NeS(B)t , ∀ t1. (3.21)
Combining (3.15)–(3.17) and (3.21) yields
‖eBtx0‖2  M−11
∑
p∈J
∣∣∣∣∣∣
∣∣∣∣∣∣
Np∑
j=1
IPpj
eBtx0
∣∣∣∣∣∣
∣∣∣∣∣∣
2
= M−11
∑
p∈J
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
Np∑
j=1
e
pj t
m
p
j∑
i=1
(B − pj )i−1
(i − 1)! t
i−1IPpj x0
∣∣∣∣∣∣∣
∣∣∣∣∣∣∣
2
= M−11
∑
p∈J
∥∥∥∥∥∥∥
Np∑
j=1
m
p
j∑
i=1
G
p
i+m˜pj−1
(x0)[p1 , p2 , . . . , pi+m˜pj−1 ](t)
∥∥∥∥∥∥∥
2
 M−11
∑
p∈J
Np∑
j=1
m
p
j∑
i=1
‖Gp
i+m˜pj−1
(x0)‖2Nt2Ne2S(B)t , ∀ x0 ∈ S∞(B).
(3.22)
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For any x ∈ S∞(B), letting x0 =
Np∑
j=1
IPpj
x ∈ S∞(B), p ∈ J in (3.18), we obtain
C1
Np∑
j=1
m
p
j∑
i=1
‖Gp
i+m˜pj−1
(x)‖2 = C1
Np∑
j=1
m
p
j∑
i=1
‖Gp
i+m˜pj−1
(x0)‖2
∫ T
0
‖eBtx0‖2 dt
 M
2
2
(e2T − 1)
∣∣∣∣∣∣
∣∣∣∣∣∣
Np∑
j=1
IPpj
x
∣∣∣∣∣∣
∣∣∣∣∣∣
2
, ∀ x ∈ S∞(B).
(3.23)
It then concluded from (3.22), (3.23) and (3.15) that
‖eBtx0‖2Ct2Ne2S(B)t
∑
p∈J
∣∣∣∣∣∣
∣∣∣∣∣∣
Np∑
j=1
IPpj
x0
∣∣∣∣∣∣
∣∣∣∣∣∣
2
CM−11 t2Ne2S(B)t‖x0‖2, ∀ x0 ∈ S∞(B)
for some constant C. This is the required (c) of Theorem 3.1 after combining a trivial
fact that S(B)s(B). 
Theorem 3.2. Suppose all conditions of Theorem 3.1 are satisﬁed. Then
(i) The space H has the decomposition:
H = Sp(B) ⊕ M∞(B) (topological direct sum), (3.24)
where
M∞(B) = {x ∈ H| IPpj x = 0, ∀ 1jN
p, p ∈ J }. (3.25)
(ii) The space H has the decomposition:
H = Sp(B) ⊕ M∞(B) (topological direct sum)
if and only if
sup
I
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
p∈I
Np∑
j=1
IPpj
∣∣∣∣∣∣
∣∣∣∣∣∣ < ∞,
where again I is any ﬁnite set of J .
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Proof. Obviously, both Sp(B) and M∞(B) are eBt -invariant closed subspaces of H and
Sp(B)∩M∞(B) = {0}. Let B∗ be the adjoint operator of B in H. Then all conclusions
of Theorem 3.1 are still valid for B∗. It then follows from Lemma 5 on p. 2355 of
[5] that
H = Sp(B∗) ⊕ M∞(B) = Sp(B) ⊕ M∞(B∗) (orthogonal sum).
For any x ∈ H, x⊥Sp(B) ⊕ M∞(B). Hence x⊥Sp(B), x⊥M∞(B) and x ∈ M∞(B∗)∩
Sp(B∗) = {0}. This is the (i). As for the (ii), we write IPp = ∑Npj=1 IPpj . Then IPp
is also a projection and IPpx = 0 if and only if IPpj x = 0 for all 1jN
p
. The
sufﬁciency of the (ii) then follows from Theorem 3.5 on p. 63 of [14].
On the other hand, since the projection IP from H to Sp(B) along M∞(B) is a
bounded operator, by Theorem 12.2 on p. 247 of [20], for any x ∈ H, IPx ∈ Sp(B),
it follows from (3.14) and (3.15) that
∣∣∣∣∣∣
∣∣∣∣∣∣
∑
p∈I
Np∑
j=1
IPpj
x
∣∣∣∣∣∣
∣∣∣∣∣∣
2
=
∥∥∥∥∥∥
∑
p∈I
Np∑
j=1
IPpj
IP x‖2M−11
∑
p∈I
‖
Np∑
j=1
IPpj
IP x
∥∥∥∥∥∥
2
 M−21 ‖IPx‖2M−21 ‖IP ‖2‖x‖2.
Therefore
∥∥∥∥∥∥
∑
p∈I
Np∑
j=1
IPpj
∥∥∥∥∥∥ M−11 ‖IP ‖.
The proof is complete. 
Remark 3.1. Some results of this section for B generating a C0-group were reported
in [8].
4. The proofs of main results
Proof of Theorem 2.2. The ﬁrst part of (i) follows immediately from the deﬁnition of
H() and the (iii) of Theorem 2.1. As for the superstability, it is clear from the (ii) of
Theorem 2.1 that for any W = [f, g] ∈ H R(,A)W is a H-valued entire function
of exponential type, in other words,
‖R(,A)W‖Met0||‖W‖, ∀ W ∈ H
for some positive constants M, t0 and all complex values of . Since there exists an
 ∈ R so that sup>
∫
R ‖R(+ i,A)W‖2d < ∞ for every W ∈ H, it follows from
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the Paley–Wiener theorem [22, Theorem 18, p. 101] that for any W ∈ H, there exists
a H-valued function 	w in L2(−t0, t0) so that
R(, A)W =
∫ t0
−t0
e−t	w(t) dt.
On the other hand, it always holds
R(, A)W =
∫ ∞
0
e−t eAtW dt, ∀Re  > , W ∈ H.
By the uniqueness of the Laplace transform, we have eAtW = 0 for all t > t0, proving
the second part of (i). Now we turn to the (ii). Notice that h() = detH() is an
exponential polynomial [15,17]
h() =
m∑
i=1
bie
i (4.1)
for some integer m, constants bi = 0 and different real numbers i , i = 1, 2, . . . , m.
Suppose without loss of generality that
1 = max
1 im
i , m = min
1 im
i .
Then
lim
Re →+∞
|e−1h()| = |b1| > 0, lim
Re →−∞
|e−mh()| = |bm| > 0. (4.2)
Therefore, there exists a d > 0 such that h() = 0 as |Re | > d , which yields (2.4).
Moreover, setting  = −1, it is clear by deﬁnition that eh() is a sine-type function.
This completes the proof. 
Proof of Proposition 2.2. It follows from a general formula on p. 148 of [15] that
m(a)()p · m(g)(),
where p is the order of pole of R(,A) at . On the one hand, the (i) of Theorem
2.1 asserts that p does not exceed the vanishing order of h at , which is bounded
from Theorem 2.2. On the other hand, it follows from the (iv) of Theorem 2.1 that
m(g)()k. Therefore, m(a)() are bounded in  ∈ (A), proving the result. 
In order to prove Theorem 2.3, we need the following Lemma 3.1 which is the
Lemma 6.10 on p. 328 of [15].
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Lemma 3.1. Let h be given by (4.1). Then for all  satisfying dist(, (A)) > 0,
Re , where , ,  are given constants, there exists a constant C > 0 depending
on , ,  such that
|h()|C. (4.3)
Proof of Theorem 2.3. We use the representation of R(,A) in the (ii) of Theorem
2.1 with W = [f, g]. First, by virtue of the Riemann–Lebesgue lemma, we have
lim
∈d ,||→∞
∫ x
0
Y (x, s, )K−1(s)W(s) ds = 0, ∀ x ∈ [0, 1].
By Lemma 3.1, it follows that there exists a constant 1 > 0 such that
|h()|1 > 0, ∀  ∈ d . (4.4)
Note that
H−1() = H1()
h()
,
where H1() is the matrix whose entries consist of algebraic cofactors of H(). Hence
each entry of H1() is of some exponential polynomial
∑p
j=1 cj ej with some con-
stants cj , real numbers j and integer p. Therefore, all entries of H1() are uniformly
bounded relative to  in d . It then follows from (4.4) that there exists a C1 > 0 such
that
‖H−1()‖CkC1, ∀  ∈ d .
Finally, since for  ∈ d , all entries of Y (1, s, ) and Y (x, 0, ) are uniformly bounded
for all s, x ∈ [0, 1] and  ∈ d , one can ﬁnd a constant C2 > 0 such that
‖v(0)‖C2‖W‖,
where v(0) is determined in the (ii) of Theorem 2.1 and C2 is independent of W.
Therefore,
‖R(,A)W‖M‖W‖, ∀  ∈ d , W ∈ H
for some constant M, proving the required result. 
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The following proof of the spectrum-determined growth condition for A, which
greatly simpliﬁes the original proof in [12,15,17], is a consequence of Theorem 2.3.
Proof of Corollary 2.1. We shall establish the estimate step-by-step. First, by the
Hille–Yosida theorem, it follows that for any small  > 0 in Theorem 2.3, there exists
a constant M > 1 such that
‖R(,A)‖ M
Re − (A) − M, ∀ Re (A) + + 1.
If we take  large enough so that d > (A) + + 1 in Theorem 2.3, then it follows
from Theorem 2.3 that
‖R(,A)‖M, ∀  ∈ d
for some constant M. This implies that
sup
S(A)+Re (A)++1
‖R(,A)‖M.
Therefore
sup
Re S(A)+
‖R(,A)‖ max{M,M}.
Sine  is arbitrary small, it concludes that S(A) = (A) (see e.g. Corollary 3.40 of
[15]). 
Denote (A) = {n}n∈J . Since each n is of algebraic multiplicity ma(n), we have
a set of complex exponentials in terms of the eigenvalues of A:
En(t) = {ent , tent , . . . , tma(n)−1ent }, n ∈ J .
Proof of Theorem 2.4. By Proposition 2.2, it has
sup
n∈(A)
m(a)(n) < ∞. (4.5)
Furthermore, by Proposition 2.1 and the (ii) of Theorem 2.2, the eigenvalues of A can
be decomposed into a ﬁnite union of separable sets (a multiple eigenvalue is repeated
in a number of time of its algebraic multiplicity).
eigenvalues of A =  =
N⋃
n=1
n, inf
i =j,i ,j∈n
|i − j | > 0, ∀ 1nN. (4.6)
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Let  = min1nN inf i =j,i ,j∈n |i − j | > 0. Then for any r < r0 = /(2N),
by the discussions in Section 3, there exist p = {pj }N
p
j=1, NpN,p ∈ J , the p-th
connected component of intersection of  with
⋃
n∈J Dn(r), such that
(A) =
⋃
p∈J
p. (4.7)
We may assume without loss of generality that {n} are arranged for Im n to be
nondecreasing for each p ∈ J and Re p1 Re p2  · · · Re N
p
p . Construct a family
of GDD of the following:
Ep(, r) = {[p1 ](t), [p1 , p2 ](t), . . . , [p1 , p2 , . . . , N
p
p ](t)}, p ∈ J .
It is known from (3.4) that D+() < ∞. By Proposition 3.2, for any T > 2
D+(),
the family of GDD {Ep(, r)}p∈J forms a Riesz basis in the closed subspace spanned
by itself in L2(0, T ). Since NpN , all conditions of Theorem 3.1 are satisﬁed. The
the assertions are hence concluded. 
In order to prove Theorem 2.5, we need the following lemma that was reported in
[21].
Lemma 4.2. Let B be the generator of a C0-semigroup in a Hilbert space H. Assume
that B is a discrete operator in H and for  ∈ (B), R(, B) is of the form
R(, B)x = G()x
F ()
, ∀ x ∈ H
where for each x ∈ H, G()x is a H-valued entire function with order less than or equal
to 1 and F() is a scalar entire function of order 2. Let  = max{1, 2} < ∞ and
choose an integer n so that n−1 < n. If there are n+1 rays j , j = 0, 1, 2, . . . , n,
on the complex plane satisfying
arg 0 =


2
< arg 1 < arg 2 · · · < arg n =
3

2
with
arg j+1 − arg j 


n
, 0jn − 1
so that R(, B)x is bounded on each ray j , 0 < j < n as || → ∞ for any x ∈ H,
then Sp(B) = H.
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Proof of Theorem 2.5. Let d be the constant in Theorem 2.3 and take  < d. Set
B = A + (n + 1)d. Then
(B) ⊂ { ∈ C| d < Re  < (2n + 1)d}, sup
|Re |
‖R(,B)‖ < ∞.
By the spectral mapping theorem [18], ep(B) ⊂ p(eB) ⊂ ep(B) ∪ {0} ⊂ {| ed <
|| < e(2n+1)d} ∪ {0}. Since (B) = p(B) and the generalized eigenfunctions of
B corresponding to  are those of eB corresponding to e, we have that Sp(B) ⊂
rang(I −IP ) where I −IP is the spectral projection of eB corresponding to {| || > 1}.
On the other hand, it follows from the Gearhart and Herbst’s theorem (Corollary 5.2
of [12]) that B is hyperbolic, that is to say, H decomposes into two closed subspaces
Hu and Hs such that
H=Hu ⊕ Hs = (I − IP )H ⊕ IPH (topological direct sum),
eBtHu ⊂ Hu, eBtHs ⊂ Hs ,
where eBt extends to a C0-group on Hu. Moreover, the restriction of eBt on Hs is an
exponentially stable C0-semigroup. The preceding discussions show that Sp(B) ⊂ Hu.
However, since B generates a C0-group on Hu, we have, by the Hille–Yosida theorem,
that
‖R(,B)‖Hu → 0 as || → +∞.
Taking 2 =  = 1, n = 2, 1 = {| arg  = 
} and noticing the representation of
R(,A) in the (i) of Theorem 2.1, we see that all conditions of Lemma 4.2 are
satisﬁed for B in Hu. Therefore, the root subspace of B is complete in Hu: Sp(B) =
Hu, which implies that Sp(A) = Hu because Sp(B) = Sp(A). Furthermore, since
(A) = (A|Sp(A)) ∪ (A|Hs ), it follows that (A|Hs ) = ∅. Therefore, for any W ∈
Hs , R(,A)W is an entire function. By Lemma 6 on p. 2296 of [5], it follows that
Hs ⊂ M∞(A). Therefore, Hs = M∞(A). 
Proof of Corollary 2.2. The ﬁrst term on the right-hand side of (2.10) comes from
(2.7). As for the second assertion, it must be shown that R(,A)W is an entire function
of exponential type for any W ∈ M∞(A). We accomplish the proof step by step.
Applying the Hille–Yosida theorem leads to the fact that there are positive constants
C1,D1,1 such that
‖R(,A)‖C1eD1|| as Re 1.
From the second limit of (4.2), it is easy to see that there exists a small constant ε > 0
such that
1
|h()|
|e−m|
|bm| − ε , ∀ Re  < −2
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for some constant 2 > 0. Hence by the representation of R(,A) in the (ii) of
Theorem 2.1, we obtain
‖R(,A)‖C2eD2|| as Re  − 2
for some constants C2,D2. Now, for any W ∈ M∞(A), since R(,A)W is an entire
function, Theorem 2.3 and the maximum modulus principle of analytic functions imply
that there exists a constant C3 > 0 such that
‖R(,A)W‖C3, −2Re 2.
Therefore R(,A)W is an entire function of exponential type. Since eAt is exponen-
tially stable on M∞(A), we have
∫
iR
‖R(,A)W‖ d < ∞.
Once again apply the Paley–Wiener Theorem as in the proof of Theorem 2.2 to conclude
that eAtW = 0 for all t > t0 for some t0 > 0. 
Proof of Theorem 2.6. Since m = k and det(DE) = 0, both D−1 and E−1 exist. Let
u˜(x, t) = u(x,−t), v˜(x, t) = v(x,−t).
Then (u˜, v˜) still satisﬁes Eq. (1.1):
⎧⎨
⎩

t
[
u˜(x, t)
v˜(x, t)
]
− K(x) x
[
u˜(x, t)
v˜(x, t)
]
− C(x)
[
u˜(x, t)
v˜(x, t)
]
= 0, 0 < x < 1, t > 0,
u˜(1, t) = D−1v˜(1, t), v˜(0, t) = E−1u˜(0, t).
(4.8)
Changing the positions of u˜ and v˜, we see from Theorem 2.1 that system (4.8) associates
with a C0-semigroup on H. Hence, A generates a C0-group on H. In light of the Hille–
Yosida theorem, it has
‖R(,A)‖ → 0 as || → +∞.
Taking 2 =  = 1, n = 2, 1 = {| arg  = 
} and noticing the representation of
R(,A) in the (i) of Theorem 2.1, we see that all conditions of Lemma 3.2 are
satisﬁed. The result follows. 
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