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Abstract
The influence of quantum tunnelling on double hydrogen transfers within DNA base 
pairs is investigated by solving the time-dependent Schrodinger equation (TDSE) for 
a one-dimensional double well potential, whilst accounting for environment coupling. 
The energies of the canonical (standard, amino-keto) and tautomeric (non-standard, 
imino-enol) charge-neutral forms of the adenine-thymine base pair (A-T and A*-T*, 
respectively) are calculated using density functional theory. These compare favourably 
to results in existing literature. The reaction pathway is also calculated using a tran­
sition state search to provide the barrier height and shape, and these are combined to 
create the potential using a polynomial fit. It is found that tunnelling is very unlikely 
to be a significant mechanism for the creation of adenine-thymine tautomers within 
DNA, with the anti-Zeno effect from environment coupling only being able to boost 
the tunnelling probability at any given time to ~2 x 10“ .^ This is barely increased 
when varying several parameters, such as barrier height, potential asymmetry, and 
mass (kinetic isotope effect).
In addition, the general effect on a quantum system by its surrounding environment is 
explored. A novel comparison between two distinct methods of environment coupling 
- dissipation (via the addition of a Lindblad term to the master equation) and von 
Neumann measurements - is performed. This is done using a simpler model of benzoic 
acid dimer, where it is shown that the two methods describe the same physical process 
of decoherence and can be thought of as equivalent until the link between them breaks 
down at high temperatures and measurement frequencies.
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Chapter 1
Introduction
1.1 Quantum Biology
Biology and quantum mechanics are not traditionally seen as closely related subjects 
but an increasing number of biological phenomena are thought to be influenced, or 
even initiated, by quantum mechanics, particularly where scientists struggle to entirely 
explain those phenomena using classical approaches. Ever since Erwin Schrodinger’s 
book “What is life?” first published in 1944 and based on his lecture series from the 
previous year, scientists have been moved to probe deeper into the understanding of 
the role of quantum mechanics within life itself. Schrodinger concluded that quantum 
mechanics must, at some level, have influence in the biological world. Along with his 
achievements in quantum physics, he can be also considered one of the fathers of the 
emergent discipline of quantum biology. However, it wasn’t until the 1990s and 2000s 
that research into quantum effects in biological systems began to grow, and it could 
be argued that it has developed into a field in its own right only over the past few 
years as a result of several key findings that are discussed in this chapter, and which 
researchers hope will lead to many scientific and technological breakthroughs in the 
years to come .
In the quantum world, all systems are described as wave functions, or probability 
amplitudes. A particle is not in a fixed, definite, location in space, but is instead in 
a rather fuzzy state such that at any given time, a position measurement will give a 
certain probability of finding it in a specific location. One important consequence of 
this behaviour is the ability of a particle to overcome potential barriers despite not
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having enough energy, classically, to do so (a process known as tunnelling). Quantum 
environments tend to exist at the nanometre scale and below, which would seem to be 
far smaller than the scale of the biological w o r l d b u t  the two subjects are believed 
to intertwine in areas such as magneto-reception in animals , photosynthesis , 
evolution and, potentially, even the origin of life^^ l^ It is possible that quantum 
mechanics has an impact on a great deal of phenomena in the natural world but it 
could also be that the quantum world only overlaps with the biological world on rare 
occasions. Indeed, it is logical to assume that nature has found solutions, if they 
exist, using the rules of the quantum world during the evolutionary process; we know 
that quantum systems can be more efficient than their classical counterparts in areas 
such as computing and if quantum-based solutions are more efficient at important 
biological processes, then natural selection should have ensured their survival. In any 
case, if quantum effects are exploited in biology, for example in photosynthesis, then 
understanding how this is done could accelerate research in areas such as solar cell 
technology Table 1.1 provides a summary of the types of quantum effects that are 
found in biological processes, which are discussed in the remainder of this section.
Table 1.1 Quantum Phenomena in Biology
Biological Process Summary
Enzyme Catalysis Enzyme-enhanced coupled motion and quantum tun­
nelling by ketosteroid isomerase; hydride-transfer reac­
tions by alcohol dehydrogenase and xylose isomer ase; 
kinetic isotope effect in alcohol dehydrogenase com­
pounded by proton tunnelling. [^ 2-14]
Photosynthesis Vibration-assisted energy transfer benefits from non- 
classical fluctuations at room temperature; quantum 
entanglement within light-harvesting complexes; long- 
lived quantum coherence playing an important part 
in energy transfer processes within the photosynthetic 
complex; electron tunnelling.
Magnetoreception Quantum coherence in biological environments; quan­
tum entanglement of radical pair spin states. [20-22]
Respiration Electron tunnelling in complex I (a key enzyme in the 
respiratory electron transport chain).[^^^
Olfaction Vibrationally-assisted inelastic electron tunnelling in ol­
factory reception. [2^ -26]
1.1 Quantum Biology
One of the more interesting areas of research within “quantum biology” so far has 
been on mutation in It has been proposed that quantum mechanics and
environmental effects influence hydrogen bonds in DNA which can lead to DNA 
pair mismatches and thus mutations. It is therefore possible that quantum biology 
could become significant in the future of genetics research, which in turn could be 
important in many other areas such as health and genetic engineering.
It has been thought for decades that quantum physics plays a role in some enzyme- 
catalysed reactions , whereby protons tunnel from one molecule to another, and it 
is now generally agreed that this is the case. Whether this is simply a by-product or 
necessity of enzymatic processes and has no real meaning, or is a fine-tuned evolution­
ary advance to ensure their catalysing abilities, is still debated. An example of this 
was reported by Cha et al. in 1989: the kinetic isotope effect (whereby replacing a 
hydrogen atom with a deuterium atom alters the chemical reaction rate) was seen in a 
yeast enzyme known as alcohol dehydrogenase (ADH) . This would occur classically 
but the predicted rate of change was different from the results obtained, indicating 
that quantum tunnelling was also factor and that it compounded the rate change. On 
the other hand, Doll et al. showed in 2003 that another enzyme-catalysed reaction 
exhibits no more or less quantum tunnelling whether the enzyme is present or not, 
suggesting that the tunnelling element of the process has little importance . This 
area of research has possible implications for biochemical synthesis, for example.
A hypothesis has been brought forward explaining how sense of smell might rely 
somewhat on quantum tunnelling too^^^l Olfaction, the sense of smell, relies on a 
lock-and-key mechanism whereby different molecules only fit into certain receptors 
due to their shape. Chemical reactions are initiated by this binding process, which 
results in signals being sent to the brain that are interpreted as smell. However, 
more recent studies show that shape alone doesn’t determine which molecules induce 
certain chemical reactions. Experimental data show that molecules that have similar 
configurations and shapes, but have sufficiently different vibrational modes, do not 
smell the same, which one would expect if the lock-and-key mechanism relied on 
shape alone. A possible mechanism for “sensing” the vibrational energy spectrum of 
a chemical is vibrationally-assisted inelastic electron tunnelling, where the chemical 
bond between acceptor and donor molecules causes an energy shift favourable for 
electron transfer. The standard and deuterated versions of the organic compound 
acetophenone, for example, are identical in shape, yet have different smells
A further example that sheds some light on this is the pair of chemicals called octanol
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and citronellyl nitrile. They share a shape similar enough to fit into each other’s recep­
tors, so the only way the receptors can distinguish between the two is via vibrationally- 
assisted electron tunnelling. The octanol receptor would be tuned to rely on electron 
transfer that only comes about due to the energy levels of octanol and not those of 
citronellyl nitrile, and that would enhance the electron tunnelling rate in the octanol 
receptor only when octanol is present. However, deuterated octanol has a similar vi­
brational mode to citronellyl nitrile, and deuterated citronellyl nitrile has a similar 
vibrational mode to octanol, and they trigger each other’s receptors rather than their 
own, providing evidence for this mechanism’s use in nature Related studies have 
also shown that fruit flies can not only be trained to avoid deuterated forms of certain 
chemicals such as octanol and citronellyl nitrile, but that they then avoid different 
isotopes of unrelated molecules with similar vibrational energies This lends ad­
ditional support the idea that there is a molecular vibration-sensing component to 
olfactory reception that depends on tunnelling.
In addition to the fact that plant growth is known to be affected by weak magnetic 
fields , there are more than fifty species of animal that are known to use the Earth’s 
weak magnetic field (~50 pT) for navigation in some way[^^"^L At the very least, 
the method that some birds use to navigate is thought to be powered by quantum 
mechanics - Ritz et al. suspected in 2004 that photons entering the eye transfer 
energy to create a pair of “free radical” particles (atoms with unpaired electrons), 
which are typically highly chemically reactive The pair separate and whilst one is 
influenced by a nearby nucleus, the other is mainly affected by the Earth’s magnetic 
field. This difference could “shift the radical pair between two quantum states with 
differing chemical reactivity” , which could be detected by its influence on a further 
chemical reaction, or a change in lifetime of that entangled pair - an idea that is 
supported by work done by Maeda et al. in 2008 It has been postulated that 
the pair of free radicals are in a state of quantum entanglement of their spin states 
and that this entanglement lasts longer in living cells than has been demonstrated 
in a laboratory environment involving preservation of electron spin states at room 
temperature . In another proposed model, the chemical compass acts like a quantum 
interferometer There is an initial quantum state, which is a coherent superposition 
of two quantum states, that is split and then later recombined. These coherence phases 
would be affected by a magnetic field, such as the Earth’s, whilst passing through the 
“interferometer”. This can be detected and therefore provide information about the 
direction of that magnetic field. This area of research could have implications for 
navigation and magnetic field sensors.
1.1 Quantum Biology
Probably the most famous example of quantum mechanics taking centre stage in bio­
logy is photosynthesis, which has long been a mysterious process Since the 1930s 
scientists have suspected that quantum mechanics has played a role because of the 
fact that the energy of photons is channelled in a steady stream towards where it 
needs to go, rather than meandering randomly within the cell. Photons hitting an 
“antenna molecule” will create excited electron states, called excitons, which can 
act as waves. If they do indeed exhibit wave-like behaviour, coherence (the result of 
two or more superposed wave functions interfering with each other in what is called a 
pure state) could account for the efficient directionality of the stream. In fact, coherent 
excitons would be able to simultaneously explore various paths to the reaction centre 
and “select” the most efficient one^^l In 2007, Engel et al. and Lee et al. showed 
that coherence indeed is incredibly important to the energy harvesting during photo­
synthesis in laboratory conditions, and this was further explored in 2010 using more 
realistic biological temperatures and again by a separate group investigating simi­
lar effects in algae (which use completely different light-absorbing chemical groups) . 
The outcome of this research seems counter to the assumption that the cell is a far too 
“noisy” environment to sustain quantum coherence, especially at biological tempera­
tures. This is because when interference from an external environment is introduced, 
quantum coherence typically breaks down rapidly or decoheres . The decoherence 
time is the time it takes for the environment to “select” an outcome of the quantum 
system, which is known as an einselection (environment-induced superselection) 
The important outcome of this is that decoherence can affect the quantum tunnelling 
probability of a wave function A compelling argument is that the interaction
with the environment can in some cases enhance coherence by preventing the exciton 
from getting “trapped” and thus decohering, an idea supported by Mohseni et al. .
In a broader sense, it is interesting to muse over whether the role of quantum mechanics 
in biological systems is the solution that evolution came up with or just a happy side- 
effect of the way the molecular world works in general. In either case, photosynthesis 
is extremely efficient in capturing and converting light energy, so it is possible that 
there are other ways of solving this problem without the involvement of the quantum 
world that didn’t make it into today’s organisms. Photosynthesis’ use of quantum 
effects allows it to be quick, efficient and insensitive to temperature , all of which 
are essential properties within living cells. Looking at different species that evolved 
through individual paths with mechanisms that are as different as possible might help 
answer this question. It goes without saying that understanding the exact mechanisms 
utilised by photosynthesis is a holy grail in the field of solar energy, so this research
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could have important practical applications in our future.
1.2 Proton Tunnelling and Quantum Coherence
It is now well-established that in a number of biochemical processes there exists a 
subtle interplay between quantum coherence and environmental noise such that the 
action of the latter can assist rather than hinder the former. In this thesis, a model 
of proton tunnelling in a double well potential under the influence of an external 
environment is examined. A double well potential features both localised and global 
energy eigenstates [^ 1^, with each well having its own wholly localised states and the 
wells sharing partially localised states. Above the potential barrier separating the 
two wells, global states exist that are free of the wells. For a symmetric well, the 
energy spectrum consists of pairs that experience “doublet splitting” , whereas for 
an asymmetric well the energy levels are more discrete. The number, and separation, 
of localised states could play an important part in tunnelling, and this is affected by 
both the height of the barrier and the asymmetry between the two wells, as explored 
in Sections 4.2 & 6.4.
The first experimental evidence for proton tunnelling in biological systems came from 
the study of enzyme catalysis in 1989 (for the enzyme alcohol dehydrogenase, which 
transfers a proton from an alcohol molecule to a molecule of nicotinamide adenine 
dinucleotide), where the effects of atomic mass on reaction rates through isotopic 
substitution revealed clear evidence of quantum tunnelling even at relatively high 
temperatures . Since then, many other enzymatic reactions have been ascribed to 
proton tunnelling and it has been established that, at low temperatures, tunnelling 
dominates the proton transfer dynamics
Various tests have been carried out using models based on biological systems that in­
volve hydrogen bonds, such as dimers (pairs of identical molecules connected together). 
For example, in 1974 Ingham and El-Bayoumi investigated the effects of various fac­
tors (such as solvent, concentration, pH, temperature and deuterium substitution) 
on the photo-induced double proton transfer that occurs in 7-Azaindole dimers 
They found that proton tunnelling was the dominant mechanism for tautomérisation 
(the standard form of the molecule changing to a non-standard form, for example via 
hydrogen transfer) at 77 K. Unfortunately this is quite far from the ~310 K body 
temperature that DNA in humans is exposed to. Tokumura et al. found in 1986
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1.2 Proton Tunnelling and Quantum Coherence
that tautomers in an excited state relax down to a ground-state, which is unstable . 
This then undergoes a reverse-proton-transfer to return to a canonical state and they 
provide results for relaxation times of these tautomers in different energy states and 
temperatures. The “deuterium isotope effect” (ratio of reaction rates between hydro­
gen and deuterium) is shown to increase as temperature decreases, which agrees with 
the fact that a proton can generally tunnel more easily than a heavier deuteron can.
Temperature is important in these models because it affects decoherence rates. How­
ever, decoherence times are difficult to define and Zurek, who produced a thorough re­
view on decoherence in 2 0 0 7 states that “environment-induced decoherence causes 
decay of the off-diagonal terms of p{x ,x 'y \ where p{x,x') is a density matrix in the 
position basis, with elements defined as
(1.1)
(more details in Section 3.2). In such a density matrix, peaks on the diagonal terms 
(where x — x' is small) represent possible locations of the particle, whereas off-diagonal 
peaks (where x —x' is large) represent quantum coherence. Thus, the destruction of off- 
diagonal peaks, where {x — x 'Ÿ  is approximately equal to the square of the separation 
of the peaks, {AxŸ, results in decoherence.
Zurek therefore proposes that decoherence time is dependent on temperature and has 
more effect on elements of the density matrix that are far away from the diagonal 
terms:
where A x  is the distance between superposed states in the position basis, T  is the 
temperature of the environment, m  is the mass of the particle, and ks  is the Boltzmann 
constant. The further the separation. Ax, the further away the coherence peaks are 
from the diagonal, thus decoherence happens more quickly.
Since the positions of the eigenstates being superposed is dependent on the distance 
between the minima in the case of a double well potential, this implies that deco­
herence time is very sensitive to the distance between the atoms involved in the hy­
drogen bond. This makes sense because distance affects tunnelling rates (it appears 
in the Wentzel-Kramers-Brillouin (WKB) approximation formula, for example, which
7
Introduction
is used to estimate tunnelling times) and is crucial because the position of a pro­
ton in a hydrogen bond is a somewhat vague concept due to the fact that it’s being 
shared by two atoms. The obvious answer is to use the distance between the two 
atoms involved in the system being modelled, but this may be too simplistic.
Temperature is also important, as further evidenced by the fact that it appears in 
dissipative terms used to simulate environment interaction with the quantum system 
(see Section 3.4). Clearly, the higher the temperature, the faster the decoherence time, 
which is one of the reasons why it was initially believed that quantum coherence effects 
cannot play a role in warm living matter.
It is interesting to note that Ivanova showed in 2011 that as the physical velocity of 
a DNA strand unwinding and replicating increases, the probability of point mutation 
decreases . In addition, point mutations seem to occur more often at higher temper­
atures, which goes against the idea of decoherence times decreasing with increasing 
temperature.
The link between quantum measurement and decoherence using numerical simulations 
has been described by several authors , who consider a particle that starts off on 
one side of a double well potential and investigate the effects of measurement on the 
time it takes for the particle to tunnel between the wells. However, in those studies 
conflicting conclusions are reached as to whether continuous measurement slows down 
the tunnelling process (the Zeno effect) or speeds it up (the anti-Zeno effect)
For instance, the standard argument is that repeated measurement continually col­
lapses the state of the particle with overwhelming likelihood back to its initial state 
on one side of the barrier. On the other hand, it is acknowledged that the act of 
measurement can excite the particle to higher energies and thus enhance the proba­
bility of barrier penetration, or increase the efficiency of processes such as quantum 
transport However, these models are relatively complex and make it difficult to 
see what is happening in a transparent way. The review by Koshino and Shimizu 
provides a survey of the field but also highlights the complexity of the problem to the 
extent that the physics can only be appreciated fully by the aficionados.
Different studies have apparently concluded that biological ceils can induce a quan­
tum Zeno effect or an anti-Zeno effect The “quantum Zeno effect” is the
name given to a situation whereby a particle in a quantum mechanical system can 
be prevented from tunnelling by observing it continuously It is applicable to a 
wave function evolving over time in a potential well in that frequent measurements 
to the system should inhibit the wave function’s temporal evolution, which would
1.2 Proton Tunnelling and Quantum Coherence
prevent t u n n e l l i n g T h i s  is because the wave function is continually “collapsed” 
to one of its initial eigenstates by the measurement. The related anti-Zeno effect is 
the enhancement of quantum tunnelling due to external measurements. It has been 
proposed that imprecise or “weak” measurements can induce anti-Zeno effects that 
lead to an increased outcome for a specific mutation path^^^l This is, expectedly, the 
opposite of what causes Zeno-effects: precise or “strong” measurements This is 
of vital importance as it may be possible to directly infiuence the quantum system in 
a DNA base pair by altering its environment, in order to reduce or promote mutation 
rates.
In particular, a model proposed by Kofman and Kurizki is useful for highlighting the 
advantages of this approach. Their model deals with energy measurements associated 
with the decay of an unstable state. They derive a universal result they claim shows 
that the anti-Zeno effect of accelerated decay is much easier to achieve than the Zeno 
effect itself; the latter being restricted to a limited class of systems due to a competition 
between the frequency of measurement and the energy spread brought about by this 
measurement due to the uncertainty principle. Moreover, as the energy uncertainty 
grows with the frequency of the measurements, the state is able to decay into a larger 
number of “channels”, thus accelerating the decay process. Their universal relation 
involves the convolution of two distributions: the measurement induced level width 
and spectrum of energies to which the decaying state can couple.
The above model was extended in the work by Ruseckas and Kaulakys , who 
took into account both the finite duration and finite accuracy of the measurement. 
They showed that in fact both the Zeno effect and the anti-Zeno effect can be realised 
depending on the properties of the system and the strength and frequency of the 
interaction. Just as in Kofman and Kurizki’s work, this model also relies on the 
convolution of the two distributions. When the width of the spectral line (containing 
the physics of the interaction) is much broader than the width of the reservoir (the 
range of energy eigenstates available for the decay) the overlap between the two is 
small and the decay is inhibited (Zeno effect). On the other hand, if the spectral line 
is narrow then more frequent measurements can broaden it and enhance its overlap 
with the reservoir spectrum, thus accelerating the decay.
Unfortunately, the Zeno and anti-Zeno effects are not well understood. They could, 
however, be extremely important in quantum mechanical theory. What is even less 
well understood is the methodology of simulating an “observation” or “measurement” 
from outside the system (i.e. the environment) in the first place Numerous meth-
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ods exist to account for the dissipative evolution (including the projection operator 
technique, pointer state measurements, and the addition of a Lindblad term). Parts of 
Chapters 3 & 4 deal with comparing two very different ways of modelling the mea­
surement problem. The first simulates a von Neumann-type process of irreversible 
“reduction” via a position (pointer state) measurement that entangles the state of 
the system with that of the “measuring device” (in this case the surrounding environ­
ment), causing a decay of the off-diagonal elements of the density matrix. Unlike other 
approaches that deal with the coupling of the quantum system to its environment and 
which have to take into account the number of states available for the decay and the 
overlap of this (reservoir) spectrum with the measurement induced level width, we 
do not need to consider the reservoir at all. The second involves adding a dissipative 
(Lindblad) term in the master equation for the time-dependant density matrix in or­
der to model the (continuous) coupling of the system to a surrounding heat bath of 
oscillators. The latter method in particular is well-known and has been studied exten­
sively for various systems [5,8,53,79-95]. comparison between the two methods and the 
possibility of opening up a new way of looking at the system-environment interaction 
is the goal of these chapters, in addition to the hunt for the anti-Zeno effect, which 
may be necessary for the warm, wet environments found in biological organisms to 
exhibit quantum behaviour.
In both approaches, a quantum system consisting of a proton in an asymmetric double 
well potential, representing the potential energy surface of a double hydrogen transfer 
taking place within a double hydrogen bond, was chosen due to its ubiquity in not only 
physics and chemistry [^ 1^ but in biological systems as well , including DNA base
pairs. Hydrogen bonds are extremely important in nature due to the fact that they 
are strong enough to create stable structures but weak enough to allow that structure 
to be rearranged if required . A well-studied example of proton tunnelling in chem­
istry has been the double hydrogen-bonded benzoic acid dimer making this
simple structure useful for modelling more complex chemical and biological systems 
that may involve proton tunnelling. The one-dimensional potential well used is defined 
as a quartic function of position, with parameters chosen to describe a benzoic acid 
dimer molecule in a crystal field. The two minima along the energy surface for a single 
benzoic acid dimer are highly symmetric, but introducing a crystal field causes asym­
metry, which has previously been determined from temperature-dependent infrared 
absorptions and NMR data, making one state more energetically favourable than the 
other More information about this is provided in Chapter 3. While this simple 
parameterisation gives a good approximation of the behaviour of the physical system,
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1.3 Tunnelling in DNA
the primary goal of this work is to apply environmental coupling to study proton tun­
nelling in one of the DNA base pairs, adenine-thymine, in order to discover whether 
the Zeno or anti-Zeno effects are seen. It is worth stating that this model features a 
similar asymmetric double well potential, which is generated in an accurate way using 
density functional theory (DFT) Chapter 5 to take into account the complex
structure of large biomolecules.
1.3 Tunnelling in D N A
The likelihood of quantum tunnelling occurring within DNA and the question of 
whether this is a significant contributor to certain types of DNA mutations has been 
the subject of many research papers over the past few decades. Most notably, it has 
become more prominent during the 2000s and beyond as new methods of investiga­
ting this tricky problem have become computationally viable. An overview of the more 
notable research in this area will be provided throughout this section.
One of the reasons it is an interesting question is that, even after numerous studies 
using various approaches, primarily theoretical, there is still no solid answer. Many 
studies focus on the hydrogen transfer itself without considering whether tunnelling 
is the cause. However, some claim that tunnelling is simply either not possible or so 
unlikely as to be statistically negligible in DNA [32,ii6,n7] Others claim it is indeed a 
reasonable possibility No studies have demonstrated that it actually does occur, 
which is unsurprising given how difficult it would be to detect. After all, there are 
many competing mechanisms that cause DNA mutations. As discussed in more detail 
in Section 2.1, the double-helix structure of DNA is composed of several base pairs 
connected via hydrogen bonds. They are typically in what is termed their canonical 
Watson-Crick configurations, but if a hydrogen transfer was to occur, it is possible 
that these base pairs would shift into different tautomeric configurations. This could 
then impact the DNA replication process, causing mutations, although various studies 
set out to disprove even the existence of these tautomers.
The paper that started the journey of exploring proton tunnelling in DNA base pairs 
was by Lowdin in 1963 He hypothesised that, because electron and proton transfer 
seemed to be important mechanisms in biological systems, and that these particles 
obey the laws of quantum mechanics, tunnelling was a very real possibility in these 
systems. In the case of DNA base pairs, he correctly declared that once a DNA
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replication event had occurred, the protons in the connecting hydrogen bonds would 
be in one of several quantum states, some or all of which could lead to potential 
tunnelling events, affecting any future replication events. Regardless of how small this 
chance might be, it is therefore impossible for the canonical states to be 100% stable. 
At the time, not much was known about the error-correction that takes place during 
DNA replication (which is discussed in more detail in Section 2.1); as it turns out, 
the stability of the canonical forms is low enough to cause numerous potential issues 
during each complete genome replication event. How much of this is due to tunnelling 
is still not clear, however. Lowdin mused that tunnelling was likely to be the primary 
cause of ageing, an idea which has not come to fruition in later years.
This seminal work was perhaps one of the earliest examples of a rallying cry for 
interdisciplinary research, which is such a hot topic today. The tools of physics, 
chemistry, and biology are all required when delving into the inner workings of the 
quantum biological world, and Lowdin saw that decades before it started to be taken 
seriously.
Of course the canonical forms of the DNA base pairs are very stable, as would be 
required for molecules so vital to genetic stability. However, one of the earliest works 
investigating this stability was published in 1971 Parker and Van Everv calculated 
the energy levels of both standard DNA base units (A-T and G-C, more information 
about which can be found in Section 2.1) and a non-standard DNA base unit (G-T). 
They also create potential curves to create a double well but caution that the shape 
used is only an estimate due to several approximations being used and that tunnelling 
from the lowest energy level in the deeper well to the shallow well is unlikely due to the 
energy differences involved. However, should incoming radiation, say, excite the proton 
to higher levels then tunnelling becomes more likely. The method used to calculate 
average tunnelling times was the semi-classical WKB approximation. Unfortunately, 
as explained in Section 4.3, the WKB approximation is unsuitable even for a simpler 
system than the DNA base pair models they use, indicating that their results may be 
incorrect. They do, however, conclude that tunnelling is extremely unlikely without 
incoming radiation, primarily due to the extremely low chance of the proton inside 
the potential being in anything but the ground state. This fits with the knowledge 
that the canonical forms of A-T and G-G are very stable h 18-121]
This was confirmed and expanded by Villani in a series of papers between 2005 and 
2012, investigating whether the tautomeric Watson-Grick configurations are stable 
enough to exist for reasonable lengths of t i m e  [^ 4^22-124] looked at was the mech­
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anism of passage from A-T to the A*-T* tautomer. Villani acknowledges the lack of 
experimental data and parameters concerning direct evidence of individual hydrogen 
bonds, and that “the question of whether point mutation could be formed sponta­
neously via the tautomérisation process remains unanswered”. He identifies that a 
potential energy surface is needed to model a hydrogen transfer, and that a double 
hydrogen transfer that preserves electroneutrality, as is the case with A-T and the 
tautomeric A*-T*, requires a double well with relatively large asymmetry. This is 
also an explanation for the relative stability of the canonical form, which is essential 
for successful DNA replication. Florian et al. had earlier studied the stability of the 
canonical and tautomeric structures in 1994 and concluded that the difference in 
energy between the potential energy barrier and the A*-T* configuration is very small 
and thus A*-T* reverts to A-T very quickly, meaning that the presence of A*-T* 
within DNA is unlikely. Villani concludes in his early paper that “the mechanism of 
A*-T* formation is not efficient and only a small amount of this tautomer can be 
found any any time”, which does not rule out the possibility of tunnelling. Indeed, 
it is also concluded that the transfer process is initiated by the movement of a single 
proton and that only one side of the double hydrogen bond is liable to proton transfer.
In his 2007 paper, Villani shows using a two-dimensional model that the probability 
of the A*-T* tautomer existing at any given time is around 4 x 10““^, although the 
probability of other tautomers that exhibit charge separation occur with a slightly 
higher probability In the four-dimensional model (looking at four degrees of free­
dom: the two lengths of the hydrogen bonds, and the two out-of-plane positions of 
the hydrogen atoms in the hydrogen bridges), the probability is closer to 3 x 10” ,^ but 
this does not change his main conclusion that A*-T* does not appear often enough 
to be considered “a mutation point in the DNA chain”. The 2010 paper 4^ ]^ focuses 
on the difference between a possible step-wise (with more than one reaction pathway 
or barrier to overcome) and concerted (with a single barrier) transfer mechanism and 
concludes that which occurs depends on which hydrogen atom moves across its hy­
drogen bond bridge first. He continues to define each bridge as hard (N-N) and soft 
(N-0), with only movement in the soft bridge being able to initiate a concerted pro­
cess. Later work includes studies of hydrogen transfers in hydrated adenine-thymine 
complexes .
One of the most comprehensive studies of the suitability of various theoretical frame­
works for solving the adenine-thymine system was published by Bende in 2009 
Various types of DFT calculations using different exchange-correlation functionals (see
13
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Chapter 5) were compared to results from the highly-regarded, ab initio MP2 (second- 
order Mpller-Plesset perturbation theory) 426,127] ^  ^j^ich is more precise but much more 
computationally expensive than DFT. An important conclusion of this work is that 
DFT produces very good results for this type of system when using certain functionals 
such as B L Y P  428,129] ^ B3LYPI^^° ,^ and B H L Y P  4^ i) ^ with the latter two performing the 
best. Lower-level functionals such as P B E  4^^433] KMLYPf^^^  ^ did not perform so 
well, particularly in the case of the hydrogen bond lengths and interaction energies. 
The choice of exchange-correlation functional is very important when using DFT to 
find energies and optimise molecular geometries, as discussed further in Chapter 5.
An even more illuminating study was done by Brovarets and Hovorun in 2013 4^ ^^ , 
which also compares MP2 and various types of DFT calculation, but in addition 
considers tunnelling and its potential impact on the appearance of adenine-thymine 
tautomers within DNA strands. They showed that the tautomérisation of A-T to 
A*-T* via double hydrogen transfer is both concerted and asynchronous, that is the 
reaction pathway (found using the Hessian-based predictor-corrector integration algo­
rithm does not feature an intermediate step, but the hydrogen atoms move one
at a time. This was done “based on the sweeps of the electron-topological, geometric, 
and energetic parameters” and they laid out several key assumptions that they felt had 
to be met for A-T to A*-T* tautomérisation to cause spontaneous replication errors, 
such as: the population of A*-T* should be within the rate of spontaneous mutations 
(10“® to 10“ ^^ ); the lifetime of A*-T* should be longer than the period of time it 
takes for Watson-Crick configurations to be split into monomers during replication; 
A*-T* should be dynamically stable (i.e. there should exist a localised energy eigen­
state within the shallow well, below the reaction barrier). Whilst these assumptions 
seem generally reasonable, two things they have failed to take into account are the 
error-correction that occurs during DNA replication and the inherent redundancy in 
DNA code (see Section 2.1). Because of these, not every tautomérisation of a base 
pair will result in a mutation, thus the population of A*-T* must be higher than the 
rate of spontaneous mutations if they are a significant contributor.
Curiously, they demonstrate a step-wise double hydrogen transfer where the hydrogen 
atom on the N-N bridge moves across first, followed by that of the 0-N bridge, counter 
to what Villani found three years earlier It is possible that there are various 
reaction pathways and that different models lead to different pathways being more 
prominent. Crucially, however, Brovarets and Hovorun also considered the effect of 
the surrounding environment: when modelling the hydrophobic interfaces of protein-
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nucleic acid interactions using a low dielectric constant (e =  4), the stability and 
lifetime of A*-T* was not improved significantly enough for A*-T* to occur very often. 
This is counter to various studies that put the instance rate of A*-T* tautomers at 
between 10“  ^ and jjence, they conclude that tautomérisation cannot be
a source of spontaneous mutations during the DNA replication process, in agreement 
with Florian et al. . In addition, they claim that the appearance of A*-T* tautomers 
does not occur via proton tunnelling but instead by above-barrier vibrations. They also 
emphasise that their conclusions remain the same for a deuterated adenine-thymine 
base pair and that DFT is a great alternative to MP2 for this kind of system, in 
agreement with Bende and others
In 2010, Pérez et al. studied the stability of the Watson-Crick base pair tautomers and 
found that, although previous studies based on classical mechanics had declared them 
stable, when taking into account quantum effects, they were found to be dynamically 
metastable (i.e. stable enough to have reasonable lifetimes without being totally sta­
ble) . This paper is particularly illuminating because several methods were employed 
and compared. For example, several versions of density functional theory were used, 
as well as methods such as MP2 and Hartree-Fock. They showed that Hartree-Fock 
performs poorly for DNA base pairs and, in agreement with Bende , DFT using 
hybrid functionals such as PBEO and B3LYP (discussed further in Chapter 5) produce 
good results but lower-level functionals such as BLYP represent the best compromise 
between accuracy and performance.
The main objective of Pérez et al. was to account for nuclear quantum effects on the 
energy barriers associated with tautomérisation of DNA base pairs and compare that 
to the results without those effects being taking into account. They did this using 
Car-Parrinello Path Integral Molecular Dynamics {CP-PIMDf^^^\ a form of DFT, 
at a temperature of 300 K (near-body temperature). They admit that a full two- 
dimensional map of the reaction pathway would be ideal but that it would be compu­
tationally prohibitive and a one-dimensional map appears sufficient for such a proton 
transfer. Notably, whether the double proton transfer occurs in a concerted or step­
wise fashion is of little importance when utilising a one-dimensional reaction pathway 
because the “secondary” hydrogen atom will always move to preserve electroneutrality. 
Thus, the movement of a single proton is the rate-determining action that should be 
investigated. Their conclusions are that, after taking into account nuclear quantum 
effects, the stability of the tautomeric states of both A-T and G-C are severely reduced, 
in particular dramatically lowering the reverse-barrier along the transition state (in
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essence making the shallow well much shallower). They additionally conclude that 
whilst “nuclear quantum effects (including tunnelling and zero-point motion) play a 
decisive role” and that “even at room temperature nuclear quantum effects can qual­
itatively affect the expected outcome of processes that involve hydrogen-bonding”, 
that role is to limit the lifetimes exhibited by the tautomers to be too insignificant to 
account for DNA damage.
In 2012, Gobbo et al. set out to study all possible single and double hydrogen transfers 
that could occur within the Watson-Crick adenine-thymine complex Although 
they did not use DFT, they did calculate the lengths and angles of various bonds 
within adenine-thymine and compared them to previous results. In addition, they 
investigated the various reaction pathways available to an A-T molecule in an excited 
state (due to irradiation with UV light) and discovered four potential reaction path­
ways; one concerted, three requiring an intermediate step. Perhaps more importantly, 
they contend that it is much more likely for a double hydrogen transfer to occur via 
a concerted process or a step-wise process with the hydrogen atom on the N-N bridge 
moving first when there is no excitation, and that the A*-T* tautomer is “unstable 
to thermal conversion”. The two reaction pathways where the hydrogen atom on the 
N-0 bridge moves first are limited to A-T molecules in excited states.
Various other studies have been carried out on the topic of DNA base pair tautoméri­
sation. Brameld et ah, like Parker and Everv, considered the energy levels involved in 
the hydrogen bonds of A-T and G-C base pairs, in both relaxed and excited states, 
plus the tunnelling times in those bonds Initially, the tunnelling times point to a 
likelihood of proton tunnelling being an important mechanism for mutations but both 
studies remind us that the energy levels they are investigating are not very likely to 
occur in the first place. Tautomérisation time has also been investigated in a general 
sense - Douhal et al. used a tunnelling distance of 0.5 Â in 1995 to model 7-Azaindole 
dimers 440,i4i]^  which would make tunnelling more likely than with the more reasonable 
distance of 1 Â. Proton transfers in different base pairs are studied by Colson et al. [^ 4 
but tunnelling is barely mentioned and no explanation of how mutation is likely to 
be affected by the different base pair forms is offered. Newer studies have looked at 
the stability of different tautomeric base pair forms and also the effect of water 
on this [116,143,144] important conclusion from these papers is that although tau­
tomeric forms are relatively stable, the chances of their occurring in the first place is 
slim. The addition of water seems to make tautomeric forms less stable but could also 
act as a catalyst to the proton tunnelling, producing tautomers more easily and more
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often. Of these, a paper by Gorb et al. in 2004 is perhaps the most intriguing: they 
used both DFT with the B3LYP functional and MP2, and included environmental 
effects at room temperature whilst investigating the double hydrogen transfer process 
in adenine-thymine, something rarely done in the literature One conclusion they 
reach is that the extreme shallowness of the tautomeric local minimum precludes the 
possibility of a stable A*-T* tautomer, in contrast to the generally accepted view that 
A*-T* is indeed stable or metastable within DNA.
Environment interaction with quantum systems is extremely important as it could hold 
the key to slowing down or speeding up tunnelling rates and hence mutation times - 
this is known as adaptive mutation and has been studied by various authors [6445,146] 
Hence it is important to include the environment in any model used to describe the 
time evolution of these quantum systems.
1.4 Thesis Overview
The purpose of this thesis is to study the influence of quantum tunnelling on hydrogen 
transfers within DNA base pairs from a more fundamental approach, specifically in 
light of the fact that there is little consensus from previous research on this issue. 
Density functional theory is used to calculate the energies of both the canonical and 
tautomeric states of the Watson-Grick configuration of adenine-thymine, as well as 
the reaction pathway (or transition state) between the two. The advantages to using 
this method are discussed and a polynomial fit is applied to generate a static potential 
for the double hydrogen transfer. The time-dependent Schrodinger equation (TDSE) 
is then solved whilst including the effects of environmental coupling with varying 
parameters in order to discover whether the interaction between the quantum system 
and its environment can actually enhance the tunnelling rate, as seen in other biological 
phenomena, or hinder it.
Ghapter 2 outlines the biological theory behind the importance of DNA base pair 
tautomers in the context of replication events and mutations. Further required theory 
regarding solving the TDSE and adding environmental coupling to create the master 
equation is covered in Ghapter 3, which is then used for a relatively simple system, 
the benzoic acid dimer, in Ghapter 4. This benzoic acid dimer molecule is modelled 
in order to test various numerical methods, initial starting conditions of the system 
(including both the potential shape and starting wave function), and the effectiveness
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of the WKB method for approximating tunnelling times. Presently, there is much 
uncertainty surrounding how the tunnelling time should be defined and how it can be 
measured, although whether this is important or not may depend on the system being 
modelled. The kinetic isotope effect is briefly investigated, both to see if it significantly 
changes the outcome of the tunnelling probability in adenine-thymine and as part of 
preliminary tests on benzoic acid dimer.
In addition, a novel comparison between two methods of including environmental 
coupling - adding a dissipative Lindblad term to the master equation and performing 
von Neumann measurements on the density matrix - is shown in an attempt to further 
our understanding of how quantum measurements work. Subsequent to this, relevant 
DFT theory is outlined and the results obtained for the energies of A-T and A*-T*, 
and the transition state between the two, are displayed in Chapter 5. These are 
compared to existing results in the literature and then, in Chapter 6, used as a basis 
for investigating the likelihood of tunnelling. It is hoped that this work can shed light 
on the question of whether tunnelling is likely or not to be a significant mechanism 
in the creation of the Watson-Crick adenine-thymine tautomer, which could lead to 
mutations during DNA replication.
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Chapter 2
D N A  and M utations
This chapter will provide background theory for the biological aspect of this project. 
This includes the importance of hydrogen bonds in biological systems, the structure 
of DNA and its constituent molecules, and the process of DNA replication. In addi­
tion, an explanation of why quantum tunnelling could be an important factor in the 
emergence of non-standard forms of DNA base pairs, as well as why this can lead to 
mutations, is provided.
2.1 M icrobiology Primer
Each atom has a certain valence, that is the number of covalent bonds it can make, 
which is limited by the number of unoccupied electrons it has, typically in its outer 
shell. This type of bonding is considered “strong” but another type of bond that is ex­
tremely important in biology is the hydrogen hand, which is considered a “weak bond” 
that is highly directional (i.e. its strength depends significantly on the directionality 
of the atoms involved, with maximum strength being achieved when the hydrogen 
bond is pointing towards the “acceptor atom”) M .  These bonds can occur when two 
covalently-bound hydrogen atoms (i.e. protons) of opposite charges encounter each 
other. They are relatively common in the biological world and usually involve ni­
trogen and oxygen atoms. A typical example of hydrogen bonds is found in water 
- the two hydrogen molecules bonded to the oxygen molecule to form a single water 
molecule also form a hydrogen bond with a neighbouring water molecule. More bonds 
exist in ice form than liquid water form; an example is shown in Fig. 2.1.
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0 1
Hydrogen 
Bonds
Fig. 2.1 Adapted from Wikimedia Commons . Hydrogen bonds are shown between
various water molecules.
Organic compounds are often derivatives of hydrocarbons (i.e. hydrocarbons with 
other atoms substituted in, such as oxygen and nitrogen). It is the additional atoms 
that create reactivity and so these additives are defined as certain types of functional 
groups. Two important organic functional groups are the carboxyl group {COOH) 
and the amino group {NH2 ). Organic compounds that contain both of these groups 
are classified as amino acids, the oft-called “building blocks of life”. Twenty types 
of amino acids occur naturally and most of them consist of the carboxyl and amino 
groups attached to the same carbon atom, which is also connected to a hydrogen atom 
and another group with varying structure (labelled R). It is this extra group, R, which 
determines each particular amino acid^^^ l^ The most basic example is when i? is a 
hydrogen atom, resulting in glycine. Two amino acids can combine to form a dipeptide 
(consisting of a peptide bond, which is a covalent bond between the nitrogen in the 
amino group of one amino acid and carbon in the carboxyl group of the other) and a 
free water molecule. These dipeptides can be joined by further amino acids, forming 
long chains known as proteins.
Ten different nucleotides exist, each consisting of one of two five-carbon sugars (see 
Fig. 2.2), an inorganic phosphate group and a base substance^^^^" .^ There are two 
types of bases, purines and pyrimidines. Purines are double-ring structures, whereas 
pyrimidines only have a single ring. Two purines appear in the nucleotides found in 
DNA: adenine (A) and guanine (G). There are three pyrimidines but only two usually 
appear in DNA: thymine (T) and cytosine (C). Schematics of these bases are shown 
in Fig. 2.3.
An important feature is the bond between the purine and pyrimidine in a DNA double
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Fig. 2.2 The two types of sugar that form part of nucleotides. Note that they only differ 
by the presence or absence of an oxygen atom.
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Fig. 2.3 Chemical diagrams for the nucleobases found in DNA.
helix - they are hydrogen bonds, as illustrated in Fig. 2.4. A double hydrogen bond 
exists between A and T, with C being joined to G via a triple hydrogen bond. This 
makes the A-T bond somewhat easier to model.
When DNA undergoes replication, the weak hydrogen bonds between the bases of 
the nucleotides break and are free to recombine with other nucleotides that have 
been created by enzymes and exist in the nucleoplasm (the viscous liquid surround­
ing the nucleolus within a nucleus, shown in Fig. 2.5), assisted by the enzyme DNA 
polymerase^^^’'^ \ Because of the configurations of the nucleotides (see Fig. 2.3), A can
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Fig. 2.4 Adapted from Wikimedia C o m m o n s . Hydrogen bonds are shown by dashed 
lines. A double hydrogen bond can be seen between A-T and T-A, and a triple hydrogen 
bond can be seen between C-G and G-C. The DNA helix itself is held together through 
bonds between the five-carbon sugar and phosphate portions of the nucleotides.
typically only combine with T (and vice versa) and C can only typically combine with 
G (and vice versa). This ensures the two new strands of DNA being formed match the 
original strands before they split (see Fig. 2.6). However, if the canonical forms of the 
nucleotides become tautomeric due to a proton tunnelling event in the hydrogen bond, 
as shown in Fig. 2.7, the base pair is said to consist of new nucleotides, known as A* 
and T*. If a DNA strand splits to undergo replication whilst these tautomeric forms 
exist, problems will occur when the nucleotide in the strand attempts to re-bond with 
a new nucleotide.
Although it is so unlikely for individual monomers (e.g. adenine) to tautomerise as 
to be statistically irrelevant [118,151,152] ^ one source claiming a probability of the 
order 10“ °^, the instance rate of tautomeric Watson-Crick base pairs is much higher 
at between 10“  ^ and 10“® depending on a few factors [118-121] However, the error 
rate of mutations in DNA is far lower than this; for humans it is estimated that each 
complete replication event has a mutation rate of 10“  ^ . This is because some DNA
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Fig. 2.5 Adapted from Wikimedia Commons . The nucleoplasm is where enzymes 
help assemble nucleotides, which are then used when DNA undergoes replication.
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Fig. 2.6 Adapted from Stanford The DNA helix splits in two and the resulting 
strands then combine with available nucleotides in the nucleoplasm. Perfect replication 
in the “daughter molecules” is usually assured by the restrictions of the hydrogen bonds 
(shown as triple parallel lines between the bases): A can typically only join with T (and 
vice versa), whilst C can typically only join with G (and vice versa).
polymerases also have a “proofreading” ability and other enzymes exist that are able 
to perform error-correction after the replication process, therefore not every instance 
of a tautomeric base pair will result in a mutation .
When in its tautomeric form, A* will no longer combine with T. It is far more ener­
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getically favourable for it to combine with T* or C. Likewise, T* will almost certainly 
combine with A* or G. Thus, if a single DNA strand contains an A* nucleotide, it 
is in most cases going to combine with a C nucleotide since canonical forms are far 
more common than tautomeric forms (this is obvious due to the fact that errors at 
this point in the DNA replication process are relatively raret^^®“^^ ^^ ). Since DNA is 
normally composed of A-T and C-G base pairs, an A*-C base pair is an anomaly. Of 
course, if an A* nucleotide exists in one strand, then the other strand must contain 
a T* nucleotide, which will likely combine with G forming T*-G. If this error makes 
it past the error correction processes and thus neither new DNA strand matches the 
original, a mutation is said to have occurred.
DNA is used as a template to transcribe messenger RNA (known as mRNA), the 
coding of which is then used to create proteins. Therefore, if DNA contains codon 
errors, the resulting mRNA will also contain these errors and the protein chains created 
may be incorrect. However, a mutation doesn’t necessarily have a detrimental effect, 
or an effect at all (a mutation that has no immediate effect is known as a “silent 
mutation”). Because of the way that codons work, some mutations do nothing to 
the resulting protein chain. This is because of the fact that there are 64 possible 
combinations in the codons (4 possible nucleotides in groups of three, thus 4^  =  64) but 
there are only 20 different amino acids, so there is degeneracy in the coding method. A 
commonly cited example is sickle-cell disease, where a change from G-A-G to G-T-G 
in the 17th nucleotide of the gene for the beta chain of haemoglobin results in the 6^  ^
amino acid in the protein chain changing from glutamic acid to valine Because 
valine is hydrophobic (naturally repels water), the haemoglobin tends to collapse in 
on itself, altering the shape of red blood cells, restricting their ability to maneuver in 
blood vessels and thus causing blockages. If a “stop codon” appears in the mRNA at 
an incorrect point, protein chains will be incomplete, usually resulting in them being 
unable to function.
2.2 Quantum Mechanics in D N A
The links between quantum physics and biology in the context of DNA can be traced 
back to at least 1944. Francis Grick, one of the scientists credited with discover­
ing DNA structure in 1953, claimed that his motivation came from reading Erwin 
Schrodinger’s book “What is life?” published nine years earlier. More specifically, 
the application of the idea that a small set of repeating elements (in this case, the
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sequences of nucleobases A, T, C, and G) could give rise to a large number of data 
combinations (complex DNA code). In retrospect, one could argue that it made sense 
for there to be a link between the fledgling field of biochemistry, where the size scale 
grew increasingly small, and physical laws that deal with those small scales. Bio­
chemistry research has since become vital in the continuing understanding of genetic 
diseases, cancer being the most obvious, and the fight against them.
Somatic mutation (an alteration in DNA that occurs after conception) leads to certain 
genetic diseases and is caused by alterations to the genetic information in DNA^^^^l 
The understanding of the mechanisms behind these genetic changes is seen as the 
key to developing cures for such diseases and, whilst various explanations for which 
parts of the genetic code can cause certain diseases when altered or damaged 
there is less known about why these changes occur. For example, random chance does 
not account for the incidence of cancer It goes without saying that knowing the 
reasons for harmful mutations to occur is an important step in preventing them.
DNA contains “triplet codes” or codons (groups of three nucleotides) which encode 
different amino acids. There is degeneracy in this coding method so, for example, 
glutamic acid is described by both G-A-A and G-A-G. This provides some protection 
against errors in the codons because, in this case, the third position can change with 
no effect. This kind of mutation is known as a single base substitution. However, if 
either of the first two positions changes in this example, glutamic acid will not appear 
in the new chain of amino acids (known as a polypeptide) being created and a copying 
error will have occurred.
Insertions and deletions can also occur, whereby nucleotides are added or omitted from 
a translation. If the number of added or deleted nucleotides is not divisible by three, 
the grouping of the existing codons completely changes. This is known as a frameshift 
mutation and will radically change the resulting polypeptide. Naturally, the earlier in 
the sequence that a frameshift mutation occurs, the larger the change in the resulting 
protein (made up of at least one polypeptide) will be. This is important because 
it means that a change in a single base can cause a large scale mutation  ^ go
understanding how they occur could be extremely important for reducing their rates 
of incidence.
As a result, it seems that single base substitutions could be affected by quantum 
mechanics, more specifically by proton tunnelling within a hydrogen bond in a DNA 
strand. Hydrogen bonds exist within DNA strands as shown in Fig. 2.7.
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Fig. 2.7 Adapted from Lowdin^^^L Double hydrogen transfer in an adenine-thymine 
(A-T) pair with dashed lines representing hydrogen bonds.
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Fig. 2.8 Adapted from Lowdint^^L Canonical A-T base pair undergoing tautomérisation 
and then replication. Neither new base pair is of the usual A-T or C-G forms.
Such a hydrogen bond can be modelled as a superposition of quantum states inside a 
double well potential. The decoherence (breaking down into a classical system) of this 
superposed state would affect tunnelling times of the proton between the two possible 
states (the usual, canonical^ state shown in Fig. 2.7a and the rarer, tautomeric, state 
shown in Fig. 2.7b). To get from a canonical to a tautomeric state a proton transfer 
would have to take place. Various papers attempt to describe this process as either a 
double proton transfer [27,30,32,36] single proton transfer in order to explain
these mutations. Once in a tautomeric state, DNA replication of this base pair could 
result in a codon error (see Fig. 2.8 and Section 2.1).
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Both the tunnelling time (how long a tunnelling event takes on average) and tun­
nelling rate (the proportion of base pairs that are in a tautomeric state) could be 
important. DNA replication occurs at a rate of ~50 nucleotides per second in humans 
and takes place at multiple points along each chromosome [^ 2^,163] p^o completely copy 
the genetic information in a single cell only takes about an hour. In bacteria such 
as Escherichia coli (commonly termed E. coli), the replication rate is much higher 
at ~1000 nucleotides per second If each nucleotide copy event takes milliseconds 
and tunnelling times are of the order of picoseconds, then it seems as if the stability 
of tautomers and the overall tunnelling rate are more important factors than pure 
tunnelling time.
Despite a number of theoretical investigations, there are fewer experimental data avail­
able. One such experiment involved breeding a colony of E. coli in deuterated wa- 
ter[i64] idea being that if a certain number of the hydrogen bonds within the
DNA of the E. coli cells were replaced with deuterium bonds, then the tunnelling 
time of that deuteron within the quantum system will have changed, due to quantum 
tunnelling times being heavily dependent on mass. The conclusion of that paper was 
that proton tunnelling is unlikely to be the only, or even primary, cause of differing 
rates of mutation with deuterated samples.
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Chapter 3 
Quantum Tunnelling and 
Environmental Coupling Theory
This chapter will describe the theory behind two numerical methods, environment- 
induced dephasing and von Neumann measurements, for coupling a quantum system 
to an environment. The quantum system can then be evolved over time to discover the 
impact of that environmental coupling. Of particular interest is whether the coupling 
to an external environment helps or hinders the tunnelling rate, the effect on tunnelling 
rates when changing different starting parameters, plus the differences and similarities 
between the two approaches.
3.1 Quantum Mechanics and the Double Well 
Potential
Calculating the average tunnelling time or probability of tunnelling within a certain 
time is crucial. Quantum mechanics dictates that the tunnelling particle involved is 
described as a wave function and the structure of the hydrogen bond dictates that the 
potential that particle sits inside is a double well. Because, in the case of a hydrogen 
bond found in a DNA base pair, the two other atoms involved are not the same (oxygen 
and nitrogen), the well will be asymmetric. This means that random measurements 
on the system should yield a non-even chance of the particle being in one well over 
the other.
The state of the system is described by a wave function, which could either be the
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result of two or more superposed energy eigenstates interfering with each other in 
what is called a pure state, or it could simply be a single stationary state. If the state 
of the system (i.e. the position of the particle) is known at a given time, this can be 
modelled as a wave function that is entirely on one side of the barrier. If we assume 
the particle starts in the left well, the wave function will start on the left and evolve in 
time so that there is an amplitude in the right well, and then back again, continually 
shifting between the two wells. This represents the probability of the particle being 
in either well changing over time, indicating that tunnelling is taking place. If, at any 
time the wave function has evolved to a state where it is entirely located in the right 
well, we’d know that the particle can definitely be found in that well. This is unlikely 
to happen in a real system though, so we can use the square of the wave function (i.e. 
probability density) to determine the chance of finding the particle in either well at 
any given time. For example, if the probability of finding the particle in the right well 
at time t = tn is calculated as 10~®, this means that there is one chance in a million 
that the particle has tunnelled to the right well. If this value increases, it is said that 
the tunnelling rate has increased, i.e. there is a greater chance of tunnelling having 
taken place.
To model a quantum system, we must have two pieces of information: the Hamiltonian
of the system and the initial conditions of the particles being modelled. For a bound
particle, the potential, V(x), felt by that particle must be defined and the particle can 
only be in certain discrete energy eigenstates within this potential. To calculate the 
energy eigenstates of the system, the time-independent Schrodinger equation (TISE)
H(j)n{x) =  En(j)n{x) (3.1)
is used, where the Hamiltonian operator, È , is given by
The Hamiltonian contains potential energy and kinetic energy terms and in order to 
solve Equation 3.1, two boundary conditions are required, along with initial guesses 
of the correct eigenvalues. The typical boundary conditions used are
(j)n {x  ^  oo) = 0, (3.3)
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(j)n {x  -4- —OO) — 0, (3.4)
where 4>n is the eigenfunction corresponding to the energy eigenstate. This pair of 
boundary conditions is typical because it restricts the quantum system such that the 
particle cannot escape the finite potential well.
The Schrodinger equation can be solved to produce any number of energy eigenstates, 
each with a corresponding eigenvalue and eigenfunction. However, any superposition 
of these eigenstates is also a valid solution of the Schrodinger equation. An example 
of some eigenfunctions of a single harmonic oscillator are shown in Fig. 3.1.
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Odd Eigenfunctions - 
Even Eigenfunctions -
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Fig. 3.1 Example of various energy eigenfunctions of a simple harmonic oscillator.
In a closed quantum system, tunnelling can only take place if the initial wave function 
is in a superposition of energy eigenstates, since a single eigenstate is stationary (i.e. 
its probability density is constant in time). Certain superpositions will create a wave 
function that is entirely in one part of the potential (e.g. the left hand well of a double 
well potential), which can be used as a starting point for the system, i.e. the particle 
has been identified as definitely being the left hand well at time t = 0.
If, for example, the system is set up to be the superposition of cf)i and 02, in equal 
amounts, then the expectation value of the energy will be the average of the eigen­
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values, El and E 2 . A crude estimate of the tunnelling time can then be found using the 
semi-classical Wentzel-Kramers-Brillouin (WKB) approximation^^'^y The wave func­
tion is modelled as continually “hitting” the barrier and having a certain probability 
of either reflecting back or tunnelling through it at each collision. When considering a 
double well potential, the probability for the particle to tunnel at each collision with 
the wall is
P  =  e-2^, (3.5)
(3.6)
where V (a:) is the potential, E  is the energy of the particle in the potential, m is the 
mass of that particle, h is the reduced Planck constant, and a and b are the points 
along the x-axis that must be tunnelled through, as shown in Fig. 3.2.
1000
V(x)
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2-0.5 0.5 1 1.51 02 1.5
Fig. 3.2 Tunnelling route in a basic double well potential, showing the parameters used
in the WKB approximation.
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The average time between collisions defined as
.  2A (3.7)
where A  is the reflection area, defined as a - c from Fig. 3.2, and v is the velocity of 
the particle. Therefore, the frequency of collisions is
f  = —^ 2A'
which leads to the probability of tunnelling per unit time
(3.8)
and the average time to tunnel
(3.9)
(3.10)
This requires the velocity, which can be found from the expectation value of the kinetic 
energy, T, as follows:
’2(T)
m (3.11)
/"OO
(T) =  /  ip*{x)Tip{x)dx,
J —  OO
(3.12)
(f> =  r  r { x )
J — OO 2m dx^
'ip{x)dx. (3.13)
Now, integrating by parts:
( b  = 2m J l  4 •
Due to the geometry of the well, to a good approximation we can replace our integra­
tion limits as the wave function quickly drops to zero beyond the points a and c (as
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defined in Fig. 3.2):
( f ) 2m -  r (3.15)
Likewise, we can ignore the tiny contribution from tbe first term.
0 ,
therefore
(3.16)
(3.17)
To get a more accurate calculation of the tunnelling time, the system can be left to 
evolve over time and the expectation value of the position of the particle can be worked 
out at various times, t. In order to do this the time-dependent Schrodinger equation,
must be used and applied to a probability density matrix.
(3.18)
3.2 Time Evolution of the Density M atrix
To derive the density matrix elements in the position basis, we start with the definition 
of the density operator
(3.19)
Thus the time evolution of p is given by
i f B  =
ot ot
m l +
dt dt
(3.20)
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which leads to the master equation
(3.21)
In the position basis, pointer states, |%a), are eigenstates of the position operator
X  \Xa) =  X a  \Xa)  , (3.22)
where Xa is the grid position along the one-dimensional axis of the system being 
modelled, with the grid positions being separated by a sufficiently small step size, Ax. 
We define our density matrix elements in the position, or pointer state, basis as
pab =  { a \ p \ b )  =  { X a \ p \  X b ) . (3.23)
Inserting p from Equation 3.19 tells us what each element of the density matrix rep­
resents:
Pal, =  { X a  IV) (^1 X , )  =  {a\lP){ll,\b)=  V(X,)V*(W). (3.24)
Returning to the master equation (Equation 3.21) and applying it to each element in 
the density matrix yields
b) = (a [H,P] b), (3.25)
ih q) Hp b ) - ( a pH b).
The first term on the right hand side can be expanded as follows:
Hp\b)  = (a H (VI6)
X X
2m dx"^ V  )  +  ( a  1 V  I V )  ( V  15) •
(3.26)
(3.27)
As long as the step size. Ax, is sufficiently small, the second-order derivative can be 
approximated using the central finite difference method for second-order differentials
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like so:
dx^
V )  =  V " ( W ) i ^ i X a + i )  +  ' l p { X g - i )  —  2 ' l j j { X a )  
Ax^ (3.28)
therefore
Hp 2mAx"^ — ll'ÿ) — 2 (a\ip)) +  (a|y|'ÿ) j  • (3.29)
Inserting a complete set gives
Hp b ) = \  - 2m Ax‘^ {{a +  l|ÿ ) +  (a -  1|^) -  2 (a|^))
+  W ) j
k J
(3.30)
which becomes, for a simple local potential {(a\V\k) = 0 ior a ^  k),
a Hp b) = - ( (a +  1|^> (ÿ|6> +  (a -  1|^) {'ip\b) -  2 (a|ÿ) {ip\b) )2m Ax‘^
+  ( a  I V  I a )  ( a | V >  ( V I & ) ,
(3.31)
and finally
a Hp b) = 2m Ax‘^ (Pa+l,fe “b Pa—l,b ‘^ Pab) “b ^aaPab- (3.32)
If we follow a similar procedure for the second term on the right hand side of Equa­
tion 3.26, we obtain
a pH b) = 2mAx^ {Pa,b+1 +  Pa,b-1 ~  ‘^ Pab) +  VbbPab- (3.33)
Combining Equations 3.32 and 3.33, we have our final master equation for each density
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matrix element in the pointer state basis
~  ~ 2mAx^ ipa+l,b +  Pa-1,6 ~  Pa,6+1 “  Pa,6-l) +  (Ka ~ Vbb) pab, (3.34)
which can be used to evolve the probability density matrix over time in the pointer 
state basis.
The density matrix can also be written in the energy eigenstate basis, where a smaller 
matrix is required (since the number of eigenstates used for an accurate representation 
of the wave function will be lower than the number of points required along the x-axis 
in the position basis), which can speed up numerical calculations significantly. We 
once again start with the master equation
i h ^  = [H,p]. (3.35)
In the energy eigenstate basis, we use the energy eigenstates of the system’s Hamilto­
nian
H\(f)n) = En\(l)n) (3.36)
to define the wave function
|V> =  E “ " K > .  (3.37)n
where a» is the coefficient of the eigenstate. Note that whilst a Sz b denoted
eigenstates of the position operator for the previous derivation, now the pairs m  k, n,
p k  q, and i k  j  will be used to label eigenstates of the Hamiltonian. Therefore, the 
density matrix, p, is defined as
P =  |^> =  I ]  , (3.38)
nm
Pnm ~  (n|p|?7l) =  OinOL^ . (3.39)
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Thus, the master equation is
(3.40)
Substituting for p from Equation 3.38 we obtain
dt ~ H Y . a„an^rn E a„.an'-^ rn
ih dt 4>n) — \  4>i E , (3.42)
(3.43)
=  aia*jEi — a i ü j E j  =  (E, — E j )  cu a t , (3.44)
i h X  ^  -  E j )  pi .^ (3.45)
Note therefore that
i h X  =  0. 
at (3.46)
3.3 Open Quantum Systems
In order to simulate the environment a dissipative (“Lindblad”) term can be added:
(3.47)
where, in the energy eigenstate basis, this extra term is generally written in the
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form
Lp = Y  (Â pM U  -  I  p] +) - (3.48)
pg  ^ ^
where
Apq — \JWpq |0p) {(f)q\ , (3.49)
%  =  'J W , (Vpl, (3.50)
where Wpq is a transition probability, which is the probability of the particle tran­
sitioning from energy eigenstate q to energy eigenstate p per unit time due to the 
environment interactionh02,i69] Section 3.4 for their definition and more detail). 
The first term of Equation 3.48 can be expanded using Equations 3.49, 3.50 and 3.38:
E = E 14) (41 E^ P^ m 14) (Vml 14) (41
pq nm
~  \^p) ^n^rn^qn^rnq {4^ p\ (3.51)
pqnm
—  b E p q ,|a q ,[  \ (f )p) {(f)p\  .
pq 
pq
The second term of Equation 3.48 can be treated similarly:
“  2 [^ pg^ pq^  P  ^ “  2 \^ q) (^ pl \ / ^ p q  l^ p) \4>n) (ÿ?
pq pq
+  (ÿml E ) \ / i ^  |ÿg) (<^ p| |ÿp> (ÿgl)
nm pq
~ x( ^2 ^pq^ri^^m \^q) {4^ p\4^ p) {^q\4^n) {4*m\
^ pqnm
~ b  ^pq^ri^^m \^n) {4^m\4^q) {4^p\4^p) {4^q\)
pqnm
~  ^pq l ^ g )  ( ^ n |  T  | ^ n )  •2 pqn
(3.52)
39
Quantum Tunnelling and Environmental Coupling Theory
This results in
LP = Y  Wn
pq
14) (41 - (4 4  l“«) (“nl + 14) (4l) (3.53)
pq
\oiq\ SipSpj ^ “b OljiOlgÔînSqj^ (3.54)
{(j)i\Lp\^j) =  ôij ^iq\o^qf +  Wpjaia*^ . (3.55)
Finally, replacing both summation variables with k for simplicity, we obtain
(3.56)
Now we can combine Equations 3.45 and 3.56 and insert into Equation 3.47
^  ^  (4  -  Ej) Pij + Sy E E ( %  +  % j), (3.57)
and therefore get our final master equations for each density matrix element in the 
eigenstate state basis
— Ej) pij — -pij  ^  {Wki +  Wkj) ,  ^ f  j, (3.58)
dpii
—  X I  O^ ikPkk) — pa X  ( % * )  • (3.59)
This agrees with Equations 2.11 and 2.12 in Ref. When not simulating environ­
ment interaction, all transition probabilities, Wjk, are zero, returning to Equations 3.45 
and 3.46.
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3.4 Dissipative Term and Transition Probabilities
In order to model the evolution of a particle in a double well potential and include 
coupling to its external environment modelled as a simple “heat bath”, it was decided 
to follow the method of Meyer and Ernst The double well potential represents 
the hydrogen-bonded cyclic dimers found in car boxy lie acids, in which simultaneous 
hydrogen transfers occur. More specifically, they model proton transfer in a benzoic 
acid dimer, which is an ideal test case for the methods proposed because the system 
is similar to an adenine-thymine DNA base pair. The potential and the eigenvalues of 
the first 6 eigenstates are shown in Fig. 3.3.
-1cm
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Fig. 3.3 Adapted from Meyer and Ernst One dimensional double well potential for 
hydrogen transfer in benzoic acid. The arrows between states 1 & 2 and 3 & 4 denote 
tunnelling transitions, in comparison to the other vibrational transitions.
The environment is described in terms of a heat bath made up of numerous harmonic 
oscillators, all interacting with the quantum system being modelled. To derive the
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master equation, a Hamiltonian consisting of three terms is used: Hs (the system), 
H}) (the bath/ environment), AH’ (interaction between the two), where
H  =  H, +  H& +  AH. (3.60)
The first term, Hg, is the Hamiltonian of the quantum system itself
H s =  +  b { i -  e f  +  ( ^ )  C, (3.61)
where replaces the usual ^  term and is “proportional to the reciprocal square
of the distance between the two potential wells, as measured in the space of mass- 
weighted co-ordinates” B  is the barrier height, AH is the asymmetry parameter 
of the wells, and Ç is the reduced transfer co-ordinate in the position space, which is 
a dimensionless parameter defined as shown in Equation 3.62, where a is set so that 
the minima of the well potential are at f  =  ±1 (as seen in Fig. 3.3).
C — “  (3.62)
H{, is the Hamiltonian of the heat bath
Hb = J2  (3.63)
m  ^
where m  is the set of bath oscillators. Pm is the momentum of the bath oscillators,
Q m  is the position of the bath oscillators and ujm is their frequency. Finally, AH
represents the interaction between the quantum system and heat bath
A H  =  (r, (3.64)
r = J2fmQm, (3.65)
m
where f m  is the coupling constant of each bath oscillator and r is labelled the active 
hath displacement In reality, all that is needed to model the time evolution of the 
system is the Hamiltonian of the quantum system, Hg, because the influence of the heat
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bath of the quantum system is fully described by the transition probabilities discussed 
in Section 3.3, where Wjk is the probability of transition from energy eigenstate k to 
j  per unit time and is defined as
1 °r
Wjk = ^  J  dt j  f  k, (3.66)
— OO
=  (3.67)
J #
where cjjk is a transition frequency depending on the energy eigenvalues of states j  
and k ,
W,. =  i E i ^ ,  (3.68)
These transition probabilities depend on a parameter, cojk, which provides time de­
pendence due to the system Hamiltonian, Hg, and a correlation function
Cik(t) = E p »  . (3.69)
V
which provides time dependence due to the bath interaction. Transition probabilities 
are calculated from the average over all bath states, u, with populations, for thermal 
equilibrium. The derivation for Equation 3.66 begins with the definition of the power 
spectral density function of the active bath displacement
Jrr(w) =  y  (3.70)
\uj  ^ -f \ e^BT — 1 j
where T  is temperature, cOp is a characteristic phonon frequency of the heat bath and 
AVr is the “rearrangement energy gained by the bath oscillators upon displacement 
from Qm =  0 to their optimal values for configurations f  =  ±  1 of the tunnelling 
system near its potential minima” (described in more detail in their previous 1987 
paper summary, this standard definition of the power spectral density func­
tion [50,102,169] jg related to the chosen model for the bath oscillators, using Debye theory, 
whereby the product of the squares of the coupling constants and the density of modes 
increases with at low frequencies and becomes constant at cOp.
Because of these new additions, there are now 6 parameters that describe our tun­
nelling model: B, A V  (all in the quantum system), A V r ,  Up, T  (relating to the
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environment interaction). These parameters’ values for a double hydrogen bond in 
benzoic acid are provided in another 1990 paper by Stockli et ah and they are 
reproduced in Table 3.1 with their standard deviations (which are notably large).
Table 3.1 Benzoic Acid 1-D Model Parameters
Parameter Energy (cm )^ Energy (meV)
15.6 ±2.0 1.9 ±0.2
B 620 ±  88 77±  11
A y 63.6 ±  2.6 7.9 ±  0.3
APR 44 5.5
hüüp 186 23
Note that cm~^ is a standard unit of measurement of energy in quantum chemistry 
(1 cm“  ^=  0.124 meV) and often includes Planck’s constant, /z, and c. The assumption 
is made that the parameters for the two dimensional model are the same as for the 
one dimensional m o d e l Jrr is plotted in Fig. 3.4.
4.5
3.5
CO
o  2.5
X
CM
t
0.5
-500 1000-1500 -1000 0 500 1500
tîCû (cm'^)
Fig. 3.4 Power spectral density function, Jrr{uj), of the active bath displacement for
T = 320 K.
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Based on this, a correlation function of the active bath displacement, Crr{t), is shown 
in Fig. 3.5. As with Equation 3.81, this is an integral over the bath modes
(3.71)
C r r { t )  =  { 2 - r r y ^  j  d w e ' ‘^ J r r { o j ) . (3.72)
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Fig. 3.5 Correlation function, Crr{t), of the active bath displacement for T =  320 K.
A similar correlation function for the active bath momentum (the force of the heat 
bath on the quantum system), Cgg(t), is given by
cut) = (E (4a.w) E (hpuo)]).
\  m  /  m  /  I h
(3.73)
C,s{t) =  (27r)“ ‘ / dwe“ V -V „(w ), (3.74)
and is shown in Fig. 3.6. This correlation function thus depends on three properties
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of each bath oscillator: frequency, momentum, and coupling constant.
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Fig. 3.6 Correlation function, Css{t), of the active bath momentum for T  =  320 K.
The final correlation function, is for the active bath rearrangement and is given 
by
where d is the transfer distance between any two energy eigenstates (or doublets):
d  — \ Cj j  Cfcfcl- (3.76)
is an element in the matrix, which is obtained through a transformation, T, of 
the C matrix, which comprises elements
Q k  =  j  { < P ' j C 4 'k )  d C - (3.77)
The diagonal elements of this matrix are simply the position expectation values of the 
energy eigenfunctions of the quantum system, (f)j\C\(pj)- The transformation used to
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obtain the C' matrix is defined by the fact that it diagonalises Ç for pairs of states that 
are considered tunnel doublets. These involve states of nearly-equal local vibrational 
excitation in each of the two wells, where the only method to shift from one to the 
other is to tunnel through the barrier. For benzoic acid, these pairs are 1-2 and 3- 
4 (as shown in Fig. 3.3) C12 and (34  are already small due to the fact that the
eigenfunctions (fi and (^2 almost mirror each other in terms of shape (being on different 
sides of the barrier), as do 4>s and ^4 . This can be seen in Fig. 3.11, which shows the 
first 6  eigenstates of the double well potential. Note that states 1-2 are wholly localised 
in their respective wells, states 3-4 are mostly localised in their respective wells, and 
states 5-6 have energies above the barrier (630 cm“ )^ and so are free of the two wells.
The Ç' matrix is shown in Equation 3.80 and the standard formula used for diagonal- 
ising a 2 x2 matrix is
a a b
c d j  \ c d!
(3.78)
a =
d ^Abe +  (<2 — d)"
6 = 0
c =  0
, CL -\r d — a/46c +  (û — d)‘ 
 2--------------
(3.79)
c =
^-0.9194 0.0000 -0.1980 -0.0565 -0.0407 -0.0206 -0.0082 -0.0031\
0.0000 0.9424 -0.0635 0.1975 -0.0475 0.0277 -0.0107 0.0039
-0.1980 -0.0635 -0.7226 0.0000 -0.2054 -0.1651 -0.0428 -0.0247
-0.0565 0.1975 0.0000 0.7059 -0.3964 0.1096 -0.0973 0.0152
-0.0407 -0.0475 -0.2054 -0.3964 -0.0708 -0.5879 -0.0246 -0.1028
-0.0206 0.0277 -0.1651 0.1096 -0.5879 0.0505 -0.6272 0.0000
-0.0082 -0.0107 -0.0428 -0.0973 -0.0246 -0.6272 0.0168 -0.6643
i^-0.0031 0.0039 -0.0247 0.0152 -0.1028 0.0000 -0.6643 0.0210 )
(3.80)
The relevant 2x2 section of the (  matrix is extracted, the off-diagonal elements are set 
to zero and the diagonal elements are set according to Equations 3.78 and 3.79. That 
2x2  section is then re-inserted into what is now the matrix.
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Table 3.2 Precision of u  Limits
hu Limits (cm Error Error
±150000 3.46695 X 10-7 3.31% 1.43398 X 10-G 1.86%
±100000 3.40402 X 10-7 1.43% 1.46224 X 10-6 3.87%
±40000 3.27723 X 10-7 2.35% 1.73044 X 10-6 22.9%
±60000 3.38516 X 10-7 0.87% 1.55477 X 10-6 10.4%
Some examples of for particular adjacent doublets are shown in Figs. 3.7 and 3.8.
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Fig. 3.7 Real part of the correlation function, of the active bath rearrange­
ment for T  =  320 K.
Finally, the correlation function
Cik{t) = ( 4 ) '  cP) (3.81)
controls the rate of transition from state k to state j  and can be entered into Equa­
tion 3.66 to find transition probabilities for each eigenstate pair. Note that these 
correlation functions are explicit for baths consisting of simple harmonic oscillators
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Fig. 3.8 Imaginary part of the correlation function, of the active bath rear­
rangement for T  =  320 K.
within this model; they can be thought of as defining how the bath oscillators be­
have when interacting with the quantum system. However, the power spectral density 
function given by Equation 3.70, can be thought of as describing the fundamental 
properties of the heat bath and these are typically altered to fit experimental data. 
Changes to the power spectral density would affect the system-bath interaction but the 
formula used here is based on the general form typically found in textbooks [50,i02,i69]
Once all values of Wjk have been obtained, these can be used to represent the influence 
of the heat bath/ environment on the system, over time, by applying it to the time 
evolution of the density matrix (see Equations 3.58 and 3.59). Note that calculating 
Wjk involves several non-trivial integrals from — oo to oo, so in order to converge on 
the correct values, the integral limits for Css{t) and Crr{t) has to be sufficiently large. 
Table 3.2 shows the results obtained for the most difficult Wjk values (kEi,i5 , kEi,i6, 
VEi5 i^, and VEi6,i) with various integration limits for u. The correct ratio between 
these opposite transition probabilities is known due to the fact that the Wjk parameter 
adheres to the principle of detailed balance (discussed further in Section 6.3). As can be 
seen, there is no easy answer for the correct limits to use for integration as the errors do 
not uniformly decrease with increasing limits. The errors for the larger limits tested are
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deemed appropriate for the tests presented in this chapter. However, the errors are not 
necessarily acceptable for different potentials and an improved method of finding the 
transition probabilities is described in Section 6.3. It is noteworthy that the required 
limits are significantly higher than the limits used by Meyer and Ernst (—2560 cm~^ < 
hw < 2560 cm“ )^ because we are looking at 16 energy eigenstates instead of 6, ensuring 
the basis set is complete. Integration limits of =  ±20000 cm“  ^ were deemed 
suitable after preliminary tests.
3.5 von Neumann M easurements
Many authors have investigated the measurement process in quantum mechanics, 
which entangles the state of the system with that of the measuring device causing 
a decay of the off-diagonal elements of the system’s density matrix. Wallace chose 
a simple example: the evolution of a one-dimensional wave packet describing the 
motion of a free particle. He considered the time evolution of the density operator 
in momentum space then Eourier transformed it back to configuration space before 
simulating the measurement process by setting all off-block-diagonal elements of the 
density matrix to zero. He concluded that repeated measurements can have non-trivial 
dynamical effects both on the rate of the spreading of the wavepacket and on the rate 
of its centre-of-mass motion, sometimes speeding it up and sometimes slowing it down. 
However, since he only dealt with free particles he could say nothing about the effects 
of the measurement on quantum tunnelling.
Recently, this idea was extended to the more interesting case of the tunnelling of a 
wavepacket through a square potential barrier to investigate the more realistic 
example of particle decay, which is closer in spirit to the models of Refs, This
approach is connected here with the more physically realistic reduced density matrix 
(RDM) approach described in Section 3.2. The process of position measurement is 
simulated at any given time for a certain choice of position resolution by setting 
to zero the off-diagonal terms in the density matrix (expanded in a position space 
basis). There are three parameters that can be adjusted for this kind of measurement 
approach: precision, harshness, and frequency.
The precision is determined by the chosen block size  ^ which can be set anywhere be­
tween 1 and ^ 2 , where N  is the number of pointer states (chosen as 250 for the work 
in Chapter 4). For example, an imprecise measurement would use a block size of -^/2 ,
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F i g .  3 .9  The density matrix just after “measurement” showing how the off-diagonal 
elements in a block of size 2 (^ /i2s) are removed. White indicates regions of the matrix 
in which the elements are unchanged and black indicates elements set to zero. Regions 
shown as grey have been multiplied by a non-zero factor as determined by Equation 3.82,
with y =  10~^.
which effectively allows the environment to “know”, upon measurement, no more than 
which side of the barrier the particle is on, as shown in Fig. 3.10. The effect on the den­
sity matrix of a very precise measurement is shown in Fig. 3.9. Preciseness determines 
how closely the measurement affects the quantum system, in essence a determination 
of the strength of coupling between the quantum system and its environment. At 
certain chosen intervals (determined by the frequency parameter), greater than the 
step size for time in the numerical integration of Equation 3.34, we carry out our 
“measurement” or “observation” by multiplying all elements in the off-diagonal blocks
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Fig. 3.10 The density matrix just after “measurement” showing how the off-diagonal 
elements in a block of size are removed. White indicates regions of the matrix 
in which the elements are unchanged and black indicates elements set to zero. Regions 
shown as grey have been multiplied by a non-zero factor as determined by Equation 3.82,
with y = 10"4.
of the density matrix by a decay factor
(3.82)
where ?/ > 0 is the “harshness” parameter. This parameter is necessary to avoid dis­
continuities in the wave function and its derivative, both of which must be continuous 
across the block boundaries, and therefore so must the elements of the density matrix. 
A smooth and continuous decay of the matrix elements across block boundaries also 
makes sense physically in terms of the action of a measurement on the system by its 
environment. The effect of this is visible in the gradients shown in Fig. 3.10 and in
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reality there is a narrow window of harshness that has practical use: a value too high 
prevents any time evolution of the wave function and a value too low doesn’t affect 
the system noticeably.
It is clear from Equation 3.82 that the closer to the diagonal the element is (where 
a — b is small), the less affected it is, but for those elements further away (where 
a — 6 is large), the closer to zero the decay factor is, effectively “killing off” the matrix 
element, as shown in Eigs. 3.9 and 3.10. This is analogous to what Equation 1.2 
tells us: that the density matrix elements furthest away from the diagonals are the 
most affected during decoherence. Although the formula stated in Equation 3.82 is 
somewhat arbitrary (but designed to ensure a smooth transition from 1 to 0, since 
sharp step-changes would not be physically realistic), one would expect this approach 
to yield similar results to using the Lindblad method described in Section 3.4. Results 
from both approaches are explored and compared in Section 4.4 but it may be possible 
to derive an analytical link between the two methods. As proved in that section, it does 
not matter which basis set is chosen for the density matrix, so a proposed approach is 
to derive the master equation in the position basis, including the Lindblad operator 
(in a similar vein as Equations 3.58 and 3.59). The effect of the Lindblad operator 
on the off-diagonal elements of the density matrix in the position basis can then be 
directly compared to Equation 3.82 and other variants.
Unlike other approaches that deal with the coupling of the quantum system to its 
environment, which have to take into account the number of states available for the 
decay and the overlap of this (reservoir) spectrum with the measurement induced level 
width, the reservoir does not need to be considered at all here.
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3.6 Benzoic Acid Dimer
In order to find the initial eigenstates of the benzoic acid dimer system, the Runge- 
Kutta method was used to solve Equation 3.1 (the TISE, a second-order differential 
equation) as two coupled first-order differential equations, with the iterative secant 
method used for root-finding. Since the eigenvalues, that the TISE is being 
solved for are unknown, two initial guesses and boundary conditions must be used, 
in addition to the eigenfunction, ÿ^((), in order for the secant method to be able to 
converge on correct eigenvalues. The resulting eigenvalue does not necessarily bracket 
the two initial guesses (although if it doesn’t, it’s usually close to either guess), which 
can sometimes make it difficult to distinguish more than one eigenvalue when tight 
clusters of them exist in a certain small range (i.e. where multiple energy states in the 
potential wells exist close together). Note that this approach has limitations and did 
not produce desirable results for the adenine-thymine potential created in Chapter 5. 
Instead, a standard eigenvalue solver included in the library LAPACK {DSTEV) 
was used to calculate the energy eigenstates and eigenvalues for that potential, which 
are shown in Section 6.1. The DSTEV function was initially tested on the benzoic 
acid potential to check its accuracy and it produced results extremely close to those 
already obtained using the Runge-Kutta and secant methods.
The boundary conditions stated in Equations 3.3 and 3.4 are used but in reality 
these are set at the edge of our pre-defined “box” that the system is in, rather than at 
C =  ±oo. Once a sufficient set of energy eigenstates have been found, an initial starting 
wave function can be chosen. It is desirable to set up an initial wave function as a 
superposition of two or more energy eigenstates such that it describes a particle that is 
almost definitely in the deep well of the potential at t =  0. This will allow the system 
to evolve over time rather than remain static, even without any environmental effects 
included. Of course, when an environment is simulated using either method described 
in this chapter, the environment will induce coupling to higher energy eigenstates. 
This allows us to employ perhaps a more likely scenario whereby the initial wave 
function is set to the ground state, of the system, and still evolves over time.
The benzoic acid dimer potential is described by Equation 3.83 and the calculated 
energy eigenstates, along with their corresponding eigenvalues, are shown in Fig. 3.11.
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The first 6 are in agreement with those shown by Scheurer and Saalfrank
n o  = B (a  ^ -  c f + ( ^ )  
=  620 ( e - O ^ "  '
(3.83)
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Fig. 3.11 Energy eigenstates of benzoic acid dimer one-dimensional model.
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Chapter 4 
Quantum Tunnelling and 
Environm ental Coupling R esults
This chapter contains results obtained using the theoretical methods described in 
Chapter 3. It includes an investigation into the importance of both the starting wave 
function and the shape of the double well potential on quantum tunnelling rates, plus 
a look at what effects to expect when replacing protons with douterons in the double 
hydrogen bond model. In addition, two different methods of simulating environment 
interaction with a quantum system are compared; environment-induced dephasing 
(also known as dissipation or decoherence) and von Neumann measurements. The 
asymmetric double well potential representing the double hydrogen bond in benzoic 
acid dimers, described in Section 3.6, is used for these tests. Of particular interest is the 
effect on quantum tunnelling rates with different initial conditions and environmental 
parameters (e.g. whether the Zeno or anti-Zeno effects are seen), and the differences 
and similarities between the two approaches. This work was published in Phys. Rev. 
A. in July 2014
4.1 Starting Wave Functions
Various starting wave functions, 'ip{t = 0), were set up in the double well potential 
shown in Fig. 3.3 to test the effect that varying the initial setup of the system would 
have on tunnelling. The three chosen wave functions are defined in Equations 4.1-4.3
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I'lpiit =  0)) =  cos6> 10s) +  s i n 104),
7T,
_ m \  -= 0)) =
7T
Co — —1; 
Co =  1,
(4.1)
(4.2)
(4.3)
where 9 = 1.288 and a  =  5.
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Fig. 4.1 Initial superposition, 0 i, where the wave function starts mostly in the right 
hand well with a position expectation value of {Q =  0.71.
A simple initial test was performed whereby the wave function was initially almost en­
tirely in the shallow well. Although this can be done by simply choosing \'ip{t — 0)) = 
102), this would not induce any time evolution without environment interaction being 
present. Instead, this was achieved by mixing the third and fourth energy eigenfunc­
tions, as defined in Equation 4.1 and shown in Fig. 3.11. This initial superposition 
is shown in Fig. 4.1 and the expectation value of the wave function position, ((), 
is expressed as a function of time in Fig. 4.2, with an initial expectation value of 
(C) =  -0.71, with minima being (C) =  -0.29. The period between minima is constant 
at t =  0.63 ps. The wave function “sloshes” back and forth between these two ex-
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tremes, with maximum tunnelling appearing as shown in Pig. 4.3. At these times, the 
instantaneous probability of finding the particle in the left hand well (i.e. it having 
tunnelled through) is -29.8%. This is a simple example of how tunnelling can occur 
between the two wells when the starting wave function is a superposition of eigenstates 
in both wells. It also shows that a high rate of tunnelling can be achieved by using a 
starting wave function largely composed of higher energy eigenstates. This is perhaps 
not realistic though, as one would expect particles to be more typically in lower energy 
eigenstates. As will be shown later in this chapter, tunnelling rates are much reduced 
when the starting wave function overlaps more with lower energy eigenstates, unless 
environment interaction is considered.
0.5
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g
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Fig. 4.2 Position expectation value for the wave function over time. The wave function 
starts primarily in the right hand well signified by a peak expectation value. The period
of maxima and minima is constant.
This configuration causes the wave function to dominate the shallower well. However, 
it would be more useful (when trying to model a particle that is more likely to be 
in the deeper well at any given time) to use a superposed wave function that starts 
in the left hand, deeper, well. In order to do this, the Gaussian function shown in 
Equation 4.2 was set up. The coefficients of each energy eigenfunction’s overlap with
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Fig. 4.3 Wave function after evolving over a time of t =  0.315 ps. Wave function is 
now partially in both wells, signifying a higher chance of tunnelling, with a position
expectation value of {Q =  0.29.
the Gaussian can be found using
(4.4)
and these coefficients can be used to populate the initial density matrix in the eigen­
state basis.
It is expected that the first eigenstate will overlap the most with this Gaussian as its 
shape is very similar (a single peak centred at (  =  —1). Indeed, in this case, the first 
eigenfunction’s coefficient is 0.9875, with the third eigenstate being the second most 
similar with a coefficient of 0.1125. These coefficients are shown in Table 4.1 and have 
a large effect on the outcome of the temporal evolution of the wave function; changing 
parameters such as Co will result in a different starting density matrix.
This Gaussian function was then evolved over time as before, with an initial expec­
tation valne of {() =  —1, changing to a maximum of —0.877 at odd multiples of 
t = 0.050 ps. The maximum expectation value does vary slightly with each oscilla-
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tion. The wave function “sloshes” back and forth between these two extremes but with 
less rigidity compared to the — 0) case above. The wave function moves around 
in a somewhat strange manner due to the complexity of the eigenstate overlaps - every 
eigenstate makes a contribution to the wave function and density matrix, rather than 
just two of them.
Table 4.1 Energy eigenstate coefficients for gaussian wave function, ■02
Energy Eigenstate Gaussian Coefficient
1 0.9875
2 0.0058
3 0.1125
4 0.0313
5 0.0369
6 0.0435
7 0.0509
8 0.0481
9 0.0377
10 0.0267
11 0.0191
12 0.0144
13 0.0111
14 0.0086
15 0.0065
16 0.0049
Although the tunnelling oscillations are quicker (maximum tunnelling is achieved in 
less time), the amount of tunnelling is reduced. Even at maximum tunnelling, the 
instantaneous likelihood of finding the particle in the right hand well is only ~0.8%. 
The maximum instantaneous probability of finding the particle in the right hand 
well is ~1.2%, which occurs at 0.065 ps. This is slightly out of step with when the 
expectation value of the particle is at its maximum - this is due to the complex shape- 
shifting exhibited by the wave function as it evolves over time (which, as stated above, 
is due to the many different eigenstate components of the Gaussian interfering with 
each other).
This Gaussian function was then shifted to start in the shallower, right hand well, as 
described by Equation 4.3, and left to evolve over time again. The position expectation 
value this time starts at (() =  1, changing to a minimum of -0.841 at odd multiples 
of t =  0.053 ps. Compared to the situation above, where the Gaussian was set up
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in the deeper well, the maximum change in expectation value is slightly increased 
and happens slightly slower. At these times, the instantaneous likelihood of finding 
the particle in the left hand well is higher at -3.4%. The maximum instantaneous 
probability of finding the particle in the left hand well is -4.5%, which occurs at 
0.093 ps. This is further out of step compared to the Gaussian starting in the left 
hand well and, indeed, the wave function’s shape does change more over time with 
this setup.
Something that is interesting to note is that the probability of finding the particle in 
the left hand well at t =  0 (when the Gaussian is set up in the right hand well) is 
non-zero: 2.6%. This is because a very small portion of the first energy eigenstate 
does reside on the right side of the barrier, and also because the Gaussian has small 
components of higher energy eigenstates, which reside more in the deeper well. If we 
take away this initial probability from the values previously stated, we can infer an 
increase in tunnelling probability rather than the absolute tunnelling probability. This 
relative probability when (() is at its minimum is thus 3.4% - 2.6% =  0.8%, the same 
as was found for the Gaussian starting in the deeper well. However, the maximum 
instantaneous probability is still higher at 4.5% - 2.6% =  1.9% (compared to 1.2% 
when the Gaussian starts in the deeper well). This indicates that tunnelling is slightly 
more likely when the wave function is set up as a Gaussian in the shallower well than 
in the deeper well, which makes sense because the shallow well represents a less bound 
state that should be easier to “escape” from.
Comparing tunnelling times is particularly difficult because “tunnelling time” and has 
no clear definition. This is discussed in more detail in Section 4.5.
4.2 Potential Asym m etry
It was decided to investigate the effect of changing the asymmetry parameter of the 
double well potential defined in Equation 3.83. Removing the asymmetry parameter 
completely changes the first 4 formerly localised eigenstates, which alters the possible 
superpositions and, in turn, the possible initial wave functions that can be set up and 
their evolution over time. 5 values of AE were chosen between the default value in 
Table 3.1 (termed AVq) and zero. The first 4 eigenstates for AE =  AVb =  63.6 cm“  ^
are shown in Fig. 3.11.
It can be seen that the third and fourth eigenstates change rather significantly when
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Fig. 4.6 Eigenstates of benzoic acid one-dimensional model with A V AVb
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Fig. 4.7 Eigenstates of benzoic acid one-dimensional model with A V  =  0.
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A V  is reduced by an order of magnitude {AV  is set to in Pig. 4.4: they are
already very delocalised. On the other hand, the first two eigenstates remain very 
similar. A small bump can be seen in the opposite well that was not present when A V  
was its default value. It is not until A V  is set to ^^°/iooo (Pig. 4.6) that eigenstates 
more typical of a symmetrical double well potential (Fig. 4.7) are seen, implying that 
an asymmetry this small has minimal effect compared to a symmetric well (particularly 
on the third and fourth eigenstates).
The most important conclusion here is that the energy eigenstates of the system play 
an important role in the time evolution of the density matrix, and thus wave function: 
the time it takes for the position expectation value, ((), to change maximally when 
A V  = 0 (i.e. no asymmetry) is -27.6 ps. This is a two orders of magnitude increase 
compared to the same result for the asymmetric double well potential for benzoic acid 
dimers. It is clear, then, that the shape of the well has a large impact on quantum 
tunnelling - this is why getting an accurate representation of the hydrogen bond in an 
adenine-thymine nucleobase is important to getting good results (see Section 4.5).
4.3 Kinetic Isotope Effect
A good way of studying the implication of quantum tunnelling is to consider the kinetic 
isotope effect in the quantum system being modelled, that is to replace the hydrogen 
bond with a deuterium bond. Because quantum tunnelling is heavily dependent on 
mass, it is expected that this would make a significant difference. A basic estimation 
of the tunnelling time of a particle in a quantum system can be found using the semi- 
classical WKB approximation (explained in more detail in Section 3.1), however this 
approach has a limited scope: its accuracy is questionable for more complex quantum 
systems . Indeed, preliminary testing showed that the WKB approximation is not 
suitable for the asymmetric potentials used in this work but it may be useful as a 
very basic check. The following section briefly explains how the WKB approximation 
can be used to show that tunnelling times for a deuteron in a simple potential are 
increased compared to those of a proton. The WKB calculation is then applied to 
a symmetric double well potential and the results compared to those obtained when 
solving the TDSE and the analytic solution.
The WKB approximation states that the probability, P, of tunnelling in a single well
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potential is given by
P
where V(x) is the potential, E  is the energy of the particle in the potential, m  is the 
mass of the particle, and a Sz b are the points along the x-axis between which the 
tunnelling takes place, as shown in Fig. 3.2.
If we assume a simple square barrier with width R  and height Vb, Equation 4.5 simp­
lifies to
p  =  (4,6)
with an inversely proportional tunnelling time of
t = (4.7)
where A is a constant of proportionality. If we double the mass in this equation we 
can compare the tunnelling time for a deuteron, td, to that of a proton, tp,
tp . 2R^^(Vo-E)’
(4.9)
where y = 2RyJ^^{Vo — E). This means that > 1 if 2/ > 0. Since y must always 
be positive (Vq > E), the tunnelling time for a deuteron in this system is longer than 
that of a proton. However, this assumes that the value of E  does not change when 
replacing the proton with a deuteron. In reality, the greater mass of the deuteron 
would mean that its energy eigenstates sit deeper in the well (i.e. they have lower 
energies). This would increase the Vq — E  factor in the exponent as well, which will 
ultimately increase ^^ /tp further.
It is clear, then, that replacing a proton with a deuteron would increase the average
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tunnelling time for this very basic quantum potential. As we will see later, the increase 
in tunnelling time for a symmetric well similar to that found in benzoic acid dimer 
double hydrogen bonds is more than an order of magnitude. As stated before, this 
makes sense due to the fact that mass has a significant effect on quantum mechanical 
phenomena such as tunnelling. If this relation is also true when the protons in the 
double hydrogen bonded adenine-thymine base pair are replaced with deuterons, then 
the probability of the DNA replicating before tunnelling can lead to a tautomeric 
state will increase, reducing the chance of copying errors. This assumes, of course, 
that quantum tunnelling has a significant effect on mutation rates. One would expect 
to see a reduction in the number of mutations in a population of bacteria such as E. 
coli, for example, when deuterated water is used compared to normal water, due to 
quantum effects. If that turned out not to be the case, one would likely conclude that 
quantum effects do not play a significant role in DNA mutation rates.
To test the WKB approximation’s accuracy, it was applied to a system with a known 
analytical solution for average tunnelling time: a symmetric quadratic well
V{x) = ^ ( \ x \ - a f ,  (4.10)
where a — 1 Â is the distance between the well minima and B  = 620 cm“  ^ is the 
barrier height. The average tunnelling time can be analytically calculated using
where w =  mo? , being the mass of the particle Due to the exponential, 
the tunnelling time is greatly affected by difference between the barrier height and the 
oscillator frequency.
Table 4.2 Tunnelling Rates for Proton and Deuteron
Particle Modelled WKB Result (s) TDSE Result (s) Analytic Result (s)
Proton 2.14 X 10-12 1.28 X 10-11 1.29 X 10-11
Deuteron 3.33 X 10-1“ 1.95 X 10-1“ 1.91 X 10-1“
Preliminary results are shown in Table 4.2 for three methods: WKB approximation, 
analytic solution, and maximal tunnelling when solving the TDSE. It is clear that the
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TDSE is working correctly and that the WKB approximation doesn’t give entirely ac­
curate results even for this simple potential. The WKB approximation’s accuracy will 
likely decrease for more complex potentials , so it is for this reason that the WKB 
approximation will not be used for further testing in this project. Instead, tunnelling 
times will be discussed in terms of the chance of the particle having tunnelled at a 
given time after the quantum system is set to its initial state.
4.4 Environmental Effects
In this section, both methods of simulating the interaction of the environment with 
the quantum system (von Neumann measurements and dissipation via a Lindblad 
term, as described in Chapter 3) are applied and compared. In the absence of any 
interaction with the environment, the numerical accuracy of the two methods can 
first be tested against each other to determine the sizes of the eigenstate basis sets 
required for sufficient accuracy. It was found that the energy eigenstate basis required 
16 terms, which produces results matching those obtained in the pointer state basis 
using approximately 250 “pointers” to within an accuracy of one part in 10^  over the 
whole time period of interest. Although rather difficult to see, there are in fact two 
plots in Fig. 4.8. The low probability of finding the proton in the shallow well reflects 
the choice of initial wave function and it must be stressed that the agreement between 
the two approaches is no more than a test of the numerical calculations.
It is important to add that the many fluctuations seen in this figure are not indicative of 
individual proton tunnelling events, but are due to the complex physical interference 
effects resulting from the time dependence of the part of the wave function in the 
shallow well. As such, this figure is no more than a test that both numerical procedures 
are describing the same physics. It could be stated that each upward fluctuation is 
a “possible tunnelling event”, since the probability of the particle having tunnelled is 
increased at these points. This is discussed in more detail in Section 4.5.
Next, environment coupling is included by (a) adding the dissipative Lindblad term, 
and (b) carrying out pointer measurements at regular intervals. Instead of taking a 
Gaussian centred in the deeper well for the initial wave function (depicting a proton 
that is definitely in the deeper well to begin with), we now choose the more realistic 
case of the ground state eigenfunction, \ip{t = 0)) =  Due to the asymmetry of the 
well, this eigenfunction is almost entirely in the deep well anyway and closely resembles
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Fig. 4.8 Probability of proton being in shallow well over a period of 3 ps using optimum 
basis sizes with no measurement/ environment coupling. The results match extremely 
well, demonstrating the accuracy of the two quite different approaches.
the Gaussian shape. However, this is a stationary state and any tunnelling will now be 
due entirely to the coupling of the system to the environment. In the Lindblad method, 
this is due to the external heat bath inducing transitions between the ground state 
and higher energy eigenstates that have larger amplitudes in the shallow well (which is 
just another way of saying it enhances the tunnelling probability). Since this coupling 
depends on the temperature of the bath, we should expect an enhanced tunnelling 
probability with higher temperature, hence this is called thermally assisted tunnelling. 
In contrast, the interpretation in the pointer method is that repeated measurement 
(setting the off-diagonals of the density matrix to zero) provides an unavoidable “kick” 
to the proton, pushing it to higher energy states.
Clearly, if the coupling is strong enough in both pictures the proton could be induced 
into hopping over the barrier classically rather than tunnelling through it. To test 
this, two eigenstate basis calculations, with basis sizes of 4 and 16 eigenstates, were 
compared. The first 4 energy eigenvalues lie below the top of the barrier and so, with 
a basis that only includes coupling between these states, quantum tunnelling would 
be the only way for the proton to find itself on the other side of the barrier. On
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the other hand, including a further 12 states would allow classical “over the barrier” 
hopping. Hardly any difference at all was found between the two cases, implying that 
tunnelling is the dominant mechanism in this case. For a more quantitative insight to 
this question, the occupation probability of each eigenstate (obtained by finding the 
overlap between the wave function and each eigenstate) over time was checked for the 
two cases of basis size.
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Fig. 4.9 Overlap of the wave function with each of the first four energy eigenfunctions
over a period of 20 ps.
Fig. 4.9 shows how the occupation probability for first 4 eigenstates changes over 
time. When using the larger basis, the higher 12 energy eigenstates have a cumulative 
occupation probability of 6% at 20 ps. What is clear is that adding the dissipative 
Lindblad term allows primarily for strong transitions between the ground state and the 
first excited state (which is predominantly in the shallow well). Thus, the thermally 
assisted tunnelling is almost entirely due to populating this state.
Fig. 4.10 shows a comparison between two sets of curves. The solid lines are data 
from the dissipative Lindblad method at three different bath temperatures (115 K, 
155 K, and 200 K). Overlaying these are the results (dashed lines) using von Neumann 
measurements with observations being made at three different frequencies of 20 ps"L, 
100 ps^L, and 3300 ps“L (Note the numerical step size At  is 0.05 fs.) All other
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Fig. 4.10 Probability of proton being in shallow well during a period of 30 ps using 
pointer state measurements with varying observation frequencies (f) and the Lindblad 
term with varying temperatures (T). Observation size is fixed at 0.5N and harshness is
set at 10"4.
parameters are set to their default values, as described in Table 3.1. It is clear from 
this graph that, on the one hand, increasing the temperature of the bath leads to 
stronger coupling to the environment and hence enhanced rate of thermally assisted 
tunnelling. This is very strongly and neatly correlated with a similar enhancement 
in tunnelling probability with increased frequency of observation/ measurement - an 
anti-Zeno effect. Making the link in this way with the dissipative Lindblad approach 
clarifies why this is so.
Figs. 4.11 and 4.12 consider two different snapshots in time -  at t =  10 ps and 
t = 100 ps -  and compare the probability of the proton having tunnelled as a function 
of temperature in the Lindblad approach with its probability of having tunnelled as a 
function of observation frequency in the pointer approach. A similar picture is seen at 
both times: increasing the frequency of measurement by the environment is equivalent 
to raising its temperature: both lead to enhanced tunnelling probability, or anti-Zeno 
effect.
Beyond 200 K in the Lindblad approach, the tunnelling probability continues to rise
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Fig. 4.11 Probability of the proton being in the shallow well after 10 ps using pointer 
state measurements with varying observation frequencies and the Lindblad approach with 
varying temperatures. The sold curves have been drawn through the discrete calculated
points to guide the eye.
until it reaches a maximum of P < 0.5, depending on the asymmetry in the double 
well. Fig. 4.9 explains the reason for this levelling off since, after about 20 ps, the 
occupation probabilities of each energy eigenstate remain constant. On the other hand, 
increasing the measurement frequency in the pointer model is equivalent to imparting 
a “kick” to the proton, exciting it to higher energy states where it can tunnel more 
easily. However, when the measurements are made too frequently (beyond 1000 ps~^) 
there is a drop in tunnelling probability and a clear change from anti-Zeno to Zeno 
effect. This can be interpreted as the wave function being collapsed back to its initial 
state (by setting the off-diagonals of the density matrix to zero) so often that it does 
not have as much chance to evolve and the proton is less likely to tunnel.
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Fig. 4.12 Probability of the proton being in the shallow well after 100 ps using pointer 
measurements with varying observation frequencies and the Lindblad approach with 
varying temperatures. The sold curves have been drawn through the discrete calculated
points to guide the eye.
4.5 Discussion
The eigenstates of a double well potential, chosen to represent a hydrogen bond in 
benzoic acid dimers, were found by solving the time-independent Schrodinger equation 
(TISE) using the Runge-Kutta technique. This was done because it is similar to 
the hydrogen bond found in adenine-thy mine nucleobases within DNA, which is the 
subject of the model used in Chapter 6, and the initial results obtained could be 
checked against those obtained by Meyer and Ernst. Their paper also provides a 
working example of a framework for coupling the quantum system (base pair) to an 
external heat bath, or environment (cell), where the heat bath is comprised of many 
simple harmonic oscillators with varying distances and momenta. This has allowed 
the environment to be modelled and compared to the von Neumann approach of 
simulating measurements on the quantum system, in order to discover the effect of 
the environment measurements on tunnelling times.
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The time-dependent Schrodinger equation (TDSE) was solved in order to evolve the 
probability density matrix, p, over time. This was initially done without the addition 
of a dissipative term (ignoring environment interaction) in both the position or pointer 
basis and energy eigenstate basis, with the results matching and thus validating the 
methods. When the initial state mixing the third and fourth energy eigenstates is 
used (because it starts the wave function almost entirely in one of the two wells), the 
wave function sloshes back and forth between the two wells as expected. In this case, 
tunnelling time can be safely described as being of the order of picoseconds because 
this is approximately the time it takes for the wave function to evolve to a state where 
the expectation value has shifted maximally to the opposite well.
A Gaussian was then used for the initial wave function so that the initial state of the 
system was localised on one side of the double well. The overlap of each eigenstate with 
the Gaussian was used to calculate the initial values of the probability density matrix. 
Again, the system was evolved over time and similar results were seen. Altering the 
Gaussian to start in the deeper well rather than the shallower well had negligible 
effect on the shift of the expectation value of the position of the particle. It did, 
however, change the maximum instantaneous probability of the particle being in the 
well adjacent to the one it started in, indicating that it had an easier time tunnelling 
due to starting in a shallower potential.
Next, the effect of asymmetry on the double well potential was investigated. It was 
found that the localisation of the first 4 eigenstates (i.e. those with energies below that 
of the potential barrier) diminishes as the well becomes more symmetric. A change of 
only one order of magnitude in the asymmetry term is required to essentially délocalisé 
the third and fourth eigenstates, with a three orders of magnitude reduction needed to 
nearly completely délocalisé the first two. This is important because the eigenstates 
play an important role in the initial setup of the system, and thus in the ultimate 
outcome after time evolution, including tunnelling times. It is therefore vital to have 
as accurate a model as possible for the potential well one wishes to simulate, and to 
investigate the effects of altering both the barrier height and depth of the shallower 
well when obtaining results, which is done in Section 6.4.
It is of course useful to be able to relate data regarding tunnelling probabilities and 
expectation values for various system states. This can then be applied to the biological 
system in question - for example, the average time between DNA replications - in order 
to allow comparisons to experimental data. In the case of quantum tunnelling in DNA 
base pairs, comparing DNA grown in water and DNA grown in deuterated water is
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a possible experiment that could be done, and so if some numerical results can be 
obtained for probability of tautomeric forms of DNA bases appearing within time- 
spans relevant to DNA replication, for both hydrogen and deuteron bonds, then this 
can be compared to such experiments to potentially confirm the model and provide 
evidence as to whether quantum coherence plays a non-trivial role in genetic mutations 
or not.
Unfortunately, calculating an average tunnelling time is no trivial matter. The main 
reason for this is that average tunnelling time is not well defined and there are many 
methods for calculation Davies suggests employing a quantum clock and 
weakly coupling this to the particle being modelled. The supposed advantage of this 
method is that only one measurement is necessary, avoiding collapsing the wave func­
tion before a result is obtained. This method doesn’t involve using a time-dependent 
wave function, making it simpler. However, there does not appear to be a provision 
for including environmental coupling in this type of calculation.
Instantaneous probabilities do not detail the complete picture but may still be useful. 
For example, it is trivial to say that at time t, the probability of finding the parti­
cle in the shallower of two wells, and thus a tunnelling event having occurred, is x. 
This doesn’t tell us anything about how long it takes for tunnelling to take place on 
average but, especially if there is an external “event time” that can be used for com­
parison, we can still find out the probability of tunnelling having occurred by the time 
that event has happened. This is useful for DNA because if the average time between 
DNA replications is known, we can compare this to instantaneous probabilities after 
that amount of time. Another possible indicator of tunnelling time is the numerical 
fluctuations seen, for example, in Fig. 4.8, where each peak could be said to be a “pos­
sible tunnelling event”; a small instantaneous increase in the tunnelling probability. 
Unfortunately, the source of these peaks and toughs are known to be the individual 
energy eigenstates (each components of the starting wave function) interfering with 
each other. These types of fluctuations aren’t even seen when using a simpler starting 
wave function rather than a Gaussian so even if this interpretation had any merit, it 
isn’t of much use.
Another proposed method would be to use cumulative probabilities. The cumulative 
probability of the particle having tunnelled through to the well that it didn’t start 
in can be calculated from the instantaneous probabilities of the particle being in the 
well that it didn’t start in at each time step. There are two issues with this method, 
however. Firstly, the cumulative probability would never be 100% so an arbitrary
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cut-off point that would need to be defined, such as 99% or more. Secondly, these 
cumulative probabilities come from instantaneous probabilities at different time steps, 
but these are again defined arbitrarily because time in reality is continuous. Using 
shorter time steps would decrease the time required to reach the cut-off point, which 
of course makes no sense. Unless there is some way to include time in the probability 
calculation this does not seem useful.
In the second half of this chapter, two very different pictures of the way environ­
mental coupling between a quantum system and its environment takes place have 
been considered and it has been shown that, within a certain domain, there is a clear 
correspondence between the two for the system modelled.
More specifically, at any given temperature of the surrounding heat bath, but below a 
certain upper value, one can always find a corresponding frequency of von Neumann- 
type observation (collapse of the wave function) that mimics the same evolution in 
time of the tunnelling probability. For example, by starting the proton in the deeper 
well at t =  0 and coupling to a bath at some temperature then allowing it to evolve 
in time, it is shown that the probability of tunnelling gradually increases over time. 
This well-known behaviour is due the interaction with the bath leading to transitions 
between energy eigenstates and hence contributions to the wave function from higher 
states, and a correspondingly significant and growing amplitude in the shallow well. 
Physically, the proton can be thought of as populating higher energy states closer to 
the top of the potential barrier. In principle, these could even include states above the 
barrier, allowing for the proton to get across via “over the barrier” classical hopping. 
However, for the chosen potential well geometry, it was shown that the transition 
probabilities to energies above the barrier are too small to contribute. Therefore, the 
enhanced probability of finding the proton in the shallow well is indeed due almost 
entirely to tunnelling.
When the quite different picture of simulating decoherence by setting the off-diagonal 
elements of the density matrix to zero at regular intervals (with a well-defined fre­
quency) is considered, the same increase over time in the tunnelling probability is 
seen. For example, the behaviour of the system coupled to a heat bath at 155 K looks 
like one in which the off-diagonal elements of the density matrix are collapsed every
0.01 ps. Of course, the absolute numerical values stated here are model-dependent 
and therefore only qualitative conclusions should be drawn from these results.
This mapping suggests that despite the two quite different models of decoherence, they 
must be describing the same physical process. In the pointer approach, rather than
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using the language of transition probabilities between energy eigenstates, we can think 
of frequent measurements as disturbing the system: exciting the proton by giving 
it a “kick” to higher energy levels where tunnelling is easier. This correspondence 
suggests that quantum measurements may effectively drive a system to a given virtual 
temperature: the more frequent the measurements, the higher the virtual temperature 
of the environment carrying out these measurements.
However, this mapping only works up to a point. Above a certain temperature and 
frequency of measurement, the correspondence between the two pictures breaks down. 
Whereas increasing the bath temperature further continues to enhance the tunnelling 
probability, albeit at a slower rate as it reaches saturation (a maximum tunnelling 
probability that depends on the geometry of the well), increasing the measurement 
frequency further in the pointer method causes a reversal in behaviour and the tun­
nelling probability begins to fall due to the quantum Zeno effect. Thus, rather than 
the proton being given ever more frequent kicks to increase its energy and enhance the 
tunnelling probability, now a competing mechanism starts to dominate as the wave 
function is being collapsed so frequently that it does not have enough time to evolve.
In summary, the WKB approximation was shown to be less than reliable compared to 
solving the TDSE and using the density matrix approach, even for a simpler symmet­
ric potential. Various starting wave functions were explored and the effect on energy 
eigenfunctions due to alterations of the potential shape were investigated, confirming 
the need for an accurate potential for the adenine-thymine DNA base pair. Also, at 
least for the benzoic acid dimer model described here, increasing the strength of cou­
pling to the environment (achieved by raising the temperature of the heat bath) leads 
to a clear anti-Zeno effect of enhancing the tunnelling rate: thermally assisted tun­
nelling. This rate continues to rise over time, reaching a maximum that depends on the 
asymmetry of the well. Up to a certain temperature this enhanced tunnelling can be 
mimicked very well by increasing the frequency of a von Neumann type measurement. 
However, increasing the frequency of measurement further leads to a changeover from 
anti-Zeno to Zeno effect whereby the tunnelling rate starts to decrease again. In the 
more physically realistic Lindblad approach of continuous coupling to an external heat 
bath no such Zeno effect is seen, even at high temperatures.
Although von Neumann measurements display some nice flexibility, the use of a dis­
sipative term is a more standard solution and seems to produce more sensible results 
for higher temperatures, which will need to be modelled when considering biological 
systems such as DNA base pairs. The Lindblad approach also has a clear advantage
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in terms of computational complexity and it is for these two reasons that it will be 
used to simulate environment interaction with the adenine-thymine DNA base pair in 
Chapter 6.
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Chapter 5 
D ensity Functional Theory and the  
Adenine-Thym ine Potential
This chapter includes a summary of the theory behind density functional theory 
or DFT, and explains its usefulness in discovering potential energy surfaces for events 
like double hydrogen transfers. A brief summary of the software used to perform DFT 
calculations, CASTEP , is also provided. DFT is then used to optimise the geome­
try (and thus calculate the minimum energy) of the adenine-thymine nucleobase pair, 
described in Chapter 2, in both its canonical and tautomeric states. A transition state 
search is then performed in order to discover the energy of the potential barrier be­
tween the states and also to give a general idea of the shape of the double well potential 
in one-dimensional space. These results are compared to those in the literature and 
the merits of various methods and approaches are discussed. Finally, a usable double 
well potential is created by applying a polynomial fit to the DFT data obtained from 
CASTFP. The methods for solving the TDSE and applying environmental interaction 
described in Chapters 3 & 4 are performed on this double well potential in Chapter 6.
5.1 Density Functional Theory
Density functional theory {DFT) j^ g of several methods available for mod­
elling molecular systems without fully solving the many-body Schrodinger equation. 
Other methods include M0ller-Plesset perturbation theory^^^^’^ '^ '^ ,^ usually in the form 
of MP2, and Coupled Cluster^^^^\ It has become extremely popular in computational
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chemistry and physics over the past two decades due to great leaps forward in its 
accuracy, whilst retaining an impressive balance with performance; it can produce 
results equalling or bettering those obtained using MP2, with a lower computational 
cost more akin to Hartree-Fock. Google Scholar lists over 72,000 published papers and 
books using, or discussing, DFT since 2010 alone (at time of writing). Geometries and 
energies of simpler systems can be calculated using a desktop machine; more complex 
systems can be solved using computing clusters. Spawned from DFT, there also exists 
time-dependent density functional theory^^^^\ which can be used to solve dynamical 
systems. It is less mature than DFT since it is a newer development and is, of course, 
far more computationally expensive (since all previous times must be considered when 
approximating a potential at a given time).
The most advanced software packages available to perform DFT, such as ONETEP , 
offer linear performance scaling with additional atoms, and are designed for para­
llel processing. The textbook “Introduction to Computational Chemistry” by Frank 
Jensen provides an excellent background for the history and inner workings of DFT 
and is the primary source for the summary that follows.
DFT hinges on Hohenberg and Kohn’s proof that the ground state electronic energy is 
determined completely by the electron density, p, and therefore the ground state can 
be determined uniquely by the electron density of the system. F. B. Wilson proposed 
the following intuitive proof of this:
• The integral of the density defines the number of electrons.
• The cusps in the density define the position of nuclei.
• The heights of the cusps define the corresponding nuclear charges.
However, although it is known that each electron density corresponds to a different 
ground state energy, the functional connecting the two is not known. The aim of DFT 
is to design functionals that do this. It is in principle a lot simpler than the wave 
function approach, since it has 3 variables instead of 4A variables (where N  is the 
number of electrons in the system), and it is also exact. However, since the functionals 
are unknown, approximations and assumptions must be made that make calculations 
more complicated and results not exact. Kohn and Sham suggested in 1965 that “the 
electron kinetic energy should be calculated from an auxiliary set of orbitals used for 
representing electron density” This results in only one unknown functional, the 
exchange-correlation energy, which is relatively small. The difference between different 
DFT methods centres on different approaches to this exchange-correlation energy.
80
5.1 Density Functional Theory
DFT has two main issues: firstly that it isn’t possible to systematically improve results, 
and secondly that it can’t describe certain important features well (e.g. Van der Waals 
interactions).
Firstly, consider an orbital-free DFT approach. The energy functional is split into four 
parts:
• T[p] - Kinetic Energy;
• Ene[p] - Nuclei-Electron Attraction;
• Eee[p] - Electron-Electron Repulsion (split into a Coulomb part, J[p], and ex­
change part, K[p]).
Both T  and K  are calculated assuming a uniform electron gas, and both J  and Em are 
assumed to be classical. This simplistic version of orbital-free DFT can be improved 
by the addition of terms depending on the derivatives of the electron density. However, 
even with this addition, the accuracy is too low to be of use. So, instead, we make 
use of Kohn-Sham Theory, which attempts to address the fact that orbital-free DFT 
is poor at representing kinetic energy. It does this by splitting the kinetic energy 
functional into two parts - one can be calculated exactly and the other is a smaller 
correction term. Unfortunately, this re-introduction of orbitals increases the number 
of variables from 3 to 3N, which drifts away from the core ideal of DFT (that is, to 
only have 3 variables). The Kohn-Sham model is very similar to the Hartree-Fock 
method; the formulas for the kinetic, electron-nuclear and Coulomb electron-electron 
energies are the same. A Hamiltonian operator, where 0 < A < 1 (with A =  1 being a 
real system and A =  0 a hypothetical system with non-interacting electrons) is defined 
as
H \  =  T  V e x t i ^ )  +  A We. (5.1)
Note that Wxt =  We for A =  1 but for all other values of A, Wxt(A) is adjusted such 
that the same density is always obtained. For the case of non-interacting electrons 
(A =  0), the kinetic energy is given exactly by
Nelec 1
E  (5.2)
i=l ^
The subscript s denotes that the kinetic energy is calculated from the Slater determi­
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nant composed of molecular orbitals, which can be justified by referring to natural 
orbitals (eigenvectors of the density matrix). The exact solution is
OO 1
TlPe.aa] =  , (5.3)
i=l ^
Nelec = Y^rii, (5.5)
i=l
where NO  denotes natural orbitals. The eigenvalues of the density matrix are orbital
occupation numbers, n ,^ corresponding to the number of electrons in the spin orbital
N^ iec
Papprox — El \4^ i\ (5-b)
i^l
(assuming occupation values of 0 or 1). The key to Kohn-Sham theory is to calculate 
kinetic energy assuming non-interacting electrons using Equation 5.2, which gives a 
very good approximation. The remaining kinetic energy is absorbed into an exchange- 
correlation term, leading to a DFT energy expression
Ed ftIp] — Ts[p] -h Em[p] +  J[p] +  ExcIp], (5.7)
= (T[p] -  T,[p]) + (F,,M -  J[p]), (5.8)
where {T[p] — Ts[p]) is the kinetic correlation energy and {Eee[p\ — J[p\) is the potential 
correlation and exchange energy. Eee is by far the largest contributor. Assuming no 
charge or spin, the probability of finding an electron at a given position wouldn’t 
depend on a second electron, so the electron pair density, p2 , would be a simple 
product of two one-electron densities, pi, with normalisation
4"*" (ri. T2) = (5.9)
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Adding in a probability factor for charge and spin (which includes the factor) 
gives
P2 (ri,T2) = Pi(ri)pi(r2) = Pi(ri)Wc(ri,r2), (5.10)
where
Wc(ri,r2) = -  Pi(1*2) (5.11)
is the exchange-correlation hole. This therefore gives a reduced probability of finding 
electron 2 at r 2 if electron 1 is at ri. For a one-electron system, E^c = —J  and the 
correlation energy should be zero. For multi-electron systems, part of the exchange 
energy is a “correction” for the self-interaction energy, with the remaining being the 
true Fermi hole.
Where the various DFT methods differ is by their choice of the exchange-correlation 
functional. It is difficult to find an explicit functional for exchange-correlation potential 
but there are some known properties it should adhere to:
1. No self-interaction (in a one-electron system, the exchange energy should cancel 
Coulomb energy, thus correlation energy =  0);
2. Linear co-ordinate scaling for exchange energy (double electron distance =  sim­
ilar linear scaling of exchange energy);
3. Increasing the electron distance should increase the correlation energy;
4. As scaling -4- 0 0 , the correlation energy —a {a = constant) ;
5. Lieb-Oxford condition (upper bound of exchange correlation energy is relative 
to local density approximation exchange energy) ;
6. Exchange potential should be asymptotic ( ^  —r “ )^ as r  —)■ 0 0 ;
7. Correlation potential should show an asymptotic (-^ — | a r “ '^ ) behaviour {a = 
polarisability of Neiec ~  1 system).
Finding parameters for exchange-correlation functional requires both fitting them 
to these criteria and fitting to experimental data. When proposing an exchange- 
correlation functional, it is often useful for Exc to be split into an exchange energy 
(Ex) and correlation energy (F^), even though these have no physical meaning by 
themselves. These are defined in terms of the energy per particle (i.e. energy density),
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Cx and 6c, as
Exc[p] =  Ex[p]  +  Fc[p] =  j  p(r)e^[p(r)]dr + J p(r)ec[p(r)]dr. (5.12)
Further separation of the correlation energy into correlation between electrons of the 
same spin and correlation between electrons of opposite spin is performed, but even­
tually a single exchange-correlation functional is defined. There are many exchange- 
correlation functionals, which are typically grouped into “levels” or “generations” de­
fined by both increasing computational complexity and, in general terms, accuracy. 
These “Jacob’s ladder” levels are shown in Table 5.1.
Table 5.1 DFT Exchange-Correlation Functional Levels
Level Name Variables Examples
1 Local Density
2 GGA
3 Meta-GGA
4 Hyper-GGA
5 Generalised
RFA
P
P: Vp 
p, Vp, V^p or T
p, Vp, V^p or T 
(HE exchange)
p, Vp, V^p or r  (HF 
exchange & virtual orbitals)
LDA, LSDA,
FEE, BLYF, OFTX, HCTH
BR, B95, r-HCTH
H-LH, ACM, 03LYF, 
r-HCTH-hybrid
0EF2
Level 1 local density approximation (LDA) functionals only consider the local elec­
tron density (at the co-ordinate being considered), p, although the local spin-density 
approximation {LSDA) also includes electron spin. Level 2 generalised gradient ap­
proximation {GGA) functionals build upon the LDA approach, also taking into con­
sideration the first derivative of the local electron density, Vp, and levels 3 and 4 add 
further variables such as the second derivative of the local electron density, V^p, or 
the orbital kinetic energy density, r. Functionals from level 2 and 4 are the most 
commonly used in practice.
The main reason that higher levels don’t always improve accuracy is that, in re­
ality, the “improvements” gained from adding more complex terms can sometimes 
over-compensate for errors in simpler forms. Somewhat counter-intuitively, the basic 
LDA method produces the best results for some systems. Each exchange-correlation 
functional tends to have a speciality: a type of system for which it excels at match­
ing experimental data. Ferhaps this is unsurprising considering exchange-correlation
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functionals are usually defined specifically to fit experimental data of some sort. It is 
also for this reason that choosing an exchange-correlation functional is no easy task: 
if there is existing literature and/or experimental data, it is much easier to choose. 
If not, research of similar molecular systems and their most-suited functionals can be 
useful in deciding the best approach.
To further complicate matters, various hybrid functionals exist, which combine ex­
act exchange functionals from Hartree-Fock theory with standard DFT exchange- 
correlation functionals. A well-known example is B3LYP^^^^\ which is derived from 
the GGA functional BLYP, which itself combines Becke’s exchange functional with 
the correlation functional by Lee, Yang, and Parr^^^ f^i
E ^ L Y P  _  _  ^LD A -^ +  ^
+ + Oe ,
where oq = 0.2, a^ = 0.72, and Uc =  0.81. B3LYP is considered a hybrid GGA 
functional, although it is more computationally expensive and, generally, more accu­
rate than other level 2 functionals. Another fairly popular hybrid GGA functional is 
PBEO [^ 84,185] ^ -^hich is based on the GGA functional PBE.
5.2 CASTEP
CASTEP was chosen as the software to perform density functional theory calcu­
lations for this project because it is free for UK academics, provides all the necessary 
features (e.g. transition state searches), and has extensive help available due to its 
comprehensive documentation and large user-base. The CASTEP documentation 
is the primary source for the following summary of its operation and methods.
CASTEP treats all molecules as though they were in a three-dimensional box, called a 
cell, and periodic within a supercell. To simulate a single molecule, a large gap can be 
left between the molecule in question and the edges of its cell. This implementation 
imposes periodic boundary conditions, which means that electronic wave functions 
can be split into wave-like parts and cell-periodic parts, the latter of which can be 
expanded using a basis set of discrete plane waves^^ '^ ’^^ ^^ .^ Obviously using an infinite 
set of plane waves isn’t possible, so an energy cut-off is defined and plane waves above 
this energy are ignored, which requires a correction term to be added. There are
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numerous numerical advantages to using a plane wave basis set, many of which are 
described in the official documentation Examples include simple periodicity and 
performance benefits.
Another important detail about CASTEP’s chosen implementation is the use of pseudo­
potentials. These are approximations designed to eliminate the need to describe full 
Coulomb potentials of electrons and ions. When using pseudopotentials, ion cores are 
separated from valence electrons. The ion cores are considered fixed and are there­
fore modelled as not being involved in chemical bonding. There are different types of 
pseudopotentials, such as norm-conserving^^^^\ non-linear eore correction and ultra- 
so/f The approaches used to generate the pseudopotentials differ but the key 
property of each is its hardness, which essentially describes how many Fourier com­
ponents are needed to represent it accurately. Softer pseudopotentials have obvious 
performance advantages but are not always practical.
In order to find the optimised geometry and minimum energy of a system, CASTEP 
employs two methods, known as Broyden-Fletcher-Goldfarb-Shannon (or BFGS)^^^^^ 
and damped molecular dynamics. The former is the default setting and by far the most 
common, mainly due to it being much more efficient and allowing the optimisation 
of cell parameters as well as the molecular structure itself. Additional features are 
offered, such as the ability to fix certain atoms or the lattice parameters during the 
relaxation process. Symmetry treatment is also applied to speed up calculation times.
Of course, before a geometry can be optimised, it must first be estimated. This can 
be done using experimental data, existing published calculations using DFT or other 
methods, or using library files for more common molecules and structures. CASTEP 
requires two input files: one to define settings and parameters (a param file), and 
another to define the structure of the molecular system being modelled (a cell file). 
The most important settings that must be defined in the param file are listed below:
• Type of task to perform (e.g. BEGS geometry optimisation, transition state 
search);
• Exchange-correlation functional to use (e.g. PBE, B3LYP);
• Plane-wave cut-off energy (can be set explicitly or to a preset value);
• Tolerance for determining success (e.g. maximum forces on ions during energy 
minimisation).
The cell file must define both the cell dimensions and the locations of all the ions in
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the molecule being modelled, in 3D space. Optionally, files containing the pseudo­
potentials for each atomic species being used can be defined; if they are not, default 
pseudopotentials will be generated on-the-fly. There are some other options that must 
be set also, such as whether the cell, ions, or both can be adjusted during geome­
try optimisation. Ionic constraints can also be defined in order to fix the position of 
certain ions in the structure whilst allowing others to be perturbed during geometry 
optimisation.
5.3 Adenine-Thymine Optimised Geometries
Various exchange-correlation functionals are implemented in CASTEP, such as LDA, 
PBE, BLYP, PBEO, and B3LYP. Although there is evidence in the literature to sug­
gest that a hybrid GGA functional like B3LYP is best suited to a system like adenine- 
thymine [96,122-125,139,192] indeed matches well with results from higher level meth­
ods such as MP2), it was initially decided that PBE would be a good choice based on 
the fact that it is comparatively computationally inexpensive (being a level 2 GGA 
functional), and has been used for this molecule in the past[^ 6,125]
Fortunately, the structure of the canonical form of A-T is listed in the S22 database , 
which was calculated using MP2 with the cc-p VTZ basis set . The structure data 
was converted to a format readable by CASTEP and then a geometry optimisation was 
performed using the “precise” preset for plane-wave energy cut off, and automatically 
generated pseudopotentials. All other major settings were left at their default values 
for BEGS geometry optimisation. Once an optimised geometry was calculated, it was 
necessary to optimise the geometry of the tautomeric form, A*-T*. Since this form 
was not available in the S22 database, it was necessary to estimate its form before 
a geometry optimisation could be performed. To do this, the two hydrogen ions 
comprising the double hydrogen bond were moved accordingly. Due to the difficulty 
in judging the angle and distance between the hydrogen ions and their bond partners, 
it was decided to simply mirror the bonds found in the optimised canonical A-T 
structure.
Unfortunately, it proved difficult to obtain an optimised geometry for A*-T*. Dur­
ing geometry optimisation, the hydrogen ions would inevitably switch back to their 
canonical positions. Various adjustments to the starting molecular structure were 
attempted, including:
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• Altering bond lengths and angles to match those stated in other literature.
• Initially fixing the hydrogen ions and their bond partners in place, optimising 
the geometry, then using that as the starting geometry with the ions freed.
• Initially fixing various other ions in a trial-and-error fashion, optimising the 
geometry, then using that as the starting geometry with the ions freed.
• Optimising the geometry of the A* and T* monomers and then joining the two 
for a subsequent pass.
Despite numerous efforts, it was not possible to calculate an optimised geometry for 
A*-T*. There are several possible explanations for this. For example, when using the 
PBE functional, the potential well could be too shallow, or the potential barrier too 
steep, to find a stable form of A*-T* without great difficulty. Indeed, a stable form 
may not even exist (extremely unlikely due to the number of papers showing minima 
and barrier energies), or it may exist but not be findable using PBE. This also seems 
unlikely, however, considering previous research shows minimised energies for A*-T* 
using PBE [^ 4^25] Another potential issue is that hydrogen bonds are very sensitive to 
basis sets, so it could be that the plane wave approach is insufficient for this system, 
at least with PBE.
At this point it was decided to try the hybrid GGA functional B3LYP instead. The 
advantage of this functional is its previously stated apparent panache for this kind 
of system, with its obvious disadvantage being much slower computational time; op­
timising the geometry of a structure this size takes weeks on a 32-core computing 
cluster node when using B3LYP, compared to less than a day when using PBE. Once 
again, the geometry of A-T was set up and optimised in order to find its minimum 
energy, this time using the B3LYP functional with BLYP norm-conserving pseudo­
potentials. A slight complication when using hybrid GGA functionals like B3LYP is 
that they cannot use automatically generated ultrasoft pseudopotentials (according to 
CASTEP’s output). In addition, they have no defined pseudopotentials presently so it 
is standard procedure to use pseudopotentials from the closest non-hybrid functional: 
in this case, BLYP^^^^l
The B3LYP optimised geometry for A-T was then adjusted to create a starting ge­
ometry for A*-T*. The lengths and angles of the hydrogen bond ions were estimated 
based on the average of values reported in literature (although most papers do not 
report exact lengths and angles for all ions), then those hydrogen bonds were fixed in 
place whilst the rest of the geometry was optimised. Lastly, that result was used as the
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(a) A-T
(b) A*-T*
F i g .  5 .1  Diagrams of optimised adenine-thymine geometries generated using the software 
package JmoZ[1^ G,197] Bond lengths are in nanometres. Ion colours: grey =  carbon; 
blue =  nitrogen; red =  oxygen; white =  hydrogen.
starting structure for a final pass in which all ions were free to move. Unlike when us­
ing the PBE functional, an optimised geometry for A*-T* was obtained using B3LYP. 
Both the canonical and tautomeric optimised geometries are shown in Fig. 5.1 and 
the CASTEP input files used to create them are listed in Appendix A[^ '^^ 4i5,i79,i98,i99]
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The difference in energy between A-T and A*-T*, Et- c , was found to be 0.572 eV or 
4611.5 cm“ .^ This is compared to existing results in literature in Section 5.4.
It is important to note that the z-axis positions for all of the ions are essentially 
static for both states (unsurprising given that the molecule is very “flat”). Once 
global differences for y-axis values are adjusted for (due to the entire structure moving 
slightly during geometry optimisation), the relative change in y-axis positions for the 
protons in the hydrogen bonds is ~5% that of the change in x-axis positions. This 
suggests that a one-dimensional potential can accurately describe the transition state 
between these two molecular forms, in agreement with other authors .
Once minimum energies and optimised geometries were known for stable versions of 
both A-T and A*-T*, it was necessary to find the height and shape of the barrier 
between them to complete the double well potential picture.
5.4 Transition State Search
There are a few different methods to perform a transition state search, in order to 
calculate a minimum energy pathway or potential energy surface of a geometry tran­
sition. For example, the DFT software VASP implements a method called nudged 
elastic hand to calculate the potential barrier height and shape between two states of 
a system. The path between the two minima of a system is initially guessed and split 
into a reasonable number of evenly spaced points in real space, where the hydrogen 
ions (in the case of a double hydrogen bond) are then positioned in each “image”. The 
system is optimised for each of these interpolations by adding spring forces along the 
“band” between each image, producing a potential barrier in one dimension.
CASTEP also offers various methods, the most powerful one being complete LST/Q ST  
[200], -^Lich combines the linear synchronous transit (LST) and quadratic synchronous 
transit (QST) methods. Initially, a single LST interpolation is performed, bracketing 
the maximum energy between the reactants and product, which is followed by con­
tinual energy minimisations in “directions conjugate to the reaction pathway” until a 
true energy minimum is reached. This approximation is then used to perform QST 
“constrained minimisations” to much more accurately refine the transition state. Once 
this is complete, the cycle is repeated beginning with another LST maximisation until 
a stationary point is found, which represents the transition state barrier.
A complete LST/QST transition state search was run using CASTEP, with the op­
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timised geometry of A-T used as the reactant and the optimised geometry of A*-T* 
used as the product. Once again, the B3LYP exchange-correlation functional was used. 
CASTEP calculated local energy minima for various points along the discovered tran­
sition state, with a higher concentration of points around the barrier maximum. Due 
to the method used, the transition state is necessarily for a concerted reaction (with 
a single barrier). In order to complete the potential barrier picture, a fourth-order 
polynomial fit was carried out with five boundary conditions: the two well minima 
energies, the barrier maximum, and the two well minima (-axis positions. The na­
ture of a fourth order polynomial is similar to that of a quartic well, like Meyer and 
Ernst’s model of a Benzoic acid dimer, and produces the high well walls necessary for 
outer-box boundary conditions. The resulting polynomial is described as
V{() =  8065.73 (-4464.49 + 0.429C -  -  0.143(^ + 0.563(" ) (5.14)
and appears alongside the energies found during the CASTEP transition state search 
in Fig. 5.2. Note that the 8065.73 factor is to convert eV to cm“E
o 0.6
Polynomial F it ........
Transition State Search X
-2 -1.5 -1 -0.5 0.5 1 1.5
Fig. 5.2 Polynomial fit applied to the results of CASTEP’s transition state search for 
stable and optimised forms of A-T & A*-T*.
In Fig. 5.2 the potential energy scale has been adjusted such that the energy of the 
canonical A-T state, is 0 cm "\ since only the relative energies of the barrier
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and minima, and the well shapes, are important. Immediately noticeable is the fact 
that the well asymmetry is much greater than that of a Benzoic acid dimer, and the 
barrier energy is also higher. This should reduce the chance of tunnelling and push 
up the energy of the lowest-energy eigenstate localised in the shallow well. Specific 
calculations and further discussion can be found in Section 6.1.
Table 5.2 Summary of results for A-T base pair energies
Source Et- c (5V) Eb- c (eV) Method & Notes
This Work 0.57 0.89 DFT (B3LYP, plane waves)
Villani (2005) M 0.56 - DFT (B3LYP, cc-pVDZ basis set)
Bende (2009) ] 0.59-0.65 - DFT (B3LYP)
Yue-Jie Ai et al. 0.57 0.59-0.61 Time-dependent DFT (CAM-B3LYP,
(2010) [192] 2D potential energy surface, Gaussian
03 for geometry optimisation, 2 paths)
Floriân et al. 0.41 0.42 HF MlNl-1 full gradient optimisation
(1994) [22] 0.65-0.82 0.82-0.87 Corrected
Guallar at al. 0.976 0.975 HF/ CIS (concerted ground state.
(1999) [291] unstable tautomer)
Gorb et al. 0.52-0.71 0.50-0.75 MP2 (6-3lG(d), cc-pVDZ/6-31G(d),
(2004) [119] cc-pVTZ/6-31G(d))
Pérez et al. 0.43 0.41 CP-PIMD path integral
(2010) [99] 0.41 0.54 CP-MD
0.40 0.53 CC2
0.37 0.42 DFT (PBE, barrier underestimated)
Gobbo et al. 0.62 2.0 CASSCF/CASPT2 (concerted.
(2012) [129] extremely unlikely)
1.5 CASSCF/CA8PT2 (path 2)
0.7 CASSCF/CASPT2 (path 3)
2.3 CASSCF/CASPT2 (path 4)
Table 5.2 compares the results obtained in this project using CASTEP with existing 
data in the literature. Note that Et- c refers to the energy difference between the 
canonical and tautomeric forms, and Eb- c is the energy difference between the barrier 
and the canonical form (global minimum). Not all of the papers regarding the structure 
of A-T and A*-T* discussed in Section 5.3 and Chapter 1 declare values for each 
parameter, or any at all, so not all of them appear in this table. It is immediately clear
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that there is a wide range of values that have been reported for E t- c  and, in particular, 
Eb-C‘ Part of the reason for the wide range of E b-c  values is the different proposed 
transition states (including step-wise and concerted double hydrogen transfers) but 
the calculated E b - c  value is within reasonable parameters. It is known that most 
DFT functionals, including B3LYP, tend to underestimate barrier energies compared 
to other methods [^ 2^-204] ^  is therefore surprising that most E b - c  values quoted in 
the literature are lower compared to the value obtained using CASTEP. It is likely that 
other transition states with lower barriers (including step-wise processes) are predicted 
by other methods but not by CASTEP when using B3LYP. Since B3LYP is generally 
considered very good for this kind of molecule, it is reasonable to believe its discovery 
of the transition state and use it going forward for the purposes of this project. The 
calculated value of E t- c  is in the centre of the range found in literature, with the rest 
in agreement to ±20% or so. In particular, the calculated value is in extremely good 
agreement with values found by Yue-Jie Ai et a l .  [^92] B e n d e  both of which 
also used B3LYP as their exchange-correlation functional, as well as Gobbo et al. [^ 9^] 
using a different theory.
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Chapter 6 
Therm ally-Assisted Tunnelling in 
Adenine-Thym ine
This chapter displays and discusses the results obtained when applying the Lindblad 
method of simulating environment interaction described in Chapter 3 to the adenine- 
thymine potential generated in Chapter 5, and what they mean for the possibility of 
quantum tunnelling playing a significant role in DNA mutation rates. The energy 
eigenstates for the potential are found and time evolution is performed with various 
starting parameters. In addition, issues with the calculation of environment-induced 
transition probabilities are outlined and a new method to avoid these issues is des­
cribed.
6.1 Adenine-Thymine Energy Eigenstates
The energy eigenstates for the adenine-thymine potential calculated using CASTEP, 
shown in Fig. 5.2, were discovered using the DSTEV  function included in the LAPACK  
library The first 8 eigenstates are shown in Fig. 6.1.
The most important thing to note here is that the first 5 eigenstates are wholly lo­
calised in the deeper well on the left (i.e. canonical state). The 6^  ^ energy eigenstate 
is the first that is localised in the shallower well (i.e. tautomeric state). This immedi­
ately indicates that it should be much more difficult for tunnelling from a low energy 
eigenstate in the deeper well to the shallow well compared to the benzoic acid dimer 
model. This is explained by the greater asymmetry and higher potential barrier. The
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Fig. 6.1 Energy eigenstates of adenine-thymine base pair 1-D model.
5^  ^ and 6*^  eigenstates have sufficiently close energy eigenvalues to be considered a 
tunnel doublet (see Section 3.4 for more details). The same is true for the 7^  ^ and 8*^  
eigenstates. The 12^  ^ energy eigenstate (7407 cm“  ^ or 0.92 eV) is the first that is free 
of the barrier (7176 cm“  ^ or 0.89 eV). The proportions of the first 5 localised energy 
eigenfunctions that reside in the shallow well are listed in Table 6.1; as expected they 
are very low.
Table 6.1 Proportion of Energy Eigenfunctions That Reside in Shallow Well
Eigenstate Energy (cm Shallow Well Proportion
1 573 4.84 X 10-^ G
2 1695 2.35 X 10-^^
3 2775 5.28 X IQ-^i
4 3806 7.34 X 10-9
5 4782 7.09 X 10-"^
It was found that, in order to get a sufficiently complete basis set in the energy 
eigenstate basis, the first 25 eigenstates were required (compared to 16 for the benzoic 
acid dimer used in Chapters 3 & 4). In turn, this would more than double the size of the
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density matrix, slowing down the process of time evolution. Fortunately, the matrix 
is still nowhere near as large as that needed in the position eigenstate basis (which 
remains ~250x250) and time evolution in the energy eigenstate basis is reasonably fast 
to begin with (for example, modelling 1 ns takes under 5 minutes on contemporary 
desktop hardware).
6.2 Environment Interaction - Dissipative Term
Using a dissipative Lindblad term is a standard way to model environment interaction 
and was thus chosen for this system. As stated in Chapter 4, the Lindblad method 
seems to produce more sensible results for higher temperatures, including biological 
body temperatures, compared to the von Neumann measurements approach. It also 
has a computational advantage, which is useful because the time evolution of the 
quantum system and its environment is not easily parallelisable due to the overheads 
involved.
As before, all that is needed to model the interaction between the environment and 
the quantum system is the transition probabilities, Wjk, between each pair of energy 
eigenstates. Unfortunately, these cannot be calculated in the same way as was used for 
the benzoic acid dimer (see Section 3.4). The reason for this is that calculating Wjk 
involves several non-trivial integrals from — oo to oo, so in order to achieve convergence, 
the integral ranges for C%.(() and Css(t) (defined in Equations 3.72 and 3.74) have to be 
sufficiently large. Although suitable ranges were found for the benzoic acid dimer, the 
ranges had to be increased much further for the adenine-thymine potential. The reason 
for this is that the difference between each energy eigenvalue is greater for this system, 
and as the difference in energy between eigenstates j  and k increases, the smaller the 
values for Crr{t) and Css{t) become around t = 0. For numerical integration, many 
of these smaller values must be summed, and they are less prominent compared with 
the already small values at more extreme values of t. Changing the integration range 
even slightly can dramatically affect the integration results because of the numerous 
oscillations involved in the functions.
In fact, the integration range needs to be increased so much that numerical anomalies 
appear at very large values of t, which make the integration impossible (as shown in 
Fig. 6.2). Table 6.2 shows how the calculation of Crr at t =  100 ps fails to converge 
even with very large integration limits for u  and a large number of integration steps.
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Fig. 6.2 Real part of the correlation function, Crr{t), of the active bath displacement 
for T  =  320 K. Time range has been increased from ±1 ps to ±100 ps and numerical 
anomalies are visible. Only the centre spike should exist for this function.
These calculations, despite being parallelisable, took hours to complete on a computing 
cluster and did not generate correct results.
Table 6.2 Crr Results For Various Integration Parameters
LÜ Minimum ÜÜ Step Size Re (Crr (t = 100 p s ) ) Im (Crr(t = 100 p s ) )
-1000000 0.10 -1.18 X 10-3 -3.51 X 10-4
-10000000 0.13 3.00 X 10-3 1.19 X 10-4
-100000000 0.20 7.96 X 10-3 -9.57 X 10-3
-1000000000 0.10 -7.47 X 10-^ 9.77 X 10-^
-4000000000 0.10 -1.60 X 10-^ -2.67 X 10-^
Fortunately, a much faster and much more accurate method of calculating these im­
portant correlation functions for describing the environment “heat bath” was found, 
as discussed in the next section.
6.3 Analytic Solutions
6.3 Analytic Solutions
In order to overcome these numerical issues, another method of calculating transition 
probabilities was sought. It was discovered that the residue theorem^ an application of 
contour integration which states that the value of a contour integral for any contour 
in the complex plane depends only on the properties of the poles inside that con­
tour, could be used to analytically solve the troublesome integrals, Css{t) and Crr{t)- 
This involves replacing the integration variable in these functions, w, with a complex 
variable, z, and solving the residue theorem for the contour, C, a semi-circle in the 
complex plane. The residue theorem formula is
y  f{z)dz = 27ri ^  Res f{z) (6 .1)
and the analytic solutions for Css{t) and Crr{t) are
(- + (6 .2)
Crr{t < 0) =
-za ,7i/c +e7e-^7 -  1 -  1
/ 'w ^ p'yritlc
(6.3)
C s s i t  >  0) =  -
5-7*/c
(-
Q -n tic
___________   ] - c ^ T (6.4)
C s s { t  <  0) =
g-%7(/c _ o f
h i U" + - (6.5)
where 7  =   ^ =  V^bT, cl =  4\/2AVRhujp, and 7  ^ =  27rn. The complete
derivations of these solutions are listed in Appendix B.
With analytic solutions for Crr(t) and Css{t), the expression for Cjk{t) in Equation 3.69 
also becomes analytic and Wjk becomes a single integral over time (see Equation 3.66). 
Figs. 6.3 and 6.4 show an example of the improvements made when using these ana-
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lytic solutions to calculate transition probabilities, even compared to using extremely 
large integration ranges and extremely small step sizes with the numerical methods 
described in Section 3.4. The most important section is around t = 0, where the 
analytic Wjk integrand is much smoother and has a higher value at t =  0. At more ex­
treme values of t, both positive and negative, the numerical anomalies seen in Fig. 6.2 
disappear thanks to exact results. Despite the coarse steps, it is also clear that the 
higher frequency oscillations around t =  0 in the numerical function disappear in the 
analytic function.
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Fig. 6.3 Comparison between the integrand for the transition probability Wi^iq when 
using numerical and analytical methods, over a small time range. Note the higher peak
for the analytic result.
However, the analytic solutions are not without their issues. They all contain infinite 
sums, which is not a problem if they converge to an answer. Unfortunately, there is a 
single case where the infinite sum is divergent: for Crr{t = 0). This would imply that 
this solution isn’t viable and that these analytic functions cannot be integrated over 
a region including t = 0. However, there is a way around this issue. The first useful 
property of the infinite sum is that it only affects the real component of Crr{t), since 
it is multiplied by an even number of imaginary units, i (2 in this case). With this in 
mind, it is logical to search for a way to solve Wjk without needing the real component 
of Cjk{t) (and therefore not needing the real components of Crr{t) or Css{t) either).
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Fig. 6.4 Comparison between the integrand for the transition probability bFi,i6 when 
using numerical and analytical methods, over a very small time range.
To this end, Wjk can be split into its real and imaginary constituents:
j  f  k, (6.6)
Wjk =  M Re(^C,t(()) cos (-ijJjkt) -  sin (-ujjkt)
— OO *-
+ zRe(CjA;(^)) sin {—cujkt) — ilm(^Cjk{t)^ cos
(6.7)
Since Wjk is a real parameter, it is known that the two imaginary terms cancel to zero 
(this was also confirmed numerically). Thus, this can be simplified further to
IV-jk
1
¥ dt Re^CjA:(^)) cos (-Wjjk )^ -  Im^C^k(^)) sin (-cu^ A:^ ) (6 .8)
Equation 6.8 still includes the real component of Cjk(t) and so doesn’t solve the 
divergent-sum problem entirely. However, there are several useful identities and rela-
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tions that can be employed to solve this in a slightly different way. Since cos (x) =  
cos (—rr), — sin (x) = sin (—x), and Ujk = h~^ ( E j  — Ek) =  — w&j, then Cjk{t) =  Ckj(t). 
Also, the transition probabilities between energy eigenstates must conform to the 
principle of detailed balance,
M ^  ^{Ej-Ek)lkBT ==  A (6.9)jk
due to the fact that the Hamiltonian for the system-bath interaction is not Hermitian 
but has Hermitian-like symmetry, i.e. {AHkj)"^ = If we rewrite Wkj using
the above relations,
1 oo r
Wkj = ^  j  dt Re(Ckj{tŸ) cos {-cokjt) -  lm(Ckj{tf) sin {-ujkjt)
—oo ^
1 oo r
Wkj = ^  j  dt Re(Cjk(tŸ) cos {-uijkt) +  Im(C,ü(t)) sin {-ojjkt)
(6.10)
(6 .11)
we can see that it is nearly identical to Wjk, with the only difference between Equa­
tions 6.8 and 6.11 being the two integrand terms are added instead of subtracted. This 
is incredibly helpful because we can combine this knowledge with Equation 6.9 like so:
J dt(Re(Cjk(t)) cos (-Ujktfj + f  dt(lm(^Cjk(t)) sin (-ivjkt)') 
J dt(Re(Cjk(tf) cos {-Wjktf) -  f  dt(lm(Cjk{tf) sin{-aijktfj
(6 .12)
OO OO
13 J dt(Re(Cjk{tf) cos {-üJjktŸj -  p J dt(lm(Cjk{tf) sm{-Ujktf)
—oo —oo
oo oo
= J dt(Rje(Cjk{t)^ cos(-tjjktf) + j  dt(lm(Cjk{t)^ sin (—ujjktŸ),
(6.13)
OO
(^ -  1) J dt(Re(Cjk{t)^ cos {-ujjkt))
—oo
oo
= (^ -bl) J dt( lm (c jk{tŸ) sin {-UjktŸ),
(6.14)
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J dt(Re(Cjk{t)^ cos {-ujjkt)) = ^  J dt(lm(Cjk{tf) sin {-ujjkt)y (6.15)
Since /3 is a known quantity, this means that we do not need to actually integrate 
the real part of Cjkit) directly. All that must be done is to calculate the right hand 
integral, which does not involve the real part of Cjk{t) (and thus nor does it depend on 
the troublesome real part of Crr if)), and infer the left hand side integral from there. 
Therefore
where
oo
S{t) = J dt(lm(Cjk{tŸj sin {—üüjkt)y (6.17)
S{t) is relatively easy to solve numerically using Simpson’s rule and converges to a 
solution with reasonable limits (t = ±1 ps) and number of steps (20000). Note that 
Wkk does not require any special treatment; once Wjk has been found for all cases 
where j  k within the basis set, Wkk can be found trivially:
=  (6 .18)
For comparison, the calculation of 625 transition probabilities (when using 25 energy 
eigenstates in the basis set) takes about one second using these optimised and very 
accurate methods on a single computing core. Even if performing these calculations 
numerically wasn’t problematic, as described in the previous section, it would likely 
take more than a day to get comparable answers using that method (utilising dozens 
of computing cores).
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6.4 Parameters and Results
Although a model for the potential energy surface for the adenine-thymine nucleobase 
pair has been calculated, further parameters are needed in order to apply the dissi­
pative term for environment interaction. There were six in total for the benzoic acid 
dimer, as stated in Section 3.4, but two of those relate to the analytic potential well 
used for that system. Since the A-T potential is numeric, that leaves us with four 
parameters that must be set. The first of these, temperature, can be set to 320 K as 
this is close to human body temperature. The other three are trickier and sensible 
estimates must be made for them because there is no experimental data available for 
Lindblad terms for this quantum system. The first of these, is an empirical pa­
rameter with no well-defined value. It appears in the kinetic term of the Hamiltonian 
and controls both the masses and distances involved in the double hydrogen transfer. 
Fortunately, because A-T and benzoic acid dimers have double hydrogen bonds with 
almost identical bond species and similar bond lengths the original value of
15.6 cm“  ^ can be used as a good approximation.
The final two are Lindblad parameters, AVr and Wp, which control aspects of the heat 
bath. Without experimental data it is difficult to even approximate these so it makes 
sense to perform tests with a range of values, in order to see what effect they have 
on the results. To this end, it was decided to use the benzoic acid parameters as a 
benchmark and alter the values by an order of magnitude each way.
An initial test was run using the previously calculated A-T potential with a starting 
wave function |^ (t =  0)) =  |ÿi), hence the quantum system would be initialised in 
its ground state. Transition probabilities were then calculated using the methods 
described in the previous section, and time evolution was performed for 10 ns. This was 
repeated for A V r  = 10,20,44,100,400 cm“  ^ and huOp — 20,100,186,500,2000 cm“ .^ 
The probability of tunnelling is plotted over time in Fig. 6.5.
Each sub-figure shows one specific value for ujp and a range of values for A V r . The 
blue curve in Fig. 6.5c mirrors the default values used for the benzoic acid dimer in 
Section 4.4. There are a few key points to be learned from this set of data. Firstly, 
the maximum tunnelling probability is incredibly low at 1.6 x 10“  ^ for all parameters 
used; in fact, the only parameter that affects the maximum tunnelling probability is 
temperature, which has been fixed at near-body temperature. Secondly, both cOp and 
AVr affect how quickly the system reaches an equilibrium point with the environment, 
which could be said to be the strength of the system-environment coupling. It also
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Fig. 6.5 Tunnelling probability in adenine-thymine nucleobase pair for \'ip{t =  0)) 
T = 320 K, and varying Lindblad parameters. AVr has units cm~^.
= 101)5
takes a rather long time (in the context of microbiological timescales) for tunnelling 
rates to reach an equilibrium point; anywhere from 100 ps to 10 ns and beyond.
From these data alone it seems very unlikely that there would be any significant 
amount of tunnelling in this system-environment model (defined by the potential and
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environment parameters). For completeness sake, it was decided to investigate the ef­
fect of deuterating the hydrogen bonds. As explained in Section 5.1, density functional 
theory relies on calculating the electron density to find the ground state electronic en­
ergy. This means that the only way in which the nuclei in the system affect the result 
is through their pseudopotentials. These should not change when altering the number 
of neutrons in an atom, thus the energies of the canonical and tautomeric forms of 
adenine-thymine would not change when replacing the hydrogen ions with deuteron 
ions prior to geometry optimisation. Due to this, it is not possible to use this method 
to find how the adenine-thymine potential varies in shape when the hydrogen bond is 
deuterated.
CASTEP does have a feature that allows a phonon calculation to be performed, in 
order to compute the difference in zero-point energy and temperature-dependent vi­
brational free energy of the two forms, after deuteration. Unfortunately, there are two 
down-sides to this type of calculation. Firstly, it does not directly apply to transition 
state searches, so whilst the differing energies for A-T and A*-T* could be calculated, 
the transition state (and thus barrier) would remain the same. Secondly, it is an 
extremely computationally complex calculation to perform. As such, it is only recom­
mended for use with non-hybrid functionals, such as FEE. Indeed, performing such a 
calculation for B3LYP would take many months to a year to complete on a standard 
computing cluster.
Instead, a simpler solution was sought that could be completed within the project 
time-frame and provide a reasonable estimate as to the change in tunnelling rates for 
a deuterated molecule. Simply changing the mass-distance parameter in the kinetic 
term of the system Hamiltonian would provide such an estimate, and so this was 
done. Although the change in geometry is unknown, this term, is based on the 
reduced mass and thus should double if both hydrogen atoms in the double bond were 
replaced with deuterons. Fig 6.6 shows the energy eigenfunctions within the potential 
for a deuteron and Fig. 6.7 shows the results obtained after making this change, for 
the same range of Lindblad parameters as in Fig. 6.5.
As before, the blue curve in Fig. 6.7c mirrors the default values used for the benzoic 
acid dimer in Chapter 4, albeit with the mass parameter doubled. As expected, the 
tunnelling probability has reduced slightly to 1.4 x 10“  ^ due to the larger masses 
involved causing lower energy eigenstates compared to the non-deuterated hydrogen 
bonds. Rather than the 6^  ^eigenstate being the first to be situated in the shallow well, 
as shown in Fig. 6.1, it is now the 8*^ , which makes tunnelling slightly more difficult
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Fig. 6.6 Energy eigenstates of deuterated adenine-thymine base pair 1-D model, 
than  before.
Due to the fact that the probability of tunnelling is very different for this adenine- 
thymine model than the benzoic acid dimer model used in Chapter 4, it was decided to 
investigate the primary cause of the change. There are two main differences between 
the two models: adenine-thymine has a much higher barrier and greater asymmetry. 
Firstly, the height of the barrier compared to the deeper well, Eb-c-, was reduced by 
30%. This adjusted potential and its energy eigenstates are shown in Fig. 6.8. The 
first 7 eigenstates are now wholly localised in the deeper well, with the 7^  ^ & 8^  ^ and 
9^  ^ & 10^  ^ states forming tunnel doublets. The 8^  ^ eigenstate is the lowest in the 
shallow well but even this state is partially in the deep well because barrier is so close 
in energy to the shallow well minimum. The tunnelling probability results for this 
potential are shown in Fig. 6.9.
There are two important differences to note here. Firstly, the time it takes for an 
equilibrium to be reached between the system and environment is much reduced in all 
cases, being rarely greater than 100 ps. Secondly, the maximum tunnelling probability 
has increased slightly to 2.4 x 10“®. Next, the original adenine-thymine potential 
was adjusted by increasing the depth of the shallow well compared to the potential 
barrier, Et - b , by 50%. This adjusted potential and its energy eigenstates are shown
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Fig. 6.7 Tunnelling probability in adenine-thymine nucleobase pair for =  0)) = |0i), 
T  =  320 K, and varying Lindblad parameters. Protons in the double hydrogen bond have 
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in Fig. 6.10. There are now 3 pairs of tunnel doublets (states 4 & 5, 6 & 7, and 8 & 
9) and there are more localised eigenstates in the shallow well, starting with the 4^ .^ 
The tunnelling probability results for this new potential are shown in Fig. 6.11.
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Fig. 6.8 Energy eigenstates of adenine-thymine base pair 1-D model with Eb - c reduced
by 30%.
After this change, the time taken for system-environment equilibrium is actually 
severely increased compared to the standard adenine-thymine model, being approxi­
mately an order of magnitude greater. However, the tunnelling probability at human 
body temperature has increased significantly to 3.9 x 10"^. This still represents a very 
low chance of tunnelling having taken place in this time frame but it is nearly 250 
times higher than for the standard adenine-thymine potential.
Finally, it was decided to alter the starting wave function to investigate the effects 
seen. Although the initial wave function that was used previously, which was simply 
the first energy eigenstate =  0)) =  l^i}), is a reasonable starting condition for 
the quantum system, it also seems appropriate to look at the Boltzmann distribution 
for this system, in order to simulate an “average” starting state based on the density 
of states To do this, the starting wave function was set up as
(6.19)
where 4>i is the eigenfunction of the energy eigenstate and Bi is the Boltzmann
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distribution constant of this state, defined as
p~Ei/kBT
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Fig. 6.10 Energy eigenstates of adenine-thymine base pair 1-D model with Et - c reduced
by 50%.
where Ei is the energy eigenvalue (above the potential global minimum). These co­
efficients are normalised by the sum in the denominator. Note that ks = 0.695 cm” ^K~ .^ 
so k sT  = 222.4 cm~^ when T = 320 K. The first six Boltzmann distribution coef­
ficients for adenine-thymine when T  = 320 K are listed in Table 6.3, and Fig. 6.12 
shows the tunnelling probability when the system is set up in this way without any 
environment interaction present.
Table 6.3 Boltzmann Distribution Coefficients
Eigenstate Energy (cm Normalised Boltzmann Coefficient
1 573 9.94 X 10-^
2 1695 6.39 X 10-3
3 2775 4.98 X 10-3
4 3806 4.82 X 10-"^
5 4782 5.99 X 10-^
6 5081 1.56 X 10-^
This time there exists a series of oscillations brought about by the complex nature
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Fig. 6.11 Tunnelling probability in adenine-thymine nucleobase pair for =  0)) =  
|0i), T  = 320 K, and varying Lindblad parameters. The depth of the shallow well 
compared to the potential barrier has been increased by 50%. AVr  has units cm“ .^
of the wave function, comprising numerous eigenfunctions. The chance of tunnelling 
is still extremely low at -1.6 x 10~®, which is due to the fact that the first energy 
eigenstate (being localised to the deep well) is by far the largest contributor, having 
a coefficient of 0.9936. Adding environment interaction to this simulation makes no
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Fig. 6.12 Tunnelling probability in adenine-thymine nucleobase pair when the starting 
wave function, '0(t =  0), is set to a Boltzmann distribution with no environment coupling.
difference to the resulting tunnelling probability plot. This is due to the fact that the 
effect of the environment is negligible compared to the natural effect of the interference 
between the system’s eigenfunctions. Curiously, the average tunnelling rate in this plot 
is identical to the eventual tunnelling rate seen Fig. 6.5, where =  0)) =  \4>i)- This 
perhaps implies that the effect of the Lindblad term is to force this quantum system 
into thermal equilibrium with its environment, resulting in a probability distribution 
based on Boltzmann statistics. Due to this result, it would be prudent to explore 
the effects of using a Boltzmann distribution on the variations of the adenine-thymine 
potential described earlier in this section.
As an aside, it is worth noting that even when starting the proton in the highest excited 
state that is still in the deeper well (|^(t =  0)) =  |</>5)), mimicking similar tests done 
by Gobbo et al.  ^ the environment interaction still causes the tunnelling probability 
to drop to 1.6 X 10“  ^ as it relaxes back into the well. This takes approximately 70 ns 
with default parameters, during which time the tunnelling probability briefly reaches 
a peak of 8 x 10“3. Whilst this is much higher than when the proton is in the ground 
state (which is to be expected since the barrier is relatively lower), it still couldn’t 
account for a large percentage of occurring tautomers: it would require every single
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hydrogen bond in each base pair to be hit by UV radiation between DNA replication 
cycles and for A*-T* to be fully stable and never revert A-T.
6.5 Discussion
The energy eigenstates of the double well potential constructed in Chapter 5, rep­
resenting an adenine-thymine double hydrogen transfer, were calculated using the 
LAPACK library It was found that the distribution of the energy eigenstates 
was markedly different to those seen in the benzoic acid dimer (see Chapter 4): the 
first 5 eigenstates are localised in the deeper well, which immediately indicates that 
tunnelling is going to be much more difficult for this model. As before, the transition 
probabilities between each energy eigenstate were calculated, although this time a dif­
ferent approach was needed. A new, mostly analytic, method was formulated, which is 
faster to compute and should be applicable to a much wider array of potentials, which 
will be useful for applying the methods in this work to other test cases in the future. 
This method does still require some quickly-converging sums and a relatively simple 
numerical integral, so the limits involved will need to be checked for each quantum 
system they are applied to.
The initial state of the system was then set to be the first energy eigenstate = 0)) = 
\(j)i)) and, once again, the TDSE was solved to evolve the probability density matrix 
over time. The probability of the wave function being in the deep and shallow well at 
constant time intervals was calculated by first extracting ^^(C) from the density ma­
trix in the energy eigenstate basis, then normalising the wave function and integrating 
over the relevant part of the position basis along the ("-axis. The probability of the 
wave function having tunnelling to the shallow well was plotted over time for various 
starting parameters and compared. Two of the four required parameters were able 
to be well estimated: the temperature, T, was set to human body temperature since 
adenine-thymine is a biological molecule; the mass-distance parameter in the Hamil­
tonian was set to the same value used for the benzoic acid dimer, since the double 
hydrogen bonds in both systems are extremely similar in terms of the atomic species 
and bond distances involved.
Due to lack of experimental data available to determine the values of the two re­
maining environmental dissipation parameters, Up and A V r , for adenine-thymine, it 
was necessary to estimate them. Fortunately, there are enough similarities between
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benzoic acid dimers and the adenine-thymine complex to justify re-using the benzoic 
acid Lindblad parameters as a starting point and then altering them to investigate 
the effects seen. It was found that both of these Lindblad parameters only affected 
the length of time it took for the system and environment to reach an equilibrium 
state. This is important because it means that even if these parameters are out by a 
couple of orders of magnitude, it has little to no effect on the eventual action of the 
environment. Only temperature (T) affected the maximum tunnelling probability seen 
after system-environment equilibrium was reached and at biological temperatures, the 
likelihood of quantum tunnelling in this system is extremely low (1.6 x 10“ )^ compared 
to how often tautomers appear in DNA (10“3 to even with environment
interaction.
Aside from altering the Lindblad parameters by an order of magnitude each way, the 
potential shape was adjusted in a few ways to investigate the effect on the tunnelling 
probability. This provided a useful insight as to exactly why the tunnelling probabil­
ity was so low compared to the benzoic acid dimer with the same environment model 
using similar parameters. The asymmetry of the double well potential seems far more 
important in this model than the actual barrier height, which is because the localisa­
tions and energy differences between the energy eigenstates are the most important 
factor in determining how strong the coupling between the quantum system and the 
environment is. This is notable for two reasons: firstly, the asymmetry is caused by 
the energy difference between the canonical and tautomeric forms of adenine-thymine, 
Et- c  ^ for which the value calculated using CASTEP fits very well with existing lit­
erature. This is a useful way of verifying that the model is ht-for-purpose. Secondly, 
the fact that the barrier height is not very important to tunnelling rates in this case 
implies that the results presented in this chapter would not significantly change if a 
different transition state to the one identified by CASTEP was used in the model. 
The fact that the range of barrier heights in the literature is fairly large (0.4-2.3 eV) 
therefore seems unimportant; even if the barrier height is significantly dropped (by 
30%), the effect on tunnelling rates is nowhere near significant enough to change the 
conclusion that quantum tunnelling isn’t a relevant factor in this model.
For the sake of completeness, it was decided to investigate the effect caused by replac­
ing the adenine-thymine double hydrogen bond with a double deuteron bond. This 
wasn’t as simple as it sounds because of the fact that CASTEP’s tools for calculat­
ing free energy differences when atomic masses are changed is not suitable for hybrid 
exchange-correlation functionals like B3LYP used in this project. A cruder approach
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was employed, whereby the mass-distance parameter in the kinetic term of the Hamil­
tonian was adjusted without altering the double well potential itself. Ideally both 
would be done because the increase in mass would likely alter the asymmetry and 
barrier height of the potential. However, the fact that the tunnelling probability is 
extremely low, even with drastic changes to both of these factors, indicates that the 
cruder approach is sufficient in this case. Indeed, the difference in tunnelling probabil­
ity for the deuterated double bond barely changes: a reduction of 12.5% is seen to an 
already very low number. Based on this model, then, it seems that it does not matter 
whether the ions in the double hydrogen bonds are protons or deuterons because the 
tunnelling probability is so low to begin with. In fact, this result confirms that the 
earlier assumption, that a similar value of to benzoic acid dimer is appropriate for 
adenine-thymine, was correct: even if the value is slightly off due to marginal changes 
in the bond distances, it does not affect the overall result.
The final test in this chapter was designed to ensure the results were not unique to 
the starting state of the system. Instead of using the first energy eigenstate for the 
initial wave function, a Boltzmann distribution was instead applied. This resulted in 
numerous oscillatory patterns in the tunnelling probability plot due to interference 
effects between the energy eigenstates involved. At biological temperatures, however, 
the first energy eigenstate was the dominating contributor to the distribution, thus 
the tunnelling probability remains very low. With this starting wave function, the 
effect of the environment is so negligible that it doesn’t register on the plot; the 
interference effects outweigh any transitions between energy eigenstates induced by 
the environment.
To summarise, an improved method for discovering transition probabilities was devised 
and applied to the adenine-thymine potential. These were calculated and applied in 
order to find that the tunnelling probability, even with an environment present, is 
very low in this model. It thus seems unlikely that the instance rate of A*-T* is 
due to proton tunnelling in any significant way, with other mechanisms being more 
important. The effect of changing the asymmetry and barrier height of the potential is 
small, although the former is the more potent factor of the two. In addition, altering 
the mass parameter to simulate a deuterated molecule has a minimal effect on the 
tunnelling probability and thus it seems unlikely that any change in the instance rate 
of A*-T* due to deuteration is because of tunnelling.
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Conclusions &: Outlook
The main purpose of this work was to add to the body of work regarding the influ­
ence of quantum tunnelling on hydrogen transfers within DNA base pairs. Although 
many previous studies look at the stability, lifetimes, and general instance rates of tau­
tomeric Watson-Crick adenine-thymine base pairs within DNA [27,32,96,99,116-124,139,142] ^ 
few specifically look at tunnelling, particularly without radiation causing excitation 
to much higher energy states. Even the notion that base pair tautomers exist for any 
meaningful length of time within DNA is still not settled, with some indications that 
A*-T* is metastable and others that it reverts to the canonical A-T form too quickly 
to have any influence during DNA replication. Something that had not been done thus 
far was to look, at a more fundamental level, at what the likelihood of tunnelling is in 
the first place and thus whether quantum tunnelling is a relevant mechanism during 
replication of adenine and thymine nucleobases. This not only involved solving the 
TDSE but also, crucially, looking at whether the addition of environment coupling 
could induce an anti-Zeno effect and lead to increased tunnelling rates.
Initially, to build and test the tools required for this task, a simpler model was consid­
ered: the benzoic acid dimer. Like adenine-thymine, this features a double hydrogen 
bond that can be represented by a one-dimensional double well potential. The TISE 
was solved and then the molecule’s environment was modelled in two distinct ways in 
order to compare their effects. First, it was described by a heat bath consisting of an 
infinite set of simple harmonic oscillators, by means of adding a dissipative Lindblad 
term to the master equation in the energy eigenstate basis. Secondly, the effect of the 
environment was simulated by performing von Neumann measurements on the density 
matrix in the position (pointer) basis. The accuracy of the two methods was checked
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to ensure the basis sets were sufficiently complete, and then it was confirmed that the 
effect of the dissipative Lindblad term was to induce thermally assisted tunnelling, 
whereby energy states below the barrier have a higher occupation probability, but 
states above the barrier are by-and-large not occupied. This is key because it demon­
strates that the primary effect of dissipation is not to allow classical over-the-barrier 
hoping but to increase the likelihood of tunnelling below the barrier; an important 
conclusion when investigating tunnelling specifically.
A novel comparison was performed, which showed that, within a certain temperature 
domain, there is a clear correspondence between the two methods of environment 
coupling for this system. This was done in two ways: firstly by plotting tunnelling 
probabilities over time for several environment parameters (varying temperature for 
the Lindblad approach and varying frequency of measurement in the von Neumann 
approach), and secondly by taking snapshots of tunnelling probability at a specific 
time for various environment parameters (10 ps and 100 ps). It is therefore possible to 
conclude that, at least in some cases, temperature can be thought of as a measure of 
how often the system and environment interact with each other, and that both methods 
describe the same physical process of decoherence. It would certainly be prudent to 
investigate whether this effect is seen in other quantum systems, in the hope that it 
may lead to a more concrete quantitative relation between the two methods. It must 
be noted that at high temperatures and frequency observations, this relation seems 
to break down (at least for this system) and it was proposed that this is likely due to 
the effect of repeated measurements causing the collapse of the wave function to its 
original state, thus hindering any time evolution that might lead to tunnelling. This 
could simply be a limitation of the method rather than a reflection of physical reality. 
It was decided to continue with the Lindblad method because of its more widespread 
use, its computational speed advantage, and the fact that it produced more sensible 
results at the high temperatures associated with biological environments.
Although these tests involved starting the proton in the deeper well at it =  0 using a 
Gaussian function to define the starting wave function, additional preliminary tests 
were performed to discover the effects of changing various system starting parameters, 
such as the starting wave function and well shape, as well as looking at the effectiveness 
of the WKB method for estimating tunnelling times. It was shown that the WKB 
method is unsuitable for even a more basic model than the benzoic acid dimer; the 
analytic solution for the estimated tunnelling time matched that obtained by solving 
the TDSE but the results given by the WKB method did not correspond so well.
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This vindicated the choice to use a more comprehensive approach when looking at 
the tunnelling in both this system and the adenine-thymine complex. In terms of the 
starting parameters, it was found that for an only slightly asymmetric potential such 
as is present in the benzoic acid dimer, the tunnelling time from the deep to shallow 
well is not so different from the tunnelling time from the shallow to the deep well. 
Indeed, the asymmetry was found to be important because it dramatically affects the 
localisations of the energy eigenfunctions below the barrier, which in turn will affect 
tunnelling. The main conclusion from this section was that the shape of the potential 
is key and must be modelled as accurately as possible to obtain good results for the 
adenine-thymine potential. This, combined with studies showing DFT’s ability to 
produce results close to MP2 for this type of system, particularly when using hybrid 
GGA exchange-correlation functionals, was the reason that DFT was used to create 
the potential.
The adenine-thymine potential was created using DFT with the B3LYP functional. 
The results obtained compared favourably with those in the existing literature, partic­
ularly in the case of the energy difference between the canonical state and tautomeric 
state. An initial wave function was set up in both the ground state =  0)) =  |ÿi)) 
and in a Boltzmann distribution, then transition probabilities were calculated using an 
improved, mostly analytical, method in order to represent the effects of the heat bath. 
The wave function was then allowed to evolve and it was found that the tunnelling 
probability is increased by the environment interaction, but by a very low amount 
(2 X 10“^). This suggests that, for this model and approach, tunnelling is not an 
important mechanism for the generation of A*-T* tautomers within the DNA double 
helix.
To test the sensitivity of the outcomes to the input parameters, various adjustments 
were made to the potential and environment parameters. The only environment pa­
rameter to actually affect the maximum tunnelling rate was temperature, thus con­
firming that future adjustments to the other parameters would not drastically affect 
the conclusions of this work. Despite this, it would be interesting to generate more ac­
curate parameters for the nucleoplasm environment using experimental data and then 
repeat the procedure. In terms of the potential itself, both the depth of the shallow 
well and the height of the barrier were adjusted and it was found that the asymmetry 
was by far the most important factor (even than particle mass) for determining the 
increase in tunnelling probability in this model. The reason for this is that the asym­
metry between the two wells is so large that its effects dominate compared to those of
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other parameters. Also, the fact that tunnelling time is difficult to define and measure 
does not seem to be a significant problem for the case of adenine-thymine: the maxi­
mum rate of tunnelling caused by interaction between the system and the environment 
is extremely low and the time it takes to reach that rate is of little consequence.
There are several other avenues to explore in the future in relation to this work. Firstly, 
it may be interesting to investigate other possible reaction pathways between A-T and 
A*-T* that CASTEP doesn’t find during its transition state search. However, due to 
the relative insensitivity of the barrier height, this may not have much effect. Perhaps 
if the barrier was so low that the shallow well nearly ceases to exist, as predicted by 
Pérez et al.f®®^, it could be shown that tunnelling from the first energy state of the 
shallow well to the deeper well is in fact very likely, further compounding the evidence 
that tunnelling is not a significant contributor to the creation of A*-T* tautomers. A 
comparison between the method used here, where a static potential is generated and 
the TDSE is solved, and time-dependent DFT would be of interest and could prove 
useful in verifying these results further. Finally, there is of course the potential for 
utilising the tools created for this work on other biological systems of interest, such as 
catalysing enzymes. Although it appears as if quantum effects are not an important 
factor for this part of DNA replication, there are plenty of other areas left to explore 
and these methods could prove very useful for the, hopefully long, quantum biology 
journey.
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A ppendix A
CASTEP Input Files
This section lists the input files used with CASTEP to generate the potential in 
Chapter 5. Both the program parameters files {.param) and molecular geometry files 
{.cell) are listed in this section.
A-T.param & A*-T*.param
General
TASK : GeometryOptimization 
XC_FUNCTIONAL : B3LYP 
BASIS_PRECISION : FINE 
FIX_OCCUPANCY : TRUE 
OPT_STRATEGY : Speed 
NUM_DUMP_CYCLES : 0 
PSPOT_NONLOCAL_TYPE : RECIPROCAL 
IPRINT : 1
Task for CASTEP to perform. 
Exchange-correlation functional.
Plane wave energy cut-off (automatic) 
Treat the system as an insulator. 
Optimise speed or memory usage.
Don’t write unwanted files.
Depends on pseudopotentials used. 
Output verbosity.
Electronic Minimisation
MAX_SCF_CYCLES : 200 
ELEC_ENERGY_TOL : 0.000001 eV 
ELEC CONVERGENCE WIN : 3
Max electronic minimisation cycles. 
Convergence criteria.
Criteria met x times in a row.
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Geometry Optimisation
GEOM_METHOD : BEGS 
GEOM_MAX_ITER : 200 
GEOM_FORCE_TOL =0.02 eV/ang 
GEOM_CONVERGENCE_WIN : 2 
NUM BACKUP ITER : 5
Geometry optimisation method.
Max geometry optimisation cycles 
Convergence criteria (forces). 
Criteria met x times in a row. 
Backup in case of failure.
A-T.cell
!Cell structure (x, y, z).
“/.BLOCK LATTICE_CART
2 0 .0  0 .0 0  0 .00
0 .0 0  10.0  0. 00
0.00 0.00 14.0
“/.ENDBLOCK LATTICE_CART
! Pseudopotential files. Needed for hybrid functionals like B3LYP. 
“/.BLOCK SPECIES_POT 
0 o-optggal.recpot 
C c-optggal.recpot 
N n-optggal.recpot 
H h-optggal.recpot 
“/.ENDBLOCK SPECIES_POT
! Ion positions within cell.
“/.BLOCK POSITIONS_FRAC
H 0.514991 0.359126 0.393210
H 0.779943 0.364725 0.648864
H 0.749746 0.366982 0.472443
H 0.474494 0.354600 0.708332
H 0.552892 0.356132 0.762518
H 0.254274 0.360449 0.393562
H 0.428654 0.355856 0.538966
H 0.189124 0.364062 0.532856
H 0.249694 0.276789 0.761498
H 0.250679 0.450674 0.760454
H 0.182957 0.364658 0.708156
C 0.554907 0.356969 0.619048
C 0.624642 0.359862 0.608479
122
c 0.648885 0.362655 0.515881
c 0.548223 0.359525 0.453987
c 0.729740 0.363546 0.621619
c 0 .242724 0.362160 0.540102
c 0.272873 0.361568 0.625542
c 0.345651 0.358805 0.626850
c 0.346428 0.357278 0.452042
c 0.236712 0.363530 0.718572
N 0.518488 0.356610 0.539070
N 0.612822 0.362780 0.436679
N 0.675995 0.360534 0.672950
N 0.716643 0.365093 0.525778
N 0.524904 0.354490 0.703628
N 0.277625 0.360269 0.456609
N 0.376720 0.357056 0.539338
0 0.378434 0.357898 0.700139
0 0.376132 0.354934 0.377174
7,ENDBLOCK POSITIONS FRAC
! Options
SYMMETRY_GENERATE 
FIX_ALL_CELL : TRUE 
FIX_ALL_IONS : FALSE 
FIX COM : FALSE
Automatically find symmetry (for speed) 
Fix the cell size & shape.
Make sure all ions are free to move.
Do not fix centre-of-mass.
A*-T*.cell
ICell structure (x, y, z).
7.BL0CK LATTICE_CART
20 .0  0.0 0  0.00
0 .0 0  10.0  0.00
0.00 0.00 14.0
%ENDBLOCK LATTICE_CART
! Pseudopotential files. Needed for hybrid functionals like B3LYP.
7,BLOCK SPECIES_PGT 
0 o-optggal.recpot 
C c-optggal.recpot 
N n-optggal.recpot 
H h-optggal.recpot
7.ENDBL0CK SPECIES_POT
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“/.BLOCK POSITIONS_FRAC
H 0.508928 0.529932 0.347931
H 0.758880 0.535639 0.634400
H 0.737923 0.537152 0.454941
H 0.426829 0.526901 0.661308
H 0.524432 0.527701 0.718913
H 0.239916 0.528587 0.371401
H 0.454315 0.527018 0.492948
H 0.178705 0.532983 0.514805
H 0.246972 0.446831 0.738890
H 0.248335 0.620885 0.737598
H 0.179040 0.535324 0.689524
C 0.535265 0.528650 0.583094
C 0.606250 0.530946 0.577127
C 0.635398 0.533035 0.487825
C 0.539963 0.530371 0.410940
C 0.710359 0.534328 0.601668
C 0.232504 0.531180 0.517959
C 0.266052 0.531270 0.601167
C 0.337888 0.528462 0.592982
C 0.334178 0.527359 0.425900
C 0.233088 0.533707 0.696673
N 0.506357 0.528264 0.493970
N 0.604402 0.532825 0.402988
N 0.653816 0.531710 0.646673
N 0.702238 0.535334 0.504792
N 0.497984 0.527127 0.657932
N 0.264876 0.528717 0.433243
N 0.368098 0.526921 0.509596
0 0.372096 0.527559 0.670458
0 0.360624 0.526573 0.347931
“/.ENDBLOCK POSITIONS_FRAC
! Options
SYMMETRY_GENERATE 
FIX_ALL_CELL : TRUE 
FIX_ALL_IONS : FALSE 
FIX COM : FALSE
Automatically find symmetry (for speed) 
Fix the cell size & shape.
Make sure all ions are free to move.
Do not fix centre-of-mass.
124
TransitionState.param
General
TASK : TransitionStateSearch 
XC_FUNCTIONAL : B3LYP 
BASIS_PRECISION : FINE 
FIX_OCCUPANCY : TRUE 
OPT_STRATEGY : Speed 
NUM_DUMP_CYCLES : 0 
PSPOT_NONLOCAL_TYPE : RECIPROCAL 
IPRINT : 1
Task for CASTEP to perform. 
Exchange-correlation functional.
Plane wave energy cut-off (automatic) 
Treat the system as an insulator. 
Optimise speed or memory usage.
Don’t write unwanted files.
Depends on pseudopotentials used. 
Output verbosity.
Electronic Minimisation
MAX_SCF_CYCLES : 200 
ELEC_ENERGY_TOL : 0.000001 eV 
ELEC CONVERGENCE WIN : 3
Max electronic minimisation cycles, 
Convergence criteria.
Criteria met x times in a row.
Geometry Optimisation
GEOM_METHOD : BFGS 
GEOM_MAX_ITER : 200 
GEOM_FORCE_TOL = 0.02 eV/ang 
GEOM_CONVERGENCE_WIN : 2 
NUM BACKUP ITER : 5
Geometry optimisation method.
Max geometry optimisation cycles 
Convergence criteria (forces). 
Criteria met x times in a row. 
Backup in case of failure.
Transition State Search
TSSEARCH_METHOD : LSTQST 
TSSEARCH_LSTQST_PROTOCOL
! Method for transition state search. 
CompleteLSTQST
TSSEARCH_QST_MAX_ITER : 15 
TSSEARCH_CG_MAX_ITER : 30 
TSSEARCH_FORCE_TOL =0.92 eV/ang
Max QST cycles.
Max conjugate gradient cycles, 
Convergence criteria (forces),
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TransitionState.cell
ICell structure (x, y, z).
7,BL0CK LATTICE_CART
2 0 .0  0 .0 0  0.00
0 .0 0  10.0  0.00
0.00 0.00 14.0
‘/.ENDBLOCK LATTICE_CART
! Pseudopotential files. Needed for hybrid functionals like B3LYP, 
‘/.BLOCK SPECIES_POT 
0 o-optggal.recpot 
C c-optggal.recpot 
N n-optggal.recpot 
H h-optggal.recpot 
‘/.ENDBLOCK SPECIES POT
! Ion positions with the cell for reactant (A-T)
‘/.BLOCK POSITIONS_FRAC
H 0.515439 0.532461 0.392758
H 0.782983 0.537016 0.648196
H 0.751840 0.541066 0.470986
H 0.474781 0.525225 0.709288
H 0.553264 0.526911 0.764644
H 0.252835 0.532576 0.392089
H 0.428286 0.526192 0.538870
H 0.187080 0.535967 0.532084
H 0.247141 0.447317 0.762794
H 0.248591 0.622579 0.761440
H 0.180500 0.536439 0.708198
C 0.556067 0.528592 0.619973
C 0.626384 0.531830 0.609074
C 0.650455 0.535540 0.515428
C 0.549023 0.532490 0.453695
C 0.732367 0.535749 0.621425
C 0.240966 0.533363 0.539636
C 0.271344 0.532219 0.625910
C 0.344724 0.528697 0.627368
C 0.345677 0.528348 0.450919
C 0.234503 0.534726 0.719548
N 0.518946 0.528607 0.539518
N 0.614158 0.536361 0.435295
N 0.678441 0.532111 0.674007
IH-BOND
IH-BOND
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N 0.718797 0.538084 0.524877
N 0.525482 0.525425 0.705113
N 0.276287 0.531411 0.455496
N 0.376150 0.527103 0.539048
0 0.377824 0.527204 0.701301
0 0.375663 0.526848 0.375368
‘/.ENDBLOCK POSITIONS_FRAC
! Ion positions with the cell for product (A*-T*) 
‘/.BLOCK POSITIONS FRAC PRODUCT
H 0.508394 0.529975 0.346893
H 0.760527 0.535613 0.634570
H 0.739315 0.537261 0.454145
H 0.428626 0.526904 0.661851
H 0.524263 0.527526 0.720269
H 0.239327 0.528967 0.369873
H 0.453469 0.526893 0.492979
H 0.177342 0.532818 0.513676
H 0.246309 0.446223 0.740280
H 0.247701 0.621529 0.738997
H 0.177713 0.535398 0.691226
C 0.535287 0.528592 0.583436
C 0.606762 0.530922 0.577380
c 0.635979 0.533130 0.487125
c 0.539832 0.530462 0 .410014
c 0.711657 0.534288 0.601918
c 0.231442 0.531132 0.517485
c 0.265195 0.531286 0.601545
c 0.337697 0.528480 0.593504
c 0.334222 0.527271 0.424962
c 0.232126 0.533749 0.698088
N 0.506007 0.528199 0.493812
N 0.604916 0.533015 0.401261
N 0.654738 0.531613 0.647818
N 0.703394 0.535422 0.504201
N 0.497535 0.526987 0.659055
N 0.264330 0.528720 0.432124
N 0.368489 0.526786 0.509304
0 0.372101 0.527689 0.671473
0 0.361017 0.526442 0.346312
IH-BOND
IH-BOND
‘/.ENDBLOCK POSITIONS_FRAC_PRODUCT
I Options 
FIX ALL CELL TRUE I Fix the cell size & shape,
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FIX_ALL_IONS : FALSE ! Make sure all ions are free to move.
FIX COM : FALSE ! Do not fix centre-of-mass (required)
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Residue Theorem
This section contains the derivations of the analytic solutions to correlation functions, 
Crr(t) and Css{t), which are integral to calculating transition probabilities for envi­
ronmental coupling, using the Residue theorem. Crr{t) and Css{t) are defined as
OO
Crr{t) =  I  dwé‘^ *Jrr{L0), (B.l)
— OO 
OO
Css{t) = (27t)"' I  düjé^^u-^Jrrioj), (B.2)
— OO
where the power spectral density function, Jrr{(^), is defined as
t W -  (b ,3)
4- coy ( e'=B^  — 1 j
The integration variable in these functions, w, is initially replaced with a complex 
variable, z, and the residue theorem must be solved for the contour, C, a semi-circle 
in the imaginary plane, using
y  f{z)dz = 27Tzy^Res/(z). (B.4)
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Starting with Crr{t), we define the contour integral as
c  (uj  ^+  (e^ -  1) ’
(B.5)
where a = Ay/2AVRhUp and c = h/kBT. Next we must identify the poles inside the 
contour from p to —p, as shown in Fig. B.l. There are two conditions that will result 
in poles in the integrand:
•  =  1
Note that when z =  0, the integrand becomes
(cz + ^  + . . . )  w^c
y
=  0.
> x
Fig. B .l Contour, C, in the complex plane from p to —p. 
For the first case, z  ^=  — there are four poles to identify:
2^  =  -Wp
z  ^=  -AiuJi
= di\/±ïa;p =  rhVicüp, ± \ / ^ (lU Jr
± l  + i ± i ( l  +  z)
Z   /— UJr) 1 j— ;
V2 V2
thus there are poles at:
(B.6)
(B.7)
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• Z — ^Wp .
For the sake of ease, we shall only consider the portion of the complex plane where 
y > 0  and call this sub-contour integral Ip. Only the first two of these poles sit inside 
this sub-contour integral, so we must evaluate the residues at these two poles. In the 
second case, =  1, there will also be poles at
2n7Ti (B.8)
where n = 1,2, . . .  oo. Starting with the pole at z =  we can find the residue
R  — =  hm z  — LÜ.
V V2 V  V
(B.9)
where (up H- z^l can be rewritten in a different form, as proved here:
1 + iz ------
(1 +  2)2
I 1+2
Z H--------
1 - 2
Z  7= ~ 0Jr
V2
V 2  '~”J  V 2  ", 
-.2 (1 -
l - i
V 2
2^  +  iu l
(B.IO)
because (1 -f 2)^  = 1 -I- + 4- 22 =  22. Substituting into Equation B.9 we obtain
=  lim z —
1 + 2 
V2
'OJp I X
e'^*az^
(e“  -  1) (z -  ^W p) ( 2  +  ^W p) ( 2  -  ^W p) ( 2  +  ^W p)
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\ V 2 ”)  (ec^  -  1) (z +  ^W p) (z -  ^W p) (z +  ^W p) ’
/ l - \ - i  \  ^tUp/V2^-tujp/V2^0d^
^  \  ^  /  (e<”p/V5ei-’p/v^ -  l)  (wp2^ )  (;%) ( ^ )  ’  ^ ^
„ f l  + i \  e’‘“» /'^e-‘"»/'^a(l + i fi? — =  7 ----- , _  —-----\-------------- , (B.15)\  y/2 J g^cwp/\/2gîcwp/\/2 — 1 j 2^ +  2i) 4i
D A  +  * ^ _  e*‘"''''^e-*"-/'^a(2i -  2)
V V2  +  “  (e-p/V2eiopp/V2 _  i)  (8 i _  g) ’  ^ '
and since (2i — 2 ) /( 8 i — 8 ) =  j,
D /  I +  * \
V vÆ “ "y  “  4 (e-p/V2e*<” p/v^ -  l )  '  ^  ^ ^
Following the same procedure for the second residue, the answer obtained is
/  7 _  1 \  fj p - i t u j p f V 2 p —tujply/2
R  l ^ w p  =  ^   . .  (B.18)\  y/2 J 4 fy-cwp/\/2g2cwp/\  ^_  2A
Finally, the third residue yields the result
( B . « )
 ^  ^ n=l I ' 4^
where 7  =  cWp/ \ / 2  and 7  ^ =  27rn. Substituting Equations B .l7, B.18, and B.19 into
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Equation B.4, we obtain
Ip = 2m ^  Res/(z)
^ gZtwp/\/2g-iWp/\/2
=  27T2
Q g —zfw p /\/2 g —fw p /\/2
+ T'4 j çi cu)pj 4 ch jp jyf^ ^ c ü jp I y f i  —
TTza
T "
-tojply/2 ^itupl y/2 ç —it(jjpJy/2+(eT'e^ T' -  1) (e-T'e^ 'Y -  1)
oo rJ^p-lntjc
_  j  V  ^ ____
&  7^ +  ^  J
(B.20)
Since we only considered the poles within the y > 0 portion of the complex plane, this 
result only applies when t > 0, giving
OO
c„{t > 0 ) =  (27t)“  ^ j  dwe^Vrr(w)
= (2tt)-'-Ic
j—tujpf y/2 ^la
T
/  ^itupf y/2 ç —itup I y/2
I  --- :----- - +\ (e^e7 -  1) (e-T'e^ -  1)
oo rJ-p-lntjc 
i V  — _____& J
(B.21)
If we instead consider just the residues in the y < 0 portion of the complex plane, 
using the sub-contour integral Jv, we obtain
In  =
ma jtuJpf y/2 JitLüp I y/2 j—itojpf y/2+
oo
(e7e-i7 -  1) (e-7e-i7  _  l )  I +  :ÿ. (B.22)
la
Crr{t < 0) — —— / u^ip/ y/2
/tojp I y/2
+
oo ^ZpTintlc
( e - ' e - ’-ï -  1 ) ( e - T 'e - ’z  -  1) / 7^ 1 + IS.
4  ,
. (B.23)
Exactly the same procedure can be done for Css{t) and since it is identical to CVr(t)
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except for an a;  ^ term, it comes as no surprise that the outcome is similar:
Css{t > 0) — -
-tU ply/2  /  ptu^pjypi (w p/\/2
\  -  1
-Intjc
, (B.24)
C s s { t  < 0) — -
t^UpJy/2 f  ptujply/2 fw p /  \ / 2
(jJt Qlp-il -  1 g-Tg-n -  1
_  2 ^  f 
+ i l 7 "  +  ^
. (B.25)
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