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ABSTRACT: Current advances in synthesis of new porous materials outpace our ability to test them in real adsorption applications. This situation is particularly evident in the area of metal-organics frameworks (MOFs), where hundreds of new MOFs are reported every year and the number of possible MOFs is virtually infinite. How to make sense out of this vast number of existing and possible structures? 

In this article, we will review the application of computational structure characterization tools for systematic description and classification of porous materials and their adsorption properties. Using examples from recent research in our groups and others, we will discuss how the information obtained from computational characterization can be used in screening protocols to identify the most promising materials for a specific application before any costly and time consuming experimental effort is committed. We will finally touch upon the need for the tools to systematically organize the information generated in computational studies. These tools combined with the recent impressive advances in synthesis of porous materials may fundamentally change the way we approach material discovery, starting the era of material informatics.  




1. Introduction
Adsorption in porous materials has been considered as an energy efficient alternative to absorption and distillation processes for industrial scale separations, including carbon dioxide removal from power plant streams and air separation. Other applications where adsorption is important include catalysis, gas storage, sensing and drug delivery, to name a few. Development of these applications critically depends on whether a suitable porous material exists with affinity, selectivity and other characteristics meeting the requirements of the application in question. In the recent years, progress in adsorption technologies has been stimulated by the unprecedented advances in the material science, where in addition to the conventional porous materials, such as activated carbons and zeolites, new families of porous structures have emerged, including molecularly imprinted polymers (MIPs), metal-organic and covalent-organic frameworks (MOFs, COFs), Zeolitic Imidazolate Frameworks (ZIFs) and polymers with intrinsic microporosity (PIMs).

Let us focus on just one new family of materials - metal-organic frameworks, or MOFs. Figure 1 shows the number of papers published since 1999, which mention MOFs and a substantial proportion of these articles actually report newly discovered MOFs. The large number of already reported MOFs and essentially infinite number of possible MOFs stems from the principle of their synthesis based on a self assembly from building blocks, provided by metal complexes and organic linkers. Naturally, organic chemistry can provide an inexhaustible array of components for this approach.

It seems that this enormous variety of available and possible porous structures should substantially benefit the development of adsorption technologies, as for every specific application it should be possible to find or design a range of materials with properties perfectly matching the requirements. This however is not the case and at the moment there is no single industrial application based on a MOF. There are several reasons for this.

On one hand, to be used on industrial scale, MOFs must overcome several objective challenges associated with their stability, scalability of production and cost. On the other hand, the rate with which new MOFs are being discovered and reported clearly outpaces our ability to test them in any practical adsorption applications. 


Figure 1. Number of articles (in thousands) published between 1999 and 2012, with “metal-organic framework” used as the key word. Source: Thomson Reuters (ISI) Web of Knowledge.


This is where computational structure characterization tools may become incredibly useful. To understand how they can help to streamline and accelerate the process between material discovery and the actual application, it is instructive to briefly review the typical steps involved in this process, as shown in Figure 2. Once the structure of a new material is characterized via X-ray crystallography (if it is crystalline), the next steps involve structural characterization using physical adsorption of nitrogen or argon at cryogenic conditions, and helium porosimetry (or mercury porosimetry for macroporous structures). From these measurements the surface area, pore size distribution (PSD) and pore volume are obtained. In order to develop an actual adsorption application, in the next stage of the process, adsorption equilibrium data is acquired for single components and mixtures, as well as transport characteristics of the material. It is important to note here that experimental measurement of multi-component adsorption isotherms and transport diffusion coefficients remains extremely challenging and time consuming. 

The idea of computational structural characterization tools is to replace as many of the experimental steps as possible with analogous computational procedures. Computational tools may provide a quick and efficient way to assess characteristics of porous materials, relate them to each other, provide reference values for various properties of the materials for future comparison with experiments, and in general, pre-screen large sets of candidate materials so that only a smaller group of most promising structures is indeed explored at the next experimental stage. 

The idea of this contribution to the special issue of Chemical Engineering Science is to briefly explore recent developments in this area, including examples from own research.  While working on this article, we became aware of a truly comprehensive review of the field by Yang and co-workers (Yang et al., 2013) and we can only strongly recommend it to the reader. Without trying to repeat the massive undertaking of the article by Yang et al., here we offer a more selective perspective on the topics of a specific interest to us and, hopefully, to the reader.

The article is organized as follows. We will first provide a short review of what structural characteristics of porous materials are, how they can be measured experimentally and how they can be calculated using computational tools. In the section on computational screening we will review recent examples of using these tools to optimize specific adsorption applications. Computational structure tools as a platform to explore new applications of MOFs is the subject of the next section. Finally, we will discuss recent developments in the advanced computational methods based on graphical processing units (GPU) aimed to speed up screening protocols.  

We will conclude the article by offering our perspective on the current challenges and opportunities in this emerging field.



Figure 2. Schematic description of structural characteristics and data required for adsorption application development, once a new porous material (shown as a black powder in the centre) is synthesized.

2. Structural characterization of porous materials: experiments and computer simulations

Physical adsorption of nitrogen at 77K (or argon at 77K and 87K) is a standard experimental technique to obtain structural characteristics of a porous material, such as surface area, pore volume, and pore size distribution (Rouquerol et al., 1998). This is a two stage process, where in the first stage an adsorption isotherm is measured and in the second stage this isotherm is interpreted using a theory or a method, such as Langmuir or Brunauer-Emmett-Teller (BET) (Brunauer et al., 1938) methods for the surface area and classical Barrett-Joyner-Halenda (BJH) method (Barrett et al., 1951) or more modern NLDFT (Ravikovitch et al., 2000) approach for the pore size distribution (PSD). These methods involve a number of assumptions and sound understanding of these assumptions (and hence the limitations of the methods) is a prerequisite for accurate results. For example, both Langmuir and BET methods of obtaining the surface area are based on a notion that nitrogen molecules form a layer of well defined capacity on the surface of the structure (multilayer formation is allowed in BET) and formation of this layer can be identified from the adsorption isotherm. Thus, knowing the size of a nitrogen molecule, the surface area of the structure can be defined. In both theories molecules do not interact with each other within the layer, and in BET molecules of one layer can serve as binding sites for the formation of the next layer. Even for the perfectly homogeneous surfaces, without any defects, this picture is oversimplified. To obtain PSD, BJH and NLDFT methods start by assuming the geometry of pores in the structure. Typically cylindrical pores, slit pores or spherical cavities are considered (in more advanced approaches some combinations of those geometries can be also tackled). Again, this is an oversimplified representation of the real materials, with complex disordered structures, such as porous glasses, carbons and polymers clearly containing pores of far more complex geometry. Even crystalline materials such as MOFs are not quite conforming to the aforementioned pore shapes used in the PSD analysis.

Consider now molecular simulations, where the positions of atoms are provided explicitly (they can either correspond to the crystallographic data or to an approximate model of the material). Various geometric characteristics, such as surface area and distribution of void spaces, can be defined and calculated directly.  Gelb and Gubbins explored the consistent way to define these characteristics and their correspondence to those obtained from the adsorption isotherm measurements (Gelb and Gubbins, 1998, 1999). For this, they considered a realistic model of a disordered porous glass. To mimic the experiments, nitrogen adsorption isotherm was generated using grand canonical Monte Carlo, and the conventional methods of analysis (such as BET and BJH) were applied to this isotherm. Indeed, they showed that the accessible surface area (one can envision it as the surface created by the centre of a probe spherical nitrogen molecule rolled over the atoms of the model structure) is reasonably consistent with BET and even the geometric pore size distribution (where a point belongs to a pore defined as the largest sphere that contains the point and does not overlap with the atoms of the structure) is in acceptable agreement with the PSD from BJH. In application to MOFs, these methods have been adopted over a series of articles (Duren et al., 2004; Duren et al., 2007; Walton and Snurr, 2007; Sarkisov and Harrison, 2011). In particular, Walton and Snurr showed that the accessible areas calculated with nitrogen as a probe molecule are in very good agreement with the experimental and simulated BET surface areas. This implied that, despite all the drastic assumptions involved in the BET theory, it is able to correctly capture the property of interest here, which is the extent of molecular surface of a porous structure as seen by a nitrogen molecule. Interestingly, a surprisingly good agreement between the BET and the accessible surface areas has been observed even for ultramicroporous materials, where the BET theory is expected to break down (Bae et al., 2010). These ideas of accessible geometric properties were further developed by Do and co-workers (Do et al., 2010). 

With this consistency established, there are now several modes in which accessible and experimental BET surface areas can be used. For disordered materials, accessible surface areas can be employed to drive the construction of the molecular models of these materials towards realistic representation, correctly reflecting the experimentally observed properties. For MOFs and other crystalline materials which do not have ambiguity about their molecular structure, calculated accessible surface areas provide the reference, ideal values. Deviation of the BET areas from these reference values may be indicative of either incorrect application of the BET method, or deviation of the structure of the sample from the   ideal crystalline one (due to incomplete evacuation, partial collapse or defects). Finally, analysis of the accessible surface areas can be used to understand the limiting theoretical values of the surface areas of various molecule building blocks and guide synthesis of materials with particularly high surface areas (Sarkisov, 2012a). 

Calculation of the pore volume can be done in a manner consistent with the Helium porosimetry (Talu, Myers, 2001), by using the Widom insertion method (Widom, 1963). Again, this calculation provides an ideal value that can be compared with the experimental data to assess the quality of the experimental sample (for example, if the measured pore volume is substantially lower than the ideal value, it may indicate a partial collapse or incomplete activation of the structure). On the other hand, this property is directly related to the capacity of the material and hence gas storage applications, and its calculation can guide the design of MOFs with optimized performance in this specific context. A closely related property to this is the maximum pore size, which in case of MOFs identifies the largest cage present in the structure. 

Pore limiting diameter on the other hand gives the size of the largest spherical probe with respect to which the porous structure is accessible. This important property determines whether a molecule of a particular size can pass through the pores of the structure. Greenfield and Theodorou employed Delaunay triangulation to obtain accessible geometric pathways for molecules of different size within glassy polymers (Greenfield, Theodorou, 1993). Foster et al.  developed a mathematically similar procedure to obtain limiting pore diameters in zeolite frameworks (Foster et al., 2006). A different approach based on grid representation of the porous space was employed by Sholl and co-workers (Haldoupis et al., 2010, 2011). A grid point is deemed accessible with respect to a probe particle of a particular size, if this particle placed in the centre of the grid does not spatially overlap with the atoms of the structure. Properties of the accessible grids can then be investigated using Hoshen and Kopelman percolation algorithm (Hoshen, Kopelman, 1976). An advantage of this approach is the possibility to classify the grids using not only the geometric criteria but also the interaction energy between the probe and the structure, therefore directly incorporating energy barriers into the percolation analysis.   Sholl and co-workers used this approach to screen for MOFs and zeolites with optimal properties for kinetic separations of gases, such as methane, carbon dioxide and hydrogen (Watanabe et al., 2009; Haldoupis et al., 2010; Haldoupis et al., 2011). 

The new concept emerging from these studies is the geometric identity of a porous material, comprised of its surface area, pore size distribution, maximum pore size and pore limiting diameter. Not surprisingly, there has been a lot of recent interest in developing integrated simulation codes to generate these geometric identities for a broad variety and large number of materials in a computationally efficient and automatic fashion. 

Chronologically, Poreblazer (current version is 3.0.2) developed by Sarkisov and Harrison was the first simulation package of this kind for computational characterization of ordered and disordered porous materials (Sarkisov and Harrison, 2011). Both Linux and Windows versions are available from the group website, including the source code written in Fortran 90. Poreblazer is based on the grid representation of the porous space and calculates pore volume, accessible surface area, largest pore diameter, pore limiting diameter and pore size distribution. As an example, here we consider three typical, well known MOFs, IRMOF-1 (Eddaoudi et al., 2002), HKUST-1 (Chui et al., 1999) and MIL-47 (Barthelet et al., 2001) and on ZIF material (ZIF-10) (Park et al., 2006) with Table 1 summarizing their structural characteristics as obtained from Poreblazer, and Figure 3 showing PSDs in these materials. 

ZEOMICS and MOFomics represent an alternative approach by Floudas and co-workers (First et al., 2011, 2013). In this approach porous space of the material is parsed into geometric objects (portals, channels, cages) using Delaunay triangulation and other geometric methods. In the next step of the algorithm the connectivity between these objects is determined and properties of the structure (accessible surface area, accessible volume) are calculated. These tools are presented in the form of a web portal, where users can submit their structure files and receive the final results by email. 
 
Zeo++, developed by Haranczyk and co-workers, is a C++ package for high throughput analysis of porous materials based on Voronoi tessellation (Willems et al., 2012). With Voronoi network being a dual graph of Delaunay network, this approach is closely related to that of Foster et al. (Foster et al., 2006). The program is downloadable from the website of the developers, with the source code available upon request. 

These three approaches differ in their methodology, accessibility, operation, and performance, and we encourage the readers to use the software package suited for their specific research needs.  


Table 1: Calculated structural characteristics of selected MOFs. Vp is the pore volume (from the Helium porosimetry simulation), SA is the accessible surface area, Dmax is the maximum cavity diameter and PLD is the pore limiting diameter.

MOF	Vp (cm3/g)	SA (m2/g)	Dmax (Å)	PLD (Å)
IRMOF-1	1.353	3378.17	14.85	7.65
HKUST-1	0.853	1910.59	12.74	6.37
MIL-47	0.629	1324.04	7.56	7.07
ZIF-10	0.465	706.21	12.94	7.14




Figure 3. Pore size distribution (arbitrary units) in IRMOF-1 (blue), HKUST-1 (red) and MIL-47 (black), ZIF-10 (green).

3. Computational screening of porous materials for adsorption applications

Structure determines property. This simple and powerful concept in chemistry has been the cornerstone of modern computational approaches to drug discovery, where millions of candidate small organic molecules are screened based on their ability to bind to the therapeutic target (usually an active site in a protein). 

Organic chemistry provides the building blocks for MOFs. Combined with the large number of topologies into which these building blocks can be arranged, this implies virtually infinite number of possible MOF structures. As a result, in application to MOFs (and also ZIFs, COFs) computational screening is becoming the new, major mode of porous material discovery and optimization, and has arguably become one of the most important recent developments in adsorption science. 

The first example of a virtual MOF designed for a specific application is provided by Duren et al. (Duren et al., 2004) The authors explored how adsorption of methane at 35 bar and room temperature (conditions relevant for  adsorbed natural gas vehicle technology) depends on properties of porous materials, such as the specific surface area and solid-fluid interaction strength. Using insights obtained from computer simulations, the authors proposed new, yet to be synthesized MOFs with enhanced methane storage capabilities. 

These ideas were later expanded by Wilmer et al. who constructed a database of 137,953 hypothetical MOFs and investigated their capability to store methane at target conditions (35 bar, room temperature) as a function of their surface area, void fraction, largest pore diameter, etc (Wilmer et al., 2011).  In another development, several de novo designed MOFs were proposed and synthesized featuring record high surface areas and superior methane storage capacities (Farha et al., 2010).  

In the already mentioned work by Haldoupis and co-workers, pore limiting diameter and Henry’s constant of adsorption were used to assess suitability of over 500 MOFs and 160 silica zeolites in kinetic separations of light gases, such as noble gases, hydrogen, methane and carbon dioxide. In a following study, the authors extended this approach to screen more than 250,000 zeolites in application for methane and hydrogen adsorption (Haldoupis et al., 2011). 

Early studies in this emerging field often focused on one or two properties of a material, such as gravimetric or volumetric methane storage capacity at 35 bar, as the target metric used to rank of candidate materials. In more recent studies it became apparent that material performance for real application is unlikely to be governed by just a single  metric and a more comprehensive optimization criterion must incorporate  number of different factors . For example, returning to the on-board methane storage problem, it is not so much the storage capacity at 35 bar (or, according to the more recent targets set by ARPA-E (ARPA-E, 2012), 65 bar) that should form the basis for the ranking of materials, but the working capacity, or in other words the amount of methane deliverable during one adsorption/desorption cycle. This latter requirement imposes a greater weight on the regenerability of the material and isosteric heat of adsorption as optimization metrics.  

The situation is even more complex in adsorption separation processes, as exemplified by the recent efforts to find optimal materials for carbon capture (via removal of carbon dioxide from various industrial streams). Here, a number of parameters such as working capacity, selectivity, stability, must be taken into account. There parameters are intimately interdependent, and their weight, or importance, strongly depends on a particular variant of the separation process. For example, the requirements for post-combustion CO2 capture (high CO2/N2 selectivity, high CO2 affinity) are quite different from those for the sweetening of natural gas (high capacity at high pressures, favourable CO2/CH4 selectivity).

Several efforts have been made to develop a comprehensive, integrated ranking function for carbon capture performance optimization. Lin et al. performed in silico screening of over 100,000 zeolites and ZIFs for carbon capture (Lin et al., 2012).  In this work, the authors introduced a metric of parasitic energy, which measures the amount of energy penalty incurred on a power plant to capture a kg of CO2.  Accordingly, the optimal process conditions that minimize the parasitic energies for each of the materials were determined while keeping the adsorption conditions set at the post-combustion flue gas conditions (1 atm and 313K).  As such, the authors discovered many materials that have parasitic energies 30-40% lower compared to conventional amine process.  

A more realistic picture of the material performance in a real application can be obtained from a process simulator. Several recent publications describe multi-scale approaches, where information obtained at a microscopic level using molecular simulations (adsorption isotherms, transport diffusivity coefficients) is fed to a higher level process simulator, corresponding to a specific application. This hierarchical approach seems to be particularly suitable for light gas separation processes (hydrogen purification, carbon dioxide removal), using pressure-swing (PSA), vacuum swing (VSA) and temperature (TSA) adsorption processes (Banu et al., 2013; Hasan et al., 2013)

4. Computational tools as a platform to propose and explore new adsorption applications  of MOFs 

In the next section we review several examples of using computational tools as a platform to propose and develop new adsorption applications based on MOFs and related materials. Grand canonical Monte Carlo is a standard simulation technique used to generate equilibrium adsorption data (Frenkel and Smit, 2002). In comparison to the experiments, it offers several advantages. Firstly, simulation of multi-component adsorption requires little additional effort, compared to single component isotherms. Simulations can be run at any temperature or pressure of interest, whereas in experiments extreme conditions (such as high pressure) require specialized equipment which is more expensive and more difficult to operate. Finally, simulations are quick in comparison to the experiments, where it is not unusual to have tens of hours of equilibration time for a single experimental data point on the adsorption isotherm. Current computational methods make it possible to acquire a full adsorption isotherm within hours (or even minutes depending on the system) and the effort can be substantially parallelized using modern cluster supercomputers, allowing one to simultaneously generate data for thousands of structures and adsorbate species under variety of conditions. One may wonder why computer simulations of adsorption have not replaced experiments to a wider extent. The key challenge for molecular simulation of adsorption is the availability of the accurate force fields to describe inter- and intramolecular interactions within the system. Without bespoke, validated force fields molecular simulations can not offer accurate predictions and thus, force field development has been widely recognized as one of the key priorities in the computational materials discovery. 


Some applications do not require having complete adsorption isotherms. Consider, for example, sensing of explosives, warfare agents, or volatile organic compounds in ambient air. The actual device may consist of a film of a porous material. Detection event is associated with binding of target molecules to the porous material. This event must then be amplified and transduced using one of the conventional technologies such as quartz crystal microbalance (QCM), microcantilever sensor, or surface acoustic wave (SAW) device. Species we are interested in detecting are typically present in the atmosphere in very small amounts (parts per billion - ppb or even parts per trillion - ppt concentrations). From the adsorption process perspective this corresponds to the very low pressure regime on the adsorption isotherm, where loading is a linear function of pressure and is described by the Henry’s constant of adsorption. A large Henry’s constant implies high affinity of the material towards the target adsorbate. Computational screening of materials for this application can then focus on the efficient calculation of Henry’s constants for target adsorbates in candidate porous structures (Sarkisov, 2012c). Additional information that   can be extracted from this calculation is the intrinsic selectivity of the material in the zero loading regime which is simply a ratio of two Henry’s constants for two adsorbates. 

In the previous publication, one of us introduced calculation of Henry’s constant of adsorption and other characteristics of porous materials in zero loading regime, using finely discretized lattice representation of porous space (Sarkisov, 2012c). Calculation on the lattice offers several advantages. In addition to the overall Henry’s constant of adsorption and selectivity for the whole material, it generates some data on the local properties and allows one to locate regions of the porous space specifically responsible for high affinity and selectivity. Furthermore, as the Henry’s constant is linked to the excess chemical potential (using the well known statistical mechanics relations), these constants calculated for individual lattice sites make it possible to explore the free energy landscape in the porous structure and detect free energy barriers, which would make the structure inaccessible to a molecule of a particular size or geometry (Sarkisov, 2012b). For the details and parameters of these calculations we refer the reader to the original publications (Sarkisov, 2012c; Sarkisov, 2012b). 

Here let us focus on the insights that can be gained from these calculations. Figure 4 shows Henry’s constants of adsorption at 300K for several organic molecules in , IRMOF-1 and HKUST-1.  In general, as the size of the molecule increases, its interaction with the porous material also increases leading to higher Henry’s constants. Smaller pores (HKUST-1) also lead to stronger interactions in the pore and higher affinities (as long as the molecules can fit inside the pores). Aside from these general, fundamental insights,  Henry’s constants can be directly used to evaluate the suitability of a MOF in sensing applications. Using experimental data for detection sensitivity of QCM devices and the simulated Henry’s constants  of adsorption, it has been demonstrated that a QCM sensing device based on IRMOF-1 should be able to detect presence of TNT in concentrations as low as 1 ppb (Sarkisov, 2012c). For HKUST-1 this limit is even lower at about 0.45-0.145 ppb (as estimated for different conformations of TNT molecule) (Sarkisov, 2012b). These are of course ideal values, which completely neglect presence of water vapour in the air, competitive binding of similar species and other factors. However, these calculations can be used to identify a group of promising structures, whose performance under realistic conditions should be evaluated in detailed experimental studies.   


Figure 4. Henry’s constants of adsorption in zero loading regime at 300K in IRMOF-1 (blue) and HKUST-1 (red). From left to right the data is for benzene (BEN), toluene (TOL), p-xylene (XYL), 1,2,4-trimethylbenzene (3MB), tetraline (TET) and trinitrotoluene (TNT).  

To make screening strategies more efficient (in other words, quickly identify a smaller set of promising materials), other properties of the candidate structures should be taken into account. To illustrate this point, consider again adsorption of TNT in HKUST-1. On one hand, according to the analysis given above, this MOF seems to be very promising for TNT detection. On the other hand, structural characterization of HKUST-1 reveals pore limiting diameter of 6.37Å between the cages of the structure and a question naturally arises whether molecules of TNT can actually penetrate into the structure. The lattice calculations allow us to answer this question using rigorous analysis of the free energy barriers (Sarkisov, 2012b). Figure 5 shows the free energy barriers for various organic molecules and TNT in HKUST-1. For most of the species, the free energy barrier is below 30 kJ/mol, however for TNT it is substantially higher at about 100 kJ/mol, making the structure effectively inaccessible to TNT under ambient conditions (Sarkisov 2012b).  

Although the addition of diffusion properties provides a more accurate description of the material performance, it still does not provide a complete picture yet. Indiscriminate, high affinity of a material towards various organic molecules, implicates that as soon as a sample of this material is exposed to ambient air, the most favourable binding sites of the structure will be occupied by some molecules, but not necessarily by the target analytes. Thus, the ideal material must combine high affinity with high specificity and computational screening tools can help search for this ideal material.


Figure 5. Free energy barriers ∆∆A* (kJ/mol) in HKUST-1 with respect to benzene (BEN), toluene (TOL), p-xylene (XYL), 1,2,4-trimethylbenzene (3MB), tetraline (TET) and trinitrotoluene (TNT). Black line corresponds to 30 kJ/mol.

An application closely related to sensing is breath analysis. Breath analysis is one of the most promising techniques for non-invasive diagnostics, particularly for lung cancer detection and decease progression (Buszewski et al., 2007; Horvath et al., 2009). The key challenge here is to accurately and consistently detect presence of biomarkers in ppb and ppt concentrations from exhaled human breath, which is a complex mixture where its properties depend on a number of factors, such as subject age and mode of sample collection. Porous materials can be used to capture these biomarker molecules and pre-concentrate them to improve the sensitivity of analysis. A typical experimental setup would involve two sorbent traps containing porous material. Certain amount of breath sample is circulated through one of the traps, while ambient room air is collected on another trap. Each trap can be hermetically sealed in a container for further shipping and analysis in a lab. In the labs, volatile organic compounds (VOCs) are thermally desorbed from the trap, separated by gas chromatography (GC) and identified by mass-spectrometry (MS) (see for example, a recent article by Reynolds et al., 2010). The ambient air analysis is required to establish the background concentration of VOCs. Development of new porous materials tailored for this application may substantially advance breath analysis technology. However, in order to be suitable for this application, the candidate porous material must be stable with respect to water vapour (as exhaled air is almost saturated in water), be hydrophobic (to avoid condensation of water in the pores), have pores accessible to the biomarker molecules of interest and show high affinity towards these molecules. 

A number of materials, such as activated carbons, zeolites and polymers have been investigated in the context of volatile organic compounds (VOC) capture applications (Woolfenden, 2010). Several aspects of MOFs make them promising materials for this application: the size and the shape of MOF pores can be tuned to be compatible with target molecules of a particular size and shape; being made from organic components MOFs can be tuned to exhibit relative hydrophobicity (at least, MOFs not featuring open metal sites) and high affinity towards organic biomarker species. On the other hand stability of MOFs in the presence of water has been recognized as one of the most serious challenges for the application and further development of these materials [Low et al., 2009; Kusgens et al., 2009; Schoenecker et al., 2012]. 

Here we attempt to assess suitability of MOFs for VOC capture application. As the first step we explore their affinity with respect to several species that have been identified as potential lung cancer biomarkers (Buszewski et al., 2007; Horvath et al., 2009). IRMOF-1 is not stable under humid conditions. HKUST-1 is more stable under humid conditions, but the presence of open metal sites and uncertainty about their interaction with water molecules, complicates further analysis. Instead, we focus on MIL-47 (Barthelet et al., 2001), a material that has been shown to be reasonably stable under a number of conditions and features rhomboidal one-dimensional channels, with sizes compatible with various organic species. We also consider ZIF-10 material (Park et al., 2006) as a representative of the ZIF family of materials, known to be very stable and hydrophobic. According to Table 1, ZIF-10 also has pores comparable in size with various organic species. 

A large number of breath biomarkers of cancer have been identified (or rather implicated) including various alcohols, aldehydes,  ketons, hydrocarbons (linear alkanes, alkenes, and aromatics), and heterocycles (Buszewski et al., 2007). Here we select a small group of species to represent the chemical variety of cancer biomarkers. Specifically, we consider benzaldehyde (BN, aldehyde), butanone (BT, ketone), propanol (PR, alcohol), n-decane (DC, normal alkane) and styrene (ST, aromatic). Parameters of the simulation and the force field are provided in the Supplemental Information (SI) file.

The Henry’s constants of adsorption for these species at 300K are shown in Figure 6 for MIL-47 and ZIF-10. The figure also shows isosteric heats of adsorption, obtained from variation of the logarithm of the Henry’s constant with the reciprocal temperature (see SI). Let us first briefly comment on whether the values shown make sense by placing them in the context of previous studies on MOFs and zeolites. Experimental adsorption enthalpy on MIL-47 for normal alkanes up to heptane was measured by Finsy and co-workers (Finsy et al., 2009). Extrapolation of their data to higher alkanes (in a similar way as it is done in the work of Deroche et al. (Deroche et al., 2011)), suggests adsorption enthalpy for n-decane to be around 82 kJ/mol which is in excellent agreement with the result here (83 kJ/mol, Figure 6). Maes and co-workers measured zero coverage adsorption enthalpy of styrene in MIL-47, among other things (Maes, et al., 2010). Their result (57.0 kJ/mol) is again in excellent agreement with the simulated value (56.2 kJ/mol, Figure 6).  It is also instructive to compare performance of MOFs with other materials, such as zeolites. It has been noted by several groups, that in many aspects adsorption of hydrocarbons in MOFs is similar to that in zeolites. For example, Finsy and co-workers showed that n-heptane enthalpy of adsorption in MIL-47 (58.1 kJ/mol from experiments and 62.9 kJ/mol from simulations) is higher than in NaY (Si/Al 2.7) zeolite (51.9 kJ/mol) but quite lower than in Mordenite (77.0 kJ/mol) (Finsy et al., 2009). Adsorption enthalpy of n-decane in ZSM-5 was been measured to be about 110 kJ/mol (Stach et al., 1986), whereas simulated Henry’s constant was estimated at 7.56ⅹ1011 mol/kg/bar (Smit and Siepmann, 1994). These values substantially exceed those observed here for MIL-47, which is not surprising given smaller size of the pores in ZSM-5 (5.5-7Å). On the other hand, ZIF-10 features pores larger than that in MIL-47 and yet exhibits higher values of isosteric heat of adsorption and a very large Henry’s constants compared to all species considered.
 


Figure 6. Henry’s constants of adsorption at 300K (top) and isosteric heat of adsorption (bottom) for MIL-47(black) and ZIF-10 (red). From left to right the data is for benzaldehyde (BZ), butanone (BT), propanol (PR), styrene (ST), and n-decane (DC).

These preliminary results indicate affinity of MOFs with respect to small molecules can be predicted with a reasonable level of accuracy using computational tools, and this affinity is comparable to that of zeolites. Given virtually infinite number of possible MOFs and ZIFs (Phan et al., 2009), it is obvious that further studies into breath analysis using these materials as pre-concentrators is required and justified.

5. Efficient large-scale screening methodologies for porous materials

In the previous section, only a handful of MOF structures were considered in the computational analysis for different applications.  Given the large number of porous materials that can be synthesized, it becomes important to consider methodologies to efficiently yet accurate screen a very large database of porous materials to advance materials development research. 

In general, there are two major hurdles that stand in the way of accurately characterizing a large database of diverse, metal-organic framework structures. First, as mentioned earlier, the process of obtaining force field parameters that can accurately model the intermolecular potential energy interactions is difficult and time-consuming.  Accordingly, one can forgo this step by using generic force fields, but the results might be completely inaccurate, leading to poor material performance predictions.  Second, the number of materials that can potentially be synthesized is so large that even with advancements in the field of high-performance computing, we have to resign to the fact that it is possible to characterize only a small portion of the hypothetical metal-organic frameworks.  In this section, we focus on these two topics and review some of the recent developments that seek to address these issues.

In principle, the adsorption/diffusion properties of porous materials can be obtained by using just the quantum mechanical calculations from various methods such as density functional theory (DFT), MP2, and coupled cluster.  Unfortunately, in all of these methods, atoms/molecules are represented by continuous wavefunctions or electron densities, which require significant amount of memory storage and calculations compared to the classical methods based on point-particle representations.  Accordingly, force field development seeks to use minimum number of the computationally expensive quantum mechanical calculations to efficiently obtain accurate parameters that can be used in classical molecular simulations.  

As such, there has been significant amount of work devoted to force field developments for metal-organic frameworks in the past few years.  McDaniel et al. developed CO2 force fields in zeolitic imidazolate frameworks (ZIFs) using symmetry-adapted perturbation theory and demonstrated transferability for selected ZIF structures (McDaniel et al., 2012). Dzubak et al. developed CO2 and N2 force fields in open metal site MOF structures using single-point MP2 energy calculations along selected paths that were well-designed to probe the pair-wise short range interactions (Dzubak et al., 2012). Chen et al. used multiobjective genetic algorithm to accurately fit over a thousand of single point energies for the open metal site Mg-MOF-74 structure (Chen et al., 2012). Sillar et al. used high-level quantum chemical methods to obtain binding energies at a small set of pre-defined adsorption sites to model CH4 adsorption in Mg-MOF-74 structure (Sillar et al., 2009).   Finally, (Kim et al., 2014) developed a similar methodology where accurate force fields were obtained using the quantum mechanical binding energies to adjust the generic force field towards a correct model.   

In all of these cases, the degree to which the methodology transfers to a diverse set of metal-organic frameworks has not been fully explored.  Moreover, there has yet to be an extensive study, comparing the strengths and weaknesses of each of these methods, making it unclear on which methods will work effectively for a given hypothetical metal-organic framework structure.  Finally, even with a wide selection of force field development methods available, it is not easy to implement these methodologies in practice as there does not seem to be a widely adopted software program that can easily produce force fields. These are some of the issues that need to be addressed for the next stage of force field developments in MOF structures.   

Assuming that there is a comprehensive transferrable force field that can accurately model all possible metal-organic framework structures, the next obstacle in large-scale characterization/screening comes from the enormous number of hypothetical MOF structures.  One way to resolve this issue is to utilize a large number of CPU cores available in a typical supercomputing cluster to conduct massively parallel simulations using MPI.  However, given that some of these molecular simulations can take a very long time, this strategy has its problems when a particular structure takes a very long time to finish.  One alternative method is to utilize graphics processing units (GPUs) to accelerate classical adsorption/diffusion molecular simulations. Initially, GPUs were devised to handle tasks related to graphics but with the advent of CUDA, which is a parallel computing platform and model created by NVIDIA, there have been movements within the scientific community to utilize GPUs for scientific computing purposes. Compared to CPUs, GPUs can be a cost-effective solution to speed up algorithms that are compute-intensive. 

In this regard, there has been recent research work that focused on using GPUs to characterize a large database of porous materials for infinite dilution properties, adsorption isotherms, and diffusion properties (Kim et al. 2011, 2012a, 2012b).  As an example to illustrate the power of GPU computing, CO2, N2, and CH4 self-diffusion coefficients of hundreds of zeolite structures were computed using both CPU and GPU architectures in Figure 7 (Kim et al. 2013).  For CPU, we used the conventional molecular dynamics simulations under the assumption of rigid framework atoms.  For GPU, we used a method based on the transition state theory (TST) to calculate the diffusion coefficients from the energy profiles of the unit cells. Details of the calculations are provided in Kim et al. 2013. The combined effect of the TST and GPU calculation is the reduction of the wall time for a single structure to few seconds, compared to several hours (or even weeks) on a CPU with the conventional MD, without substantial loss of accuracy as seen in Figure 7.   

 Figure 7. Comparison between GPU (transition state theory based) and CPU (molecular dynamics) self-diffusion coefficients for CO2, N2, and CH4 (zeolite structures). Reprinted with permission from Kim et al. (Kim et al., 2013). Copyright 2013 American Chemical Society.

All of these methods were based on efficiently constructing the guest-host and guest-guest energy grids utilizing thousands of CUDA threads available within the GPU architecture. Within the MPI+CUDA parallel paradigm that uses multiple CPU nodes with many number of GPU cards within per single CPU node, one can conceivably characterize/screen millions of metal-organic frameworks in less than a week. This paradigm can identify optimal metal-organic frameworks in a very short amount of time and can guide the direction of future materials development research.  

5. Concluding remarks

It seems that the timing could not be better for the development of advanced adsorption applications and technologies, as the need in these technologies coincides with the unprecedented developments in the material science, where many new classes of porous materials have been recently discovered. The shear number of possible materials and, in case of MOFs, COFs, ZIFs, their modular, lego-like structure led to  computational screening becoming the new mode of material design and optimization. Yet, the actual adsorption technology based on a designed MOF is still to be seen.

With many recent publications reporting plethora of computer-generated MOFs and their analysis, it is clear that there needs to be a more intelligent way to generate promising hypothetical structures in a judicious manner.  As it stands now, most of the structures characterized from large-scale screening do not have much redeeming values in terms of practical gas storage/separation applications. One method to replace the brute-force generation algorithm is to invert the process and create in silico structures that possess a pre-defined user-desired property (Kim, 2014).  

As computers get faster and faster, the computational bottleneck in terms of accurately characterizing a MOF structure that lacks experimental data will be in the force field development. In order to expedite force field development methodologies, the ab initio calculations and the classical molecular simulations will need to be integrated together in a single software package (or need to be integrated well through a user-friendly interface) to remove the manual interventions that are required at present time. Eventually, the high-performance computing application codes will need to be properly integrated with a force field development program to create software program that can accurately and efficiently yield adsorption/diffusion properties in porous materials.  As has been already discussed, once calculated, these properties can be passed onto a higher level adsorption process simulator, which would provide a more realistic assessment of the performance of the material in the context of a specific application. We envision that all the described computational tasks can be assembled into a single, integrated software tool.  This tool will allow both computational scientists and experimentalists to push the boundary of materials development.  
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