We consider separable C * -dynamical systems (A, G, α) for which the induced action of the group G on the spectrumÂ of the C * -algebra A is free. We study how the representation theory of the associated crossed-product C * -algebra A ⋊ α G depends on the representation theory of A and the properties of the action of G onÂ. Our main tools involve computations of upper and lower bounds on multiplicity numbers associated to irreducible representations of A ⋊ α G. We apply our techniques to give necessary and sufficient conditions, in terms of A and the action of G onÂ, for A⋊ α G to be (i) a continuoustrace C * -algebra, (ii) a Fell C * -algebra and (iii) a bounded-trace C * -algebra. When G is amenable, we also give necessary and sufficient conditions for the crossed-product C * -algebra A ⋊ α G to be (iv) a liminal C * -algebra and (v) a Type I C * -algebra. The results in (i), (iii)-(v) extend some earlier special cases in which A was assumed to have the corresponding property.
Introduction
Throughout, (A, G, α) is a separable C * -dynamical system, so that A is a separable C *algebra, G is a second countable locally compact group and α : G → Aut A is a strongly continuous homomorphism into the group of automorphisms of A. There is an induced action of G on the spectrumÂ of A given by s · σ = σ • α s −1 , and thus (G,Â) is a jointly continuous transformation group [32, Lemma 7.1] . The representation theory of the crossed product C * -algebra A ⋊ α G associated to (A, G, α) depends on the representation theory of A and the properties of the action of G onÂ, and this dependence has been widely studied (see, for example, [34, 22, 20, 30, 18, 19, 27, 14, 4] and, for A = C 0 (X), [17, 21, 35, 36, 23, 24] ).
In this paper we assume that the induced action of G onÂ is free, and study the effect on lower multiplicity numbers of inducing sequences π n → π inÂ to sequences Ind π n → Ind π in (A ⋊ α G) ∧ . In particular, we obtain lower and upper bounds on the lower multiplicity M L (Ind π, (Ind π n )) of Ind π relative to (Ind π n ).
The lower bounds for M L (Ind π, (Ind π n )) are obtained in two situations: (1) if (π n ) converges k-times to π inÂ/G for some positive integer k (Theorem 2.1) and (2) if (π n ) converges not only to π but also to some other points in the closure of the orbit of π (Theorem 3.5). On the other hand, if the spectrumÂ is Hausdorff, we obtain an upper bound for M L (Ind π, (Ind π n )) in terms of the upper multiplicity M U (π) of π inÂ and measuretheoretic properties of the action of G onÂ (Theorem 2.9). The proof of Theorem 2.9 builds on the proof for A = C 0 (X) from [4, Theorem 3.5] , but the new technical details to deal with non-commutative A are substantial.
Using both Theorems 2.1 and 2.9 we show in Theorem 2.12 how the representation theory of A ⋊ α G is related to that of C 0 (Â) ⋊ G whenÂ is Hausdorff; this result provides an extension of [4, Theorem 1.1] to the non-commutative case. It also follows from Theorem 2.1 that the upper multiplicity increases under inducing, that is M U (π) ≤ M U (Ind π) for all π ∈Â (see Corollary 2.4); this gives a new proof of Deicke's theorem [12, Theorem 5.3.2] without the use of coactions and with weaker hypotheses.
We apply our results to determine necessary and sufficient conditions, in terms of A and the free transformation group (G,Â), for A ⋊ α G to be (i) a continuous-trace C * -algebra, (ii) a Fell C * -algebra, (iii) a bounded-trace C * -algebra. When G is amenable we also give necessary and sufficient conditions for A ⋊ α G to be (iv) a liminal C * -algebra, (v) a Type I C * -algebra. Special cases of the results (i) and (iii)-(v) have been previously obtained under the underlying assumption that A already has the property that is being considered for A ⋊ α G. For example, in Theorem 3.9 we generalise a theorem obtained by the combined efforts of Raeburn and Rosenberg [30] , Olesen and Raeburn [27] and Deicke [13] by showing that A ⋊ α G has continuous trace if and only if A has continuous trace and G acts properly onÂ. Apart from methods of proof, our new contribution is that A must have continuous trace if A ⋊ α G has. Of course, the freeness of the action of G onÂ is a crucial underlying condition: by Takai duality the dual actionα of G = T on an irrational rotation algebra A = C(T) ⋊ α Z gives a crossed product A ⋊α G = C(T) ⊗ K which has continuous trace. Finally, Example 3.11 illustrates Theorem 3.5 and §4 is devoted to an example illustrating the use of Theorems 2.1 and 2.9.
Notation and preliminaries. Let (A, G, α) be a separable dynamical system and π : A → B(H π ) be a representation. (All our representations are non-degenerate.) The group G comes equipped with a left Haar measure µ and modular function ∆, and also a right Haar measure ν given by ν(E) = µ(E −1 ).
Defineπ : A → B(L 2 (G, H π , ν)) and λ : G → U(L 2 (G, H π , ν)) by (π(a)ξ)(s) = π(α s −1 (a))(ξ(s)) and (λ t ξ)(s) = ∆(t) 1/2 ξ(t −1 s) for a ∈ A, s, t ∈ G and ξ ∈ L 2 (G, H π , ν). Then (π, λ) is covariant for (A, G, α) and we write Ind π forπ ⋊ λ : A ⋊ α G → B(L 2 (G, H π , ν)). For f ∈ C c (G, A) we have
(π(f (t)))(λ t ξ)(s) dµ(t) = G π(α s −1 (f (t)))ξ(t −1 s)∆(t) 1/2 dµ(t) = G π(α s −1 (f (t −1 ))ξ(ts)∆(t) −1/2 dν(t).
Suppose that the induced action of G onÂ is free. If π ∈Â then π is a homogeneous representation and Ind π is irreducible by separability and freeness of the induced action [15, Proposition 1.7] . We will make frequent use of the following result which follows from [22, Theorem 24 ] (see [12, §4.3] and [14, Chapter 1] for a discussion of this). Theorem 1.1. (Green) Let (A, G, α) be a separable C * -dynamical system such that the induced action of G onÂ is free. If, for each π ∈Â,
(1) the orbit G · π is locally closed inÂ; and (2) the map s → s · π is a homeomorphism of G onto G · π, then the map Ind :Â → (A ⋊ α G) ∧ induces a homeomorphism ofÂ/G onto (A ⋊ α G) ∧ .
We write S(A) and P (A) for the state space and the set of pure states of a C * -algebra A, respectively. We refer the reader to [1] for the definitions of the upper and lower multiplicities M U (π) and M L (π) of an irreducible representation π of A, and to [9] for the definitions of upper and lower multiplicities M U (π, (π n )) and M L (π, (π n )) of π relative to a net (π n ) inÂ. We set P = N \ {0}.
Strength of convergence in the spectrum and multiplicities of irreducible representations of A ⋊ α G
Our first theorem is a generalisation and improvement of [3, Theorem 2.3] ; it shows that two ingredients contribute to the relative lower multiplicity M L (Ind π, (Ind π n )) of an irreducible representation Ind π of A ⋊ α G relative to the net (Ind π n ). The first ingredient is the possible k-times convergence of the sequence (π n ) to π and the second is the consideration of the k relative lower multiplicities associated to π arising from the k-times convergence.
Before stating the theorem, we recall the definition of k-times convergence from [3, Definition 2.2]. Let (G, X) be a second countable, locally compact transformation group where G (but not necessarily X) is Hausdorff, and let k ∈ P. A sequence (x n ) n≥1 in X is k-times convergent in X/G to z ∈ X if there exist k sequences (t (1) n ) n , (t (2) n ) n , · · · , (t (k) n ) n ⊂ G, such that (1) t (i) n · x n → z as n → ∞ for 1 ≤ i ≤ k, and (2) if 1 ≤ i < j ≤ k then t (j) n (t (i) n ) −1 → ∞ as n → ∞. Theorem 2.1. Let (A, G, α) be a separable C * -dynamical system such that the induced action of G onÂ is free. Let π ∈Â, let k ∈ P and suppose that there is a sequence (π n ) n in A \ {π} which is k-times convergent inÂ/G to π with the following additional data, where m 1 , . . . , m k ∈ P: there are sequences (t (1) n ) n , (t (2) n ) n , . . . , (t (k) n ) n in G such that (1) t (j) n · π n → π as n → ∞ for 1 ≤ j ≤ k; and (2) if 1 ≤ i < j ≤ k then t n · π n )) ≥ m j for 1 ≤ j ≤ k. Then M L (Ind π, (Ind π n )) ≥ m 1 + · · · + m k .
To recover [3, Theorem 2.3] from Theorem 2.1 take m 1 = · · · = m k = 1 so that M U (Ind π) ≥ M U (Ind π, (Ind π n )) ≥ M L (Ind π, (Ind π n )) ≥ k.
To prove Theorem 2.1 (and Theorem 3.5 below) we require the following sequence version of [10, Lemma 5.2].
Lemma 2.2. Let
A be a C * -algebra, π ∈Â and φ a pure state associated with π, and (π n ) n a sequence inÂ.
(1) Suppose that A is separable and that M L (π, (π n )) ≥ m for some m ∈ P. Then there exists a subsequence (π n j ) j and, for each j ≥ 1, an orthonormal set {ξ
(2) Suppose that for every subsequence (π n j ) j of (π n ) n there is a further subsequence (π n j k ) k of (π n j ) j such that, for each k ≥ 1, there is an orthonormal set {ξ
Then M L (π, (π n )) ≥ m.
Proof. Let N be the standard base of neighbourhoods of 0 in A * .
(1) Since A is separable there is a decreasing basic sequence (N j ) j of w*-neighbourhoods of 0 in A * such that N j ∈ N for all j. Since M L (π, (π n )) ≥ m, for each N ∈ N we have lim inf n d(π n , φ, N) ≥ m.
(2.2) Applying (2.2) with N = N 1 , N 2 , . . . in turn, we can construct an increasing sequence n 1 < n 2 < · · · such that for each j there is an orthonormal set {ξ
Since (N j ) j is decreasing,
(2) Suppose that M L (π, (π n )) = R < m. Then there exists N ∈ N such that lim inf n d(π n , φ, N) = R. So there exists a subsequence (π n j ) j of (π n ) n such that d(π n j , φ, N) = R for all j ≥ 1.
(2.3)
By hypothesis there exists a further subsequence (π n j k ) k , and, for each k ≥ 1, an orthonormal set {ξ
Since m is finite, there exists k 0 such that for k ≥ k 0 and 1 ≤ i ≤ m,
So for k ≥ k 0 , d(π n j k , φ, N) ≥ m, contradicting (2.3). Thus M L (π, (π n )) ≥ m.
Passing to a subnet increases the lower multiplicity, that is, M L (π, (π n j k )) ≥ M L (π, (π n j )). So if A is separable, Lemma 2.2 says that M L (π, (π n )) ≥ m if and only if for every subsequence (π n j ) j of (π n ) n there is a further subsequence (π n j k ) k of (π n j ) j such that the m vector condition (2.1) holds.
Proof of Theorem 2.1. Since (A, G, α) is separable and the induced action onÂ is free, if σ ∈Â then Ind σ ∈ (A ⋊ α G) ∧ by [15, Proposition 1.7] .
The proof of the theorem builds on the ideas used to prove [3, Theorem 2.3]. Let ξ ∈ H π with ξ = 1 and let φ = π(·)ξ , ξ . Let W be a compact symmetric neighbourhood of e in G and set η = ν(W ) −1/2 χ W (·)ξ and ψ = Ind π(·)η , η .
Then η is a unit vector in L 2 (G, H π , ν) and ψ is a pure state of A ⋊ α G associated with the irreducible representation Ind π. Let N be the standard w*-neighbourhod base of 0 in (A ⋊ α G) * .
Suppose M L (Ind π, (Ind π n )) = R < m 1 + · · · + m k . There exists N ∈ N such that lim inf n (Ind π n , ψ, N) = R. Note that the data in (1), (2) and (3) is preserved by passing to subsequences. By replacing (π n ) n by a subsequence and replacing the sequences (t (j) n ) n (1 ≤ j ≤ k) by the corresponding subsequences as well, we may assume that d(Ind π n , ψ, N) = R (n ≥ 1) (2.4) and items (1), (2) and (3) still hold. By (3) (with j = 1) and Lemma 2.2 there exist a strictly increasing sequence n 1 < n 2 < · · · < n r < · · · and for each r ≥ 1 an orthonormal set
Noting again that the data in (1), (2) and (3) is preserved by passing to subsequences, we may apply Lemma 2.2 to (3) k − 1 times in turn so that (after reindexing) we have, for each j ∈ {1, . . . , k}, an orthonormal set
Note that for fixed n and j and for p = q in {1, . . . , m j }, we have η (j,p) n , η (j,q) n = 0 because ξ (j,p) n , ξ (j,q) n = 0. By (2) there exists n 0 such that for all n > n 0 and all j = j ′ in {1, . . . , k}
is an orthonormal set of m 1 + · · · + m k vectors in L 2 (G, H πn , ν).
Let f ∈ C c (G, A). Then, for 1 ≤ j ≤ k and 1 ≤ p ≤ m j ,
by two changes of variables: first set s = uv(t
On the other hand,
So by (2.5) and the Bounded Convergence Theorem, we conclude that
Hence there exists n ≥ n 0 such that, for all 1 ≤ j ≤ k and all 1 ≤ p ≤ m j ,
Thus d(Ind π n , ψ, N) ≥ m 1 + · · · + m k , contradicting (2.4).
If X is any topological space with a jointly continuous action of G on X, we say the transformation group (G, X) is Cartan if every point x ∈ X has a wandering neighbourhood, that is a neighbourhood U of x such that {s ∈ G : s · U ∩ U = ∅} is relatively compact in G (cf. [28, Definition 1.1.2] where X is assumed to be completely regular).
Some of the ideas of the next lemma have already appeared in the literature, but without the terminology of "2-times convergence". For example, Green proved in [21] that C 0 (X)⋊G has continuous trace if and only if the action of G on X is proper (for free actions); the key ingredient in one direction is that if the action is not proper but X/G is Hausdorff then there is a sequence converging 2-times. This same idea is also exploited in [36, 24] for transformation groups and in [26] for groupoids, for example. Lemma 2.3. Suppose that (G, X) is a second-countable, locally-compact transformation group for which G (but not necessarily X) is Hausdorff. Then (G, X) is not Cartan if and only if there exist z ∈ X and a sequence (x n ) n in X which converges 2-times in X/G to z.
Proof. Suppose that (G, X) is not Cartan. Then there exists a point x in X which has no wandering neighbourhood. Let (V n ) n be a decreasing sequence of open neighbourhoods of z in X and let (K n ) n be an increasing sequence of compact neighbourhoods of e in G such that G = ∪ ∞ n=1 Int K n . For each n ≥ 1, since V n is not a wandering neighbourhood of z, the set {s ∈ G : s·V n ∩V n = ∅} is not relatively compact, hence not a subset of K n . So there exists x n ∈ V n and s n / ∈ K n such that s n · x n ∈ V n . Both x n → z and s n · x n → z since (V n ) n is a sequence of decreasing neighbourhoods of z. Moreover, s n → ∞ since any compact subset of G is contained in Int K n for some n. Thus (x n ) n converges 2-times in X/G to z.
Conversely, assume there exists a sequence (x n ) n converging 2-times in X/G to some z ∈ X. We may assume (see [3, Definition 2.2] ) that x n → z. So there exists a sequence (t n ) n in G such that t n · x n → z and t n → ∞. Let V be any neighbourhood of z in X. There exists n 0 such that x n ∈ V and t n · x n ∈ V whenever n ≥ n 0 . Thus t n ∈ {s ∈ G : s · V ∩ V = ∅} for n ≥ n 0 , and since t n → ∞, V cannot be wandering. Since z has no wandering neighbourhood, (G, X) is not Cartan.
Suppose that G acts jointly continuously on a T 1 locally compact Hausdorff space X. Then we say that G acts integrably on X if, for every compact subset N of X, . Note that the relevant subsets of G are indeed ν-measurable (in fact, closed) because of the joint continuity and the T 1 property (cf. [3, p. 400] ). Note also that if G is non-compact and acts integrably on X then X is necessarily non-compact too.
Corollary 2.4. Let (A, G, α) be a separable C * -dynamical system such that the induced action of G onÂ is free. Then M U (Ind π) ≥ M U (π) for all π ∈Â. Moreover,
then A is a Fell algebra and (G,Â) is Cartan ; and
(2) if A ⋊ α G has bounded trace, then A has bounded trace and the action of G onÂ is integrable.
Proof. Let π ∈Â. Since (A, G, α) is separable and the induced action is free, Ind π is an irreducible representation of A ⋊ α G by [15, Proposition 1.7], so M U (Ind π) makes sense. By [5, Lemma 1.2] there exists a sequence (π n ) inÂ such that π n → π and M U (π) = M L (π, (π n )). Apply Theorem 2.1 with k = 1 and m 1 = M U (π) to get M U (Ind π) ≥ M L (Ind π, (Ind π n )) ≥ M U (π).
(1) Suppose that A⋊ α G is a Fell algebra. For π ∈Â, we have M U (π) ≤ M U (Ind π) = 1 and so A is a Fell algebra by [1, Theorem 4.6] . If (G,Â) is not Cartan then by Lemma 2.3 there exist π ∈Â and a sequence (π n ) n inÂ converging 2-times inÂ/G to π. By Theorem 2.1, applied with k = 2 and m 1 = 1 = m 2 , we obtain M L (Ind π, (Ind π n )) ≥ 2, which contradicts the fact that M U (Ind π) = 1. Thus (G,Â) is Cartan.
(2) Suppose that A ⋊ α G has bounded trace. Then for π ∈Â, we have M U (π) ≤ M U (Ind π) < ∞ and so A has bounded trace by [10, Theorem 2.6]. As noted above, Ind π is irreducible for each π ∈Â and so by [ Deicke proves in [12, Theorem 5.3.2] that M U (Ind π) ≥ M U (π) for all π ∈Â and M L (Ind π) ≥ M L (π) for all π ∈Â such that {Ind π} is not open in (A ⋊ α G) ∧ , under the assumption that (A, G, α) is strongly regular (in the sense that the induced action of G on A is free, the orbits are locally closed and are canonically homeomorphic to G). Deicke's techniques are those of non-abelian duality, and he apparently needs the strong regularity to ensure that the dual coactionα of G on A ⋊ α G is pointwise unitary. When (A, G, α) is strongly regular all irreducible representations of A ⋊ α G are induced, so we can recover Deicke's M L result by using Theorem 2.1, [4, Lemma A.2] and the fact that Ind is an open map.
We now observe that finite multiplicity numbers in the spectrum of A impose stiff restrictions on the sort of actions on A that can occur. Nevertheless, as we illustrate in Section 4, very interesting examples occur. Lemma 2.5. Suppose that (A, G, α) is a C * -dynamical system. Let π ∈Â and suppose that M U (π) < ∞. Then either M L (π) = 1 or the stability subgroup S π := {s ∈ G : s · π = π} is open in G.
Proof. Suppose that S π is not open. Then there exists a net (s β ) β in G\S π such that s β → e. Thus s β · π = π and s β · π → π. In particular, {π} is not open inÂ. Now also suppose that M U (π) = m < ∞. Then M U (s β · π) = m for all β. By [6, Theorem 1.5] m = M U (π) ≥ mM U (π, (s β · π)). Thus 1 ≤ M L (π) ≤ M U (π, (s β · π)) ≤ 1, and hence M L (π) = 1.
The next Corollary is immediate from Lemma 2.5 since {e} is open in G if and only if G is discrete. Corollary 2.6. Suppose that (A, G, α) is a C * -dynamical system and the induced action of G onÂ is free. Let π ∈Â and suppose M U (π) < ∞. Then either M L (π) = 1 or G is discrete.
In Theorem 2.8 we find an upper bound on the lower multiplicity of Ind π relative to a sequence (Ind π n ). To do this we follow [24] and [3] in using a vector-valued version of Mercer's Theorem from [11, Chapitre V] . Let H be a separable Hilbert space. We may take as the fundamental family Λ of [11] the set C c (G, H) and then L 2 (Λ) = L 2 (G, H, ν). A bounded operator T ∈ B(L 2 (G, H)) is then said to be defined by a kernel K ∈ B(L 2 (G × G, H)) if, for all ξ, η ∈ C c (G, H),
(1) the function (s, t) → K(s, t)(ξ(t)) , η(s) is ν × ν integrable; and (2) T ξ , η = G G K(s, t)(ξ(t)) , η(s) dν(s) dν(t). The kernel K is said to be continuous if, for all ξ, η ∈ C c (G, H), the function (s, t) → K(s, t)(ξ(t)) , η(s) is continuous. By combining Théorème 3.3.1, Remarque 3. For σ ∈Â, we let φ σ : G →Â be the function s → s · σ.
Theorem 2.8. Let (A, G, α) be a separable C * -dynamical system such that the induced action of G onÂ is free andÂ is Hausdorff. Let π ∈Â such that G · π is locally closed inÂ and
Proof. By separability and freeness of the action onÂ, if σ ∈Â then Ind σ ∈ (A ⋊ α G) ∧ by [15, Proposition 1.7] . The proof of the Theorem builds on the proof of [4, Theorem 3.1]; in fact we use the construction of a function F from there verbatim. Fix ǫ > 0 such that
Using the function F , we will build an operator E ∈ C c (G, A) and use the generalised lower semi-continuity result lim inf n tr(Ind π n (E * * E)) ≥ M L (Ind π, (Ind π n )) tr(Ind π(E * * E)) of [9, Theorem 4.3] to bound M L (Ind π, (Ind π n )). In the scalar case A = C of [4, Theorem 3.1] we were able to do this with an operator D in place of E where Ind π(D * * D) is a rank-one projection so that tr(Ind π(D * * D)) = 1; in the non-scalar case we have to work a little harder.
Since M U (π) = u < ∞, by [10, Theorem 2.5] there exist a ∈ A + and an open neighbourhood V of π inÂ such that a = 1, π(a) is a rank-one projection, and σ(a) is a finite-rank operator with rank at most u for all σ ∈ V . SinceÂ is Hausdorff, by shrinking V and using the functional calculus, we may assume that σ(a) is a projection of rank at most u for all σ ∈ V (once you know how to do this it is standard: see, for example, the second paragraph of the proof of [1, Theorem 4.6] ). Since G · π is locally closed, we may assume, by [4, Lemma 2.1] and further shrinkage of V if necessary, that φ −1 π (V ) is relatively compact, and then ν(
Since G · π is locally closed inÂ it follows from [16, Theorem 1], applied to the locally compact Hausdorff transformation group
We now give the construction of the function F from [4, Theorem 3.1]. Let δ > 0 such that
and a continuous function g : G → [0, 1] such that g is identically one on W and is identically zero off the interior of W 1 . Then
and hence
There is a continuous function g 1 : W 1 · π → [0, 1] such that g 1 (t · π) = g(t) for t ∈ W 1 . Since W 1 · π is a compact subset of the locally compact Hausdorff spaceÂ, it follows from Tietze's Extension Theorem (applied to the one-point compactification ofÂ if necessary) that g 1 can be extended to a continuous function g 2 :Â → [0, 1]. Because W 1 · π is a compact subset of the open set V 2 , there exists a compact neighbourhood P of W 1 · π contained in V 2 and a continuous function h :Â → [0, 1] such that h is identically one on W 1 · π and is identically zero off the interior of P . Note that h has compact support contained in P . We set
since h is identically one on W 1 · z and g has support inside W 1 . We now set
is relatively compact, supp F π is compact. There exists a subsequence (π n i ) i of (π n ) n such that
(2.9)
Then C has compact support because B does. To see that C is continuous, fix ǫ 2 > 0 and let
since a is self-adjoint, B is real-valued and Ψ takes values in ZM(A). Thus
after the change of variable t = ws. Changing variables again, this time setting v = rs, this becomes
We claim that Ind σ(E * E) is the operator in B(L 2 (G, H σ )) defined by the continuous kernel K σ ∈ C c (G × G, B(H σ )) in the sense of Theorem 2.7. We start by verifying the continuity: that for non-zero fixed
Then T is norm continuous and T (s, t, v) ≤ F 4 ∞ . Let s j → s and t j → t. We apply the Dominated Convergence Theorem to the continuous functions
Fix v ∈ G and ǫ 3 > 0. By continuity of T, ξ and η, there exist open neighbourhoods U 1 and U 2 of s and t, respectively, such that (
as required, and we have shown K is continuous. Next, 
as s → s 0 since K is continuous as a kernel. Thus s → K(s, s, )h k , h k is continuous. Hence tr(K(s, s)) = Σ ∞ k=1 K(s, s, )h k , h k is a limit of continuous functions and is measurable.
We now show that we can move the trace through the inner integral. For fixed s ∈ G, define
Then A is norm continuous, so for each k ≥ 1, the function v → A(v) 2 h k , h k is continuous and non-negative on G. Using the Monotone Convergence Theorem we obtain that
It now follows from (2.11) that 
So by Theorem 2.7,
This holds in particular when we replace σ by π or π n i , and we first use it to obtain an upper bound for the trace of Ind π n i (E * E):
Next, we look for a lower bound of the trace of Ind π(E * E).
Finally, using (2.15) and (2.16) we have
by our choice of ǫ. Thus M L (Ind π, (Ind π n )) ≤ ⌊M 2 u⌋.
Theorem 2.8 and [4, Theorem 3.5] now provide all the ideas needed to sharpen the upper bound of Theorem 2.8 from ⌊M 2 u⌋ to ⌊Mu⌋. Theorem 2.9 has the same hypotheses as Theorem 2.8 but a stronger conclusion; the proof requires Theorem 2.8 and builds heavily on the proof of [4, Theorem 3.5] . We refer to [4, Theorem 3.5] for quite a few of the details. Theorem 2.9. Let (A, G, α) be a separable C * -dynamical system such that the induced action of G onÂ is free andÂ is Hausdorff. Let π ∈Â such that G · π is locally closed inÂ and M U (π) = u < ∞, and (π n ) n a sequence inÂ.
Proof. If Ind π n → Ind π then M L (Ind π, (Ind π n )) = 0 < ⌊Mu⌋. So we assume from now on that Ind π n → Ind π, or equivalently, since Ind induces a homeomorphism ofÂ/G onto (A ⋊ α G) ∧ , that G · π n → G · π. By Theorem 2.8, M L (Ind π, (Ind π n )) ≤ ⌊Mu⌋ < ∞, so by [4, Proposition 3.4] there exists an open neighbourhood U of Ind π such that Ind π is the unique limit of (Ind π n ) n in U. Let q :Â →Â/G be the quotient map and let J be the
We now revert back to A ⋊ α G and assume that G · π is the unique limit of (G · π n ) n in A/G. Fix ǫ > 0 such that
Let a and V 2 be as at the beginning of the proof of 2.8. Thus a ∈ A + and V 2 is an open neighbourhood of π inÂ such that a = 1, π(a) is a rank-one projection, and σ(a) is a finite-rank projection with rank at most u for all σ ∈ V 2 . Further, φ −1 π (V 2 ) is relatively compact and s · π(a) − π(a) = π(α s −1 (a)) − π(a) < ǫ for all s ∈ φ −1 π (V 2 ). Moreover,
By [4, Lemma 3.3] there exists an open relatively compact neighbourhood
Then
for all i ≥ 1 (see the calculation culminating at [4, Equation 3 .9]), and there exists δ > 0 such that δ < ν(φ −1 π (V 3 )) and
Let g ∈ C c (G) and f, F ∈ C c (Â) be the functions constructed in Theorem 2.8 (but replacing V 2 with V 3 ). Thus
and
(Thus b is as in Theorem 2.8, but we have rounded it off.) For t ∈ G and σ ∈Â set
¿From (2.14) and (2.12),
The inner integrand is zero unless
Thus (see the trace estimate at (2.13) in Theorem 2.8),
Choose an open neighbourhood U of φ −1 π (V 3 ) such that ν(U) < ν(φ −1 π (V 3 )) + δ. By [4, Lemma 3.2], applied with V 3 , K and U, there exists i 0 such that, for every i ≥ i 0 and every
using (2.17) and (2.20)
On the other hand, as in Theorem 2.8,
by our choice of ǫ. Thus M L (Ind π, (Ind π n )) ≤ ⌊Mu⌋. 
eventually. Then M U (Ind π, (Ind π n )) ≤ ⌊Mu⌋.
Proof. Since A ⋊ α G is separable, by [4, Lemma A1] there exists a subsequence (Ind π n i ) i such that M U (Ind π, (Ind π n )) = M U (Ind π, (Ind π n i )) = M L (Ind π, (Ind π n i )).
By Theorem 2.9, M L (Ind π, (Ind π n i )) ≤ ⌊uM⌋, and hence M U (Ind π, (Ind π n )) ≤ ⌊Mu⌋.
Corollary 2.11. Let (A, G, α) be a separable C * -dynamical system such that the induced action of G onÂ is free, all orbits are locally closed inÂ andÂ is Hausdorff. Let π ∈Â with M U (π) = u < ∞. Suppose that for every sequence (π n ) n inÂ converging to π and every open neighbourhood V of π inÂ there exists an open neighbourhood V 1 of π such that
frequently. Then M U (Ind π) ≤ ⌊Mu⌋.
Proof. Since A ⋊ α G is separable it follows from [5, Lemma 1.2] that there exists a sequence (ψ n ) n≥1 in (A ⋊ α G) ∧ converging to Ind π, such that M L (Ind π, (ψ n )) = M U (Ind π, (ψ n )) = M U (Ind π).
For each σ ∈Â, the orbit G · σ is locally closed inÂ, so it follows from [16, Theorem 1], applied to the locally compact Hausdorff transformation group (G, G · σ), that s → s · σ is a homeomorphism of G onto G · σ. Thus σ → Ind σ induces a homeomorphism ofÂ/G onto (A ⋊ α G) ∧ by Theorem 1.1. So there exists a sequence (π i ) i≥1 inÂ converging to π such that (Ind π i ) i≥1 is a subsequence of (ψ n ) n≥1 . By Theorem 2.9, M L (Ind π, (Ind π i )) ≤ ⌊Mu⌋. Since
we obtain M U (Ind π) ≤ ⌊Mu⌋.
Theorem 2.12. Let (A, G, α) be a separable C * -dynamical system such that the induced action of G onÂ is free andÂ is Hausdorff. Let k be a positive integer, let π ∈Â such that G · π is locally closed inÂ and M U (π) = m < ∞. Let (π n ) be a sequence inÂ. Consider the following eight conditions:
(1) the sequence (π n ) n converges k-times inÂ/G to π; (5) there exists a decreasing sequence of basic compact neighbourhoods (W m ) m≥1 of π in A such that, for each m ≥ 1, Then (1)- (5) are equivalent, and (6) =⇒ (7) =⇒ (8) =⇒ (5) . If m = M U (π) = 1 then (1) =⇒ (6), and hence (1)- (8) are equivalent.
Proof. The equivalence of (1)-(5) is [4, Theorem 1.1]. We start by showing that (6) =⇒ (7) =⇒ (8) =⇒ (5). (6) =⇒ (7) . Assume that (7) 
Thus by Theorem 2.9, M L (Ind π, (Ind π n )) ≤ ⌊(k − ǫ)m⌋ < km, that is (6) fails.
(7) =⇒ (8) . Assume (7) . Let ǫ = 1/2 and set V = U 1/2 . Then for all open neighbourhoods U of π with U ⊂ V we have
and so we may take R = k − 1/2. (8) =⇒ (5) . Assume (8) . Let (V j ) j be a decreasing sequence of basic open neighbourhoods of π ∈Â such that V 1 ⊂ V and φ −1 π (V 1 ) is relatively compact (such a V 1 exists by [4, Lemma 2.1] because G · π is locally closed). Arguing as in the proof of [4, Lemma 5.1] there exists a compact neighbourhood W 1 of π such that W 1 ⊂ V 1 and
Arguing as in the proof of [4, Lemma 5.1] again, there exists a compact neighbourhood
Finally, assume that m = M U (π) = 1 and that (1) holds. We apply Theorem 2.1 to (π n ) n and π with m 1 = m 2 = · · · = m k = 1 to conclude that M L (Ind π, (Ind π n )) ≥ k. Thus Corollary 2.13. Let (A, G, α) be a separable C * -dynamical system such that the induced action of G onÂ is free andÂ is Hausdorff. Let s, k ∈ P with k ≥ 2 and suppose that (1) M L (Ind π, (Ind π n )) ≥ s;
(2) (π n ) n does not converge k-times to π inÂ/G. Then s ≤ M L (Ind π, (Ind π n )) ≤ (k − 1)M U (π).
In particular, M U (π) ≥ ⌈ s k−1 ⌉. Proof. Immediate from the negation of the (6) =⇒ (2) direction of Theorem 2.12.
Characterising Type I properties of A ⋊ α G
Recall that it is possible for a crossed product A ⋊ α G to be Type I even if A is not. Theorem 3.1. (Glimm and Takesaki) Let (A, G, α) be a separable C * -dynamical system such that the induced action of G onÂ is free. Also assume that A is Type I. The following are equivalent:
(1) A ⋊ α G is Type I;
(2) the action of G on A is smooth (in the sense that the quotient spaceÂ/G is countably separated); (3) the orbits inÂ are locally closed; (4) for each π ∈Â, s → s · π induces a homeomorphism of G onto G · π.
Proof. Since A is Type I,Â is almost Hausdorff. So by [ Proof. Suppose that A ⋊ α G is liminal. By assumption, A is also liminal and the action of G onÂ is free, so by Theorem 3.1 the orbits inÂ are locally closed and canonically homeomorphic to G. ; for its proof we need the following lemma. Although we shall apply it only when G acts freely onÂ, Lemma 3.3 holds for an almost free action. (2) In view of Corollary 3.2 it remains to show that if A ⋊ α G is liminal then so is A. Suppose that A⋊ α G is liminal but that A is not liminal. Since G is amenable and the action of G onÂ is free, A must be Type I by (1) . So there exists π ∈Â such that π(A) K(H π ) and hence there exists σ ∈Â such that ker σ ker π. Since Ind is continuous and σ ∈ {π}, Ind σ ∈ {Ind π}. The spectrum of A ⋊ α G is T 1 , so Ind σ ≃ Ind π. Since A and A ⋊ α G are Type I and the action of G onÂ is free, the orbits are locally closed and canonically homeomorphic to G by Theorem 3.1. Hence (A ⋊ α G) ∧ ≃Â/G by Theorem 1.1. Thus σ ∈ G · π, that is, σ is equivalent to π • α s for some s ∈ G.
Note that α s (ker σ) ⊂ ker π ker σ. Thus s = e and ker σ α s (ker σ) α s 2 (ker σ) · · · .
Let J = ∞ n=1 α s n (ker σ).
Since each α s n (ker σ) is primitive, J is prime and hence primitive by separability of A. Routine calculations show that α s (J) = J. This contradicts that G acts freely onÂ ≃ Prim A. So A must be liminal.
Let (A, G, α) be a separable C * -dynamical system such that the induced action of G onÂ is free. Raeburn An interesting test question for our techniques is whether we can use them to recover the Deicke-Olesen-Raeburn-Rosenberg result. Indeed, not only can we recover their theorem, we can improve it by removing the standing assumption that A has continuous trace and incorporating it into the if-and-only-if statement (see Theorem 3.9 below). The next theorem is a key ingredient in the proof of the new part of Theorem 3.9. If A ⋊ α G has continuous trace then A must be a Fell algebra by Corollary 2.4; Theorem 3.5 will help to establish that A must actually be Hausdorff, and thus A is in fact a continuous-trace C * -algebra.
Theorem 3.5. Let (A, G, α) be a separable C * -dynamical system such that the induced action of G onÂ is free. Suppose σ 0 , σ 1 , . . . , σ k are distinct points ofÂ such that σ 0 ∈ G · σ i for 1 ≤ i ≤ k and that (π j ) j is a sequence inÂ such that π j → σ i for 0 ≤ i ≤ k. Then M L (Ind σ 0 , (Ind π j )) ≥ k + 1.
We immediately obtain the following corollary (which will be illustrated by Example 3.11 below): Corollary 3.6. Let (A, G, α) be a separable C * -dynamical system such that the induced action of G onÂ is free. Suppose σ 0 and σ 1 are distinct points ofÂ which cannot be separated by disjoint open sets, and σ 0 ∈ G · σ 1 . Then M U (Ind σ 0 ) ≥ 2.
To prove Theorem 3.5, we need two lemmas. The first reworks ideas from the proof of [2, Theorem 1] into a form that will be convenient. The second is based on the Gram-Schmidt process.
Lemma 3.7. Let A be a C * -algebra, (π λ ) λ∈Λ be a net inÂ and suppose that σ 1 , . . . , σ k are distinct limits of (π λ ) λ inÂ. For 1 ≤ i ≤ k, let φ i be a pure state of A associated with σ i and let N i be a w * -open neighbourhood of 0 in A * . Let λ 0 ∈ Λ and ǫ > 0. Then there exist λ ∈ Λ and unit vectors ξ 1 , . . . ξ k in the Hilbert space for π λ such that λ ≥ λ 0 and
Since φ i and φ j (i = j) are inequivalent, the transition probability φ i , φ j = 0. Since there are only a finite number of such pairs {i, j}, it follows from a restricted continuity property for transition probabilities (see [7, Remarks following Corollary 2.4, item 2]) that there exists a w * -open neighbourhood N of 0 in A * such that N ⊂ N 0 and, for all pure states ψ i ∈ φ i + N, ψ i , ψ j < ǫ 2 (i = j).
(3.1) 
Then there exists λ 1 ∈ Λ such that for each λ ≥ λ 1 there is an orthonormal set {η
Proof. We use induction on k. When k = 1 we may simply define η
λ for all λ. Now suppose that n ≥ 1, that the result is true when k = n, and that we have the data in (3.2) and (3.3) for 1 ≤ i ≤ n + 1 and 1 ≤ i < j ≤ n + 1. By the induction hypothesis there exists λ 0 ∈ Λ such that for each λ ≥ λ 0 there is an orthonormal set {η
There exists λ 1 ≥ λ 0 such that v λ > 0 for all λ > λ 1 , and so we complete the inductive step by defining η
Proof of Theorem 3.5. We will use Lemma 2.2 (2) to show that M L (Ind σ 0 , (Ind π j )) ≥ k + 1. Note that our data (π j → σ i for 0 ≤ i ≤ k and σ 0 ∈ G · σ i for 1 ≤ i ≤ k) are unchanged by passing to a subsequence; so we pass to some subsequence and relabel to continue working with (π j ) j .
Let φ be a pure state of A associated to σ 0 and let ξ φ be the corresponding GNS vector. n · σ i for some g (i) n ∈ G for 1 ≤ i ≤ k. It follows that for each i ∈ {1, . . . , k} there is a unit vector u (i) n in the Hilbert space of σ i such that
5)
a w * -open neighbourhood of 0 in A * , and note that
n is a pure state associated with σ i . We will inductively construct a sequence j 1 < j 2 < · · · < j n < · · · such that, for each n, there exist k + 1 unit vectors ξ (i) n (0 ≤ i ≤ k) in the Hilbert space of π jn satisfying φ n := π jn (·)ξ (0) n , ξ (0)
When n = 1 we apply Lemma 3.7 to the sequence (π j ) j and the k + 1 inequivalent states φ and ψ Now assume that j 1 < j 2 < · · · < j r and corresponding vectors ξ
in the Hilbert space of π jn have been chosen such that (3.6), (3.7) and (3.8) hold for each n ∈ {1, . . . r}. We apply Lemma 3.7 to the sequence (π j ) j and the k + 1 inequivalent states φ and ψ
(1 ≤ i ≤ k) with ǫ = 1/(r + 1) and neighbourhoods 1 2 N r+1 and M (i) r+1 (1 ≤ i ≤ k), to get j r+1 > j r and unit vectors ξ (i) r+1 (0 ≤ i ≤ k) in the Hilbert space of π j r+1 such that (3.6), (3.7) and (3.8) hold with n = r + 1.
By our choice of M (i) n at (3.5), for each n ≥ 1,
Now let n vary and recall that the sequence (N n ) n is decreasing, so that
as n → ∞. Let W be a compact symmetric neighbourhood of e in G and let
in L 2 (G, ν) ⊗ H π . Thenξ φ is a unit vector and, for n ≥ 1, we similarly define unit vectors
in L 2 (G, ν) ⊗ H π jn . Note that ξ (i) n ,ξ (j) n → n 0 as n → ∞ for 0 ≤ i < j ≤ k. We aim to show that Ind π jn (·)ξ (i) n ,ξ (i)
Since all the functionals involved have unit norm, it suffices to check (3.9) on C c (G, A), a dense subalgebra of A ⋊ α G. For f ∈ C c (G, A), routine calculations as in the proof of Theorem 2.1 yield that
Ind
Since φ n → φ, Equation (3.9) for i = 0 now follows using the Bounded Convergence Theorem.
On the other hand, for 1 ≤ i ≤ k,
Since ρ (i) n → φ, Equation (3.9) for 1 ≤ i ≤ k now follows using the Bounded Convergence Theorem. Since also ξ (i) n ,ξ (j) n → 0 if i = j, it now follows from Lemma 3.8 that there exists n 0 such that for n ≥ n 0 there is an orthonormal set {η
Thus M L (Ind σ 0 , (Ind π j )) ≥ k + 1 by Lemma 2.2 (2) .
It is tempting to conjecture that Theorem 2.1 could be used to derive the result in Theorem 3.5, but Example 3.11 below illustrates that this is not so.
The following theorem is mainly due to the combined efforts of Deicke, Olesen, Raeburn and Rosenberg (see the discussion earlier in this section). Our contribution to the theorem is that if the action of G onÂ is free and A ⋊ α G has continuous trace then A too must have continuous trace. We also show how the other parts of the theorem can be obtained by using some of our earlier results. Theorem 3.9. Let (A, G, α) be a separable C * -dynamical system such that the induced action of G onÂ is free. Then A ⋊ α G has continuous trace if and only if A has continuous trace and the action of G onÂ is proper.
Proof. Suppose that A ⋊ α G has continuous trace. Then A is a Fell algebra andÂ is a Cartan G-space by Corollary 2.4. We start by showing thatÂ is Hausdorff. Suppose not, that is suppose there exist distinct points π and σ inÂ which cannot be separated by disjoint open sets. Then there exists a sequence (π n ) inÂ such that π n → σ and π n → π. Then Ind π n → Ind σ and Ind π n → Ind π in (A ⋊ α G) ∧ . But (A ⋊ α G) ∧ is Hausdorff, so Ind σ ≃ Ind π. Since both A and A ⋊ α G are Type I, the orbits inÂ are locally closed and canonically isomorphic to G by Theorem 3.1. Thus Ind :Â → (A ⋊ α G) ∧ induces a homeomorphism ofÂ/G onto (A ⋊ α G) ∧ by Theorem 1.1. It follows that σ ∈ G · π. But now M U (Ind σ) ≥ 2 by Corollary 3.6, which is impossible since A ⋊ α G has continuous trace. ThusÂ is Hausdorff and hence A has continuous trace.
SinceÂ is a locally compact Hausdorff space it is completely regular. Moreover, (G,Â) is Cartan andÂ/G is Hausdorff (since it is homeomorphic to (A ⋊ α G) ∧ ), so G acts properly onÂ by [28, Theorem 1.2.9].
Conversely, assume that A has continuous trace and that G acts properly onÂ. SinceÂ is Hausdorff and the action is proper, the orbits are closed. So the orbits are canonically homeomorphic to G by Theorem 3.1 and then (A ⋊ α G) ∧ ≃Â/G by Theorem 1.1. Since the action of G onÂ is proper andÂ is locally compact Hausdorff (hence completely regular), A/G is Hausdorff by [28, Theorem 1.2.9]. Thus (A ⋊ α G) ∧ is Hausdorff as well.
It remains to show that A ⋊ α G is a Fell algebra. Suppose it is not, that is suppose that there exists σ ∈ (A ⋊ α G) ∧ such that M U (σ) ≥ 2. By [5, Lemma 1.2] there exists a sequence (σ n ) n in (A ⋊ α G) ∧ such that 2 ≤ M U (σ) = M L (σ, (σ n )). Since (A ⋊ α G) ∧ ≃Â/G, there exist π ∈Â and (π n ) n ⊂Â such that σ = Ind π and σ n = Ind π n . By the (6) =⇒ (2) direction of Theorem 2.12 (note that A has continuous trace so m = 1) it follows that M L (Ind ǫ π , (Ind(ǫ πn )) ≥ 2 in (C 0 (Â) ⋊ lt G) ∧ . But now M U (Ind ǫ π , (Ind(ǫ πn )) ≥ 2 and hence C 0 (Â) ⋊ lt G does not have continuous trace, contradicting that G acts freely and properly (see [21, Theorem 17] ). Thus A ⋊ α G is a Fell algebra with Hausdorff spectrum and hence has continuous trace.
If X is completely regular and (G, X) is Cartan then all orbits are closed in X by [28, Proposition 1.14] and s → s · x is an open map of G onto the orbit G · x by [28, Lemma on p. 298]. If X =Â is the spectrum of a C * -algebra A then it can easily fail to be completely regular, even if A is a Fell algebra; in this situation extra data is needed to characterise when A ⋊ α G is a Fell algebra. If A = C 0 (X) thenÂ is Hausdorff and Theorem 3.10 reduces to [ (W ) is an open G-invariant neighbourhood of π inÂ, and hence equalsĴ for some closed two-sided ideal J of A. We claim that (J ⋊ α G) ∧ ⊂ W . To see this, suppose that ρ ∈ (A ⋊ α G) ∧ \ W . Note that ρ = Ind σ for some σ ∈Â. Since ρ / ∈ W , σ / ∈Ĵ. Hence σ(J) = {0} and so ρ(J ⋊ α G) = {0}, that is ρ / ∈ (J ⋊ α G) ∧ . Thus (J ⋊ α G) ∧ ⊂ W as claimed. Now J ⋊ α G is a Fell algebra with Hausdorff spectrum, hence has continuous trace. By Theorem 3.9, J has continuous trace as well. ThusĴ is an open G-invariant Hausdorff neighbourhood of π.
Conversely, assume (1), (2) and (3) . We start by showing that (2) and (3) together imply that the orbits inÂ are closed. Let π ∈Â and let σ be in the closure of G · π. So there exists a sequence (s n ) n in G such that s n · π → σ. Let U be a wandering neighbourhood of σ. There exists n 0 such that s n · π ∈ U for n ≥ n 0 . Since (s n 0 s −1 n ) · (s n · π) = s n 0 · π ∈ U we have s n 0 s −1 n ∈ {t ∈ G : t · U ∩ U = ∅} whenever n ≥ n 0 . Since U is wandering there exists a subsequence (s n i ) i of (s n ) n which converges to some s ∈ G. Now s n i · π → σ and s n i · π → s · π. Let V be a G-invariant Hausdorff neighbourhood of σ. Since s n i · π ∈ V eventually, s · π ∈ V by the G-invariance. Now σ = s · π ∈ G · π, so G · π is closed. Let σ ∈ (A⋊ α G) ∧ ; we will show that M U (σ) = 1. Since the orbits inÂ are closed and A is Type I, the orbits are canonically homeomorphic to G by Theorem 3.1. So (A⋊ α G) ∧ ≃Â/G by Theorem 1.1, and hence σ = Ind π for some π ∈Â. By (3) there exists a G-invariant open Hausdorff neighbourhood V of π inÂ. By (2) and shrinking V if necessary, we may assume that (G, V ) is proper (the proof of [28, Poposition 1.2.4] does not require complete regularity ofÂ). Let J be the G-invariant closed two-sided ideal of A such that V =Ĵ. Since A is a Fell algebra by (1) , so is J, and since J has Hausdorff spectrum it has continuous trace. By Theorem 3.9 J ⋊ α G has continuous trace.
Example 3.11. This example illustrates Corollary 3.6 and also shows that condition (3) in Theorem 3.10 is not implied by conditions (1) and (2) . Let
and G = {1, −1}. We define α : G → Aut(A) by specifying α −1 (x) for x ∈ A:
HereÂ ≃ {π m : m ∈ N} ∪ {λ, µ} where {π m : m ∈ N} is discrete in the relative topology and π m → λ, µ as m → ∞. Note −1 · λ = µ, −1 · µ = λ and − 1 · π 2m = π 2m+1 , so the induced action of G onÂ is free (and (G,Â) is trivially Cartan since G is compact). Note that λ and µ do not have Hausdorff G-invariant neighbourhoods. Each orbit is closed and homeomorphic to G, sô
Let {e 1 , e 2 } be the standard basis in C 2 and define η 1 , η 2 : G → C 2 by η 1 (1) = e 1 , η 1 (−1) = 0 and η 2 (1) = 0, η 2 (−1) = e 2 .
Then η 1 , η 2 = 0. Also let ξ : G → C be the function ξ(1) = 1 and ξ(−1) = 0. It is straightforward to verify that lim m→∞ Ind π 2m+1 (·)η i , η i = Ind λ(·)ξ , ξ (i = 1, 2) and hence M U (Ind λ) ≥ 2 (as also predicted by Corollary 3.6). Thus A ⋊ α G is not a Fell algebra. Note that A ⋊ α G has bounded trace by Theorem 3.12 below.
Our next theorem uses and improves [3, Corollary 3.9] by incorporating into the if-andonly-if statement the standing assumptions that A has bounded trace and orbits inÂ are locally closed. In view of Theorem 3.10 and Example 3.11 it is natural to ask whether there is an example for which conditions (1) and (2) of Theorem 3.12 hold but (3) fails or whether (1) and (2) together imply (3) . We have been unable to answer this question, but the following theorem gives related information in terms of Hausdorff orbits. Theorem 3.13. Suppose that (A, G, α) is a separable C * -dynamical system such that the induced action of G onÂ is free. Also suppose that A has bounded trace and G acts integrably onÂ. Then the following conditions are equivalent:
(1) each orbit inÂ is Hausdorff (in the relative topology);
(2) each orbit inÂ is locally closed;
Proof. That (2) implies (3) is [3, Theorem 3.6] (or see Theorem 3.12). Every bounded-trace C * -algebra is liminal, hence Type I, so (3) implies (4) . Items (4), (5) and (2) are equivalent by Theorem 3.1. That (5) implies (1) is immediate since G is Hausdorff. It remains to prove that (1) implies (2) .
Suppose that each orbit is Hausdorff but that for some π ∈Â, G · π is not locally closed. We consider two cases, and show that each leads to a contradiction.
First, suppose that for every open neighbourhood V of π, φ −1 π (V ) is not relatively compact. Then, even thoughÂ might not be Hausdorff, it follows as in the proof of the (1) =⇒ (2) direction of [4, Lemma 2.1] that for each k ∈ P the sequence π,π,π, . . . converges k-times to π inÂ/G. Since the action of G onÂ is jointly continuous [32, Lemma 7.1], we may proceed as in the (2) Second, suppose that there exists an open neighbourhood V of π such that φ −1 π (V ) is relatively compact. Since G·π is not locally closed there is a sequence (σ n ) n in V ∩(G · π\G·π) which is convergent to π. Since K = φ −1 π (V ) is compact, for each n ≥ 1 there is a convergent sequence (t (n) j ) j in K (with limit s n in K say) such that t (n) j · π → j σ n . Note also that t (n) j · π → j s n · π.
Replacing (σ n ) by a subsequence, we may assume without loss of generality that there exists s ∈ K such that s n → n s. We claim that s · π = π. To see the claim, suppose that s · π = π. Since G · π is Hausdorff there exist open neighbourhoods W 1 and W 2 inÂ of s · π and π respectively, such that
(3.10) Since s n · π → s · π and σ n → π there exists n 0 such that s n 0 · π ∈ W 1 and σ n 0 ∈ W 2 . Since t (n 0 ) j · π → j σ n 0 and t n 0 j · π → j s n 0 · π, there exists j 0 such that t (n 0 ) j 0 · π ∈ W 1 ∩ W 2 ∩ G · π, contradicting (3.10), and hence s · π = π as claimed. It follows that s n · π → π.
Let (N k ) k be a decreasing base of neighbourhoods of 0 in A * and let φ be a pure state of A associated with π. Temporarily fix k ≥ 1. The canonical image of (φ + 1 2 N k ) ∩ P (A) inÂ is an open neighbourhood of π, and since σ n → π and s n · π → π this neighbourhood contains σ n k and s n k · π for some n k . So there are unit vectors u k and v k , in the Hilbert spaces of σ n k and π, respectively, such that
The sequence (t (n k ) j · π) j converges to both of the inequivalent representations σ n k and s n k · π. We apply Lemma 3.7 to the sequence (t (n k ) j · π) j , the states ψ 
Now let k vary: since (N k ) k is a decreasing sequence of neighbourhood of 0,
as k → ∞. By Lemma 3.8 and [10, Lemma 5.2(i)], M U (π, (r k · π)) ≥ 2. Now recall that A is assumed to have bounded trace and that M U (r k · π) = M U (π). We now have ∞ > M U (π) ≥ M U (π, (r k · π))M U (r k · π) ≥ 2M U (π) by [6, Theorem 1.5], a contradiction. Both cases have led to contradictions, so every orbit inÂ must be locally closed.
An example
In this section we build an example that further illustrates the power of Theorems 2.1 and 2.9. In more detail, we consider a C * -algebra A = C 0 (X) ⊗ B with a diagonal action α = γ ⊗ β of G = R. While B ⋊ β G does not have bounded trace, the action of G on X is sufficiently well-behaved (it is integrable!) to ensure that A ⋊ α G does have bounded trace. We have chosen X and B in such a way that there is a sequence ǫ xn ⊗ ǫ yn inÂ = X ⊗B which converges 2-times to some ǫ x 0 ⊗ λ ∈Â, and such that M(ǫ x 0 ⊗ λ, (ǫ xn ⊗ ǫ yn )) = 3 and M(ǫ x 0 ⊗ λ, (ǫ sn·xn ⊗ ǫ sn·yn )) = 5, where (s n ) ⊂ G implements the 2-times convergence of ǫ xn ⊗ ǫ yn to ǫ x 0 ⊗ λ. (It will be clear from the construction of B that 3 and 5 could be replaced by any two positive integers.) We show below that Theorems 2.1 and 2.9 imply that M L (Ind(ǫ x 0 ⊗ λ), (Ind(ǫ xn ⊗ ǫ yn )) = 8, 9 or 10, and further investigation shows M L (Ind(ǫ x 0 ⊗ λ), (Ind(ǫ xn ⊗ ǫ yn )) = 8.
Fix an orthonormal basis {e i } i∈N for l 2 (Z), and let B be the C * -subalgebra of C b (R, K(l 2 (Z)) consisting of f such that, for some λ(f ) ∈ R, (1, 1, 1, 0 (1, 1, 1, 1, 1, 0, 0 Proof. It is easy to see that β s (f ) ∈ B and λ(β s (f )) = λ(f ) for all s ∈ G and f ∈ B, and that β : G → Aut B is a homomorphism.
To see that β is strongly continuous, fix f ∈ B and ǫ > 0. There exists T 0 > 0 such that 1, 1, 1, 1, 0 
whenever |s − s ′ | < δ, and hence β is a strongly continuous action of G on B.
We haveB ≃ R ∪ {λ}, the one-point compactification of R. There are two orbits under the action of G on R ∪ {λ} induced from the homeomorphism, R and {λ}; the first orbit is not closed but is locally closed and the second orbit is closed. To see that λ has no integrable neighbourhood let U be any neighbourhood of λ in R ∪ {λ}. Then there exists t 0 > 0 such
Fix k ∈ P. If (t n ) n is a sequence in R such that t n → λ (that is, |t n | → ∞) then (t n ) is k-times convergent in (R ∪ {λ})/G to λ. To see this it suffices to note that, for example, j|t n | · t n = t n + j|t n | → λ (j = 2, . . . , k)
and that (j − i)|t n | → ∞ for 1 ≤ i < j ≤ k. Note that M L (λ, (ǫ j|tn|·tn ) n ) = 5 = M U (λ, (ǫ j|tn|·tn ) n ) (2 ≤ j ≤ k).
The numbers M L (λ, (ǫ tn )) and M U (λ, (ǫ tn )) depend on how t n → λ: for example, if t n → −∞ then M L (λ, (ǫ tn )) = 3 = M U (λ, (ǫ tn )); if t n = (−1) n n then M L (λ, (ǫ tn )) = 3 and M U (λ, (ǫ tn )) = 5. In particular, B has bounded trace because M U (σ) ≤ 5 for all σ ∈B. The action β is not free onB since λ is a fixed point, so [ (1) B ⋊ β G is an extension of C 0 (R) by the compact operators K(L 2 (G)).
Then J is G-invariant and G acts freely onĴ ≃ R. By the G-invariance we obtain the short-exact sequence
Since the action of G onĴ is free with the unique orbit closed and J is Type I, we have Suppose that π is not faithful. Since the action of G onB is almost free and G = R is amenable, by [25, Theorem 9] there exists a non-zero G-invariant ideal I of B such that ker π ⊃ I ⋊ β G. Since ker π ∩ (J ⋊ β G) = {0} we have I ∩ J = {0}, which contradicts that J is an essential ideal of B. Hence π is faithful as required. Now let (G, C 0 (X), γ) be the C * -dynamical system arising from Green's example in [21] and set A = C 0 (X) ⊗ B and α = γ ⊗ β.
Note that α induces a free and integrable action of G = R onÂ ≃ X ×B ≃ X × (R ∪ {λ}) because the action of G on X is free and integrable; moreover the orbits inÂ are closed by [33, Proposition 1.17] becauseÂ is Hausdorff and the action of G onÂ is integrable. Thus A ⋊ α G has bounded trace by [3, Theorem 3.6] . In Green's example x n = (2 −2n , 0, 0) → x 0 = (0, 0, 0) and also (2n + π) · x n → x 0 . Let y n = −n ∈B, and consider (x n , y n ) ∈ X × (R ∪ {λ}). Then (x n , y n ) → (x 0 , λ) and (2n + π) · (x n , y n ) = ((2n + π) · x n , n + π) → (x 0 , λ), so (x n , y n ) converges 2-times in X × (R ∪ {λ})/G to (x 0 , λ). Note that (4.1)
We will use Theorem 2.9 to obtain an upper bound for M L (Ind(ǫ x 0 ⊗ λ), (Ind(ǫ xn ⊗ ǫ yn ))).
There exist open neighbourhoods U of x 0 in X and W of λ in R ∪ {λ} such that U × W ⊂ V . Moreover, we can assume that U = X ∩ ((−δ, δ) × (−δ, δ) × (−δ, δ)) for some 0 < δ < 1/4 and that W ⊃ (−∞, −T ) ∪ (T, ∞) for some T > 0.
Since δ < 1/4, U never meets the arc joining the two line segments of an orbit G · x n in X. Choose n 0 such that n > n 0 implies 2 −2n < δ. Then U ∩ G · x n = {s · x n : s ∈ (−δ, δ) ∪ (−δ + 2n + π, δ + 2n + π)} whenever n ≥ n 0 . If s ∈ (−δ, δ) then s · y n = s − n ∈ (−δ − n, δ − n), and we note that (−δ − n, δ − n) ∩ (−∞, −T ) = (−δ − n, δ − n) provided n > T + δ;
(−δ − n, δ − n) ∩ (T, ∞) = ∅ for all n > 0.
On the other hand, if s ∈ (−δ +2n+π, δ +2n+π) then s·y n = s−n ∈ (−δ +n+π, δ +n+π), and we note that (−δ + n + π, δ + n + π) ∩ (T, ∞) = (−δ + n + π, δ + n + π) provided n > T + δ − π;
(−δ + n + π, δ + n + π) ∩ (−∞, −T ) = ∅ for all n > 0.
Let n 1 > T + δ. Thus if n ≥ max{n 0 , n 1 } we have φ −1 xn (U) ⊂ φ −1 yn (W ). Since λ is a fixed point, ν({s ∈ G : s · (x n , y n ) ∈ U × W } = ν({s ∈ G : s · x n ∈ U and s · y n ∈ W } = ν((−δ, δ) ∪ (−δ + 2n + π, δ + 2n + π)) = 2ν{s ∈ G : s · x 0 ∈ U} = 2ν{s ∈ G : s · x 0 ∈ U and s · λ = λ} = 2ν{s ∈ G : s · (x 0 , λ) ∈ U × W }, whenever n ≥ max{n 0 , n 1 }. So by Corollary 2.10, M L (Ind(ǫ x 0 ⊗λ), (Ind(ǫ xn ⊗ǫ yn ))) ≤ M U (Ind(ǫ x 0 ⊗λ), (Ind(ǫ xn ⊗ǫ yn ))) ≤ ⌊2M U ((x 0 , λ))⌋ = 10.
Combining with (4.1) we obtain M L (Ind(ǫ x 0 ⊗ λ), (Ind(ǫ xn ⊗ ǫ yn ))) = 8, 9 or 10. Remark 4.3. If the statements of Theorem 2.8 and Theorem 2.9 were to hold with u = M U (π, (π n )) instead of u = M U (π), then in the example above we would get 8 ≤ M L (Ind(ǫ x 0 ⊗ λ), (Ind(ǫ xn ⊗ǫ yn ))) ≤ 6 = 2·3 because M(ǫ x 0 ⊗λ, (ǫ xn ⊗ǫ yn )) = 3. The point is that tr(π n (a)) and tr(s · π(a)) can vary widely as s does.
This tells us that to sharpen the estimates of Theorems 2.8 and 2.9 we need to know specifics about the action of G onÂ, as we do in this example.
Lemma 4.4. With notation as above, M L (Ind(ǫ x 0 ⊗ λ), (Ind(ǫ xn ⊗ ǫ yn ))) ≤ M U (Ind(ǫ x 0 ⊗ λ), (Ind(ǫ xn ⊗ ǫ yn ))) ≤ 8.
Proof. To save some typing we set π := ǫ x 0 ⊗ λ and π n := ǫ xn ⊗ ǫ yn .
We start by showing that M L (Ind π, (Ind π n )) ≤ 8 using ideas from the proof of Theorems 2.8; the point is that we can be very specific about the functions F and b and the element a (see below) and that we will know bounds for tr(s · π n (a)) for all s of interest.
Fix δ such that 0 < δ < 1/16. Choose F ∈ C c (Â) + such that i) supp F is contained in a relatively compact neighbourhood V = U × W of π, where U = X ∩ (−1/2, 1) × (−1/2 − δ, 1/2 + δ) × (−1/4, 1/4) ; ii) 0 ≤ F ≤ 1; iii) F (s · π) = F (π • lt s −1 ) = F (ǫ s·x 0 ⊗ λ) = 1 if s ∈ (−1/2, 1/2). Note that a 2 is positive, a 2 = 1, and λ(a 2 ) = 1.
There are three consequences of our choices above that are crucial for the argument that follows. First, for n ≥ 1, s · π n (a) = ǫ xn ⊗ ǫ yn (lt s −1 (a 1 ) ⊗ β s −1 (a 2 )) = a 1 (s · x n )a 2 (−n + s) Using the three consequences just discussed above we have, for n ≥ 1, tr b(v − s, s · π n )s · π n (a) + b(s − v, v · π n )v · π n (a) 2 ≤ b(v − s, s · π n )s · π n (a) + b(sv −1 , v · π n )v · π n (a) · tr b(v − s, s · π n )s · π n (a) + b(s − s, v · π n )v · π n (a) For t ∈ G and σ ∈Â set B(t, σ) = F (σ)F (t −1 · σ)b(t −1 , σ)∆(t) −1/2 , C(t) = Ψ(B(t, ·))a, and E = 1 2 (C + C * ). Then a formula for tr(Ind π n (E * E)) follows from Theorem 2.7 as in Theorem 2.8. Using (2.12) we have, for n ≥ 1, tr(Ind π n (E * E)) = 1 4 G G F (s · π n ) 2 F (v · π n ) 2 · tr b(v − s, s · π n )s · π n (a) + b(s − v, v · π n )v · π n (a) 2 dν(v) dν(s) On the other hand, since F (s · π) = 1 = a 1 (s · x 0 ) for s ∈ (−1/2, 1/2) and b is identically one on (supp F π )(supp F π ) −1 × supp F , tr(Ind π(E * E)) = 1 4 G G F (s · π) 2 F (v · π) 2 · tr b(v − s, s · π)s · π(a) + b(s − v, v · π)v · π(a) 2 dν(v) dν(s) ≥ 1 4 s∈(−1/2,1/2) v∈(−1/2,1/2) tr (s · π(a) + v · π(a)) 2 dν(v) dν(s) = 1 4 s∈(−1/2,1/2) v∈(−1/2,1/2) (a 1 (s · x 0 ) + a 1 (v · x 0 )) 2 dν(v) dν(s) = 1. ≥ M L (Ind π, (Ind π n )) tr(Ind π(E * * E))) ≥ M L (Ind π, (Ind π n )) and hence M L (Ind π, (Ind π n )) ≤ 8.
By [4, Lemma A.1] there exists a subsequence (π n i ) i such that M L (π, (π n i )) = M U (π, (π n i )) = M U (π, (π n )).
But M L (π, (π n i )) ≤ 8 by the argument above, so M U (π, (π n )) ≤ 8.
Combining Lemma 4.4 with (4.1) we obtain M L (Ind(ǫ x 0 ⊗ λ), (Ind(ǫ xn ⊗ ǫ yn ))) = M U (Ind(ǫ x 0 ⊗ λ), (Ind(ǫ xn ⊗ ǫ yn ))) = 8.
Clearly, instead of using the numbers 3 and 5 in the definition of B we could have chosen any two positive integers. By replacing Green's example with one with k-times convergence instead of 2-times convergence, we could arrange to have k-times convergence inÂ/G, but the m 1 , m 2 , . . . , m k would all be either 3 or 5, depending on how y n converges to λ. Can we build an example for Theorem 2.1 where not only k but also m 1 , m 2 , . . . , m k take prescribed values?
Corollary A.2. Suppose that A and B are C * -algebras. Let π ∈Â, (π α ) a net inÂ, σ ∈B and (σ α ) a net inB. Also suppose that M L (π, (π α )) = M U (π, (π α )) and M L (σ, (σ α )) = M U (σ, (σ α )). Then, for the spatial tensor product, M L (π ⊗ σ, (π α ⊗ σ α )) = M U (π ⊗ σ, (π α ⊗ σ α )) = M(π, (π α ))M(σ, (σ α ).
Proof. By [9, Proposition 2.3] there exists a subnet π α β ⊗ σ α β of π α ⊗ σ α such that M L (π ⊗ σ, (π α ⊗ σ α )) = M(π ⊗ σ, (π α β ⊗ σ α β )).
Thus M L (π ⊗ σ, (π α ⊗ σ α )) = M U (π ⊗ σ, (π α β ⊗ σ α β )) (by Lemma A.1) = M U (π, (π α β ))M U (σ, (σ α β )) = M U (π, (π α ))M U (σ, (σ α )) = M U (π ⊗ σ, (π α ⊗ σ α )) (by Lemma A.1), so the result follows.
