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Abstract Structure-enforced matrix factorization (SeMF) represents a large class of
mathematical models appearing in various forms of principal component analysis,
sparse coding, dictionary learning and other machine learning techniques useful in
many applications including neuroscience and signal processing. In this paper, we
present a unified algorithm framework, based on the classic alternating direction
method of multipliers (ADMM), for solving a wide range of SeMF problems whose
constraint sets permit low-complexity projections. We propose a strategy to adap-
tively adjust the penalty parameters which is the key to achieving good performance
for ADMM. We conduct extensive numerical experiments to compare the proposed
algorithm with a number of state-of-the-art special-purpose algorithms on test prob-
lems including dictionary learning for sparse representation and sparse nonnegative
matrix factorization. Results show that our unified SeMF algorithm can solve differ-
ent types of factorization problems as reliably and as efficiently as special-purpose
algorithms. In particular, our SeMF algorithm provides the ability to explicitly en-
force various combinatorial sparsity patterns that, to our knowledge, has not been
considered in existing approaches.
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1 Introduction
1.1 A matrix factorization model
Matrix factorization has a long history as a fundamental mathematical tool in matrix
analysis. Traditionally, the term matrix factorization is used in an exact sense in refer-
ence to decomposing a matrix into an equivalent product form. Well-known examples
of such exact factorization include, but not limited to, LU, QR, SVD and Cholesky
factorizations. More recently, the term matrix factorization has also been widely used
in an inexact sense in reference to approximating a matrix by a product of two fac-
tors where certain structures are either encouraged or imposed on one or both of the
factors, reflecting prior knowledge about the desired factorization. Such approximate
and structured matrix factorizations have found great utility in various data-related
applications, such as in signal and image processing and in machine learning tasks,
primarily because they often help reveal latent features in a dataset.
To have a precise mathematical description, we let M ∈ Rm×n be a given data
matrix. For example,M may represent a sequence of n images each havingm pixels.
We now aim at approximating M by a product of two factors, i.e., M ≈ XY , where
some prior knowledge on X ∈ Rm×p or Y ∈ Rp×n, or both, are available. To per-
form an approximate and structured matrix factorization, we consider the following
general optimization model
min
X,Y
‖M −XY ‖2F s.t. X ∈ X , Y ∈ Y. (1)
where ‖·‖F is Frobenius norm, and X and Y are subsets of Rm×p and Rp×n, respec-
tively. In model (1), the objective function measures data fidelity in a least-square
sense, which is the most popular metric for data fidelity although other measures are
frequently used as well. In this model, prior knowledge are explicitly enforced as
two constraint sets X and Y whose members possess desirable matrix structures. The
most useful structures of this kind include, for example, nonnegativity and various
sparsity patterns.
We note that in the literature unconstrained optimization models are widely used
where prior knowledge are handled through penalty or regularization functions added
to the data fidelity term so that a weighted sum of the two is to be simultaneously
minimized. In unconstrained optimization models, it is generally the case that desired
structures are encouraged or promoted, but not exactly enforced as in a constrained
optimization model like (1). Obviously, both types of formulations have their distinct
advantages and disadvantages under different circumstances.
The focus of this work is exclusively on studying a specific algorithmic approach
to solving model (1). This approach is applicable to a range of constraint sets X and
Y that are easily projectable (more details will follow later). Fortunately, as we will
demonstrate, in many practically relevant applications constraint sets X and Y are
indeed easily projectable.
We will call model (1) a structure-enforced matrix factorization (or SeMF) model,
partly to distinguish it from models where structures are only encouraged or promoted
like in unconstrained optimization models. Generally speaking, model (1) is a non-
convex optimization problem that could allow a large number of non-global local
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minima. In this case, it is well understood that a theoretical guarantee for a global
minimum is extremely difficult or impossible to obtain. In this work, our evaluation
of algorithm performance is solely based on empirical evidence, i.e., computational
results obtained from controlled numerical experiments.
1.2 Related Works
Recently, numerous inexact and structured matrix factorization problems have arisen
from various applications, including Matrix Completion, Principal component analy-
sis (PCA), Sparse PCA, nonnegative matrix factorization (NMF), Dictionary Learn-
ing, to name a few. Many of these factorizations can be represented by the SeMF
model (1) with different structure constraints.
Non-negative Matrix Factorization (NMF) [1] is a common matrix decomposition
method for finding meaningful representations of nonnegative data. NMF has been
proven useful in dimension reduction of images, text data and signals, for example.
The most popular data fidelity function in NMF is Frobenius norm squared, while
another widely used function is the Kullback-Leibler divergence. There are many al-
gorithms developed for NMF in the past decades such as multiplicative updates [2–4],
alternating least squares [1, 5], and projected gradient type [6]. The work of Lee and
Seung [7] demonstrates that NMF models tend to return part-based sparse repre-
sentations of data, which has popularized the use of and research on NMF-related
techniques. In particular, various NMF-inspired formulations add different regular-
ization or penalty terms to promote desired properties, such as sparsity patterns in Y
or orthogonality between columns of X , in addition to nonnegativity (see [8–14], for
example).
Approximate and structured matrix factorization problems also arise from dictio-
nary learning, a data processing technique widely used in many applications includ-
ing signal processing, compressive sensing and machine learning. Dictionary learn-
ing is to decompose a sampled dataset into a product of two factors, say X and Y
whereX is called a dictionary and Y a representation of the data (or a coding matrix)
under the dictionary. As usual, some desired properties, such as nonnegativity and
sparsity, can be imposed on either or both factors. Again, most algorithms in dictio-
nary learning are developed based on minimizing data fidelity functions either with
penalty/regularization terms or with explicit constraints (occasionlly with both). For
instance, the popular algorithm K-SVD [15], which is widely used to learn dictio-
naries for sparse data representation, is built on minimizing the Frobenius-norm data
fidelity with explicit sparsity constraints on each column of the coding matrix Y .
For very large training sets and dynamic (time-dependent) training data, a number of
approximate matrix factorization models and so-called online algorithms have been
proposed that also either encourage or enforce sparsity structures by various means
(see [12, 16–18], for example).
To this date, there is already a vast literature on applications of approximate and
structured matrix factorization models to various areas along with special-purpose
algorithms developed for solving those models. Many of those models can be for-
mulated as instances of the SeMF model (1) if one uses the squared Frobenius norm
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fidelity measure and imposes structures as constraints. In practice, many structures
are simple enough to allow “easy projections” that include, but are not limited to,
nonnegativity, normality and various sparsity patterns.
1.3 Main Contributions
The structure-enforced matrix factorization (SeMF) model studied in this paper is a
general and unifying mathematical model encompassing numerous problem classes
arising from diverse application backgrounds. The current state of affair is generally
such that special-purpose algorithms are developed for solving individual problem
classes. This work is motivated in part by the recent success of the classic alternating
direction method of multipliers (ADMM or ADM) [19, 20] applied to compressive
sensing (see [21,22], for example). Based on an extension of the classic ADMM (see
more introduction in the next section), we devise a unified algorithm for solving the
general SeMF model that can be effectively implemented as long as desired struc-
ture sets allow low-complexity projections (or approximate projections). Fortunately,
most commonly desired structures, including sparsity and nonnegativity, do possess
this property of easy projection. Applicable to a wide range of problem classes, a
major advantage of the proposed algorithm is its extraordinary versatility unparal-
leled by most special-purpose algorithms. In addition, as will be discussed later, our
algorithm is capable of handling certain sparsity patterns of combinatorial nature that
have not been treated, as far as we know, by existing algorithms.
The classic ADMM methodology has theoretical guarantees of convergence for
convex programs of two separable variables (see [21,23–25], for example). However,
the general SeMF model (1) is highly nonconvex and non-separable for which even a
moderately consistent practical performance is hard to obtain without careful modifi-
cations to the classic framework, let alone any theoretical guarantee of performance.
In this work, we develop a simple dynamic scheme to adaptively adjust the two most
critical parameters in the algorithm. This dynamic scheme enables the resulting al-
gorithm to work quite well in our extensive numerical experiments, in terms of both
reliability and efficiency. Numerical results on several problem classes indicate that,
on most tested problems, our unified algorithm compares favorably with state-of-the-
art, special-purpose algorithms designed for individual classes. We believe that the
new algorithm adds a versatile and useful technique to the toolbox of solving struc-
tured matrix factorization problems arising from a wide array of applications.
1.4 Organization
This paper is organized as follows. In Section 2, we propose to solve the Structured-
enforced Matrix Factorization (SeMF) problem (1) by extending the classic alternat-
ing direction method of multipliers (ADMM) for convex optimization to the SeMF
case with a strategy for adaptively updating penalty parameters which is critical for
the reliability and efficiency of the algorithm. In Section 3, we discuss the issue of
projections onto several popular structure sets that need to be performed in the algo-
rithm for solving relevant problems. Section 4 contains several sets of computational
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results comparing the proposed algorithm with several state-of-art, special-purpose
algorithms. Finally, we conclude this paper in Section 5.
2 Alternating Direction Algorithm for SeMF
2.1 Classic ADMM Method
In a finite-dimensional setting, the classic alternating direction method of multipliers
(ADMM or simply ADM) is designed for solving separable convex programs of the
form
min
x∈X ,y∈Y
f(x) + g(y) s.t. Ax+By = c, (2)
where f and g are convex functions defined on closed convex subsets X and Y of
finite-dimensional spaces, respectively, and A,B and c are matrices and vector of
appropriate sizes. The augmented Lagrangian function of (2) is
LA(x, y, λ) = f(x) + g(y) + λT (Ax+By − c) + β
2
‖Ax+By − c‖22, (3)
where λ represents a Lagrangian multiplier vector and β > 0 is a penalty parameter.
ADMM method [19, 20] is an extension of the classic augmented Lagrangian
multiplier method [26–28]. It performs one sweep of alternating minimization with
respect to x and y individually, then updates the multiplier λ; that is, at the iteration
k an ADMM scheme executes the following three steps: given (xk, yk, λk),
xk+1 ← argmin
x∈X
LA(x, yk, λk), (4a)
yk+1 ← argmin
y∈Y
LA(xk+1, y, λk), (4b)
λk+1 ← λk + γβ(Axk+1 +Byk+1 − c), (4c)
where γ ∈ (0, 1.618) is a step length. It is worth noting that (4a) only involves
f(x) in the objective and (4b) only g(y), whereas the classic augmented Lagrangian
multiplier method requires a joint minimization with respect to both x and y, that is,
substituting steps (4a) and (4b) by
(xk+1, yk+1) ← argmin
x∈X ,y∈Y
LA(x, y, λk),
which involves both f(x) and g(y) and is usally more difficult to solve. A conver-
gence proof for the above ADMM algorithm can be found in [29].
2.2 Extension to SeMF
To facilitate an efficient use of alternating minimization, we introduce two auxiliary
variables U and V and consider the following model equivalent to (1),
min
X,Y,U,V
1
2
‖M −XY ‖2F s.t. X − U = 0, Y − V = 0, U ∈ X , V ∈ Y, (5)
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where U ∈ Rm×p and V ∈ Rp×n. The augmented Lagrangian function of (5) is
LA(X,Y, U, V, Λ,Π) = 12‖M −XY ‖2F +
Λ • (X − U) +Π • (Y − V ) + α2 ‖X − U‖2F + β2 ‖Y − V ‖2F ,
(6)
where Λ ∈ Rm×p, Π ∈ Rp×n are Lagrangian multipliers and α, β > 0 are penalty
parameters for the constraints X − U = 0 and Y − V = 0, respectively, and the
scalar product “•” of two equal-size matrices A and B is the sum of all element-wise
products, i.e., A •B =∑i,j aijbij .
The alternating direction method of multipliers (ADMM) for (5) is derived by
successively minimizing the augmented Lagrangian function LA with respect to X ,
Y and (U, V ), one at a time while fixing others at their most recent values, and then
updating the multipliers after each sweep of such alternating minimization. The in-
troduction of the two auxiliary variables U and V makes it easy to carry out each
of the alternating minimization steps. Specifically, these steps can be written in the
following form,
X+ ≈ argmin
X
LA(X,Y, U, V, Λ,Π), (7a)
Y+ ≈ argmin
Y
LA(X+, Y, U, V, Λ,Π), (7b)
U+ = PX (X+ + Λ/α), (7c)
V+ = PY(Y+ +Π/β), (7d)
Λ+ = Λ+ α(X+ − U+), (7e)
Π+ = Π + β(Y+ − V+), (7f)
where PX (PY ) stands for the projection onto the set X (Y) in Frobenius norm, and
the subscript “+” is used to denote iterative values at the new iteration. Actually, we
can write (7a) and (7b) exactly in closed forms,
X+ =
(
MY T + αU − Λ) (Y Y T + αI)−1, (8a)
Y+ = (X
T
+X+ + βI)
−1 (XT+M + βV −Π) . (8b)
Since the involved inverse matrices are both p× p, the corresponding linear systems
are relatively inexpensive for small p, especially for p max(m,n). In this case, the
dominant computational tasks at each iteration are the matrix multiplications MY T
and XTM , together requiring about 4kmn arithmetic operations (scalar additions
and multiplications). On the other hand, when p is relatively large, instead of using
the inversions in (8a) and (8b), it will be more efficient to employ suitable iterative
procedures, such as the conjugate gradient method, to approximately solve the two
convex quadratic minimization problems in (7a) and (7b).
Based on the formulas in (7), we can implement the following ADMM algorith-
mic framework so long as we can compute the projections in steps (7c) and (7d).
An update scheme for α and β, stated as Algorithm 2, will be described in the next
subsection.
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Algorithm 1: ADMM Framework for SeMF
Input: M ∈ Rm×n, integers p,maxiter > 0 and tol > 0
Output: X ∈ Rm×p and Y ∈ Rp×n
Set α, β > 0.
Set U, V, Λ,Π to zero matrices of appropriate sizes, and Y to a random matrix.
for k = 1, maxiter do
Update (X,Y, U, V, Λ,Π) by the formulas in (7).
if stopping criterion (9) is met then
output X,Y , and exit.
end
Update penalty parameters α and β by Algorithm 2.
end
We use the following practical stopping criterion: for given tolerance tol,
min
{ |fk − fk+1|
|fk| ,max
(‖Xk −Xk+1‖F
‖Xk‖F ,
‖Yk − Yk+1‖F
‖Yk‖F
)}
≤ tol (9)
where fk = ‖M −XkYk‖F and Xk is the k-th iterate for the variable X , and so on.
For the sake of robustness, in our implementation we require that the above condition
be satisfied at three consecutive iterations. In other words, we stop the algorithm
either when data fidelity does not change meaningfully in three consecutive iterations
or both variablesX and Y do not change meaningfully in three consecutive iterations.
We note that Algorithm 1, with fixed penalty parameter values, has been studied
in [30] for a special case of the SeMF model – the nonnegative matrix factorization
(NMF) problem where the structure sets X and Y contain element-wise nonnega-
tive matrices of appropriate sizes. The current work provides several meaningful and
nontrivial extensions beyond the work in [30].
2.3 Adaptive Penalty Parameter Update
It is well known that the penalty parameters α and β are the most important algo-
rithmic parameters in the ADMM framework. Even in the classic case of separable
convex programming problem (2) where f and g are convex functions and X and
Y are convex sets, the value of the penalty parameter β can still greatly affect the
speed of convergence in practice, even though global convergence is guaranteed for
any β > 0 in theory. Recently, He et al. [31] proposed some self-adaptive rules for
adjusting the penalty parameter in ADMM method for monotone variational inequal-
ities, which attempted to balance the errors in different parts of optimality conditions.
Wen et al. [32] presented an alternating direction dual augmented Lagrangian method
for solving semidefinite programming (SDP) where tuning the penalty parameter by
balancing the primal and dual infeasibilities. Moreover, Lin et al. [33] presented an
update rule for penalty parameter in linearized alternating direction method (LADM),
which is aimed at accelerating convergence by increasing a penalty parameter when-
ever the associated error has not been improved sufficiently over a number of iter-
ations with the current parameter value. In these works, efficiency and convergence
properties of these update rules have been proved under suitable assumptions among
8 Lijun Xu et al.
which convexity is the fundamental one. In addition, these papers only study the case
where there is only a single penalty parameter. This sensitivity to penalty parameter
values, not surprisingly, only becomes much more severe in our extended ADMM
framework where the objective function is neither convex nor separable, and the con-
straint sets are mostly nonconvex as well. In addition, there are three sets of variables,
X,Y and (U, V ) that are minimized sequentially, as opposed to two sets in the classic
case. Indeed, experiments indicate that without getting both α and β in some proper
ranges, the algorithm could hardly find any good solution close to a global minimum,
either going to a bad local minimum or becoming excessively slow or even stagnate.
In general, it is difficult to properly choose fixed values for the penalty parameters α
and β for each class of problems due to widely varying characteristics of problem in-
stances. Therefore, we consider developing an adaptive scheme to update the penalty
parameters during iterations. Short of solid theoretical guidance, we have developed
a set of heuristic rules and validated them by extensive numerical experiments.
Firstly, we note that both U and V are feasible since U ∈ X and V ∈ Y always
hold in our algorithm after the steps (7c) and (7d). If ‖M − UV ‖F is small, then
XY = UV should represent a desired structured factorization sinceM ≈ XY . Now,
if the quantity ‖M − UV ‖F has been sufficiently decreased after every iteration (or
after every 3 iterations, say, for that matter), then we consider that the current values
for both α and β are appropriate and will leave them unchanged. Specifically, we skip
updating whenever
‖M − U+V+‖F < (1− ε)‖M − UV ‖F (10)
where ε ∈ (0, 1) is a small tolerance value. If the above test fails, then we update
(α, β) according to three different scenarios.
Case 1. Near feasibility of X and Y :∣∣∣∣ ‖M − UV ‖F‖M −XY ‖F − 1
∣∣∣∣ ≤ ε. (11)
The above inequality indicates that, relatively speaking, there is little difference be-
tween the two terms ‖M − XY ‖F and ‖M − UV ‖F , implying that UV is almost
the same as XY after projections (7c) and (7d). Thus, most likely, (X,Y ) is already
nearly feasible due to large enough penalty parameters α and β. In this case, we
increase the weight of the fidelity violation term ‖XY − M‖2F in the augmented
Lagrangian function (6) by reducing both α and β in order to facilitate a significant
decrease in fidelity violation at the next iteration (or next a few iterations).
Case 2. Non-improved feasibility for at least one variable:
‖X+ − U+‖F ≥ ‖X − U‖F or ‖Y+ − V+‖F ≥ ‖Y − V ‖F . (12)
In this case, we consider increasingα and/or β independently according to the changes
in ‖X − U‖F and in ‖Y − V ‖F . Take the former as an example. If ‖X − U‖F does
not decrease during the past several iterations, then we increase its corresponding
penalty parameter α in order to facilitate its decrease in future steps to make X more
feasible. The same argument applies to the term ‖Y − V ‖F . We can expect that if
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we keep increasing one or both penalty parameters the iterates will eventually reach
Case 1 since (X,Y ) will be getting closer and closer to (U, V ).
Case 3. Now both conditions (11) and (12) have failed. We consider the condition∣∣∣∣‖M −X+Y+‖F‖M −XY ‖F − 1
∣∣∣∣ ≤ ε. (13)
which implies that fidelity has not been improved sufficiently. In this case, we choose
to decrease both penalty parameters α and β to allow a faster reduction in fidelity
violation. On the other hand, if condition (13) does not hold, then both feasibility and
fidelity are improving, but there is still a considerable gap between ‖M − XY ‖F
and ‖M − UV ‖F since condition (11) does not hold. In this case, we choose to
increase α and β in order to accelerate feasibility satisfaction and to narrow the gap
between ‖M − XY ‖F and ‖M − UV ‖F . In general, ‖M − UV ‖F is greater than
‖M −XY ‖F since (U, V ) is from restrictive subsets while (X,Y ) is “free”. Hence
suddenly closing the gap between ‖M − XY ‖F and ‖M − UV ‖F usually means
at least a temporary increase in the value of ‖M − XY ‖F . An alternative option
here is to keep α and β unchanged which would also seem reasonable. We opt for
increasing α and β based on empirical observations that this strategy can often speed
up convergence and help avoid to be trapped by local minima.
The proposed adaptive penalty parameter update scheme is summarized in Algo-
rithm 2.
Algorithm 2: Adaptive Penalty Parameter Update
Input: α and β
Output: α and β
Set µ, ν > 1 and select a small ε ∈ (0, 1).
If (10) is satisfied, then exit. (No update)
If (11) is satisfied, set α = α/ν, β = β/ν, and exit. (Case 1)
If the first inequality in (12) holds, set α = µα. (Case 2a)
If the second inequality in (12) holds, set β = µβ, and exit. (Case 2b)
If (13) holds, set α = α/ν and β = β/ν; (Case 3a)
otherwise, set α = µα and β = µβ. (Case 3b)
For the sake of robustness, we evaluate all the conditions in Algorithm 2 in an
average sense at every q > 1 iterations rather than at every iteration. Namely, all the
quantities involved are the average of q iterations. In this paper, we always fix the
number at q = 5 throughout our experiments. Specifically, to evaluate condition (13)
at iteration 20, for example, we actually evaluate the inequality below:
20∑
k=16
‖M −XkYk‖F ≥ (1− ε)
15∑
k=11
‖M −XkYk‖F
which of course requires to save and update the involved average quantities.
Overall, the spirit of the above updating rules is to find a good balance between
the progresses of fidelity and feasibility; namely, between the three terms ‖M −
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XY ‖F , ‖X − U‖F and ‖Y − V ‖F in the augmented Lagrangian function while
also taking into account the value of ‖M − UV ‖F . Although there is no theoretical
guarantee about the performance of our algorithm on the highly nonconvex problem
(1), our adaptive update strategy does appear to have worked well on numerous test
matrices and structure sets. In particular, we present numerical results comparing the
dynamical update scheme with fixed-value penalty parameters in Section 4.
3 Projections onto Structure Sets
Our SeMF algorithm, i.e., Algorithm 1, requires to project a point X onto a structure
set X , and Y onto Y as well, at each iteration. Since either X or Y can be nonconvex,
some clarifications are necessary.
3.1 Definition of Projection
For a given norm ‖ · ‖, the projection of x ∈ Rn onto a subset S ⊂ Rn is normally
defined as
PS(x) := argmin{‖y − x‖ : y ∈ S}. (14)
In this paper, we will always use the Euclidean norm for vectors and the Frobenius
norm for matrices. Under such norms, it is well-known that when S is a nonempty,
closed and convex subset, then the projection is uniquely defined for any x ∈ Rn.
Short of convexity for S, however, the projection defined by (14) can be non-unique
at least for some x. Although this non-uniqueness hardly poses any real problem in
practice, we need to extend the definition of projection so that PS(·) refers to any one
of the minima if multiple minima exist in (14).
3.2 Projections onto Some Simple Sets
We first briefly discuss projections onto several simple sets often appearing in appli-
cations that allow easy projections. We will assume that the relevant spaces consist
of matrices X . For simplicity, we only list structures imposed on each column Xj of
X where Xj is the j-th column of X , but they can be equally imposed on rows (or
on other types of blocks) of X .
– Non-negativity: S = {X : Xij ≥ 0,∀ i, j}.
[PS(X)]ij = max(0, Xij).
– Sparsity: S = {X : ‖Xj‖0 ≤ k, ∀ j} where ‖ · ‖0 is the number of nonzero
elements in a vector.
In the above, ‖Xj‖0 ≤ k means that the j-th column, Xj , contains at most k
nonzero elements. Without loss of generality, assume that the absolute-value vec-
tor |Xj | is already ordered in a descending order so that |X1j | ≥ |X2j | ≥ · · · ,
and so on.
[PS(X)]ij =
{
Xij , i ≤ k,
0, otherwise. (15)
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– Orthogonality to a fixed column: S = {X : Xj ⊥ Xj′ ,∀ j 6= j′} where j′ is
given.
[PS(X)]j =
{
Xj −Xj′(XTj′Xj′)−1XTj′Xj , j 6= j′,
Xj′ , otherwise,
(16)
where we assume that Xj′ 6= 0 (otherwise no operation is necessary).
– Column Normalization: S = {X : ‖Xj‖2 = 1,∀ j}.
[PS(X)]j = Xj‖Xj‖2 ,∀ j, (17)
where, without loss of practical generality, we assume that Xj 6= 0 for some j
(otherwise, a zero column could be replaced by an arbitrary unit vector).
3.3 Projections onto Combinatorial Structure Sets
We demonstrate that some sparsity structure sets of combinatorial nature also permit
easy projections. For clarity, we do this by taking a simple, made-up example. Let
us say that a fictitious DNA consists of 4 genes, A, B, C and D, each admitting 5
mutations. Therefore, there are totally 54 possible combinations, corresponding to 20
basic building elements for this DNA each being a mutation of a distinct gene.
Any given sample of the DNA can be viewed as a linear combination of four
elements coming from the four distinct groups of five. As such, each expression has
a sparse representation under a basis consisting of the 20 basic elements. In such a
sparse representation, each nonzero must be from a distinct group of five. Let M be
a given sample set of the DNA. We wish to find X and Y such that M ≈ XY , where
X consists of the 20 basic elements each being expressed as a column ofX , and each
column of Y is a representation (or signature) of a DNA sample under the basis X .
Now we concentrate on the sparsity of Y .
We assign an index, from 1 to 20, to each gene mutation and group them so
that A = {1, 2, 3, 4, 5}, B = {6, 7, 8, 9, 10}, C = {11, 12, 13, 14, 15} and D =
{16, 17, 18, 19, 20}. By partitioning the 20 rows of Y into four equal-size blocks, we
write
Y =

YA
YB
YC
YD

By the properties described above, each column of YK , K = A,B,C,D, can have at
most one nonzero component; that is, each block YK belongs to the structure set
T = {Z : ‖Zj‖0 ≤ 1,∀ j}, (18)
and the projection onto T , PT (·), is defined as in (15). Meanwhile, the matrix Y
belongs to the set
S = {Y : YK ∈ T ,K = A,B,C,D} (19)
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and the projection onto S is
PS(Y ) =

PT (YA)
PT (YB)
PT (YC)
PT (YD)
 . (20)
Obviously, the above projection can be easily extended to more complex situa-
tions. For example, each block of Y may have a different number of rows, and the
column sparsity of some blocks may be more than one. To the best of our knowledge,
so far there has been no algorithm designed to directly handle such combinatorial
properties.
In the above example we may very well demand that Y be nonnegative. This
means that Y belongs to the intersection of S defined in (19) and the set of nonneg-
ative matrices of proper sizes. Projections onto such intersections will be discussed
next.
3.4 Projections onto Certain Intersection Sets
We consider two intersection sets that will appear in our experiments later. We prove
that the projections onto these intersection sets can be carried out by successively per-
forming one projections after another in a specified order. Assume again that struc-
tures are imposed on each column of X .
Proposition 1 (Non-negativity + Sparsity)
Let S1 = {X : Xij ≥ 0,∀ i, j} , S2 = {X : ‖Xj‖0 ≤ k, ∀ j}, S = S1 ∩ S2 , then
PS(·) = PS2 (PS1(·)) (21)
Proof Due to separability of Frobenius-norm square, without loss of generality we
can assume that X has only a single column. For convenience, we replace X by a
vector x ∈ Rm, and use the following notation:
|x| = (|x1|, · · · , |xm|)T , x+ = x+ |x|
2
and x− =
x− |x|
2
so that x = x+ + x− and xT+x− = 0. There also holds
x+ = PS1(x) , argmin
z≥0
‖z − x‖
where the norm is the Euclidean norm by default. Let
y˜ ∈ PS2 (PS1(x)) = arg min
y∈S2
‖y − x+‖. (22)
Clearly y˜ ∈ S1 ∩ S2 and
(y˜ − x+)Tx− = 0, (23)
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for any y ∈ S1 ∩ S2, since y ≥ 0 and x− ≤ 0,
− (y − x+)Tx− = −yTx− + xT+x− = −yTx− + 0 ≥ 0. (24)
For any y ∈ S1 ∩ S2, in view of the identity x = x+ + x−,
‖y˜ − x‖2 = ‖y˜ − x+ − x−‖2 = ‖y˜ − x+‖2 + ‖x−‖2
≤ ‖y − x+‖2 + ‖x−‖2 ≤ ‖y − x+ − x−‖2
= ‖y − x‖2,
where the second equality follows from (23), the first inequality from (22), and the
second inequality from (24). This proves that PS(x) = argminy∈S ‖y − x‖2 =
PS2 (PS1(x)). uunionsq
Proposition 2 (Sparsity + Positive Equal Nonzeros)
Let S = S1 ∩ S2 where S1 = {X : ‖Xj‖0 = k, ∀j} ∪ {0} and S2 = {X : Xij =
αj > 0,∀Xij 6= 0}. For all j, let Xj be the j-th column of X , and Ij contain the
indices of k largest elements of Xj and α∗j =
1
k
∑
i∈Ij Xij . Then
[PS(X)]ij =
{
max(0, α∗j ), i ∈ Ij
0, otherwise.
Proof Again by separability, we replace matrix X by vector x without loss of gen-
erality. For any vector x ∈ Rm, we will explicitly solve the minimization problem
PS(x) = argminy∈S ‖y − x‖2.
We note that for any y ∈ S, either y has k positive nonzeros so that yI = α > 0
for some index set I of cardinality k (i.e., |I| = k) or y = 0 corresponding to I = ∅,
while elements of y outside of I are understood to be all zeros. For an arbitrary I
with |I| = k and a corresponding y ∈ S, consider the problem of minimizing
‖y − x‖2 =
∑
j∈I
(α− xj)2 +
∑
j /∈I
x2j
= kα2 − 2α
∑
j∈I
xj +
m∑
j=1
x2j
= k
[
(α−mean(xI))2 − (mean(xI))2
]
+ ‖x‖2.
If for all I with |I| = k we have mean(xI) ≤ 0, then the first term above is non-
negative so that ‖y − x‖2 ≥ ‖x‖2, implying that y = 0 is the unique minimizer
(thus the projection of x on S). Otherwise, ‖y − x‖2 ≥ ‖x‖2 − k(mean(xI))2 and
the minimum is attained when (i) α = mean(xI), and (ii) mean(xI) is maximized
over all I with |I| = k; i.e., when I contains k largest elements of x (the minimizer
may not be unique though). To sum up, we conclude that the optimal value of α is
α∗ = max(0,mean(xI∗)) where I∗ contains k largest elements of x. This completes
the proof.
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We note that in general projections onto intersections can be difficult even when
it is easy to project onto each individual set. In the ADMM framework, one might
consider introducing more split variables and doing projections in a sequence. How-
ever, it is well know that the more blocks there are in an alternating minimization
scheme, the slower the convergence will be in general. Thus, it is desirable to use
as few blocks as possible, and to consider computing approximate projections onto
intersection sets (such as successive projections onto individual sets involved).
4 Computational Results
This section contains four sets of numerical experiments. In Section 4.1, we evaluate
the performance of our SeMF algorithm, implemented in Matlab, with and with-
out the adaptive penalty update scheme to illustrate the advantage of the scheme
(i.e., Algorithm 2). In Section 4.2, we apply the SeMF algorithm to dictionary learn-
ing for sparse representation and compare it with the well-established algorithm K-
SVD [15]. In Section 4.3, we apply the SeMF algorithm to sparse nonnegative matrix
factorization using the dataset ORL [34] and compare it with one of the latest algo-
rithms designed for this problem. Finally, in Section 4.4, we illustrate the versatility
of our SeMF algorithm by adding various constraints to the factorization of the swim-
mer dataset [35] to achieve improved quality.
In the four sets of numerical experiments, we will examine the performance of our
SeMF algorithm using different measures of accuracy according to different purposes
of experiments and different features of problems. Specifically, in Section 4.1 we use
the residual error (i.e., ‖M −XY ‖F and ‖M −UV ‖F ) to examine the convergence
behavior of our adaptive penalty parameter update scheme. In Sections 4.2 and 4.4,
we examine the accuracy of recovering “ground-truth” in given datasets in order to
compare algorithms’ recovery quality. In Section 4.3, the problem is to find base
features for face images for which there is no “ground-truth”. In this case, we measure
the solution quality by SNR which is often used in image processing literatures.
All numerical experiments were run under Matlab version 8.0 (R2012b) on a
Thinkpad laptop computer with an Intel Core i5 processor at 2.5GHz with 8GB RAM.
The basic default setting of our SeMF algorithm is as follows. Throughout our
experiments, we always use the exact formula (8a) and (8b) in place of (7a) and (7b)
to update X and Y in Algorithm 1. We set the maximum number of iterations to
maxiter = 1000 and the tolerance value to tol =1e-06, unless otherwise specified.
In any comparison run, we always use the same random initial guess to start all tested
algorithms. In Algorithm 2 (adaptive penalty parameter update scheme), unless oth-
erwise specified we always use the default parameter values
µ = 2, ν = 5 and ε = 5× 10−4. (25)
We will justify these default values in the next section based on empirical evidence
from numerical experiments. In addition, in Algorithm 1 we initialize penalty param-
eters to the default value α = β = ‖M‖F /100 except in Section 4.1 below where
we vary initial values for these two penalty parameters.
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4.1 Validating Adaptive Penalty Update Scheme
To evaluate the effectiveness of our adaptive penalty parameter update scheme given
in Algorithm 2, we conduct a set of tests using synthetic data to compare the behavior
of our SeMF algorithm with and without the adaptive scheme.
For each test instance, we randomly generate a matrix X ∈ R40×60 using the
Matlab commend randn while each column ofX is normalized to unit `2-norm. We
then construct a sparse matrix Y ∈ R60×1500 so that each column of Y has 3 non-
zeros in random values (using randn) and at random locations. Then we synthesize
the 40×1500 “exact” data matrix as the productM = XY . In this case, the structure
sets are X = {X : ‖Xj‖2 = 1,∀j} and Y = {Y : ‖Yj‖0 ≤ 3,∀j}. We will
conduct several tests based on this synthetic data to demonstrate the effectiveness
of the proposed adaptive scheme and discuss how the parameters µ, ν, and ε in the
penalty update scheme affect the ADMM algorithm’s performance.
First, we focus on the behavior of our SeMF algorithm with and without the
adaptive scheme when started from different initial values for α and β. In this test, µ,
ν, and ε are set to their default values as in (25).
We test on 3 pairs of initial penalty parameter values
(α, β) = 101−2k × ‖M‖F × (1, 0.1), k = 1, 2, 3.
For example, (α, β) = (3.873× 10−3, 3.873× 10−4) for k = 1. Based on empirical
evidence, we set α = 10 × β since such a choice tends to give better convergence
results for fixed penalty values in a proper range.
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Fig. 1 Convergence history of ‖M−UV ‖F and ‖M−XY ‖F produced by Algorithm 1 with fixed and
adaptive penalty parameters for 3 pairs of different penalty parameter values. In each plot, the two dashed
lines are with fixed penalty parameters and the two solid lines are with the adaptive penalty parameter
scheme.
It should be evident from Fig. 1 that the adaptive updating strategy indeed dramat-
ically improves the robustness of Algorithm 1 with respect to the choices of penalty
parameters. With the adaptive scheme it succeeded in all 3 cases whose parameter
values span a wide range in magnitude. We believe that this robustness represents a
major advantage for our adaptive strategy.
We mention that all the conditions in Algorithm 2 can be encountered, but the
frequencies of their occurrences are situation-dependent. Take the left-most plot of
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Fig. 1 as an example. Because of the small initial parameter values, Cases 1 and 3a in
Algorithm 2 never occur. Instead, Cases 2a or 2b occasionally occur when at least one
inequality of (12) is satisfied. Conversely, for the case in the right-most plot of Fig. 1
where initial parameters are large, Case 1 occurs early at the 50th iteration since large
penalties result in nearly equal values of ‖M−UV ‖F and ‖M−XY ‖F which make
(11) to be satisfied. Later Case 1 occurs again at around the 150th iteration because by
then the penalties are still relatively large. Afterwards, the algorithm starts converging
at a steady and fast linear rate.
Next we focus on examining how µ, ν, and ε affect the algorithm’s performance,
and conduct numerical experiments to help find appropriate default values.
We first consider the parameter µ > 1 which is for increasing the penalty pa-
rameter α (or β) to µα (or µβ) when appropriate conditions are met. We start the
SeMF algorithm with the relatively small initial penalty parameter values (α, β) =
10−3 × ‖M‖F × (1, 1) and observe how different values of µ will impact the algo-
rithm’s convergence, while fixing other two parameters at their default values ν = 5
and ε = 5 × 10−4, respectively. Over many randomized runs with different random
starting points, we present a set of typical convergence history results with 3 different
µ values (µ = 1.2, 2.0 and 4.0) in Fig. 2.
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Fig. 2 Convergence history of ‖M −UV ‖F and ‖M −XY ‖F produced by Algorithm 1 with different
µ values in Algorithm 2 (the adaptive penalty parameter scheme). In each plot, the two dashed lines are
with fixed penalty parameters and the two solid lines are with Algorithm 2.
We observe from Fig. 2 that convergence was slower for the smaller value of
µ = 1.2, which makes a smaller amount of change in penalty parameters for each
update. On the other hand, we have found that µ > 3 seems to lead to a loss of
robustness. That is, as µ becomes larger than 3, over many randomized runs the ob-
served instances where the algorithm does not reach an “exact” solution increases
notably. To strike a balance between speed and robustness, we consider µ ∈ (1, 3]
to be appropriate, and opt for µ = 2 as the default value. In this set of experiments,
we observe that Cases 2 and 3b in Algorithm 2 play a large role in achieving good
convergence. Specifically, condition (12) is satisfied frequently and the two penalty
parameters are increased again and again.
For the parameters ν and ε, we also designed and conducted experiments similar
to those for the parameter µ. After experimenting on wide ranges of values, we have
settled at the default values of ν = 5 and ε = 5× 10−4 to be used in Algorithm 2.
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4.2 Learning Dictionary for Sparse Representation
In recent years, there is a growing interest in the study of dictionary learning for
sparse representations of signals. Roughly speaking, we say that a signal y ∈ Rm
admits a sparse representation under a dictionary D ∈ Rm×n if one can find a
linear combination of “a few” columns (atoms) from D that is “close” to the sig-
nal y. Sparse representations serve useful purposes in many signal processing tasks,
and a key to success is to have a sufficiently good dictionary. In many situations, a
good dictionary, such as a wavelet basis, is known a priori. Most earlier works in
this field have been done based on this premise, and algorithms have been devel-
oped to reconstruct signals from a given dictionary and associated measurements.
Such algorithms include, but not limited to, Matching Pursuit (MP) [36], Orthogonal
Matching Pursuit (OMP) [37–40], Basis Pursuit (BP) [41] and the Focal Under-
determined System Solver (FOCUSS) which use different sparsity measure `p-norm
(0 ≤ p ≤ 1) [42–45]. More recently, there is a growing body of works without as-
suming that a dictionary is known. Instead, a dictionary is constructed for training
data using learned techniques such as K-means [46], Maximum Likelihood Meth-
ods (ML) [47–50], Method of Optimal Directions (MOD) [51–53], Maximum A-
posteriori Probability (MAP) [54–56], K-SVD [15], or Online Dictionary Learning
(ODL) [16], for example. Under favorable conditions, learning the dictionary instead
of using off-the-shelf bases has been shown to dramatically improve signal recon-
struction.
Dictionary learning for sparse representation can be formulated as a Structured-
enforced Matrix Factorization (SeMF) problem. Here we will change our notion to
the one more popular in the literature of dictionary learning. We denote a training
dataset by Y (in place ofM ), a dictionary byD (in place ofX) and a sparse represen-
tation by X (in place of Y ). The corresponding SeMF model (1) takes the following
form,
min
D,X
||Y −DX||2F s.t. D ∈ D, X ∈ X , (26)
where,
D = {[d1, · · · , dp] ∈ Rm×p : ‖di‖2 = 1,∀i = 1, · · · , p},
X = {[x1, · · · , xn] ∈ Rp×n : ‖xi‖0 ≤ k,∀i = 1, · · · , n}.
(27)
Both D and X are easily projectable sets so that we can apply our SeMF algorithm
to (26) without difficulty.
We compare our SeMF algorithm with the well-established K-SVD algorithm [15]
on synthetic signals constructed as in the experiments in [15]. The operations of K-
SVD consist of two alternating stages: an SVD stage and a sparse-coding stage. The
main computational cost is with the latter stage which is performed by using an or-
thogonal marching pursuit (OMP) algorithm. In our comparison, we use the Matlab
code KSVDBox (v13)1 that calls the package OMPBox (v10) [40] for doing OMP
operations.
Generation of the data: A random matrix D (referred to later on as the gener-
ating dictionary) of size m × p is generated, consisting of normally distributed iid
1 Available at http://www.cs.technion.ac.il/˜ronrubin/software.html.
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entries with mean zero and variance one, each column of which is normalized to a
unit `2-norm. Then n signal samples of dimension m are produced, each a linear
combination of k different generating dictionary atoms, with uniformly distributed
iid coefficients in random and independent locations. White Gaussian noise is added
to the resulting data signal samples. We denote the generated signal samples as Y .
Evaluation of computed dictionaries: The quality of a computed dictionary,
D˜, is evaluated against the generating dictionary D. This comparison is done by
sweeping through columns of the generating dictionary and finding the closest one
(in `2-norm) in D˜, measuring the distance via the formula
dist(dj , D˜) = min
i=1,··· ,p
(
1− |dTj d˜i|
)
. (28)
Then define the distance between the two dictionaries by the mean
dist(D, D˜) =
1
p
p∑
i=1
dist(dj , D˜), (29)
As is defined in [15], we say that the atom dj is successfully recovered if the distance
dist(dj , D˜) ≤ 0.01.
Setting of the tests: In SeMF algorithm we use the default setting except using
maxiter = 500. In K-SVD algorithm, we set maxiter = 200 as was used in the
paper [15] (most tests terminate within 100-150 iterations). In this experiment, we
perform three sets of tests where the dictionary size is always set to (m, p) = (20, 50).
Unless specified otherwise, we set sparsity k = 3, and add white Gaussian noise to
generated sample so that the signal-noise ratio SNR = 20.
In the first test, we vary the sample size n from 200 to 1000 with increment
50, compute the percentage of recovered atoms of the generating dictionary and the
distance between the learned and generating dictionaries defined in (29), and record
computing time used by SeMF and K-SVD algorithm, respectively. For each quantity,
we report the average of 20 runs starting from the same random initial points for the
two methods. The results are the three plots in Fig. 3.
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Fig. 3 Performance of SeMF and K-SVD on dictionary learning with different sample sizes
The essential observation from Fig. 3 is that in this test set SeMF tends to perform
better than K-SVD in a consistent manner when the number of sample is relatively
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small. As the number of samples increases, the performances of the two eventually
become indistinguishable in terms of quality of recovery. In terms of computing time,
the tendency appears to be that SeMF would eventually become more expensive than
K-SVD as the sample size continues to increase. We do mention that the dominant
computational task (sparse coding) in K-SVD is coded in C language, while SeMF is
coded entirely in Matlab. In addition, we note that in this test there is really no need
to use sample sizes much larger than n = 500 at which level SeMF is still faster than
K-SVD is.
In the second test, we vary the sparsity level from k = 1 to 11 and find the smallest
number of samples needed to recover at least 90% of the generating dictionary. At
each sparsity level k, we start from sample size n = 200 and run SeMF and K-
SVD each 10 times with different random starting points, and then record the average
recovery rate in percentage. If the average is less than 90%, we increase the number of
samples by 50 and repeat the process, until both SeMF and K-SVD reach the average
recovery rate of 90%. The results from this test are given in Fig. 4, which show that,
to learn those tested dictionaries, SeMF tends to require considerably less samples
than K-SVD does. Since it needs less samples, SeMF is faster than K-SVD when
sparsity level k becomes relatively large. We present results for varying sparsity level
from k = 1 to 11 because for k ≥ 12, both algorithms fail to recover 90% of the
dictionary atoms. no matter how many samples are taken and how large the number
of maximum iterations is set. In fact, K-SVD already fails at k = 11 and Fig. 4
contains no statistics for K-SVD at k = 11.
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Fig. 4 SeMF and K-SVD: Sample size needed for 90% recovery rate vs sparsity
In the third test, we generate sample datasets with SNR level varying in the range
(10, 20, 30,∞) in order test the performance of SeMF and K-SVD with respect to
noise in data. For each instance we do 100 random trials and record the number of
recovered atoms in each trial. These 100 numbers are then sorted into 5 groups of 20
and the average values are taken for all five group. Following what is done in [15],
we plot these five average numbers of successfully recovered atoms for both SeMF
and K-SVD in Fig. 5. Recall that there are 50 atoms in total for all the generating
dictionaries. Hence, the number 40, for example, implies a 80% recovery rate.
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Fig. 5 Number of recovered atoms by SeMF and K-SVD with noisy data
The plot in Fig. 5 suggests that in this test SeMF demonstrate a slightly higher
degree of robustness than K-SVD do when there is noise in data, especially when the
noise level is relatively high (SNR = 10).
4.3 Factorizing Face Images from ORL database
Lee and Seung [7] find that nonnegative matrix factorization (NMF) produces part-
based representations when applied to the CBCL face image database2. However, it is
noted by Hoyer [10] that when applied to the face images in the ORL database [34],
which are not well aligned, the resulting representations appear to be rather global
and holistic. Numerous sparsity constraints have been proposed to be added to NMF
in order to promote part-based representations.
The ORL database contains 400 face images of the resolution 92× 112 = 10304
pixels. These face images form the training data matrix M of size 10304 by 400. In
the computational experiments of [10, 13], the number of basis vectors in X is set
to 25. Hence the sizes of X and Y are 10304 × 25 and 25 × 400, respectively. We
use the same setting to test our SeMF algorithm on the ORL database via solving the
following problem,
min
X,Y
||M −XY ||2F s.t. X ∈ X , Y ∈ Y, (30)
where,
X = {X : Xij ≥ 0, ‖Xj‖0 ≤ k, ∀ i, j}
Y = {Y : Yij ≥ 0,∀ i, j}.
(31)
As in [10], we run tests for three values of sparsity k (the number of nonzero pixels),
corresponding to 33%, 25% and 10% of the total number of pixels per image (10304).
2 http://cbcl.mit.edu/projects/cbcl/software-datasets/
FaceData1Readme.html
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In SeMF, we set the maximum number of iterations to maxiter = 500 and choose
initial penalty parameter value α = β = 0.3‖M‖F .
We do a comparison between our SeMF algorithm and a recent algorithm by
Peharz and Pernkopf [13], implemented in a Matlab package called NMF`0 (in which
only the function NMF`0-W is relevant to our tests)3, which has been reported to
produce good results and to be faster than the earlier algorithm of Hoyer [10]. In our
experiment, we use the default setting of the code NMF`0 without any change.
Fig. 6 shows the computed basis vectors in a particular run, reshaped into 92 ×
112 images, returned by SeMF and by NMF`0 in a typical run, with the three columns
corresponding to the three sparsity levels at 35%, 25% and 10%. For a better visual
effect, we have reversed the pixel values so that dark pixels indicate high values and
white pixels indicate low ones.
SeMF   L0: 33.00% SeMF   L0: 25.00% SeMF   L0: 10.00%
NMFL0−W   L0: 33.00% NMFL0−W   L0: 25.00% NMFL0−W   L0: 10.00%
Fig. 6 Basis images computed by SeMF (row 1) and NMF`0 (row 2) at the 3 sparsity levels.
We see from Fig. 6 that the images from the two methods are visually similar.
As the basis images becomes sparser, they naturally also become more part-based.
To quantify the solution quality and running time, we make 10 random runs and
compute the average running time and average SNR, as is done in [13], where SNR
is defined in db as
SNR = 20 log10
‖M‖F
‖M −XY ‖F .
3 Available at: http://www.spsc.tugraz.at/tools/nmf-l0-sparseness-constraints.
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In Table 1, we tabulate the average SNR (in db) and average running time (in second).
While the SNR values are close (with a slight advantage towards SeMF), we observe
that SeMF takes considerably less time than NMF`0 does on these test problems.
Table 1 Comparison of reconstruction quality in terms of SNR, and running time for SeMF and NMF`0
[13]when the same `0-sparseness is enforced.
Method `0 SNR Time `0 SNR Time `0 SNR Time
NMF`0 33% 14.945 399.88 25% 14.832 294.35 10% 14.237 128.94
SeMF 33% 14.973 76.59 25% 14.858 74.42 10% 14.291 75.65
It is interesting to note that the gap in running time widens as the number of
nonzero entries in basis images increases. The running time of NMF`0 is roughly
linearly proportional to the number k since a major operation in the algorithm is
component-wise multiplication of sparse matrices. On the other hand, the running
time of SeMF is independent of k. However, we note that the update formulas (8a)
and (8b) both require solving linear systems of size p × p where p is the number
of basis vectors in X . In the current tests p = 25 which is negligible relative to
m = 10304. When p becomes relatively large, the speed advantage of SeMF should
diminish to some extent.
4.4 Factorizing the Swimmer Dataset
The Swimmer Dataset [35] consists of 256 images of resolution 32×32, representing
a swimmer built by an invariant torso and 4 limbs. Each of the 4 limbs can be in
one of 4 positions and the dataset is formed of all combinations. Some images are
shown in Fig. 7 depicting eight stick figures with four limbs. Hence, the ground truth
decomposition is known for this dataset, i.e. each image is comprised by 5 of the 17
distinct non-overlapping basis images (or parts), as are shown in Fig. 8.
Fig. 7 Sample images from the Swimmer database; illustrating different articulations of limbs.
A central question here is that given enough samples like those shown in Fig. 7,
can and how one recover the “ground truth” basis images given in Fig. 8 in an exact
order? By “an exact order”, we mean that each row should include all four possible
positions of a limb. To see this clearly, we look at Fig. 9 where the 17 basis images
are grouped into five natural groups so that each swimmer sample consists of five
images each coming from one of the five groups. This is precisely a combinatorial
property discussed on Section 3.2.
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Fig. 8 The seventeen basis images of the Swimmer Dataset
(a) (b) (c) (d) (e)
Fig. 9 Five natural groups of the 17 basis images
So far, numerous papers have tried their algorithms on the Swimmer Dataset with
a varying degree of success (or failure). Like the plain NMF model [7], the code
called Nonnegative Sparse Coding (NNSC) [8] typically recovers most of 16 limbs
together with a shadow torso attached, and has trouble to recover a clean torso with-
out some limb attached. An algorithm called Localized NMF (LNMF) [9,57] imposes
penalization on the encoding matrix vectors (columns of Y in our notation) and lo-
cality constraints on the basis matrix (X in our notation) aiming to extract binary-
like, quasi-orthogonal basis images. Algorithm NMFsc (NMF with sparseness con-
straint) [10] adds sparsity constraints to classical NMF using a particular sparseness
measure. Algorithm nsNMF (Non-smooth NMF) [11] also adds a non-smooth cost
function to promote sparseness which then is smoothed with a parameter controlling
the degree of smoothness. These algorithms, LNMF, NMFsc and nsNMF, can ex-
tract a cleaner torso, but not completely eliminate torso ghosts in limbs. In [58], a
rather general framework called Constrained Sparse Matrix Factorization (CSMF) is
proposed including a special case of CSMF, called CSMFnc that handles nonneg-
ativity. The model Structured Sparse Principal Component Analysis (SSPCA) [12]
utilizes a regularization function introduced in [17], which influences not only the
number of nonzeros (in X) but also the whereabouts of them. In a recent work [14],
the authors propose models called spatial NMF and spatial nonnegative component
analysis (Spatial NCA) using so-called pixel dispersion penalty to favor spatially lo-
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calized basis images. Utilizing enough properties of the ground truth images, these
latest algorithms, CSMFnc, SSPCA, Spatial NMF and Spatial NCA, can
successfully recover the ground truth basis images (more details of some of these
results can be found in [14,58]). Furthermore, the Swimmer Dataset satisfies the sep-
arability assumption [35]. There exist numerous algorithms for separable and near
separable NMF (including Hottopixx [59], SPA [60], XRAY [61] and the new LP
model [62], for example). These models can extract most ground truth limbs, but
they have difficulty to recover a clean torso because the nonnegative rank of M is
16 instead of 17 (an analysis and more details can be found in [62]). However, it
is worth emphasizing that these recovered ground truth basis images are usually not
grouped in “an exact order” as is defined above.
For the Swimmer Dataset, the SeMF problem takes the form:
min
X,Y
‖M −XY ‖2F s.t. X ∈ X ⊆ R1024×17, Y ∈ Y ⊆ R17×256, (32)
where definitions of structure sets X and Y will depend on what prior information
we impose. We mention that, as in all of the previous tests on Swimmer Dataset, all
256 distinct samples are included in the sample matrix M which is 1024× 256.
We test our SeMF algorithm on the Swimmer Dataset with several choices of X
and Y . Throughout the tests, we set maxiter = 2000, tol = 10−6, and initialize
penalty parameters to (α, β) = (1, 1) × ‖M‖F /100, while all other parameters are
in default setting.
4.4.1 Sparse NMF
We first try the standard sparse NMF: nonnegativity on X and Y plus sparsity on
Y , all column-wise. It is known that the number of nonzeros of each Yj should be 5
(choosing 5 parts from 17 basis). In this case,
X = {X : Xij ≥ 0,∀ i, j},
Y = {Y : Yij ≥ 0, ‖Yj‖0 ≤ 5,∀ j}
(33)
Clearly, both X and Y are easily projectable sets (see Section 3). A typical output
from our SeMF algorithm is shown in Fig. 10(a). We observe that the outputs are
similar to results of any other algorithms when only imposing nonnegativity on X
and sparsity or nonnegativity on Y ; that is, the recovered torso is not clean and the
limbs have ghost torsos attached.
4.4.2 Sparse NMF with equal nonzeros
In the next experiment, we incorporate the information that since the samples are
simple sums of the basis images the nonzeros in Y should be equal. Thus we try the
following structure sets:
X = {X : Xij ≥ 0,∀ i, j},
Y = {Y : ‖Yj‖0 = 5,∀ j} ∩ ({Y : Yij = αj > 0,∀ Yij 6= 0} ∪ {0})
(34)
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(a) Sparse NMF (b) Sparse NMF with equal nonzeros
Fig. 10 SeMF Results for structure sets (33) and (34)
which permit easy projections, as is shown in Section 3. With these structure con-
straints we solve problem (32) by our SeMF algorithm, and plot a typical result
in Fig. 10(b). We observe that now a clean torso is recovered, but some limbs still
have ghost torso, similar to those results obtained by algorithms like LNMF [9, 57],
NMFsc [10] and nsNMF [11]. In addition, we mention that by imposing sparsity on
X and requiring the nonzeros in X to be equal, we can also obtain results similar to
Fig. 10(b).
4.4.3 Sparse NMF with orthogonality
Since the 17 basis images in Swimmer Dataset are non-overlapping, they are mutu-
ally orthogonal. We utilize just one piece of such orthogonality information to help
improve recoverability. Assuming that the torso is the 17th part, we require that all
limbs be orthogonal to it. In addition, we impose a known upper bound on the number
of nonzeros in the torso image which happens to be 17 as well. Together, the resulting
structure sets are:
X = {X : Xij ≥ 0, ‖X17‖0 ≤ 17, X1,··· ,16 ⊥ X17},
Y = {Y : Yij ≥ 0, ‖Yj‖0 ≤ 5, ∀j}.
(35)
In this case, a closed form of PX , the projection onto X , is still unknown to us. To ap-
proximate PX , we do a round of successive projections as follows: first nonnegativity
projections for all, then sparsity projection forX17, then orthogonality projections for
X1,··· ,16, and finally nonnegativity projections for X1,··· ,16 to eliminate any possible
violation in nonnegativity. It turns out, as numerical results show, that this approxi-
mation to PX works adequately well for Swimmer Dataset. A typical output of basis
images from our SeMF algorithm is plotted in Fig. 11(a), showing that all 17 ba-
sis images are successfully recovered. The quality of the solution is similar to that
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obtained by CSMFnc [58], SSPCA [12], Spatial NMF and Spatial NCA [14].
(For some reason still unknown to us, the central torso is typically extracted as the
17th part as is planned, even though it is not the only part satisfying the specified
structures.)
It is noticeable that the basis images in Fig. 11(a) are not in an exact order, hence
there is no group information recovered.
(a) Sparse NMF with structure (35) (b) Sparse NMF with structure (36)
Fig. 11 SeMF Results for structure sets (35) and (36)
4.4.4 Sparse NMF with combinatorial patterns
Finally we consider the combinatorial structure of Swimmer Dataset discussed earlier
in this section. We denote X17 as the central torso like in (35), and each 4 columns
of {X1, · · · , X16} as one limb group. Correspondingly, we divide the rows of Y into
five groups as well. It is known the 5 non-zeros in every column Yj are distributed
over the 5 groups with one nonzero in each group. As such we have the structure sets:
X = {X : Xij ≥ 0, ‖X17‖0 ≤ 17, X1,··· ,16 ⊥ X17},
Y = {Y : Yij ≥ 0, ‖(Yj)Gt‖0 = 1, t = 1, · · · , 5,∀ i, j}
(36)
where Gt = 4(t − 1) + {1, 2, 3, 4}, t = 1, 2, 3, 4, and G5 = {17}. We compute
the projection PX by the same approximation as for (35). The projection PY can
be exactly computed as is described in Section 3.3. A set of typical basis images
computed by solving (32) with (36) is presented in Fig. 11(b).
It is clear from Fig. 11(b), the recovered basis images are in an exact order, mean-
ing that for each limb the four possible positions appear in the same row. For example,
the third row in Fig. 11(b) consists of the 4 different positions for the right-top limb
corresponding to Fig. 9(b). To the best of our knowledge, so far there is no other
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algorithm that is designed to exploit combinatorial sparsity like our SeMF algorithm
does.
As we have purposely alluded to, the results presented are typical but not de-
terministic. Since we always start from random initial points and the problems are
nonconvex, a global minimum is by no means guaranteed in theory, even with out
dynamic penalty scheme which often helps escape from local minima in practice. In
our repeated testing, we do sometimes obtain less favorable results than those pre-
sented in Fig. 10 and Fig. 11. By our estimate, the overall success rate of our SeMF
algorithm in all the Swimmer dataset tests is about 90% or higher. In general, the
success rate goes up as we add more structural information. For example, we have
tried to add the equal nonzero constraint: Yij = αj > 0,∀Yij 6= 0 to the structure
set Y in (36) and do a succesive projection approximation. Out of a large number of
trials, we have not encountered any failure in getting the results in Fig. 11(b).
5 Concluding Remarks
In summary, we have accomplished the following tasks in this paper.
1. We have devised a versatile algorithmic framework, via the approach of variable-
splitting and ADMM, for solving a large class of structure-enforced matrix fac-
torization (SeMF) problems. To apply the algorithm, a user is only required to
supply one or two projection functions, either exact or approximate. To tackle
the critical issue of penalty parameter selection in ADMM, we have developed
an adaptive penalty parameter update scheme that frees a user, at least partially,
from the difficult task of selecting and tuning penalty parameters.
2. We have extensively tested our algorithm on several classes of problems. Empir-
ical evidence shows, rather convincingly, that the algorithm is quite effective in
solving all the tested problems. Its performance has been found to be competitive
with, often favorable to, some existing special-purpose algorithms representing
the state of the art.
Structured matrix factorization problems are generally highly nonconvex, and
problems in real-world applications can be much more complex and more difficult
to solve than the test problems used in this paper. Even though we have not inten-
tion to claim that the algorithm presented in this paper can be taken as a out-off-shelf
solver for any particular application without further careful work, we do believe that it
adds to the toolbox of structured matrix factorization a versatile and useful technique.
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