Abstract. We prove that logarithmic derivatives of certain twisted Hilbert class polynomials are holomorphic modular forms modulo p of filtration p + 1. We derive p-adic information about twisted Hecke traces and Hilbert class polynomials. In this framework we formulate a precise criterion for p-divisibility of class numbers of imaginary quadratic fields in terms of the existence of certain cusp forms modulo p. We explain the existence of infinite classes of congruent twisted Hecke traces with fixed discriminant in terms of the factorization of the associated Hilbert class polynomial modulo p. Finally, we provide a new proof of a theorem of Ogg classifying those p for which all supersingular j-invariants modulo p lie in F p .
Introduction
The class numbers h(−d) for −d < 0 are a source of many famously difficult problems. The class number one problem asks for the full list of discriminants −d < 0 that satisfy h(−d) = 1. This problem was eventually solved by Baker [Bak68] , Heegner [Hee52] , and Stark [Sta67] . More generally, the question of whether, for fixed k > 0, there are finitely many discriminants −d < 0 with h(−d) = k was posed by Gauss and later answered in the affirmative.
More recently, there has been a body of work studying the p-divisibility properties of the class numbers h(−d). Since h(−d) = # Cl(Q( √ −d)) is the order of a group, the question of p-divisibility of h(−d) is equivalent to the existence of elements of order p in the ideal class group Cl(Q( √ −d)). Although Cohen and Lenstra [CL84] predict a precise proportion of class numbers to be p-divisible, the best known lower bound, found by Soundararajan [Sou00] , falls far short of guaranteeing a positive proportion. The lower bound of Kohnen and Ono [KO99] on indivisibility of class numbers also falls far short of a positive proportion.
Since the best lower and upper bounds for p-divisibility of class numbers differ so greatly, it seems profitable to obtain a criterion that is equivalent to the question of whether p|h(−d) and that translates the question into one which can be answered by applying tools from the well-established theory of modular forms modulo p. Such a connection was critical to Kohnen and Ono's result. To motivate our criterion, we recall an analogous criterion for the divisibility of class numbers of cyclotomic fields.
Kummer was able to prove Fermat's Last Theorem for certain prime exponents called regular primes. A prime p is regular if it has the property that p divides the order of the cyclotomic class group Cl(Q(ζ p )), where ζ p is a p th root of unity. Kummer showed that p is regular exactly when p does not divide the numerator of any of the Bernoulli numbers B 2 , B 4 , . . . , B p−3 , where the Bernoulli numbers B k are defined by the power series expansion t e t −1 = ∞ n=0 B k t k [IR90] . While it is known that there are infinitely many irregular primes, the distribution of regular primes is not understood.
There exists a criterion for regularity of primes purely in terms of the existence of certain types of cusp forms in the graded algebra M of modular forms modulo p. In this paper, we will use · to indicate that an object is reduced modulo p. We denote the finite dimensional subspace of modular forms modulo p with filtration at most k and grading congruent to k modulo p − 1 by M k ⊆ M . See Section 2.1 for further details.
To connect Bernoulli numbers to modular forms, we recall the definition of the Eisenstein series. Let H denote the upper half-plane, and for k ∈ 2Z, let E k denote the weight k Eisenstein series, defined by
where σ m (n) = d|n d m and q = e 2πiτ for τ ∈ H throughout the paper. By Kummer's criterion on the numerators of Bernoulli numbers, we find that the normalization of E k is a cusp form in M k for some k ∈ {2, 4, . . . , p − 3} if and only if p is irregular. While this criterion may appear to be an abstract formulation of regularity with limited utility, Ribet [Rib76] uses this criterion to prove the converse to Herbrand's theorem, obtaining a more precise version of Kummer's condition for regularity by interpreting the congruence in terms of residual Galois representations of eigenforms. Mazur and Wiles [MW84, Wil90] extend Ribet's methods to derive important consequences for Iwasawa theory.
One limitation of this criterion is that it requires checking whether E k is a cusp form for many values of k in order to determine whether p divides # Cl(Q(ζ p )). It is also limited to detecting p-torsion in the group Cl(Q(ζ p )), rather than in general cyclotomic class groups.
We find an analogous criterion for studying p-torsion in Cl(Q( √ −d)). Moreover, we bypass both of the above limitations by defining a single q-series F d , independent of p, which plays the role of all the E k above. Indeed, we have the following theorem. Moreover, F d has an explicit description in terms of functions that arise naturally from the work of Borcherds and Zagier [Bor95a, Bor95b, Zag02] . Define the Kohnen plus-space of weight 1 2 to contain weakly holomorphic modular forms with trivial character that have Fourier coefficients supported where the exponents on q are 0 or 1 modulo 4. Borcherds defines a sequence of functions f d for d congruent to 0 or 3 modulo 4 to be the unique modular forms of the form . Note that the uniqueness of these forms comes from the structure theory for the Kohnen-plus space [Bor95a] . We take (1) to be our definition of the integers A(D, d). We have that
where ∆ is the weight 12 cusp form on SL 2 (Z) normalized to have leading coefficient 1. The first few f d have initial q-coefficients: Despite the seemingly chaotic properties of this grid of coefficients, we shall see that the grid contains many remarkable congruences as well as a surprising amount of additional information.
Remark 1. Singular moduli are the values of the j-function at the roots α Q ∈ H of integral binary quadratic forms Q. These values are algebraic integers, and their minimal polynomials are Hilbert class polynomials. An important paper of Zagier [Zag02] shows that the coefficients A(n 2 D, d) encode the twisted Hecke traces of singular moduli. For more information, see Section 2.2.
At first glance, there is no information about h(−d) encoded in this function, yet Theorem 1.1 shows that the question of p-divisibility for certain primes p ≥ 5 is answered by F d . Borcherds [Bor95a] connects the coefficients A(D, d) to Hilbert class polynomials, which are defined in terms of quadratic forms. We denote by Q d the set of (binary integral) quadratic forms
The group Γ = PSL 2 (Z) acts on Q d by a change of basis on X, Y by an element of Γ. We associate to each element [Q] of the finite set Q d /Γ the unique point α Q ∈ H such that (α Q , 1) is a root of some form Q in the equivalence class [Q] and α Q lies in the fundamental domain of Γ.
For −d < −4, we define the Hilbert class polynomial of discriminant d by
We define the twisted Hilbert class polynomial of discriminant −d < −4 and twist D > 0 by Remark 2. Zagier [Zag02] shows that H d,D ∈ Q( √ D)(j(τ )), and that the nontrivial element σ ∈ Gal(Q( √ D)/Q) maps H d,D to its multiplicative inverse.
Remark 3. The Hilbert class polynomials can also be defined more generally for −d < 0. Denote by ω Q the size of the stabilizer of α Q in Γ. Then
For −d < −4, we always have ω Q = 1. Since we work here only with −d < −4, we simplify the definition of H d .
We define the Θ operator on a q-series to be q d dq
. We then define
For D > 1 the quantity 
We can reinterpret Theorem 1.2 in terms of the twisted Hecke traces A(D, d). To state the theorem, we require some notation.
Let SS ⊆ F p 2 be the set of all j-invariants of supersingular elliptic curves defined over F p , leaving the dependence on p out of our notation. Let SS 1 ⊆ SS be the set of those supersingular j-invariants lying in F p . In particular,
As a consequence of (9), the list in (8) is a complete list of primes p ≥ 5 such that SS = SS 1 .
Ogg [Ogg75] proved that the primes p that appear in (8) are exactly those (other than 2 and 3) such that SS = SS 1 . We provide a new proof of this theorem, following work of Kaneko [Kan89] , and provide the concrete bound (9) on the number of supersingular j-invariants that can lie in F p . Example 2. We illustrate Corollary 1.5 by setting −d = −13, D = 19. The primes p = 5, 7, and 11 satisfy the conditions of the corollary for the pair (−13, 19). We check that
A(2 2 · 13, 19) = 1065892589744245239388924594582357245696000 ≡ 0 (mod 5 · 7 · 11), as expected.
Remark 6. Ogg's proof depends critically on his ability to characterize those modular curves X 0 (p) which are hyperelliptic. To obtain this characterization, Ogg studies the automorphism groups of these modular curves. He uses the Deligne-Rapoport model [DR73] of X 0 (p) modulo p and a correspondence between supersingular points and Weierstrass points, which are zeros of the Wronskian of the basis of weight 2 forms on Γ 0 (p). Our proof completely bypasses this algebraic geometry by studying the space of modular forms modulo p of level 1 and filtration p + 1. The connection to Ogg's approach is that the space S 2 (Γ 0 (p)) modulo p is S p+1 modulo p, in that their elements have identical q-series.
It is also interesting to study the pairs (−d, D) for which L d,D maps onto a distinguished point of the image. A natural choice to consider is the Eisenstein series E p+1 , which is congruent to E 2 modulo p as seen in the Swinnerton-Dyer theory [SD73] .
For example, observe that
Examining the coefficients of f 1447 , one also finds that A(n 2 , 1447) ≡ 4 (mod 139) for all n with 139 n. This behavior is typical of a general phenomenon illustrated by our characterization in Theorem 1.6 of the conditions under which L d is congruent to a multiple of E p+1 modulo p.
Notice that in the factorization of H 1447 modulo 139, given by
every factor except that corresponding to ρ = 1728 ≡ −79 (mod 139) appears with the same multiplicity. One might be led to guess that the factorization of H d modulo p is a multiple of E p+1 precisely when each factor modulo p appears with the same multiplicity, with possible exceptions at ρ = 0 or ρ = 1728. The precise answer requires some notation. Deligne's factorization of E p−1 , discussed in Section 2.1, shows that E p−1 vanishes exactly at the set SS. Using this in conjunction with Deuring's theorem on supersingular reductions of elliptic curves with complex multiplication discussed in Section 2.3 we in fact know that H d,D always factors into a product
There is an ambiguity of sign of certain exponents
corresponding a choice of prime ideal over p. As explained in the proof of Lemma 3.1, our discussion is with respect to a fixed choice of prime p over p of Q( √ D). When a choice of prime over p is made for two twists, D and D , as in Theorems 1.10 and 1.11, we will explicitly work with a choice of prime p
. A special consideration arises at j-invariants corresponding to the points i and e 2πi 3 , which have nontrivial stabilizers under the action of PSL 2 (Z) on the upper half-plane. The corresponding values of the j-function are 1728 and 0. For supersingular reductions of the corresponding CM elliptic curves, we add a scaling factor ω ρ defined to be 3 if ρ = 0 and 2 if ρ = 1728. Otherwise, we set ω ρ = 1. We then define Exp to be the F p -vector space consisting of vectors (ω ρ e ρ ) ρ∈SS with e ρ ∈ F p .
We define a vector in Exp to be flat if it is of the form ( ) ρ = ( , . . . , ) for some ∈ F p . We define the vector of exponents
, this definition is with respect to a fixed choice of prime of Q( √ D) over p.) We also set e d = e d,1 . In this language, we state a simple criterion for L d to be congruent to a multiple of E p+1 modulo p. We also mention consequences that follow from the work of Baker [Bak98] discussed in Section 2.4. Theorem 1.6. Suppose that −d < −4 and p ≥ 5 is a prime good for −d. Then the following are equivalent. (1) For all supersingular elliptic curves E, we have L *
(mod p). (2) For all supersingular elliptic curves E defined over F p , we have:
which happens if and only if e d,D ≡ 0 (mod p).
We can also obtain a lower bound on the class number for a congruence of the type described by Theorem 1.6 to hold.
Let P d denote the F p -vector space of polynomials of degree ≤ d over F p . There is a notion of an "associated polynomial" for a modular form in M k discussed in Section 2.1. This defines a map
The set SS is stable under the Frobenius automorphism σ, as will be shown in Lemma 3.1. By permuting the conjugate elements of the basis of Exp, the Frobenius automorphism extends to a linear involution that we will also denote by σ. We define Exp * to be the subspace fixed by σ and define M * p+1 to be the image of Exp * in M p+1 via the map defined in the proof of Theorem 1.2
(the image is independent of the choice of α ∈ F p ). We define Exp * ⊥ ⊆ Exp to be the subspace of vectors v such that σv = −v and M * ⊥ p+1 to be its image in M p+1 , also under the map defined in the proof of Theorem 1.2. We obtain a decomposition
It is natural to ask whether the map taking the set of twisted Hilbert class polynomials H d,D such that p is good for (−d, D) to the reduction modulo p of their logarithmic derivatives surjects onto M p+1 . This question leads us naturally to consider the images of Exp * and Exp * ⊥ in M p+1 , as in the following. Theorem 1.8. Fix a prime p. For α ∈ F × p and β ∈ F p 2 \F p such that β 2 ∈ F p , we obtain associated commutative diagrams of F p -vector spaces
, with isomorphisms as indicated. These families of diagrams collapse under the projectivization functor P(·) into two diagrams of projective spaces over F p given by
and
Moreover, the images of Pλ and Pµ are disjoint projective linear subspaces. In fact, We apply the methods and results of this paper to obtain some consequences for p-adic properties of twisted Hilbert class polynomials. For small class numbers, Theorem 1.2 allows us to determine the residue classes of the twisted Hilbert class polynomials H d,D . We can also use an argument similar to that used in Theorem 1.2 to show that the inverses of certain Hilbert class polynomials are congruent to holomorphic modular forms modulo p.
In order to formalize the notion of congruence between twisted Hilbert class polynomials, we need to define when two Laurent series 
Let 
Remark 9. In a manner analogous to Remark 4, we obtain congruences by applying the Hecke algebra to the forms obtained from Theorem 1. 
for some constant η > 0, independent of p and D. The notation O p means that the implied constant may depend on p.
The paper is organized as follows: In Section 2, we describe the theory of modular forms modulo p in connection with supersingular elliptic curves, as well as the Borcherds-Zagier products for H d,D . In Section 3, we prove Theorems 1.1 and 1.2. We first use Deuring's theory of supersingular reductions of elliptic curves with complex multiplication to identify poles of L d . We cancel out these poles modulo p using Deligne's theorem on supersingular j-invariants. In Section 4 we provide a new proof of Ogg's theorem using a bound of Kaneko. We prove Theorem 1.6 in Section 5 by showing existence and uniqueness of the solutions to the congruence L d ≡ −h(−d)E p+1 (mod p) via computations in M . In Section 6, we prove the isomorphisms in (14). We prove Theorems 1.10 and 1.11 in Section 7. We provide explicit examples to demonstrate all of the phenomena described in the paper in Section 8.
Preliminaries
In Section 2.1 we describe the theory of modular forms modulo a prime p, as well as Deligne's factorization of E p−1 modulo p. In Section 2.2, we provide Borcherds' theorem on representing (1) E p−1 ≡ 1 (mod p) and While we used K = Q for simplicity, given any algebraic number field K and prime ideal p ⊆ O K , we may define modular forms over (O K /p) [[q] ] in an identical manner. Replacing F p with O K /p, Theorem 2.1 holds.
Swinnerton-Dyer defines the filtration ω( f ) of a modular form f modulo p to be the least weight of a modular form g ∈ M such that the reduction g is f . Note that modulo p − 1, the filtration matches the grading.
The space M p+1 will be of particular interest. We have
We also have that
We will also be interested in relating the supersingular j-invariants to the space of modular forms modulo p. Any modular form f (τ ) can be written uniquely in the form
) with m ∈ Z ≥0 , δ ∈ {0, 1, 2} , and ∈ {0, 1} for some polynomial F (f, x) of degree ≤ m. Here j is the Klein modular function.
The following result of Deligne [KZ98] precisely determines the zeros of F (E p−1 , j(τ )). As in Section 1, denote by SS the set of j-invariants modulo p.
Theorem 2.2. We have
Note that if f (τ ) = E p−1 , the corresponding value for m is exactly
. Thus we can extend (20) to (22) dim(Exp) = #SS = p + 1 12 . For fundamental discriminants satisfying −d < −4, this is equivalent to the usual class number. Borcherds [Bor95a] proved that the Hilbert class polynomials can be written as an infinite product involving the coefficients of the f d 's. Theorem 2.3. For any choice of −d < 0, the polynomial H d defined in (4) can be written as
Theorem 2.3 shows that most of the information about the coefficients of the Hilbert class polynomials are encoded in the coefficients A(n 2 , d). Nevertheless, the A(n 2 , d) a priori do not give any information about the class number h(−d). Theorem 1.1 reveals that the coefficients A(n 2 , d) together with knowledge of the modular forms modulo p with filtration p + 1 already determine whether p|h(−d) for suitable primes p.
Zagier [Zag02] generalized Borcherds' product to the twisted setting.
Theorem 2.4. For any coprime fundamental discriminants d, D > 0, the polynomial H d,D defined in (5) can be written as
where
Zagier [Zag02] relates the coefficients A(n 2 D, d) to twisted Hecke traces of singular moduli. We define a sequence of functions J n (τ ) by setting J n (τ ) to be the unique modular function on SL 2 (Z) with q-series
at the cusp. Then the twisted Hecke traces t m (d, D) for coprime fundamental discriminants d < 0, D > 0 are defined by
Zagier proves that
As a final remark, the weights ω Q are nontrivial only when d = 3 or 4. For the remainder of the paper, we will consider only −d < −4. In this case the Hurwitz-Kronecker class number H(−d) is the usual class number h(−d) and the Hilbert class polynomials are exactly
2.3. Deuring's Theorem. We make use of a theorem of Deuring [Deu41, Lan87] that classifies the supersingular reductions of elliptic curves with complex multiplication.
Theorem 2.5. Let E be an elliptic curve over a number field K with complex multiplication by the endomorphism ring O Q( √ −d) and let P be a prime ideal lying over p. If E has good reduction at P, then the reduction of E modulo P is supersingular if and only if p does not split in Q( √ −d).
We also note that for any rational prime p, any complex multiplication curve over K has a model with good reduction at some prime P of K over p.
2.4.
Baker's Theorem. Fix a prime p. In view of Theorem 1.6, we are interested in the values of E p+1 at supersingular elliptic curves in order to provide information about L d . Baker's theorem [Bak98] provides a restricted set of possible values for E p+1 .
Theorem 2.6. If p ≥ 5 is prime, then
Moreover, Baker calculates explicit values of ∆ p 2 −1 12
at supersingular elliptic curves defined over
Theorem 2.7. If p ≥ 5 is prime, and if E is a supersingular elliptic curve defined over F p 2 , we have
Combining these two theorems gives us explicit values of (E p+1 ) p−1 at supersingular elliptic curves defined over F p 2 .
Corollary 2.8. If p ≥ 5 is prime, and if E is a supersingular elliptic curve defined over F p 2 , we have
3. Proofs of Theorems 1.1 and 1.2
Here we prove Theorem 1.1 and Theorem 1.2 using the theory of modular forms modulo p. 
By Theorem 1.2, then there exists a modular form
For the converse, suppose that there exists a cusp form
The left hand side of this expression, a constant, is a modular form of grading 0 ∈ Z/(p − 1)Z, unless p|h(−d). The right hand side is a modular form of grading 2 ∈ Z/(p − 1)Z. Thus, we must in fact have p|h(−d).
Thus to prove Theorem 1.1, it suffices to prove Theorem 1.2. For this we will need the following lemma.
Lemma 3.1. The Frobenius automorphism σ acts as an involution on the set SS of supersingular j-invariants modulo p. Moreover, the twisted Hilbert class polynomials have divisors supported on SS.
The
Proof. The supersingular j-invariants are the roots of the polynomial F (E p−1 , j(τ )) and possibly 0 or 1728. The coefficients of
and thus the image of a root under the Frobenius automorphism σ is also a root. Since SS ⊆ F p 2 and 0 and 1728 are self-conjugate, σ preserves the set SS. Thus the Frobenius automorphism, which is an involution on F p 2 , acts as an involution on SS.
For every quadratic form Q of discriminant −dD, the endomorphism ring of the elliptic curve C/ 1, α Q is O Q( √ −dD) . Let P be a prime ideal lying over p in the minimal Galois extension K d,D of Q containing the j(α Q ) for all Q ∈ Q dD . By Theorem 2.5, the reductions modulo P of elliptic curves with j-invariant j(α Q ) are supersingular whenever p is good for the pair (−d, D) . Hence when p is good for the pair (−d, D) , the reductions of j(α Q ) over P are exactly the reductions of supersingular j-invariants over p.
Although the values of the reductions of j(α Q ) modulo P are dependent on the choice of P, we are only concerned with reductions of H d,D and L d,D . The former has coefficients in Q( √ D), so there is ambiguity only over the choice of prime over p if p splits in Q( √ D), and none if p is inert. If p is split, our discussion will be with respect to a fixed prime p of Q( √ D) over p and (although the reduction is unaffected by this choice) a fixed prime P of K d,D over p. If p is inert, we fix any prime P of K d,D over p. The latter function L d,D has a q-series with integer coefficients, so its reduction does not depend on the choice of prime P of K d,D over p and lies in F p -we will assume a fixed choice of P in our discussion. We will hereafter write modulo p where we mean modulo P for a prime P over p fixed in the manner just described.
When p is good for the pair (−d, D) , the numerator and denominator of the rational function
factor into linear terms (x − ρ) over Proof of Theorem 1.2. Theorem 2.4 shows that
.
From this and (7) we obtain
In particular, L d,D has integer coefficients, and thus has a unique reduction modulo p.
We also have, from (26),
is a meromorphic modular form of weight 2. We would like to show that the reduction of L d,D modulo p is in M p+1 . We do so essentially by showing that the denominator of L d,D modulo p divides E p−1 . As before, we define SS 1 to be the set of supersingular j-invariants lying in F p . Using Lemma 3.1, we also define SS 2 to contain a single representative for each conjugate pair of supersingular j-invariants lying in F p 2 . 
where a ρ , b ρ ∈ F p are the coefficients of the minimal polynomial of ρ ∈ SS 2 and m ρ is the multiplicity of the root ρ in the factorization of H d (mod p).
Note that when we compute the reduction of the right hand side of (29) modulo p, we implicitly choose a prime ideal lying over p in Q( √ D). By (27), the left hand side of (29) has integer coefficents, so the reduction does not depend on the choice of prime ideal. Thus there is no ambiguity introduced by the presence of a √ D in this expression. We can then combine these terms over a common denominator:
where a, b ∈ {0, 1}, P , Q ∈ F p [j], and Q factors into distinct irreducible factors. Thus, we find that L d has at most a simple pole at any supersingular j-invariant.
Case 2: The prime p is inert in Q( √ D). Note that we can apply this argument to any element of Exp
Note that if we write ρ = a + b √ D for a, b ∈ F p , we see explicitly that ρ−σρ √ D = 2b ∈ F p , so there is no ambiguity of sign in the right hand side.
As in Case 1, we can combine the expression above, which we have observed to have all coefficients in F p , into an expression
where P , Q ∈ F p [j], and Q factors into distinct irreducible factors. Note that the factors of j and j − 1728 do not appear in this case, so we set a = b = 0.
Returning to the general case, we next claim that deg P ≤ a+b+deg Q−1. Indeed, in every term of the sum in (29) or (30), the degree of the numerator is less than the degree of the denominator. Thus the same holds over a common denominator.
Factor
using (21), and note that m = deg F . By Theorem 2.2, Q(j)| F (E p−1 , j).
We may define a polynomial S ∈ F p [j] by S(j) =
. Choose arbitrary lifts of P and S to polynomials P, S ∈ Z[j]. We have
We claim that the function
is a holomorphic modular form. (See Example 5 for an explicit example of the construction of L * d .) We begin by observing that the degree of the leading term in q of the power series for , the factor of E 6 from R and the factor of E 6 in the numerator cancel out the pole at j = 1728.
Thus, L Now suppose that p is bad for (−d, D) . Then by Theorem 2.5, we may write
proven above to lie in M p+1 in fact form a basis for M p+1 , viewed as a subspace of the F p -vector space Θ(j(τ ))F p (j). We obtain the basis 
Proof of Theorem 1.4
Suppose that p in the list (8) is good for the pair (−d, D) and inert in Q( √ D). For primes in this list, SS 2 is empty. For each ρ ∈ SS 1 = SS, Lemma 3.1 implies that
Examining leading coefficients, we have
To continue, we require the following bound.
Theorem 4.1 (Kaneko [Kan89] ). Every supersingular j-invariant contained in the prime field F p is a root of some
We also require a classical bound on the class numbers h(−d).
The total number of roots of Hilbert class polynomials
By Theorem 4.1, every supersingular j-invariant contained in F p must be one of these roots. In particular, #SS 1 ≤ O(1)p 3 4 log p. It follows from the dimension computation in Section 2.1 that lim p→∞
With the explicit bound above, we compute that #SS 1 < #SS for p ≥ 950,000. (Using a better bound on the class number, this can be improved to p ≥ 15,000.) A search for quadratic factors in H d for small d shows that there exists a supersingular j-invariant in F p 2 \ F p for all primes less than 950,000 except those listed in (8). 
Proof of Theorem 1.6
We may reduce the proof of the theorem to a computation by the following lemma.
We define the normalized logarithmic derivative maps λ α and µ β to send {e ρ ω ρ } ρ∈SS to
, respectively, where
Proof. The proof of Theorem 1.2 shows that the images of λ α and µ β lie in M p+1 , so the maps are well-defined. The logarithmic derivative of a q-series f coming from an element of Exp * or Exp * ⊥ is 0 modulo p if and only if the coefficients of f are supported only where the exponents of q are divisible by p. The latter statement is true if and only if f is a p th power, which is the case exactly when the vector in Exp * corresponding to f is 0. Thus the kernels of λ α and µ β are trivial and these maps are injective.
Note that the flat vectors form a one-dimensional subspace of Exp * . Since Lemma 5.1 shows that the map λ 1 : Exp * → M p+1 is injective, to show the equivalence of (i) and (ii) it suffices to show that the image of a particular flat vector is a multiple of E p+1 . The factor −h(−d) in the statement of the theorem follows from comparing the constant terms on both sides.
Note that since p ≥ 5, we must have p ≡ 1, 5, 7, or 11 (mod 12). We can write down the flat vectors as the exponent vectors of explicit modular functions E p−1 C p , where C p is defined by .
Note that in (34), the number n −1 indicates a lift to Z of the inverse of n ∈ F p . The element of Exp associated to C p is independent of the choice of lift as the exponents e ρ are only defined modulo p.
Noting that j = Swinnerton-Dyer [SD73] shows that in M , Θ(∆) = E 2 ∆. We then have
To see the equivalence of conditions (i) and (iv), recall that by Theorem 2.1, Since m d,D = max {|ω ρ e ρ |} ρ∈SS , In the notation of the proof of Theorem 1.1, since j + 35 ≡ j − 1728 (mod 43) is a factor, we have a = 0, b = 1, and Q(j) = (j + 2)(j 2 + 19j + 16). Then S(j) = 1 since Q(j) includes all factors of F (E 42 , j). Let S(j) = 1 as well. We compute 1 j + 35 + 2 j + 2 + 2j + 19 j 2 + 19j + 16 = 5j 3 + 7j 2 + 23j + 31 (j + 35)Q(j) , so P (j) = 5j 3 + 7j 2 + 23j + 31. We lastly observe that R = ∆ 3 E 6 , so that This curve is supersingular as can be seen by expanding (4x 3 − (1 + 10γ)x − (16 + 12γ)) 18 (mod 37) and checking that the coefficient of x 36 is 0. We calculate that |E(F 37 2 )| = (1 + 37) 2 , so we expect L 199 (E) ∈ F 37 . Noting that E 4 (E) = 12(1 + 10γ) and E 6 (E) = −216(16 + 12γ) and multiplying L 199 by E p−1 to cancel poles, we confirm that L 199 (E) = 18 ∈ F 37 .
One can also check that the elliptic curve E defined over F 37 2 by the equation
is supersingular. We calculate that |E (F 37 2 )| = (1 − 37) 2 . Using the fact that E 4 (E ) = 12(2 + 20γ) and E 6 (E ) = −216(16+12γ), we find that L 199 (E ) = −4γ ∈ F 37 2 \F 37 , but L 199 (E ) 2 = 18 ∈ F 37 , as expected.
