Abstract-As a virtual sensor, disturbance observer provides an alternative approach to reconstruct lumped disturbances (including external disturbances and system uncertainties) based upon system states/outputs measured by physical sensors. Not surprisingly, measurement errors bring adverse effects on the control performance and even the stability of the closed-loop system. Toward this end, this paper investigates the problem of disturbance observerbased control for a class of disturbed uncertain nonlinear systems in the presence of unknown output measurement errors. Instead of inheriting from the estimation-error-driven structure of Luenberger-type observer, the proposed disturbance observer only explicitly uses the control input. It has been proved that the proposed method endows the closedloop system with strong robustness against output measurement errors and system uncertainties. With rigorous analysis under the semiglobal stability criterion, the guideline of gain choice based upon the proposed structure is provided. To better demonstrate feature and validity of the proposed method, numerical simulation and comparative experiments of a helicopter model are implemented.
control theory and practical engineering [1] . Targeted at this old but still open issue, disturbance observer-based control (DOBC) method, initiatively put forward by Kouhei Ohnishi [2] and independently developed by others [3] [4] [5] , provides an alternative practical solution and has also proved its effectiveness in plenty of industrial sites, e.g., robots [6] [7] [8] , motion control systems [9] [10] [11] [12] , and power electronics [13] , [14] .
In addition to those successful real-life applications, several modified DOBC methods have also been developed from different theoretical aspects. 1) Integrating multiple disturbance models: Inspired by the internal model principle [15] , appropriately utilizing different disturbance models, DOBC methods for nonlinear systems subject to polynomial disturbances are proposed in [16] and [17] and subject to periodic disturbances with known and fixed frequencies are proposed in [18] and with unknown time-varying frequencies are proposed in [19] . Besides, these DOBC methods have already been applied in motion control systems to suppress ripples in torque/speed/position [9] , [20] . 2) Faster convergences and higher-precision: Instead of focusing on disturbance modeling, more advanced convergence properties of disturbance observer itself is investigated. Inspired by the higher order sliding mode method [21] , a finite-time disturbance observer is proposed in [22] and [23] for integral chain systems with bounded disturbances. Furthermore, to solve the difficulties in parameter selection of sliding-mode disturbance observer, a homogeneous disturbance observer is proposed in [24] , whose gain tuning mechanism is similar with that of the classic linear DOBC method. 3) Other improvements: Considering the restrictions on communication resources in the networked environment, the event-triggered DOBC methods are proposed for disturbed systems in [25] and [26] . To suppress the effect of sensor noise, a modified DOBC method is proposed in [27] . In [28] , adaptive gains of disturbance observer are designed to achieve the linear minimum variance estimation for both states and total disturbance. In [29] , composite learning-based DOBC methods are proposed for disturbed uncertain systems. In [30] , an active disturbance rejection adaptive controller is proposed for tracking control of nonlinear systems with parametric uncertainties and uncertain nonlinearities. From the classic forms to these modified ones, the basic idea of DOBC methods is the same, i.e., by treating disturbances as system states, then design an observer for the extended system and a controller including a compensation part for disturbances.
Besides, to a large extent, the disturbance observer mechanism is inherited from the Luenberger-type observer (see, e.g., the classic reduced-/full-order ones [3] , [4] , the homogeneous one [24] , the event-triggered ones [25] , [26] , and references therein), whose estimation precision directly depends on the accuracy of system states/outputs measured by various kinds of physical sensors.
However, there are many physical factors that affect the measurement accuracy. On one hand, due to improper calibration of measurement instruments or unpredictable changes of environment, measurement errors widely exist in industrial sensors [31] . Taking potentiometer as an example, which is a three-terminal resistor and is always used in displacement measurement, its precision is easily affected by environment temperature and its allowable sensitivity error even could be ±20%, according to different grades [32] . On the other hand, even if sensor accuracy is high enough, measurement error would appear in several special scenarios. For instance, in the visual servo problem of aircraft, the coordinate of the target is acquired by the image from camera, which is directly related with the height of aircraft [33] . However, even in the case of hover flight control, its height inevitably fluctuates due to aerodynamic characteristics, leading to the measurement errors in the position of target. Notably, the adverse effect of measurement errors is quite challenging to be tackled, not only because accurate information of system states/outputs is fundamental in the design of DOBC methods, but also because only a rough range of this kind of error, rather than an exact function to describe this, is available in most industrial situations.
Motivated by the abovementioned challenging issues, a new DOBC method is proposed in this paper for a class of uncertain nonlinear systems with both external disturbances and output measurement errors. Compared with the previous related results, the main contributions can be summarized by the following two aspects.
1) Disturbance Rejection Considering Output Measurement Errors:
As an inheritance and development of the conventional active disturbance rejection control (ADRC) method [4] , [34] [35] [36] , we present the first attempt on estimation and attenuation of disturbances/uncertainties to deal with the adverse effect caused by output measurement errors. To be more specific, inspired by pioneer works focusing on output measurement errors [37] , [38] , this problem is solved by reducing the use of the measured output and introducing a non-Luenberger type disturbance observer. 2) Semiglobal Stabilization Based Bandwidth Specification: Under a more practical control objective, namely, semiglobal control objective [39] [40] [41] , the proposed method is able to deal with more general system nonlinearities and explicitly provides the guideline of choosing the bandwidths of both the controller and disturbance observer, which is directly related to the ranges of the initial conditions, system nonlinearities, and allowable sensitivity errors. Besides, disturbance rejection ability against its model error is quantitatively analyzed, based upon which the stabilization precisions could be further increased.
The rest of this paper is organized as follows. The problem formulation is provided in Section II. The new DOBC structure with its corresponding gain guideline based upon the semiglobal stabilization analysis is introduced in Section III. Robust elevation angle control results of a helicopter model under the conventional proportional-integral-derivative (PID) method, the linear ADRC method, and the proposed method are provided in Section IV. Finally, Section V concludes this paper.
Notations: Throughout the paper, symbols R, N, R + , N + , and C 0 denote the real number set, the natural number set, the positive number set, the positive integer number set, and the set of all continuous functions, respectively. ∀x ∈ R n , x √ x x. Besides, let N i:j {i, i + 1, . . . , j}, ∀i, j ∈ N and i ≤ j.
II. PROBLEM FORMULATION
This paper considers the problem of semiglobal output feedback stabilization for a class of uncertain nonlinear systems with both external disturbances and output measurement errors in the following form:
n and θ(t) ∈ R are the system state, control input, system output, measured output, external disturbance, system uncertainties, and sensor sensitivity, respectively.
To begin with, following assumptions are required. Assumption 1: θ(t) ∈ C 0 is unknown, strictly positive, and bounded.
Assumption 2: For each nonlinear function f i (t, x), there exists a C 0 function g i : R −→ R + such that
Assumption 3: The external disturbance can be expressed by the following form:
where a i ∈ R, i ∈ N 1:m are unknown constants and r(t) is a mth differentiable unknown residual term and there exists a constantr ≥ 0 such that |r (m ) (t)| ≤r. Following explanations are provided for the considered output measurement error, system uncertainties, and external disturbance.
Remark 1: Industrial measurement error can be classified as random error and systematic error while the later can also be subdivided as zero setting error and scale factor error [31] , [42] . Random error often has a Gaussian normal distribution and is usually handled by Kalman filter in practices. Besides, random error is also considered in the design of high gain state observer [43] [44] [45] [46] [47] . Recalibrating sensor will reduce or even eliminate zero setting error. As for the scale factor error, i.e., y m = θ(t)y, it is always generated by unpredictable changes in measurement, and hence, is impossible to acquire a precise sensor sensitivity function θ(t). For engineers, however, it is still possible to give a rough range of θ(t) based upon their experience on sensor qualities or working conditions.
Remark 2: Compared with the conventional DOBC methods considering system uncertainties [5] , [10] , [48] , [49] , here we further extend the results to non-Lipschitz cases, as presented in Assumption 2, which is also much weaker than the linear growth condition adopted in [38] . The generalized condition of Assumption 2 is introduced and explained in detail in [41] for nonlinear control design. In this paper, under a more practical control objective, namely, semiglobal control objective [39] [40] [41] , we will show that Assumption 2 will be sufficient to solve the robust stabilization problem of uncertain system (1) with both external disturbances and output measurement errors.
Remark 3: The considered external disturbance (3) is regarded as a Taylor series expansion with respect to time [16] , [17] . When r(t) = 0 and m =1 or 2, disturbance (3) is a constant or ramp one, which widely exists in motion control systems as load torque [11] , [20] . Different from the exact disturbance models used in [3] , [16] , [18] , [48] , the nonvanishing uncertainty r(t) in (3) represents its model error, which brings convenience to the quantitative analysis of disturbance rejection ability [see Section III-B for details].
III. MAIN RESULTS
To solve the abovementioned problem, we first present a new DOBC structure. Second, based upon the proposed structure and with rigorous analysis under the semiglobal stability criterion, the guideline of subtly choosing gains of both disturbance observer and composite controller is given step-by-step. A numerical simulation ends this section to show the validity of the proposed method on disturbance estimation and attenuation.
A. Composite Control Strategy 1) Disturbance Observer Design:
Following the basic idea of the conventional disturbance observer design, by letting (1) is then extended as follows:
Different from the conventional one inherited from Luenberger type, we construct the following disturbance observer for the extended system (4): 
2) Composite Controller Design:
With the assist of the estimates, we design the following composite controller:
where
is a scaling gain whose guideline will be made precise in the next subsection andk i are coefficients of Hurwitz polynomial h c (s
n , withx 1 =x 1 +ẽ 1 in mind, a direct calculation leads to the following system:
B. Semiglobal Stability Analysis
Theorem 1: Under Assumptions 1-3, consider the closedloop system, including (1), (5) , and (7), with an allowable sensitivity error Δ such that θ(t) ∈ [1 − Δ, 1 + Δ]. The following two statements hold.
1) All the trajectory starting from a compact set will be uniformly bounded.
2) Whenr = 0, the closed-loop system is semiglobally stable; otherwise, is semiglobally practically stable. (n +m )×(n +m ) and I c ∈ R n ×n are identity matrixes. Thus, construct two Lyapunov functions as V o (ẽ) ẽ P oẽ and V c (x) x P cx for systems (6) and (8), respectively. For simplicity, following two propositions are given, whose proofs are collected in Appendixes B and C, respectively. 
In view of (9) and (10), we then havė
2) Semiglobal Attractivity Analysis: For all initial states satisfying (12) where ρ > 0 is a constant that could be arbitrarily large, we define the following compact set:
where Fig. 1 . Implementation block diagram of the proposed method. NonLuenberger type structure and its corresponding gain specification.
where C > 0 is the convergence rate that also could be arbitrarily large and c 6 min {1/λ max (P c ), 1/λ max (P o )}, we haveV
Notably, constants c i , i ∈ N 1:6 , and c * are only related with a priori constantsh i , i ∈ N 1:n +m andk j , j ∈ N 1:n , making sense of (14) and (15) [see Appendixes B and C for detailed definitions of c i , i ∈ N 1:6 and c * ]. The main result of the attraction domain is presented as the following proposition, whose proof is left in Appendix D.
Proposition 3: For initial state col (ẽ(0),x(0)), starting from Ω M , its trajectory col (ẽ(t),x(t)) will stay in Ω M forever.
3) Local Convergence: With Proposition 3 in mind, one arrives at that (12) 
). Furthermore, the following four inferences hold:
n . With (A 1 ) to (A 4 ), one gets that whenr = 0, all the abovementioned variables are asymptotically stable; otherwise, can be rendered arbitrarily small by choosing a suitably large C.
This completes the proof of Theorem 1.
Remark 4:
As shown in Fig. 1 , the proposed disturbance observer (5) is different from most of the existing ones, i.e., the nonlinearities f i (t, x), i ∈ N 1:n and the measurement output y m are not explicitly used for the disturbance observer design. The main reason for not using the estimation error-based correction term in the disturbance observer design, i.e., y m − θ(t)x 1 , is that the accurate information of the sensor sensitivity θ(t) is unavailable.
Remark 5: In practical applications, the allowable sensitivity error Δ should be given a priori based upon engineers' experience and specific working conditions, as mentioned in Remark 1. After giving Δ, with (22) , the restriction for controller gains, i.e.,k n λ c > 1/(2Δ), is determined. With (14) and (15) together, gains of both disturbance observer and composite controller are then specified.
C. Numerical Simulation
To show the semiglobal stabilization performance of the proposed DOBC method, a second-order system (1) with a sawtooth external disturbance is considered. In this numerical example, the system uncertainties are f 1 (t, x) = |x 1 | ln(1 + x 2 1 ) and f 2 (t, x) = x 1 (x 1 + x 2 ), the external disturbance is depicted in the red dash line of Fig. 3(b) , the sensor sensitivity is θ(t) = 1 + 0.2 |sin(20t)| or θ(t) = 1 + 0.4 |sin(40t)|, and the initial system state is (x 1 (0), x 2 (0)) = (−0.1, 0.1).
Before implementing the proposed controller, it is worth noting that the nonlinearities f 1 (t, x) and f 2 (t, x) do not satisfy the linear growth condition in [38] . Besides, the exact feedback linearization-based nonlinear control method [39] can also not be applied in this numerical example due to the ill-defined relative degree of x 1 , even without output measurement error. In the simulation, the control parameters are chosen as c = 4, o = 6, (k 1 ,k 2 ) = (6, 9), (h 1 ,h 2 ,h 3 ,h 4 ) = (8, 24, 32, 16) , and the initial system state of the proposed disturbance observer is (x 1 (0),x 2 (0),x 3 (0),x 4 (0)) = (0, −3, −10, 0).
As shown in Fig. 2(c) , the stabilization objective of system states is realized by the proposed controller. The curves of the measured outputs are presented in Fig. 2(a) . By Fig. 2(b) , one arrives at that the control input signals are within [−80, 50]. Fig. 3 proves the effectiveness of the proposed disturbance observer, i.e.,x 3 asymptotically converges to the external disturbance after a short transient state.
IV. APPLICATION TO ANGLE CONTROL OF A HELICOPTER MODEL
In this section, both the feasibility and effectiveness of the proposed DOBC method are illustrated by the application to control of a helicopter model.
A. System Description and Controller Design
As shown in Fig. 4(a) , the tested helicopter model consists of two direct current (dc) motors which drive the corresponding propellers and provide two degrees of freedom of motion, i.e., elevation and azimuth. Both angles are measured by incremental rotary encoders. In this paper, we only consider the elevation channel by physically fixing its azimuth one. The measurement data are acquired by a peripheral component interconnect card and are accessible in MATLAB/Simulink environment, from which the torque commands can also be sent to the motor drives. Detailed information on both hardware and software is introduced in [50] .
With the aid of vertical torque analysis in Fig. 4(b) , its ideal dynamic model is described as follows:
where J (4. the unknown Coulomb parameter, viscous parameter, static friction parameter, and the Stribeck rate, respectively. By first letting x col(ϕ,φ), (17) can be transformed into the standard one (1). Based upon the standard model, the proposed controller can be then straightforward designed. It is worth pointing out that the practical elevation angle ϕ is within the range of [−π/3, π/3] due to physical constraints, as shown in Fig. 4(a) .
B. Experimental Results: Robustness Tests Against Multiple Sensor Errors
In what follows, both the linear ADRC method [4] and the conventional PID method are used to design the angle controller for comparisons. The considered three controllers are listed as follows:
1
3) The proposed controlleṙ
It is worth noting that the linear ADRCer has the similar structure with the proposed controller. However, due to the unknown relationship between x 1 and y m , the estimation error-based correction term in the linear ADRCer has to be chosen asx 1 − y m for a compromise, rather than the conventional one, which would deteriorate its control performance. Before experimental verification, efforts have been primarily made in parameter tuning. Following the guidelines in [34] and [35] , the parameters of the two kinds of disturbance observers are chosen in a practical "trial and error" way, considering a compromise between estimation/stabilization rates and noise amplification. For fair comparisons with the conventional PID method, whose parameters are empirically tuned following [51] , the controller gains of the proposed method and linear ADRC method are chosen the same as the proportional and differential gains of the PID method. Parameters of the proposed controller and the linear ADRCer are (h 1 , h 2 , h 3 ) = (12, 48, 64) and (k 1 , k 2 ) = (2.6, 13.5). Parameters of the PID controller are (k p , k i , k d ) = (13.5, 10.9, 2.6) with a low-pass filter 1/(1 + s/100) added on the differentiation term.
To better demonstrate the features of the proposed method, we imitate the applications with relative poor-quality sensors by artificially multiplying additional sensor sensitivities on the measurement of elevation angle while the elevation angle measured by incremental rotary encoder is regarded as the true value, as shown in Fig. 5 . Without loss of generality, in following experiments, we choose a class of continuous but nondifferentiable functions θ(t) = 1 + a| sin(ft)|, where a and f [rad/s] is its amplitude and frequency, respectively.
Figs. 6-8 show the curves of the measured elevation angles, the elevation angles, the driving torques under the proposed method, the linear ADRC method, and the PID method, respectively while Figs. 9 and 10 present the corresponding partial enlarged curves of the dynamic states and steady states, respectively. The curves of the estimated system states and the estimated external disturbances of the proposed disturbance observer and the conventional extended observer are presented in Figs. 11 and 12 , respectively. Clearly observed from Figs. 6(b),7(b), and 8(b), one gets that the helicopter model can not move in the beginning. This is because that the driving torque generated by the dc motor is smaller than the sum of gravitational torque and static friction torque at the starting phase, making the helicopter model in the static state. Once adding the artificial sensor sensitivities, the fluctuations exist even in the static states of the measured elevation angles, bringing obstacles to achieve satisfying control performance, as shown in Figs. 6(a), 7(a), and 8(a) . In Figs. 11 and12 , the estimated disturbance curves of both the proposed disturbance observer and the conventional extended observer under multiple sensor sensitivities all converge to the same value (i.e., around −460) in the steady states. To make the comparisons clearer and more convincing, the starting time 2 and settling time 3 indexes are introduced for the dynamic-state comparisons while the integral of squared error (ISE) 4 index is introduced for the steady-state comparisons. From Table I , one can conclude that compared with both the linear ADRC method and the PID method, the proposed method possesses faster convergence rate and higher precision.
V. CONCLUSION
This paper presented a systematic disturbance estimation and attenuation approach for a class of disturbed uncertain nonlinear systems with output measurement errors. A new disturbance observer, which was only explicitly constructed by the control input, was proposed. Linear feedback controller with a corresponding feedforward compensation part for the external disturbance was then designed. It was proved that the proposed method endowed the closed-loop system with strong robustness against both output measurement errors and system uncertainties. The elevation angle stabilization of a helicopter model, as a benchmark, was conducted to illustrate the feasibility and efficacy of the proposed method. As demonstrated in the experimental results, the proposed method improved the performance of fast and high-precision stabilization, even with multiple sensor sensitivities. Future work will be concentrated on investigating and attenuating the adverse effect of noise under the proposed control structure.
APPENDIX
Appendix A collects the definitions of semiglobal stability and semiglobal practical stability while Appendixes B to D collect the proofs of Propositions 1 to 3.
A. Definitions
Consider the following system: (18) with x = 0 as its equilibrium.
1) Semiglobal Stability [39, Ch. 9.3] : System (18) is said to be semiglobally stabilizable if, for each (arbitrarily large) compact subset P ⊂ R n , there exists a feedback law u = u(x), which in general depends on P , such that the equilibrium is locally asymptotically stable and x(0) ∈ P ⇒ x(∞) = 0.
2) Semiglobal Practical Stability [40, Ch. 12.1] : System (18) is said to be semiglobally practically stabilizable if, for any (arbitrarily large) compact subset P ⊂ R n and any arbitrarily small compact subset Q ⊂ R n , there exists a feedback law u = u(x), which in general depends on both P and Q, such that any trajectory with initial condition in P is captured by Q.
B. Proof of Proposition 1
Proof: By Assumption 2, we have
where g(y) √ n + m · max {g 1 (y), . . . , g n (y)}. Besides, one gets
By Assumption 3, (19) gives
With the assist of (21), one gets the following inequation: 
C. Proof of Proposition 2
Proof: With (20) in mind, the following inequation holds: 
This completes the proof of Proposition 2.
D. Proof of Proposition 3
Proof: Denote V (t) V (ẽ(t),x(t)). If Proposition 3 is not true, there must exists a time instant t * > 0 such that
The following two cases with regard to different V (0) will be discussed. Before the discussion, remind that V (0) ≤ M holds due to the definition of M in (13) .
In Case I, there must exist time instants t 1 and t 2 , t 1 ∈ (0, t 2 ) such that the following three inferences hold.
( This completes the proof of Proposition 3. 
