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Abstract
A persistent challenge in observational studies is that non-random participation in study samples can result in
biased estimates of parameters of interest. To address this problem, we present a flexible interval estimator
for a class of models encompassing population means, risk ratios, OLS and IV estimands which makes minimal
assumptions about the selection mechanism. We derive valid confidence intervals and hypothesis tests for this
estimator. In addition, we demonstrate how to tighten the bounds using a suite of population-level information
commonly available to researchers, including conditional and unconditional survey response rates, covariate means
and knowledge of the direction in which certain variables influence selection. We illustrate the performance of
this method in practice using a realistic simulation and an applied example estimating the effect of education on
income in UK Biobank.
1 Introduction
A study sample is a selection of individuals drawn from some population of interest. When the sample is represen-
tative of the population (e.g. a simple random draw), we can conduct valid inference based on sample statistics.
However, if individuals are selected or choose to enter the sample non-randomly, then valid inference is no longer
guaranteed. Non-random selection can systematically distort the distribution of, and relationships among, variables
within the sample. When this, in turn, distorts sample statistics of interest, we call this selection bias. As a bias
occuring at the point of data collection, selection bias cannot be ameliorated with larger samples, and it can rarely
be detected using sample data alone (Bareinboim et al., 2014).
As a motivating example, UK Biobank is a large population-based cohort widely analysed by epidemiologists, health
economists, clinicians and others. Approximately 9.2 million individuals aged 40-69 who lived within 40 km of several
assessment centres in the UK were invited to enter the cohort from 2006 to 2010. Of these individuals, only 500,000
subsequently enrolled, indicating a response rate of 5.5%. Follow-up studies, such as Fry et al. (2017), show that
participants differ systematically from the rest of the UK population on measures such as education, health status,
age and geographical location (for example, among persons aged 70–74 years, all-cause mortality in UK Biobank
participants was 46.2% lower in men and 55.5% lower in women compared to national death rates). This ‘healthy
volunteer’ effect has prompted a discussion in the literature on the impact of non-random selection; for example,
Naimi et al. (2017) argues that the protective effects of ‘moderate’ alcohol consumption on mortality found in previ-
ous studies, several of which used UK Biobank data, may be driven by higher probabilities of sample selection among
both healthier individuals and moderate drinkers.
Whether non-random selection induces bias in sample estimates depends on the interaction between the estimation
problem (i.e. what is being studied) and the selection mechanism (i.e. which factors influence selection into the
study sample). Bareinboim et al. (2014) uses graphical methods to explore the conditions under which a conditional
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population distribution is recoverable (i.e. identified) from non-randomly sampled data. They demonstrate several
conditions for recoverability in which the population distribution is uniquely expressable in terms of the distribu-
tion under the selection mechanism. Hughes et al. (2019) explore this further in the instrumental variables setting,
showing, for example, that selection on the instrument will not bias the estimate, while selection on the exposure
will. While these are important conceptual exercises which can inform study design, they often require an intricate
understanding of the selection mechanism and do not offer solutions in situations where the population distribution
is deemed to be non-recoverable.
There is a small but growing literature on sensitivity analyses for selection bias (Aronow and Lee, 2013; Huang
and Lee, 2015; Miratrix et al., 2018; Smith and VanderWeele, 2019). Smith and VanderWeele (2019) propose a
sensitivity analysis method for computing risk ratios in the binary outcome setting, based on the ‘E-Value’ ap-
proach of VanderWeele and Ding (2017). Assuming that sample selection is determined by an unobserved latent
variable (which could be vector-valued), they show that the bias in the risk ratio induced by non-random selection
is bounded by a function of 1) the maximum relative prevalence of the outcome over values of the latent variable
within each strata of the exposure and 2) the maximum relative prevalence of the latent variable in the selected
compared to the non-selected within each strata of the exposure. Treating these relative risks as sensitivity param-
eters, they show how to place bounds on selection bias in this setting. This is a straight-forward approach which
assumes minimal knowledge of the selection mechanism; however, the resulting bounds can be quite conservative for
this reason. The authors note that this method is not intended as a substitute for a more tailored sensitivity analysis.
Inverse probability weighting (IPW) is an alternative approach to correct for selection bias. If we know each individ-
ual’s probability of entering the sample given their covariates, then we know the extent to which they are under- or
over-represented and can adjust accordingly. As long as all selection probabilities are strictly greater than zero, IPW
is theoretically valid whether or not a distribution is recoverable from sample data, but is only applicable when the
weights can be correctly specified and reliably estimated, which is often not possible. For example, in UK Biobank,
researchers do not have access to baseline data on individuals who were invited to, but did not enrol in, the cohort,
and so estimation of probability weights using sample data is impossible.
To address problems such as this, Aronow and Lee (2013), hereafter referred to as AL, propose an interval estimator
which provides bounds on population means under unknown probabilities of sample selection, given the assumption
that these probabilities are bounded. However, in practice, the AL estimator has the following limitations: 1) it
is restricted to population means, 2) it does not provide a procedure for conducting statistical inference in finite
sample, 3) the bounds are often implausibly wide for reasonable choices for the probability bounds and 4) it assumes
no knowledge of the selection mechanism or population from which the sample is drawn, whereas some information is
typically available to researchers. Miratrix et al. (2018) builds on AL by showing that the probability weights imply a
population distribution for the outcome and that imposing shape constraints, such as symmetry or log-concavity, on
this distribution can tighten the bounds for the population mean. While this is an appealing approach for tightening
the bounds, it relies on imposing structure on the underlying data distributions, which may be plausible for single
dimensional problems, but is difficult to justify in the higher dimensional setting we consider in this paper.
Our paper contributes to the literature on interval estimation for selection bias by addressing the limitations of
the AL estimator outlined above. Namely, we extend the AL estimator to encompass a more general class of Z-
estimators. We provide a formal approach to inference and hypothesis testing based on the asymptotic properties
of stochastic programming problems proven in Shapiro (1991) and also demonstrate that the percentile bootstrap
confidence intervals of Zhao et al. (2019), hereafter referred to as ZSB, for Rosenbaum-type sensitivity models are
applicable in this setting. Lastly, we show how domain knowledge or information from representative samples (e.g.
censuses) can be used to tighten the estimated bounds; this information includes the survey response rate, population
means of covariates and knowledge of the direction in which certain variables influence sample selection.
2
2 Set-Up
In this section, we outline key notation and definitions that will be used throughout this paper. Consider an i.i.d.
sample of size N drawn randomly from a potentially infinite super-population. For concreteness, we can think of
this sample as the set of individuals who are eligible to enter the sample. Let Si ∈ {0, 1} be an indicator for whether
individual i enrols in the sample, where Si = 1 indicates sample participation, and let the observed sample size be
denoted by n =
∑N
i=1 Si.
We suppose that sample selection is governed by a data vector Di = (Ci, Vi, Ui) ∈ D ⊆ Dc ×Dv ×Du ⊂ Rdc ×
Rdv ×R. To make this clearer, let pi0i be individual i’s true probability of entering the sample. Then we write,
1/pi0i ≡ w0i ≡ λ0(Di)
where λ0 : D → [1, ∞) is some non-stochastic function. The constituent elements of Di are defined as follows. Let
Ci ∈ Dc be covariates observed within the full population, such that P [Si = 1 |Ci] is identified from the data. Let
Vi ∈ Dv be covariates only observed within the selected sample and let Ui ∈ Du be a single unobserved variable
which ‘summarises’ the remaining variation in sample selection. In other words, we observe (Si, Ci, SiVi) for each
individual in the population i = 1, 2, ...,N . At this point, we make no assumptions about the selection mechanism
as evidenced by the inclusion of the unobserved variable Ui and the unrestricted functional form of λ0.
Now we will state the framework for our estimation problem. Denote Ti = (Vi, Ci) ∈ T ⊂ Rdt as the vector of
variables observed within our data, which we assume has finite discrete support (see Assumption 3.1 (A.1) below). We
assume that our estimand, denoted by β, can be estimated in the population by a class of Z-estimators characterised
by the moment condition,
E [f(Ti)− β g(Ti)] = ES [λ0(Di) (f(Ti)− β g(Ti))] = 0 (1)
where E denotes the super-population expectation, ES [ · ] is a shorthand for E[ · |Si = 1] (i.e. expectation in the
selected sample) and f , g : T → R are uniformly bounded on T . Writing the moment condition (1) in terms of
the sample expectation ES makes explicit that changing the function inside the expectation to some other function
λ : D → [1, ∞) will imply a different population estimand. Therefore, we will often write β(λ) as the estimand for
a given choice of λ; in this notation, β = β(λ0).
Remark 2.1. The class of estimators characterised by (1) embed, among others, population means and ordinary
least squares (OLS) and instrumental variable (IV) estimands. Let Wi denote variables which influence only sample
selection.
Population mean: Ti = (Yi,Wi), f(Ti) = Yi, g(Ti) = 1
OLS estimand: Ti = (Xi,Yi,Wi), f(Ti) = Xi Yi, g(Ti) = X2i
IV estimand: Ti = (Zi,Xi,Yi,Wi), f(Ti) = Zi Yi, g(Ti) = ZiXi
If w0i were observed for each individual in the selected sample, then we could consistently estimate β using the inverse
probability-weighted estimator,
βˆn(w0) =
(
N∑
i=1
Si w
0
i f(Ti)
)/(
N∑
i=1
Si w
0
i g(Ti)
)
=
(
n∑
i=1
w0i f(Ti)
)/(
n∑
i=1
w0i g(Ti)
)
=
(
n∑
i=1
λ0(Di) f(Ti)
)/(
n∑
i=1
λ0(Di) g(Ti)
) (2)
Within our framework, however, w0i is only estimable from the available data when the functional form of λ0 is known
and when it depends only on Ci. As discussed in the introduction, there are many settings in which these assumptions
are unreasonable. When w0i is unobserved and unidentified such as this, AL propose to partially identify β by instead
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making the assumption that, for each individual i, their unobserved sample selection probability is bounded between
two fixed constants a and b, such that,
0 < a ≤ pi0i ≤ b ≤ 1
⇔ 1 ≤ 1/b ≤ w0i ≤ 1/a <∞
(3)
Then, defining Λ(a, b) ≡ {λ : D → [1/b, 1/a]}, we can construct an identified set for β defined as,
I(a, b) = [βL, βH ]
where,
βH = sup
λ
{β(λ) : λ ∈ Λ(a, b)}
βL = inf
λ
{β(λ) : λ ∈ Λ(a, b)}
(4)
3 Estimation
As we will see below, I(a, b) can be consistently estimated by,
Iˆn(a, b) = [βˆLn , βˆHn ] (5)
where
βˆHn = sup
w
{
βˆn(w) : 1/b ≤ wi ≤ 1/a, i = 1, ...,n
}
where βˆLn is defined similarly for the infimum and βˆn(w) defined as in (2). The optimisation problem (5) is deter-
ministic and can be solved via Algorithm 3.1 below.
With the structure of the sample selection mechanism and estimation problem outlined, we list the assumptions that
will be made at various points in this paper. Not all of the assumptions listed must hold simultaneously for each
result to be true and so we will be explicit about which assumptions are necessary.
Assumption 3.1. (A.1) Ti ∈ T = {T(k) : k = 1, 2, ...,K}, |T | = K, where | · | denotes the counting measure.
(A.2) Let Pˆ denote the empirical mass of T and P denote the population mass. Then Pˆ a.s.→ P, where a.s.→ denotes
convergence almost surely.
(A.3) There exists some constant c > 0 such that, for all w ∈W and n ∈N,
K∑
k=1
w(k) g(T(k))P(T(k)) ≥ c,
K∑
k=1
w(k) g(T(k)) Pˆ(T(k)) ≥ c
(A.4) For all k = 1, ...,K, f(T(k))/g(T(k)) 6= βm, m = L,H.
Remark 3.1. There is a convenient property of the maximising and minimising weights wm, m = L,H, that,
If Ti = Tj then wmi = wmj for all Ti, Tj ∈ T (6)
Therefore, as a result of Assumption 3.1 (A.1) above, we can write our estimator and estimand respectively in the
following form,
βˆn(w) =
(
K∑
k=1
w(k) f(T(k)) Pˆ(T(k))
)/(
K∑
k=1
w(k) g(T(k)) Pˆ(T(k))
)
β(w) =
(
K∑
k=1
w(k) f(T(k))P(T(k))
)/(
K∑
k=1
w(k) g(T(k))P(T(k))
) (7)
4
where P(T(k)) ≡ Pr[T(k) |Si = 1] denotes the probability mass of T(k) conditional on Si = 1 and Pˆ(T(k)) denotes the
corresponding empirical mass. Unless stated otherwise, throughout the rest of this paper, we will consider optimisation
over the space,
W ≡ [1/b, 1/a]K (8)
the dimension of which does not depend on n, rather than optimisation over a set of functions λ ∈ Λ(a, b) as in (4).
This allows us to view the population optimisation problem as a linear fractional programming problem, rather than
a variational problem, which greatly simplifies it. However, we demonstrate by simulation in Section 6 and Section
10 that this method also has good properties for data distributed on a continuous support.
With our assumptions stated, we can make some claims about the bias of Iˆn(a, b),
Proposition 3.1. Assume that, for all n ∈ N and w ∈ W , E [βˆn(w)] = β(w). Then E[βˆHn ] ≥ βH and E[βˆLn ] ≤
βL.
In other words, if βˆ(w) is an unbiased estimator for β(w), then, on average, βˆLn will under-estimate the true βL and
βˆH will over-estimate the true βH . If βˆn(w) is a biased estimator of β(w) in finite sample (e.g. an IV estimator),
then we cannot make any claims about the bias of βˆH or βˆL. This is because the bias of βˆn(w) could ‘cancel out’
the bias of βˆHn .
Although firms statements about bias will depend on the target estimand, we can make claims about the consistency
(and therefore asymptotic sharpness) of Iˆ(a, b),
Theorem 3.1. For m = L,H, let wˆm ∈W denote the K-dimensional weight vector solving the optimisation problem
for a given sample size n and let wm denote the true optimising weights. Then, under Assumption 3.1 (A.1)-(A.3),
β̂mn
a.s.→ βm and wˆm a.s.→ wm.
We conclude this section with a lemma regarding the uniqueness of the solution to our optimisation problem and an
algorithm for computing the bounds.
Lemma 3.1. Assuming (A.2) and (A.3), the set Wm ≡ {w ∈ W : β(w) = βm} is a singleton, Wm = {wm}, for
m = L,H.
This uniqueness result holds similarly for the optimising weights wˆm for all n, provided f(T(k))/g(T(k)) 6= βˆmn for
all k, m = L,H. It can be seen in the proof of Lemma 3.1 that the maximising weights will be of the form,
wH(k) =
{
1/b if f(T(k))/g(T(k)) ≤ βˆHn
1/a if f(T(k))/g(T(k)) > βˆHn
(9)
and the minimising weights will be of an equivalent form but with the inequalities reversed. This leads to a straight-
forward algorithm for computing the interval bounds,
Algorithm 3.1. 1. Set j = 0 and choose an initial ‘guess’ of wm and call this w(0).
2. At step j > 0, compute w(j) according to (9), using βˆ(w(j−1)) as the cut-off point.
3. If w(j) = w(j−1), the algorithm terminates. If not, increase j by 1 and return to 2.
4 Inference
In any finite sample, our estimator Iˆn(a, b) will not exactly match I(a, b) due to sampling variability. We there-
fore want to understand the variability in our estimates in order to place valid confidence intervals around them
and to perform hypothesis testing. We will first outline our inference approach based on the asymptotic proper-
ties of stochastic programming problems, then we will review ZSB’s percentile bootstrap confidence intervals and
demonstrate that they are applicable in our setting.
5
4.1 Inference under Asymptotic Normality
In this section, we outline an approach to constructing valid confidence intervals and hypothesis tests based on the
asymptotic distribution of our interval estimator. There is a well-established literature in stochastic optimisation
theory on using sample average approximations (SAA) to solve optimisation problems characterised by functions of
expected values. Since optimisation of expected values is often intractable, SAA methods draw a large number of
values from the underlying distribution (using a pseudo-random number generator) and optimise the sample average
instead, which is a deterministic function. Value and solution convergence rates and distributional properties of these
approximations are well-known. By framing our estimand as the solution to a stochastic optimisation problem and
our estimator as an SAA, we can utilise many of these known properties to conduct valid inference. This approach
to inference is particularly useful for dealing with large sample sizes, where bootstrap approaches may be computa-
tionally intensive; for example, our motivating dataset, UK Biobank, has over 500,000 observations.
Assuming Assumption 3.1 (A.1)-(A.4), it follows immediately from Theorem 3.2 in Shapiro (1991) and Lemma 3.1
above that, √
n
(
βˆmn − βm
) d→ N (0, σ2(wm)) , m = L,H
where σ2(wm) is the asymptotic variance of βˆmn . Let wˆH and wˆL be the unique maximising and minimising weights
respectively for a given sample of size n. In order to conduct valid inference, we will need a consistent estimator
for σ2(wm). First, recall that via Theorem 3.1, wˆH a.s.→ wH and wˆL a.s.→ wL. Therefore, we can state the following
proposition,
Proposition 4.1. Assume Assumption 3.1 (A.1)-(A.4) and suppose that σˆ2n( · ) is a consistent estimator for σ2( · ),
where σ2( · ) is continuous in its argument. Then σˆ2n(wˆm) is a consistent estimator for σ2(wm), m = L,H.
Now we can define a 100(1− α)% confidence interval for Iˆn(a, b) by [Ln,Hn] such that,
Ln = βˆ
L
n −Zα/2
σˆn(wˆL)√
n
, Hn = βˆHn + Zα/2
σˆn(wˆH)√
n
(10)
where Zα is the upper α-quantile of the standard normal distribution and σˆn( · ) is a consistent estimator of σ( · ).
It is important to note that this is the 100(1−α)% confidence interval for the identified interval I(a, b) and not for
the parameter β. It follows from Lemma 1 of Imbens and Manski (2004) that this confidence interval has at least
1−α coverage for β as well. However, it will likely be too conservative in finite sample if β is the target of coverage.
An advantage of this approach is the possibility of hypothesis testing. Suppose we wish to test the hypothesis,
H0 : β0 ∈ [βL, βH ]
H1 : β0 /∈ [βL, βH ]
(11)
which could be used, for example, to test whether I(a, b) contains the null or the unweighted sample estimate. The
following proposition gives a procedure for computing the strength of evidence against this null,
Proposition 4.2. A valid p-value for the hypothesis stated in (11) is given by,
ρ = Φ
(
βˆHn − β0
σ(wH)/
√
n
)
− Φ
(
βˆLn − β0
σ(wL)/
√
n
)
where Φ( · ) denotes the standard normal CDF.
ρ can be interpreted as the likelihood under the null hypothesis of observing β0 in [βˆLn , βˆHn ]. If this likelihood is
sufficiently low, then we have evidence that our observed interval is unlikely to be consistent with H0. A limitation
of this approach is that the distributional properties of σˆn(wˆLn ) and σˆn(wˆHn ) are unknown, and so we cannot specify
tests which are robust to small samples (e.g. by using t-distributions). There are conditions under which solutions
to stochastic problems have known distributions, although we leave this extension as an avenue for future research
(see Dupacova and Wets (1988) for a discussion). We demonstrate that ρ has reasonable small sample properties via
simulation in Section 10.
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4.2 Bootstrap Confidence Intervals
In this section, we will adopt the percentile bootstrap method of ZSB. An advantage of this method over the
asymptotic approach in the previous section is that it does not require Assumption 3.1 (A.1) of a discrete support
for the data Ti, provided the support space is compact. The intuition behind this approach is that, for a given
λ ∈ Λ(a, b), we can construct valid confidence intervals [L(λ), H(λ)] such that
lim inf
n→∞ Pr0
(
β(λ) ∈
[
L(λ), H(λ)
])
≥ 1− α
where α is a specified significance threshold and Pr0( · ) denotes probabilities taken under the true data-generating
distribution. Proposition 4.1 of ZSB is quite general and can be applied to our setting easily. It shows that if
L = infλ∈Λ(a, b) L(λ) and H = supλ∈Λ(a, b)H(λ), then the interval [L, H ] has at least nominal coverage of both the
identified set I(a, b) and the point estimand β.
ZSB show that constructing these confidence intervals by an appeal to the asymptotic distribution of βˆ(λ) results
in an infeasible sample variance estimator. They instead propose to construct confidence intervals based on the
percentile bootstrap. Specifically, let {T1,T2, ...,Tn} be a sample drawn non-randomly from the population and let
{Tˆ1, Tˆ2, ..., Tˆn} be i.i.d. resamples from the empirical distribution. Let βˆr(λ) be the inverse probability weighted
estimate (2) from the bootstrap sample, r = 1, ...,R. Then, for a given λ ∈ Λ(a, b), the percentile bootstrap
confidence interval is given by [
Qα/2(βˆr(λ)), Q1−α/2(βˆ
(λ)
r )
]
where Qα(βˆr(λ)) denotes the α-percentile of βr(λ) among the bootstrap samples r = 1, ...,R. However, it is infeasible
to calculate a confidence interval for each λ ∈ Λ(a, b) and take the union over it. Instead, ZSB apply a generalised
minimax/maximin inequality to switch the percentile and infimum/supremum operators. Their final confidence
interval is written as [LR, HR] where,
LR = Qα/2
((
inf
λ∈Λ(a, b)
βˆr(λ)
)
r=1,...,R
)
, HR = Q1−α/2
( sup
λ∈Λ(a, b)
βˆr(λ)
)
r=1,...,R
 . (12)
In practice, this involves solving R fractional programming problems from the bootstrap distribution and calculating
the desired percentiles. Given Assumption 3.1 (A.1)-(A.3), asymptotic validity of this confidence interval in our
setting follows directly from Theorem 4.2 and Lemma 4.3 in ZSB.
5 Incorporating Population-Level Information
5.1 Sample Selection Probabilities
The response rate, which represents the unconditional probability that a given individual will enter the sample, is
commonly available in survey-based observational data. One approach to tighten the bounds is to ensure that the
optimising weights imply a response rate that is consistent with the true response rate.
We will begin with a proposition,
Proposition 5.1. Define r ≡ E [Si] as the population survey response rate. Then,
ES
[
1/pi0i
]
= 1/r.
If we knew r, then we would like to optimise over weight vectors which satisfy,
W 0 ≡
{
w ∈W : ES [wi] =
K∑
k=1
w(k)P(T(k)) = 1/r
}
(13)
Since we do not know P, we will need to construct a sample analogue of W 0 using Pˆ. However, there is no guarantee
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that the feasible region built by simply replacing P with Pˆ will contain the population feasible region W 0 and
therefore sample solutions will not be feasible. Several approaches have been proposed in the stochastic optimisation
literature to account for this. We present the approach outlined by Shapiro et al. (2009). The central idea behind
their approach is to relax the sample feasible region such that solutions are feasible to the population problem with
some level of confidence under repeated sampling. This will involve selecting a constant  ≥ 0 and letting the relaxed
sample feasible region be written as,
W n ≡
{
w ∈W : 1/r−  ≤
K∑
k=1
w(k)Pˆ(T(k)) ≤ 1/r+ 
}
which is compact, as a closed subset of the compact set W . Then we write the sample maximisation problem as,
βˆHn = maxw
{
βˆn(w) : w ∈W n
}
(14)
This is simply set of linear inequality constraints and so the resulting optimisation problem can easily be solved
via linear fractional programming techniques. We now need to pick an  that ensures feasibility with some level of
confidence 0 < α < 1, that is, Pr[W 0 ⊆ W n] ≥ 1− α. A natural choice is to construct a 100(1− α)% confidence
interval around W 0n . We begin by noting that σ2r = ((1− r)/r)max{1/a− 1/r, 1/r− 1/b} is an upper bound for
the variance VarS [wi]. Therefore, we can choose,
 = Z1−α/2 σr/
√
n (15)
where Z1−α/2 is the (1− α/2)-quantile of the standard normal distribution. Since σr is an upper bound for the
standard deviation of each solution, we obtain Pr[W 0 ⊆ W n] ≥ 1− α for each n as desired. However, some care
needs to be taken in interpreting the solutions to this relaxed problem. Crucially, the confidence intervals of Section
4 will not be for the true identified interval, but rather the interval characterised by,
βH = maxw {β(w) : w ∈W

n}
and similarly for the lower bound. We are working on providing a proof that our existing confidence intervals and
hypothesis tests are still valid in this setting, but may be quite conservative in finite sample.
We can extend the above approach to selection probabilities conditional on covariates. Define e(C) = P[Si = 1 |Ci ∈
C], which is identified from the data, where C could be a single element of Dc. Consider the following corollary,
Corollary 5.1. Suppose C ⊂ Dc. Then,
ES
[
1/pi0i |Ci ∈ C
]
= 1/e(C)
We can follow the same procedure as with the unconditional response rate, replacing r with e(C) and averaging over
k such that C(k) ∈ C.
5.2 Population Means
In many instances, we will know population means of elements of Ti from domain knowledge or large representative
samples (e.g. national censuses). Suppose we know E[Qi] = q, where Qi ∈ Ti. Since q is known, we want the
optimising weights to be consistent with this known population value in the sense that,
ES [wi(Qi − q)] =
K∑
k=1
w(k)(Q(k) − q)P(T(k)) = 0
This is similar to the constraint in Proposition 5.1. Indeed, provided Qi has finite variance, we can apply the same
relaxation technique outlined in the previous section to ensure feasibility with a certain level of confidence. Applying
this relaxation technique requires an upper bound for the variance VarS [wi(Qi − q)]. Assuming w has been chosen
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so that ES [wi(Qi − q)] ≈ 0 (i.e. we are sufficiently close to the true feasible region) and letting q¯ = ES [Qi],
VarS [wi(Qi − q)] = ES [w2i (Qi − q)2]−ES [wi(Qi − q)]2
≈ ES [w2i (Qi − q)2]
≤
√
ES [w4i ]ES [(Qi − q)4]
≤ 1
a2
√
ES [(Qi − q¯+ q¯− q)4]
≤ 1
a2
√
ES [(Qi − q¯)4] + (q¯− q)4
=
1
a2
√
s4Q + (q¯− q)4 ≡ σ2Q
which follows from the Cauchy-Schwartz and triangle inequalities and ES [Q4i ] < ∞. q¯ and s4Q are respectively
the mean and centred fourth moment of Qi within the selected sample and so the sample values are reasonable
inputs when approximating σ2Q. Therefore, we can choose  as in (15) by replacing σ2r with σ2Q. Conceptually, this
constraint is similar to the raking procedure in survey sampling outlined in Edwards Deming and Stephan (1940),
which is a finite-population technique that adjusts estimated survey weights to imply known marginal counts from
the population.
Remark 5.1. In the previous two sections, we have assumed precise knowledge of the population values governing
these constraints. However, one can easily replace these single values with intervals representing uncertainty in
domain knowledge (e.g. bounds of confidence intervals when the population values are estimated). For example,
a researcher may not know the exact proportion of males in the population they are studying, but they may be
confident that the proportion lies somewhere between 0.48 and 0.5. The optimisation problem will often produce
weights which imply preposterous population values, and so even uncertain constraints such as this can tighten the
bounds considerably.
Remark 5.2. Rather than select a single  for every solution, we could instead construct an individual confidence
interval around each candidate solution using an estimate of its own standard deviation. This approach works well
with global optimisation algorithms that search over candidate solutions one-by-one and it will therefore be useful for
combining Section 5.3 with the constraints in Sections 5.1 and 5.2.
5.3 Parametric Assumptions
If we assume that λ0(Di) = λ0(Ti), that is, sampling does not depend on the unobservable variable Ui, then we can
specify a specific functional form for λ and optimise over the parameters of that function (it is important to note,
however, that this is still a selection-on-unobservables model in the classical sense, since Vi is only observed within
the sample). A natural choice of parametric function is a linear index model of the form,
λ(Ti; α) = h(α0 + α′1Ti), h(·) is monotonically increasing (16)
where α1 = (α11,α12, ...,α1p). This embeds a broad class of generalised linear models such as logit and probit. The
resulting optimisation problem takes the form,
βˆHn = maxα
{
βˆn(λ(Ti; α)) : h−1(b−1) ≤ α0 +α′1Ti ≤ h−1(a−1)
}
(17)
Note that, because we are optimising over p+ 1 parameters, Assumption 3.1 (A.1), which assumes a finite support
for Ti, is no longer necessary to prove consistency or validity of our inference techniques, provided solutions to the
optimisation problem are unique. However, this optimisation problem cannot be solved using fractional programming
techniques as before. Since the constraints are linear, when p is relatively small, this problem can instead be solved
using global optimisation techniques. As an example, recall that the logit function is defined as,
1/λ(vi; α) = exp(−α0 −α′1Ti)/(1+ exp(−α0 −α′1Ti))
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λ can then be written as,
λ(Ti; α0, α1) = 1+ exp(α0 +α′1Ti)
which satisfies definition (16). We can assume that T ⊆ [0, 1]p and defineA as the 2p×pmatrix with all combinations
of 0 and 1 as rows. Then the search space can be characterised by the hypercube,
G ≡ {α ∈ Rp : Aα1 + α0 ≤ ln(a−1 − 1), Aα1 + α0 ≥ ln(b−1 − 1)}
Since T is compact and the image of λ is bounded, the parameter space for α is compact as well. Thus, desirable
properties such as asymptotic sharpness and coverage of confidence intervals continue to hold in this setting. Another
convenient property of this extension is that external information on the direction of Ti’s effects on selection can
easily be incorporated. For example, if years of education is an element of Ti and domain knowledge indicates that
better educated individuals are more likely to select into the sample, then the element of α1 associated with years
of education can be constrained to be non-negative. This can be done by a simple modification of the search space
G. If we believe α11 ≥ 0, for example, then the search space is,
G ≡ {α ∈ Rp : Aα1 ≤ α0 + ln(a−1 − 1), Aα1 ≥ α0 + ln(b−1 − 1), α11 ≥ 0}
Remark 5.3. When Section 5.3 is combined with the constraints in Sections 5.1 and 5.2, occasionally the feasible
region will be empty. This can be thought of as a ‘specification test’ for the chosen parametric selection model. If the
selection model is misspecified, there may not exist a set of parameters which are consistent with the population-level
constraints.
Remark 5.4. We can incorporate some robustness to misspecification in the selection model by taking the union of
intervals computed separately over different parametric models. For example, we could compute intervals assuming
a logit model and a probit model. The union of the two intervals will be valid provided one of the two specifications
is correct.
6 Simulation Study
In this section, we will illustrate the performance of our method using a simulation model inspired by Gkatzionis
and Burgess (2018), hereafter referred to as GB. Their paper investigates the impact of selection bias in Mendelian
randomisation (MR) studies using a simulated dataset which mimics the typical properties of this study design. MR
studies attempt to estimate the causal effect of an exposure on an outcome by using genetic variants as instrumental
variables (Didelez and Sheehan, 2007). A common feature of MR studies is instruments which explain only a small
fraction of the variation in the exposure. This is therefore a setting in which our method is likely to produce overly
pessimistic bounds, since the weak instrument makes the IV estimate particularly sensitive to different weighting
schemes. We complicate the model further by choosing a selection rule in which there are outliers with very small and
very large probabilities of selection, meaning that a and b place little restriction on the weights. We demonstrate that
the extensions in Section 5 can be incorporated to produce remarkably informative bounds even in this challenging
setting. Section 10 in the appendix contains additional simulations which focus more on the coverage and rejection
rates of the confidence intervals and hypothesis test proposed in Section 4.
We consider the following simulated model, which is a slight variation on the model given in GB,
Xi = αGGi + αUUi,+
√
1 − α2G − α2U Xi
Yi = βXXi + βUUi,+
√
1 − β2X − β2U Y i
Si ∼ Bernoulli(pii)
logit(pii) = γ0 + γXXi + γY Yi
(Gi, Ui, Xi, Y i) ∼ N (0, I4)
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In this set-up, we wish to estimate βX , which is the effect of the exposure Xi on the outcome Yi. The exposure-
outcome relationship, however, is confounded by Ui. Gi is a genetic risk score, which is a valid instrument for the
exposure provided αG 6= 0. Consistent with GB, we choose αU = βU =
√
0.5 and αG =
√
0.02, meaning that the
instrument explains 2% of the variation in the exposure, while the confounder explains 50% of the variation in both
the exposure and outcome. We choose βX = 0.3 as the true causal effect and choose selection parameters γ0 = −1,
γX = γY = 1.
We draw 100,000 observations from this distribution and treat it as the finite population. This results in true values
of a = 0.0005 and b = 0.9999, such that some individuals are almost 2,000 times more likely to enter the sample than
others. We then draw 10,000 observations according to the selection rule Si and treat it as the non-random sample.
The fully non-parametric bounds described in Section 2 are extremely wide and the denominator is not bounded away
from zero, such that assumption (A.2) is not satisfied. However, we can assume that we have certain population-level
knowledge. Suppose that we know 1) selection is a logit in Xi and Yi, 2) Xi and Yi both positively influence selection,
3) the response rate is 64.75% and 4) E[Xi] = E[Yi] = 0. This is information that a researcher could plausibly have
access to from external sources (censuses, other studies, etc.); namely, an assumed functional form for the weights, the
direction in which the variables influence selection and simple population-level means. We draw 1,000 samples from
the population and compute intervals with these constraints imposed and summarise them in Table 6.1. On average,
our interval estimates contain the true IPW estimate. However, this estimate is biased toward the OLS estimate due
to the weak instrument, so both the interval estimate and true IPW estimate exhibit under-coverage of their respec-
tive confidence intervals (78.8% and 68.1% respectively). This illustrates a subtle point about this approach: if the
estimation model in the hypothetical random sample is biased, then the interval estimate will inherit this bias as well.
To help visualise Table 6.1, Figure 6.1 plots the first 35 intervals. The bounds βˆL and βˆH are centred tightly around
the true IPW estimate. In many of the draws, we can even reject the unweighted sample estimate, indicating that
our intervals are correctly detecting the selection bias.
Figure 6.1: First 35 draws from the simulated population
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Table 6.1: Summary statistics from simulation
Mean Median 95% Monte Carlo CI for Mean
Unweighted sample estimate 0.081 0.086 [0.077, 0.086]
IPW estimate using true weights 0.214 0.256 [0.203, 0.225]
Estimated interval Iˆ(a, b) [0.185, 0.283] [0.243, 0.3] [0.172, 0.291]
95% CI for Iˆ(a, b) in (10) [0.023, 0.419] [0.103, 0.434] [0.006, 0.426]
7 Applied Example: Effect of Education on Income
We illustrate the utility of this method in an instrumental variable analysis looking at the effect of education on
income. We will provide a brief overview of the estimation procedure, and readers interested in an in-depth exposi-
tion should consult Davies et al. (2018). Our instrument is based on a September 1972 education reform in England
which raised the school leaving age from 15 to 16. Individuals who turned 15 just prior to the implementation of
this reform were allowed to leave school, while individuals who turned 15 just after were required to remain in school
until they were 16. This created a sharp discontinuity in the policies that the two groups were exposed to, based
on a forcing variable which they cannot control (i.e. their date of birth). This policy reform has been widely used
as a natural experiment in the economics of education to explore the effect of educational attainment on various
outcomes. We denote this instrument by Zi ∈ {0, 1}, with Zi = 1 indicating that individual i turned 15 after the
implementation of the reform.
Our exposure is whether an individual remained in school at least until age 16. We denote this by Xi ∈ {0, 1}, with
Xi = 1 similarly indicating that the individual remained in school beyond age 15. Lastly, our outcome is whether
an individual earned more than £31,000 per year at the time of UK Biobank measurement in 2006; this specific
value is due to the way that UK Biobank discretises their income measurements (see Davies et al. (2018) for more
detail). We denote this by Yi ∈ {0, 1}, with Yi = 1 indicating that individual i earns more than £31,000 per year.
We restrict our sample to individuals who turned 15 within a year of September 1972 and we control for sex and
month-of-birth indicators.
Since this is an instrumental variables analysis, it falls within the class of estimators (1) as shown in Remark 2.1.
Specifically, for a given weight vector w, we write,
βˆn(w) =
(
n∑
i=1
wi Zi Yi
)/(
n∑
i=1
wi ZiXi
)
As discussed in the introduction, UK Biobank is known to be non-representative of the UK population along di-
mensions such as education, health and sex. Since data on these characteristics is available within the UK Biobank
sample, we specify a logit model for λ0 as in Section 5.3, choosing as selection variables sex, years of education,
income and days of physical activity per week (as a proxy for health) (Fry et al., 2017; Hughes et al., 2019).
From here, we choose four specifications for the constraints,
i) Only the bound constraints a and b, where a = 0.1%, 0.25% and b = 50%.
ii) Bound constraints and the directionality constraints of Section 5.3. That is, we require that years of education,
income and days of physical activity per week positively influence sample selection, while being male negatively
influences selection.
iii) Bound and directionality constraints and requiring the weights to imply a response rate of 5.5% as in Section
5.1.
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iv) Bound, directionality and response rate constraints, along with requiring the weights to imply a male population
proportion of 49.5% as in Section 5.2.
Figure 7.1 shows the results of our analysis. The lighter coloured lines represent the contribution of sampling vari-
ation to the estimated interval, calculated via the normal approximations in Section 4.1 (for the unweighted case,
this is simply a standard 95% confidence interval). The darker coloured lines represent the contribution of selection
uncertainty.
Our choices of a and b impose relatively few restrictions on the selection probabilities, allowing individuals to be as
much as 500 times more likely to enter the sample than others. It can be seen that the intervals are tightened consid-
erably as more population-level information is incorporated. In particular, the orange intervals with all constraints
imposed suggest that the unweighted estimate, indicated by the black vertical line, may be slightly downward biased.
The unweighted estimate is 0.276, while the orange intervals span 0.25 to 0.47. While we cannot reject the null
that the raw estimate lies within our interval, our interpretation of the interval itself is that the true effect could be
slightly larger than this. Specifically, we can say that an additional year of schooling induced by this reform increases
the likelihood of earning more than £31,000 in later life by 25 - 47 percentage points. This finding is what we might
expect given our knowledge of the selection mechanism. Since participants in UK Biobank tend to be of a higher
socioeconomic status, the reform may have had less of an impact on their future earnings than it did among the
more disadvantaged demographics seen in the wider UK population.
Figure 7.1 Estimated intervals with various constraints
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8 Discussion and Limitations
As discussed in the introduction, non-random sample selection is a common feature of surveys and population cohorts.
Individuals who choose to participate in voluntary data collection often differ systematically from the population from
which they are drawn. This can result in sample estimates which are biased away from the population parameters of
interest. The AL estimator is a simple and intuitive approach for calculating a range of possible values that sample
estimates could take in the presence of non-random selection. These values are computed by finding configurations
of individual-level probability weights which maximise and minimise the corresponding inverse-probability weighted
estimates, under the assumption that each probability weight is bounded between two user-specified constants. An
advantage of this approach, outlined in Section 2, is that it is fully non-parametric; no functional form is assumed
for the weights and sample selection can depend on any variables, observed or unobserved.
The fully non-parametric approach, however, can produce implausibly wide bounds for even modest choices of a and
b. To address this problem, we introduce a suite of population-level information which can be incorporated to tighten
the bounds. When researchers are confident that sample selection is determined by variables observed within their
sample (as may be the case with detailed samples, such as UK Biobank), it may be preferable to specify a functional
form for the weights and select variables believed to be predictive of selection, as in Section 5.3. This extension has
the added advantage of allowing researchers to impose directionality constraints on the variables; for example, if it
is known that better educated individuals are more likely to select into the sample, then we can force the parameter
associated with educational attainment to be positive in the optimisation problem. We can also force the optimising
weights to imply known population values, such as the conditional or unconditional survey response rate or covariate
means. As demonstrated in the simulation in Section 6 and applied example in Section 7, even a modest amount of
external information can tighten the bounds considerably. However, this comes at the cost of additional assumptions
imposed on the selection mechanism.
An implication of the assumption that the probability weights are bounded is that we rule out the possibility of indi-
viduals with extremely small or zero probabilities of sample selection. There are cases in which individuals will never
select into a sample. For example, in UK Biobank, individuals were invited to participate based on their proximity
to a number of assessment centres across the UK. Individuals who lived outside of these catchment zones had a zero
probability of sample selection. This limitation can be mitigated by characterising the group of individuals who have
non-trivially small probability of sample selection and defining the target population accordingly. In UK Biobank,
we can re-characterise the population of interest as people living within the catchment zones at the time of enrolment.
There are a variety of avenues for future research associated with this method. While we introduced some relevant
population-level information in this paper, it is certainly not exhaustive and could potentially be utilised more
effectively. Non-random sampling at baseline recruitment is not the only form of selection bias either. Differential
drop-out and non-response occur frequently in longitudinal studies and adaptations of this method to those settings
would be valuable. It would also be valuable to provide a formal treatment of covariates in this setting (for example,
by optimising a Frisch-Waugh-Lovell-type estimator). We view this method as an exciting prospect for handling
selection bias in settings where no information on non-respondents is available.
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9 Proofs
Lemma 9.1. βH is a global maximum over W if and only if, for all k = 1, ...,K, pk f(T k) ≥ βH pk g(T k), where
pk = w
H
k − (1/a+ 1/b−wHk ).
Proof. We will prove the ‘if’ statement since the ‘only if’ statement holds trivially. We will begin by noting that,
since βH is the solution to a linear fractional programming problem and since W is a compact, convex polyhedron,
the maximising weight vector wH will lie at a vertex. In other words, wH ∈ {1/b, 1/a}K . Take an arbitrary weight
vector w ∈ W . Suppose there are 1 < m ≤ n elements of w which differ from wH . Without loss of generality,
suppose these are the first m elements. Then we can write,
β(w) =
∑K
k=1 wk f(T
k)P(T k)∑K
k=1 wk g(T
k)P(T k)
=
∑K
k=1 w
H
k f(T
k)P(T k) − ∑mk=1 pkf(T k)P(T k)∑K
k=1 w
H
k g(T
k)P(T k) − ∑mk=1 pkg(T k)P(T k)
≤ β
H
∑K
k=1 w
H
k g(T
k)P(T k) − βH∑mk=1 pkg(T k)P(T k)∑K
i=1 w
H
k g(T
k)P(T k) − ∑mk=1 pkg(T k)P(T k)
= βH
∑K
k=1 w
H
k g(T
k)P(T k) − ∑mk=1 pkg(T k)P(T k)∑K
i=1 w
H
k g(T
k)P(T k) − ∑mi=1 pkg(T k)P(T k)
= βH
Proof of Proposition 3.1
Proof. We will prove the result for βˆH only since the proof is symmetric for βˆL. Let W ≡ [1/a, 1/b]K . Then, for
all n ∈N,
E
[
βˆH
]
= E
[
sup
w∈W
βˆ(w)
]
≥ sup
w∈W
E
[
βˆ(w)
]
= sup
w∈W
β(w)
= βH
with the inequality following because the expectation over the suprema of all individual realisations in T will always
be greater than the suprema taken over the entire expectation.
Proof of Theorem 3.1
Proof. We will state this proof for the upper bound since the proof is symmetric for the lower bound. By Assumption
3.1 (A.1), we will write our estimator and estimand of the form in (7) of Remark 3.1 throughout this proof.
Since βˆn(w) is continuous for all w ∈W = [1/b, 1/a]K by (A.3), it follows from (A.2) that βˆn(w) a.s.→ β(w). Thus,
it suffices to show that,
sup
w
{
βˆn(w) : w ∈W
}
= βˆHn
a.s.→ βH = sup
w
{β(w) : w ∈W}
Let {wn} ⊂ W be a sequence of weight vectors such that βˆ(wn) = βˆHn for all n, then βˆn(wn) ≥ βˆn(w) for all
w ∈ W . Since W is compact in RK , we can take a convergent subsequence {wnm} toward some w∗. Then, by
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almost sure convergence and continuity, we have, for every w ∈W ,
β(w∗) = lim
m→∞ βˆnm(wnm) ≥ limm→∞ βˆnm(w) = β(w)
almost surely. Similarly, we can show that βˆLn
a.s.→ βL. Therefore, Iˆ(a, b) a.s.→ I(a, b). Since β ∈ I(a, b) by assumption,
an immediate corollary is that Iˆ(a, b) almost surely contains the point estimand asymptotically as well.
Now, we wish to show that {wnm} a.s.→ wH , where wH denotes the maximising weights of βH . We know that
{wnm} → w∗. Then, since wH is unique by Lemma 3.1 and βH = β(w∗) almost surely by the above, it follows that
wH = w∗ almost surely.
Proof of Lemma 3.1
Proof. Suppose that there are two global maxima, βH1 = β(wH1 ) and βH2 = β(wH2 ), βH1 = βH2 = βH and wH1 6= wH2 .
Since βH1 and βH2 are both global maxima, then by Lemma 9.1, for all k = 1, ...,K,
pk f(T
k) ≥ βH1 pk g(T k)
pk f(T
k) ≥ βH2 pk g(T k)
(18)
Again, without loss of generality, we will assume that wH1 and wH2 differ by the first m elements. Then,
βH1 =
∑K
k=1 w
H
k1 f(T
k)P(T k)∑K
k=1 w
H
k1 g(T
k)P(T k)
=
∑K
k=1 w
H
k2 f(T
k)P(T k)∑K
k=1 w
H
k2 g(T
k)P(T k)
=
∑K
k=1 w
H
k1 f(T
k)P(T k) − ∑mk=1 pkf(T k)P(T k)∑K
k=1 w
H
k1 g(T
k)P(T k) − ∑mk=1 pkg(T k)P(T k)
where pk = wHk1 − (1/a+ 1/b−wHk1). Rearranging, we obtain,
m∑
k=1
pk f(T
k)P(T k) = βH
m∑
k=1
pk g(T
k)P(T k)
However, (18) implies that this equality will only hold if, for all k = 1, ...,m, f(T k)/g(T k) = βH , which cannot be
true by assumption (A.4). Therefore, by contradiction, the set W ∗ must be a singleton.
Proof of Proposition 4.1
Proof.
|σˆ2(wˆm)− σ2(wm)| = |σˆ2(wˆm)− σ2(wˆm) + σ2(wˆm)− σ2(wm)|
≤ |σˆ2(wˆm)− σ2(wˆm)| + |σ2(wˆm)− σ2(wm)|
a.s.→ 0
where the first term goes to zero almost surely due to the consistency of σˆ2( · ) and the second term goes to zero
almost surely due to the consistency results in Theorem 3.1 and the continuity of σ2( · ).
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Proof of Proposition 4.2
Proof. We use the duality between confidence intervals and p-values to arrive at our result.
P0
[
β0 ≥ βˆL −Z σ(wL)/√n ∨ β0 ≤ βˆH + Z σ(wH)/√n]
= 1 − P0
[
β0 < βˆL −Z σ(wL)/√n ∨ β0 > βˆH + Z σ(wH)/√n]
= 1 − P0
[
Z <
βˆL − β0
σ(wL)/
√
n
∨Z > βˆ
H − β0
σ(wH)/
√
n
]
= 1−P0
[
Z <
βˆL − β0
σ(wL)/
√
n
]
−P0
[
Z >
βˆH − β0
σ(wH)/
√
n
]
= 1−Φ
(
βˆL − β0
σ(wL)
)
−
(
1−Φ
(
βˆH − β0
σ(wH)
))
= Φ
(
βˆH − β0
σ(wH)
)
− Φ
(
βˆL − β0
σ(wL)
)
Proof of Proposition 5.1
Proof. Note that,
ES
[
pi0i
]
= E
[
pi0i Si
]
/r
Consider the numerator. By the Law of Iterated Expectations,
E
[
(1/pi0i )Si
]
= E
[
(1/pi0i )E
[
Si | (1/pi0i )
]]
= E
[
(1/pi0i )E
[
E
[
Si |pi0i , (1/w0i )
] | (1/pi0i )]]
= E
[
(1/pi0i )E
[
pi0i | (1/pi0i )
]]
= E
[
(1/pi0i ) pi0i
]
= 1
where the second-to-last line follows because 1/pi0i is one-to-one with respect to pi0i .
10 Supplementary Simulations
Throughout this section, we loosely follow the ADEMP approach to reporting simulation studies outlined in Morris
et al. (2019). The aim of these supplementary simulations is to assess and visualise the finite sample properties of
our estimator Iˆ(a, b) (5). We consider a simple ordinary least squares model, where we wish to estimate the effect
of an exposure X on an outcome Y and,
Yi = βXi + i
(Xi, i) ∼ N (0, I2)
where β = 0. Since it is difficult to calculate I(a, b) exactly in this setting, we instead draw our population parameters
from a large finite sample of N = 10, 000, 000 (if the population is too small, the sub-samples drawn from it will
not resemble random draws from the super-population, which will cause, for example, artificial over-coverage of
confidence intervals). Sub-samples of varying size n are drawn randomly without replacement from this population
independent of X or Y . Let the number of Monte Carlo draws for each simulation be given by R. The population
parameters for this data-generating process are,
a = 0.1, b = 1, I(a, b) = [βL, βH ] ≈ [−0.805, 0.805]
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We will assess the bias of the interval estimate Iˆ(a, b), coverage of confidence intervals and type I and type II error
rates for hypothesis tests. For all figures, the orange dashed lines represent 95% Monte Carlo confidence intervals
and the thick lines represent fitted loess curves. We refer the reader to Table 2 in Morris et al (2019) for a list of the
Monte Carlo estimators we use throughout this study. To start, Figure 10.5 below calculates the average computation
time for Algorithm 3.1 over various sample sizes on a system with an Intel i3-3240T processor. The algorithm is very
efficient, computing both the upper and lower bound of the interval estimator in less than 2 seconds for 1,000,000
observations.
10.1 Bias of the Interval Estimate
While Proposition 3.1 implies that our estimated interval will be too wide in finite sample, it is illustrative to assess
the size of the bias and the speed of convergence to the true bounds. Figure 10.1 shows the mean difference between
the estimated bounds and the true bounds for various sample sizes n, where each dot represents R = 100, 000 draws.
The red dots represent average bias of the upper bound and the blue dots represent average bias of the lower bound.
As expected by Proposition 3.1, the lower bound is downward biased and the upper bound is upward biased. The
magnitude of the bias, however, is extremely small and dissipates quickly as the sample size increases. By 100
observations, it is almost indistinguishable from zero.
10.2 Coverage
The confidence interval given in Section 4.1 is based on an asymptotic approximation to the normal distribution and
so it is useful to assess its finite sample coverage rates. For comparison, we also look at the percentile bootstrap
confidence intervals of Section 4.2 using 1,000 bootstrap draws. Figure 10.2 shows the proportion of 95% asymptotic
confidence intervals (10) (blue) and bootstrap confidence intervals (12) (red) which contain the true interval I(a, b)
for various sample sizes, where each dot represents R = 5, 000 draws. The results indicate that our asymptotic
confidence interval achieves nominal coverage in this setting by n = 500 and exhibits coverage of at least 80% for all
sample sizes. ZSB’s bootstrap confidence interval shows a similar pattern but exhibits some under-coverage in this
setting.
10.3 Hypothesis Testing
In this section, we will assess the rejection rate of the hypothesis test (11) under various null hypotheses. We begin
by tracing a power curve and conclude by assessing two specific null hypotheses over various sample sizes: one in
which the null hypothesis is true and another in which it is false. The power curve is given in Figure 10.3. The
red vertical lines show the true interval I(a, b), while the blue line shows the rejection rate for each choice of null
hypothesis over R = 1, 000 draws. We reject the null hypothesis if p < 0.025, with p given in Proposition 4.2. For
null hypotheses within the true interval, the false rejection rate does not exceed 5%, which is the size of the test,
while for null hypotheses outside of the true interval, the rejection rate converges toward 100%. Figure 10.4 considers
two specific null hypotheses and varies the sample size from 5 to 1,000. These two hypotheses are,
HT0 : β
0 = βH − (βH − βL)/10 ∈ I(a, b)
HF0 : β
0 = βH + (βH − βL)/10 ∈ I(a, b)
The true null hypothesis HT0 considers a β0 which is equal to the upper bound minus one tenth of the interval width,
while the false null hypothesis HF0 considers a β0 which is equal to the upper bound plus one tenth of the interval
width. Each red dot represent rejection rates for the false null hypothesis HF0 , while the blue dots represent the
same for the true null hypothesis HT0 . The results indicate that the test has correct size for reasonable sample sizes.
For very small samples, it has size greater than 5% and this is likely due to the normal distribution being a poor
approximation to the true finite sample distribution of βˆH . The results also indicate that, for HF0 , the test achieves
80% power by approximately 500 observations and converges to roughly 100% power by 1,000 observations.
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Figure 10.1: Average bias
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Figure 10.2: Coverage of 95% confidence interval
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Figure 10.3: Power curve for test with n = 100
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Figure 10.4: Rejection rate of HT0 and HF0
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Figure 10.5: Computation Time of Algorithm 3.1
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