Abstract. In this paper, we consider the planar self-affine measures µ M,D generated by an
Introduction
Let M ∈ M n (R) be an expanding matrix(that is, all the eigenvalues of M have moduli > 1), and let D ⊂ R n be a finite subset with cardinality |D|. Let {φ d } d∈D be an iterated function system (IFS) on R n defined by
Then the IFS arises a natural self-affine measure µ := µ M,D satisfying
The measure µ M,D is supported on the attractor of the IFS {φ d } d∈D [13] .
For a countable subset Λ ⊂ R n , let E Λ = {e 2πi λ,x : λ ∈ Λ}. We call µ a spectral measure, and Λ a spectrum of µ if E Λ is an orthogonal basis for L 2 (µ). We also say that (µ, Λ) is a spectral pair. The existence of a spectrum for µ is a basic problem in harmonic analysis, it was initiated by Fuglede in his seminal paper [11] . After the original work of Fuglege, the spectral problem has been investigated in a variety of different mathematical fields. The first example of a singular, non-atomic, spectral measure which is supported on On the other hand, the non-spectral problem of self-affine measures is also very interesting. In [8] , Dutkay Let D = {(0, 0) t , (α 1 , α 2 ) t , (β 1 , β 2 ) t }, if we assume that α 1 β 2 − α 2 β 1 = 1, it can be easily seen that there exist at most 9 mutually orthogonal exponential functions in L 2 (µ M,D ) by Theorem 1.1 of [20] . A natural question is whether the number 9 is suitable for any threeelement integer digit set? Motivated by the previous research, we will give a complete answer in this paper. Without loss of generality, we may assume that gcd(α 1 , α 2 , β 1 , β 2 ) = 1 by Lemma 2.2. (ii) If 2α 1 − β 1 , 2α 2 − β 2 ∈ 3Z, then there exist at most 3 2η mutually orthogonal exponential functions in L 2 (µ M,D ), and the number 3 2η is the best, where η = max{r :
The case (ii) of Theorem 1.1 actually follows from a more general result. Before stating the result, we need some definitions and notations.
For positive integers p, q ≥ 2 and s ≥ 1, let
where m D (x) is called the mask polynomial of D as usual. Define 
, then the number p 2η is the best.
We arrange the paper as follows. In Section 2, we recall a few basic concepts and notations, establish several lemmas that will be needed in the proof of our main results. In Section 3, we give the detailed proofs of Theorems 1.1 and 1.2.
Preliminaries
In this section, we give some preliminary definitions and lemmas. We will start with an introduction to the Fourier transform. For a n × n expanding real matrix M and a finite digit set
plays an important role in the study of the spectrality of µ M,D . It follows from [8] that
where M * denotes the transposed conjugate of M, and
For any λ 1 , λ 2 ∈ R n , λ 1 λ 2 , the orthogonality condition
relates to the zero set Z(μ M,D ) directly. It is easy to see that for a countable subset Λ ⊂ R n ,
3) 
then there exist at most
Proof. Suppose there exists a family of mutually orthogonal exponential functions {e 2πi λ,x : λ ∈ Λ} with | Λ |> |Z ′ | + 1. By taking some λ 0 ∈ Λ and replacing Λ by Λ − λ 0 , we may assume that 0 ∈ Λ. For any λ 1 λ 2 ∈ Λ, the orthogonality implies thatμ M,
Since | Λ |> |Z ′ | + 1, there exist λ 1 λ 2 ∈ Λ such that λ 1 − λ 2 ∈ Z n by using pigeonhole principle. But this will contradict (2.5), because 0 Z ′ .
For a positive number m, let ϕ(m) denote the Euler's phi function which equal to the number of integers in the set {1, 2, · · · , m − 1} that are relatively prime to m. For more information about the Euler's phi function, the reader can refer to [23] . The following lemma is the famous Euler's theorem. For a prime p, let F p := Z/pZ denote the residue class fields and F n p denote the vector space of dimension n over F p . All nonsingular n × n matrices over F p form a finite group under matrix multiplication, called the general linear group GL(n, F p ).
0, then the least positive integer n for which f (x) divides x n − 1 is called the order of f and denoted by ord p ( f ).
The order of the polynomial f is sometimes also called the period of f or the exponent of f . There are many conclusions about the order of polynomial in the third chapter of [19] . The following lemma reflects the relationship between the order of the matrix M and the order of the characteristic polynomial of M.
, and moreover, if the equality holds, then f
It is well known that there exist ϕ(p n − 1)/n primitive polynomials with degree n over F p (see P 87 Theorem 4.1.3 of [22] ), where ϕ is the Euler's phi function. Consequently, Lemma 2.10 implies that the matrix M ∈ GL(n, F p ) with O p (M) = p n − 1 always exists.
The ergodic matrices have been widely used in Cryptography. The following lemma shows that the ergodic matrices attain to the maximum order of matrices in GL(n, F p ).
Main Results
In this section, we first prove Theorem 1.2, and then prove Theorem 1.1 by using the result of Theorem 1.2. In the proof of Theorem 1.2, the "at most" is easy to get by Lemma 2.4, the main difficulty is to show that the number p 2η is the best. In order to get this, we will prove that there exists an expanding integer matrix M with gcd(det(M), p) = 1 such that
, A p (η) are defined by (1.2) and (1.3), respectively. For simplicity, in the later of this paper, we let I ∈ M 2 (Z) denote the identity matrix. 
Proof. For any integer m ≥ 2, write B = pA + I, we have
where
Now we prove the theorem by induction. Without loss of generality, we assume l 2 pZ.
It is easy to see that the theorem holds for s = 1. We then consider s = 2. Since p is a prime and l 2 pZ, we infer from (3.1) that m = p is the least integer such that
3ľ (2) 4 + I.
In the following, we proveľ
∈ pZ for any prime p ≥ 3, we conclude from (3.2) that there exists an integer matrix B p such that
. This proves the theorem for s = 2.
Inductively, we assume that the theorem holds for s = k. That is, e = p k−1 is the least
. For s = k + 1, by inductive hypothesis and the same discussion as s = 2, we can easily show that
. We now prove that e = p k is the least integer
∈ p k Z. Suppose that n < p k is the least integer which satisfies the above. By the assumptionľ
and rewrite n = τp k−1 + r, where 1 < τ < p and 0 ≤ r < p k−1 . It is easy to see that there exist integersl 1 ,l 2 ,l 3 andl 4 such that 
Next, we prove k = ιp s−1 if there exist l i 0 pZ for some 1 
For any l ∈ T p,s , define
and (ii) |Q p,s (l)| = p − 1 for any l ∈ T p,s ;
(iii) For any integerη ≥ 1,
Proof. We first prove the following claim.
Claim 1. For any l, l ′ ∈ T p,s with l = l ′ (mod p), if there exists an integer
Proof of Claim 1.
and Lemma 2.12 that M is an ergodic matrix and
which contradicts the ergodicity of M.
Next we prove k ′ = p s−1 . Denote M p 2 −1 = pA+ I, by (3.1) and (3.7), there exist integers l 1 ,l 2 ,l 3 andl 4 such that 
Hence l = l ′ , which completes the proof of the claim.
We now continue with the proof of Theorem 3.4.
s−1 −k 2 on both sides of the above equation, we get
However, Claim 1 shows that (3.8) does not hold because 
From the definition of Q p,s , we see that 
(iii) From the definition of A p (η) and B p,s , the first equation is clearly established. Next we prove
For any s s ′ , it is easy to see that
It follows from Lemma 2.5 that
. Combining this with (3.9), we obtain η s=1 
Let det(M) = L and ϕ(q) be the Euler's phi function. If gcd(L, q) = 1, it follows from Lemma 2.7 that there exists an integer n such that
To prove Theorem 1.2, we need the following lemma, which was proved in [20] . 
+ Z 2 and Lemma 2.4 that
Second, we will show that there exists an expanding integer matrix M 0 such that 
3) and Lemma 3.6, we have
, we will show that pZ. The remained proof is the same as case (a). This proves the existence. Now we are ready to prove Theorem 1.1. In order to prove it, we need the following lemma of [20] . 
Proof of Theorem 1.1.
. It is well known that 1 + e 2πiθ 1 + e 2πiθ 2 = 0 if and only if 19) where k 1 , k 2 , k 3 , k 4 ∈ Z. By (3.19), we can easily obtain
. Second, we show that the number 9 is the best. We will prove it in two cases: Case 1, 
Proposition 3.9. Let Z 0 , η, σ, ω and ϑ be given by (3.23) , and let A 3 , A 
Proof. (i) Since 3 ∤ σ, let σ = 3a + κ for some integers a and κ = 1 or 2. Let τ = κσ, we will prove that there exists i = 1 or 2 such that κσϑ(A i 3 (η + 1) + Z 2 ) ⊂ Z 0 . In fact, this only need to show that for any k Since κ = 1 or 2 and κσ = κ(3a + κ) = 3aκ + κ 2 = κ 2 = 1 (mod 3), then k 1 ∈ Z. We then prove that k 2 is also an integer. It follows from σ = 3a + κ and κ 2 = 1 (mod 3) that κ(2σ − ω) = 6aκ + 2κ 2 − κω = 2 − κω (mod 3). This together with 2σ − ω, κ 3Z implies 2 − κω 3Z. Therefore, by noting that κ, ϑ 3Z, we can always choose i = 1 or 2 such that κϑi = 2 − κω (mod 3), which shows that k 2 ∈ Z. Hence (3.27) holds and τϑ(A (ii) Let τ = κσ as case (i), we will show that κσϑ(A 3 (η) + Z 2 ) ⊂ Z 0 . Indeed, we only need to show that for any k ′ 1 , k ′ 2 ∈ Z, there exist k 1 , k 2 ∈ Z such that (3.27) holds for i = 0, i.e.,
κσϑ(
Let Λ = L 2·3 η ·8·3 η τϑE, where
We will show that E Λ = {e 2πi λ,x : λ ∈ Λ} is an orthogonal set of L 2 (µ M 3 ,D 3 ). For any λ 1 λ 2 ∈ Λ, there exists λ ′ ∈E (ii) Suppose 2α 1 − β 1 , 2α 2 − β 2 ∈ 3Z, then α 1 β 2 − α 2 β 1 ∈ 3Z. We mainly use Theorem 1.2 to complete the proof. By the same transformation as Case 2 of (i), we get the same matrix M 3 and digit set D 3 in (3.21) and (3.22 This completes the proof of Theorem 1.1.
