Abstract The efficiency of heat recovery in high-temperature (>60°C) aquifer thermal energy storage (HT-ATES) systems is limited due to the buoyancy of the injected hot water. This study investigates the potential to improve the efficiency through compensation of the density difference by increased salinity of the injected hot water for a single injection-recovery well scheme. The proposed method was tested through numerical modeling with SEAWATv4, considering seasonal HT-ATES with four consecutive injection-storage-recovery cycles. Recovery efficiencies for the consecutive cycles were investigated for six cases with three simulated scenarios: (a) regular HT-ATES, (b) HT-ATES with density difference compensation using saline water, and (c) theoretical regular HT-ATES without free thermal convection. For the reference case, in which 80°C water was injected into a high-permeability aquifer, regular HT-ATES had an efficiency of 0.40 after four consecutive recovery cycles. The density difference compensation method resulted in an efficiency of 0.69, approximating the theoretical case (0.76). Sensitivity analysis showed that the net efficiency increase by using the density difference compensation method instead of regular HT-ATES is greater for higher aquifer hydraulic conductivity, larger temperature difference between injection water and ambient groundwater, smaller injection volume, and larger aquifer thickness. This means that density difference compensation allows the application of HT-ATES in thicker, more permeable aquifers and with larger temperatures than would be considered for regular HT-ATES systems.
Introduction
The rising demand for sustainable energy sources and CO 2 emission reduction has led to intensified use of seasonal aquifer thermal energy storage (ATES) systems (Sanner et al. 2003) . Thus far, ATES is mainly used for seasonal heating and cooling of buildings, where hot water is injected in the subsurface during summers and extracted during winters, and vice versa. Currently, the majority of ATES systems have limited temperature differences (ΔT < 15°C) between the ambient groundwater on the one hand, and the injected warm and cold water on the other hand. The number of high temperature aquifer thermal energy storage (HT-ATES) systems is still limited, although the storage of water with higher temperatures (e.g. >70°C) increases both the energy storage capacity and overall energy efficiency (e.g. Kabus and Seibt 2000; Sanner et al. 2005; Réveillère et al. 2013) . A huge amount of waste heat is produced worldwide in a wide range of industrial processes such as from incinerator and electricity plants (Meyer and Todd 1973) . Therefore, HT-ATES systems can play a critical role in buffering the temporal mismatch between (continuous) heat supply and (seasonal) demand.
To date, most of the technical challenges induced by the high temperatures that hampered the early growth in the number of HT-ATES systems have now been resolved, such as appropriate water treatment and material selection to prevent the occurrence of mineral scaling and corrosion (Sanner et al. 2003) . However, the economic feasibility of HT-ATES systems is largely determined by the thermal recovery efficiency, and relative low thermal recoveries up to values of only 0.42 were obtained during HT-ATES field experiments conducted in both confined and unconfined sandy aquifers (e.g. Mathey 1977; Palmer et al. 1992; Molz et al. 1979; 1983a, b) .
Besides heat loss due to thermal conduction to colder surrounding formations (e.g. Doughty et al. 1982) , free thermal convection during HT-ATES negatively impacts thermal energy recovery (e.g. Buscheck et al. 1983; Molz et al. 1983a ). The temperature difference between hot injection water and cold ambient groundwater results in a net buoyancy difference. Therefore, buoyancy forces cause upward flow of hot injection water which results in tilting of the initially vertical hot water front (Fig. 1a,b) . Also, the viscosity of water at elevated temperatures is lowered, resulting in enhanced free thermal convection (Hellström et al. 1979) . Field experiments (e.g. Molz et al. 1983a) show that HT-ATES in high-permeability aquifers at high temperature contrasts between injected water (81°C) and ambient groundwater (20°C) result in significant free thermal convection and hence a low thermal recovery (0.45).
The use of lower storage temperatures and the selection of low-permeability target aquifers are currently seen as the main design options for HT-ATES systems to reduce heat losses due to density-driven flow (e.g. Doughty et al. 1982; Schout et al. 2014) . However, besides limiting the range of suitable aquifers and the use of lower, energetically less attractive, storage temperatures, the selection of low-permeability aquifers negatively impacts the hydraulic capacity of a HT-ATES system, and therefore the heat storage capacity. Moreover, the selection of lowpermeability aquifers increases the risk of well clogging by particles (e.g. Olsthoorn 1982) . Therefore, the work reported here studies the possibility of minimizing free thermal convection in HT-ATES systems by using saline water for heat storage to compensate for the density difference with the ambient, cooler and less saline groundwater. Potentially, this would significantly increase recovery efficiencies and enable the use of higher permeability aquifers and higher injection temperatures for HT-ATES systems. This study explored the potential of this approach with numerical density-dependent flow simulations of (a) regular HT-ATES systems, (b) HT-ATES systems with density difference compensation using saline water, and (c) theoretical regular HT-ATES cases that consider no free thermal convection by neglecting density differences due to the temperature contrast between hot injection water and cold ambient groundwater. The latter scenario provided an upper bound for the improvement obtainable with density difference compensation. Firstly, a sensitivity analysis was performed by simulating multiple seasonal HT-ATES recovery cycles at various aquifer and environmental conditions. Secondly, the density difference compensation method was simulated for an actual HT-ATES system, a pilot in a highly permeable aquifer (Molz et al. 1983a; Buscheck et al. 1983 ).
Methods

SEAWAT
To simulate water, heat and solute transport during the HT-ATES recovery cycles, SEAWATv4 was used Guo and Langevin 2002) . This code is a coupled version of the groundwater flow simulation program MODFLOW2000 (Harbaugh et al. 2000) and the multi-species mass transport simulation program MT3DMS (Zheng and Wang 1999) , which enables simulation of variable-density groundwater flow. To allow for heat transport, the differential equations for solute transport in SEAWATv4 were translated in terms of heat transport following the approach described by Langevin et al. (2008) .
Equations of state for density and viscosity were used to describe both fluid density and viscosity as a function of temperature and salt concentration. Fluid viscosity as a function of temperature and salt concentration is described by the following equation (Voss 1984) :
where μ is the dynamic fluid viscosity (kg/m day), T is the temperature of the water (°C) and C s is the solute concentration of the water (kg/m 3 ). A non-linear density equation of state derived by Sharqawy et al. (2010) was used in the SEAWAT code as described by Van Lopik et al. (2015) to accurately simulate the temperature-density relation over large temperature ranges (see Eq. 2). This density relationship based on experimentally derived datasets for both salt concentration and temperature at 1 atm pressure from Isdale and Morris (1972) and Millero and Poisson (1981) is shown in Fig. 2 .
where ρ is the fluid density (kg/m 3 ) and S is the salinity of the water (g/kg).
Model set-up
The modeling in the present study is done in two parts. Firstly, a sensitivity analysis is performed by simulation of seasonal HT-ATES with four consecutive recovery cycles (see section 'Generalized HT-ATES cases used for the sensitivity analysis').
Secondly, the density difference compensation method was tested for an actual HT-ATES field pilot of two recovery cycles in a high-permeability aquifer conducted by Molz et al. 1983a (see section 'Pilot study at the Auburn University'). For both the sensitivity analysis on seasonal HT-ATES and the numerical simulation of the field pilot, a confined sandy aquifer was con- Fig. 1 Schematic overview of a full HT-ATES recovery cycle in a confined aquifer for a injection, b storage and c extraction periods. Heat loss occurs by thermal conduction and free thermal convection Fig. 2 Water density as a function of temperature and salinity (Sharqawy et al. 2010, Eq. 2) . Solid lines represent equal water densities (isopycnals). The black stars show the required salinity for HT-ATES water injection at temperatures of 60 and 80°C into brackish groundwater with a temperature of 20°C (brackish = 10 g/kg). The red crosses are for water injection at temperatures of 58.5 and 81°C into fresh groundwater with a temperature of 20°C sidered to simulate HT-ATES recovery cycles at the various temperature and salt-concentration contrasts between injected water and ambient groundwater. Groundwater flow and associated heat and salt transport were simulated axi-symmetrically, following the approach introduced by Langevin (2008) . This approach has been validated for transport of solute (Wallis et al. 2013 ) and heat (Vandenbohede et al. 2014) . Although the displacement of heat and solutes by regional groundwater flow cannot be considered with the axi-symmetric approach, the regional groundwater flow is generally low in deep brackish aquifers targeted for HT-ATES systems (e.g. Sauty et al. 1982) . Hence, neglecting heat and solute loss by regional groundwater flow during HT-ATES is considered a reasonable assumption.
The axi-symmetric model domain has a radius of 500 m with an aquifer thickness of 21 m. The overlying and underlying aquitards are 10 and 9 m thick. The grid resolution is Δr = 0.5 m by Δz = 0.5 m. Constant head, temperature and concentration boundaries were used for the outer, upper and lower boundaries of the model domain, following Buscheck et al. (1983) . The inner boundary is impermeable inside the aquitards and simulates the well inside the aquifer. The well used for both injection and extraction has a radius of 0.1 m. The groundwater flow is solved using the Preconditioned Conjugate Gradient 2 (PCG2) package. The modified method of characteristics (MMOC) is applied as an advection package with a Courant number 0.2. In order to simulate heat conduction accurately, the convergence criterion of relative temperature is set to 10 −10°C (Vandenbohede et al. 2014 ).
Generalized HT-ATES cases used for the sensitivity analysis
The aquifer characteristics used for the simulation of seasonal HT-ATES are based on the aquifer used for the Auburn University (USA) field experiment conducted by Molz et al. (1983a) . A homogeneous anisotropic aquifer has been used for the sensitivity analysis instead of the heterogeneous layering described by Buscheck et al. (1983) . The aquifer characteristics for this base of the sensitivity analysis (case 1) are listed in Table 1 . The ambient groundwater in the sensitivity analysis has a brackish salinity of 10,000 ppm (C s = 10 kg/m 3 ). A seasonal HT-ATES system was assumed, with injection, storage, extraction and rest periods of 90 days each. Four consecutive cycles were simulated to investigate how the thermal recovery efficiency develops with time. An equal injection and extraction volume of 56,700 m 3 and an injection temperature of 80°C were assumed for each cycle in the reference scenario (case 1, Table 2 ). Three types of simulations (named a, b and c) were conducted for all cases in the sensitivity analysis: regular HT-ATES (e.g. case 1.a for the reference scenario), HT-ATES with density difference compensation using saline water (e.g. case 1.b for the reference scenario), and a theoretical regular HT-ATES case that considers no free thermal convection and, hence, only heat loss by thermal conduction (e.g. case 1.c for the reference scenario). In the latter simulation (c), density-driven flow was not considered (no free thermal convection) as an upper bound for the improvement that can be obtained with density difference compensation. In the additional five cases with each three types of simulations, the sensitivity of the modeling results was investigated by varying HT-ATES conditions and aquifer characteristics (Table 2) .
Pilot study at the Auburn University
The simulation (Buscheck et al. 1983 ) and experimental results (Molz et al. 1983a ) of the HT-ATES field experiment conducted at the Auburn University were used to test the a The thermal distribution coefficient (K dT ), thermal retardation factor (R T ), bulk thermal diffusivity (D T ) are calculated for SEAWATv4 heat transport simulation (see Langevin et al. 2008) potential of density difference compensation with respect to the regular HT-ATES operated in this specific field experiment. The main aspects from Buscheck et al. (1983) and Molz et al. (1983a) are summarized here. Two injection-storage-recovery cycles (injection temperatures of 58.5 and 81°C) were conducted in a highly permeable sandy confined aquifer. The first cycle was of 3 months duration, while the second cycle had a duration of 7.3 months. The determined average production and injection volume rates and injection temperatures over time as presented by Buscheck et al. (1983) were used in the simulations of this study (Table 3) . The characteristics of the aquifer and the confining layers used for the numerical modeling of this field experiment are listed in Table 1 . A three-layered heterogeneous aquifer was considered with a 2.5-fold higher hydraulic conductivity for the middle layer than for the upper and lower layers (Table 4 ) in order to predict the two recovery cycles numerically (Buscheck et al. 1983 ). The ambient groundwater temperature is 20°C and contains only 280 ppm or 0.28 kg/m 3 of total dissolved solids (Molz et al. 1983b ). Due to low recovery temperatures of extracted water during the second recovery cycle, the well configuration was changed. The original fully penetrating well screen was replaced by a partially penetrating well screen after 2 weeks of extraction to increase thermal energy recovery, resulting in a recovery efficiency of 0.45 (Molz et al. 1983a ). Molz et al. (1983a) estimated a thermal energy recovery efficiency of 0.40 without the partially penetrating well screen modification. Buscheck et al. (1983) simulated the second recovery cycle for a fully penetrating well screen. The same procedure is followed in the numerical simulation with SEAWATv4.
Density difference compensation using saline water for heat storage
The required salinity for the density difference compensation was calculated for the heat injection temperature based on the non-linear density equation (Eq. 2) as illustrated in Fig. 2 . Salt mass transport was modeled conservatively and adsorption or precipitation reactions were not incorporated in the numerical simulations.
In the sensitivity analysis for various HT-ATES conditions (see section 'Generalized HT-ATES cases used for the sensitivity analysis'), a brackish salinity of 10,000 ppm (10 kg/m 3 ) was selected for the ambient groundwater, as environmental considerations typically preclude the use of HT-ATES in fresh For the HT-ATES pilot study at Auburn University (see section 'Pilot study at the Auburn University'), the density difference between hot injection water and ambient groundwater was calculated for both cycles with injection temperatures of 58.5 and 81°C, respectively. Consequently, the required salt concentration to overcome buoyancy difference between injected water and ambient groundwater was 19 kg/m 3 for cycle-1, whereas for cycle-2, a salt concentration of 36.6 kg/m 3 was required (Fig. 2 ).
Metrics to quantify salt and heat recovery
Critical in the operation of HT-ATES systems is how much of the injected heat can be recovered following storage, expressed as thermal recovery efficiency. The thermal recovery efficiency (ε H ) is defined as the ratio between the total injected heat (Q in ) and the total recovered heat after extraction (Q ex ). The total injected and recovered heat is calculated from the temperatures of injected and extracted water:
where V ex/in are the volumes per time step of the extracted water and the injected water (m 3 ), T ex/in are the temperatures of the extracted water and the injected water (°C), T a the ambient groundwater temperature (°C), c pf the heat capacity of water, J/(kg°C), and ρ in/ex (T,S) the densities of the extracted water and the injected water as a function of salt concentration and temperature (Eq. 2). In the sensitivity analysis (cases 1-6), summation is done over the output time steps for salinity and temperature (Δt = 5 days) to calculate Q in and Q ex . For the Auburn University HT-ATES field experiment, smaller output time steps of 1 day are used.
For density difference compensation, the recovery of salt mass (ε S ) is an important variable in this study. The salt mass recovery efficiency is defined as the ratio between the total injected salt mass (M S in ) and the total recovered salt mass after extraction (M S ex ):
where C S ex/in are the salt concentrations in each time step of the extracted water and the injected water (kg/m 3 ) and C S a is the ambient groundwater concentration (kg/m 3 ).
Spreading of hot and saline water
In the sensitivity analysis, theoretical optimal HT-ATES cases that considered only heat loss by thermal conduction (e.g. case 1.c) are run and compared to density difference compensation (e.g. case 1.b). Considering an optimal case with no heat loss, the shape of the stored hot water in the aquifer will be cylindrical. Therefore, the dimensions of the hot water volume can be described in terms of the maximum radial extent of the injected hot water (r th ) and a given aquifer thickness (H a ).
Equilibration of heat between the solid and water phase occurs during heat transport in the aquifer. Therefore, the temperature front progresses at a lower rate into the aquifer than the effective flow velocity during hot water injection. The thermal radius of the hot injection water (r th ) is defined by the cylinder formed by retarded advective transport only:
where θ is the porosity, H a is confined aquifer thickness (m) and R T is the thermal retardation factor:
where ρ b is the bulk density (kg/m 3 ) and c ps the heat capacity of solid, J/(kg°C).
Similar to the thermal radius, a solute radius (r s ) can be defined considering conservative advective solute transport and neglecting molecular diffusion and dispersion:
Results
The results of this study are presented in two parts. First, the sensitivity analysis are presented in which various seasonal HT-ATES cases have been simulated for three scenarios: (a) a regular setup, (b) a setup with density difference compensation using saline water, and (c) a setup under the theoretical condition of no free thermal convection. Secondly, the results of the SEAWATv4 modelling of the two recovery cycles of the Auburn University field experiment performed with and without density difference compensation are presented.
Sensitivity analysis
Several cases were simulated to test the potential of density difference compensation for HT-ATES and its sensitivity for various conditions (see section 'Generalized HT-ATES cases used for the sensitivity analysis'). Four parameters were varied with respect to the reference scenario (case 1, Table 2 ): a lower aquifer hydraulic conductivity (case 2), a lower injection temperature (case 3), a smaller aquifer thickness (case 4), and a smaller and larger injection volume (cases 5 and 6).
Reference scenario (case 1)
In case 1, a seasonal HT-ATES system with injection temperatures of 80°C is simulated both with and without density difference compensation. Without density difference compensation, the results showed strong free thermal convection during injection and storage for regular HT-ATES (case 1.a, Fig. 3 ). Consequently, unheated ambient groundwater is recovered at the lower part of the well screen and overall recovered water temperatures over time ranged between 49.6 and 33.5°C for cycle-1 (Fig. 4) . The thermal recovery is low, ranging from 0.31 to 0.40 for the four recovery cycles (Fig. 5) . Initially, the increase in thermal recovery efficiency is large (Δε H = 0.051), but for the subsequent cycles the increase in recovery efficiency gradually decreases to an Δε H increase of only 0.015 from cycle-3 to cycle-4. The buoyancy of the injected hot water decreases for each consecutive recovery cycle, which results in less pronounced thermal convection. Also the heat loss by thermal conduction decreases due to a lower temperature difference between injection water and ambient groundwater. For the scenario with density difference compensation (case 1.b), the required salt concentration to reduce the density contrast between the hot injection water and the ambient groundwater is 46.5 kg/m 3 (Fig. 2) . This means that a total salt mass of 2.07 · 10 6 kg was injected for each recovery cycle. The results show that free thermal convection during injection and storage was successfully countered (Fig. 6) . A large increase in thermal recovery (Δε H = 0.29) was obtained with respect to the regular HT-ATES (case 1.a) for each recovery cycle (Fig. 5) . Moreover, the recovery temperatures over time were significantly better preserved with respect to the injection temperature (Fig. 4) . The production temperature slightly decreases during the first 50 days of extraction when the stabilized hot water volume is recovered. This resulted in increased recovery temperatures up to 20°C with respect to the regular HT-ATES (case 1.a). After 50 days, a rapid decline in production temperature is observed during recovery. In this period, hot water was recovered which was largely affected by the radial heat loss due to thermal conduction into the aquifer in the preliminary injection and storage stages, as was by the similar temperature decline when modeling the scenario without accounting for free thermal convection (case 1.c). Thus, besides reducing the heat loss due to free thermal convection, applying density difference compensation also reduced the heat loss by thermal conduction in comparison to the regular HT-ATES. This is due to the more compact, cylindrical hot water volume in the aquifer that is maintained when applying density difference compensation, which resulted in a smaller total contact area of both the colder surrounding aquifer and colder confining layers where heat is lost by thermal conduction (Fig. 6) . The difference in thermal recovery between density difference compensation (case 1.b) and the theoretical case with no free thermal convection (case 1.c) is small (Δε H = 0.07). This means that for case 1.b, the main heat loss occurs by thermal conduction. However, as reflected by the initially lower recovery temperatures compared to the scenario that ignores free thermal convection (case 1.c) for the first 50 days of extraction (Fig. 4) , a small fraction of heat loss still occurs by a different mechanism. This is due to the fact that in the density difference compensated HT-ATES system free convection is determined by the density contrasts resulting from both the salt concentration and temperature differences in the aquifer. The thermal retardation (Eq. 6) affects heat transport, resulting in faster advective solute transport than heat transport during injection operations (e.g. Miotliński and Dillon 2015; Seibert et al. 2014) . Therefore, plume separation of hot water (see Eq. 5) and saline water (see Eq. 7) occurs during HT-ATES with density difference compensation (case 1.b), which results in a cold saline water plume in front of the hot water volume. Oldenburg and Preuss (1999) showed that plume separation of saline and hot water highly affects convective flow patterns if the salt concentration and the temperature contrasts are large. Fig. 2 ). Hence, a downward buoyancy force is exerted on the cooled saltwater front resulting in downward transport (Fig. 6d-e) . Due to downward density-driven flow of cold saltwater, the hot water volume at the bottom of the aquifer is displaced towards the well screen. Therefore, cold saline water was recovered at the lower part of the well screen (Fig 6b) , resulting in lower recovery efficiencies than the theoretical optimal case when not considering free thermal convection (case 1.c). In the last stage of the extraction period (after 260 days), the recovered temperature is slightly higher for case 1.b than for case 1.c (Fig. 4) . The displacement of the cold saline water towards the well screen resulted in lateral transport of heated water away from the well screen in the upper part of the aquifer. Consequently, the heated water volume in the upper part of the well screen has moved further from the well than in the no free thermal convection scenario (case 1.c). In the final stage of extraction, this displaced heated water volume at the top of the aquifer is recovered, resulting in slightly higher recovery temperatures for the density difference compensation method.
In addition to the thermal recovery, the salt recovery was determined for the density difference compensation method, at 0.54 for the first cycle, after which it increases to a value of 0.68 in the fourth cycle (Fig. 5b) . This resulted in an unrecovered salt mass of 1.21 · 10 6 and 8.42 · 10 5 kg, respectively. Salt mass accumulates at the bottom of the aquifer after each extraction period. Only a small amount of saltwater is accumulated in the upper clay layer due to molecular diffusion during the injection and storage phase (Fig. 6f) . For the first cycle, saltwater (C s > 12 kg/m 3 ) is transported up to a radial distance of 124 m along the bottom of the aquifer, while this is 201 m for cycle-4.
Hydraulic conductivity of the aquifer (case 2)
Currently, low-permeability aquifers are selected for HT-ATES systems to reduce free thermal convection and to obtain sufficiently high thermal recovery efficiencies (e.g. Doughty et al. 1982; Schout et al. 2014 ). For case 2, an aquifer with a horizontal and vertical hydraulic conductivity of 15 and 1.5 m/day, respectively, was considered to account for such aquifers characteristics (instead of 53.4 and 7.7 m/day for case 1). The thermal recovery efficiencies for the regular HT-ATES (case 2.a) Fig. 6 Temperature distribution for the reference case with density difference compensation (case 1.b) at the end of a the injection period, b of the storage period, and c of the extraction period. Black contour lines indicate the temperature distribution for the regular reference case 1.a. The same is done for the salt concentration distribution at the end of d the injection period, e of the storage period, and f of the extraction period are elevated compared to the reference scenario (case 1.a) with values of 0.58 and 0.64, for the first cycle and fourth cycle (Fig.7a) , respectively. Although the effect was less, density difference compensation (case 2.b) still improved thermal recovery efficiency (Δε H ) with 0.10 compared to regular HT-ATES (case 2.a). The recovered temperature declines substantially during extraction (Fig. 8) . The downward salt-water transport between the solute and thermal front causes less displacement of the hot water towards the well screen due to decreased flow velocities. Therefore, the difference in thermal recovery (Δε H ) between density difference compensation (case 2.b) and the optimal case with no free thermal convection (case 2.c) is only 0.02 for cycle-4 (Fig. 7a) . Despite the significantly lower permeability, the efficiency of regular HT-ATES (case 2.a) was lower than for the density difference compensation in the high-permeability reference scenario (case 1.b).
Salt mass recovery efficiency is much higher for case 2.b, compared to the reference scenario, case 1.b (Fig. 7b) . Downward density-driven flow of cold saltwater is restricted due to decreased hydraulic conductivity of the aquifer.
Consequently, the accumulation rate of salt mass at the bottom of the aquifer is low compared to case 1.b. 
Injection temperature (case 3)
An injection temperature of 60°C was considered for case 3, to test the effect of a lower temperature difference between hot injection water and ambient groundwater (Table 2) . For regular HT-ATES, a higher thermal recovery efficiency was achieved with a lower injection temperature (case 3.a; T i = 60°C) than for the reference scenario (case 1.a; T i = 80°C), due to less pronounced free thermal convection. For the theoretical cases where no free thermal convection was considered (case 1.c and case 3.c), the calculated thermal recovery efficiency was 0.76 for both. This independence of recovery efficiency on the injection temperature is due to the linear increase of both heat loss by thermal conduction and the total injected heat (Q in ), with the resulting temperature contrast between hot injection water and the cold surrounding aquifer and aquitards.
For the density difference compensation scenario, a salt concentration of 30.7 kg/m 3 ( Fig. 2 ) was required to overcome the buoyancy difference between hot injection water and ambient groundwater. The HT-ATES scenario with density difference compensation (case 3.b), resulted in a net recovery efficiency increase (Δε H ) of 0.18, with respect to regular HT-ATES (case 3.a). The recovery efficiency was close to the theoretical case with no free thermal convection (case 3.c) with a Δε H value of only 0.05 (Fig. 7a) . This is caused by the less-pronounced downward saltwater transport for this scenario than in the reference scenario (case 1.b), due to the lower salt concentration contrast with the ambient groundwater. Consequently, the induced hot water displacement towards the well screen is less pronounced. In addition, the calculated salt recovery efficiency is higher for case 3.b than for the reference scenario (case 1.b), since the accumulation rate of salt at the bottom of the aquifer is lowered (Fig. 7b) .
Aquifer thickness and injection volume (cases 4-6)
The sensitivity of the recovery efficiency for regular HT-ATES and with density difference compensation was tested for different injection volumes and aquifer thickness (Table 2 ).
This was done simulating a two times smaller aquifer thickness (case 4), as well as a two times smaller (case 5) and a two times larger injection volume (case 6) with respect to the reference (case 1).
For the regular HT-ATES cases 4.a and 6.a, the recovery efficiencies are higher and the maximum radii of heated volume are larger (r th , Table 5 ). The contrary is observed for the case with the smaller volume (case 5.a) which has the smallest r th value. For regular HT-ATES in a high-permeability aquifer, heat loss is mainly determined by free thermal convection. Consequently, thermal front tilting close to the well screen (e.g. case 5.a) resulted in recovery of large amounts of cool ambient groundwater at the lower part of the well screen during the extraction stage. Therefore, the largest increase in thermal recovery efficiency with density difference compensation is obtained for the scenarios with a small r th value, resulting in a Δε H value of 0.28 for case 1.b (compared to 1.a) and 0.33 for case 5.b (compared to 5.a), respectively. A smaller aquifer thickness (case 4.b) results in an increase of only 0.04, while for a higher injection volume (case 6.b) this is 0.20 (Fig. 7a) .
The differences in thermal recovery between density difference compensation and the theoretical scenario without free thermal convection are small, with Δε H ranging from 0.06 to 0.08 for cases 1 and 4-6 (Fig. 7a) . The hot water volume is not completely stabilized with density difference compensation, since hot water is displaced towards the well screen due to downward transport of the cold saltwater behind the solute front. However, this effect on thermal recovery is small and heat loss is mainly due to thermal conduction. Table 5 shows that the highest energy recovery is obtained for case 6.c, where the ratio between the outside area and thermal volume in the aquifer is lowest (0.13 m −1 ). A smaller injection volume (case 5.c) results in a larger ratio of 0.17 m −1 and a lower recovery efficiency. For small injection volumes, the overall surface area will be relatively large compared to the thermal volume. Therefore, the heat losses due to thermal conduction will be high. The relative conductive heat loss to the surroundings with respect to the total amount of stored heat is highest for cases 4.b-c, with an area volume ratio of 0.24 m −1 . Hence, the lowest thermal recovery (0.61) was obtained with the density difference compensation method (case 4.b) compared to all other scenarios. Salt mass recovery efficiency is smallest for the scenarios with the cold saltwater front close to the well screen (e.g. case 5.b; Table 5 and Fig. 7b) . Although the injection volume in case 5.b is only half of the reference scenario (case 1.b), saltwater (C s > 12 kg/m 3 ) is already transported up to a radial distance of 105 m along the bottom of the aquifer for case 5.b for the first cycle, while this is 124 m for case 1.b. This means that the relative salt displacement away from the well screen is larger for cases with a cold saltwater front closer to the well screen. For scenarios with a larger radius of injected saltwater (r s ), the cold saltwater can be transported over a larger distance towards the well screen and hence the relative salt mass loss due to lateral transport away from the well screen is lowered (e.g. cases 4.b and 6.b; Table 5 ).
Modeling of the pilot study at Auburn University
The numerical SEAWATv4 modeling results of the two injection-storage-extraction cycles as conducted in the Auburn University field pilot (Molz et al. 1983a) corresponded well with the modeling results by Buscheck et al. (1983) . They simulated the two cycles of the field experiment with the computer program PT using a non-linear temperature-density relationship (Bodvarsson 1982) . Figure 9 shows the calculated temperature distributions at the end of the first injection period with an injection temperature of 58.5°C. The observed preferential flow in the middle high-permeability layer is reproduced. Similar to the modeling results of Buscheck et al. (1983) , the higher injection temperature (81°C) in the second cycle led to stronger free thermal convection resulting in no discernible preferential flow due to the heterogeneous layering (Fig. 10) . The thermal recovery efficiency calculated for the simulations of the two cycles was 0.58 and 0.41, respectively, similar to both the experimental results of Molz et al. (1983a) and the numerical calculations by Buscheck et al. (1983) , as shown in Table 6 . For the second cycle, a smaller transition zone between the hot water volume and ambient groundwater was obtained in this study compared to the results of Buscheck et al. (1983; see Fig. 10 ). Moreover, enhanced free thermal convection is observed in the SEAWAT modeling results of this study. These differences are likely explained by the smaller grid sizes used in the thermal zone in the SEAWAT model (Δr =0.5 m) than in the model (Δr =4.0 m) of Buscheck et al. (1983) , causing less numerical dispersion for heat transport.
Simulating density difference compensation for the Auburn University pilot study
The potential of the density difference compensation method was tested using the model that adequately modeled the Auburn University field pilot. The required salt concentrations to overcome the buoyancy difference between hot injection water (58.5°C for cycle-1 and 81°C for cycle-2) and the ambient groundwater (20°C) are 19 and 36.6 kg/m 3 , respectively (Fig. 2) . Free thermal convection was successfully countered for the second cycle (Fig. 11) , so that the preferential flow of the hot, saline water in the most permeable layer is more pronounced (compare Fig. 11 with Fig. 10 ). The preferential flow of saline water into the middle layer of the heterogeneous aquifer results in injected cold saltwater overlying cold fresh ambient groundwater in the bottom layer. The salinity contrast of 36.6 kg/m 3 results in a density difference between ambient fresh water (998.0 kg/m 3 ) and the cold saltwater front (1,026.1 kg/m 3 ). Therefore, downward transport Fig. 9 The color intensity indicates the temperature distribution calculated by SEAWAT at the end of the injection period for cycle-1. Black contour lines indicate the temperature distribution modeled by Buscheck et al. (1983) of cold saltwater mass is observed, which results in more accumulation of salt mass at the bottom of the aquifer over time in this heterogeneous aquifer than in the homogeneous aquifer used in the sensitivity analysis. Consequently, increased displacement of the hot water volume at the bottom of the aquifer towards the well screen is observed. For both cycles, density difference compensation increased the thermal recovery efficiency to 0.68 and 0.66 for cycle 1 and 2 respectively (Table 7) . The relative increase in thermal recovery efficiency was large (60.8 %) for cycle-2, which had an efficiency of 0.41 in the regular HT-ATES. The salt recovery efficiency was 0.69 for cycle-1 and 0.63 for cycle-2.
Discussion
In this study is shown that free thermal convection during HT-ATES can be countered by using saline water for heat storage. This density modification allows a significant increase of recovery efficiency, bringing it close to the theoretical situation without free thermal convection. This has the advantage that HT-ATES systems are no longer restricted to low-permeability aquifers to achieve sufficient heat recoveries. Also, larger temperature differences between the hot water volume and cold ambient groundwater can be used, which increases the capacity and efficiency of the building systems.
Optimization of thermal recovery efficiency
The recovery efficiency of regular HT-ATES systems is significantly influenced by both thermal conduction and free thermal convection. The thermal front tilting due to free thermal convection causes unheated ambient groundwater to be recovered at the lower part of the well screen, especially for cases with a small thermal radius (r th , case 5.a). Therefore, feasibility of regular HT-ATES is limited (Doughty et al. 1982; Schout et al. 2014 ). In the past, several suggestions have been put forward to optimize energy recovery during HT-ATES. In order to reduce the heat loss by free thermal convection during injection and storage, partially penetrating wells can be used to increase energy recovery (Buscheck et al. 1983) . However, only a small increase in recovery efficiency was obtained (Δε H < 0.09). Most research on optimizing well designs of partially penetrating well systems is done in the field of aquifer storage and recovery (ASR), where density-driven flow occurs due to the salinity contrast between injected freshwater and brackish groundwater (Ward et al. 2007) . For these cases, well systems with multiple injection and recovery wells (Miotliński et al. 2014) or multiple partially penetrating wells can be used to successfully increase the recovery of freshwater (e.g. Zuurbier et al. 2014) . Also prolonged injection of hot water during the first cycle can be applied to reduce the temperature differences and associated heat loss in subsequent recovery cycles (Sauty et al. 1982) . Fig. 10 The color intensity indicates the temperature distribution calculated by SEAWAT at the end of the injection period for cycle-2. Black contour lines indicate the temperature distribution calculated by Buscheck et al. (1983) Table 6 Comparison between experimental and calculated recovery efficiencies Experimental (Molz et al. 1983a) Numerical estimate (Buscheck et al. 1983) Numerical estimate (SEAWATv4, this study) Molz et al. 1983a assuming no well screen modification during production This study showed that the thermal recovery efficiency of HT-ATES systems can be efficiently increased by applying density difference compensation using saline water. Consequently, heat loss due to thermal conduction remains as the main factor affecting thermal recovery efficiency, which enables the optimization of HT-ATES heat recovery by minimizing conductive heat loss, rather than mitigating heat losses by free thermal convection. The conductive heat loss is related to the compactness of the heated volume. Relatively large outside areas of the injected hot water volume result in a strong increase of heat loss by thermal conduction (e.g. case 4.b).
Besides the heat loss due to thermal conduction, the application of the density difference compensation method also induces displacement of hot water volume towards the well along the bottom of the aquifer due to downward densitydriven flow of the cold saltwater between the solute front and the thermal front (Fig. 6 ). Although this only has a slight negative impact on the thermal recovery efficiency, these double-advective effects on heat and salt transport during HT-ATES need to be taken into account to fully optimize the thermal and salt recovery efficiency, especially for heterogeneous aquifers where the effect of plume separation of the heated and saline water volume could have a large impact on convective flow patterns due to the density contrasts (see section 'Simulating density difference compensation for the Auburn University pilot study').
The calculated recovery efficiency for the simulation of seasonal HT-ATES in this study is determined by assuming equal injection and production volumes. In practice, the extraction period may be reduced by maintaining a minimum temperature for extraction. The calculated production temperature over time is significantly higher for HT-ATES with density difference compensation, compared to regular HT-ATES (Figs. 4 and 8) . Therefore, the increase in recovery efficiency while using density difference compensation is larger when applying a minimum extraction temperature. For example, the thermal recovery efficiency increase with density difference compensation is relatively small for a low-permeability aquifer (Fig. 7a , case 2.b) while using equal injection and production volumes. However, if a minimum temperature of 60°C is used, the extractable volume at a constant extraction rate of 630 m 3 /day for regular HT-ATES (case 2.a) was only 17, 010 m 3 , whereas this is 30,870 m 3 using density difference compensation (case 2.b).
Model validation on the Auburn University field experiments
Recently, Vandenbohede et al. (2014) validated the approach of Langevin (2008) for heat transport on an ATES test case, where water with a temperature of 17.5°C was injected into an aquifer with an ambient groundwater temperature of 10°C. Due to this small temperature contrast, no density-driven flow was considered for this study. However, the temperature Fig. 11 The color intensity indicates the temperature distribution calculated by SEAWAT at the end of the injection period for cycle-2 with density difference modification. Black contour lines indicate the temperature distribution calculated by SEAWAT for regular HT-ATES contrasts during HT-ATES are so high that free thermal convection occurs and a density equation of state is required for the simulation. To the best of the authors' knowledge, this is the first study that validates the approach of Langevin (2008) for axi-symmetric density-driven groundwater flow and thermal heat transport at high temperature contrasts (ΔT = 40-60°C). For accurate simulation of the thermal convection, a nonlinear density equation of state was implemented in the SEAWATv4 code (Van Lopik et al. 2015) . The modeling results accurately reproduce the experimental and numerical data sets of the field experiment at Auburn University (Molz et al. 1983a; Buscheck et al. 1983) , while using both an axisymmetric SEAWATv4 model domain and the incorporated non-linear density equation of state (section 'Modeling of the pilot study at Auburn University').
Salinity management of density difference compensated HT-ATES systems
For this study, a single injection-recovery HT-ATES well through which heat was injected and extracted was considered. Using saline water for heat storage to compensate the density difference with the surrounding cold groundwater results in a significant increase of thermal recovery. From a water resources and economic perspective, rather than adding salt to the water used for HT-ATES, saline water sources could be used, e.g. deeper, more saline groundwater, seawater, or reverse osmosis concentrate (Pérez-Gonzaléz et al. 2012) .
In practice, most HT-ATES systems use a doublet well configuration where the hot injection-recovery well, as well as the cold supply well are screened in the same aquifer (e.g. Molz et al. 1983a ). For such systems, the use of the density difference method with saline water will result in salt loss due to the salinity contrast between ambient groundwater and injection water for both wells. Alternatively, the use of a monowell configuration (e.g. Zeghici et al. 2015) allows the cold supply well to be screened in a deeper, more saline aquifer which acts as the source for the required salinity.
Depending on the saline water source used for density difference compensation, the chemical composition of the water varies. For regular HT-ATES systems, the risk of mineralprecipitation-induced clogging of wells by, e.g. carbonate and silica minerals is already well known (e.g. Griffioen and Appelo 1993) . For most natural saline water sources, however, salinity is mainly defined by sodium and chloride concentrations for which the solubility is controlled by the halite (NaCl) mineral. Since this mineral has temperature dependent solubilities that are well above the salt concentrations required for the HT-ATES relevant temperature range (10-120°C, Fig. 2 ), using saline water for density difference compensation is not expected to further increase the risk of mineral precipitation and clogging around the wells.
Besides the risk of temperature dependent mineral precipitation, a high salinity contrast between injection water and ambient groundwater may cause clay particles in the aquifer to swell, or shrink and migrate. Osmotic swelling of clay particles is known to occur when freshwater with a low ion concentration is injected into a brackish or saline aquifer (Brown and Silvey 1977; Molz et al. 1979) . The use of saline water for density difference compensation for HT-ATES in brackish or saline aquifers as described in this study, will minimize these effects.
Salinization of the aquifer
In this study, an ambient salinity of 10,000 ppm was assumed for the simulated cases, since HT-ATES is currently only allowed in brackish or saline aquifers in the Netherlands. This is due to induced (bio)geochemical reactions during hot water storage (Brons et al. 1991; Hartog et al. 2013; Bonte et al. 2013 ) that could make freshwater unusable for other purposes. The numerical simulations in this study show that the calculated salt mass recovery efficiencies for fully operative seasonal HT-ATES systems range from 0.59 to 0.82 (Fig 7b) , resulting in a net salinization of the aquifer. However, the risk of salinization of overlying aquifers appears to be negligible as molecular salt diffusion and saltwater seepage into the upper aquitard was limited in the simulations (Fig. 6d-f) . The accumulated salt mass at the bottom of the aquifer after thermal recovery could be recovered by a partially penetrating well screened at the bottom of the aquifer either to minimize the salinization of the aquifer or for re-use in the salinity management of the density difference compensation HT-ATES system.
Summary and conclusions
Density difference compensation using saline water can be used in HT-ATES systems to overcome the density difference between hot injection water and colder ambient groundwater and prevent free thermal convection of the injected hot water. Additionally, thermal recovery efficiency is significantly increased. For example, calculations for a regular seasonal HT-ATES at a temperature of 80°C in a high-permeability aquifer resulted in a recovery efficiency of 0.40 for the fourth cycle, while density difference compensation gave an efficiency of 0.69. HT-ATES with density difference compensation can be applied in aquifers with higher hydraulic conductivities and at larger temperatures. This means that a much broader range of aquifers are suitable for HT-ATES and higher capacities can be achieved.
The thermal front moves at a lower velocity than the solute front during hot saline water injection due to thermal retardation. Consequently, downward density-driven flow of the cold saltwater in between the two fronts is triggered by the salt concentration contrast between injected cold saltwater and less saline ambient groundwater. Some local displacement of the hot water front towards the well screen is observed, due to the lateral transport of cold saltwater along the bottom of the aquifer.
Saltwater accumulates at the bottom of the aquifer during the extraction period due to continued downward density-driven saltwater flow. Consequently, the total injected salt mass is not fully recovered after extraction. The salt recovery efficiency ranges from 0.59 to 0.82 for the simulated scenarios.
Axi-symmetric density-driven flow simulation in the SEAWATv4 code with an implemented non-linear density equation of state was validated on experimental (Molz et al. 1983a ) and numerical results (Buscheck et al. 1983 ) of a HT-ATES experiment conducted at Auburn University.
