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1 Introducció 
Aquest projecte final de carrera (PFC) té com a finalitat la visualització de la 
portalada de Ripoll en un entorn immersiu. Alllarg de tota la memoria es fara 
una introducció a les diferents tecniques i conceptes necessaris per entendre 
aquesta memoria, així com una descripció detallada del procés utilitzat per 
portar a terme el projecte. 
Aquest PFC forma part del projecte de la reconstrucció virtual i repre-
sentació de la portalada del monestir de Ripoll portat a terme en el Centre de 
Realitat Virtual (CRV) de la Universitat Politecnica de Catalunya. Aquest 
projecte, comen<;at l'any 2007, es va desenvolupar en cooperació entre el 
Museu Nacional d'Art de Catalunya (MNAC), la Universitat Politecnica de 
Catalunya (UPC) i el Visual Computing Lab de l'ISTI-CNR de Pisa. El 
resultat d'aquest projecte es va poder veure en la exposició El romanic i la 
Mediterrania de mar<; a juny del 2008 al MNAC. 
En aquesta exposició s'hi inclolen 2 quioscs de realitat virtual on els usu-
aris podien veure, amb l'ajut d'unes ulleres especials, la portalada de Ripoll 
sense moure's de Barcelona. Aquests dos quioscs presenten la oportunitat 
d'interactuar amb la portalada d'una manera que d'altra banda, fins i tot 
anant a Ripoll, seria impossible. D'aquesta manera és pot veure la part més 
superior de la portalada, a uns 7 metres d'al<;ada, sense aixecar els peus de 
terra amb la simple utilització d'una pantalla tactil. 
Amb l'ajut deIs experts del MNAC es va introduir informació addicional 
sobre la portalada, en forma d'imatges i de texts, que presentaven a l'usuari 
informació extra que a Ripoll només obtindrien amb l'ajuda d'un entes en la 
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materia al seu costat. 
L'exit d'aquesta exposició fa que actualment s'estigui plantejant el tras-
llat d'un d'aquests quioscs a Ripoll i el muntatge de l'altre a l'exposició 
permanent del MNAC. 
Aquesta memoria detalla el procediment utilitzat per la visualització in-
teractiva de la portalada de Ripoll en el MNAC com les següents millores 
que s'han fet a aquesta aplicació en el CRV. 
S'inclou també a mode d'annexes unes lleugeres instruccions de com-
pilació i utilització del visualitzador aixi conl una introducció a diferents 
conceptes d'OpenGL necessaxis per a la comprensió d'aquesta memoria. 
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2 Objectius del projecte 
L'objectiu global d'aquest projecte és, partint d'una representació virtual de 
la portalada de Ripoll, realitzar-ne la inspecció immersiva. D'aquest objectiu 
global se'n deriven tres de ben diferents: 
• Visualització: Tenint en compte que el navegador havia d'estar en un 
museu, necessitavem una visualització el maxim de realista possible de 
la portalada. S 'ha de tenir en com pte pero que un deIs requeriments 
imposats pel MNAC era que havia de funcionar en un PC normal i 
corrent. Entre els requeriments imposats també s'hi trobava el perme-
tre als usuaris accedir a diferents modes de funcionament, així dones 
es defineixen els següents modes d'interacció: 
- Mode navegació: Aquest és el mode estandard de navegació. Se-
gueix la metafora de la grua en que l'usuari es pot moure en ho-
ritzontal i vertical com si estigués pujat a una grua. També es 
pot acostar i allunyar de la portalada i girar sobre el punt de la 
superfície que estiguem lnirant per tal de permetre'n la inspecció 
detallada des de qualsevol angle. 
Mode iHuminació solar: En aquest mode l'usuari pot canviar el 
dia i la hora de l'any en que s'observa la portalada. 
Mode d'informació: En aquest mode apareixen un seguit de punts, 
que la gent del MNAC havia introdult abans, amb informació 
rellevant sobre cada un deIs punts que s'estaven veient. 
- Mode demostració: Aquest mode és un mode de funcionament 
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autonom en que es realitza un recorregut prefixat per alguns de-
talls de la portalada . 
• Interacció mitjan~ant una pantalla tactil: El visualitzador ha de 
comunicar-se amb un ordinador al que hi ha connectat una pantalla 
tactil per tal de permetre la interacció amb els usuaris. En la pan-
talla tactil s'introdueixen les interaccions que l'usuari vol realitzar i 
aquestes es transmeten al visualitzador que les interpreta i n'ajusta la 
visualització correctament . 
• Interacció implícita mitjan~ant un sistema de tracking: El vi-
sualitzador ha de permetre la interacció implícita a través d'un sistema 
de tracking i el moviment de l'usuari. Aquest sistema només permet el 
mode de navegació, és a dir ellTIOviment en els tres eixos i el canvi d'o-
rientació. Aquest objectiu es realitza en dates posteriors a l'exposició 
com a experiment en el Centre de Realitat Virtual. 
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3 Introducció a la Realitat Virtual 
Tot seguit introdulm al lector a una serie de conceptes basics sobre la rea-
litat virtual (en angles virtual reality, VR) per tal d'introduir-lo en aquest 
apasionant, i sovint desconegut, món. 
3.1 Definició 
En elllibre [2] podeln trobar la següent definició de realitat virtual proposada 
per A. Rowell: 
La Realitat Virtual és una simulació interactiva per computa-
dor des del punt de vista del participant, en la qual es substitueix 
o s'augmenta la informació sensorial que rep. 
En aquesta definició hi podem trobar els tres aspectes més importants 
de la realitat virtual: la simulació interactiva, la interacció implícita i la 
Ílnmersió sensorial. 
• Simulació interactiva: Una aplicació de realitat virtual és una simu-
lació en el sentit en que es recrea un nlón virtual que només existeix 
en la memoria d'un ordinador. Aquesta simulació es distingeix d'una 
simple animació, com podria ser el cine, pel fet que és interactiva, d'a-
questa manera 1 'usuari pot controlar en tot moment el seu moviment 
per l'escena afectant les imatges que veura. En aquest sentit es dis-
tingeix de l'animació en que no es basa en un recorregut o uns angles 
prefixats sinó que és l'usuari qui mitjangant algun metode d'interac-
ció canvia els parametres de la simulació afectant automaticament les 
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imatges que esta veient. 
El fet de que sigui en temps real (és a dir, amb un temps de resposta 
menyspreable) fa que l'usuari no necessiti seguir un guio prefixat sinó 
que pot improvisar tant la posició des de la que esta veient la repre-
sentació virtual com l'angle en el que la veu. Per tal de que aixo sigui 
possible necessitem un representació geometrica en tres dimensions de 
l'espai virtual per on l'usuari s'ha de poder moure i algorismes de vi-
sualització realista per tal de sintetitzar les imatges que 1 'usuari veura 
a partir d'aquesta representació . 
• Interacció implícita: La realitat virtual utilitza la interacció implícita 
en contraposició a la interacció explícita o classica. 
En la interacció classica, quan un usuari vol portar a terme qualsevol 
acció (per exemple canviar la posició des de la que esta observant la 
representació virtual) l'ha de comunicar explícitament a l'ordinador. 
Per realitzar aquesta tasca s'utilitza la interfície de l'aplicació, ja sigui 
una interfície basada en comandes o bé un sistema de grafic de fines-
tres (anomenats W.I.M.P., Window-Icon-Menu-Pointing device). En 
qualsevol d'aquests casos, l'usuari ha de interactuar amb l'ordinador 
utilitzant un periferic d'entrada classic com poden ser el teclat i el ra-
tolí. Un bon exelnple d'aquest tipus d'interacció és el procediment que 
fem al guardar un arxiu, o bé escrivim mitjan<;ant el teclat la comanda 
que toqui, o bé portem el punter fins a la icona de guardar movent el 
ratolí. En ambdós casos aquesta és una tasca que refereix un esfor<; i 
un aprenentatge per a la seva realització. 
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-Quan ens referim a interacció implícita fem referencia a que el siste-
ma captura la voluntat implícita deIs usuaris en els seus moviments 
naturals. Un exemple molt clar és el control de la camera virtual que 
s'actualitza en funció deIs moviments del cap de l'usuari. Si un usuari 
vol veure la part de sota d'una taula virtual que té al davant, no haura 
de moure el ratolí d 'una manera determinada ni escriure una comanda 
mitjan<;ant el teclat, nOlnés s'haura d'ajupir de forma natural com ho 
faria en el món real. 
Un altre bon exemple esta en la interacció alnb els objectes del lnón 
virtual. Per agafar un objecte o obrir una porta, l'usuari ha d'agafar 
l' ob jecte i realitzar els mateixos moviments que faria si estigués agafant 
l'objecte real. 
Tant en la interacció classica com en la interacció implícita s'utilitzen 
dispositius d'entrada, la diferencia és la percepció que l'usuari té d'ells 
en els dos casos. D'aquesta manera l'usuari, en la interacció implícita, 
deixa de percebre els dispositius d'entrada per tal de passar a interac-
tuar directament amb el món virtual. La diferencia psicologica i per-
ceptiva és que l'usuari deixa de mirar per una finestra i passa a formar 
part del món virtual. 
• Irnrnersió sensorial: La paraula imlnersió té diferents sentits depe-
nent del context on s'utilitza. En realitat virtual pero aquest és un 
sentit molt clar. Podem definir aquest concepte com la desconnexió 
deIs sentits amb el món real i la connexió amb el món virtual. D' a-
questa manera l'usuari deixa de percebre tot alIo que l'envolta i passa 
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a estar immers dins el món virtual. 
De tots els sentits la vista és el que ens proporciona més informació 
i sensació de presencia. AixÍ dones un sistema de realitat virtual ha 
de proporcionar, com a mínim, estÍlnuls per aquest sentit generant 
les imatges del món virtual. No és difícil pero trobar sistemes que 
proporcionen estímuls acústics o fins i tot tactils. 
Sovint es diu que la realitat virtual provoca que les representacions 
virtuals apareguin davant l'usuari amb independencia del dispositiu que 
estigui utilitzant per veure-Ies, aixo es gracies a la visió estereoscopica. 
3.2 Visió Estereoscopica 
Quan veiem una fotografia en una pantalla d' ordinador som plenament cons-
cients de que allo esta projectat a la nostre pantalla i que no existeix. La 
realitat virtual provoca que aquesta consciencia desaparegui fent que l 'usuari 
cregui que la representació virtual és real. La utilització d'aquests sistemes 
crea en l'usuari la sensació de que els objectes es troben a diferents distancies 
fiotant a l'espai que envolta l'observador. 
La clau d' aquest procés és la visió estereoscopica, consistent en proporci-
onar dues imatges lleugerament diferents del món virtual, una per cada ull, 
per tal de que el sistema visual huma en dedueixi la profunditat. És curiós 
plantejar-se que tot i que el món en el que vivim és clarament tridimensi-
onal, la percepció que en tenim ens ve donada per les imatges planes que 
es projecten a les retines deIs nostres ulls. El nostre cervell, a partir d'un 
parell d'imatges lleugerament diferents, infereix la profunditat de cada un 
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deIs elements donant-nos el que nosaltres percebem com a profunditat. 
3.2.1 Indicacions de profunditat 
Que no estiguem topant constantment amb els objectes que ens envolten 
és gracies a una serie d'elements anomenats indicacions de profunditat. Un 
indicador de profunditat és qualsevol element que ens ajudi a dir si un objecte 
esta més a prop o més lluny. Aquests indicadors ens proporcionen informació 
sobre la profunditat en la que estan els objectes que veiem i poden ser de dos 
tipus: 
Monoculars 
Són les indicacions de profunditat que podem obtenir mitjan<;ant una 
sola imatge de qualsevol deIs dos ulls. Exemples d'indicacions de profunditat 
poden ser la iHuminació, les ombres o la perspectiva lineal (veure figura 1). 
(a) Amb iHumi- (b) Sense iHumi- (e) Amb ombres (d) Sense ombres (e) Perspectiva 
nació nació lineal 
Figura 1: Exemples d'indicacions de profunditat 
Com es pot veure, la iHuminació ens serveix per distingir la forma real deIs 
objectes, la llum en un punt depen de la orientació de la superfície en aquell 
punto És a través d'aquest fenomen pel qual es pot distingir la forma els 
objectes. Les ombres i la perspectiva lineal ens serveixen per ubicar aquests 
objectes a l'espai, ja sigui a través de l'efecte que té la ombra sobre la resta 
d'objectes o bé a través de la deformació que aquests presenten a diferents 
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distancies. 
Binoculars 
Aquestes són les indicacions de profunditat en les que són necessaries un 
parell d'imatges diferents com les que ens proporcionen els nostres ulls. La 
més important és la estereoscopia que es basa en la diferencia de centímetres 
que hi ha en les imatges que ens arriben als ulls i que ens proporcionen dos 
punts de vista diferents a partir deIs quals podem obtenir la profunditat. 
Un exemple practic de com el cervell obté la profunditat a partir de dues 
imatges és senzill de realitzar. Agafeu un dit i fiqueu-Io a una distancia 
d'un pam a l'al<;ada deIs ulls i coHoqueu un objecte com ara un llapis a una 
certa distancia del dit en la mateixa recta de visió (com més distancia més 
pronunciat sera l'efecte). Si ara fixeu el vostre punt de vista en aquest objecte 
veureu que el dit es desdobla i pel contrari, si el fixeu al dit veureu que el que 
es desdobla és l'objecte. Aquest desdoblament correspon a les dues imatges 
que rep el cervell. 
Figura 2: Exemples de desdoblament 
3.2.2 Disparitat retinal i paral'lax 
Si poguéssim sobreposar les dues imatges que arriben als nostres ulls veuríem 
el que els psicolegs anomenen disparitat retina!. Entenem per disparitat reti-
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nal la distancia que hi ha entre punts homolegs (procedents del mateix punt 
en el món real) en les dues imatges de la nostra retina. EIs punts homolegs 
corresponents on els nostres ulls convergeixen (l'objecte que estem enfocant) 
tenen disparitat retinal zero i per tant estan projectats en la mateixa posició 
a la nostra retina. Aixo és degut a que els músculs oculars provoquen que la 
imatge que s'esta enfocant vagi a parar sobre una zona concreta de la retina 
anomenada fovea que conté la major concentració de ceHules fotoreceptores. 
Aquesta disparitat retinal és la que fa que a partir de dues imatges el 
nostre cervell pugui inferir-ne la profunditat. Aquest fenomen té dos noms, 
quan les imatges que veuen els nostres ulls provenen del món real s' anomena 
estereopsis mentre que si provenen de dues imatges planes en dues dimensions 
s' anomena estereoscopia. 
Si la disparitat retinal és la distancia entre punts homolegs mesurada en la 
nostra retina, el paraHax és el mateix concepte pero mesurat sobre la imatge 
del monitor o la pantalla de projecció. El paraHax fa que, en els dispositius 
adequats, s'indueixi una disparitat retinal mitjan<;ant la qual el nostre cervell 
infereix la profunditat. A continuació definim uns quants tipus de paraHax: 
• Paral-Iax zero: El paraHax que tenen els punts homolegs que ocu-
pen la mateixa posició en cada imatge. Aquests punts indueixen una 
disparitat retinal zero . 
• Paral-Iax positiu: Quan els eixos de cada ull són paraHels el paraHax 
tendeix a la distancia interocular (distancia entre els dos ulls). Aixo 
passa en el món real quan estem mirant un objecte molt llunya. Tot 
valor positiu del paraHax (entre O i la distancia interocular) provoca la 
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sensació de que els objectes es trobin darrera la pantalla . 
• Paral-lax negatiu: Els eixos oculars són convergents en aquest cas 
provocant que es creuin abans del pla de la pantalla. En aquest cas els 
objectes semblen estar entre la pantalla i l'observador. 
• Paral-lax divergent: Si el paraHax és major que la distancia intero-
cular els eixos oculars són divergents i es provoca el que s'anomena 
cansament ocular. Aquesta situació no es dona en la visió real. 
.~ . 
(a) ParaHax zero (b) ParaHax po- (e) ParaHax ne- (d) ParaHax di-
sitiu gatiu vergent 
Figura 3: Tipus de paraHax 
L' acomodació és l' enfoc de la lent ocular. Es mesura per la distancia 
d'enfoc i en el cos huma ens ve controlat pel cristal·lí. La relació entre la 
convergencia (creuament deIs eixos oculars) i la acomodació és diferent en 
la visió natural i l'estereoscopia. En la visió natural l'acomodació sempre 
es realitza on convergeixen els ulls, és a dir en l'objecte enfocat. En estere-
oscopia no sempre és així ja que els ulls sempre enfoquen al pla de la pantalla 
pero els eixos oculars poden convergir a una distancia diferent depenent del 
paraHax que tingui l'objecte que estiguem mirant. Valors alts de paraHax 
produeixen cansament degut a que accentuen la diferencia antinatural entre 
convergencia i acomodació. 
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3.2.3 Estereo actiu i estereo passiu 
Com hem dit abans, la visió estereoscopica es basa en fer arribar una imatge 
diferent a cada ull. Existeixen varies maneres de fer-ho depenent del tipus 
de dispositiu que s'utilitzÍ. En pantalles de monitor o de projecció podem 
distingir dues maneres, l'estereo actiu i l'estereo passiu . 
• Estereo actiu: Aquest tipus es basa en la multiplexació per temps al-
ternant les imatges dreta i esquerra. Aquest meto de requereix freqüencies 
de refresc molt altes, del voltant de 120Hz ja que les imatges es repar-
teixen entre els dos ulls i cada ull requereix uns 60Hz. 
Per tal de que l'usuari només pugui veure una de les imatges s'han 
d'utilitzar unes ulleres especials que fan que un vidre es torni opac 
alternativament i de manera sincronitzada amb el sistema (veure figu-
ra 4). D' aquesta manera en tot moment hi ha un vidre opac i un altre 
de transparento 
El cervell huma, al rebre les imatges tant seguides, té tendencia a 
interpretar-les com una sola i per tant en pot inferir la profunditat. 
Aquest sistema pero té uns quants desavantatges: 
- Si el refresc de la pantalla no és molt elevat es pot arribar a dis-
tingir el canvi entre les imatges projectades produint cansament 
visual. 
Les ulleres solen ser molt grans i pesades i per tant poc como des 
per a l'usuarÍ. 
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Figura 4: Ulleres d' obturació 
• Estereo passiu: Aquest metode es basa en la multiplexació espacial 
de les imatges. En aquest sistema és necessari un parell de projectors 
amb filtres polaritzants de manera que cada projector emeti les imatges 
d'un ull diferent i aquestes es polaritzin de manera diferent. D'aquesta 
manera, si un projector polaritza la llum en sentit horari, la seva imatge 
només es podra veure a través d'un filtre polaritzat en el mateix sentit. 
L'usuari utilitza, en aquests sistemes, unes ulleres que porten, al igual 
que els projectors, un filtre polaritzat a cada ull (veure figura 5). Així 
dones la llum que arribi a un ull provindra només del projector que 
tingui el mateix filtre i per tant rebrem imatges independents a cada 
ull. A diferencia del metode anterior les dues imatges es projecten 
simultaniament a la pantalla. 
Com a avantatges respecte l'estereo actiu tenim les següents: 
- No es necessita que hi hagi sincronisme entre les ulleres i el dis-
positiu 
No es necessita doblar la freqüencia de refresc 
El cansament ocular és menor 
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- El pes i forma de les ulleres és normal i són molt més economiques 
Tenim pero també alguns inconvenients: 
- S'han de doblar els projectors 
- Es produeix el fenomen anomenat ghosting, que no és res més que 
la recepció de part de la imatge corresponent a un ull per part 
de l'ull que no l'hauria de veure. Aquest fenomen es causat per 
petits desajustos en la polarització deIs filtres i es pot arribar a 
dissimular. 
Figura 5: Ulleres polaritzades 
3.3 Components d'un sistema de realitat virtual 
Els components basics d'un sistema de realitat virtual es poden classificar en 
dos tipus, els components software i els components hardware. 
Els periferics d'entrada, els periferics de sortida i l'ordinador són exemples 
de components hardware d'un sistema de realitat virtual. 
La representació virtual en tres dimensions i els programes de simulació 
sensorial i física són components software d'un sistema de realitat virtual. 
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Tot seguit fem una breu descripció de cada un d'aquests components: 
Periferics d' entrada 
S'anomenen sensors i representen el metode pel quall'aplicació de reali-
tat virtual captura les accions de l'usuari. Exemples de periferics d'entrada 
poden ser els posicionadors (utilitzats per posicionar i orientar el cap o la 
ma) i els guants (utilitzats per detectar el moviment individual de cada dit 
de la ma). 
Periferics de sortida 
S'anomenen efectors i són els encarregats de produir estímuls visuals, so-
nors, tactils, etc. a partir de les senyals emeses per l'aplicació. D' efectors en 
podem trobar de diferents tipus i es classifiquen segons el sentit que estimu-
lin, així doncs podem trobar per exemple efectors visuals (cascs de realitat 
virtual, pantalles de projecció, etc.), efectors auditius (altaveus), tactils, etc. 
Ordinador 
En un sistema de realitat virtuall'ordinador és l'encarregat de processar 
els senyals provinents deIs periferics d' entrada i generar les senyals deIs pe-
riferics de sortida adequadament tenint en compte la representació en tres 
dimensions i els programes de simulació sensorial i física. Com hem dit abans, 
la vista és el sentit que ens dóna més sensació d'immersió. És per aquest mo-
tiu que els ordinadors deIs sistemes de realitat virtual solen tenir prestacions 
grafiques avan<;ades. 
Software de simulació sensorial i física 
El software de simulació sensorial és el software encarregat de propor-
cionar els senyals adequats als periferics de sortida. Tant per als periferics 
de sortida visuals com auditius s'utilitzen algoritmes complicats en que el 
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rendiment és primordial (s'ha de tenir en compte que aquests algoritmes 
s'executen amb una freqüencia de desenes de vegades per segon). 
El software de simulació física és l'encarregat de, entre altres coses, con-
trolar que la camera virtual respongui correctament a les accions de l'usuari. 
Sovint s'han de realitzar calculs de coHisions (per no deixar passar la camera 
per dintre d'un objecte per exemple). Aquest software també és l'encarregat 
de modificar el món virtual segons les accions de 1 'usuari, així doncs podríem 
tenir un sistema de realitat virtual destinat a esculpir en que els moviments 
de 1 'usuari haurien de modificar el model virtual. 
3.4 Funcionament d'un sistema de realitat virtual 
Una aplicació de realitat virtual rep les dades que els periferics d'entrada li 
envien, les processa per tal d'adeqüar-les al format que la resta de components 
esperen (és normal per exemple convertir les dades deIs periferics d'entrada al 
nostre sistema de referencia), s 'utilitzen aquestes dades per a la simulacions 
sensorials i físiques de forma que es generin les modificacions oportunes a 
la representació virtual i els senyals adients perque els periferics de sortida 
produeixin els estímuls necessaris. 
Aquest procés es repeteix varies vegades per segon d 'una forma continua. 
Tant el nombre de vegades que es realitza el procés sencer (freqüencia de 
l'aplicació) com la freqüencia a la que s'obtenen les dades deIs periferics 
d'entrada (freqüencia deIs dispositius) són altament sensibles al temps. Així 
doncs, com més baixos siguin els dos temps més sensació d'immersió tindra 
l'usuari, doncs cada gest que faci es veura rapidament refiectit en els periferics 
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de sortida. Si la freqüEmcia de l'aplicació és alta pero la deIs dispositius és 
baixa tindrem la sensació de que l'aplicació no ens segueix correctament. 
Si ens trobem en el cas invers veurem que l'aplicació va saltant d'un lloc a 
l'altre. 
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4 Introducció als Escaners 3D 
També anomenats digitalitzadors són l'analeg tridimensional deIs escaners 
convencionals. La seva funció és la d'adquirir dades sobre la forma i sovint 
color d'un objecte real. Aquestes dades són utilitzades després per crear-
ne un model virtual. Aquests dispositius són ampliament utilitzats en la 
industria cinematografica i deIs videojocs, pero també s'utilitzen en disseny 
industrial, en el control de qualitat i en la documentació d'obres d'art entre 
d'altres. 
Com les cameres fotografiques, els escaners 3d no poden obtenir informa-
ció de les zones que estan ocluides. Mentre que una camera captura informa-
ció sobre el color de les superfícies que es troben en el seu camp de visió, un 
escaner 3d captura, com a mínim, informació sobre la distancia a la que es 
troba la superfície. Si suposem un sistema de coordenades esferiques centrat 
a l'escaner i en que el vector que surt de l'escaner té els angles cP = O i (j = O, 
cada punt de la superfície correspon a uns certs angles cP i (j. Juntament amb 
la distancia del punt a l'esca,ner, aquestes coordenades esferiques descriuen 
exactament la posició del punt en l'espai en un sistema de referencia relatiu 
al' escaner. 
En moltes situacions un sol escaneig no ens proporciona suficient infor-
mació per completar la superfície. Així doncs, sovint s'utilitzen múltiples 
escanejos, des de diferents punts de vista, per tal d'obtenir la informació ne-
cessaria per reconstruir la superfície per totes les bandes (veure figura 6). 
Aquests escanejos s'han de posar en un sistema de referencia comú i després 
fusionar-los per tal de tenir un model completo A aquest procés se l'anomena 
25 
alineat o registre. 
Figura 6: Imatge de diferents captures i registre 
4.1 Tecnologies 
Podem distingir entre dos tipus de tecnologies, de contacte o de no contacte. 
Podem subdividir la tecnologia de no contacte en actius i passius. Hi ha un 
ampli ventall de tecnologies que cauen en aquestes categories. 
4.1.1 Escaners de contacte 
Els escaners de contacte capturen la informació de la superfície a través del 
contacte amb l'objecte. S'utilitzen sovint en l'assamblatge industrial i poden 
ser enormement precisos. El problema que tenen i que ve indicat pel seu nom 
és que necessiten estar en contacte amb l'objecte i per tant el fet d'escanejar 
un objecte el pot modificar o malmetre. Evidentment aquest és un punt a 
tenir molt en compte a la hora d'escanejar obres d'art o objectes delicats. 
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Un deIs altres problemes que tenen aquests escaners és que són relativament 
lents comparats amb els escaners de no contacte. 
4.1.2 Escaners de no contacte 
Aquesta categoria es pot dividir en actius i passius . 
• Escaners de no contacte actius: EIs escaners d'aquesta categoria 
emeten algun tipus de radiació i en detecten la seva refiexió per tal 
d'obtenir les mesures. El tipus de radiació que poden emetre poden 
ser, entre altres, llum, ultrasons i raigs x. Tot seguit en descrivim uns 
quants. 
- Time of flight scanning: Aquests escaners emeten llum laser 
per prendre mesures deIs objectes. A l'interior d'aquest escaner es 
troba un mesurador de distancies laser que calcula la distancia a la 
superfície calculant el temps que tarda en anar i tornar un pols de 
llum. Com que la velocitat de la llum e és coneguda, el temps d'a-
nada i tornada determina la distancia viatjada per la llum que és 
el doble de la distancia entre l'escaner i la superfície. Evidentment 
la resolució d'un escaner d'aquest tipus ens ve determinada per la 
precisió amb la que podem mesurar aquest temps. El mesurador 
laser només detecta la distancia d 'un punt en la seva direcció de 
visió i per tant es necessita canviar aquesta direcció per mesurar 
tota la superfície. El metode més usat per realitzar aquesta tasca 
és un sistema de miralls giratoris que permet mesurar la distancia 
d'entre 10000 i 100000 punts cada segon. 
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L'avantatge d'aquest metode és que són capa<;os de treballar en 
distancies molt grans, de l'ordre de quilometres i per tant són 
adequats per mesurar grans estructures. El seu principal incon-
venient és la precisió ja que mesurar el temps d'anada i tornada 
de la llum és complicat. La precisió que ens proporciona aquest 
tipus d'escaner és de miHímetres. 
Triangulació: Al igual que els de la categoria anterior aquests 
escaners també utilitzen llum laser per realitzar les seves mesures. 
A diferencia d'aquests pero l'escaner emet Hum laser i utilitza una 
camera per detectar el punt laser. Depenent en com de lluny el 
laser toca la superfície, el punt de contacte apareix en diferents 
Hocs en el camp de visió de la camera. A partir del triangle format 
per l'emissor laser, el punt de contacte i la camera, i coneixent 
la distancia entre la camera i l' emissor, podem obtenir l' angle 
que forma l' emissor laser i l' escaner. L' angle entre la camera i 
l'escaner el podem obtenir a través de la posició que ocupa el 
punt de contacte en el camp de visió de la camera. Amb aquests 
tres ingredients, el triangle queda totalment determinat i per tant 
podem trobar la distancia a la que es troba el punt de contacte 
(veure figura 7). Per tal d'accelerar l'adquisició molts d'aquests 
escaners projecten una línia laser enlloc d'un sol punto 
Els punts a favor i en contra d'aquest tipus d'escaners són exacta-
ment els contraris als de la secció anterior. Aquests escaners tenen 
un rang molt limitat pero tenen una precisió de l'ordre de des enes 
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Laser 
CCD,PSD - Sensor 
Lense 
OZI 
1 ••••• obJect 
Figura 7: Triangulació 
de micrometres . 
• Escaners de no contacte passius: Aquesta categoria inclou tots els 
escaners que no emeten cap tipus de radiació per ells mateixos, enlloc 
d'aixo es basen en detectar la radiació ambient que refiexa l'objecte 
a mesurar. La majoria d'aquests escaners detecten la radiació de la 
llum ambiento N ormalment aquests escaners són barats degut a que no 
necessiten un equipament especial. A continuació se'n presenten uns 
quants. 
- Estereoscopics: Aquests sistemes utilitzen dues cameres situa-
des en posicions lleugerament diferents. Analitzant les diferencies 
que es troben en cada una de les imatges es pot determinar la 
distancia en cada punto Aquest metode esta basat en la visió 
estereoscopica humana (veure pago 14) 
Fotometrics: Aquests escaners utilitzen una sola camera pero 
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obtenen varies imatges sota diferents condicions de Hum. 
Basats en siluetes: S'utilitzen les siluetes de l'objecte en una 
seqüencia d'imatges capturades utilitzant un fons ben contrastat. 
Aquestes siluetes s'extrueixen i s'intersecten a una aproximació 
(normalment el visual hull [9]) de l'objecte. Amb aquest metode 
algunes concavitats (com per exemple l'interior d'un gerro) no es 
detecten. 
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5 El patrimoni cultural en la Realitat Virtual 
La majoria d 'herencia cultural és inherentment tridimensional per tant és 
normal buscar un metode de preservar aquesta herencia que no sigui només 
plasmar imatges planes en forma de fotografies. Utilitzant la realitat virtual 
podem tenir una copia fidedigna de qualsevol de les obres del nostre patrimoni 
i proporcionar les eines suficients per poder-la inspeccionar detalladament de 
forma interactiva. Exemples de patrimoni cultural que ha estat escanejat 
són el David de Michelangelo a Florencia, la casa de Thomas Jefferson (un 
deIs redactors de la declaració d'independencia deIs Estats Units i posterior 
president d'aquest mateix país) i algunes taules cuneIformes (les taules on es 
conserva una de les formes més primitives d'escriptura). 
Podem distingir tres fases ben diferents d'aquest procés, l'adquisició, el 
processament de les dades i la visualització. 
5.1 Adquisició deIs modeIs 
Certament per tenir una reproducció virtual d'un d'aquests objectes podríem 
crear un model mitjane;ant qualsevol software destinat a aquesta finalitat. 
Ara bé, apart del temps i l'esfore; que suposaria, aixo seria una recreació i 
per tant no constituiria una reproducció fidedigna de qualsevol d' aquestes 
obres. S'ha de tenir en compte que sovint volem tenir una copia amb el 
maxim detall possible, i per exemple, en el cas d'escultures, ens agradaria 
tenir la maxima precisió per captar el detall amb que l'escultor havia dotat 
l'obra. 
Amb la proliferació, el perfeccionament i l'abaratiment de les tecniques 
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d'escaneig en tres dimensions, aquest metode és el més utilitzat actualment. 
Així dones depenent de les nostres necessitats podem utilitzar per exemple 
un escaner time of flight per als models grans o bé un escaner de triangulació 
per als detalls més petits (veure pago 25). Per exemple, en l'escaneig de 
la casa de Thomas Jefferson es va utilitzar un escaner time of flight mentre 
que en el l'escaneig del David de Michelangelo es va utilitzar un escaner 
de triangulació aconseguint 32 CB de dades que donaven una resolució de 
O.25mm i que permetia veure les marques del cisell de'n Michelangelo. 
Cal dir que el cas del David de Michelangelo no és estrany, i sovint s'obte-
nen un volum enorme de dades, generalment punts a l'espai juntament amb 
alguna informació extra que després caldra processar per tal de generar un 
model que es pugui visualitzar. 
5.2 Processament de les dades 
Tot i que els núvols de punts prodults en l'escaneig es poden visualitzar, 
sovint ens interessa generar una malla de polígons a partir d'aquests punts. 
Aquest procés de conversió d'un núvol de punts a una malla de polígons 
s'anomena reconstrucció. La reconstrucció implica trobar i connectar punts 
adjacents per tal de crear les cares de la superfície. 
Una manera de fer aquesta reconstrucció a partir del núvol de punts és la 
següent. Primer hem de trobar una projecció ortogonal adequada del núvol 
de punts (veure la figura 8(b)). Llavors comen<;ant per un punt determinat 
i de manera iterativa es repeteixen els següents passos: 
• Es troben tots els punts dintre d'un cub d'una mida prefixada 
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• Es calcula la al<;ada mitjana i el color mitja de tots aquests punts 
• Es creen dos triangles que cobreixin tota aquesta zona utilitzant les 
dades calculades anteriorment. Veure la figura 8( e) 
• Es borren tots els punts interiors a aquesta zona i es repeteix aquest 
procés fins que no queden punts. Veure la figura 8( e) 
( a) N úvol de punts (b) Pro jecció orto- (e) Parell de trian-
gonal del núvol de gles 
punts 
( e) Repetició 
Figura 8: Seguiment de l'execució iterativa de l'algorisme de reconstrucció. 
Un cop s'han realitzat aquests passos s'han de connectar els triangles ge-
nerats (veure la figura 9(a)). Aixo es realitza calculant la mitja per cada 
parells de vertexs que se sobreposin en la projecció ortogonal. Modificant la 
posició d'aquests vertexs aconseguim crear una malla completament connec-
tada a partir d'un núvol de punts (veure la figura 9(b)). 
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(a) Malla oberta (b) Malla tancada 
Figura 9: Imatges en diferents punts del prod~s de reconstrucció. 
Evidentment existeixen molts metodes per realitzar aquesta tasca. L'ex-
plicat en aquesta secció només ha de servir a tall d'exemple de com es podria 
realitzar aquest procés. 
5.3 Visualització en entorns immersius 
Un cop tenim una reproducció completa en 3 dimensions d'un objecte ens 
interessa reproduir-lo. És en aquest moment quan la visualització en entorns 
immersius ajuda a la inspecció d'aquests models. Com s'ha comentat en el 
capítol d'introducció a la realitat virtual (veure pago 11) aquests entorns 
provoquen que l'usuari cregui que realment té al davant l'objecte que esta 
veient. 
Alguns museus han utilitzat aquests tipus d'entorns per tal de reproduir 
obres, que per algun motiu no poden tenir al museu, de manera que el vi-
sitant sentís que realment es trobaven alla. Un exemple d'aquests tipus de 
reproduccions és la que es va fer al Museu d'Art de Nova Orleans l'any 2003 
on es va exhibir la llibreria de'n Thomas Jefferson utilitzant un sistema de 
retroprojecció i unes ulleres per a cada usuario Un sistema de tracking cap-
turava la posició de l'usuari i canviava la visualització d'acord amb el seu 
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moviment, creant la iHusió de que realment la llibreria de Thomas Jefferson 
es trobava a l'altre banda de la paret. 
Són exemples d'entorns immersius de visualització la Workbench i la CA-
VE (veure figura 10). 
(a) Visualització en una (b) Visualització en una 
Workbench CAVE 
Figura 10: Diferents entorns de visualització immersiva 
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6 El projecte de reconstrucció de la portala-
da de Ripoll al MNAC 
Es detalla a continuació el marc en que es va desenvolupar el projecte de la 
visualització interactiva de la portalada de Ripoll del qual aquest projecte en 
forma una part essencial. 
6.1 Introducció al projecte 
El museu nacional d'art de Catalunya (MNAC) decideix realitzar una ex-
posició sobre art romanic del qual la portalada del monestir de Ripoll se'n 
considera un deIs més grans exponents al nostre país. La portalada, creada 
al segle 12, s'ha descrit sovint com a la bíblia de pedra ja que reprodueix 
molts fragments de la bíblia de Ripoll actualment al Vatica. Degut a la im-
possibilitat de portar la portalada al museu i a la voluntat de que la gent 
de Barcelona pogués veure aquesta obra, es decideix fer-ne una reconstruc-
ció virtual de manera tant fidedigna com sigui possible per, d'una banda 
apropar-Ia als visitants del museu, i de l'altre tenir-ne una copia en format 
digital de l'estat en que es troba actualment. 
És en aquest moment quan el grup del MNAC encarregat de muntar 
l'exposició es posa en contacte amb la Universitat Politecnica de Catalunya 
per tal d'avaluar la possibilitat de portar a terme aquest projecte. El grup 
del MNAC coneix una experta en romanic que es troba a Pisa, la Clara 
Baracchini. Ella havia treballat amb el grup de la UPC i el grup del VCLab 
de l'ISTI-CNR de Pisa en el projecte Vihap3D consistent en la preservació, 
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presentació, accés i promoció de l'herencia cultural a través de graJics en 3 
dimensions d'alta qualitat i va ser qui va aconsellar els grups de la UPC i del 
VCLab de Pisa als del MNAC. 
Alguns deIs requeriments que es van imposar des del MNAC van ser els 
següents: 
• S 'havia de permetre als visitants veure una reproducció precisa de la 
portalada de Ripoll fent que es poguessin acostar fins a uns 20 cm. de 
qualsevol punt de la seva superfície. 
• S 'havia de crear una interfície amb una pantalla tactil per tal de que 
els visitants poguessin interactuar amb l'aplicació. 
• S'utilitzaria la metafora de la grua consistent en imaginar-nos que ens 
movem ajudats per una grua per tal de veure tota la superfície. 
• S'havia de permetre als visitants accedir a informació escrita sobre la 
portalada. 
• S'havia de crear un mode no interactiu per als dies de més afluencia de 
público 
• Tot el sistema havia de funcionar utilitzant PCs estandards. 
6.2 Escaneig, i preprocessat 
El primer pas a realitzar era obtenir un model poligonal (veure pago 100) 
de la portalada. Aquesta part del projecte la va portar a terme al grup de 
recerca en grafics del Visual Computing Lab de l'ISTI-CNR, especialistes en 
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realitzar aquest tipus de trebalI. Així és com un equip conjunt de la UPC i el 
VCLab van passar-se una setmana a RipolI, escanejant-ne cada centímetre. 
Figura 11: Imatge de l'escaneig realitzat a RipolI 
El procés d'escaneig es va realitzar utilitzant un parelI d'escaners Minolta 
Vivid 910 per tal de fer les captures de més precisió. Durant 5 dies, un equip 
de 4 persones va produir 2212 mapes de profunditat i més de mig bilió de 
punts a l'espai. També es va utilitzar un escaner Leica ScanStation per tal de 
realitzar una captura de tota la portalada sencera. La captura amb aquest 
escaner es va realitzar en un dia i va produir 36.2 milions de punts amb una 
resolució de 0.5 cm. 
En aquest moment es realitza un procés d'alineació destinat a crear una 
única superfície a partir deIs trossos obtinguts. S 'utilitza la captura de la 
portalada sencera per tal de situar cada un deIs fragments d'alta resolució 
al seu lIoc. El resultat de tot aquest procés conforma una superfície amb 
una resolució d'lmm que consta de més de 177 milions de triangles amb 
informació de color en cada vertex. 
Mitjan<;ant aquest model i utilitzant una tecnica de simplificació s'obté 
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una nova malla de menor nombre de polígons pero sense cap tipus d'infor-
mació de color. 
6.3 Reparació del model 
Malgrat l'esfon; realitzat per aconseguir un model poligonal sense imperfec-
cions, degut a la impossibilitat de realitzar captures precises d'alguns deIs 
punts de vista necessaris es van produir forats. 
Aquests forats es van detectar mitjan<;ant un algoritme de detecció de 
cicles d'arestes vora. Entenem per arestes vora aquelles arestes que delimiten 
el model formant-ne la frontera. Per tal de detectar aquestes arestes es fa 
un recorregut en sentit contrari a les agulles del rellotge per cada cara del 
model comprovant que cada una de les arestes de la cara es recorrin un cop 
en cada sentit. En la figura 12 es pot veure una representació de com es 
realitza aquest recorregut. 
Figura 12: Recorregut per les cares d'una malla 
Un cop seleccionades les arestes vora es detecten els forats formant cicles 
entre elles. D' aquesta manera detectem efectivament cada un deIs cicles 
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juntament amb la frontera total del model. En la figura 13 es pot veure el 
resultat de la detecció de forats en un fragment de la portalada. En vermell 
es senyalen les arestes vora. 
Figura 13: Detecció de forats 
Un cop detectats tots els forats es va utilitzar un algorisme de reparació 
desenvolupat pel grup MOVING del qual en podeu trobar una explicació a 
[5] . 
6.4 Generació del madel de baixa resalució 
En aquest moment tenim per una banda un model de baixa resolució sense 
cap mena d'informació de color i les malles d'alta resolució que contenen 
aquesta informació. Així dones hem de trobar una manera de passar aquesta 
informació, emmagatzemada per vertex a les malles d'alta resolució, a la 
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malla de baixa resolució. Es va utilitzar un metode basat en [11] per tal de 
transferir el detall perdut a la malla de baixa resolució. 
Aquest metode es basa en la utilització de mapes de textures (veure pago 
111) per tal de preservar els colors originals i en la utilització de mapes de 
normals (veure pago 44) per preservar el detall perdut en la simplificació. 
Partint d'un model d'alta resolució amb color per vertex hem de trobar una 
manera de mapejar aquesta informació en una textura de color i en un mapa 
de normals. Donat un punt d'un deIs triangles del model de baixa resolu-
ció es busca un punt adequat en el model d'alta resolució i se'n captura la 
informació associada per emmagatzemar-la en les textures corresponents. 
Es defineix una funció f (Ptx ) = Pty que donat un punt del model de baixa 
resolució Ptx E M L ens dona un punt del model d'alta resolució Pty E MH de 
la següent manera. Llancem un raig des del punt Ptx en la direcció inversa a 
la normal interpolada en aquest punto El punt Pty buscat sera la intersecció 
d'aquest raig amb la malla d'alta resolució MH (veure la figura 14). 
Mitjan<;ant aquest metode ens podem trobar que el raig no intersequi 
la malla d'alta resolució, en aquest cas es posa un color neutre escollit 
previament. 
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Figura 14: Funció utilitzada. 
7 Analisi de requeriments 
7.1 Requeriments no funcionals 
En base als requeriments proposats pel MNAC es defineixen els següents 
requeriments no funcionals per a la part de visualització: 
• L'usuari s'ha de poder moure lliurement per l'espai adjunt a la portala-
da per tal de poder-ne examinar qualsevol detall que cregui convenient . 
• L'usuari ha de poder canviar la iHuminació del model per tal de veu-
re com és la portalada en una epoca de l'any concreta. Es demana 
concretament que es pugui escollir un dia i hora i que les condicions 
d'iHuminació variin d'una forma correcta . 
• S'ha de presentar una manera senzilla a l'usuari per tal de que pugui 
accedir a la informació auxiliar proposada pel museu. 
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• S'ha d'incloure un mode demostració que funcioni de manera autonoma. 
Aquest mode s'utilitzava els dies de gran afluencia de público Els ex-
perts del museu van creure que era millor que els usuaris veiguessin un 
recorregut prefixat per la portalada enlloc de deixar-los interactuar. 
7.2 Requeriments de Software 
Al examinar els requeriments no funcionals del visualitzador es decideix, 
degut a la impossibilitat de moure en temps real el model d'alta resolució i a la 
impossibilitat d'apreciar els detalls més fins deIs models a una certa distancia, 
utilitzar una representació de baixa resolució del model quan l'observador es 
troba més allunyat i en el moment en que aquest s'acosti a una part concreta 
canviar a les malles d'alta resolució. A partir d'aquests requeriments es 
decideixen els següents requeriments de software. 
• Es necessita una manera de representar amb el maxim detall possible 
el model de baixa resolució. 
• Es necessita també un metode per saber en tot moment la distancia 
precisa a la que es troba l'observador respecte la portalada. 
• Es busca una manera de que el canvi de malles de baixa resol ució a 
alta resolució sigui el menys visible possible. 
• Es necessita una manera d'escollir i presentar la informació auxiliar que 
els experts del MNAC ens havien donat. 
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8 Desenvolupament tecnic 
En aquesta secció es detalla els diferents desenvolupaments que s'han portat 
a terme en l'ambit del projecte. 
8.1 Visualització 
En aquest apartat es detallen les diferents tecniques per aconseguir la visu-
alització en temps real de la portalada de Ripoll així com el metode escollit 
per a la presentació de la informació, la simulació del canvi d'iHuminació i 
el mode de demostració. 
8.1.1 Normal Mapping 
Aquesta és una tecnica utilitzada per representar detalls d'un model d'alta 
resolució en un model de menys polígons i que la iHuminació d'aquests detalls 
sigui prou realista com per no notar-ne la diferencia a una certa distancia. 
Com es pot veure en la secció d'iHuminació (veure pago 101) OpenGL utilitza 
la normal de cada vertex per calcular la iHuminació i s'interpola en la resta 
del polígono D'aquesta manera si es desitja que un model tingui més detall 
s'hauria d'incrementar el nombre de polígons enlloc d'utilitzar una textura 
amb les limitacions que aixo comporta. 
La tecnica del Normal Mapping s'utilitza per incrementar el nivell de 
detall sense incrementar el nombre de polígons. Consisteix en, a partir d'un 
model d'alta resolució, generar una textura que emmagatzemi les normals de 
cada un deIs triangles d'aquesta malla i utilitzar aquesta textura en el model 
de baixa resolució per tal de calcular-ne la iHuminació a cada píxel. 
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En la figura 15 podeu veure un seguit d'imatges relacionades amb aquesta 
tecnica. En la primera imatge es pot veure com seria la malla de baixa 
resolució si no s'utilitzés aquesta tecnica. En la següent imatge es pot apreciar 
l'augment de detall que s'obté de l'aplicació d'aquesta. Com a imatge final 
es pot veure el mapa de normals de la zona visualitzada. 
( a) Texture mapping (b) Normal mapping 
(e) Normal map 
Figura 15: Diferents visualitzacions de la malla de baixa resolució 
Per tal de guardar les normals en una textura s'ha de fer una petita trans-
formació. Els valors que admet una textura són valors en el rang [0.0, 1.0] per 
a cada una de les components R, G, i B que representen el color. Les normals 
unitaxies tenen valors entre [-1, 1] en cada una de les seves components X, 
45 
y i Z. La transformació a aplicar és dones: 
R= X+l 
2 
G = Y+l 
2 
B = Z+l 
2 
Com hem pogut veure a partir del cada un deIs models d'alta resolució es 
genera una textura de color juntament amb una textura de normals (veure 
pago 40). S'utilitzen les dues conjuntament per generar la imatge final. Aixo 
s'aconsegueix utilitzant un fragment shader que calculi, per a cada fragment, 
el seu color i l'iHumini correctament a partir de la textura de normals. Tant 
per aconseguir el color com la normal necessitem les coordenades de textura 
que corresponen a aquest fragmento Aquestes s'obtenen automaticament a 
través de la interpolació que ja fa OpenGL deIs parametres per vertex. 
A continuació es detallen els passos utilitzats en els shaders per imple-
mentar aquesta tecnica . 
• Vertex Shader 
- En el vertex shader es generen com a parametres de sortida les 
coordenades de textura de cada vertex perque s'interpolin i arribin 
a cada un deIs fragments tractats al fragment shader. 
També es transforma la posició del vertex com toca. 
• Pixel Shader 
- S' accedeix a la textura de normals amb les coordenades de textura 
interpolades per obtenir-ne el valor emmagatzemat i es desfa la 
transformació per obtenir-ne la normal. 
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- S' accedeix a la textura de color amb les coordenades de textura 
interpolades per obtenir-ne el color emmagatzemat. 
Es calculen la component ambient i la component difusa i s'utilitza 
la direcció de la llum per calcular la il·luminació correctament. No 
és calcula el terme especular de la Hum perque al ser un objecte 
de pedra no n'hauria de tenir. 
D'aquesta manera aconseguim tenir un model de baixa resolució (de prop 
de 200000 triangles) que a una certa distancia s'assembla als models d'alta 
resolució tant en color, com en el seu comportament en la iHuminació. El 
total de textures, contant tant els mapes de color com els de normals, ocupa 
uns 550 MB. 
8.1.2 Octree 
Un octree és una estructura de dades en forma d'arbre en que cada node 
té exactament vuit fiHs. EIs Octrees són sovint utilitzats per tal de subdi-
vidir recursivament l'espai tridimensional en octants. En podeu veure una 
representació en la figura 16. 
Un deIs requeriments fixats era que l'usuari no es pogués acostar a més de 
20 cm de qualsevol punt de la superfície i per tant necessitavem un metode per 
saber en qualsevol moment a quina distancia ens trobavem de la portalada. 
La opció evident és calcular per cada polígon la distancia fins a l'observador 
pero donat el gran nombre de polígons del model i que aquesta operació 
s 'havia de realitzar cada cop que ens moguéssim era totalment impractic. 
Es va decidir crear, utilitzant un Octree, un camp lineal de distancies per 
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// / // 
// // 
V 
/ 
1/ 
./ 
Figura 16: Representació gnlfica d'un Octree 
tal de fer aquesta interrogació d'una manera més eficient. D'aquesta manera 
en cada node de l' Octree s' emmagatzemen els punts de distancia mínima i 
maxima a la portalada i les distancies en aquests punts. Obtenir la distancia 
aproximada a la superfície es redueix ara en trobar en quin node de l'octree 
estem i interpolar la distancia a partir deIs valors emmagatzemats en aquest 
node (vegeu la figura 1 7). Aquest calcul es realitza facilment pro jectant el 
punt buscat sobre el vector gradient. 
18 Pum de distáncia mínima (PT M1N) 
• Pum de distancia ma.xUna (PT"r.<t.x) 
Puní actual (P) 
d, 
-
Figura 17: Calcul de la distancia en l'interior d'un node de l'Octree 
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Aquest Octree havia de comprendre tot l'espai per on ens podíem moure 
és a dir 18 x 18 x 18 metres. 
La construcció de l'Octree és un preproces es realitza de la següent 
manera: 
• Es crea una Voxelització (veure pago 107) de l'espai immediat de la 
portalada (18 x 9 x 4.5 m) de 512 x 256 x 128 voxels donant-nos una 
resolució per voxel de 35 mm3 . Classifiquem cada un deIs voxels com a 
voxels superfície o com a voxels buits. Els voxels superfície són els que 
contenen superfície de la portalada i guardem per a cada un d'aquests 
el punt de la superfície més proper al centre del voxel. Els voxels buits 
són els voxels que no contenen superfície i per cada un d'aquests voxels 
guardem quins vertexs corresponen als punts de distancia mínima i 
maxima juntament amb aquestes distancies . 
• Per construir l'Octree es decideix utilitzar una construcció recursiva 
partint de l'arrel i subdividint fins arribar al nivell desitjat. Com veu-
rem en la secció següent la utilització desitjada de l'Octree requeria que 
tots els voxels que havíem classificat com a superfície es convertissin en 
nodes fulla. Aquest fet implica que la profunditat maxima de l'Octree 
sigui de 10 nivells. 
Al examinar els nodes durant la recursió ens podem trobar els següents 
casos: 
- N ocles que contenen voxels superfície: En aquest cas se se-
gueix subdividint el node fins que correspongui a un sol voxel 
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superfície i quan s'arriba a aquesta precisió es copia la informació 
del voxel al node. 
N odes que només contenen no des buits: En aquesta situació 
s'obtenen les distancies mínima i maxima d'entre les que es guar-
den als voxels que conté el no de i es calcula la distancia a la que 
estem a partir d'aquests valors. Es calcula l'error entre aquesta 
predicció i la distancia que obtindríem fent aquest mateix calcul 
al nivell de voxel. Si aquest error esta dintre d'un llindar definit 
previament (en la versió utilitzada al museu era de 10 cm.) es 
guarden els valors utilitzats per al calcul en el node. Si no és així 
seguim subdividint. 
Com que en l'espai més allunyat de la portalada (a uns 9 metres) no 
ens fa falta coneixer la distancia amb molta precisió, es decideix fer 
dues subdivisions on es calcula de forma aproximada la distancia per 
tal de no tenir un nombre de nodes molt gran. 
En la figura 18 podeu veure on queda la portalada dintre de tota la 
zona de l'Octree. En vermell es representa la zona ocupada per la 
portalada, en verd els nodes del primer nivell i en negre els nodes del 
2n. 
D' aquesta manera al final de la construcció tenim un octree de profun-
ditat variable en que en l'espai ocupat per la portalada té deu nivells 
mentre que en l'espai buit té una profunditat variable pero no menor 
de dos nivells. Amb l'error llindar d'uns 10 cm. l'octree constava de 
28361 7 nodes su perfície (nodes fulla amb punts a la su perfície ), 389945 
50 
Figura 18: Imatge de la portalada en l'interior de l'Octree 
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nodes externs (nodes fulla sense cap punt a la superfície) i 96286 nodes 
interns. 
• Com hem dit abans, un octree és una estructura de dades en forma 
d'arbre. En el nostre cas necessitavem una representació lleugera per-
que aquesta estructura havia d'estar a memoria durant l'execució de 
l'aplicació. La informació que ens calia és la següent: 
- Per als nodes interns: Un vector de punters als seus fills. 
Per als nodes externs: EIs punts de distancia mínima i maxima 
a la superfície i les seves distancies per tal de poder calcular el 
vector gradient de la distancia. 
Per als nodes superfície: El punt de la superfície que havíem guar-
dat en el voxel superfície al crear la Voxelització. 
La estructura que implementada finalment és la següent. Cada node 
de l'arbre és un vector de 114 bytes que s'ocupen de la següent forma: 
- 2 Bytes comuns a tots els tipus de nodes per guardar el tipus de 
cada un deIs seus fills. Com que cada node pot ser de tres tipus 
diferents (intern, extern i superfície) i cada node intern pot tenir 
fins a 8 fills, necessitem 16 bits per guardar aquesta informació. Si 
la i-essima parella de bits val O l'i-essim fill és un no de superfície. 
Si val 1 és un no de extern i si val 2 és un node interno 
Per als nodes interns: 
* 8 Bytes per guardar el punter a cada fill. 
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* 6 Bytes de padding. 
Per als nodes superfície: 
* 8 Bytes per guardar un punter a una estructura d 'informació 
auxiliar. En aquesta estructura s'hi guarda un punt de la 
superfície de la zona que conté aquest voxel i l'índex de la 
malla d'alta resolució a la que pertany aquest punto 
* 6 Bytes de padding. 
Per als nodes exteriors: 
* 3 Bytes per guardar el punt mínim i 3 més per guardar el punt 
maxim. Aquests punts es guarden com a valors de O a 255 en 
cada direcció deIs eixos del node. Així dones, el punt (O, O, O) 
fara referencia a l'origen del voxel, el punt (255,255,255) al 
punt més gran del voxel i el punt (128, 128, 128) al punt cen-
tral. Podeu veure'n un esquema a la figura 19. 
(255,255,0) (255,255,255) 
y 
Figura 19: Esquema de coordenades d'un voxel 
* 4 Bytes per guardar la distancia en el punt mínim i 4 Bytes 
més per guardar la distancia en el punt maxim. Aquesta 
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distancia esta guardada com a un enter. 
D'aquesta manera tenim una representació uniforme de cada un 
deIs diferents tipus de node que ens permet un accés rapid a la 
infornlació enrüagatzemada amb simples operacions de bit . 
• Un cop constrult l'octree, per saber la distancia a la que ens trobem, 
només hem de veure a quin node estem i calcular la distancia a partir 
deIs parametres guardats en aquest node. Evidentment trobar a quin 
node estem constitueix un procés molt rapid ja que a cada pas només 
ens estem concentrant en una vuitena part de l'espai. Aquest procés 
ens proporciona un metode per trobar la distancia a la que ens trobem 
d'una manera prou rapida per realitzar-Ia en una aplicació en temps 
real. 
Així dones un node que tots els seu s fills siguin nodes interns com ara 
l'arrel de l'Octree tindra la estructura que podeu veure en la figura 20. En 
canvi un node que tingui com a fills nodes exteriors, nodes superficie i nodes 
interiors tindra una estructura semblant a la que es pot veure en la figura 
21. 
Filll Fil12 
• Bytes de típus 
Bytes resen:ats pel punte! al fill 
Bytes de padding 
Fi1l3 Fi1l8 
Figura 20: Esquema d'un node amb tots els fills de tipus interno 
54 
FillI Fil12 
Bytes de típus 
Bytes reservars pel puntee al fill 
Bytes de padding 
Fill 3 
Bytes del punl' núnim 
Bytes de la distancia mínima 
By·tes del punt ma.'1im 
Fi118 
• Bytes de la distancIa mínima 
• Bytes pe1 puntee a la informació 
au.titiar 
Figura 21: Esquema d'un node amb fills de tipus superficie i de tipus exteri-
ors. 
8.1.3 View-dependent fustrum culling 
Fins ara havÍem solucionat els problemes de tenir una representació de la 
portalada que fos creÍ'ble a una certa distancia i d'obtenir la distancia en la 
que ens trobavem en qualsevol momento Ara bé, també havÍem de proporcio-
nar un metode que ens permetés coneixer quina de les malles d'alta resolució 
s'estaven veient per tal de fer el canvi. Per tal d'optimitzar el trafic entre la 
CPU i la GPU es van dividir les malles d'alta resolució fins a obtenir unes 
3000 malles disjuntes d'uns 60000 triangles cada una. 
U na opció era calcular la intersecció de la caixa englobant de cada una 
d'aquestes malles amb el frustum de visió (veure pago 110) per descartar 
les que no es veien. Al final pero es va decidir utilitzar un metode semblant 
als metodes explicats a [6J i [7J donat que ja estavem utilitzant l'octree. El 
metode desenvolupat s'explica a continuació: 
• Cada cop que ens movem es calcula el front de l'octree. Aquest front 
consisteix en un seguit de nodes de diferents profunditats que són els 
que examinarem en el nostre recorregut. Aquests nodes no han de 
ser necessariament fulles i aixo fa que no s'hagi de recórrer l'arbre 
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completament. 
En la figura 22 podeu veure una representació deIs nodes, en vermell, 
que conformen el front d'un Octree. Com podeu veure s'examinen els 
fills del 3r fill de l'arrel pero no els del 7é. A continuació explique m en 
que ens basem per escollir quins nodes s' examinen i quins no. 
Figura 22: Esquema del front de l'octree 
El procediment utilitzat per trobar si un no de pertany al front o no es 
basa en el calcul de la projecció en píxels del node que examinem. Si el 
node no és visible es descarta juntament amb tots els seus fills. Sino si 
un node té una pro jecció en píxels més gran que un llindar predetermi-
nat s'examinen els seus fills, sinó aquest node passa a formar part del 
front i tots els seus descendents es descarten. Aquest test es realitza 
molt rapidament ja que es basa en un precalcul en cada nivell. En un 
vector de la mida de la profunditat de l'octree es guarda la distancia 
quadrada esperada entre el node i l'observador, aquesta distancia ens 
dona una aproximació de la mida del node. Així dones, per saber si hem 
d'examinar els fills del node actual, només fa falta comparar la distancia 
entre l'observador i el vertex del no de més proper i comparar-la amb 
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el vector de distancies. Si la distancia emmagatzemada en el vector és 
més petita que la calculada voldra dir que el nivell requerit és més gran 
que l'actual i per tant hem d'examinar-ne els seus fills . 
• Per obtenir les malles d'alta resolució que aquests nodes contenen, s'a-
fegeix, a cada node deIs nivells de profunditat més grans que 4, una 
mascara de bits per indicar quines malles pertanyen al node. Cada 
una d'aquestes mascares consta d'll bytes necessaris per indicar quina 
malla conté (en un preprocés es va descobrir que els nodes de nivell 
4 contenen com a molt 81 malles diferents) i funcionen de la següent 
forma. Cada un deIs fills deIs nodes de nivell 4 tenen una mascara on 
el bit k indica si la malla k-éssima del conjunt de malles contingudes en 
el node de nivell 4 esta present en aquest node, així, per saber quines 
malles conté cada node intern només hem de mirar la mascara del node 
que s'examina i traduir aquesta mascara a índexs de malles. Aquesta 
traducció es realitza mitjangant l'ajut d'una taula que ens indica, per 
cada node de profunditat 4, quin conjunt de malles Ma té assignades, 
així dones si el bit i de la mascara d'un fill d'aquest node esta actiu ens 
indica que la i-essima malla de Ma és visible. Podeu veure un esquema 
d'aquesta traducció a la figura 23 . 
• Cada cop que decidim que un node forma part del front de l'octree 
s'obtenen els índexs de les malles que conté, s'emmagatzemen en un 
vector i se'ls hi assigna una prioritat. Aquesta prioritat es calcula a 
partir de la distancia que hi ha entre el centre de la malla pro jectat 
a la pantalla i el centre d'aquesta. Com més centrada esta una malla 
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nivelI 1 
nive1l2 
nivelI 3 
nive1l4 
nivelln 
F(172.l) = 238 
F(l72.5) = 317 
F(ln.7)= 17 
100101010010 ... 
Figura 23: Esquema de la traducció de mascares 
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més prioritat té . 
• D'entre totes aquestes malles, s'agafa la més prioritaria que encara no 
s'esta pintant i s'envia a la CPU. A.ixÍ si estem quiets, s'aninln enviant 
les malles des del centre cap a l'exterior d'una en una a cada frame. 
8.1.4 Alpha-blending 
El problema que restava era que al apropar-nos a la portalada hi havia un 
moment en que es decidia pintar els models d'alta resolució i aixo feia que es 
veigués un canvi brusco Així doncs es va decidir utilitzar aquest metode per 
dissimular aquest canvi. 
Aquesta és una tecnica que ens permet simular objectes transparents. Al 
activar aquesta tecnica, al pintar un píxel d'un determinat color, OpenGL 
llegeix el color que ja hi havia pintat al framebuffer i el barreja amb el nou 
color segons el parametre alfa del color. 
En la figura 24 podeu veure el resultat de pintar la malla de baixa resolució 
amb aquesta tecnica. Vegeu com en les imatges amb un parametre alfa menor 
a 1. O es veu la part posterior de la caixa contenidora de la portalada. 
Com es pot veure en la secció del Z buffer (veure pago 108) si volem 
pintar un polígon darrera d'un polígon ja pintat, la part no visible del primer 
polígon es descarta. Ara bé per molt que el polígon de davant sigui translúcid 
el Z buffer descartara els fragments no visibles del polígon de darrera. La 
opció més facil per solucionar aquest problema és desactivar l'ús del Z buffer 
i ser conscient a la hora de dibuixar els polígons de l'ordre en que ho hem de 
fer. Així doncs es pinten primer els polígons opacs, es desactiva el test de Z 
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(a) 0.1 (b) 0.5 
(e) 1.0 
Figura 24: Visualitzacions amb diferents parametres alfa 
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(el mecanisme que utilitza OpenGL per descartar fragments) i es pinten els 
polígons translúcids. 
Per tal de que el canvi de malles de baixa resolució a alta no fos tant brusc 
s'anima el parametre alfa de manera que s'aconsegueix un efecte semblant 
als fade-in de les realitzacions cinematografiques en que una imatge apareix 
fonent-se amb l' anterior. 
8.1.5 Pintat de les malles d'alta resolució 
Com es pot veure en la secció introductoria a OpenGL (veure pago 115) 
existeixen tecniques que ens permeten realitzar els calculs d'iHuminació en 
cada un deIs píxels d'un polígon per tal d'augmentar-ne el realisme. Com 
hem dit abans, les malles d'alta resolució resultants de l'escaneig contenen 
informació de color en cada vertex i tenen una longitud d'aresta d'l mm. 
Aquesta alta precisió, juntament amb la restricció de no poder-nos acostar 
a menys de 20 cm. de la superfície, fa que en aquest cas no sigui necessari 
realitzar aquest processat extra (recordem que enlloc de realitzar els calculs 
per cada vertex els hauríem de realitzar en cada píxel). 
Així dones els shaders utilitzats per fer el pintat de les malles d'alta 
resolució realitzen les següents operacions: 
• Vertex Shader 
- En el vertex shader es realitzen els calculs corresponents a la il-
luminació de la mateixa manera que es realitzen en la malla de 
baixa resolució. Aquest fet implica que tot i el canvi de resolució 
que es produeix al passar de les malles de baixa resolució a les 
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d'alta la iHuminació no es vegi afectada. 
Es transforma també la posició del vertex com es faria en el pipe-
line fixa d'OpenGL. 
• Pixel Shader 
- Un cop s'han realitzat els caJculs en el vertex shader la feina del pi-
xel shader es limita a assignar el color corresponent, ja interpolat, 
a cada un deIs píxels. 
En la figura 25 podeu veure un tros de la portalada en baixa resolució 
i el mateix tros en alta resolució per tal de que es pugui observar com la 
iHuminació no varia. 
8.1.6 Canvi de la visualització segons el dia i la hora 
Per tal de poguer canviar les condicions d'iHuminació segons el dia i la hora 
es van realitzar mesures de la posició del sol durant el proces d'escaneig 
de la portalada a Ripoll. A partir d'aquestes mesures es va realitzar una 
aproximació de la resta de l'any que tenia en compte fins i tot el relleu de les 
muntanyes proximes a Ripoll. D'aquesta manera s'aconseguia que al posar 
un dia concret en la interfície el sol sortís darrera les muntanyes a la hora 
que li tocaya i també es pongués correctament. La implementació d'aquesta 
aproximació no forma part d'aquest projecte pero a partir d'un dia i una 
hora se'n obté la posició del sol i un parell d'atenuacions que modelen els 
moments de la sortida i la posta de sol. 
En la part del visualitzador que aquí ens ocupa, refiectir aquests canvis 
es limita a actualitzar la posició de la llum que representa el sol en la nostre 
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(a) Malla de baixa resoludó 
(b) Malla d'alta resoludó 
Figura 25: Diferencies entre les malles de baixa i alta resolució 
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escena i utilitzar les atenuacions com cal. En aquest sentit es modifiquen els 
shaders del pintat amb normal mapping (veure pago 44) i del pintat de les 
malles d'alta resolució (veure pago 61) perque tinguin en compte aquestes 
atenuacions a la hora de calcular l' aportació de color difús i ambient de la 
llum. Podeu veure un exemple de com canvia la iHuminació en la figura 26 
(a) Matí (b) Tarda 
Figura 26: IHuminació en diferents instants 
8.1.7 Presentació de la informació auxiliar 
Un deIs reptes que es plantejaven a la hora de visualitzar la informació au-
xiliar era com es presentava a l'usuari. Entre imatges i texts hi han gairebé 
150 unitats d'informació que s'han de poder presentar a l'usuari. Es decideix 
utilitzar la següent estrategia: 
• Es prioritza la informació tenint en compte que en tot moment només 
es pot seleccionar entre 4 panells d'informació diferents. 
• Es decideix que tant imatge com text es tracta igual. Es converteix tot 
el text a imatges. 
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• S'encarrega als experts del MNAC tant la priorització de la informació 
com la selecció d'un punt de vista per a cada cartell i l'assignació d'un 
punt de la superfície on els cartells estaran associats. El punt de vista 
inclou tant la posició del cartell com la de l'observador . 
• Es decideix utilitzar una animació en forma de recorregut virtual que 
ens porta des de la posició d'observació actual fins al punt de vista 
escollit pels experts del MNAC. 
La feina a realitzar pel visualitzador consta de les següents tasques: 
• Escollir d'entre tots els panells d'informació visibles els 4 més priorita-
riso Aquesta tasca es redueix a realitzar un test d'intersecció geometrica 
entre cada un deIs punts associats a la informació i el frustum de visió 
(veure pago 110) i quedar-se amb els 4 punts més prioritaris . 
• Un cop aquests punts estan escollits s'han de presentar d'alguna ma-
nera a l'usuari perque aquest en pugui seleccionar un. Aixo es realitza 
utilitzant el que s'anomenen billboards. Els billboards són plans en l'es-
pai que estan sempre orientats cap a l'usuari fent que sigui impossible 
mirar-los de costat. Així es dibuixa un petit pla al davant del punt as-
sociat a cada informació mitjangant aquesta tecnica i es texturen amb 
un nombre de l' 1 al 4 que els identifica. Per tal de que l'usuari dis-
tingeixi si la informació associada es tracta d'una imatge o d'un text 
s'utilitzen diferents colors (veure figura 27) . 
• Un cop el visualitzador rep la informació sobre quina informació ha 
estat escollida s'activa una animació per anar fins al punt de vista rela-
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Figura 27: Representació deIs punts d'informació addicional en el visualitza-
dor. 
cionat amb aquesta informació. En aquesta animació es varia la velo-
citat de la camera de forma que el moviment comen<;a suau, s'accelera 
fins arribar a la velocitat maxima prefixada i torna a frenar suaument 
abans d'arribar a la posició desitjada. Aquest moviment suau es rea-
litza perque la gent que no esta acostumada a la realitat virtual no se 
senti incomode per culpa d'un moviment brusc de la camera. 
• Un cop arribats a la posició desitj ada es dibuixa un pla orientat a la 
camera texturat amb la imatge que toca (veure figura 28). La distancia 
de l'observador a la que es dibuixa aquest pla es va haver d'ajustar 
manualment per cada cartell ja que segons la mida del text, el paraHax 
(veure pago 16) molestava més o menys . 
• Quan el visualitzador rep l'ordre de tancar la informació, el cartell 
s'amaga i es realitza la animació inversa per retornar al punt on estavem 
quan s 'havia seleccionat la informació. 
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"Moisés va clamar al Senyor: Qué haíg de 
fer per aquest poble? Acabaran 
apedregant-me. El Senyor respongué a 
Moisés: Passa al davant del pOble ¡fes-te 
acompanyar d'alguns ancians d'!srael; 
pren el bastó amb qué donaves cops al NiI, 
í camina . .Jo estaré alll davant teu damunt 
la roca, a ¡'Horeb. Tu dÓlla un cop a la foca 
¡ en brollara aígua perqué el poble pugui 
beure." 
(Éxode 11:4-6) 
Figura 28: Presentació de la informació addicional en el visualitzador. 
• Durant tot el procés des de que se selecciona un cartell fins que es re-
torna al punt original el visualitzador no admet moviments. D'aquesta 
manera 1 'usuari esta bloquej at mirant el punt de vista associat a cada 
informació. 
8.1.8 Mode de visualització no interactiva 
Aquest mode es va crear degut a que en dies concrets l'entrada al museu és 
gratis. Aixo provoca que aquests dies hi hagi una gran afluencia de públic 
i per tant tenir els usuaris utilitzant els quioscs no és viable perque la gent 
s 'hi quedaria estancada. Així dones, en aquests dies concrets es seleccionava 
el mode de visualització no interactiva. 
Aquest mode és basicament una animació que ensenya uns quants detalls 
de la portalada. En quant a la feina a realitzar en el navegador, aquest 
mode es podia realitzar només utilitzant característiques ja existents. El 
visualitzador segueix el següent procés en aquest mode: 
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1. Es comen<;a el procés en la posició inicial de l'aplicació 
2. Es fa una animació, utilitzant la que es realitza al veure un cartell 
d'informació¡ cap a la posició del punt de vista del punt d'informació 
que toqui 
3. Sense mostrar el cartell d'informació s'espera durant un interval de 
tem ps prefixa t 
4. Enlloc de retornar al punt de vista que hi havia al comen<;ar es realitza 
un altre cop el 2n punt mentre quedin punts 
5. Si ja hem passat per tots els punts es torna a comen<;ar tot el procés 
8.1.9 Refinament del VRP 
Anomenem VRP a un punt a l'espai en la direcció que mIra la camera. 
Aquest és el punt que es projecta al centre de la vista. En una fotografia 
tradicional el VRP podria ser qualsevol deIs punts que es veuen al centre del 
visor quan ens preparem per fer la foto. 
Un deIs requeriments d'aquest projecte és que l'usuari pogues examinar 
qualsevol punt de la portalada. El fet de que ens podem acostar a una 
distancia petita fa que aquest punt hagi de ser un punt de la superfície per 
tal de que al girar l'usuari ho faci al voltant del que esta observant. 
Podríem trobar aquest punt calculant la intersecció entre la direcció de 
visió i els triangles de la malla, com hem dit abans pero realitzar aquest calcul 
per a cada un deIs triangles és massa costós com per realitzar-Io cada cop 
que ens movem. Com a alternativa a aquest calcul s'implementa la següent 
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alternativa: 
• En un preprocés s'ha calculat, per a cada malla d'alta resolució, la 
direcció d'un vector normal que representi tota la malla. Aquest caJcul 
es realitza obtenint el vector propi del mÍnim valor propi d'una matriu 
composada per les covariancies en cada direcció. El calcul realitzat en 
aquest preprocés és el següent: 
- Donada una malla Mk amb n vertexs de la forma Pti = (Xi, Yi, Zi) 
on i = 1 .. n es calculen els següents valor s 
1 n 
X = -:;;¿Xi 
i=O 
1 n 
y = - ¿Yi 
n i=O 
1 n 
Z = - ¿Zi 
n i=O 
- Amb aquests valors calculem la següent matriu 
¿~O(Xi - x)2 ¿~=O((Xi - X)(Yi - y)) ¿~=O((Xi - X)(Zi - z)) 
¿~=O((Xi - X)(Yi - y)) ¿~O(Yi - y)2 ¿~=O((Yi - Y)(Zi - z)) 
- Calculem els valors propis de la matriu 
- Agafem com a vector normal de la malla el vector propi del mÍnim 
valor propi d' entre els calculats anteriorment 
• Cada cop que ens movem es selecciona, d'entre totes les malles d'alta 
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resolució visibles, la malla que tingui una direcció normal més propera 
al raig de visió. Un cop s'ha escollit aquesta malla, s'utilitza el punt 
central de la seva caixa contenidora per calcular un pla que passi per 
aquest punt i que té com a direcció normal la seleccionada. El punt 
resultant de la intersecció entre el raig de visió i aquest pla és el que 
s'utilitza com a VRP . 
• Aquest procés només es realitza quan ens trobem en el mode d'alta 
resolució i per tant estem prop de la superfície. En els instants anteriors, 
n'hi ha pro u amb utilitzar un punt proper, encara que no estigui sobre 
la malla ja que l'efecte prodult és semblant. 
8.2 Integració amb un sistema de pantalla tactil 
Un altre deIs requeriments del projecte era que havia de permetre la interac-
ció deIs usuaris per tal de poder inspeccionar la portalada de la forma que 
volguessin. Es va decidir utilitzar una pantalla tactil com a metode principal 
d'interacció i dissenyar una interfície adient per al seu funcionament. Tot i 
que el disseny de la interfície i el seu funcionament no formen part d'aquest 
projecte tot seguit se'n fa una descripció per tenir-ne una idea. 
La interfície consta d'una imatge de la portalada amb un requadre que 
representa la zona que es pot veure per la pantalla. Aquest requadre es 
pot moure arrossegant-Io directament cap a la zona que es vulgui veure. 
La interfície també té un parell de fietxes per tal d'acostar-se i allunyar-se 
de la portalada. D' aquesta manera tenim definida la metafora de la grua 
que ens havien demanat com a requeriment. Apart d'aquests controls la 
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interfície també consta d'un botó de canvi de mode i de controls contextuals 
depenent del mode en que ens trobem per tal de proporcionar tots els controls 
necessaris. Podeu veure'n un esquema en la figura 29 
Figura 29: Interfície de la pantalla tactil 
8.2.1 Descripció del quiosc de realitat virtual 
Cada un deIs dos quioscs de realitat virtual que es van muntar al MN AC 
consistia deIs següents dispositius: 
• Un parell de projectors amb filtres polaritzadors destinats a projectar 
el parell d'imatges necessaris per a la visió estereoscopica 
• Una pantalla de projecció 
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• Una pantalla tactil antibandalica, com la que podem trobar en qualse-
vol caixer, per controlar la interacció deIs usuaris 
• Un mirall per tal de reduir l'espai necessari per fer la projecció 
• Un parell de pes: 
- Un per tal de controlar la pantalla tactil. Aquest pe no té cap 
requeriment especial doncs només s'encarrega de controlar la pan-
talla tactil. N omés necessita un port serie per tal de controlar 
la pantalla tactil i un port ethernet per enviar les dades de la 
interfície cap al pc que controla la visualització. 
Un altre encarregat de fer el dibuixat de la portalada. Aquest pe 
ha de ser un pe d'alt rendiment, pero com figurava en els reque-
riments del projecte, el sistema ha de funcionar amb components 
estandards. Així doncs aquest pe consisteix de 8GB de memoria 
RAM, amb una targeta de vídeo d'última generació de 760MB de 
memoria de vídeo i amb Windows XP 64 bits. Un deIs detalls a 
tenir en compte és que la targeta de vídeo ha de tenir un parell 
de sortides per tal de generar les dues imatges necessaries per a la 
visió estereoscopica. 
El quiosc consisteix d'una part interior on hi havien els dos pes, el mirall 
i els projectors i d'una part exterior on hi havia la pantalla tactil. La pantalla 
es troba en la frontera d'aquest espai. D'aquesta manera els usuaris no podien 
veure el muntatge deIs projectors i el mirall. 
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En la figura 30 podeu veure les dues parts en el muntatge realitzat al 
MNAC. 
(a) Pro jectors i mirall (b) Pantalla per la part (e) Vista de la part exte-
interior rior 
Figura 30: Imatges del quiosc muntat al MN AC 
8.2.2 Connexió entre els dos sistemes 
Com hem dit abans, la connexió entre els dos PCs es realitza mitjan~ant 
un cable ethernet. En el PC encarregat de controlar la pantalla tactil es 
va dissenyar un programa que capturava la entrada de la pantalla tactil i la 
convertia en missatges que podien ser enviats a l'altre PC. Aquests missatges 
es transmeten mitjan~ant una connexió UDP i el PC encarregat de fer el 
dibuixat de la portalada els interpreta. 
En aquests missatges s'envia la posició de l'observador i el VRP i un cop 
es reben es comprova que aquests dos punts siguin correctes (s'ha de tenir 
en compte que el PC de control de la pantalla tactil simplement calcula la 
posició pero no pot controlar, per exemple, que estiguem a una distancia 
adient de la superfície). Si aquestes dades són correctes es canvia la posició. 
Després es retornen els parametres correctes al PC de control de la pantalla 
tactil. D'aquesta manera aconseguim que en la següent iteració el PC de 
control no parteixi d'unes dades incorrectes per a realitzar els calculs. 
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Imaginem per exemple el cas en que es fa una rotació del punt de vista 
de la mateixa manera que la faríem si moguéssim el cap cap a la nostre 
esquerra. En el visualitzador es controla que aquest gir no sigui més gran 
d'un cert angle per no perdre de vista la portalada. Suposem que hem arribat 
allímit del gir cap a 1 'esquerra. Si el PC de control de la pantalla tactil fa 
increments de 5 graus cap a l'esquerra i no actualitzem la seva posició des del 
PC del navegador, tot i que el navegador no reflexaria aquest canvi perque no 
és un moviment valid, la posició que emmagatzema el PC de control s'hauria 
modificat i per tant abans que el navegador reflexés aquest canvi hauríem de 
desfer tot el camí realitzat. 
Juntament amb les dades que es retornen al PC de control hi ha el VRP 
que és el punt sobre el que es fa el gir (veure pago 68). Aquest punt sempre 
esta sobre la superfície. Donades la posició i la direcció de visió es calcula la 
intersecció d'aquesta direcció amb la malla i es retorna aquest punt al PC de 
control. En la figura 31 podeu veure tot el procés utilitzat. 
8.3 Integració amb un sistema de tracking 
Com a part d'aquest PFC es proposava extendre el sistema de control del 
visualitzador de la portalada de Ripoll per tal de proporcionar un sistema de 
control immersiu. Aprofitant les instal·lacions del Centre de Realitat Virtual 
es dissenya un sistema capaQ de capturar la posició i orientació de l'observador 
i canviar-ne la visualització de forma adient. 
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~. Es capturen les dacles de la pantalla tactil .....-1""---__ r---__. 
2. Es transformen del sistema [ 
de referencia de la pantalla 
tactil al de r apücació 
3. S'emrien les dades al Pe del vis1lalitzaoor 
4.Esc~venlesdadesi 
es corretgeixen si fa falta 
e 
5. Es modifiquen la posició de 
l'observador i del VRP 
6. Es retomen les dades correctes al pe de control 
Figura 31: Diagrama de flux del sistema de pantalla tactil 
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8.3.1 Intersense IS-900 
El sistema de posicionament que hi ha en el Centre de Realitat Virtual consta 
del sistema de tracking lntersense 18-900. Aquest sistema de tracking té 6 
graus de llibertat (translació i rotació en cada un deIs eixos) basat en una 
tecnologia hibrida que combina el tracking inercial i l'ultrasonic. La posició i 
orientació es determina a través de les dades obtingudes pels accelerometres 
i els giroscopis, i es corregeixen aquestes dades amb l'ajuda de les mesures 
obtingudes a través deIs ultrasons. 
Cal dir que aquests dos sistemes per separat no proporcionen un posicio-
nament fiable. Els trackings inercials només mesuren la acceleració a la que 
estan sotmesos i tenen el gran inconvenient en que basen sempre les seves 
mesures en la mesura anterior, així doncs són adequats per detectar movi-
ment pero no una posició absoluta. Els trackings ultrasonics suporten grans 
distancies pero tenen l'inconvenient de que la senyal sonora que emeten es 
distorsiona amb facilitat. 
La configuració que es troba en ellaboratori del Centre de Realitat Virtual 
proporciona un volum de 2x2x3 metres on poder-nos moure sense que el 
tracker perdi precisió. Consta d'una estructura rígida portable i de facil 
muntatge amb 8 emissors ultrasonics i un hub (veure figura 32) on connectar-
hi tant els emissors ultrasonics com el tracker. Aquest hub es connecta a 
través del port serie a un PC que és on es reben les dades. 
Aquest sistema de tracking proporciona una APl per desenvolupar apli-
cacions que l'utilitzen. És d'aquesta manera com es realitza la integració 
del visualitzador amb aquest sistema. Així doncs, per aprofitar l'estructura 
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Figura 32: Hub del sistema de tracking del Centre de Realitat Virtual 
existent de l'aplicació, es crea un thread auxiliar que s'encarrega de realitzar 
la connexió amb el sistema de tracking. Aquest thread obté les dades del 
tracker mitjan<;ant l'api proporcionada pel fabricant, les converteix al format 
que esperem i les transforma del sistema de referencia del tracker al de l'apli-
cació. Cal dir que en aquesta transformació s'amplien els moviments ja que 
estem passant d'un volum de 2x2x3 metres que és per on ens volem moure a 
un volum de 18x9x4.5 metres. 
La transformació del sistema de referencia del tracker al sistema de re-
ferencia de l' aplicació es realitza de la següent forma: 
• Sigui SRA el sistema de referencia del tracker, SRB el sistema de re-
ferencia del sistema de tnlcking i SRc el sistema de referencia de l'a-
plicació. 
• Definim una matriu ~ M que ens passa del sistema de referencia SRA 
al sistema de referencia SRB . Aquesta matriu es construeix a partir 
deIs parametres d'orientació que ens retorna el sistema de tracking . 
• Construlm una matriu ~M que ens passara del sistema de referencia 
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SRB al sistema de referencia SRe. Aquesta matriu es construeix a 
través del producte de les matrius de rotació, escalat i translació ne-
cessaries per passar d'un sistema de referencia a l'altre. 
SRA és el sistema de referencia en el que ens ve donada l'orientació del 
tracker. Aquest sistema de referencia és intern al tracker i no permet cap 
tipus de modificació. Aquest sistema de referencia es troba situat just a 
sobre del tracker, és a dir en les ulleres que utilitza l'observador. L'eix X va 
endavant, l'eix Z ens va fins als peus i l'eix Y marxa cap a la nostre dreta. 
SRB és el sistema de referencia de la base del sistema de tracking. Aquest 
sistema de referencia es defineix en el moment del muntatge del sistema. Tot 
i que és possible modificar aquest sistema de referencia, és probable que 
aquest canvi provoqués comportaments extranys en les altres aplicacions que 
utilitzen el tracking i per tant no es va modificar. Aquest sistema de referencia 
esta situat en la base del sistema de tracking, just damunt del nostre cap. Si 
ens posem de cara a la pantalla, la direcció de l'eix X és paralela a la pantalla 
cap a la nostre esquerra, l'eix Z va cap aterra i l'eix Y va endavant a través 
de la pantalla. 
El sistema de referencia de l'aplicació, SRe , és el sistema de referencia 
utilitzat per OpenGL. En aquest sistema de referencia els eixos X i Y són 
paralels a la pantalla i l'eix Z surt de la pantalla cap a l'usuari. 
En la figura 33 podeu veure com estan orientats els sistemes de referencia 
utilitzats. 
78 
z 
Figura 33: Sistemes de referencia utilitzats 
8.3.2 Connexió entre els dos sistemes 
En aquesta configuració desapareix la pantalla tactil pero es manté el PC 
de control. En una primera versió es va plantejar desfer-se d'aquest PC i 
controlar el sistema de tracking des del mateix PC del visualitzador. Tot 
i que semblava factible de portar a terme sense realitzar gaires canvis a 
l'aplicació varem topar amb un problema. 
Com hem dit abans, el PC del visualitzador utilitza el sistema operatiu 
Windows XP de 64 bits. En el moment de portar a terme aquest projecte 
intersense proporciona una versió de la API per als sistemes de 64 de bits 
que esta en fase de proves i és altament inestable. Així doncs es descarta 
aquesta opció i es comen~a a treballar en una versió que utilitza el PC de 
control per controlar el sistema de tracking. 
El visualitzador espera la posició i la direcció de visió de l' observador a 
través d'un socket UDP. La solució més immediata per tal de no haver de 
modificar el visualitzador i per tant la utilitzada és la següent: 
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• El PC de control captura les dades del tracking i els hi fa les transforma-
cions pertinents per tal de que serveixin com a entrada al visualitzador. 
• Aquest PC envia aquestes dades mitjan<;ant un socket UDP a l'adre<;a 
del PC del visualitzador. 
• El visualitzador rep aquestes dades mitjan<;ant la connexió UDP i can-
via la visualització de la forma pertinent. 
En la figura 34 podeu veure tot el procés utilitzat en aquesta connexió. 
8.4 Configuració deIs parametres de la camera 
Un deIs problemes que es detecten al crear un sistema de realitat virtual 
és que les imatges estereoscopiques són difícils de crear i sovint només s'a-
consegueixen després de realitzar uns quants tests amb els parametres de la 
camera. La principal dificultat és trobar uns parametres que no produeixin 
cansament a la vista o imatges dobles. A [8] es proposa un metode per calcu-
lar aquests panlmetres d'una manera senzilla que és el metode implementat 
en aquest projecte. 
8.4.1 Problematica 
Existeixen tot un seguit de parametres que han de quedar ben definits per tal 
de crear una camera estereoscopica. Sovint aquests parametres no tenen una 
correspondencia directa amb parametres reals i per tant ens són difícils de 
quantificar, fent que la prova i error sigui un metode necessari per trobar-ne 
uns d'adequats. Cal dir que aquests parametres depenen de la mida de la 
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~. Es capturen les dacles del sistema de tracking ....-1'"----_ r------. 
2. Es transformen del sistema [ 
de referencia del tr3clting 
al de r aplicació 
3. S'envien les dades al Pe 
4. Es comproven les dades i 
es corretgei.xen sí fa falta 
e 
5. Es modifiquen la poskíó de 
1 'observador i del VRP 
Figura 34: Diagrama de flux del sistema de visualització immersiva 
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pantalla, de la distancia a la que estigui 1 'observador, de la distancia entre 
els ulls, etc. Així doncs, un sistema capa<; de configurar-se utilitzant mesures 
del món real és altament interessant. 
Per tal de generar les imatges estereoscopiques normalment es coHoquen 
un parell de cameres virtuals en la posició on l'observador té els ulls de manera 
que si l'observador es mou es canvia la posició de les cameres virtuals de la 
mateixa forma. Durant tot aquest procés es manté una distancia fixa entre 
les cameres virtuals. 
Els autors de l'article [8] es basen en un estudi sobre la percepció d'imatges 
estereoscopiques en diferents persones per tal de definir un seguit d'equacions 
que calculen la posició de les cameres virtuals i la separació entre elles. Potser 
el resultat més sorprenent és que per tal de mantenir una visió estereoscopica 
satisfactoria la separació entre les cameres virtuals no ha de ser constant. 
Les equacions descrites en l'article es basen en els següents panlmetres . 
• Les distancies Ni F a cada banda de la pantalla en les que l'observador 
ha de percebre els objectes. En el mateix article es diu que aquestes 
distancies haurien de ser d'entre 20 i 5 cm. per davant de la pantalla 
i d'entre 50 i 6 cm. per darrere. En el cas de la implementació del 
projecte s'ha utilitzat un terme mig de 10 cm per davant i 25 cm per 
darrere. 
• La distancia inicial Z entre l' observador i la pantalla. Aquesta distancia 
s'ha estimat de 1 metre . 
• L'amplada de la pantalla W. En el cas de la pantalla utilitzada al 
laboratori aquest parametre és de 2.7 metres. 
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• La distancia interocular E de l' observador. En el mateix article es diu 
que una distancia estandard és de 6 cm així que s'utilitza aquesta. 
• L'angle e d'obertura horitzontal de la camera. 
• La relació d'aspecte aspectRatio de la pantalla. 
A partir d'aquests parametres es calculen les disparitats en N i F, i la 
proporció entre aquests valors a través de les següents formules: 
NE 
dN = Z -N 
FE 
dF = Z +F 
R= dN 
dF 
Tot i que les disparitats en la pantalla real i en el món virtual no són 
iguals si que són proporcionals, així dones, utilitzant R podem calcular la 
distancia entre les cameres virtuals i la pantalla virtual. El que anomenem 
pantalla virtual no és res més que la zona que es projectara exactament en 
la pantalla, ni per davant ni per darrera. Aquesta distancia es calcula amb 
la següent equació: 
Z' = R+ 1 
1 R 
N' + F' 
On N' i F' es defineixen com la distancia entre les cameres virtuals i els 
punts més aprop i més allunyats de l'escena. 
Es calcula l'amplada de la pantalla virtual per tal de trobar una relació 
d'escala entre la pantalla real i la pantalla virtual. 
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W ' s=-W 
En aquest punt ja tenim totes les dades necessaries per calcular la separa-
ció entre les cameres virtuals. Aquest calcul es realitza a través de la següent 
formula. 
Segons [8], utilitzar una separació de cameres A provoca que els punts 
entre N' i Z' surtin de la pantalla i que els punts entre Z' i p' es vegin 
rera la pantalla. Vegeu pero que en el metode que proposen no es defineixen 
explicitament els punts que quedaran per davant i per darrera de la pantalla. 
La pantalla virtual queda definida mitjan<;ant el mapejat que es fa entre les 
distancies N i P i les seves equivalencies virtuals, N' i P'. 
8.4.2 Solució 
Es realitza la implementació d'una camera que avalul aquestes equacions i 
modifiqui la separació i posició de les cameres a partir deIs resultats obtinguts. 
Aquest article distingeix dues situacions depenent de si s'utilitza un sis-
tema de tracking o no. Tot i que la camera implementada en principi només 
s'utilitzara utilitzant un sistema de tracking, s'han implementat les dues op-
cions per tal de que sigui més flexible i es pugui utilitzar en altres projectes. 
La implementació es realitza mitjan<;ant dues classes, DepthPreservingCa-
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mera i DepthPreservingCameraDual. Tot seguit expliquem el funcionament 
de les dues classes i el perque d' aquesta divisió. 
DepthPreservingCamera és la classe que realitza els caJculs. Un cop se 
li donen les dades necessaries es calculen tots els parametres i es defineÍx el 
frustum adient per a cada ull. OpenGL permet definir el frustum de visió 
d'una camera a partir de 6 parametres que defineixen les coordenades deIs 
plans lejt, right, top, bottom, near i faro En el nostre cas es defineixen 2 
frustums asimetrics de la següent manera: 
H = W' aspectRatio 
H' 
top= -
2 
H' bottom =--
2 
• Per a la camera esquerra: 
• Per a la camera dreta: 
W' A 
left = -(- --) 
2 2 
W' A 
right = (- +-) 
2 2 
W' A 
left = -(- +-) 2 2 
W' A 
right = (- --) 
2 2 
Les coordenades deIs plans near i far corresponen als punts més propers 
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i més allunyats de la camera respectivament. 
Un cop hem definit el frustum per cada ull necessitem definir la camera. 
Aquesta proces es realitza mitjan<;ant 3 parametres, la posició de la camera, 
la direcció del vector vertical de la camera i la posició del VRP. En el nostre 
cas, el vector vertical de la camera sempre és el (0.,1.,0.). Tant la posició com 
el VRP ens venen definits segons el despla<;ament que hagi fet l'observador 
amb el tracking pero aquests no poden ser iguals per a les dues cameres així 
dones quan estem definint la camera esquerra se'ls hi resta un despla<;ament 
igual a 4 en l'eix X i quan estem definint la camera dreta se li suma aquest 
mateix valor. 
DepthPreservingCameraDual és una classe que hereta de l'anterior i en 
que es realitzen els passos necessaris per a la visualització estereoscopica en 
un sistema específico El metode utilitzat per crear aquestes imatges és el 
següent: 
• Mitjan<;ant el driver de la targeta grafica s'expandeix l'escriptori de 
manera que s'aprofitin les dues sortides de video. 
• Es crea una finestra a pantalla complerta que ocupi tot l'escriptori 
expandit. 
• Cada cop que es crida la funció setup de DepthPreservingCameraDual 
es diu a OpenGL que pinti només en la meitat de la finestra complerta. 
Alternant la meitat que es pinta podem crear les imatges independents 
de cada ull. 
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9 Resultats 
L'objectiu primer del projecte, crear un visualitzador que pogués represen-
tar d'una fornla realista la portalada del monestir de Ripoll s'ha complert. 
Aquest visualitzador compleix amb tots els requeriments que es van impo-
sar des del MNAC en quant a interacció amb els usuaris així com amb la 
presentació de la informació auxiliar que ens havien donat. 
Així dones al final d'aquest projecte es disposa d'un visualitzador integrat 
en un sistema de realitat virtual amb el cual un usuari pot interactuar a 
través d'una pantalla tactil o d'un sistema de tracking. Aquest visualitzador 
mostra d 'una manera realista el model tridimensional de la portalada de 
Ripoll i permet veure'n qualsevol racó amb una precisió d'lmm. 
Com hem comentat abans, el resultat més evident del projecte global, 
del cual aquest visualitzador forma part, és la intenció per part del MNAC 
de traslladar un deIs quioscs de l'exposició a Ripoll i de mantenir l'altre en 
l' exposició permanent. 
Un altre resultat d'aquest projecte són els articles que s'han publicat en 
diferents congressos detallant la feina que s'ha desenvolupat, tant per part 
de la UPC com del VCLab, en el marc del projecte d'aquesta reconstrucció 
virtual. Podeu trobar una referencia d'aquests articles a [4] i [3]. En la 
figura 35 podeu veure un seguit d'imatges de la visualització de la portalada 
de Ripoll. 
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Figura 35: Imatges de la visualització de la portalada de Ripoll. 
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10 Conclusions i treball futur 
Existeixen algunes millores que van sorgir durant el desenvolupament del 
projecte i que per manca de temps es van quedar en idees no realitzades. 
Així doncs, a continuació, s'esmenten unes quantes línies possibles a seguir 
per continuar treballant aquest projecte. 
Com hem dit al parlar del projecte, el total de textures utilitzades ocupava 
550MB. Evidentment amb una targeta de vídeo amb més memoria aquestes 
textures es podrien incrementar en resolució per tal de tenir una representa-
ció de baixa resolució més bona. Enlloc d'esperar a l'evolució de les targetes 
graJiques, una manera d'incrementar la resolució de les textures és utilitzar 
la compressió hardware que proporcionen aquestes. En les targetes més ac-
tuals s'implementa per hardware un tipus de compressió anomenada DXTC 
que comprimeix les textures en un ratio 8: 1 sense cap penalització a la ho-
ra d'utilitzar-Ies. Aquesta és una millora relativament senzilla que podria 
incrementar bastant l'aspecte final de la malla de baixa resolució. 
Un deIs problemes que tenim actualment és que el canvi de malles de 
baixa a resolució a malles d' alta resolució es fa relativament a prop de la 
superfície. Aixo és així perque podem veure un nombre limitat d'aquestes 
malles sense perdre rendiment. Una solució és buscar un nivell intermig de 
detall utilitzant el que s'anomenen ORIs [1]. Aquests ORIs servirien de 
representació entre els dos nivells. 
Una de les opcions de treball futur és precisament la que s'havia proposat 
en aquest projecte i no s'ha pogut realitzar com haguéssim volgut. Estic fent 
referencia a la possibilitat d'utilitzar el sistema de tracking en el mateix PC 
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de la visualització. Aquest treball esta lligat a la distribució per part de 
intersense d'una versió estable de la llibreria en sistemes de 64 bits. 
En aquesta mateixa línia de treball de la utilització del tracking, una 
opció de futur és implementar les funcionalitats del visualitzador que estan 
presents en la versió de la pantalla tactil i que no es poden realitzar en 
la versió immersiva. Segurament s'hauria de suportar algun altre tipus de 
dispositiu per permetre aquestes interaccions. 
Com hem explicat en la secció titulada view-dependent frustum culling 
(veure pago 55) a cada una de les malles d'alta resolució se li assigna una 
prioritat que indica quant centrada esta per tal que aquestes apareixin en un 
ordre preestablert. En un monitor o en una pantalla gran pero a un certa 
distancia sempre ens fixem instintivament al centre d'aquesta. Aixo pero, 
no és així quan estem prop d'una gran pantalla dones sovint ens movem per 
apreciar-ne els detalls. Aquest fet fa que les malles d'alta resolució que es 
carreguen no sempre corresponguin a la zona que estem mirant. Sens dubte, 
aquest és un punt que es pot estudiar per buscar-ne una solució. 
90 
11 Analisi economic 
En aquest apartat detallarem els costs associats en aquest projecte. Per 
tal de donar una visió més concreta s 'ha dividit aquesta secció en costs de 
personal i costs d'infraestructura. 
11.1 Costs de personal 
En quant a personal distingim dos tipus de treballadors, l'analista, encarregat 
de deduir els requeriments necessaris per al desenvolupament de l'aplicació i 
el programador, encarregat de portar a terme el desenvolupament en si. A 
partir deIs sous mitjos d'un analista i d'un programador (extrets de la web 
d'InfoJobs) podem calcular-ne el sou per hora (veure taula 1). 
Tipus de treballador Sou mig mensual Sou mig per hora 
Analista 3000 € 18.75 € 
Programador 1400 € 8.75 € 
Taula 1: Sous mitjos deIs treballadors 
A continuació desglossem les tasques a realitzar durant el projecte, els 
hi assignem un nombre d'hores i un deIs treballadors per calcular-ne el costo 
Podeu veure aquesta informació en la taula 2. 
Tasca a realitzar Hores dedicades Treballador assignat Cost 
AnaJisi de requeriments 60 Analista 1125 € 
Disseny de l'aplicació 60 Analista 1125 € 
Implementació de les funcionalitats 500 Programador 4375 € 
Proves del sistema 20 Programador 175 € 
Total 640 6800 € 
Taula 2: Costs associats a cada etapa 
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11.2 Cost en infraestructura 
El desenvolupament d'aquest projecte s'ha realitzat en un deIs PCs destinats 
als quioscs de realitat virtual de manera que en aquest aspecte no s'incre-
menta el cost total. 
Detallem a continuació el cost de cada un deIs components necessaris pel 
muntatge del quiosc aixÍ com els elements necessaris per a la visualització 
immersiva. Tot i que el desenvolupament d'aquest projecte s'ha realitzat en 
el Centre de Realitat Virtual s'afegeix ellloguer d'un espai on desenvolupar 
l'aplicació i els costs de manteniment d'aquest espai a mode indicatiu. Podeu 
veure aquests costs detallats en la taula 3. 
Concepte Cost 
PC de la visualització 1600 € 
PC de control de la pantalla tactil 550 € 
Pantalla de projecció 2700 € 
Mirall 100 € 
Parell de projectors 2400 € 
Pantalla tactil antibandalica 650 € 
Filtres i ulleres polaritzades 585 € 
Sistema de tracking 10000€ 
Lloguer d'un espai (4 mesos) 1600 € 
Manteniment 200 € 
Total 20385 € 
Taula 3: Costs associats a la infraestructura 
11.3 Total 
Un cop detallats el cost en personal i el cost en infraestructures del projecte 
podem veure en la taula 4 el cost que porta associat el desenvolupament 
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d'aquest projecte. Com es pot veure una part molt important del cost del 
projecte esta en la infraestructura necessaria per portar-lo a terme. 
Concepte Cost 
Cost en personal 6800 € 
Cost en infraestructura 20385 € 
Total 27185 € 
Taula 4: Cost total del pro jecte 
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13 Annexes 
13.1 Annex A: Manual d'usuari i instruccions de com-
pilació 
En aquest annex es faciliten un seguit d'instruccions per compilar i utilitzar 
el visualitzador implementat en aquest projecte. 
13.1.1 Instruccions de compilació 
S'inclou en el cd que podeu trobar adjunt al projecte tot el codi font correspo-
nent a la implementació en C++ del visualitzador i les llibreries necessaries 
per a la seva compilació. Podeu trobar també en el cd una solució de Visual 
Studio 2005 i un fitxer de projecte de Qt preparats per a aquest fi. 
La implementació del visualitzador s'ha realitzat amb l'ajut de diverses 
llibreries que detallem a continuació i que són necessaries per a la seva com-
pilació i utilització: 
• Qt: Aquesta és una llibreria utilitzada principalment per al desenvo-
lupament d'interfícies grafiques pero que també ofereix suport per a 
altres tasques com ara la connexió a bases de dades, fitxers, sockets, 
etc. independentment de la plataforma. Qt suporta, entre d'altres, els 
sistemes operatius Windows, MacOS i linux. Existeix una versió de 
codi obert d'aquesta llibreria per a les distribucions linux . 
• SOIL: Llibreria que realitza diferents tasques relacionades amb fitxers 
d'imatges. Aquesta llibreria permet carregar una gran varietat de for-
mats d'imatge. Aquesta llibreria és de codi obert i la podeu trobar a 
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la carpeta amb el mateix nom al cd . 
• LibCore: Llibreria desenvolupada al grup Moving i que proporciona 
eines geometriques, suport per diferents tipus de cameres, i classes de 
suport per a OpenGL. Aquesta Ilibreria es proporciona en forma de dll. 
• LibGUI: Llibreria desenvolupada al grup Moving i que proporciona dife-
rents eines per a la creació de finestres. Aquesta Ilibreria es proporciona 
en forma de dll. 
• LibRenderObject: Llibreria desenvolupada al grup Moving i que pro-
porciona diferents representacions de models poligonals. Aquesta lli-
breria es proporciona en forma de dIl . 
• LibAux: Llibreria desenvolupada durant la implementació d'aquest 
projecte i que proporciona classes especialitzades tant relacionades amb 
geometria com relacionades amb les diferents tasques del renderitzat. 
Podeu trobar el codi font d'aquesta Ilibreria al directori LibAux del cd. 
Tot i que a través del codi font que hi ha al cd és possible crear un 
executable del visualitzador aquest s'inclou basicament a tall d'exemple de 
com funciona. El fet de no poder adjuntar les dades de la portalada de Ripoll 
a aquest projecte fa que el visualitzador perdi totes les seves funcionalitats. 
13.1.2 Manual d'usuari 
Durant el desenvolupament del visualitzador i per tal de realitzar proves es 
va implementar un sistema que emula el funcionament de la pantalla tactil a 
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través del teclat i el ratolí. En la taula 13.1.2 podeu veure l'ús de cada una 
de les tecles així com deIs botons del ratolí. 
Tecla U tilització 
M Canvia entre els diferents modes de l' aplicació 
1 En mode d'informació auxiliar obre el cartell 
numero 1 
2 En mode d'informació auxiliar obre el cartell 
numero 2 
3 En mode d'informació auxiliar obre el cartell 
numero 3 
4 En mode d'informació auxiliar obre el cartell 
numero 4 
5 En mode d'informació auxiliar activa el 
recorregut automatic pels cartells 
6 En mode d'informació auxiliar desactiva el 
recorregut automatic pels cartells 
7 En mode solar disminueix el dia 
8 En mode solar augmenta el dia 
9 En mode solar disminueix la hora 
O En mode solar augmenta la hora 
T Tanca el cartell o bert 
1 Torna a la posició inicial de l'aplicació 
X Tanca l'aplicació 
Botó esquerra + moviment del ratolí Realitza un moviment de pan 
Botó dret + moviment del ratolí Realitza un moviment de rotació 
Botó central + moviment del ratolí Realitza un moviment de zoom 
Taula 5: Recull de tecles utilitzades per l'aplicació 
13.2 Annex B: Introducció a OpenGL 
Aquesta secció constitueix una breu definició deIs termes i tecniques que 
s'utilitzen al llarg d'aquest projecte. No pretén ser una introducció global 
d'OpenGL sinó que només es tractaran els temes que ens convinguin. Per 
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una introducció global i detallada d'OpenGL podeu consultar [13]. 
OpenGL és una llibreria portable de baix nivell utilitzada per al renderit-
zat de graJics tant en dues com en tres dimensions. Entenem per a renderit-
zat el procés pel qual a partir d'un model en tres dimensions es genera una 
imatge capa<; de veure's en un monitor convencional. La principal avantatge 
d'aquesta llibreria és que totes les seves crides estan accelerades per hardware 
i per tant aprofiten al maxim les capacitats de la targeta graBca (o GPU, 
Graphics Processing Unit) que estiguem utilitzant. És a dir, OpenGL ens 
proporciona una capa d'abstracció entre el hardware de la GPU i la nostra 
aplicació. L'arquitectura d'OpenGL es correspon amb un model client - ser-
vidor en el que la targeta gn?tfica actua com a servidor executant les crides 
que el client, en aquest cas la CPU, li ordena. D'aquesta manera, el procés 
de la CPU no es veu afectat per les operacions que es realitzen en la GPU 
per molt complexes que aquestes siguin i és lliure per seguir treballant. 
OpenGL funciona com una maquina d'estats. Cada estat esta determinat 
per el valor d'un conjunt de variable~, com poden ser les matrius de trans-
formació, el color, la iHuminació, etc., i aquests influeixen la manera en com 
es realitza el renderitzat en cada momento 
Un punt a tenir en compte és que OpenGL no genera finestres, així doncs 
hem d'utilitzar o bé les eines que el nostre sistema operatiu ens proporcioni 
o bé alguna altre llibreria destinada a aquesta tasca com poden ser GLUT o 
Qt. 
OpenGL proporciona tot un seguit de primitives que és capa<; de ren-
deritzar. Entre aquestes primitives hi podem trobar punts, triangles, quads, 
polígons i altres variacions d'aquests tipus basics. Un cop haguem especificat 
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el tipus de primitiva que li vulguem enviar, s' envien les coordenades de cada 
un deIs vertexs que la composa i OpenGL s'encarrega d'ajuntar-los. Un cop 
s'ha realitzat aquest procés, es renderitza cada una de les primitives segons 
l'estat en que estiguem per tal de generar la imatge final. 
13.2.1 Models Poligonals 
Els models poligonals són la representació classica en els grafics en 3 di-
mensions. Un objecte esta representat per un conjunt de cares poligonals 
anomenat malla de polígons. En el cas general un objecte conté superfícies 
corbes i les cares poligonals de la seva representació en són una aproximació. 
El nombre d'aquestes cares i deIs vertexs utilitzats per representar un objecte 
venen determinats per les restriccions del model i per la tecnologia usada al 
crear-lo. 
Una malla de polígons és una representació de baix nivell ja que és la re-
presentació utilitzada per les GPUs. Així dones és corrent que qualsevol altre 
tipus de representació que una GPU no sapiga renderitzar es converteixi a 
aquesta abans de fer-ho (OpenGL proporciona meto des per fer aquesta con-
versió d'una manera automatica a través de la seva llibreria auxiliar GLU). 
La definició que ens dona Alan Watt[12] deIs models poligonals és la 
següent: 
El cas més simple d'un model poligonal és una estructura que 
consisteix en polígons representats per una llista de coordenades 
(x,y,z) enlla<;ades que corresponen als vertexs de cada polígon (les 
arestes poden ser representades explicita o implícitament). 
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Així dones la informació més basica que necessitem per representar un 
model poligonal és una simple llista de vertexs amb les seves coordenades 
a l'espai. A part d'aquesta informació, també podem guardar com a part 
de la representació de l'objecte altre informació que ens sigui rellevant en un 
processament posterior com podrien ser la direcció del vector normal en cada 
un deIs polígons i vertexs. 
La representació classica d'una malla de polígons consisteix en una llis-
ta de vertexs on se 'ns dona la informació de cada vertex (com a mínim les 
coordenades del punt en l'espai) i una llista de cares on cada cara és repre-
sentada per una llista ordenada deIs identificadors deIs vertexs de la cara que 
el formen juntament amb la informació de cada una d'elles. 
13.2.2 Informació per vertex 
Com hem dit en la secció anterior, la informació es pot associar a cada una de 
les cares o bé a cada un deIs vertex que la composen. Aquesta decisió depen 
de la granularitat de la informació que necessitem. Així dones podem tenir 
models en que és tingui informació de color per cara o per vertex produint 
uns resultats totalment diferents (veure la figura 36). 
El mecanisme que s'utilitza per calcular el color en els punts interiors del 
polígon s'explicara més endavant (veure pago 112). 
13.2.3 n·luminació 
Un deIs mecanismes que ens proporciona OpenGL per tal d'afegir realisme a 
les nostres imatges és el caleul d'iHuminació. La iHuminació que implementa 
OpenGL és l'anomenat ombrejat de Goreaud en que s'assigna un color per 
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(a) Color per cara (b) Color per vertex 
Figura 36: Diferencies entre la informació per cara i per vertex 
cada vertex d'un polígon tenint en compte el material i les Hum s que envolten 
aquest polígon i s'interpola en la resta del polígono 
Aquesta iHuminació pero és un caJcullocal, és a dir, només es té en comp-
te l'entorn més inmediat del punt en que s'estigui calculant la iHuminació. 
Una de les conseqüencies que comporta la localitat d'aquest caJcul és, per 
exemple, que no es generen ombres ja que es calcula la Hum d'una forma 
ai11ada per cada punt i per tant no es té consciencia de si un altre punt ens 
esta ocluint. 
Podem distingir tres components de la Hum (veure figura 37): 
• Ambient: La Hum ambient és el volum mitja de Hum que es crea a 
partir de l'emissió de Hum de tots els punts de Hum que envolten l'area 
iHuminada. Quan els rajos del sol pass en a través de la finestra d'una 
habitació toquen la paret i surten refiexats en totes les direccions fent 
que s'iHumini tota l'habitació. Aquest tipus de Hum és l'anomenada 
Hum ambiento Com es pot veure en la següent imatge, la Hum ambient 
no ens pot indicar la representació concreta de l'objecte ja que tots 
els vertexs s'iHuminen igual. Tot i que l'objecte és un objecte en 3 
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dimensions sembla pla quan només s'iHumina amb Hum ambient (veure 
figura 37( a)) . 
• Difusa: La Hum difusa representa una Hum direccional emes a per un 
punt de Hum. Es pot descriure com a la Hum que té una posició a l'espai 
i ve en una sola direcció. En la següent imatge una Hum difusa que 
emet Hum vermeHa esta a l'esquerra de l'objecte. Quan la Hum difusa 
toca la superfície de l'objecte, s'escampa i es refiecteix de manera igual 
en tota la superfície (veure figura 37(b)) . 
• Especular: Igual que la Hum difusa, la Hum especular també és direc-
cional. La diferencia entre les dues és que la Hum especular es refiexa en 
una direcció molt clara i uniforme. El renderitzat de la Hum especular 
té en compte l'angle entre l'observador i la Hum. La Hum especular crea 
una area ressaltada en la superfície de l'objecte que s'anomena refiexió 
especular. La intensitat d'aquesta refiexió depen del material del que 
esta fet l'objecte i de la fon;a que té la Hum (veure figura 37(c)). 
(a) Ambient (b) Difusa ( c) Especular 
Figura 37: Esfera iHuminada amb diferents tipus de Hum 
Fins ara hem vist les components que pot tenir la Hum. Aquestes pero 
actuaran d'una manera ben diferent depenent del material sobre el qual arribi 
la Hum. Un exemple molt facil és el d'imaginar-se com es comporta una 
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mateixa Hum en una superfície refiectant com podria ser un miraH i com es 
comporta en una taula normal i corrent. Tot i que la Hum és la mateixa, 
els materials sobre els que s'aplica en varien el comportament. Així doncs 
definim a continuació uns quants conceptes relacionats amb la definició de 
materials que utilitza OpenGL. 
• Reflexions ambient i difusa: Aquests conceptes fan referencia al 
color de la Hum ambient i difusa que refiexa l'objecte. La refiexió 
difusa juga el paper més important a la hora de determinar de quin 
color es percep l'objecte. Aquesta percepció es veu afectada pel color 
de la Hum difusa incident i per l'angle d'aquesta incidencia amb relació 
a la normal de la superfície. 
La refiexió ambient afecta el color general de l'objecte. Si la refiexió 
difusa és més present en els llocs on l'objecte esta directament iHumi-
nat, la refiexió ambient és present en els indrets on l'objecte no rep 
il·luminació directa. 
En els objectes reals, les refiexions ambient i difuses són normalment 
del mateix color . 
• Reflexió especular: Aquesta refiexió provoca que es vegln el que 
s'anomenen taques especulars. Aquesta refiexió depen de la situació des 
d'on l'observador esta mirant l'objecte. Un bon exemple és el següent. 
Imagineu-vos que esteu mirant una bola metaHica a 1 'aire lliure. Mentre 
moveu el cap, la refiexió de la Hum del sol es mou fins a un cert punto 
Si moveu massa el cap aquesta refiexió acaba desapareixent. 
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• Emissió: Aquesta és una propietat que defineix OpenGL per permetre 
que un objecte sembli que emet Hum d'un color concreto Normalment 
és utilitzada per simular H1mpades i altres llums en una escena. S'ha 
de tenir en compte pero, que per molt que un objecte tingui aquest 
propietat no actuara com una llum. Perque aixo fos així s'hauria de 
crear una llum en la mateixa posició que l'objecte. 
OpenGL defineix també un color ambient global utilitzat per definir la 
intensitat d'una llum ambient global per a tota l'escena. 
Tots aquests parametres és combinen en la següent equació utilitzada per 
OpenGL al calcular la llum en cada un deIs vertexs d'un objecte: 
vertexC olor = emissiOmaterial + ambientmodeIl.luminacio * ambientmaterial + 
¿~~1(kc+kl~+kqd2)i * (ejecteLlanterna)i * [ambientuum * ambientmaterial + 
(max{ L·n, O} ) *dijusauum *dijusamaterial + (max{ s·n, O} )shininess*especularuum* 
especular materiadi 
On emissiOmaterial correspon al color que emet l'objecte (definit mit-
jan<;ant la propietat emissió del material). 
ambientmodeIl.luminacio correspon al color ambient global definit a l'escena. 
ambientmaterial define ix el color de la refiexió ambient definida al material. 
N és el nombre de llums de l'escena. 
(kc+kl~+kqd2 )i * (ej ecteLlanterna)i correspon a un factor utilitzat per calcular 
l'atenuació de la llum segons la distancia a la que es trobi el vertex del punt 
de Hum. En el nostre cas aquest factor no s'utilitza perque l'atenuació de la 
Hum solar segons la distancia es pot considerar negligible. 
ambientllum * ambientmaterial és el factor utilitzat per calcular el color que 
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produeix la component ambient de la Hum tenint en compte el material de 
l'objecte. 
n és un vector unitari que indica la direcció del vector normal en aquest punto 
L és un vector unitari que indica la direcció des del vertex fins a la llum. 
(max{L . n, O}) * difusazzum * difusamaterial calcula el color resultant deIs 
parametres difusos tant de la Hum com del material tenint en compte l'angle 
que formen la direcció de la Hum amb la normal en aquest punto 
shininess és un factor que controla la mida i la intensitat de la refiexió es-
pecular. 
s és el vector unitari resultant de sumar la direcció que va des del vertex cap 
a la Hum i des del vertex cap a l'observador. 
( { o}) shininess l l / 1 f t 1 max s· n, * especu arZZum * especu ar material es e ac or que ca cu-
la el color resultant de la component especular de la Hum, tenint en compte 
la refiexió especular del material, el factor d'intensitat d'aquesta refiexió i 
l'angle que formen la direcció de visió amb la normal en aquest punto 
13.2.4 Normals per polígon i normal s per vertex 
Com hem pogut veure en la secció anterior, els calculs de la iHuminació es 
realitzen tenint en compte la normal del punt on es calcula la Hum. D' aquesta 
manera si només tenim una normal per cada cara, la iHuminació sera igual per 
tot el polígono Com es pot veure en la següent imatge (veure figura 38), tot i 
que l'aspecte resultant és molt miHorat, es nota que els calculs s'han realitzat 
per cada cara de manera individual. Per evitar aquest problema podem 
utilitzar la tecnica anomenada Smooth shading que consisteix en utilitzar 
un vector normal per cada vertex de manera que en aquests no es noti la 
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discontinultat. El metode més senzill per fer-ho és associant a cada vertex el 
vector normal resultant de fer la mitjana entre els vectors normals de cada 
una de les cares que el comparteixen. 
(a) Amb normals per polígon 
(b) Amb normals per vertex 
Figura 38: Diferencia entre la iHuminació amb normals per polígon i per 
vertex 
13.2.5 Voxelitzacions 
A vegades volem representar una funció continua en l'espai mitjan<;ant un 
objecte poligonal com podria ser per exemple la funció de densitat d'un 
núvol o bé les dades resultants d'un TAC. En aquests casos, trobar una 
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representació poligonal que s'hi adeqüi no és gens facil i ens convé utilitzar 
altres metodes. 
Un d'aquests metodes és la Voxelització, consistent en dividir l'espai en 
elements de volum anomenats voxels. Un cop feta aquesta divisió podem 
utilitzar algorismes com el Marching cubes[10] per tal de convertir cada un 
d'aquests elements a una malla poligonal. És immediat veure que com més 
petits siguin els voxels, més resolució tindra la malla poligonal resultant i 
més s'assemblara el resultat a la funció continua original. 
Una Voxelització pero no només és utilitzada per tal de visualitzar una 
funció continua sinó que pot ser interessant per tal de tenir una superfície 
molt més discretitzada i realitzar algun calcul sobre aquesta discretització 
enlloc de fer-ho sobre la superfície original. Com hem vist en el capítol 
destinat a explicar el desenvolupament d'aquest projecte (veure pago 47) 
aquesta és la utilització que en varem realitzar. 
13.2.6 FrameBuffer i Z-Buffer 
Un parell de conceptes importants en OpenGL són el FrameBuffer i el Z-
Buffer. 
El FrameBuffer correspon al buffer on s' enmagatzema el resultat de tot 
el procés que realitza OpenGL i que veurem per pantalla. Així dones el 
framebuffer és una posició de memoria on s'enmagatzema el color que té cada 
píxel de la imatge resultant. En la figura 39 en podeu veure un exemple. 
El Z-Buffer correspon a una zona de memoria on es guarda la profundi-
tat de cada un deIs elements pintats al framebuffer. Aquest buffer serveix 
perque quan s'ha d'assignar un color a un pixel, es compara la profunditat 
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Figura 39: Captura d'un framebuffer 
de l'objecte que volem pintar i la que hi ha emmagatzemada en aquest buffer 
i es descarta el píxel amb la major distancia. És a dir, si al pintar un objecte 
davant d'un altre OpenGL es troba amb un píxel que ja ha estat pintat, es 
queda amb el píxel més proper a l'observador, d'aquesta manera si pintem 
un objecte per davant d'un altre tots els píxels del primer taparan al segon. 
Així dones, per una banda tenim el color de cada un deIs píxels que 
s'enmagatzema al Framebuffer i el Z-buffer on s'enmagatzema la coordenada 
z (en el sistema de referencia de la camera). Podeu veure'n un exemple en 
la figura 40. 
Figura 40: Captura d'el Z-buffer 
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13.2.7 Frustum de visió 
Un deIs fe nomen s típics de la perspectiva és el fet de que com més lluny es 
troba un objecte més petit sembla. Aixo és degut a que el volum de visió 
d'una projecció en perspectiva és el frustum d'una piramide rectangular (una 
piramide on el vertex superior ha estat retallat per un pla paraHel a la seva 
base). En la figura 41 podeu veure'n un exemple. 
Figura 41: Frustum de visió 
El frustum de visió és la regió de l'espai en el món virtual que pot 
apareixer en la pantalla i correspon al camp de visió de la camera defini-
da. Els plans que tallen el frustum de forma perpendicular a la direcció de 
visió s'anomenen el pla de retallat near i el pla de retallat faro Els objectes 
que es troben abans del pla de near o després del far no es dibuixen i la resta 
es projecten cap al vertex superior de la piramide on esta situada la camera. 
Els objectes que estan més prop de l'observador apareixen més grans perque 
ocupen una part proporcionalment mes gran del volum de visió que no pas 
aquells que estan més lluny, en la part més gran del frustum. 
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13.2.8 Texture Mapping 
El texture mapping és una tecnica que s 'utilitza per donar més detall a un 
polígono Imaginem-nos que volem dibuixar una paret enrajolada. Amb el 
que hem explicat fins ara, hauríem de dibuixar cada rajola com un polígon 
individual i fins i tot llavors el resultat deixaria molt a desitjar. 
U tilitzant aquesta tecnica podem enganxar una imatge en un polígono 
Per tant podríem fer una imatge de la paret i enganxar-la en un sol polígon 
per tenir tota la paret. 
Aquesta és una tecnica que permet moltes possibilitats i per tant explicar-
ne cada detall s'escapa del nostre abasto Concentrem-nos pero en el procés 
basic. Una textura pot ser unidimensional o tridimensional, tot i que les més 
normals són les bidimensionals i poden consistir de molts tipus de dades, 
des d'una constant de modulació fins a una tupla indicant els colors de cada 
element de la textura anomenat texel. 
La idea és que s'ha de mapejar una regió d'aquesta textura a cada polígono 
Per fer-ho necessitem definir el que anomenem coordenades de textura. Aques-
tes coordenades es representen amb les lletres s i t i referencien un element de 
la textura per cada vertex de manera que en la resta del polígon s'interpola 
el seu valor. Les coordenades de textura solen anar de 0.0 a 1.0, indicant la 
coordenada (0.0,0.0) el punt inferior esquerra d'una textura bidimensional i 
la coordenada (1.0,1.0) el punt superior dret de la mateixa. 
Així dones, suposem un que tenim un triangle on volem mapejar la meitat 
de la textura. Juntament amb la informació de la posició que passem per 
a cada vertex també hi passem unes coordenades de textura per tal de que 
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OpenGL sapiga quina part d'aquesta textura correspon a cada vertex. En 
podem veure un exemple en la figura 42. 
(1,1) 
s 
(0,0) 
Figura 42: Exemple de texture mapping 
13.2.9 Pipeline fixe 
Tot seguit fem un breu resum de les etapes per les quals passa una primitiva 
des de que l'enviem a la GPU fins que és renderitzada. Cal tenir en compte 
que les GPUs han tingut una evolució enorme en els últims anys i per tant 
OpenGL s'ha hagut d'anar adaptant als nous temps. Entre aquesta i la 
següent secció intentaré fer una visió general de com va comenc;ar el pipeline 
d'OpenGL i de com és el model actual. 
Com hem dit abans, OpenGL és una maquina d'estats. En la figura 43 
podeu veure'n una versió simplificada de cada un deIs estats pels que passen 
els nostres vertexs des de que surten de la CPU fins que es rasteritzen. En 
aquest diagrama pero no es mostren com afecten les operacions de canvi 
d'estat ja que aquestes operacions no afecten al recorregut que tenen les 
dades, només al tractament que se'ls hi fa en cada una d'aquestes etapes. 
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Opell!lciollli per 
Yerta i e IlIism-
b laf(le de pri m itivea 
Figura 43: Pipeline OpenGL 
Opell!lciollli per 
fll!liQmentlil 
Tot seguit fem una petita descripció de cada una de les etapes del pipeline 
fixe que podeu trobar en la figura 43. 
Les crides d'OpenGL ens venen per l'esquerra del diagrama i o bé poden 
ser executades immediatament o bé agrupades en el que OpenGL anomena 
display lists, d'aquesta manera és molt més facilla seva reutilització. Les da-
des s'envien cap als avaluadors polinomics o bé cap a les operacions per pixel 
depenent de la seva naturalesa (per exemple, si volem renderitzar una textu-
ra). EIs avaluadors polinomics ens donen un metode per definir els objectes 
utilitzant corbes o superfícies parametriques i convertir-los automaticament 
a vertexs a partir deIs punts de control que les defineixen. 
La següent etapa quan treballem amb vertexs correspon a les operacions 
per vertex. Aixo inclou totes les operacions de transformacions, d'iHumina-
ció, d'assemblatge de primitives, de clipping (retallat de les primitives que 
no surten per pantalla), de projecció i de mapejat a la finestra. En aques-
ta tapa es converteixen els vertexs en primitives. AIgun tipus d'informació 
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per vertex (per exemple les seves coordenades) es transformen utilitzant ma-
trius 4x4. En aquesta etapa és també on es realitzen tots els calculs de la 
iHuminació vistos anteriorment. Els resultats d'aquesta etapa són un seguit 
de vertexs transformats amb informació de color, de profunditat i a vega-
des de coordenades de textura i altre informació rellevant per a l'etapa de 
rasterització. 
Si enlloc de treballar amb vertexs, treballem amb píxels aquests arriben a 
l'etapa d'operacions per píxel. Els píxels formen un vector en la memoria del 
sistema i poden estar empaquetats en molts formats diferents. En aquesta 
etapa es desempaqueten en les seves components i se'ls hi apliquen diferents 
operacions per acabar sent escrits en una textura o bé enviats a la etapa 
de rasterització. Com hem vist abans, OpenGL pot mapejar textures als 
objectes per tal de dotar-los d'una aparenºa més realista. En aquesta etapa 
s'utilitzen recursos especials (dependents de cada implementació d'OpenGL) 
que acceleren la seva utilització. 
En l'etapa de rasterització es converteixen les dades geometriques i de 
píxel per generar fragments, una serie d'adreces del framebuffer (buffer on 
s'emmagatzema el resultat de la renderització) i els seus valors. En aquesta 
etapa es tenen en compte moltes dades com poden ser l'amplada de les línies, 
la mida deIs punts, el model d' ombrejat, etc. per calcular quins fragments 
es creen. Durant aquesta etapa s'interpolen els valors per vertexs alllarg de 
tots els fragments als que correspon la cara. 
Abans de que els fragments arribin al framebuffer s'avaluen una serie de 
condicions que poden modificar i fins i tot descartar aquests fragments. Al 
final d'aquesta etapa el fragment processat es dibuixa en el buffer adequat. 
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Parts del framebuffer es poden utilitzar a través de les operacions per 
píxel per tal de realitzar efeetes més complexes. 
13.2.10 Pipeline programable 
Si bé en les versions més actuals d'OpenGL s'han indos nombroses eines per 
tal de tenir una representació més efieient en la memoria de vídeo de les nos-
tres dades eom poden ser els Vertex Buffer Objects (VBO) o els Frame Buffer 
Objects (FBO), el eanvi més notable esta en la introducció deIs Shaders. 
Així dones en la versió 2.0 s'introdueix el concepte de vertex shader i 
fragment shader que són una unitat programable que substitueix les etapes 
de les operacions per vertex i les operacions per fragment del pipeline fixa. El 
fet de que siguin programables implica una enorme flexibilitat i la possibilitat 
de realitzar efectes més complexes. Fem doncs una petita introducció al 
funcionament d'aquestes unitats programables . 
• Vertex shader: Aquesta és la unitat programable que treballa a nivell 
de vertexs. Les seves entrades són els parametres deIs vertexs ja siguin 
colors, posieions, normals, etc. Aquesta unitat pot realitzar les següents 
tasques: 
Transformar les posicions i les normals deIs vertexs 
Generació i transformació de les coordenades de textura 
- n·luminar per vertex o bé realitzar els calculs d'iHuminaeió perque 
es realitzi per píxel 
Calcul del color 
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Un concepte a tenir en compte és que no s'han de realitzar totes aques-
tes tasques. Una aplicació pot, per exemple, no utilitzar la iHuminació. 
Ara bé, un cop s'utilitza un vertex shader es substitueix tota la funcio-
nalitat de l'etapa d'operacions per vertex. Així doncs, no pots calcular 
la iHuminació en un vertex shader i esperar que es transformin les 
coordenades de textura en el pipeline fixe. Quan s 'utilitza, ha de ser 
responsable de tota la funcionalitat que realitza l'etapa que substitueix. 
El processat de cada un deIs vertexs es fa de manera independent. 
Aixo implica que no podem realitzar operacions que necessitin tenir un 
coneixement de qualsevol tipus deIs vertexs velns. Aquesta limitació es 
supera amb la utilització de Geometry Shaders pero la seva explicació 
queda fora d'aquest projecte. 
En el vertex shader es té accés a l'estat d'OpenGL, i per tant podem 
accedir als materials, a la iHuminació i a les textures . 
• Fragment shader: Aquesta unitat treballa a nivell de fragment i és 
responsable entre d'altres coses de : 
- Calcular els color s i les coordenades de textura per píxel 
A plicar les textures 
Calcular les normals si volem iHuminació per píxel 
Les entrades d'aquesta unitat corresponen als valors interpolats en la 
etapa anterior del pipeline com ara posicions deIs vertexs, colors, etc. 
Aquestes entrades es calculen en el vertex shader per vertex. En aques-
ta etapa es tracten els fragments que cauen dintre de cada primitiva, 
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és per aquest motiu que en necessitem els valors interpolats. 
Al igual que passava en el vertex shader, el fragment shader només té 
accés al fragment que es tracti actualment, la resta queden fora del seu 
abasto Aquesta etapa segueix tenint, també, accés a l'estat d'OpenGL. 
Un punt important és que el fragment shader no pot modificar la posició 
d'un fragment, ja que aquesta queda calculada en una etapa anterior 
pero en canvi si que hi té accés. 
Les sortides d'aquesta etapa poden ser dues. O bé es descarta el frag-
ment (de manera que no s'actualitza el frame buffer), o bé es modifica 
el seu color. 
En la figura 44 podeu veure la diferencia entre la iHumÍnació del pipeline 
fixa i la que es pot aconseguir mitjan<;ant l'ús de shaders. Fixeu-vos que en 
la iHuminació per pixel realitzada mitjan<;ant un fragment shader l'efecte de 
llanterna és molt més definit. 
(a) Pipeline fixa (b) Shaders 
Figura 44: IHuminació amb una llum tipus llanterna 
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