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REALIZATION OF THE FRACTIONAL LAPLACIAN WITH NONLOCAL
EXTERIOR CONDITIONS VIA FORMS METHOD
BURKHARD CLAUS AND MAHAMADI WARMA
Abstract. Let Ω ⊂ Rn (n ≥ 1) be a bounded open set with a Lipschitz continuous boundary.
In the first part of the paper, using the method of bilinear forms we give a characterization of
the realization in L2(Ω) of the fractional Laplace operator (−∆)s (0 < s < 1) with the nonlocal
Neumann and Robin exterior conditions. Contrarily to the classical local case s = 1, it turns out
that the nonlocal (Robin and Neumann) exterior conditions can be incorporated in the form domain.
We show that each of the above operators generates a strongly continuous submarkovian semigroup
which is also ultracontractive. In the second part, we prove that the semigroup corresponding to the
nonlocal Robin exterior condition is always sandwiched between the fractional Dirichlet semigroup
and the fractional Neumann semigroup.
1. Introduction
Let Ω ⊂ Rn (n ≥ 1) be a bounded open set with a Lipschitz continuous boundary ∂Ω. The
aim of the present paper is to give a characterization of the realization in L2(Ω) of the fractional
Laplace operator (−∆)s (0 < s < 1) with the nonlocal Neumann and Robin exterior conditions by
using the method of bilinear forms. Here the operator (−∆)s is given formally by the following
singular integral:
(−∆)su(x) := Cn,sP.V.
ˆ
Rn
u(x)− u(y)
|x− y|n+2s
dy, x ∈ Rn,
where Cn,s is a normalization constant depending on n and s only. We refer to Section 2 for a
rigorous definition of (−∆)s and the class of functions for which the singular integral exists.
One of the main goals of the present article is to study elliptic problems of the form
(−∆)su = f in Ω,
together with an appropriate exterior condition for u in Rn \ Ω. That is, the Dirichlet (3.3),
Neumann (3.12) or Robin problem (3.27) for the fractional Laplacian on Ω as we shall precisely
describe in Section 3. We want to derive a realization of the fractional Laplacian in L2(Ω). Since
(−∆)s is a nonlocal operator, one needs u to be defined on the whole Rn in order to evaluate
(−∆)su at some x ∈ Ω. Hence, to define a realization A : L2(Ω) ⊃ D(A)→ L2(Ω) of the fractional
Laplacian, one needs to extend functions from Ω to the whole of Rn. We show that the exterior
conditions, that we shall define, correspond to certain extensions of functions from L2(Ω) to the
whole of Rn. With the help of these extensions we shall define bilinear forms that yield realizations
of the (weak) fractional Laplace operator. As in the case of the classical Laplace operator, each
of these realizations A is a positive and selfadjoint operator and thus, −A generates a semigroup.
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These selfadjoint operators are the fractional version of the realizations of the classical Laplace
operator with Dirichlet, Neumann and Robin boundary conditions.
It is nowadays well-known that the realizations in L2(Ω) of the Laplace operator (−∆) with the
Neumann boundary conditions, ∂νu = 0 on ∂Ω, and the Robin boundary conditions, ∂νu+ γu = 0
on ∂Ω, are the selfadjoint operators on L2(Ω) associated with the closed bilinear forms
a
N (u, v) :=
ˆ
Ω
∇u · ∇v dx, u, v ∈ D(aN ) :=W 1,2(Ω), (1.1)
and
a
R(u, v) :=
ˆ
Ω
∇u · ∇v dx+
ˆ
∂Ω
γuv dσ, u, v ∈ D(aR) :=W 1,2(Ω), (1.2)
respectively. In (1.2) γ ∈ L∞(∂Ω) is a non-negative given function. We refer to [3, 4, 40] and the
references therein for more details on this topic.
Another way to formulate boundary value problems for the fractional Laplacian on bounded
domains is the regional fractional Laplacian (−∆)sΩ (0 < s < 1), defined formally by the following
singular integral:
(−∆)sΩu(x) := Cn,sP.V.
ˆ
Ω
u(x)− u(y)
|x− y|n+2s
dy, x ∈ Ω.
This case is more similar to the classical local case s = 1 and has been investigated in [21, 27, 36, 37]
and their references. It turns out that for this case, if 12 < s < 1, then the associated normal
derivative is a local operator (see e.g. [27, 37, 38]. If 0 < s ≤ 12 , then the Dirichlet and Neumann
boundary conditions for (−∆)sΩ coincide (see e.g. [8, 36]). We mention that even on the space
D(Ω) of test functions, the operator (−∆)sΩ is different from (−∆)
s. More precisely, for u ∈ D(Ω)
we have
(−∆)su(x) = (−∆)sΩu(x) + κ(x)u(x), x ∈ Ω, where κ(x) := Cn,s
ˆ
Rn\Ω
dy
|x− y|n+2s
.
In this paper we will not deal with the regional fractional Laplacian; the situation is more delicate
and challenging in the case of (−∆)s. To be more precise we have the following difficulties.
• Firstly, let u be a given function defined on Ω. As we have already mentioned, in order to
evaluate (−∆)su at a point x ∈ Ω, it is necessary to know u in all Rn. Therefore, a natural
question arises. Is it possible to find extensions uD, uN and uR of u to the whole of R
n in
the case of the Dirichlet, Neumann and Robin exterior conditions, respectively, such that
these extensions solve the associated elliptic problem in Ω?
• Secondly, for elliptic problems associated with (−∆)s to be well-posed in Ω, the conditions
must not be prescribed on the boundary ∂Ω, but instead in Rn \ Ω. We shall call such a
condition, an exterior condition. This shows that the condition must be given in terms of
the extension u˜ instead of u.
• Finally, it turns out that the operator playing the role for (−∆)s that the normal derivative
does for ∆ is also a nonlocal operator. Therefore, we have to deal with a double non-locality.
For functions u, v ∈W s,2Ω (see Section 2 for the definition and more details of this space) we let
E(u, v) :=
Cn,s
2
ˆ
Ω
ˆ
Ω
(u(x)− u(y))(v(x) − v(y))
|x− y|n+2s
dydx
+ Cn,s
ˆ
Ω
ˆ
Rn\Ω
(u(x)− u(y))(v(x) − v(y))
|x− y|n+2s
dydx
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which is the bilinear form considered in [15]. Observe that
E(u, v) =
Cn,s
2
ˆ ˆ
R2n\(Rn\Ω)2
(u(x)− u(y))(v(x) − v(y))
|x− y|n+2s
dydx.
In particular, if u = 0 in Rn \Ω or v = 0 in Rn \ Ω, then
E(u, v) =
Cn,s
2
ˆ
Rn
ˆ
Rn
(u(x)− u(y))(v(x) − v(y))
|x− y|n+2s
dydx.
In the present paper we have obtained the following specific results.
(i) Firstly, for a function u ∈ L2(Ω) we define its extension uN to R
n as follows:
uN (x) :=

u(x) if x ∈ Ω,
1
ρ(x)
ˆ
Ω
u(y)
|x− y|n+2s
dy if x ∈ Rn \ Ω,
where the function ρ is given by
ρ(x) :=
ˆ
Ω
1
|x− y|n+2s
dy, x ∈ Rn \ Ω.
Our first main result (Theorem 3.9) shows that the realization in L2(Ω) of (−∆)s with the
nonlocal Neumann exterior condition is the selfadjoint operator AN associated with the
closed, symmetric and densely defined bilinear form aN : D(aN )×D(aN )→ R given by
D(aN ) :=
{
u ∈ L2(Ω) : uN ∈W
s,2
Ω
}
and aN (u, v) := E(uN , vN ).
The nonlocal Neumann exterior condition is characterized by
N suN = 0 in R
n \Ω, (1.3)
where the operator N s is defined for a function v ∈W s,2Ω by
N sv(x) := Cn,s
ˆ
Ω
v(x)− v(y)
|x− y|n+2s
dy, x ∈ Rn \ Ω.
We prove that −AN generates a submarkovian semigroup TN on L
2(Ω) which is also ultra-
contractive in the sense that it maps L1(Ω) into L∞(Ω).
(ii) Our second main result (Theorem 3.18) concerns the nonlocal Robin exterior condition. For
this, let β ∈ L1(Rn \ Ω) be a non-negative given function. For a function u ∈ L2(Ω) we
define its extension uR as follows:
uR(x) :=

u(x) if x ∈ Ω,
Cn,s
Cn,sρ(x) + β(x)
ˆ
Ω
u(y)
|x− y|n+2s
dy if x ∈ Rn \Ω.
The realization in L2(Ω) of (−∆)s with the nonlocal Robin exterior condition is the selfad-
joint operator AR associated with the closed, symmetric and densely defined bilinear form
aR : D(aR)×D(aR)→ R given by
D(aR) :=
{
u ∈ L2(Ω) : uR ∈W
s,2
Ω ∩ L
2(Rn \ Ω, βdx)
}
,
and
aR(u, v) := E(uR, vR) +
ˆ
Rn\Ω
βuRvR dx.
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The nonlocal Robin exterior condition is characterized by
N suR + βuR = 0 in R
n \ Ω. (1.4)
We obtain that −AR generates a submarkovian semigroup TR on L
2(Ω) which is also ultra-
contractive.
(iii) Our third main result (Theorem 4.2) shows that the semigroup TR is always sandwiched
between the semigroup TD on L
2(Ω) generated by the realization of (−∆)s in L2(Ω) with
the zero Dirichlet exterior condition u˜ = 0 in Rn \ Ω and the semigroup TN . That is,
we have
0 ≤ TD ≤ TR ≤ TN
in the sense of (2.13) below.
Another novelty of the present paper is that contrarily to the local case s = 1 or the regional
fractional Laplace case, where the proofs of the submarkovian property and the domination of
the semigroups are standard, for the case of (−∆)s investigated here, the proofs of the mentioned
results require a careful analysis of the associated bilinear forms.
Let us mention that we shall give in Section 3 an alternative definition where the bilinear forms
aN and aR are given by the infimum of certain functions, but this definition is more difficult to use
to prove most of the results obtained in the present paper.
Fractional order operators (in particular the fractional Laplacian) have recently emerged as a
modeling alternative in various branches of science. They usually describe anomalous diffusion.
A number of stochastic models for explaining anomalous diffusion have been introduced in the
literature; among them we quote the fractional Brownian motion; the continuous time random
walk; the Le´vy flights; the Schneider gray Brownian motion; and more generally, random walk
models based on evolution equations of single and distributed fractional order in space (see e.g.
[17, 23, 29, 34]). In general a fractional diffusion operator corresponds to a diverging jump length
variance in the random walk. In the literature the fractional Laplace operator is known as the
generator of the so called s-stable Le´vy process.
The rest of the paper is structured as follows. In Section 2 we introduce the function spaces
needed to study our problem and recall some well-known results on Dirichlet forms and domination
of semigroups that are used throughout the paper. In Section 3 we give a characterization of
the realizations in L2(Ω) of (−∆)s with the three exterior conditions (Dirichlet, Neumann and
Robin). We show that each of these operators generates a submarkovian semigroup which is also
ultracontractive. The result concerning the domination of the semigroups is contained in Section
4. We conclude the paper by given some open problems in Section 5.
2. Functional setup and preliminaries
Here we introduce the function spaces needed to investigate our problem, give a rigorous definition
of (−∆)s and recall some known results on semigroups theory.
2.1. Fractional order Sobolev spaces and the fractional Laplacian. Unless otherwise stated,
Ω ⊂ Rn (n ≥ 1) is an arbitrary bounded open set and 0 < s < 1 is a real number. Let
W s,2(Ω) :=
{
u ∈ L2(Ω) :
ˆ
Ω
ˆ
Ω
|u(x)− u(y)|2
|x− y|n+2s
dxdy <∞
}
(2.1)
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be endowed with the norm
‖u‖W s,2(Ω) :=
(ˆ
Ω
|u|2 dx+
ˆ
Ω
ˆ
Ω
|u(x)− u(y)|2
|x− y|n+2s
dxdy
) 1
2
.
We define
W
s,2
0 (Ω) :=
{
u ∈W s,2(Rn) : u = 0 in Rn \Ω
}
=
{
u ∈W s,2(Rn) : supp[u] ⊂ Ω
}
,
where W s,2(Rn) is defined as in (2.1) with Ω replaced by Rn. We have used Ω in the definition of
W
s,2
0 (Ω) in the spirit to avoid a confusion with the well-known space W
s,2
0 (Ω) := D(Ω)
W s,2(Ω)
. We
set
W˜
s,2
0 (Ω) :=
{
u|Ω : u ∈W
s,2
0 (Ω)
}
.
We also define the local fractional order Sobolev space
W
s,2
loc (R
n \ Ω) :=
{
u ∈ L2loc(R
n \Ω) : uϕ ∈W s,2(Rn \ Ω) ∀ ϕ ∈ D(Rn \ Ω)
}
. (2.2)
Remark 2.1. It is well-known that the following continuous embeddings hold:
W˜
s,2
0 (Ω) →֒

L
2n
n−2s (Ω) if n > 2s,
Lp(Ω) ∀ p ∈ [1,∞) if n = 2s,
C0,1−
n
2s (Ω) if n < 2s.
(2.3)
In addition to (2.3), we know that the embedding W˜ s,20 (Ω) →֒ L
2(Ω) is compact. If Ω has a Lipschitz
continuous boundary, then (2.3) also holds with W˜ s,20 (Ω) replaced with W
s,2(Ω). We refer to [24,
Chapter 1] for the proof of the above results (see also [14] and the references therein).
We have the following result.
Lemma 2.2. The following assertions hold.
(a) D(Ω) ⊂ W˜ s,20 (Ω).
(b) If Ω has a continuous boundary, then D(Ω) is dense in W˜ s,20 (Ω).
Proof. The proof is contained in [24, Theorem 1.4.2.2 and Corollary 1.4.4.5] (see also [19]). 
Remark 2.3. We observe the following facts. Let
W
s,2
0 (Ω) := D(Ω)
W s,2(Ω)
.
Assume that Ω has a Lipschitz continuous boundary ∂Ω. Then, by [24, Corollary 1.4.4.10] for every
0 < s < 1,
W˜
s,2
0 (Ω) =
{
u ∈W s,20 (Ω) :
u
δs
∈ L2(Ω)
}
, (2.4)
where δ(x) := dist(x, ∂Ω), x ∈ Ω. By [24, Corollary 1.4.4.5] if s 6= 12 , then W
s,2
0 (Ω) = W˜
s,2
0 (Ω).
But if s = 12 , then W˜
1
2
,2
0 (Ω) is a proper subspace of W
1
2
,2
0 (Ω). Notice also that W
s,2
0 (Ω) =W
s,2(Ω)
for every 0 < s ≤ 12 (see e.g. [8, 24, 37]).
For more information on fractional order Sobolev spaces we refer to [14, 19, 24, 37].
Next, let β ∈ L1(Rn \ Ω) be fixed and define the fractional order Sobolev type space
W
s,2
β,Ω :=
{
u : Rn → R measurable : ‖u‖
W
s,2
β,Ω
<∞
}
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where
‖u‖
W
s,2
β,Ω
:=
(ˆ
Ω
|u|2 dx+
ˆ
Rn\Ω
|u|2|β| dx+
ˆ
R2n\(Rn\Ω)2
|u(x)− u(y)|2
|x− y|n+2s
dxdy
) 1
2
, (2.5)
and
R
2n \ (Rn \Ω)2 = (Ω× Ω) ∪ (Ω× (Rn \Ω)) ∪ ((Rn \ Ω)× Ω).
The space W s,2β,Ω has been introduced in [15] to study the Neumann problem for (−∆)
s (see (3.12)).
It also appears in a more general form in [18] and has been used there to study the Dirichlet problem
for (−∆)s (see (3.3)). If β = 0, then we shall denote W s,20,Ω =W
s,2
Ω . It is clear that W
s,2
β,Ω →֒ W
s,2
Ω .
The proof of the following result is contained in [15, Proposition 3.1].
Lemma 2.4. Let β ∈ L1(Rn \Ω). Then W s,2β,Ω endowed with the norm (2.5) is a Hilbert space.
To introduce the fractional Laplace operator we set
L1s(R
n) :=
{
u : Rn → R measurable :
ˆ
Rn
|u(x)|
(1 + |x|)n+2s
dx <∞
}
.
For u ∈ L1s(R
n) and ε > 0 we let
(−∆)sεu(x) := Cn,s
ˆ
{y∈Rn:|y−x|>ε}
u(x)− u(y)
|x− y|n+2s
dy, x ∈ Rn,
where the normalization constant Cn,s is given by
Cn,s :=
s22sΓ
(
2s+n
2
)
π
n
2 Γ(1− s)
, (2.6)
and Γ is the usual Euler Gamma function. The fractional Laplace operator (−∆)s is defined
for u ∈ L1s(R
n) by the formula:
(−∆)su(x) := Cn,sP.V.
ˆ
Rn
u(x)− u(y)
|x− y|n+2s
dy = lim
ε↓0
(−∆)sεu(x), x ∈ R
n, (2.7)
provided that the limit exists for a.e. x ∈ Rn. We have that L1s(R
n) is the right space for
which v := (−∆)sεu exists for every ε > 0 and v being also continuous at the continuity points
of u. Throughout the following we shall write (−∆)su ∈ L2(Ω) if the limit in (2.7) exists almost
everywhere, and the function x 7→ (−∆)su(x) belongs to L2(Ω).
If, for a given function u, (−∆)su ∈ L2(Rn), then
(−∆)su =
1
Γ(−s)
ˆ ∞
0
(
et∆u− u
) dt
t1+s
where Γ(−s) = −Γ(1−s)
s
and (et∆)t≥0 is the semigroup on L
2(Rn) generated by ∆. That is, we
can define (−∆)s as the fractional s-power of the classical Laplacian −∆. We refer to [35] and
their references for more details. Furthermore, (−∆)s can be also defined as the pseudo-differential
operator with symbol |ξ|2s by using Fourier transforms (see e.g. [14]).
For more details on the fractional Laplace operator, we refer to [6, 11, 9, 10, 14, 37] and their
references.
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Next, for u ∈W s,2Ω we define the nonlocal normal derivative N
su of u as follows:
N su(x) := Cn,s
ˆ
Ω
u(x)− u(y)
|x− y|n+2s
dy, x ∈ Rn \Ω. (2.8)
Clearly, N s is a nonlocal operator and is well defined on W s,2Ω as shows the following result.
Lemma 2.5. The nonlocal normal derivative N s maps W s,2Ω continuously into L
2
loc(R
n \ Ω).
Proof. It has been shown in [22, Lemma 3.2] that N s maps W s,2Ω into W
s,2
loc (R
n \ Ω) ⊂ L2loc(R
n \
Ω). The continuity of the mapping can be shown by using the formula of N su given in [22,
Lemma 3.2]. 
Despite the fact that Ns is defined on R
n \Ω, it is still known as a “normal derivative”. This is
due to its similarity with the classical normal derivative as shows the following result.
Proposition 2.6. Let Ω ⊂ Rn be a bounded open set with a Lipschitz continuous boundary. Then
the following assertions hold.
(a) The divergence theorem: Let u ∈ C20 (R
n) :=
{
u ∈ C2(Rn) : lim|x|→∞ u(x) = 0
}
. Then
ˆ
Ω
(−∆)su dx = −
ˆ
Rn\Ω
N su dx.
(b) The integration by parts formula: Let u ∈ W s,2Ω be such that (−∆)
su ∈ L2(Ω) and
Nsu ∈ L
2(Rn \Ω). Then for every v ∈W s,2Ω ∩ L
2(Rn \Ω) we have
ˆ
Ω
v(−∆)su dx =
Cn,s
2
ˆ ˆ
R2n\(Rn\Ω)2
(u(x)− u(y))(v(x) − v(y))
|x− y|n+2s
dxdy −
ˆ
Rn\Ω
vN su dx
= E(u, v) −
ˆ
Rn\Ω
vN su dx (2.9)
(c) The limit as s ↑ 1−: Let u, v ∈ C20 (R
n). Then
lim
s↑1−
ˆ
Rn\Ω
vN su dx =
ˆ
∂Ω
v∂νu dσ.
Proof. The proofs of (a) and (c) are contained in [15, Lemma 3.2] and [15, Proposition 5.1], respec-
tively. The proof of (b) for smooth functions can be found in [15, Lemma 3.3]. The version given
here is obtained by using a density argument (see e.g. [39, Proposition 3.7]). 
Remark 2.7. Comparing the properties (a)-(c) in Proposition 2.6 with the properties of the Lapla-
cian ∆, we can immediately deduce that N s plays the same role for (−∆)s as the classical normal
derivative ∂ν plays for −∆ and E takes the role of the classical Dirichlet integral
(u, v) 7→
ˆ
Ω
∇u · ∇v dx.
For this reason we call N s the nonlocal normal derivative. The name interaction operator
has also been used for N s in [1, 16].
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2.2. Dirichlet forms and domination of semigroups. Let X be a locally compact separable
metric space. Let m be a Radon measure on X and assume that supp[m] = X.
We recall the following notion of energy forms, cf. [20, Chapter 1] (see also [13, Chapter 1]).
Definition 2.8. The form (a,D(a)) is said to be a Dirichlet form if the following conditions hold:
(a) a : D(a)×D(a)→ R where D(a) is a dense linear subspace of L2(X) := L2(X,m).
(b) a (·, ·) is a symmetric and non-negative bilinear form.
(c) Let λ > 0 and define aλ (u, v) := a (u, v) + λ (u, v)L2(X) for u, v ∈ D(a). The form a is said
to be closed, if (uk)k∈N ⊂ D(a) with
aλ (uk − um, uk − um)→ 0 as k,m→∞,
then there exists u ∈ D(a) such that
aλ (uk − u, uk − u)→ 0 as k →∞.
(d) u ∈ D(a) implies u ∧ 1 ∈ D(a) and
a(u ∧ 1, (u− 1)+) ≥ 0
where u ∧ v := min(u, v) and v+ := max(v, 0) for u, v ∈ L2(X).
Definition 2.8(d), taken from [2, Proposition 6.7], is equivalent to [20, Formula (1.1.6)].
There is a one-to-one correspondence between the family of closed, symmetric, densely defined
bilinear forms (a,D(a)) on L2 (X) and the family of non-negative (definite) selfadjoint operators
A on L2 (X) defined byD(A) :=
{
u ∈ D(a) : ∃ f ∈ L2(X) such that a(u, v) = (f, v)L2(X) ∀ v ∈ D(a)
}
,
Au := f.
(2.10)
In that case the operator −A generates a strongly continuous semigroup (e−tA)t≥0 on L
2(X).
Throughout the following if 1 ≤ p ≤ ∞, then we shall let Lp(X) := Lp(X,m).
Remark 2.9. Assume that the form (a,D(a)) satisfies the conditions (a)-(c) in Definition 2.8.
Then Definition 2.8(d) can be replaced by the following two conditions:
(i) u ∈ D(a) implies |u| ∈ D(a) and a(|u|, |u|) ≤ a(u, u). In that case (e−tA)t≥0 is said to be
positivity-preserving in the sense that u ∈ L2(X) and u ≥ 0 implies e−tAu ≥ 0.
(ii) 0 ≤ u ∈ D(a) implies u ∧ 1 ∈ D(a) and a(u ∧ 1, u ∧ 1) ≤ a(u, u). In that case (e−tA)t≥0 is
said to be L∞-contractive in the sense that for every t ≥ 0 and u ∈ L2(X) ∩ L∞(X),
‖e−tAu‖L∞(X) ≤ ‖u‖L∞(X).
A positivity-preserving and L∞-contractive semigroup is called submarkovian.
Any selfadjoint operator A that is in one-to-one correspondence with a Dirichlet form
(
a,D(a)
)
turns out to possess a number of good properties provided a certain Sobolev embedding theorem
holds for D(a) (see e.g. [13, 20, 31]).
Theorem 2.10. Let A be the selfadjoint operator on L2(X) associated with a Dirichlet space
(a,D(a)) in the sense of (2.10) and (e−tA)t≥0 the submarkovian semigroup on L
2(X) generated by
−A. Then the following assertions hold.
(a) The semigroup (e−tA)t≥0 can be extended to a contraction semigroup on L
p (X) for every
p ∈ [1,∞]. Each semigroup is strongly continuous if p ∈ [1,∞) and bounded analytic if
p ∈ (1,∞).
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(b) If in addition the continuous embedding
D(a) →֒ L2qa (X) for some qa > 1, (2.11)
holds, then the semigroup (e−tA)t≥0 is ultracontractive in the sense that it maps L
1(X) into
L∞(X). More precisely, there is a constant C > 0 such that for every f ∈ L1(X) ∩ L2(X)
we have
‖e−tAf‖L∞(X) ≤ Ct
− qa
qa−1 ‖f‖L1(X) for all 0 < t ≤ 1. (2.12)
Remark 2.11. Let (a,D(a)), A and (e−tA)t≥0 be as in Theorem 2.10. Assume that m(X) < ∞
and D(a)
c
→֒ L2 (X) (compact embedding). Then the operator A has a compact resolvent. Hence,
it has a discrete spectrum which is a non-decreasing sequence of real numbers, 0 ≤ λ1 ≤ λ2 ≤ · · · ≤
λn ≤ · · · , satisfying limn→∞ λn = +∞. In addition each semigroup on L
p (X) is compact for every
p ∈ [1,∞]. If the embedding (2.11) also holds, then we have the following.
(a) If λ1 > 0, then the estimate (2.12) holds for every t > 0.
(b) If λ1 = 0, then (2.12) can be replaced by
‖e−tAf‖L∞(X) ≤ Ce
tt
− qa
qa−1‖f‖L1(X) for all t > 0.
Next, let S and T be two semigroups on L2(X) and assume that T is positivity-preserving. We
shall say that S is dominated by T , and we write S ≤ T , if
|S(t)f | ≤ T (t)|f | for all t ≥ 0 and f ∈ L2(X). (2.13)
The following domination criterion of semigroups has been obtained in [30].
Theorem 2.12. Let S and T be two symmetric semigroups on L2(X). Let (a,D(a)) and (b,D(b))
be the bilinear, symmetric and closed forms associated with S and T , respectively. Assume that
both semigroups are positivity-preserving. Then the following assertions are equivalent.
(i) The semigroup S is dominated by the semigroup T in the sense of (2.13).
(ii) • D(a) ⊂ D(b) and if 0 ≤ v ≤ u with u ∈ D(a) and v ∈ D(b), then v ∈ D(a). That is,
D(a) is an ideal in D(b).
• For all 0 ≤ u, v ∈ D(a) we have b(u, v) ≤ a(u, v).
For more information on domination criteria of semigroups we refer to [31, Chapter 2].
3. The three exterior conditions for the fractional Laplacian
In this section we introduce the realization in L2(Ω) of the fractional Laplace operator with the
Dirichlet, the nonlocal Neumann and the nonlocal Robin exterior conditions. We will also give
several qualitative properties of these operators.
Throughout the remainder of the paper, for functions u, v ∈W s,2Ω we shall let
E(u, v) :=
Cn,s
2
ˆ
Ω
ˆ
Ω
(u(x)− u(y))(v(x) − v(y))
|x− y|n+2s
dy dx
+ Cn,s
ˆ
Ω
ˆ
Rn\Ω
(u(x)− u(y))(v(x) − v(y))
|x− y|n+2s
dy dx (3.1)
where Cn,s is the constant given in (2.6).
Remark 3.1. We want to study the fractional Laplace operator by using form methods. As in the
case of the classical Laplace operator, form methods yield an existence theory for weak solutions.
In the case of (−∆)s, it is a priori not clear if weak solutions are in fact strong solutions. That is,
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it is not obvious if (−∆)su is well defined almost everywhere, lies in an appropriate function space,
and the equation and exterior conditions are satisfied almost everywhere.
In the classical case s = 1 this is well known. More precisely, weak solutions belong to W 2,2loc (Ω)
and the associated equation holds pointwise almost everywhere in Ω. To the best of our knowledge
similar results for the fractional Laplacian on bounded domains as defined in this paper, are cur-
rently unknown. We shall come back on these issues after introducing our notion of weak solutions
for each exterior condition.
Nevertheless, as in the classical case, strong solutions are always weak solutions for every exterior
condition we investigated in this article. This follows directly from the integration by parts formula
(2.9) for the Neumann and Robin exterior conditions, and to (3.2) below for the Dirichlet exterior
condition. Hence, the operators given in this section are always selfadjoint realizations of the
fractional Laplace operator.
3.1. The Dirichlet exterior condition. Throughout this subsection Ω ⊂ Rn is an arbitrary
bounded open set. Let u ∈W s,20 (Ω) be such that (−∆)
su ∈ L2(Ω). Then the following integration
by parts formula is well-known (see e.g. [14]). For every v ∈W s,20 (Ω) we haveˆ
Ω
v(−∆)su dx =
Cn,s
2
ˆ
Rn
ˆ
Rn
(u(x)− u(y))(v(x) − v(y))
|x− y|n+2s
dy dx = E(u, v). (3.2)
Several authors (see e.g. [25, 26, 32, 33, 39]) have studied the Dirichlet problem for (−∆)s, that
is, the elliptic problem
(−∆)su = f in Ω, u = 0 in Rn \Ω, (3.3)
and the associated parabolic problem, but not in the same spirit as in the present paper. Even
if this case is straightforward, for the sake of completeness and since we would like to make a
comparison with the Neumann and Robin cases, we have decided to include it here.
Let f ∈ L2(Ω). We shall say that a function u ∈W s,20 (Ω) is a weak solution of (3.3), if
E(u, v) =
Cn,s
2
ˆ
Rn
ˆ
Rn
(u(x)− u(y))(v(x) − v(y))
|x− y|n+2s
dy dx =
ˆ
Ω
fv dx, (3.4)
for every v ∈W s,20 (Ω).
Using the classical Lax-Milgram lemma, it is straightforward to show the existence and unique-
ness of weak solutions to the Dirichlet problem (3.3).
Remark 3.2. We make the following observation. Let f ∈ L2(Ω) and u ∈W s,20 (Ω) a weak solution
of (3.3). We do not know if u is a strong solution of (3.3) in the sense that (−∆)su (as given in
(2.7)) is well defined almost everywhere, (−∆)su ∈ L2(Ω) and (−∆)su = f a.e. in Ω. However,
we have the following inner regularity properties of solutions to (3.3). By [5, Theorem 1.3] weak
solutions of (3.3) belong to W 2s,2loc (Ω). This maximal inner regularity result can be a starting point
to investigate if weak and strong solutions coincide.
For a function u ∈ L2(Ω) we define its extension uD as follows:
uD(x) :=
{
u(x) if x ∈ Ω,
0 if x ∈ Rn \Ω.
(3.5)
The following result characterizes the realization in L2(Ω) of (−∆)s with the zero Dirichlet
exterior condition via the method of bilinear forms.
Theorem 3.3. Let
D(aD) :=
{
u ∈ L2(Ω) : uD ∈W
s,2
Ω
}
= W˜ s,20 (Ω), (3.6)
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and aD : D(aD)×D(aD)→ R the form given by
aD(u, v) := E(uD, vD).
Then aD is a densely defined, symmetric and closed bilinear form in L
2(Ω). The selfadjoint operator
AD on L
2(Ω) associated with aD in the sense of (2.10) is given by
D(AD) :=
{
u ∈ W˜ s,20 (Ω) : ∃ f ∈ L
2(Ω) such that uD is a weak solution of (3.3)
with right hand side f
}
,
ADu := f.
(3.7)
Proof. Firstly, we notice that D(aD) endowed with the norm ‖u‖D(aD) := ‖uD‖W s,2
0
(Ω)
is a Hilbert
space. Hence, the form aD is closed. Secondly, since D(Ω) ⊂ W˜
s,2
0 (Ω) (by Lemma 2.2(a)), we have
that aD is densely defined.
Finally, by definition, u ∈ W˜ s,20 (Ω) if and only if uD ∈ W
s,2
Ω . Hence, the characterization of the
operator AD given in (3.7) is trivial. The proof is finished. 
Remark 3.4. The operator AD is the realization in L
2(Ω) of (−∆)s with the zero Dirichlet exterior
condition.
Denote by TD = (e
−tAD )t≥0 the semigroup on L
2(Ω) generated by −AD.
Theorem 3.5. The semigroup TD is positivity-preserving.
Proof. Notice that for u, v ∈ D(aD) we have
aD(u, v) = E(uD, vD) =
Cn,s
2
ˆ
Rn
ˆ
Rn
(uD(x)− uD(y))(vD(x)− vD(y))
|x− y|n+2s
dx dy.
Let u ∈ D(aD). By Remark (2.9)(i) we have to show that |u| ∈ D(aD) and aD(|u|, |u|) ≤ aD(u, u).
Indeed, using the reverse triangle inequality we get that
aD(|u|, |u|) =
Cn,s
2
ˆ
Rn
ˆ
Rn
∣∣|uD|(x) − |uD|(y)∣∣2
|x− y|n+2s
dx dy
≤
Cn,s
2
ˆ
Rn
ˆ
Rn
∣∣uD(x)− uD(y)∣∣2
|x− y|n+2s
dx dy
= aD(u, u).
Hence, |u| ∈ D(aD) and aD(|u|, |u|) ≤ aD(u, u). The proof is finished. 
Other qualitative properties of the semigroup TD will be given in Section 4.
Remark 3.6. We notice the following facts.
(a) Let
κ(x) := Cn,s
ˆ
Rn\Ω
1
|x− y|n+2s
dy, x ∈ Ω. (3.8)
Then a simple calculation shows that for u, v ∈W s,20 (Ω) we have
E(u, v) =
Cn,s
2
ˆ
Ω
ˆ
Ω
(u(x)− u(y))(v(x) − v(y))
|x− y|n+2s
dx dy +
ˆ
Ω
uvκ dx. (3.9)
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It follows from (3.9) that for u, v ∈ D(aD) = W˜
s,2
0 (Ω) we have
aD(u, v) = E(uD, vD) =
Cn,s
2
ˆ
Ω
ˆ
Ω
(u(x)− u(y))(v(x) − v(y))
|x− y|n+2s
dx dy +
ˆ
Ω
uvκ dx, (3.10)
where κ is given in (3.8).
(b) Now assume that Ω has a Lipschitz continuous boundary ∂Ω. It has been shown in [24,
Formula (1.3.2.12)] that there are two constants 0 < C1 ≤ C2 such that
C1δ(x)
−2s ≤ κ(x) ≤ C2δ(x)
−2s, (3.11)
where we recall that δ(x) = dist(x, ∂Ω), x ∈ Ω. Taking into account the characterization of
W˜
s,2
0 (Ω) given in (2.4) and the estimate (3.11), we can deduce that
´
Ω |u(x)|
2κ(x) dx < ∞
for every u ∈ W˜ s,20 (Ω). If s =
1
2 , then in view of Remark 2.3 we cannot guarantee that´
Ω |u(x)|
2κ(x) dx < ∞ for every u ∈ W
1
2
,2
0 (Ω). For this reason we cannot define the form
aD in (3.10) with the space W
s,2
0 (Ω) at least for s =
1
2 .
3.2. The nonlocal Neumann exterior condition. Throughout the remainder of the paper,
Ω ⊂ Rn (n ≥ 1) is a bounded open set with a Lipschitz continuous boundary. In [15] the authors
have studied the well-posedness of the following elliptic Neumann problem:
(−∆)su = f in Ω, N su = 0 in Rn \ Ω, (3.12)
and the associated parabolic problem. The eigenvalues problem associated to (3.12) has been
investigated without describing explicitly the associated operator. We emphasize that the non-
described operator in [15] is the one that we shall completely characterize in the present subsection.
Problem (3.12) in another spirit has been also studied in [1].
For f ∈ L2(Ω) we shall say that a function u ∈W s,2Ω is a weak solution of (3.12) if
E(u, v) =
Cn,s
2
ˆ ˆ
R2n\(Rn\Ω)2
(u(x) − u(y))(v(x) − v(y))
|x− y|n+2s
dy dx =
ˆ
Ω
fv dx (3.13)
for every v ∈ W s,2Ω . Using the Lax-Milgram lemma, we can easily show that (3.12) has a weak
solution.
Let f ∈ L2(Ω) and u ∈ W s,2Ω a weak solution of (3.12). We want to emphasize the following
points.
• We do not know if ((−∆)su)|Ω = f strongly, in the sense that (−∆)
su exists almost every-
where and (−∆)su = f a.e. in Ω.
• We do know that N su = 0 a.e. in Rn \ Ω. Indeed, taking v ∈ D(Rn \ Ω) as a test function
in (3.13) and calculating, we get that (notice that v = 0 in Ω)
0 = E(u, v) =Cn,s
ˆ
Ω
ˆ
Rn\Ω
(u(x) − u(y))(v(x) − v(y))
|x− y|n+2s
dydx
=Cn,s
ˆ
Rn\Ω
v(y)
(ˆ
Ω
u(y)− u(x)
|x− y|n+2s
dx
)
dy
=
ˆ
Rn\Ω
v(y)N su(y)dy.
Since v ∈ D(Rn \ Ω) was arbitrary, it follows that N su = 0 a.e. in Rn \Ω.
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Next, we recall that for a function u ∈W s,2Ω we have defined N
su as follows:
N su(x) := Cn,s
ˆ
Ω
u(x)− u(y)
|x− y|n+2s
dy, x ∈ Rn \ Ω.
Let
ρ(x) :=
ˆ
Ω
1
|x− y|n+2s
dy, x ∈ Rn \Ω. (3.14)
We have the following result.
Lemma 3.7. Let u ∈W s,2Ω . Then,
N su(x) = 0, x ∈ Rn \ Ω,
if and only if
u(x) =
1
ρ(x)
ˆ
Ω
u(y)
|x− y|n+2s
dy, x ∈ Rn \Ω.
Proof. Let u ∈W s,2Ω . Then, by definition the identity
N su(x) = 0 for x ∈ Rn \ Ω,
is equivalent to the following:
0 =
ˆ
Ω
u(x)− u(y)
|x− y|n+2s
dy
= u(x)
ˆ
Ω
1
|x− y|n+2s
dy −
ˆ
Ω
u(y)
|x− y|n+2s
dy
= u(x)ρ(x)−
ˆ
Ω
u(y)
|x− y|n+2s
dy, x ∈ Rn \ Ω.
This yields the claim and the proof is finished. 
Let u ∈ L2(Ω). We denote by uN the extension of u as follows:
uN (x) :=

u(x) if x ∈ Ω,
1
ρ(x)
ˆ
Ω
u(y)
|x− y|n+2s
dy if x ∈ Rn \ Ω.
(3.15)
Since ∂Ω is a null set, we have that uN is well defined for every u ∈ L
2(Ω).
It follows from Lemma 3.7 that if uN ∈W
s,2
Ω , then N
suN = 0 a.e. in R
n \Ω.
Next, we give some properties of the extension uN that will be used later in the paper.
Lemma 3.8. Let u ∈ L2(Ω) and uN be given in (3.15). Then the following assertions hold:
(a) If u ≥ 0 a.e. in Ω, then uN ≥ 0 a.e. in R
n.
(b) If u = 1 a.e. in Ω, then uN = 1 a.e. in R
n.
(c) |uN | ≤ |u|N a.e. in R
n.
(d) If Ω is of class C1 and u ∈ C(Ω), then uN ∈ C(R
n).
Proof. Parts (a) and (b) follow directly from (3.15). Part (c) follows directly from the triangle
inequality. For Part (d), let u ∈ C(Ω). Since N suN = 0 a.e. in R
n \ Ω, it follows from [15,
Proposition 5.2] that uN ∈ C(R
n). The proof is finished. 
Now we are ready to give a characterization of the nonlocal Neumann exterior condition.
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Theorem 3.9. Let
D(aN ) :=
{
u ∈ L2(Ω) : uN ∈W
s,2
Ω
}
(3.16)
and aN : D(aN )×D(aN )→ R be defined by
aN (u, v) := E(uN , vN ). (3.17)
Then aN is a closed, symmetric and densely defined bilinear form on L
2(Ω). The selfadjoint operator
AN on L
2(Ω) associated with aN is given by
D(AN ) :=
{
u ∈ L2(Ω) : uN ∈W
s,2
Ω ∃ f ∈ L
2(Ω) such that uN is a weak solution of (3.12)
with right hand side f
}
,
ANu := f.
(3.18)
The proof of the theorem uses the following result.
Lemma 3.10. Let D(aD) and D(aN ) be the spaces defined in (3.6) and (3.16), respectively. Then
D(aD) ⊂ D(aN ).
Proof. Let u ∈ D(aD) and uD be given by (3.5). By definition uD ∈ W
s,2
Ω . We have to show that
uN ∈W
s,2
Ω . That is, we have to prove that
E(uN , uN ) =
Cn,s
2
ˆ
Ω
ˆ
Ω
(u(x)− u(y))2
|x− y|n+2s
dy dx+ Cn,s
ˆ
Ω
ˆ
Rn\Ω
(u(x) − uN (y))
2
|x− y|n+2s
dy dx <∞.
Since u ∈ D(aD), we have that
E(uD, uD) =
Cn,s
2
ˆ
Ω
ˆ
Ω
(u(x)− u(y))2
|x− y|n+2s
dy dx+ Cn,s
ˆ
Ω
ˆ
Rn\Ω
u2(x)
|x− y|n+2s
dy dx <∞.
Obviously E(uN , uN ) ≥ 0. From this we can deduce that E(uN , uN ) − E(uD, uD) > −∞. On the
other hand we have that
E(uN , uN )− E(uD, uD) =Cn,s
ˆ
Ω
ˆ
Rn\Ω
−2u(x)uN (y) + u
2
N (y)
|x− y|n+2s
dy dx
=Cn,s
ˆ
Rn\Ω
(
− 2uN (y)
ˆ
Ω
u(x)
|x− y|n+2s
dx
)
dy
+ Cn,s
ˆ
Rn\Ω
u2N (y)
ˆ
Ω
1
|x− y|n+2s
dx dy
=Cn,s
ˆ
Rn\Ω
(
− 2ρ(y)u2N (y) + u
2
N (y)ρ(y)
)
dy
=− Cn,s
ˆ
Rn\Ω
u2N (y)ρ(y) dy ≤ 0 (3.19)
where we have used that ρ is a non-negative function. The estimate (3.19) implies that
0 ≤ aN (u, u) = E(uN , uN ) ≤ E(uD, uD) = aD(u, u) <∞.
The proof is finished. 
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Proof of Theorem 3.9. Firstly, since the extension operator D(aN ) → W
s,2
Ω , u 7→ uN is linear,
and E is bilinear and symmetric, we can deduce that aN is also bilinear and symmetric.
Secondly, to show that aN is closed we need to prove that D(aN ) endowed with the norm
‖u‖2D(aN ) = aN (u, u) + ‖u‖
2
L2(Ω) = E(uN , uN ) + ‖u‖
2
L2(Ω) (3.20)
is a Hilbert space. Indeed, let (uk)k∈N ⊂ D(aN ) be such that
‖uk − um‖
2
L2(Ω) + aN (uk − um, uk − um)→ 0 as k,m→∞.
This is the same as
‖(uk)N − (um)N‖
2
L2(Ω) + E((uk)N − (um)N , (uk)N − (um)N )→ 0 as k,m→∞.
Recall that W s,2Ω endowed with the norm given in (2.5) is a Hilbert space (see Lemma 2.4). Thus,
there is a function v ∈ W s,2Ω such that (uk)N → v in W
s,2
Ω as k → ∞. Using Lemma 2.5, we can
deduce that (passing to a subsequence if necessary) N sv = limk→∞N
s(uk)N = 0 a.e. in R
n \ Ω.
Let us define u := v|Ω. Then Lemma 3.7 implies that uN = v. Thus,
lim
k→∞
‖u− uk‖
2
L2(Ω) + aN (u− uk, u− uk)
= lim
k→∞
‖(uk)N − uN‖
2
L2(Ω) + E((uk)N − uN , (uk)N − uN ) = 0.
Hence, D(aN ) is complete and we have shown that the form aN is closed.
By Lemma 3.10 D(aD) ⊂ D(aN ), and since D(aD) is dense in L
2(Ω) (by Theorem 3.3), we have
that D(aN ) is dense in L
2(Ω). We have shown that aN is densely defined.
Thirdly, let B be the selfadjoint operator on L2(Ω) associated with aN in the sense of (2.10).
We show that B = AN . Let u ∈ D(AN ) and set f := ANu. Then by definition uN ∈ W
s,2
Ω . Thus,
u ∈ D(aN ). Since ANu = f in Ω and uN is a weak solution of (3.12) with right hand side f (by
the definition of AN ), we have that ˆ
Ω
wf dx = E(uN , w)
for every w ∈W s,2Ω . In particular, we have thatˆ
Ω
vf dx = E(uN , vN ) = aN (u, v)
for every v ∈ D(aN ). Thus, u ∈ D(B) and ANu = Bu. We have shown AN ⊆ B. It has been
shown in [15, Theorem 3.11] that the operator AN is selfadjoint (more precisely, it is closed, has a
real spectrum and its eigenfunctions form an orthogonal system in L2(Ω)). Since B is by definition
a selfadjoint operator and AN ⊆ B, we can deduce that AN = B (since selfadjoint operators cannot
be subsets of each other). We have shown that AN = B and the proof is finished. 
Remark 3.11. The operator AN is the realization in L
2(Ω) of (−∆)s with the nonlocal Neumann
exterior condition.
It is worth mentioning the following characterization of D(aN ).
Lemma 3.12. Let D(aN ) be the space defined in (3.16). Then
D(aN ) =
{
u|Ω : u ∈W
s,2
Ω
}
. (3.21)
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Proof. Denote by D the right hand side of (3.21). It is clear that D(aN ) ⊆ D. Now let v ∈ D.
Then, v = u|Ω for some u ∈W
s,2
Ω . We have to show that E(vN , vN ) <∞. Calculating we get that
E(vN , vN )− E(u, u) =Cn,s
ˆ
Ω
ˆ
Rn\Ω
(v(x) − vN (y))
2 − (v(x)− u(y))2
|x− y|n+2s
dy dx
=Cn,s
ˆ
Rn\Ω
(
− ρ(y)v2N (y) + 2ρ(y)vN (y)u(y)− ρ(y)u
2(y)
)
dy
=− Cn,s
ˆ
Rn\Ω
ρ(y)
(
vN (y)− u(y)
)2
dy ≤ 0.
We have shown that E(vN , vN ) ≤ E(u, u) <∞ and the proof is finished. 
We have the following result as a direct consequence of the proof of Lemma 3.12.
Proposition 3.13. Let (aN ,D(aN )) be the form defined in (3.16)-(3.17). Then
aN (u, u) := E(uN , uN ) = inf
{
E(v, v) : v ∈W s,2Ω and v|Ω = u
}
. (3.22)
In other words, for u ∈ L2(Ω), we have that uN is the smallest extension in W
s,2
Ω with respect to
the W s,2Ω -norm, or equivalently, the infimum in the right hand side of (3.22) is attained at uN .
Denote by TN = (e
−tAN )t≥0 the semigroup on L
2(Ω) generated by −AN .
Theorem 3.14. The semigroup TN is positivity-preserving.
Proof. Let u ∈ D(aN ). We want to show that aN (|u|, |u|) ≤ aN (u, u). Notice that for v,w ∈ W
s,2
Ω ,
E(v,w) is a sum of integrals over Ω × Ω and over Ω × (Rn \ Ω) (see (3.1)). Firstly, let us inspect
the Ω× Ω part. We define
EΩ(v,w) :=
Cn,s
2
ˆ
Ω
ˆ
Ω
(v(x)− v(y))(w(x) − w(y))
|x− y|n+2s
dx dy. (3.23)
The reverse triangle inequality yields
EΩ(|u|, |u|) =
Cn,s
2
ˆ
Ω
ˆ
Ω
∣∣|u(x)| − |u(y)|∣∣2
|x− y|n+2s
dx dy
≤
Cn,s
2
ˆ
Ω
ˆ
Ω
∣∣u(x)− u(y)∣∣2
|x− y|n+2s
dx dy = EΩ(u, u). (3.24)
Secondly, for the Ω× (Rn \ Ω) part we have that
Cn,s
ˆ
Ω
ˆ
Rn\Ω
(|u|(x)− |u|N (y))
2 − (u(x)− uN (y))
2
|x− y|n+2s
dy dx
= Cn,s
ˆ
Rn\Ω
(
− 2ρ(y)|u|2N (y) + ρ(y)|u|
2
N (y) + 2ρ(y)u
2
N (y)− ρ(y)u
2
N (y)
)
dy
= Cn,s
ˆ
Rn\Ω
(
− ρ(y)|u|2N (y) + ρ(y)u
2
N (y)
)
dy
= Cn,s
ˆ
Rn\Ω
ρ(y)
(
u2N (y)− |u|
2
N (y)
)
dy. (3.25)
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Using the assertion (c) in Lemma 3.8 we can deduce from (3.25) that
Cn,s
ˆ
Ω
ˆ
Rn\Ω
(|u|(x)− |u|N (y))
2 − (u(x)− uN (y))
2
|x− y|n+2s
dy dx
= Cn,s
ˆ
Rn\Ω
ρ(y)
(
u2N (y)− |u|
2
N (y)
)
dy ≤ 0. (3.26)
Combining (3.24)-(3.26) we get that aN (|u|, |u|) ≤ aN (u, u). The proof is finished. 
3.3. The nonlocal Robin exterior condition. We recall that both Dirichlet and the nonlocal
Neumann exterior conditions where realized by some kind of extension to Rn of functions defined
in Ω. Here we also need to find an appropriate extension. Firstly, let f ∈ L2(Ω), β ∈ L1(Rn \ Ω)
and consider the following Robin problem:
(−∆)su = f in Ω, N su+ βu = 0 in Rn \Ω. (3.27)
By a weak solution to (3.27), we mean a function u ∈W s,2β,Ω such that
E(u, v) +
ˆ
Rn\Ω
βuv dx =
ˆ
Ω
fv dx (3.28)
for every v ∈ W s,2β,Ω. Here also the existence and uniqueness of weak solutions is easy to prove. As
in the case of the Neuman problem, to the best of our knowledge, the following is an open problem:
Let u be a weak solution of the Robin problem (3.27). Is u a strong solution in the sense that (3.27)
holds almost everywhere? As in the Neumann case, in (3.27), it is easy to see that the exterior
condition N su+ βu = 0 in Rn \ Ω holds almost everywhere for weak solutions.
We start with the following result.
Lemma 3.15. Let β ∈ L1(Rn \ Ω) be a fixed non-negative function and u ∈W s,2Ω . Then
N su(x) + β(x)u(x) = 0, x ∈ Rn \Ω, (3.29)
if and only if
u(x) =
Cn,sρ(x)
Cn,sρ(x) + β(x)
uN (x) =
Cn,s
Cn,sρ(x) + β(x)
ˆ
Ω
u(y)
|x− y|n+2s
dy, x ∈ Rn \ Ω, (3.30)
where we recall that ρ(x) has been defined in (3.14) and uN is given in (3.15).
Proof. Let u ∈W s,2Ω . A simple calculation yields that the condition (3.29), that is,
0 = N su(x) + β(x)u(x)
= Cn,su(x)ρ(x)− Cn,sρ(x)uN (x) + β(x)u(x)
=
(
Cn,sρ(x) + β(x)
)
u(x)− Cn,sρ(x)uN (x), x ∈ R
n \ Ω,
is equivalent to (3.30). The proof is finished. 
For a function u ∈ L2(Ω) we define its extension uR as follows:
uR(x) :=

u(x) if x ∈ Ω,
Cn,s
Cn,sρ(x) + β(x)
ˆ
Ω
u(y)
|x− y|n+2s
dy if x ∈ Rn \Ω.
As for the Neumann case, we have that uR is well defined for every u ∈ L
2(Ω).
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Remark 3.16. Let u ∈W s,2Ω . By Lemma 3.15 we have that uR satisfies (3.29). The identity (3.29)
is called the nonlocal Robin exterior condition. If u ≥ 0 a.e. in Ω, then uR ≥ 0 a.e. in R
n. In
addition, it follows from (3.30) that
uR(x) =
Cn,sρ(x)
Cn,sρ(x) + β(x)
uN (x) for a.e. x ∈ R
n \Ω. (3.31)
Note that |uR| ≤ |u|R a.e. in R
n as in Lemma 3.8 for the Neumann exterior condition.
Before characterizing our operator we need some preparations.
Lemma 3.17. Let u ∈ W s,2Ω and (uk)k∈N ⊂ W
s,2
Ω be such that uk → u in W
s,2
Ω as k → ∞. Then
there is a subsequence, that we still denote by (uk)k∈N, such that uk → u pointwise a.e. in R
n as
k →∞.
Proof. Let (uk)k∈N and u be as in the statement of the lemma. By definition uk → u in L
2(Ω) as
k → ∞. Hence, passing to a subsequence if necessary, uk → u a.e. in Ω as k → ∞. On the other
hand we have that
ˆ
Ω
ˆ
Rn\Ω
∣∣(uk(x)− u(x))− (uk(y)− u(y))∣∣2
|x− y|n+2s
dy dx→ 0 as k →∞.
Hence, passing to a subsequence if necessary, (uk(x) − u(x)) − (uk(y) − u(y)) → 0 for a.e. x ∈ Ω
and a.e. y ∈ Rn \ Ω, as k → ∞. Therefore, 0 = limk→∞
(
uk(x)− u(x)
)
= limk→∞
(
uk(y)− u(y)
)
for a.e. x ∈ Ω and a.e. y ∈ Rn \ Ω. The proof is finished. 
Now we introduce the realization in L2(Ω) of (−∆)s with the nonlocal Robin exterior condition.
Theorem 3.18. Let β ∈ L1(Rn \ Ω) be a non-negative function,
D(aR) :=
{
u ∈ L2(Ω) : uR ∈W
s,2
β,Ω
}
, (3.32)
and let aR : D(aR)×D(aR)→ R be given by
aR(u, v) := E(uR, vR) +
ˆ
Rn\Ω
βuRvR dx. (3.33)
Then aR is a closed, symmetric and densely defined bilinear form on L
2(Ω). The selfadjoint operator
AR associated with aR is given by

D(AR) :=
{
u ∈ L2(Ω) : uR ∈W
s,2
β,Ω ∃ f ∈ L
2(Ω) such that uR is a weak solution of (3.27)
with right hand side f
}
,
ARu := f.
Proof. Let u ∈ D(aD). It follows from Lemma 3.10 that u ∈ D(aN ). This shows that the extensions
uN and uR are well defined. Obviously, D(aR) = {u ∈ L
2(Ω) : aR(u, u) < ∞}. Calculating we get
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that
aR(u, u)− aD(u, u) = Cn,s
ˆ
Ω
ˆ
Rn\Ω
−2u(x)uR(y) + u
2
R(y)
|x− y|n+2s
dy dx+
ˆ
Rn\Ω
β(y)u2R(y) dy
= Cn,s
ˆ
Rn\Ω
(
− 2ρ(y)uN (y)uR(y) + ρ(y)u
2
R(y) +
β(y)
Cn,s
u2R(y)
)
dy
= Cn,s
ˆ
Rn\Ω
(
− 2ρ(y)
Cn,sρ(y) + β(y)
Cn,sρ(y)
+ ρ(y) +
β(y)
Cn,s
)
u2R(y) dy
= −Cn,s
ˆ
Rn\Ω
(
ρ(y) +
β(y)
Cn,s
)
u2R(y) dy ≤ 0,
where in the third equality we have used (3.31). This implies that 0 ≤ aR(u, u) ≤ aD(u, u) < ∞.
Therefore, D(aD) ⊂ D(aR). Thus, D(aR) is dense in L
2(Ω) (since D(aD) is dense in L
2(Ω) by
Theorem 3.3).
Next, let (uk)k∈N ⊂ D(aR) be such that
aR(uk − um, uk − um) + ‖uk − um‖
2
L2(Ω) → 0 as k,m→∞.
This is the same as
E((uk)R − (um)R, (uk)R − (um)R) +
ˆ
Rn\Ω
β
(
(uk)R − (um)R
)2
dx+ ‖uk − um‖
2
L2(Ω) → 0
as k,m →∞. Since W s,2β,Ω is a Hilbert space, it follows that there exists a function v ∈ W
s,2
β,Ω such
that (uk)R → v in W
s,2
β,Ω as k →∞. Using Lemma 2.5 we get that
N s(uk)R → N
sv = f in L2loc(R
n \Ω) as k →∞.
This implies that (passing to a subsequence if necessary) β(uk)R → −f a.e. in R
n \ Ω as k → ∞.
Since (uk)R converges to v in W
s,2
β,Ω as k → ∞, we can deduce that (passing to a subsequence
if necessary) (uk)R converges a.e. to v in R
n as k → ∞ (by Lemma 3.17). This implies that
β(uk)R → βv a.e. in R
n \ Ω as k → ∞. Furthermore, since β
(
(uk)R − uR
)2
→ 0 in L1(Rn \ Ω)
as k → ∞, it follows that (uk)R → g in L
2(Rn \ Ω, βdx) as k → ∞. But again the pointwise
convergence (passing to a subsequence if necessary) shows that g = v a.e. in Rn \ Ω. Hence, v
fulfills the nonlocal Robin exterior condition (3.29) and
E((uk)R − v, (uk)R − v) +
∥∥√β ((uk)R − v) ∥∥2L2(Rn\Ω) → 0 as k →∞.
Let u := v|Ω. Then, uR = v and
aR(uk − u, uk − u) + ‖uk − u‖
2
L2(Ω) → 0 as k →∞.
We have shown that aR is closed.
Proceeding exactly as in [15, Theorem 3.11] for the Neumann case, we can deduce that the
operator AR is selfadjoint. Now, let B be the operator associated with aR in the sense of (2.10).
The claim that AR = B follows similarly as in the case of the Neumann exterior condition. The
proof is finished. 
The following is the variant of Lemma 3.12 for the form aR.
Lemma 3.19. Let D(aR) be the space defined in (3.32). Then
D(aR) =
{
u|Ω : u ∈W
s,2
β,Ω
}
. (3.34)
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Proof. Let D denote the right hand side of (3.34). It is clear that D(aR) ⊆ D.
Conversely, let v ∈ D. Then, v = u|Ω for some u ∈W
s,2
β,Ω. We have to show that
E(vR, vR) +
ˆ
Rn\Ω
β|vR|
2 dx <∞.
Calculating we get that
E(vR, vR) +
ˆ
Rn\Ω
β(y)|vR(y)|
2 dy − E(u, u)−
ˆ
Rn\Ω
β(y)|u(y)|2 dy
=Cn,s
ˆ
Ω
ˆ
Rn\Ω
(v(x) − vR(y))
2 − (v(x) − u(y))2
|x− y|n+2s
dy dx
+
ˆ
Rn\Ω
β(y)
(
|uR(y)|
2 − |u(y)|2
)
dy
=Cn,s
ˆ
Rn\Ω
(
ρ(y)v2R(y)− 2ρ(y)vN (y)vR(y) + 2ρ(y)vN (y)u(y) − ρ(y)u
2(y)
)
dy
+
ˆ
Rn\Ω
β(y)
(
|vR(y)|
2 − |u(y)|2
)
dy. (3.35)
Using the fact that (by (3.31))
vN (y) =
(
1 +
β(y)
Cn,sρ(y)
)
vR(y) for a.e. y ∈ R
n \ Ω,
we get from (3.35) that
E(vR, vR) +
ˆ
Rn\Ω
β(y)|vR(y)|
2 dy − E(u, u)−
ˆ
Rn\Ω
β(y)|u(y)|2 dy
=− Cn,s
ˆ
Rn\Ω
ρ(y)
(
1 +
β(y)
Cn,sρ(y)
)(
vR(y)− u(y)
)2
dy ≤ 0.
We have shown that
E(vR, vR) +
ˆ
Rn\Ω
β(x)|vR(x)|
2 dx ≤ E(u, u) +
ˆ
Rn\Ω
β(x)|u(x)|2 dx <∞.
The proof is finished 
Here also we have the following result as a direct consequence of the proof of Lemma 3.19.
Proposition 3.20. Let (aR,D(aR)) be the form defined in (3.32)-(3.33). Then, for u ∈ D(aR) we
have
aR(u, u) := E(uR, uR) = inf
{
E(v, v) +
ˆ
Rn\Ω
β(x)|v(x)|2 dx : v ∈W s,2β,Ω and v|Ω = u
}
. (3.36)
In other words, if u ∈ L2(Ω), then uR is the smallest extension in W
s,2
β,Ω with respect to the W
s,2
β,Ω-
norm, or equivalently, the infimum in (3.36) is attained at uR.
Next, denote by TR = (e
−tAR)t≥0 the semigroup on L
2(Ω) generated by −AR.
Theorem 3.21. The semigroup TR is positivity-preserving.
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Proof. Let u ∈ D(aR). We want to show that aR(|u|, |u|) ≤ aR(u, u). As in the proof of Theo-
rem 3.14, we have a sum of integrals over Ω× Ω and over Ω× (Rn \ Ω). Firstly, let us inspect the
Ω× Ω part. Let EΩ be as in (3.23). Then proceeding as in (3.24) we get that
EΩ(|u|, |u|) ≤ EΩ(u, u). (3.37)
Secondly, for the Ω× (Rn \ Ω) part we have
Cn,s
ˆ
Ω
ˆ
Rn\Ω
(|u|(x)− |u|R(y))
2 − (u(x)− uR(y))
2
|x− y|n+2s
dy dx
+
ˆ
Rn\Ω
(
β(y)|u|2R − β(y)uR(y)
2
)
dy
= Cn,s
ˆ
Ω
ˆ
Rn\Ω
|u(x)|2 − 2|u|(x)|u|R(y) + |u|
2
R(y)− u
2(x) + 2u(x)uR(y)− u
2
R(y)
|x− y|n+2s
dy dx
+
ˆ
Rn\Ω
(
β(y)|u|2R(y)− β(y)u
2
R(y)
)
dy
= Cn,s
ˆ
Rn\Ω
(
− 2ρ(y)|u|N (y)|u|R(y) + ρ(y)|u|
2
R(y) + 2ρ(y)uN (y)uR(y)− ρ(y)u
2
R(y)
)
dy
+
ˆ
Rn\Ω
(
β(y)|u|2R(y)− β(y)u
2
R(y)
)
dy
= Cn,s
ˆ
Rn\Ω
(
− 2ρ(y)
(
1 +
β(y)
Cn,sρ(y)
)
|u|2R(y) + ρ(y)|u|
2
R(y)
)
dy
+
ˆ
Rn\Ω
(
2ρ(y)
(
1 +
β(y)
Cn,sρ(y)
)
u2R(y)− ρ(y)u
2
R(y)
)
dy
+ Cn,s
ˆ
Rn\Ω
(β(y)
Cn,s
|u|2R(y)−
β(y)
Cn,s
u2R(y)
)
dy
= Cn,s
ˆ
Rn\Ω
(
− ρ(y)|u|2R(y)−
β(y)
Cn,s
|u|2R(y) + ρ(y)u
2
R(y) +
β(y)
Cn,s
u2R(y)
)
dy
= Cn,s
ˆ
Rn\Ω
(
ρ(y) +
β(y)
Cn,s
)(
u2R(y)− |u|
2
R(y)
)
dy ≤ 0, (3.38)
where we have used (3.31) and the last inequality follows from Remark 3.16. Combining (3.37)-
(3.38) we get that aR(|u|, |u|) ≤ aR(u, u). The proof is finished. 
4. Some domination results
In this section we give some results on domination of the semigroups constructed in Section 3.
First, we consider the semigroups TD and TN .
Theorem 4.1. Let TD and TN be the semigroups given in Theorems 3.5 and 3.14, respectively.
Then,
0 ≤ TD ≤ TN (4.1)
in the sense of (2.13).
Proof. We have already shown in Theorems 3.5 and 3.14 that TD and TN are positivity-preserving.
It remains to verify that the conditions in Theorem 2.12(ii) are satisfied.
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Step 1: Recall that D(aD) ⊂ D(aN ) (by Lemma 3.10). Next, let u ∈ D(aD) and v ∈ D(aN ) be
such that 0 ≤ v ≤ u. Then,
aD(v, v) =
Cn,s
2
ˆ
Ω
ˆ
Ω
(v(x) − v(y))2
|x− y|n+2s
dy dx+ Cn,s
ˆ
Ω
ˆ
Rn\Ω
v2(x)
|x− y|n+2s
dy dx
≤ aN (v, v) + Cn,s
ˆ
Ω
ˆ
Rn\Ω
v2(x)
|x− y|n+2s
dy dx
≤ aN (v, v) + Cn,s
ˆ
Ω
ˆ
Rn\Ω
u2(x)
|x− y|n+2s
dy dx
≤ aN (v, v) + aD(u, u) <∞.
Hence, v ∈ D(aD) and we have shown that D(aD) is an ideal in D(aN ).
Step 2: Let 0 ≤ u, v ∈ D(aD). Then, 0 ≤ uN , vN by Lemma 3.8(a). Calculating we get that
aN (u, v) − aD(u, v) = Cn,s
ˆ
Ω
ˆ
Rn\Ω
−u(x)vN (y)− uN (y)v(x) + uN (y)vN (y)
|x− y|n+2s
dy dx
= −Cn,s
ˆ
Rn\Ω
ρ(y)uN (y)vN (y)dy ≤ 0.
Thus, aN (u, v) ≤ aD(u, v).
Step 3: Finally, it follows from Theorem 2.12 that (4.1) holds, The proof is finished. 
Now we consider the semigroups TD, TR and TN .
Theorem 4.2. Let TD, TN and TR be the semigroups given in Theorems 3.5, 3.14 and 3.21,
respectively. Then,
0 ≤ TD ≤ TR ≤ TN (4.2)
in the sense of (2.13).
Proof. We prove the result in three steps.
Step 1: We show that
0 ≤ TD ≤ TR. (4.3)
We have already shown in Theorems 3.5 and 3.21 that TD and TR are positivity-preserving. We
claim that D(aD) is an ideal in D(aR). Indeed, D(aD) ⊂ D(aR) by Theorem 3.18. Proceeding
exactly as in the proof of Theorem 4.1 we can easily deduce that if u ∈ D(aD) and v ∈ D(aR) are
such that 0 ≤ v ≤ u, then v ∈ D(aD). We have shown the claim.
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Next, let 0 ≤ u, v ∈ D(aD). Then, 0 ≤ uR, vR by Remark 3.16. Calculating and using (3.31) we
get that
aR(u, v)− aD(u, v)
=Cn,s
ˆ
Ω
ˆ
Rn\Ω
−u(x)vR(y)− uR(y)v(x) + uR(y)vR(y)
|x− y|n+2s
dy dx+
ˆ
Rn\Ω
β(y)uR(y)vR(y)dy
=Cn,s
ˆ
Rn\Ω
(
− ρ(y)uN (y)vR(y)− ρ(y)vN (y)uR(y) + ρ(y)uR(y)vR(y) +
β(y)
Cn,s
uR(y)vR(y)
)
dy
=Cn,s
ˆ
Rn\Ω
(
− 2ρ(y)
Cn,sρ(y) + β(y)
Cn,sρ(y)
uR(y)vR(y) + ρ(y)uR(y)vR(y) +
β(y)
Cn,s
uR(y)vR(y)
)
dy
=−Cn,s
ˆ
Rn\Ω
(
ρ(y)uR(y)vR(y) +
β(y)
Cn,s
uR(y)vR(y)
)
dy ≤ 0.
Hence, aR(u, v) ≤ aD(u, v). It follows from Theorem 2.12 that (4.3) holds.
Step 2: Here we show that
0 ≤ TR ≤ TN . (4.4)
Firstly, we claim that D(aR) is an ideal in D(aN ). Indeed, let u ∈ D(aR). Calculating and using
(3.31) again we get that
aN (u, u) − aR(u, u)
= Cn,s
ˆ
Ω
ˆ
Rn\Ω
(u(x) − uN (y))
2 − (u(x)− uR(y))
2
|x− y|n+2s
dy dx−
ˆ
Rn\Ω
β(y)u2R(y)dy
= Cn,s
ˆ
Ω
ˆ
Rn\Ω
(
u(x)− uR(y)−
β(y)
Cn,sρ(y)
uR(y)
)2
− (u(x)− uR(y))
|x− y|n+2s
dy dx−
ˆ
Rn\Ω
β(y)u2R(y) dy
= Cn,s
ˆ
Ω
ˆ
Rn\Ω
−2
(
u(x)− uR(y)
)
β(y)
Cn,sρ(y)
uR(y) +
β2(y)
C2n,sρ
2(y)u
2
R(y)
|x− y|n+2s
dy dx−
ˆ
Rn\Ω
β(y)u2R(y)dy
= Cn,s
ˆ
Rn\Ω
(
−2ρ(y)uN (y)
β(y)
Cn,sρ(y)
uR(y) + 2ρ(y)
β(y)
Cn,sρ(y)
u2R(y) + ρ(y)
β2(y)
C2n,sρ
2(y)
u2R(y)
)
dy
= Cn,s
ˆ
Rn\Ω
(
−2
β(y)
Cn,s
(
1 +
β(y)
Cn,sρ(y)
)
+ 2
β(y)
Cn,s
+
β2(y)
C2n,sρ(y)
+
β(y)
Cn,s
)
u2R(y) dy
= −Cn,s
ˆ
Rn\Ω
(
β2(y)
C2n,sρ(y)
+
β(y)
Cn,s
)
u2R(y) dy ≤ 0. (4.5)
Therefore, 0 ≤ aN (u, u) ≤ aR(u, u) which implies that u ∈ D(aN ) . We have shown that D(aR) ⊂
D(aN ). Next, let u ∈ D(aR) and v ∈ D(aN ) be such that 0 ≤ v ≤ u. We have to show that
v ∈ D(aR). It follows from (4.5) that
aR(v, v) = E(vN , vN ) + Cn,s
ˆ
Rn\Ω
(
β2(y)
C2n,sρ(y)
+
β(y)
Cn,s
)
v2R(y) dy (4.6)
≤ aN (v, v) + aR(u, u) <∞.
Thus, v ∈ D(aR) and the proof of the claim is complete.
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Secondly, let 0 ≤ u, v ∈ D(aR). A similar calculation yields
aN (u, v) − aR(u, v) = −Cn,s
ˆ
Rn\Ω
( β2(y)
C2n,sρ(y)
+
β(y)
Cn,s
)
uR(y)vR(y) dy ≤ 0,
where we have used that uR, vR ≥ 0 a.e. in R
n by Remark 3.16 (since u, v ≥ 0 a.e. in Ω). Thus,
aN (u, v) ≤ aR(u, v). It follows from Theorem 2.12 that (4.4) holds.
Step 3: Finally, (4.2) follows from (4.3) and (4.4). The proof is finished. 
Remark 4.3. Assume that Ω is of class C1. For an arbitrary regular Borel measure µ on Rn \ Ω,
one would like to define the following form:
aµ(u, v) := aN (u, v) +
ˆ
Rn\Ω
uN (y)vN (y)dµ (4.7)
with
D(aµ) :=
{
u ∈ D(aN ) ∩ C(Ω) :
ˆ
Rn\Ω
|uN (y)|
2 dµ <∞
}
.
By Lemma 3.8 uN ∈ C(R
n), if u ∈ C(Ω) and Ω is of class C1. Let us assume that the form aµ is
closable in L2(Ω) and denote its closure again by aµ. Let Tµ be the associated semigroup. We have
the following situation.
(a) It is clear that 0 ≤ Tµ ≤ TN . But the domination TD ≤ Tµ is not true in general. Indeed,
let u ∈ D(aD). Calculating we get that
aD(u, u) − aµ(u, u) = Cn,s
ˆ
Rn\Ω
ρ(y)u2N (y) dy −
ˆ
Rn\Ω
u2N (y)dµ.
Hence, the domination TD ≤ Tµ holds if and only ifˆ
Rn\Ω
u2N (y)dµ ≤ Cn,s
ˆ
Rn\Ω
ρ(y)u2N (y) dy (4.8)
for every u ∈ D(aD). The estimate (4.8) fails, for example, if one takes dµ = 2Cn,sρ(y)dy.
(b) On the other hand, we have that for every u, v ∈ D(aR) (by using (3.31) and the equality
in (4.6)),
aR(u, v) = aN (u, v) + Cn,s
ˆ
Rn\Ω
uN (y)vN (y)
β(y)ρ(y)
Cn,sρ(y) + β(y)
dy
and
ρ(y)−
β(y)ρ(y)
Cn,sρ(y) + β(y)
=
Cn,sρ
2(y)
Cn,sρ(y) + β(y)
≥ 0.
In that case, taking the measure µ as follows:
dµ =
Cn,sβ(y)ρ(y)
Cn,sρ(y) + β(y)
dy,
we get that aR = aµ.
Next, we show some contractivity properties of the three semigroups.
Theorem 4.4. The semigroups TD, TR and TN are submarkovian.
THE LAPLACE OPERATOR WITH NONLOCAL EXTERIOR CONDITIONS 25
Proof. Since TD, TR and TN are positivity-preserving, it suffices to show that they are L
∞-
contractive. We prove the theorem in two steps.
Step 1: We claim that TN is L
∞-contractive. By [37, Lemma 2.7] we know that
E(f ∧ 1, f ∧ 1) ≤ E(f, f) (4.9)
for every 0 ≤ f ∈W s,2Ω .
Next, let 0 ≤ u ∈ D(aN ). Then, uN ∈W
s,2
Ω and by (4.9) we have
E(uN ∧ 1, uN ∧ 1) ≤ E(uN , uN ) = aN (u, u). (4.10)
We want to show that
aN (u ∧ 1, u ∧ 1) = E((u ∧ 1)N , (u ∧ 1)N ) ≤ E(uN ∧ 1, uN ∧ 1).
Observe that uN ∧ 1 = (u ∧ 1)N a.e. in Ω (but not in R
n \ Ω). Calculating we get that
E(uN ∧ 1, uN ∧ 1)− E((u ∧ 1)N , (u ∧ 1)N )
= Cn,s
ˆ
Ω
ˆ
Rn\Ω
(
(u ∧ 1)(x) − (uN ∧ 1)(y)
)2
|x− y|n+2s
dy dx
− Cn,s
ˆ
Ω
ˆ
Rn\Ω
(
(u ∧ 1)(x) − (u ∧ 1)N (y)
)2
|x− y|n+2s
dy dx
= Cn,s
ˆ
Ω
ˆ
Rn\Ω
(u ∧ 1)2(x)− 2(u ∧ 1)(x)(uN ∧ 1)(y) + (uN ∧ 1)
2(y)
|x− y|n+2s
dy dx
− Cn,s
ˆ
Ω
ˆ
Rn\Ω
(u ∧ 1)2(x)− 2(u ∧ 1)(x)(u ∧ 1)N (y) + (u ∧ 1)
2
N (y)
|x− y|n+2s
dy dx
= Cn,s
ˆ
Rn\Ω
(
− 2ρ(y)(u ∧ 1)2N (y) + ρ(y)(uN ∧ 1)
2(y)
)
dy
+ Cn,s
ˆ
Rn\Ω
(
2ρ(y)(u ∧ 1)2N (y)− ρ(y)(u ∧ 1)
2
N (y)
)
dy
= Cn,s
ˆ
Rn\Ω
(
ρ(y)(uN ∧ 1)
2(y)− 2ρ(y)(u ∧ 1)2N (y) + ρ(y)(u ∧ 1)
2
N (y)
)
dy
= Cn,s
ˆ
Rn\Ω
ρ(y)
(
(uN ∧ 1)
2(y)− (u ∧ 1)2N (y)
)
dy ≥ 0, (4.11)
where we have used that (uN ∧ 1)
2 ≥ (u∧ 1)2N a.e. in R
n \Ω. It follows from (4.10) and (4.11) that
aN (u ∧ 1, u ∧ 1) ≤ aN (u, u). (4.12)
By Remark 2.9 the inequality (4.12) is equivalent to the L∞-contractivity of TN .
Step 2: Since TN is L
∞-contractive (by Step 1), it follows from the domination (4.2) that TD
and TR are also L
∞-contractive. The proof is finished. 
Next, we have the following ultracontractivity result.
Theorem 4.5. The following assertions hold.
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(a) There is a constant C > 0 such that
max
{
‖TD(t)‖L(L1(Ω),L∞(Ω)), ‖TR(t)‖L(L1(Ω),L∞(Ω))
}
≤ Ct−
n
2s , ∀ t > 0. (4.13)
(b) There is a constant C > 0 such that
‖TN (t)‖L(L1(Ω),L∞(Ω)) ≤ Ce
tt−
n
2s , ∀ t > 0. (4.14)
Proof. Recall that D(aD) = W˜
s,2
0 (Ω). It follows from (3.21) and (3.34) that the continuous em-
beddings D(aN ), D(aR) →֒ W
s,2(Ω) hold. In addition, by Theorem 4.4 we have that (aD,D(aD)),
(aR,D(aR)) and (aN ,D(aN )) are Dirichlet forms on L
2(Ω). Hence, using Remark 2.1 we can de-
duce that (aD,D(aD)), (aR,D(aR)) and (aN ,D(aN )) satisfy all the hypotheses in Theorem 2.10
with qa =
n
n−2s > 1. It also follows from Remark 2.1 that the embeddings D(aD), D(aN ),
D(aR) →֒ L
2(Ω) are compact. We have shown that the operators AD, AR, AN , and the semi-
groups TD, TR, TN satisfy all the assertions in Theorem 2.10 and Remark 2.11. Thus, the estimate
(4.13) follows from Theorem 2.10 and Remark 2.11 together with the fact that the first eigenvalues
of AD and AR are strictly positive. The estimate (4.14) also follows from Theorem 2.10, Remark
2.11 and the fact that for AN , its first eigenvalue is zero, as the constant function 1 ∈ D(aN ) and
aN (1, 1) = 0. The proof is finished. 
We conclude the paper by giving some open problems.
5. Open problems
In this section we give some interesting open problems related to the three Dirichlet forms and
semigroups investigated in the previous sections.
(1) Inner regularity of solutions to the fractional Neumann and Robin problems. In
the case of the fractional Dirichlet problem, it has been shown in [5] that weak solutions of
(3.3) belong to W 2s,2loc (Ω).
As we have already mentioned in Section 3, it is then a natural question to ask if the
same inner regularity result holds for the Neumann and Robin problems.
This very interesting problem will be a topic of a future investigation.
(2) From weak to strong solutions. As we have mentioned in Section 3 we do not know if
weak solutions of the Dirichlet, Neumann and Robin problems are strong solutions.
This is an interesting subject and deserves to be clarified. This will also be a topic of a
future investigation.
(3) Kernel estimates for the semigroups TR and TN . It follows from Theorem 2.10 that
each of the semigroups TD, TR and TN is given by a kernel K : (0,∞) × Ω × Ω → R and
K(t, ·, ·) belongs to L∞(Ω × Ω) for every t > 0. Let us denote by KD, KR and KN the
kernels of TD, TR and TN , respectively. It has been shown in [7, 12] that there are two
constants 0 < C1 ≤ C2 such that for a.e x, y ∈ Ω and t > 0,
C1t
−N
2s
(
1 + |x− y|t−
1
2s
)−(N+2s)
≤ KD(t, x, y) ≤ C2t
−N
2s
(
1 + |x− y|t−
1
2s
)−(N+2s)
. (5.1)
What are the corresponding estimates for the kernels KR(t, ·, ·) and KN (t, ·, ·)?
(4) Analyticity on L1 of the semigroups TR and TN . By Theorem 2.10 again the semi-
groups TD, TR and TN are analytic on L
p(Ω) for every 1 < p < ∞. Very recently, using
(5.1), it has been shown in [28] that the semigroup TD is also analytic of angle
pi
2 on L
1(Ω).
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The analyticity on L1(Ω) of the semigroups TR and TN remains an open problem.
(5) Sandwiched semigroups. Assume for simplicity that Ω has a Lipschitz continuous bound-
ary. In the case of the Laplace operator, the relative capacity CapΩ has been defined in
[3, 4, 40] for an arbitrary set E ⊂ Ω by
CapΩ(E) := inf
{
‖u‖2W 1,2(Ω) : u ∈W
1,2(Ω) : ∃ O ⊂ Rn open such that
E ⊂ O and u ≥ 1 a.e. in Ω ∩O
}
.
Let η be a regular Borel measure on ∂Ω. Assume that η is absolutely continuous with
respect to CapΩ in the sense that
CapΩ(B) = 0 =⇒ η(B) = 0 for any Borel set B ⊂ ∂Ω. (5.2)
Let
D(aη) :=
{
u ∈W 1,2(Ω) :
ˆ
∂Ω
|u˜|2 dη <∞
}
,
where u˜ denotes the relative quasi-continuous version of u, and define the closed bilinear
form aη : D(aη)×D(aη)→ R in L2(Ω) by
a
η(u, v) :=
ˆ
Ω
∇u · ∇v dx+
ˆ
∂Ω
u˜v˜ dη.
It has been shown in [3, 40] that the semigroup T η associated with (aη ,D(aη)) satisfies
0 ≤ TD ≤ T η ≤ TN ,
in the sense of (2.13), where TD is the semigroup on L2(Ω) associated with the form
a
D(u, v) :=
ˆ
Ω
∇u · ∇v dx, u, v ∈ D(aD) :=W 1,20 (Ω),
and TN is the semigroup on L2(Ω) associated with (aN ,D(aN )) (see (1.1)). Conversely,
they have also shown that any symmetric semigroup on L2(Ω) associated with a regular
and local Dirichlet form (see e.g. [20, Chapter 1] for the definition of a regular and local
form) and sandwiched between TD and TN , is always given by T η for some regular Borel
measure η on ∂Ω satisfying (5.2).
In the case of the fractional Laplace operator, we have seen in Remark 4.3(a) that for
the form aµ (recall that here µ is a regular Borel measure on R
n \ Ω) given in (4.7), the
associated semigroup Tµ is not always sandwiched between TD and TN . Of course in this
case we have shown that Tµ ≤ TN , but the domination TD ≤ Tµ is not always true.
In addition, consider the form a : D(aD)×D(aD)→ R in L
2(Ω) given by
a(u, v) :=
1
2
(
aD(uD, vD) + aN (uN , vN )
)
,
where we recall that D(aD) = W˜
s,2
0 (Ω), and uD, uN are given in (3.5) and (3.15), respec-
tively. It is easy to see that a is symmetric, closed and densely defined. Let A be the
selfadjoint operator on L2(Ω) associated with (a,D(a)) and T the associated semigroup.
Then, we can easily show that the domination 0 ≤ TD ≤ T ≤ TN holds in the sense of
(2.13). But it is not clear if A is a realization in L2(Ω) of (−∆)s. Therefore, a natural
question arises.
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Let (aµ,D(aµ)) be the form defined in Remark 4.3. Let T be a symmetric semigroup on
L2(Ω) satisfying 0 ≤ TD ≤ T ≤ TN in the sense of (2.13) and let (a,D(a)) be the closed
bilinear form on L2(Ω) associated with T . Under which conditions on (a,D(a)) does a
measure µ exist such that a = aµ?
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