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Abstract
A numerical method is proposed for solving singularly perturbed one-dimensional parabolic convection–diffusion problems. The
method comprises a standard implicit ﬁnite difference scheme to discretize in temporal direction on a uniform mesh by means of
Rothe’s method and B-spline collocation method in spatial direction on a piecewise uniform mesh of Shishkin type. The method is
shown to be unconditionally stable and accurate of order O((x)2 + t). An extensive amount of analysis has been carried out to
prove the uniform convergence with respect to the singular perturbation parameter. Several numerical experiments have been carried
out in support of the theoretical results. Comparisons of the numerical solutions are performed with an upwind ﬁnite difference
scheme on a piecewise uniformmesh and exponentially ﬁttedmethod on a uniformmesh to demonstrate the efﬁciency of the method.
© 2007 Elsevier B.V. All rights reserved.
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1. Introduction
In this paper we consider the one-dimensional parabolic convection–diffusion problem
u
t
− 
2u
x2
+ a(x)u
x
+ b(x)u = f (x, t),
(x, t) ∈ D ≡ × (0, T ] ≡ (0, 1) × (0, T ], (1.1a)
u(x, 0) = u0(x), x ∈ ¯, (1.1b)
u(0, t) = 0, u(1, t) = 0, t ∈ [0, T ], (1.1c)
where  is a diffusion coefﬁcient or singular perturbation parameter satisfying 0< >1, a(x) is the velocity, f (x, t)−
b(x)u is the reaction term.Weassume that the functionsa(x),b(x) and the initial conditionu0(x) are sufﬁciently smooth,
so that the solution u of problem (1.1) will be smooth on most of the domain D. In this paper, we only consider the case
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a(x)> 0 and b(x)0, such that, the boundary layer is located at x = 1 and condition b(x)0 ensures the uniqueness
of the solution (see [9,3,13]). This type of problem arises in various ﬁelds of physics and engineering, for example, in
the study of the convective heat transport problems with high Peclet numbers [6], the linearized Burgers equation or
the Navier–Stokes equations at high Reynolds numbers [5] and the drift diffusion equation of semi-conductor device
modeling [10]. In general, the solution of this problem possesses a boundary layer on the right side of the rectangular
domain, when the singular perturbation parameter  is small [13]. The presence of the singular perturbation parameter,
, leads to occurrences of wild oscillations in the computed solutions using classical central ﬁnite difference schemes
and ﬁnite element methods with piecewise polynomial basis functions. Therefore, in order to avoid these oscillations,
an unacceptably large number of mesh points are required when  is very small. On the other hand, the use of upwind
differences for the convection terms introduces artiﬁcial diffusion which may be larger than the viscosity of the ﬂuid.
Therefore, in order to overcome these drawbacks associated with classical ﬁnite difference and ﬁnite element methods,
we need to derive a method using a class of special piecewise uniform meshes introduced in [9], which are constructed
a priori as a function of the singular perturbation parameter , the coefﬁcient of the convection term and the number of
mesh points N used in the spatial direction.
Recently, there has been a lot of effort in developing numerical methods for the solution of singular perturbation
problems that are uniformly convergent. Clavero et al. [2] give a uniform convergent numerical method with respect
to the diffusion parameter to solve the one-dimensional time-dependent convection–diffusion problem. They used
the implicit Euler method for the time discretization and the simple upwind ﬁnite difference scheme on a Shishkin
mesh for the spatial discretization in [2]. Ramos presented an exponentially ﬁtted method for singularly perturbed,
one-dimensional (convection–diffusion) parabolic problems, and showed its uniform convergence in the perturbation
parameter [12]. Surla and Jerkovic considered a singularly perturbed boundary value problem using a spline collo-
cation method in [17]. Sakai and Usmani gave a new concept of B-spline in terms of hyperbolic and trigonometric
splines which are different from the earlier ones [15]. It is proved that the hyperbolic and trigonometric B-splines
are characterized by a convolution of some special exponential functions and a characteristic function on the interval
[0,1]. Again Sakai and Usmani have considered an application of simple exponential splines for the numerical solu-
tion of a singular perturbation problem [16]. They found that their collocation method required less computational
effort than that for other exponential type splines. Their method gives twice continuously differentiable approximate
solutions.
In this paper,wepresent aB-spline collocationmethod to solve singularly perturbed, one-dimensional time-dependent
convection–diffusion problem. The main purpose is to analyze the efﬁciency of the B-spline collocation method for
such problems and to provide a layer-resolving parameter-uniform method with sufﬁcient accuracy. We focus on
decomposing the global error in two components which are analyzed separately. At the ﬁrst stage, our method is based
on the discretization of the time variable by means of Rothe’s method [14], with the implicit Euler method and freezing
the coefﬁcients of the resulting ordinary differential equation at each time step. Such a semi-discretization method
yields elliptic linear differential equations at each time step, for which there is a large amount of literature on theoretical
aspects such as, existence and uniqueness [4]. For the sake of simplicity, we consider a constant time step. We prove
uniform convergence with respect to both the parameters t and . At the second stage, we use a B-spline collocation
method on the linear ordinary differential equations at each time step resulting from the time semi-discretization, with
a piecewise uniform mesh of Shishkin type. In fact, we prove that the B-spline collocation method provides uniform
convergence in  and x. Combining the results obtained in both stages, we conclude that our scheme is uniformly
convergent.
The paper is organized as follows. In Section 2, we discuss the continuous problem and show the boundedness of the
exact solution of the continuous problem and prove the maximum principle. In Section 3, we discretize the temporal
variable by means of the implicit Euler method with a uniform step size t . In this section, we also prove uniform
convergence with respect to  andt . In Section 4, we introduce a Shishkin mesh and use a B-spline collocation method
for the family of elliptic problems resulting from the temporal semi-discretization. In Section 5, we derive uniform
convergence of the B-spline collocation method and deduce the uniform convergence of the totally discrete method.
In Section 6, numerical results and discussions are presented and comparisons are made with other solutions based
on upwind difference scheme given by Clavero et al. [2] with a piecewise uniform mesh and an exponentially ﬁtted
method proposed by Ramos [12]. A summary of the main conclusions is given at the end of the paper in Section 7.
Throughout the paper we use C (sometimes subscripted) as a generic positive constant independent of , the spatial and
temporal mesh parameters.
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2. Continuous problem
We consider the following singularly perturbed one-dimensional parabolic problem:
Lu(x, t) ≡ ut − uxx + a(x)ux + b(x)u = f (x, t) (x, t) ∈ D, (2.1a)
where
D = × (0, T ] = (0, 1) × (0, T ]
and
D = D¯ − D
= {(0, t) ∪ (x, 0) ∪ (1, t) : 0 tT , 0x1},
with initial condition
u(x, 0) = u0(x), 0x1, (2.1b)
and boundary conditions
u(0, t) = 0, 0 tT , (2.1c)
u(1, t) = 0, 0 tT , (2.1d)
 is the singular perturbation parameter, a(x), b(x) and f (x) are sufﬁciently smooth functions with
a(x)a∗ > 0 on D¯, (2.2)
b(x)b∗0 on D¯. (2.3)
We impose the compatibility conditions
u0(0) = 0 and u0(1) = 0,
so that the data matches at the two corners (0, 0) and (1, 0). These conditions guarantee that there exist a constant C
such that for all (x, t) ∈ D¯
|u(x, t) − u0(x)|Ct , (2.4a)
and
|u(x, t)|C(1 − x). (2.4b)
The reduced problem, by setting = 0 in Eq. (2.1a), is given by
urt + a(x)urx + b(x)ur = f (x, t) (x, t) ∈ D, (2.5a)
ur(x, 0) = ur0(x), 0x1, (2.5b)
ur(0, t) = 0, 0 tT . (2.5c)
This is a ﬁrst order hyperbolic equation with initial data speciﬁed along two sides t = 0 and x = 0 of the domain D¯. For
small values of  the solution u(x, t) of Eq. (2.1) will be very close to ur(x, t). In order to obtain error bounds of the
solution of the difference scheme, it is assumed that the solution of the reduced problem (2.5) is sufﬁciently smooth.
For the bounds on the derivatives of the solution u(x, t) of Eq. (2.1), we may assume, without loss of generality, the
initial condition to be zero (see [1]).
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Lemma 1. The bound on the solution u(x, t) of Eq. (1.1) is given by
|u(x, t)|C (x, t) ∈ D¯.
Proof. By Eq. (2.4a), we have
|u(x, t)|C1t (x, t) ∈ D¯, (2.6)
since t ∈ (0, T ]. Therefore we get the estimate
|u(x, t)|C (x, t) ∈ D¯.  (2.7)
Lemma 2 (Maximum principle). Let  ∈ C2,1(D¯). If (x, t)0 for all (x, t) ∈ D and L(x, t)0 for all (x, t) ∈
D, then (x, t)0 for all (x, t) ∈ D¯.
Proof. Let there exist (x∗, t∗) ∈ D¯ such that (x∗, t∗) = minD¯ 0. It is clear that the point (x∗, t∗) /∈ D, which
implies that (x∗, t∗) ∈ D.
Using the differential operator on  gives
L= −xx + a(x)x + b(x)+ t (2.8)
and at the point (x∗, t∗) the value of the above operator is given by
L(x
∗, t∗) = −xx(x∗, t∗) + a(x∗)x(x∗, t∗) + b(x∗)(x∗, t∗) + t (x∗, t∗) (2.9)
since we have
xx(x
∗, t∗)0,
x(x
∗, t∗) = 0,
t (x
∗, t∗) = 0.
With the above estimates, Eq. (2.9) gives
L(x
∗, t∗)0.
This is a contradiction and thus our original assumption is false and we can conclude that the minimum of  is
nonnegative. 
Lemma 3. Under the assumption of Lemmas 1 and 2, the bound on the derivative of u with respect to t is given by
|ut (x, t)|C for (x, t) ∈ D¯.
Proof. On the boundaries x = 0 and 1 of D¯, we have u = 0, therefore ut = 0. On the boundary t = 0, we have u = 0,
therefore, ux = 0 and uxx = 0. Hence from Eq. (2.1), we get
ut (x, 0) = f (x, 0), 0x1.
On choosing C1 sufﬁciently large, we have
|ut |C1 on these boundaries.
We consider the operator L deﬁned as
L ≡ −uxx + a(x)ux + b(x)u + ut . (2.10)
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Now
L(ut )(x, t) = − utxx + autx + but + utt
= (−uxx + a(x)ux + b(x)u + ut )t
= ft ,
so
|L(ut )(x, t)|C2.
Since L satisﬁes the maximum principle on D¯, we can conclude by the above estimates that
|ut |C on D¯. 
Lemma 4. The bound on the derivative of u with respect to x is given by
|ux(x, t)|C(1 + −1e−(1−x)/) (x, t) ∈ D¯. (2.11)
Proof. For ﬁxed t ∈ [0, T ], the result is obtained by using the argument of Kellogg and Tsan [8] on the line segment
(x, t) : 0x1. 
Lemma 5. Using Lemmas 1–4, the bound on the derivatives of the solution u(x, t) is given by∣∣∣∣∣
(

x
)i( 
t
)j
u(x, t)
∣∣∣∣∣ C(1 + −ie−(1−x)/) (x, t) ∈ D¯. (2.12)
Here i and j are nonnegative integers such that 0 i3 and 0 i + j3.
Proof. For the proof, see Kadalbajoo and Awasthi [7]. 
3. Temporal discretization
We use Rothe’s technique [14] to discretize the time variable by means of the implicit Euler method with uniform
step size t , to get the following system of linear ordinary differential equations:
u0 = u0(x), 0x1, (3.1a)
uˆ − un
t
− 
2uˆ
x2
+ a(x)uˆ
x
+ b(x)uˆ = f (x, t), 0<x < 1, t > 0, (3.1b)
with boundary conditions,
uˆ(0) = 0, uˆ(1) = 0, t0, (3.1c)
where uˆ ≡ un+1 is the solution of Eq. (3.1) at the (n+ 1)th time level. Here un = u(x, tn), and t is the time step, the
superscript denote nth time level, i.e., tn = nt , and t ≡ tn+1.
Rewrite Eq. (3.1) as
u0 = u0(x), 0x1, (3.2a)
−
2uˆ
x2
+ a(x)uˆ
x
+ d(x)uˆ = g(x, t), 0<x < 1, t > 0, (3.2b)
uˆ(0) = 0, uˆ(1) = 0, t0, (3.2c)
where d(x) = (1/t + b(x)) and g(x, t) = f (x, t) + un/t . Here d(x)> 0 since b(x)0.
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The local truncation error of the time semi-discretization method (3.2) is given by n+1 ≡ uˆ(tn+1) − uˆn+1, where
uˆn+1 is the computed solution of the boundary value problem
−
2uˆ
x2
+ a(x)uˆ
x
+ d(x)uˆ = g(x, t), 0<x < 1, t > 0, (3.3a)
uˆ(0) = 0, uˆ(1) = 0, t0. (3.3b)
Local error estimate of each time step contribute to the global error in the temporal discretization which is deﬁned, at
tn, as En ≡ u(x, tn) − uˆn(x).
Lemma 6 (Local error estimate). The local error estimate in the temporal direction is given by
‖n+1‖∞C1(t)2, (3.4)
where n+1 ≡ uˆ(tn+1) − uˆn+1 is the local truncation error in temporal direction.
Proof. For the proof, see [2]. 
Theorem 7 (Global error estimate). With the help of Lemma 6, we have
‖En‖∞Ct, ∀nT/t . (3.5)
Proof. Using the local error estimate up to the nth time step given by Lemma 6, we get the following global error
estimate at (n + 1)th time step
‖En+1‖∞ =
∥∥∥∥∥
n∑
l=1
l
∥∥∥∥∥
∞
, nT/t
‖1‖∞ + ‖2‖∞ + · · · + ‖n‖∞
C1(nt)t using Eq. (3.4)
C1Tt since ntT
= Ct , (3.6)
where C is a positive constant independent of  and t . 
4. Numerical scheme in spatial direction
In this section, we introduce a piecewise uniform mesh ¯N and study a B-spline collocation method for the family
of linear differential equations resulting from the time discretization with a Shishkin mesh, generated as follows:
4.1. Shishkin mesh
Shishkin meshes are piecewise-uniform meshes which condense approximately in the boundary layer regions as
 → 0. This is accomplished by the use of a transition parameter , which depends naturally on , and crucially on N.
Thus for a given N and , the interval [0,1] is divided into two subintervals, [0, 1− ], [1− , 1], where the transition
parameter  is given by
 ≡ min{ 12 ,K logN},
the value of the constant K depends on the scheme being used.
Deﬁne
h˜ =
{
h1 = 2(1 − )/N if i = 1, 2, . . . , N/2,
h2 = 2/N if i = N/2 + 1, . . . , N,
(4.1)
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where N is the number of discretization points and the set of mesh points ¯N = {xi}Ni=0 with
xi =
⎧⎨
⎩
2(1 − )N−1i if i = 0, 1, 2, . . . , N/2,
(1 − ) + 2N−1
(
i − N
2
)
if i = N/2 + 1, . . . , N, (4.2)
i.e., the ﬁnite interval [0, 1] is partitioned into N ﬁnite elements by the nodes xi (i = 0, 1, 2, . . . , N), such that,
0 = x0 <x1 <x2 < · · ·<xN = 1, where h˜ is the piecewise uniform mesh spacing.
4.2. B-spline collocation method
We deﬁne L2(¯), as the space of all square integrable functions on ¯, and X is a linear subspace of L2(¯). For
i = −1, 0, . . . , N + 1, we deﬁne cubic B-splines by the following relationships [11]:
i (x) =
1
h˜3
⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
(x − xi−2)3, xi−2xxi−1,
h˜3 + 3h˜2(x − xi−1) + 3h˜(x − xi−1)2 − 3(x − xi−1)3, xi−1xxi,
h˜3 + 3h˜2(xi+1 − x) + 3h˜(xi+1 − x)2 − 3(xi+1 − x)3, xixxi+1,
(xi+2 − x)3, xi+1xxi+2,
0 otherwise.
(4.3)
Each i (x) is also a piecewise cubic with knots at ¯N and i (x) ∈ X. Let 	={−1,0, . . . ,N+1} and let
3(¯)N =
span	. The functions 	 are linearly independent on [0, 1], thus 
3(¯)N is (N + 3)-dimensional. Let L be a linear
operator whose domain is X and whose range is also in X. Let 	 be a linearly independent subset of X. Now suppose
the approximate solution is given by
U(x) =
N+1∑
i=−1
cii (x), (4.4)
where ci are unknown real coefﬁcients and i (x) are cubic B-spline functions. Here we have introduced two extra
splines−1 andN+1 to forceU(x) to satisfy the same boundary data as uˆ(x). By forcingU(x) to satisfy the collocation
equations plus the boundary conditions, we have
LU(xi) = g(xi), 0 iN (4.5)
and
U(x0) = 0, U(xN) = 0, (4.6)
where Luˆ ≡ −uˆxx + a(x)uˆx + d(x)uˆ. Solving the collocation equations (4.5) leads to the (N + 1) linear equations
in (N + 3) unknowns
ci−1(−′′i−1(xi) + ai′i−1(xi) + dii−1(xi)) + ci(−′′i (xi) + ai′i (xi) + dii (xi))
+ ci+1(−′′i+1(xi) + ai′i+1(xi) + dii+1(xi)) = gi, 0 iN , (4.7)
where a(xi) = ai, d(xi) = di and g(xi) = gi . Solving Eqs. (4.7), we get
(−6− 3aih˜ + dih˜2)ci−1 + (12+ 4dih˜2)ci + (−6+ 3aih˜ + dih˜2)ci+1 = gih˜2, 0 iN . (4.8)
The given boundary conditions become
c−1 + 4c0 + c1 = 0, (4.9)
and
cN−1 + 4cN + cN+1 = 0. (4.10)
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Eqs. (4.8)–(4.10) lead to an (N + 3) × (N + 3) system with (N + 3) unknowns xN = (c−1, c0, . . . , cN+1)T. Now
eliminating c−1 from the ﬁrst equation of (4.8) and from Eq. (4.9), we ﬁnd
(36+ 12a0h˜)c0 + 6a0h˜c1 = g0h˜2. (4.11)
Similarly, eliminating cN+1 from the last equation of (4.8) and from Eq. (4.10), we ﬁnd
−6aN h˜cN−1 + (36− 12aN h˜)cN = gN h˜2. (4.12)
Coupling of Eqs. (4.11) and (4.12) with the second through (N − 1)th equations of (4.8) leads to the (N + 1) linear
equations
AxN = dN , (4.13)
in the (N + 1) unknowns xN = (c0, c1, . . . , cN)T with right-hand side dN = h˜2(g0, g1, . . . , gN)T, and the coefﬁcient
matrix
⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
36+ 12a0h˜ 6a0h˜ 0 0 . . . 0
−6− 3a1h˜ + d1h˜2 12+ 4d1h˜2 −6+ 3a1h˜ + d1h˜2 0 . . . 0
.
.
.
.
.
.
.
.
.
.
.
. . . .
.
.
.
0 0 −6− 3ai h˜ + di h˜2 12+ 4di h˜2 −6+ 3ai h˜ + di h˜2 0
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
.
0 . . . 0 −6− 3aN−1h˜ + dN−1h˜2 12+ 4dN−1h˜2 −6+ 3aN−1h˜ + dN−1h˜2
0 . . . 0 0 −6aN h˜ 36− 12aN h˜
⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
.
Since d(x)> 0, it is easily seen that the matrix A is strictly diagonally dominant, hence nonsingular. Since A is
nonsingular, we can solve the system (4.13) for c0, c1, . . . , cN and substitute into the boundary conditions given by
Eqs. (4.9), (4.10) to obtain c−1 and cN+1. Hence the method of cubic B-spline collocation applied to problem (1.1) has
a unique solution U(x) at time level tn+1.
5. Derivation for uniform convergence
In this section, we prove that the B-spline collocation method has uniform convergence of order two in the spatial
domain for our problem. For the derivation of uniform convergence we ﬁrst prove the following lemma:
Lemma 8. The B-splines {−1,0, . . . ,N+1} deﬁned in Eq. (4.3), satisfy the inequality
N+1∑
i=−1
|i (x)|10, 0x1.
Proof. We know that∣∣∣∣∣∣
N+1∑
i=−1
i (x)
∣∣∣∣∣∣ 
N+1∑
i=−1
|i (x)|.
At any node xi , we have
N+1∑
i=−1
|i | = |i−1| + |i | + |i+1| = 6< 10.
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Also we have
|i (x)|4 and |i−1(x)|4, xi−1xxi .
Similarly
|i−2(x)|1 and |i+1(x)|1, xi−1xxi .
Now for any point xi−1xxi , we have
N+1∑
i=−1
|i (x)| = |i−2| + |i−1| + |i | + |i+1|10.
Hence this proves the lemma. 
Theorem 9. Let U(x) be the collocation approximation from the space of cubic splines 
3(¯)N to the solution uˆ(x)
of ordinary differential equation at the (n + 1)th time step. If g ∈ C2[0, 1] then the uniform error estimate is given by
‖uˆ(x) − U(x)‖∞Mh2c ,
where M is a positive constant independent of hc and .
Proof. To estimate the error ‖uˆ(x) − U(x)‖∞, let Yn be the unique spline interpolate from 
3(¯)N to the solution
uˆ(x) of our semi-discrete boundary value problem (3.3). If g(x) ∈ C2[0, 1], then uˆ(x) ∈ C4[0, 1], and it follows from
De Boor–Hall error estimates that
‖Dj(uˆ(x) − Yn)‖∞j h4−jc , j = 0, 1, 2, (5.1)
where hc = max(h1, h2) and j ’s are constants independent of hc and N. Let
Yn(x) =
N+1∑
i=−1
bii (x). (5.2)
It follows immediately from the estimates of Eq. (5.1) that
|LU(xi) − LYn(xi)|h2c , (5.3)
where = [2 + 1‖a(x)‖∞hc + 0‖d(x)‖∞h2c]. Let LYn(xi) = gˆn(xi) ∀i and gˆn = (gˆn(x0), gˆn(x1), . . . , gˆn(xN))T.
Now from system (4.13) and Eq. (5.3), it is clear that the ith component [A(xN − yN)]i of A(xN − yN), where
yN = (b0, b1, . . . , bN)T, satisﬁes the inequality
|[A(xN − yN)]i |h4c . (5.4)
Since (AxN)i = h2cg(xi) and (AyN)i = h2c gˆn(xi), ∀i = 0, 1, 2, . . . , N. The ith component of [A(xN − yN)] is the ith
equation
(−6− 3aihc + dih2c)i−1 + (12+ 4dih2c)i + (−6+ 3aihc + dih2c)i+1 = i , 1 iN − 1, (5.5)
where i = bi − ci , −1 iN + 1, and i = h2c[g(xi) − gˆn(xi)], 1 iN − 1. Obviously |i |h4c . Let  =
max1 iN−1|i |. Also consider  = (−1, 0, . . . , N+1)T, then we deﬁne ei = |i | and e˜ = max1 iN |ei |. Now
Eq. (5.5) becomes
(12+ 4dih2c)i = i + (6− dih2c)(i−1 + i+1) + 3aihc(i−1 − i+1), 1 iN − 1. (5.6)
Taking absolute value with sufﬁciently small hc, we have
(12+ 4dih2c)ei+ 2e˜(6+ 3aihc − dih2c). (5.7)
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Since 0<a∗a(x) and 0<d∗d(x) for all x, we get
(12+ 4d∗h2c)ei+ 2e˜(6+ 3a∗hc − d∗h2c)+ 2e˜(6+ 3a∗hc + d∗h2c).
In particular,
(12+ 4d∗h2c)e˜+ 2e˜(6+ 3a∗hc + d∗h2c). (5.8)
Solving for e˜, we have (2d∗h2c − 6a∗hc)e˜h4c or
e˜ h
3
c
2d∗hc − 6a∗ . (5.9)
Now to estimate e−1, e0, eN and eN+1,weobserve that theﬁrst and last equation of the systemA(xN−yN)=h2c(gn−gˆn),
where gn = (g0, g1, . . . , gN), gives
e0
2d∗h5c
(36+ 12a∗hc)(2d∗hc − 6a∗) (5.10)
and
eN
2d∗h5c
(36− 12a∗hc)(2d∗hc − 6a∗) . (5.11)
Now e−1 and eN+1 can be evaluated using the boundary conditions given by Eqs. (4.9) and (4.10) as
e−1
h3c
2d∗hc − 6a∗
[
9+ 3a∗hc + 2d∗h2c
9+ 3a∗hc
]
, (5.12)
also
eN+1
h3c
2d∗hc − 6a∗
[
9− 3a∗hc + 2d∗h2c
9− 3a∗hc
]
. (5.13)
Using the value = [2 + 1‖a(x)‖∞hc + 0‖b(x)‖∞h2c], it is easy to see that there exists a constant  such that
e = max−1 iN+1{ei}h
2
c , (5.14)
where  is independent of . The above inequality enables us to estimate ‖U(x)− Yn(x)‖∞, hence ‖uˆ(x)−U(x)‖∞.
In particular
U(x) − Yn(x) =
N+1∑
i=−1
(ci − bi)i (x). (5.15)
Thus
|U(x) − Yn(x)| max |ci − bi |
N+1∑
i=−1
|i (x)|, (5.16)
where the cubic B-spline basis {−1,0, . . . ,N+1} satisﬁes the inequality
N+1∑
i=−1
|i (x)|10, 0x1 (using Lemma 8). (5.17)
Combining Eqs. (5.14), (5.16) and (5.17), we see that
‖U − Yn‖∞10h2c . (5.18)
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However, ‖uˆ − YN‖∞0h4c . Since ‖uˆ − U‖∞‖uˆ − Yn‖∞ + ‖Yn − U‖∞, we have
‖uˆ − U‖∞Mh2c , (5.19)
where M = 10+ 0h2c . Combining the results we have proved the theorem. 
Theorem 10. Let u(x, t) be the solution of problem (1.1) and U(x, tn) be the collocation approximation from the
space 
3(¯)N to the solution u(x, tn). If g(x, tn) ∈ C2[0, 1], then under the hypotheses of Theorems 7 and 9, the
uniform error estimate is given by
‖u(x, tn) − U(x, tn)‖∞C(t + h2c), (5.20)
where C is independent of mesh parameters and .
Proof. Follows from Theorems 7 and 9. 
6. Numerical results and discussions
In this section, we discuss the numerical results obtained in the integration of some problems of type (1.1). In all the
examples considered in this paper we start with N = 16 and t = 0.1 and we multiply N by two and divide t by two.
Example 1. In the ﬁrst example, we take a(x) = 1, b(x) = 0, T = 1 and we determine u0(x) and f (x, t) to get the
exact solution, given by
ue(x, t) = e−t (C1 + C2x − e−(1−x)/), (6.1)
where C1 = e−1/ and C2 = 1 − e−1/. Since we have an analytical solution for this problem, the pointwise error can
be calculated as
eN,t (i, n) = |ue(xi, tn) − uN(xi, tn)|, (6.2)
where the superscript denotes the number of mesh points in the spatial direction, tn = nt and t is the time step. The
maximum nodal error is given by
EN,t = max
i,n
eN,t , 0 t1. (6.3)
The -uniform maximum nodal error is deﬁned by EN,t = maxEN,t and the numerical rate of convergence is
given by
p,N = log(E
N,t
 /E
2N,t/2
 )
log 2
. (6.4)
The numerical -uniform order of convergence is given by
pN = log(E
N,t /E2N,t/2)
log 2
. (6.5)
Numerical results are presented in Table 1 with a uniform mesh and in Table 4 with a Shishkin mesh.
Example 2. In this example, we take a(x)= 2− x2, b(x)= x, u0(x)= 0, f (x, t)= 10t2 exp(−t)x(1− x) and T = 3.
An exact solution is not available for this problem. Therefore, the pointwise errors are estimated as
eN,t (xi, t
n) = |uN(xi, tn) − u2N(xi, tn)|. (6.6)
The maximum pointwise error and the numerical rate of convergence are determined as in Example 1 and the results
are shown in Table 2 with a uniform mesh and in Table 5 with a Shishkin mesh.
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Table 1
Maximum pointwise errors for Example 1 with uniform mesh
N → 16 32 64 128 256
 ↓
20 1.5507E−2 6.5619E−5 3.6555E−5 1.9273E−5 9.8931E−6
2−2 1.5507E−2 1.3429E−3 7.1987E−4 3.7447E−4 1.9125E−4
2−4 1.9314E−2 1.1076E−2 4.2010E−3 1.3019E−3 5.3547E−4
2−6 3.8743E−2 1.84440E−2 2.4435E−2 1.2981E−2 4.8162E−3
2−8 2.1546E−1 1.1948E−1 2.9583E−2 2.2374E−2 2.5987E−2
2−10 4.0680E−1 2.7456E−1 1.9996E−1 1.1347E−1 2.6993E−1
2−12 8.5346E−1 4.6311E−1 3.1468E−1 2.6490E−1 1.9637E−1
2−14 1.0424 9.0353E−1 5.0796E−1 3.3907E−1 3.0961E−1
2−16 1.0962 1.0749 9.5188E−1 5.4385E−1 3.5288E−1
2−18 1.1101 1.1239 1.1219 9.9653E−1 5.7216E−1
2−20 1.1137 1.1365 1.1692 1.1670 1.0331
2−22 1.1145 1.1397 1.1813 1.2144 1.2057
2−24 1.1147 1.1405 1.1844 1.2265 1.2535
EN,t 1.1147 1.1405 1.1844 1.2265 1.2535
Table 2
Maximum pointwise errors for Example 2 with uniform mesh
N → 16 32 64 128 256
 ↓
20 4.5372E−4 1.1508E−4 2.8950E−5 7.2600E−6 1.1818E−6
2−2 2.0301E−2 1.1131E−2 4.2204E−3 1.3157E−3 3.6884E−4
2−4 2.8100E−2 1.8578E−2 2.0631E−2 1.0750E−2 4.0067E−3
2−6 3.0483E−1 1.2750E−1 2.2212E−2 2.0045E−2 2.0671E−2
2−8 8.3956E−1 4.6488E−1 2.7542E−1 1.2421E−1 2.0749E−2
2−10 1.2697 9.594E−1 6.0024E−1 4.3323E−1 2.7438E−1
2−12 1.4406 1.3296 1.0341 6.9391E−1 5.6426E−1
2−14 1.4904 1.4702 1.3635 1.0760 7.5038E−1
2−16 1.5035 1.5103 1.4870 1.3814 1.0983
2−18 1.5067 1.5206 1.5218 1.4956 1.3904
2−20 1.5076 1.5233 1.5307 1.5276 1.4997
2−22 1.5078 1.5239 1.5330 1.5358 1.5303
2−24 1.5258 1.5239 1.5330 1.5358 1.5303
EN,t 1.5258 1.5239 1.5330 1.5358 1.5303
Table 3
Maximum pointwise errors for Example 3 with uniform mesh
N → 16 32 64 128 256
 ↓
20 3.4394E−4 8.736E−5 2.198E−5 5.51E−6 1.38E−6
2−2 3.3031E−3 1.0411E−3 2.9324E−4 7.790E−5 2.008E−5
2−4 1.4428E−2 7.9762E−3 3.0352E−3 9.4775E−4 2.6590E−4
2−6 1.9789E−2 1.3372E−2 1.4847E−2 7.7398E−3 2.8858E−3
2−8 2.02623E−1 9.1503E−2 1.5946E−2 1.4429E−2 1.4874E−2
2−10 4.2819E−1 3.1482E−1 1.9806E−1 8.9328E−2 1.4917E−2
2−12 5.4497E−1 4.9425E−1 4.0848E−1 3.1162E−1 1.9737E−1
2−14 5.8199E−1 5.6965E−1 5.3164E−1 4.7300E−1 4.0588E−1
2−16 5.9193E−1 5.9161E−1 5.7841E−1 5.5104E−1 5.1187E−1
2−18 5.9446E−1 5.9734E−1 5.9162E−1 5.8061E−1 5.6077E−1
2−20 5.9510E−1 5.9879E−1 5.9503E−1 5.8904E−1 5.8080E−1
2−22 5.9526E−1 5.9915E−1 5.9588E−1 5.9121E−1 5.8669E−1
2−24 5.9530E−1 5.9924E−1 5.9610E−1 5.9176E−1 5.8823E−1
EN,t 5.9530E−1 5.9924E−1 5.9610E−1 5.9176E−1 5.8823E−1
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Table 4
Comparison of maximum pointwise errors and numerical order of convergence for Example 1 with Shishkin mesh
N → 16 32 64 128 256 512
 ↓ Proposed Scheme in Proposed Scheme in Proposed Scheme in Proposed Scheme in Proposed Scheme in Proposed Scheme in
scheme [2] scheme [2] scheme [2] scheme [2] scheme [2] scheme [2]
20 1.1544E−4 1.3076E−3 6.5619E−5 7.9078E−4 3.6555E−5 3.6986E−4 1.9273E−5 1.8894E−4 9.8931E−6 9.5517E−5 5.0117E−6 4.8028E−5
1.2345 0.882 0.8440 0.940 0.9235 0.969 0.9621 0.984 0.9811 0.992
2−2 2.7784E−3 1.7398E−2 1.3429E−3 9.6845E−3 7.1987E−4 5.1056E−3 3.7447E−4 2.6223E−3 1.91248E−4 1.3289E−3 9.66821E−5 6.6891E−4
1.0489 0.845 0.8995 0.924 0.9429 0.961 0.9694 0.981 0.9841 0.990
2−4 1.9314E−2 4.0133E−2 1.0845E−2 2.5552E−2 4.2010E−3 1.5865E−2 1.3019E−3 9.5603E−3 5.3547E−4 5.5999E−3 2.7058E−4 3.2019E−3
0.8326 0.651 1.3683 0.688 1.6901 0.731 1.2818 0.772 0.9848 0.806
2−6 2.8376E−2 5.9964E−2 1.4103E−2 3.7372E−2 6.9096E−3 2.1792E−2 3.4187E−3 1.2381E−2 2.0738E−3 6.9704E−3 1.2293E−3 3.9052E−3
1.0087 0.675 1.0293 0.778 1.0151 0.816 0.7212 0.829 0.7545 0.836
2−8 3.4355E−2 6.8794E−2 1.6635E−2 4.5409E−2 7.3565E−3 2.7112E−2 2.9052E−3 1.5275E−2 7.3058E−4 8.3396E−3 3.8480E−4 4.5045E−3
1.0463 0.599 1.1773 0.744 1.3404 0.828 1.9915 0.873 0.9249 0.889
2−10 3.6024E−2 7.1475E−2 1.7764E−2 4.8331E−2 8.6605E−3 2.9637E−2 4.1134E−3 1.7085E−2 1.8668E−3 9.4669E−3 7.5139E−4 5.1050E−3
1.0200 0.564 1.0364 0.706 1.0741 0.795 1.1398 0.852 1.3129 0.891
2−12 3.6363E−2 7.2175E−2 1.8015E−2 4.9125E−2 9.0049E−3 3.0386E−2 4.4428E−3 1.7720E−2 2.1680E−3 9.9766E−3 1.0368E−3 5.4749E−3
1.0133 0.555 1.0004 0.693 1.0192 0.778 0.9239 0.829 1.0642 0.866
2−14 3.6446E−2 7.2351E−2 1.8051E−2 4.9327E−2 9.0627E−3 3.0557E−2 4.5240E−3 1.7892E−2 2.2443E−3 1.0130E−2 1.1090E−3 5.6076E−3
1.0132 0.553 0.9940 0.691 1.0192 0.772 1.0113 0.821 1.0171 0.853
2−16 3.6468E−2 7.2396E−2 1.8057E−2 4.9378E−2 9.0722E−3 3.0630E−2 4.5425E−3 1.7937E−2 2.2635E−3 1.0170E−2 1.1271E−3 5.6439E−3
1.0140 0.552 0.9931 0.689 0.9980 0.772 1.0063 0.819 1.0059 0.850
2−18 3.6473E−2 7.2407E−2 1.8059E−2 4.9391E−2 9.0742E−3 3.0643E−2 4.5467E−3 1.7948E−2 2.2683E−3 1.0180E−2 1.1317E−3 5.6536E−3
1.0141 0.552 0.9929 0.689 0.9969 0.772 1.0032 0.818 1.0032 0.848
2−20 3.6474E−2 7.2410E−2 1.8059E−2 4.9394E−2 9.0747E−3 3.0646E−2 4.5478E−3 1.7951E−2 2.2695E−3 1.0183E−2 1.1328E−3 5.6561E−3
1.0141 0.553 0.9928 0.689 0.9967 0.772 1.0028 0.818 1.0024 0.848
2−22 3.6475E−2 7.2410E−2 1.8059E−2 4.9395E−2 9.0748E−3 3.0646E−2 4.5480E−3 1.7952E−2 2.2698E−3 1.0183E−2 1.1331E−3 5.6567E−3
1.0142 0.552 0.9928 0.689 0.9966 0.772 1.0027 0.818 1.0023 0.848
2−24 3.6475E−2 7.2411E−2 1.8059E−2 4.9395E−2 9.0748E−3 3.0647E−2 4.54812E−3 1.7952E−2 2.2699E−3 1.0184E−2 1.1332E−3 5.6568E−3
1.0142 0.553 0.9928 0.689 0.9966 0.772 1.0027 0.818 1.0022 0.848
2−26 3.6475E−2 7.2411E−2 1.8059E−2 4.9395E−2 9.0748E−3 3.0647E−2 4.5481E−3 1.7952E−2 2.2699E−3 1.0184E−2 1.1332E−3 5.6568E−3
1.0142 0.553 0.9928 0.689 0.9966 0.772 1.0027 0.818 1.0022 0.848
2−28 3.6475E−2 7.2411E−2 1.8059E−2 4.9395E−2 9.0748E−3 3.0647E−2 4.5481E−3 1.7952E−2 2.2699E−3 1.0184E−2 1.1332E−3 5.6568E−3
1.0142 0.553 0.9928 0.689 0.9966 0.772 1.0027 0.818 1.0022 0.848
2−30 3.6475E−2 7.2411E−2 1.8059E−2 4.9395E−2 9.0748E−3 3.0647E−2 4.5481E−3 1.7952E−2 2.2699E−3 1.0184E−2 1.1332E−3 5.6568E−3
1.0142 0.553 0.9928 0.689 0.9966 0.772 1.0027 0.818 1.0022 0.848
2−32 3.6475E−2 7.2411E−2 1.8059E−2 4.9395E−2 9.0748E−3 3.0647E−2 4.5481E−3 1.7952E−2 2.2699E−3 1.0184E−2 1.1332E−3 5.6568E−3
1.0142 0.553 0.9928 0.689 0.9966 0.772 1.0027 0.818 1.0022 0.848
EN,t 3.6475E−2 7.2411E−2 1.8059E−2 4.9395E−2 9.0748E−3 3.0647E−2 4.5481E−3 1.7952E−2 2.2699E−3 1.0184E−2 1.1332E−3 5.6568E−3
pN 1.0142 0.553 0.9928 0.689 0.9966 0.772 1.0027 0.818 1.0022 0.848
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Table 5
Comparison of maximum pointwise errors and numerical order of convergence for Example 2 with Shishkin mesh
N → 16 32 64 128 256 512
 ↓ Proposed Scheme in Proposed Scheme in Proposed Scheme in Proposed Scheme in Proposed Scheme in Proposed Scheme in
scheme [2] scheme [2] scheme [2] scheme [2] scheme [2] scheme [2]
20 4.5372E−4 2.3143E−4 1.1508E−4 1.2944E−3 2.8950E−5 6.8289E−4 7.26E−6 3.5016E−4 1.82E−6 1.7736E−4 4.5488E−7 8.9259E−5
1.9792 0.838 1.9910 0.924 1.9955 0.962 1.9960 0.981 2.0004 0.991
2−2 5.8459E−3 1.1249E−2 1.4220E−3 6.3202E−3 4.0338E−4 3.3531E−3 1.0694E−4 1.7260E−3 2.754E−5 8.7574E−4 6.9878E−6 4.4114E−4
2.0395 0.832 1.8177 0.914 1.9153 0.958 1.9572 0.979 1.9784 0.989
2−4 4.6929E−3 1.6783E−2 2.8234E−3 8.1043E−3 1.6952E−3 4.4011E−3 9.2546E−4 2.5525E−3 4.8367E−4 1.4883E−3 2.4635E−4 8.6694E−4
0.7330 1.050 0.7360 0.881 0.8732 0.786 0.9362 0.778 0.9733 0.780
2−6 3.7566E−3 3.090E−2 1.2640E−3 1.5221E−2 4.4160E−4 7.3746E−3 1.4846E−4 3.7162E−3 4.804E−4 1.9318E−3 1.5057E−5 1.0230E−3
1.5714 1.021 1.5173 1.045 1.5727 0.989 1.6278 0.944 1.6738 0.917
2−8 1.2536E−2 3.5742E−2 2.6440E−3 1.9347E−2 1.3036E−3 9.9801E−3 6.4155E−4 5.0641E−3 3.2554E−4 2.5678E−3 1.6615E−4 1.3097E−3
2.2453 0.885 1.0202 0.955 1.0229 0.979 0.9787 0.980 0.9703 0.971
2−10 1.6606E−2 3.6717E−2 5.3053E−3 2.0475E−2 1.4749E−3 1.0851E−2 7.9872E−4 5.6789E−3 4.1401E−4 2.9448E−3 2.1546E−4 1.5184E−3
1.6462 0.843 1.8468 0.916 0.8849 0.934 0.9480 0.947 0.9422 0.956
2−12 1.7491E−2 3.6931E−2 6.3301E−3 2.0732E−2 2.4394E−3 1.1062E−2 8.1807E−3 5.8286E−3 4.3726E−4 3.0536E−3 2.2849E−4 1.6016E−3
1.4663 0.833 1.3757 0.906 1.5762 0.924 0.9037 0.933 0.9364 0.931
2−14 1.7860E−2 3.6982E−2 6.4345E−3 2.0794E−2 2.7382E−3 1.1111E−2 1.1201E−3 5.8618E−3 4.4807E−4 3.0767E−3 2.3178E−4 1.6192E−3
1.4729 0.831 1.2326 0.904 1.1886 0.923 1.4228 0.930 0.9510 0.926
2−16 1.7961E−2 3.6995E−2 6.5186E−3 2.0810E−2 2.7221E−3 1.1123E−2 1.3043E−3 5.8697E−3 6.1306E−4 3.0818E−3 2.4019E−4 1.6226E−3
1.4622 0.830 1.2599 0.904 1.0615 0.922 1.0891 0.930 1.3519 0.925
2−18 1.7989E−2 3.6998E−2 6.5499E−3 2.0814E−2 2.7386E−3 1.1126E−2 1.2825E−3 5.8716E−3 6.5407E−4 3.0830E−3 3.1668E−4 1.6233E−3
1.4576 0.830 1.2580 0.904 1.0944 0.922 0.9715 0.929 1.0464 0.925
2−20 1.7998E−2 3.6999E−2 6.5583E−3 2.0815E−2 2.7486E−3 1.1127E−2 1.2822E−3 5.8721E−3 6.3983E−4 3.0833E−3 3.3483E−4 1.6235E−3
1.4564 0.830 1.2546 0.904 1.1000 0.922 1.0030 0.929 0.9343 0.925
2−22 1.8000E−2 3.6999E−2 6.5604E−3 2.0815E−2 2.7517E−3 1.1127E−2 1.2860E−3 5.8722E−3 6.3729E−4 3.0834E−3 3.2674E−4 1.6235E−3
1.4561 0.830 1.2535 0.904 1.0975 0.922 1.0128 0.929 0.9638 0.925
2−24 1.8000E−2 3.6999E−2 6.5609E−3 2.0815E−2 2.7525E−3 1.1127E−2 1.2872E−3 5.8722E−3 6.3883E−4 3.0834E−3 3.2481E−4 1.6235E−3
1.4561 0.830 1.2531 0.904 1.0965 0.922 1.0108 0.929 0.9758 0.925
2−26 1.8000E−2 3.6999E−2 6.5610E−3 2.0815E−2 2.7527E−3 1.1127E−2 1.2876E−3 5.8722E−3 6.3941E−4 3.0834E−3 3.2552E−4 1.6235E−3
1.4561 0.830 1.2531 0.904 1.0962 0.922 1.0098 0.929 0.9744 0.925
2−28 1.8000E−2 3.6999E−2 6.5610E−3 2.0815E−2 2.7528E−3 1.1127E−2 1.2876E−3 5.8722E−3 6.3957E−4 3.0834E−3 3.2581E−4 1.6235E−3
1.4561 0.830 1.2530 0.904 1.0961 0.922 1.0098 0.929 0.9731 0.925
2−30 1.8000E−2 3.6999E−2 6.5611E−3 2.0815E−2 2.7528E−3 1.1127E−2 1.2877E−3 5.8722E−3 6.3961E−4 3.0834E−3 3.2589E−4 1.6235E−3
1.4561 0.830 1.2530 0.904 1.0961 0.922 1.0095 0.929 0.9728 0.925
2−32 1.8000E−2 3.6999E−2 6.5611E−3 2.0815E−2 2.7528E−3 1.1127E−2 1.2877E−3 5.8722E−3 6.3961E−4 3.0834E−3 3.2590E−4 1.6235E−3
1.4561 0.830 1.2530 0.904 1.0961 0.922 1.0095 0.929 0.9728 0.925
EN,t 1.8000E−2 3.6999E−2 6.5611E−3 2.0815E−2 2.7528E−3 1.1127E−2 1.2877E−3 5.8722E−3 6.3961E−4 3.0834E−3 3.2590E−4 1.6235E−3
pN 1.4561 0.830 1.2530 0.904 1.0961 0.922 1.0095 0.929 0.9728 0.925
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Table 6
Comparison of maximum pointwise errors and numerical order of convergence for Example 3 with Shishkin mesh
N → 16 32 64 128 256 512
 ↓ Proposed Scheme in Proposed Scheme in Proposed Scheme in Proposed Scheme in Proposed Scheme in Proposed Scheme in
scheme [2] scheme [2] scheme [2] scheme [2] scheme [2] scheme [2]
20 3.4394E−4 5.8409E−3 8.736E−5 3.7160E−3 2.198E−5 2.1373E−3 5.51E−6 1.1540E−3 1.38E−6 6.0090E−4 3.4532E−7 3.0678E−4
1.9771 0.652 1.9908 0.798 1.9961 0.889 1.9974 0.941 1.9987 0.970
2−2 3.3031E−3 1.1388E−2 1.0411E−3 6.7069E−3 2.9324E−4 3.6824E−3 7.790E−5 1.9358E−3 2.008E−5 9.9350E−4 5.0989E−6 5.0343E−4
1.6657 0.764 1.8280 0.865 1.9124 0.928 1.9559 0.962 1.9775 0.981
2−4 3.9263E−3 2.1411E−2 2.5513E−3 1.2161E−2 1.3172E−3 6.7273E−3 6.0511E−4 3.6487E−3 2.5277E−4 1.9345E−3 9.4136E−5 1.0184E−3
0.6219 0.816 0.9537 0.854 1.1222 0.883 1.2594 0.915 1.4250 0.926
2−6 4.9878E−3 3.2531E−2 2.6147E−3 2.0842E−2 1.0100E−3 1.2206E−2 3.6383E−4 6.7845E−3 1.2318E−4 3.6374E−3 3.9775E−5 1.8987E−3
0.9318 0.642 1.3722 0.772 1.4731 0.847 1.5625 0.899 1.6308 0.938
2−8 6.7765E−3 3.5325E−2 3.7123E−3 2.4241E−2 1.6693E−3 1.5419E−2 7.6966E−4 9.0213E−3 3.5999E−4 4.9681E−3 1.6909E−4 2.6160E−3
0.8682 0.543 1.1531 0.653 1.1169 0.773 1.0963 0.861 1.0902 0.925
2−10 1.3549E−2 3.5716E−2 5.4970E−3 2.5384E−2 2.0276E−3 1.6300E−2 1.0095E−3 9.7878E−3 4.9442E−4 5.4853E−3 2.4349E−4 2.9025E−3
1.3015 0.493 1.4388 0.639 1.0062 0.736 1.0298 0.835 1.0219 0.918
2−12 1.93256E−2 3.5824E−2 6.6514E−3 2.5647E−2 2.6772E−3 1.6499E−2 1.03832E−3 9.9728E−3 5.3072E−4 5.6225E−3 2.6376E−4 2.9936E−3
1.5388 0.482 1.5524 0.636 1.3665 0.726 0.9682 0.827 1.0087 0.909
2−14 2.1162E−2 3.5857E−2 7.1934E−3 2.5711E−2 3.0332E−3 1.6546E−2 1.3328E−3 1.0016E−2 5.2671E−4 5.6528E−3 2.6893E−4 2.0133E−3
1.5567 0.480 1.2458 0.636 1.1864 0.724 1.3393 0.825 0.9698 0.908
2−16 2.1607E−2 3.5865E−2 7.3543E−3 2.5727E−2 3.1358E−3 1.6558E−2 1.4896E−3 1.0026E−2 6.6507E−4 5.6598E−3 2.7185E−4 2.0174E−3
1.5548 0.479 1.2297 0.636 1.0740 0.724 1.1633 0.825 1.2907 0.907
2−18 2.1708E−2 3.5867E−2 7.3972E−3 2.5730E−2 3.1528E−3 1.6560E−2 1.5184E−3 1.0028E−2 7.4419E−4 5.6615E−3 3.2260E−4 2.0183E−3
1.5531 0.479 1.2304 0.636 1.0540 0.724 1.0288 0.825 1.2059 0.907
2−20 2.1731E−2 3.5868E−2 7.4111E−3 2.5731E−2 3.1573E−3 1.6561E−2 1.5190E−3 1.0029E−2 7.5426E−4 5.6619E−3 3.7271E−4 2.0186E−3
1.5520 0.479 1.2310 0.636 1.0556 0.724 1.0100 0.825 1.0170 0.907
2−22 2.1737E−2 3.5868E−2 7.4147E−3 2.5732E−2 3.1583E−3 1.6561E−2 1.5188E−3 1.0029E−2 7.5302E−4 5.6620E−3 3.7674E−4 2.0186E−3
1.5517 0.479 1.2312 0.636 1.0562 0.724 1.0758 0.825 0.9991 0.907
2−24 2.1739E−2 3.5868E−2 7.4156E−3 2.5732E−2 3.1586E−3 1.6561E−2 1.5187E−3 1.0029E−2 7.5242E−4 5.6621E−3 3.7573E−4 2.0186E−3
1.5516 0.479 1.2313 0.636 1.0564 0.724 1.0133 0.825 1.0018 0.907
2−26 2.1739E−2 3.5868E−2 7.4158E−3 2.5732E−2 3.1586E−3 1.6561E−2 1.5187E−3 1.0029E−2 7.5225E−4 5.6621E−3 3.7532E−4 2.0186E−3
1.5516 0.479 1.2313 0.636 1.0565 0.724 1.0136 0.825 1.0031 0.907
2−28 2.1739E−2 3.5868E−2 7.4159E−3 2.5732E−2 3.1587E−3 1.6561E−2 1.5187E−3 1.0029E−2 7.5220E−4 5.6621E−3 3.7521E−4 2.0186E−3
1.5516 0.479 1.2313 0.636 1.0565 0.724 1.0136 0.825 1.0034 0.907
2−30 2.1739E−2 3.5868E−2 7.4159E−3 2.5732E−2 3.1587E−3 1.6561E−2 1.5187E−3 1.0029E−2 7.5220E−4 5.6621E−3 3.7518E−4 2.0186E−3
1.5516 0.479 1.2313 0.636 1.0565 0.724 1.0137 0.825 1.0035 0.907
2−32 2.1739E−2 3.5868E−2 7.4159E−3 2.5732E−2 3.1587E−3 1.6561E−2 1.5187E−3 1.0029E−2 7.5220E−4 5.6621E−3 3.7517E−4 2.0186E−3
1.5516 0.479 1.2313 0.636 1.0565 0.724 1.0137 0.825 1.0036 0.907
EN,t 2.1739E−2 3.5868E−2 7.4158E−3 2.5732E−2 3.1586E−3 1.6561E−2 1.5187E−3 1.0029E−2 7.5225E−4 5.6621E−3 3.7517E−4 2.0186E−3
pN 1.5516 0.479 1.2313 0.636 1.0565 0.724 1.0136 0.825 1.0036 0.907
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Fig. 1. Numerical solution proﬁles of Example 1 for N = 128, t = 0.02 and different values of  (a)  = 1, (b)  = 2−6, (c)  = 2−12,
and (d) = 2−24.
Example 3. In this example, we take a(x) = 2 − x2, b(x) = x2 + 1 + cos(x), u0 = 0, f (x, t) = sin(x) and T = 1.
Again, we do not have an exact solution. Therefore the pointwise and maximum nodal errors and the numerical order
of convergence are calculated as in Example 1. Computed results are displayed in Table 3 with a uniform mesh and in
Table 6 with a Shishkin mesh.
The numerical results presented in Tables 1–3 clearly indicate that the proposed scheme with uniform mesh is not
uniformly convergent for sufﬁciently small value of  and the maximal nodal error increases as the number of mesh
points increases. To overcome this drawback, we have used a class of special piecewise uniform meshes known as
Shishkin meshes. The numerical results displayed in Tables 4–6 clearly indicate that the proposed method based on
a B-spline collocation with Shiskin mesh is -uniformly convergent. The proposed numerical method is accurate of
order O((x)2 +t). Numerical results show that for a ﬁxed value of  pointwise errors and the maximum nodal errors
decrease as the number of mesh points increases. In this paper, numerical results generated by the proposed scheme
indicate that the maximal nodal errors are smaller and the -uniform rate of convergence are larger, respectively,
than those obtained by means of upwind differences in piecewise uniform meshes [2]. In some cases, the order
of convergence is slightly lower than that obtained by Clavero et al. [2], while the pointwise error is smaller than
that of [2]. It has been seen that in some cases the proposed scheme has an order of convergence greater than two.
Numerical results for Examples 1–3 show that -uniform rate of convergence of the proposed scheme with piecewise
uniform mesh is larger than that obtained by an exponentially ﬁtted method with uniform meshes given in [12]
and its maximal nodal errors for Example 3 are smaller than those of the latter. For Example 2, the maximal nodal
errors of the proposed scheme are almost the same as those given by Ramos [12]. Numerical solution proﬁles for
Examples 1–3 are given in Figs. 1–3, respectively, for N = 128, t = 0.02 and different values of  = 1, 2−6, 2−12
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Fig. 2. Numerical solution proﬁles of Example 2 for N = 128, t = 0.02 and different values of  (a)  = 1, (b)  = 2−6, (c)  = 2−12,
and (d) = 2−24.
and 2−24. Figs. 1–3 clearly indicate that the boundary layer is located at the right side of the rectangular domain. It
has been observed that the maximum pointwise errors arise near the transition point due to the abrupt change in the
mesh size at the transition point, especially for small values of the perturbation parameter. Moreover, in some cases,
it has been observed that these large changes in the mesh size at the transition point may result in ill-conditioned
matrices. Therefore, to avoid strong differences in the size of successive meshes at the transition point, smooth layer-
adapted meshes can be designed by considering the compressed meshes in the outer region [0, ], so that mesh
spacing decreases in a continuous manner from 0 to . Layer resolving meshes based on exponential functions or
geometric progressions, are also examples of smooth meshes. Also, it may be conjectured that the maximum errors
are due to the location of the transition point, and the different sizes in the inner and outer solutions at the transition
point.
In the exponentially ﬁtted method with a uniform mesh [12], Ramos considers the implicit Euler discretization for
the time derivative, freezing the coefﬁcients of the resulting ordinary differential equations, and the analytical solution
of the resulting differential operator, which accounts for convection, diffusion, reaction and the transient terms. This
method is ﬁrst order accurate as  tends to zero, whereas the proposed B-spline collocation method is second order
uniformly convergent in the spatial direction. This exponentially ﬁtted method [12] does not resolve the boundary layer
but still provides accurate solutions with a uniform mesh, whereas the proposed method is boundary-layer resolving
and provides almost the same accuracy as obtained by an exponentially ﬁtted method [12]. It has been seen that the
exponentially ﬁtted method with piecewise uniform Shishkin mesh is less accurate than when the same technique is
used on a uniform mesh. Also the B-spline collocation method ensures that the solution of the semi-discrete problem is
continuous in the spatial domain ¯, whereas the exponentially ﬁttedmethod [12] provides globally continuous solutions
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Fig. 3. Numerical solution proﬁles of Example 3 for N = 128, t = 0.02 and different values of  (a)  = 1, (b)  = 2−6, (c)  = 2−12,
and (d) = 2−24.
in the subinterval [xi−1, xi+1] and the upwind ﬁnite difference scheme [2] gives the solution only at the chosen mesh
points.
7. Conclusions
A numerical method is developed to solve a one-dimensional singularly perturbed parabolic initial-boundary value
problem. This method is based on the implicit Euler method for the temporal discretization and the B-spline collocation
method in the spatial direction with a piecewise uniform Shishkin mesh for the system of ordinary differential equations
resulting from the time discretization. The method is shown to be uniformly convergent i.e., independent of mesh
parameters and perturbation parameter . The performance of the proposed scheme is investigated by comparing the
results with those of the upwind ﬁnite difference scheme with a piecewise uniform mesh for three well-known linear
problems. It has been found that the proposed algorithm gives highly accurate numerical results and higher order
of convergence than an upwind ﬁnite difference scheme. It has also been seen that the accuracy in the numerical
results for the proposed scheme is comparable to that obtained by the exponentially ﬁtted method with a uniform
mesh [12]. The proposed method gives, in fact, more accurate results than many other boundary-layer resolving
methods.
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