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We argue that web service discovery technology should 
help the user navigate a complex problem space by 
providing suggestions for services which they may not be 
able to formulate themselves as (s)he lacks the epistemic 
resources to do so. Free text documents in service 
environments provide an untapped source of information 
for augmenting the epistemic state of the user and hence 
their ability to search effectively for services. A 
quantitative approach to semantic knowledge 
representation is adopted in the form of semantic space 
models computed from these free text documents. 
Knowledge of the user’s agenda is promoted by 
associational inferences computed from the semantic 
space. The inferences are suggestive and aim to promote 
human abductive reasoning to guide the user from fuzzy 
search goals into a better understanding of the problem 
space surrounding the given agenda. Experimental results 
are discussed based on a complex and realistic planning 
activity.  
I. INTRODUCTION  
Current approaches to service discovery are based on 
keyword searching seen through the use of UDDI-style 
service description repositories and machine-readable 
service classifications based on ontologies. Proposals 
such OWL-S, 1  WSDL-S 2  and WSMO 3  allow for the 
development of ontologies through which service 
providers can annotate services, typically their inputs and 
pre-conditions, outputs and post-conditions, functionality, 
non-functional properties and organizational context 
(operational and governance roles). In support of finding 
dependent services and composing them, approaches to 
reasoning about service descriptions through description 
logics have been developed (see for example [7,12]), and 
more recently semantic approaches [4,13]. Taken 
together, this reflects the strategy of the Semantic Web. 
Semantic Web driven approaches to service discovery 
are suitable in tightly-coupled and well-scoped domains 
where users can readily determine what services offer and 
                                                           
1 See http://www.daml.org/services/owl-s/ for more 
details. 
2 See 
http://www.w3.org/2005/04/FSWS/Submissions/17/WSD
L-S.htm for more details. 
3 See http://www.wsmo.org/ for more details. 
how they can be independently utilized from search 
results. For wider federations, however, where services 
come from a variety of domains, the different and 
intricate contexts of services from many sources cannot 
be contained in structured search schemas. Whole-of-
government services frameworks (e.g., DirectGov)4 and 
service marketplaces (StrikeIron)5  illustrate this. Their 
discovery engines support generic information about 
services and act as “pointers” to the existence of services 
where users can consult further sources. Axiomatically, 
users are meant to know what they are looking for, with 
discovery tools helping them along the way. Left by the 
wayside are large sources of textual documentation about 
services, in their business, strategic, tactical, legal or 
legislative, communal, jurisdictional, and demographic 
contexts – just to name a few. Sources of service 
knowledge dispersed through the environment in which 
services operate – jurisdictions, business missions, 
consumption points and so on – are enriched with latent 
knowledge about services and their contexts. These 
remain untapped in service environment by conventional 
techniques of service discovery.  
Information retrieval offers the possibility of 
expanding the effectiveness of service discovery. The 
descriptions of services are treated as documents and the 
service need is expressed by a query comprised of search 
terms. The information retrieval (IR) mechanism ranks 
service descriptions with respect to the given query by 
means of a matching function. The effectiveness of the 
traditional IR approach to service discovery starts to 
degrade when the associated need becomes sophisticated. 
Consider a complex goal like opening up a coffee shop in 
an urban region whose affairs fall under the jurisdiction of 
more than one layer of government, and where the 
services of relevance cut across public and private 
boundaries. Pertinent services span beyond the various 
tasks of business registration into a spectrum of issues 
such as occupational health and safety, tax, employment, 
future natural resources plans, market demographic 
viability, incubation subsidies and personal investment 
leverage etc. This example, reminiscent of planning 
activities, demonstrates a need for services not easily 
                                                           
4 See http://www.direct.gov.uk/Homepage/fs/en for more 
details. 
5 See http://www.strikeiron.com/ for more details. 
satisfied by perusing ranked lists of service descriptions. 
We argue that web service discovery technology should 
help the user navigate a complex problem space by 
providing suggestions for services which they may not be 
able to formulate themselves as (s)he lacks the epistemic 
resources to do so. For example, when the service for 
obtaining a food license has been completed, the 
discovery engine could suggest a service for a music 
license, or one for footpath dining, say. It is important to 
note that not all suggestions for services can be “hard-
wired” in advance.  
An important distinction in meeting both service needs 
can be made between “need” and “agenda”.  The “need to 
set up a coffee shop” understates the problem. In our 
view, it is conceptually more precise to state that the 
human agent in question has an agenda. Gabbay and 
Woods  [5] state, “An agenda is something like a network 
of tasks or programmes to be discharged”. This 
description suggests a complex need, not fulfilled by a 
single action.  Agendas are closed when the various 
constituent tasks, or sub-agendas, are completed. For this, 
the processing of relevant information is required. 
Gabbay and Woods [5] acknowledge the epistemic 
challenges in the following way: “Agendas sometimes 
call for information of a type that agent X more or less 
expressly desires to have, and also for information which 
he would desire to have if he only knew about it, so to 
speak”. In more down to earth terms, X confronts a 
problem of ignorance [6]. Agent X has a target in the 
form of agenda A and that target cannot be attained from 
what X currently knows (or equivalently from K, his or 
her current knowledge base). Three courses of action are 
possible. The first is capitulation. The second option is to 
overcome the ignorance by extending K to K*. This 
option entails coming to know what information I is 
relevant to closing the agenda A. In practice, this option is 
hard to adopt because for complex agendas it is a 
formidable problem to even know what needs to be 
known. The third option is presumptive attainment: X 
finds information I, which, together with K would help 
advance the agenda. It is important to note, the third 
option pivots around conjecture – agent X hypothesizes 
that information I will help close the agenda. (S)he 
doesn’t  know this to be the case. 
Presumptive attainment is fundamental to a mode of 
inference known as abduction. Gabbay and Woods [6] 
argue convincingly “abduction is a response to a cognitive 
target that cannot be hit on the basis of what the agent 
currently knows”. Put crudely, if agent X doesn’t know 
what the answer to his or her problem is, (s)he guesses 
which I may help advance the agenda. Here we are not 
referring to whimsical guesses, but rather guesses in 
which X would be willing to invest as X believes they 
may help close the agenda at hand. For example, agent X 
may guess that a special license may be required to permit 
dining on the footpath outside the coffee shop. X doesn’t 
know this to be the case, but nevertheless is willing to 
invest time and effort to pursue it, for example, by 
searching for a relevant web service. 
In summary, we argue the following: For more 
complex agendas requiring a service-based solution, 
agents will encounter significant problems of ignorance, 
as the coffee shop example illustrates. In response, the 
agent resorts to abduction. In the light of this, how can 
web service discovery technology best be positioned? Our 
conviction is the technology should actively support 
presumptive attainment, for example, by producing 
suggestions promoting conjecture in the agent. We view 
such suggestions as being the triggers for finding the 
relevant information needed to close the agenda. For 
example, the technology may produce the suggestion 
“liquor” which leads X to conjecture that there may be 
liquor licenses that need to be secured. Our view of web 
service discovery is not only about the retrieval of 
relevant web-based services but also helping the agent 
discover what it is (s)he needs to know in order to close 
the agenda at hand.  
II. COGNITIVE SEMANTICS AND ABDUCTION  
One of the goals of the Semantic Web is to allow 
computers and people to work in cooperation. Gärdenfors 
[8] argues that in order to achieve this goal, consideration 
must be given in how humans process concepts.  An 
important aspect of this processing is the transaction of 
inference. Our position is essentially the following: in 
order for technology to produce abductive inferences to 
support web service discovery, the technology must 
compute inferences which accord with those people 
would make. This suggests abductive inference 
mechanisms should be based on operational variants of 
cognitive semantics to produce the suggestions described 
in the previous section. The question naturally arises as to 
how to gain computational forms of cognitive semantics.  
To illustrate how the gap between cognitive knowledge 
representation and actual computational representations 
can be bridged, the Hyperspace Analogue to Language 
(HAL) model is used [3,11]. HAL produces 
representations of words in a high dimensional space that 
seem to correlate with the equivalent human 
representations. Burgess, Livesay and Lund [3] note 
“...simulations using HAL accounted for a variety of 
semantic and associative word priming effects that can be 
found in the literature...and shed light on the nature of the 
word relations found in human word-association norm 
data”. HAL takes a corpus of text as input and learns a 
representation of words by accumulating weighted 
associations of co-occurring words in the context of fixed 
length window. More specifically, given a vocabulary of 
n words drawn from the corpus in question, HAL 
computes an n x n matrix by moving a window of length l 
over the corpus by one word increments, ignoring 
punctuation, sentence and paragraph boundaries. All 
words within the window are considered as co-occurring 
with strength 1. When the counts of the sliding window 
are aggregated, the strength of association between words 
becomes proportional to the distance between the words, 
because words that are closer together co-occur in more 
windows. Each row i in the matrix represents the 
accumulated weights of association of words that occur 
before i within context windows. Conversely, column i 
represents the accumulated weights of association of 
words that appear after i within context windows. By way 
of illustration, Table 1 depicts a HAL matrix constructed 
from the text “Tax service: File number registration 
service”, with n = 5 and l = 4. The quality of HAL vectors 
is influenced by the window size: the longer the window, 
the higher the chance of representing spurious 
associations between terms. A window size of eight or ten 
has been used in various studies [1, 2, 3, 11].  
If preservation of pre- and post- word orders is not 
necessary in a HAL matrix [1, 2], the row and column 
vectors corresponding to a given word i are added 
together to produce a single vector representation for that 
word. In the context of Table 1, the term “service” would 
be represented by addition of the column vector (tax: 0, 
service: 1, file: 4, number: 3, registration: 2)  representing 
post word order co-occurrences of the tem “service” with 
the row vector (tax: 4, service: 1, file: 2, number: 3, 
registration: 4) representing its pre-word order co-
occurrences resulting in the vector (tax: 4, service: 2, file: 
6, number: 6, registration: 6). This shows how the 
representation of a word w is based on weighted 
associations to words seen in the context of w.  
 
 
TABLE 1.  EXAMPLE HAL MATRIX 
 tax service file num reg 
tax         
service  4 1 2 3 4 
file  3 4      
num  2 3 4     
reg  1 2 3 4   
 
 
 
 
 
 
The WORDSPACE model is a variation of HAL in 
which the columns of the matrix represent significant 
content-bearing words (e.g., [13]). The resulting matrix is 
not square as in HAL, but an n x m matrix, where m 
represents the number of content bearing words, and n the 
vocabulary size. The row vectors are normalized to unit 
length. Finally, the resulting matrix is projected into lower 
dimensionality by singular value decomposition (SVD), a 
theorem from linear algebra. SVD has been instrumental 
in producing correlations with several human cognitive 
phenomena involving association or semantic similarity 
[9]. 
A WORDSPACE semantic space S used in this article 
is an n x m matrix, where n is the size of the term 
vocabulary. S[i,j] denotes the strength of co-occurrence of 
the term i within the context of term j. The vector 
representation of a word j is the j’th row of S, and is 
denoted sj.  The length of the vector sj, is denoted by |sj|. 
HAL and WORDSPACE are exemplars of a growing 
ensemble of computational models emerging from 
cognitive science that are generically referred to as 
semantic space. (See  [3,9,10,11] for papers on prominent 
semantic space models). The term “semantic” derives 
from the intuition that words seen in the context of a 
given word contribute to its meaning. Semantic spaces 
provide a geometric, rather than propositional, 
representation of knowledge, and moreover have success 
in knowledge representation “in the large”, for example, 
the HAL model described in [3] was computed over 160 
million words. 
III. ABDUCTION IN SEMANTIC SPACE  
Human abductive reasoning has been modeled in terms 
of a filtration structure [6]. This can be imagined as 
funnel taking a space of possibilities and refining them 
through successive filters. More specifically, Gen is a 
sublogic which generates a space of suggestions U. Next, 
the engagement sublogic, Engage, engages those elements 
of U relevant to the problem at hand. The result of 
Engage is a proper subset of U, namely R, the set of 
relevant suggestions for possible consideration. In turn, 
the plausibility filter contracts R to a set of possibilities 
for actual consideration, represented by P. Finally, the 
discharge sublogic Dis transforms the plausible 
suggestions into a premise (or premises). The distinction 
between a suggestion and premise is important. Agent X 
may consider several suggestions in relation to agenda A, 
but a premise is a suggestion on which X is willing to act. 
In summary, the triple (U, R, P) represents a “filtration” 
structure on the initial space of suggestions, in which 
succeeding spaces are cut downs of their predecessors. 
Suggestions can be computed from semantic space as 
follows. A corpus of text is identified and a semantic 
space is constructed from it, for example, WORDSPACE 
(an example of a corpus service related information is 
given in the next section). Typically the agent will not be 
totally ignorant, but rather will be aware of certain aspects 
of the agenda which can be used as initial points of 
exploration into the problem space. These aspects are 
dubbed triggers. An initial trigger t provides an entry 
point into the problem space surrounding agent X’s 
agenda A. The task is to abduce relevant and plausible 
suggestions from the underlying semantic space. Say the 
trigger is “coffee shop”, suggestions such as “food”, 
“waste disposal”, “workers compensation”, 
“occupational, health and safety”, “signage”, etc. can be 
considered by the agent, and those that firm into premises 
can be used at the basis for queries to retrieve pertinent 
web services. In other words, the goal of the suggestions 
is to discover additional triggers of which the agent may 
not be aware. In other words, triggers can lead to the 
discovery of other triggers. In this way, the agent can 
begin to construct a map of the problem space. In short, 
the suggestions will hopefully provide clues for retrieving 
and coming to know the information I necessary to query 
for services necessary to close the (sub)agenda at hand.  
In the following, the letters i, j, k represent arbitrary 
words in the semantic space and si, sj and sk represent the 
associated vector representations. The integer n refers to 
the number of distinct terms used to construct the 
semantic space.  
In the literature, the cosine between si and sj gives a 
measure of the semantic association between terms i and j 
[9]. The assumption underlying cosine is the smaller the 
angle between i and j, the higher the strength of semantic 
association: 
! 
cosine(si,s j ) =
si " s j
| si || s j |
 (1) 
where si•sj denotes the scalar, or “dot” product of the 
respective vectors.  
Vector negation in semantic space can be used to refine 
the relevance of suggestions computed from semantic 
space. It allows the agent X to bring to bear what X 
already knows, or needs to know, in relation to a 
(sub)agenda. This is achieved by expressing aspect X 
wishes to exclude in relation to a concept at hand. For 
example, in relation to the coffee shop, X may be 
interested to close a sub-agenda dealing with employee 
issues, but X is not interested in the aspect of 
compensation. This is expressed as the vector negation 
“employee NOT compensation”. Vector negation in 
semantic space has been used to good effect in find word 
senses [14]. In web service discovery, the different 
senses, or aspects, of a crucial concept can be important in 
relation to the agenda. Examples will be given later that 
attempt to illustrate this phenomenon. 
 
! 
i NOT j " si #
si $ s j
s j
2
s j  (2) 
where j is a term representing the aspect to be ignored. 
Vector negation has been generalized to i NOT (j1 OR 
… OR jn) allowing n irrelevant aspects of i to be 
excluded. Even though the disjunction (j1 OR … OR jn) is 
a subspace of the semantic space S, the expression can be 
computed as single scalar product thereby facilitating its 
efficient computation [14,15].  
The above equations are now placed in the context of 
the filtration structure (U, R, P) of human abductive 
reasoning. Cosine and vector negation can be used to 
operationalize the sublogic Gen which computes 
suggestions u which populate U in relation to a given 
trigger t. Each formula allows suggestions to be ordered 
on decreasing strength of association to t. For example, if 
cosine is used, the suggestions will be ordered on 
decreasing cosine (increasing angle) with t. In order to 
prevent information overload, only highly ranked 
associations could be shown to agent X. (Some examples 
will be given in the case study to follow).  
The sublogic Engage endeavours to deliver relevant 
suggestions from the space U. Research into data mining 
has repeatedly shown that it is relatively easy to compute 
associations; computing relevant associations is much 
harder. This important issue will not be dealt with in this 
article as we first intend to explore the question of 
whether useful associations can be computed. 
Finally, agent X peruses the ranking produced by 
sublogic Gen and identifies those suggestions u which are 
plausible for closing a (sub)agenda, for example, by 
searching for appropriate services related to u. For 
example, the agent may employ specific government 
search tools for such services. The Dis sublogic is 
ultimately the province of agent X, as (s)he will 
ultimately chose those suggestions deemed worthy of 
action. 
IV. CASE STUDY 
This section presents experimental results, intended to 
investigate the feasibility of operational abduction to 
produce useful suggestions in relation to the coffee shop 
agenda.  
A. Materials  
All twenty-six documents providing fact sheets for 
small business6 were downloaded from the Queensland 
Government’s site. These documents provide information 
about pragmatic, as well governance issues in relation to 
setting up a small business. None of the information 
specifically relates to establishing coffee shops. The 
resulting corpus comprised approximately 170KB of text. 
Table 1 depicts example document titles drawn from the 
corpus. 
 
 
 
                                                           
6 http://www.smartsmallbusiness.qld.gov.au 
TABLE 1.  EXAMPLE DOCUMENTS 
 
Control Accounting and Record Keeping 
Alternative Dispute Resolution 
Forecast Annual Profit Budget 
Choosing the Best Legal Structure 
Companies 
Contractor or Employee 
Duties and Responsibilities of Company Directors 
Employees 
Exporting 
Financing your Small Business 
 
B. Method  
A set of triggers {“Employees”,  “business insurance”, 
“tax”} was chosen as starting points for computing 
suggestions. These were chosen to reflect the agent 
having some knowledge of the problem space and would 
use these as initial triggers. The goal is to see how well 
operational abduction from semantic space can enhance 
these initial triggers with suitable suggestions. Each 
trigger was used to “query” the semantic space resulting 
in a ranked list of words accompanied by the strength of 
association with the trigger. Suggestions were computed 
using cosine (Equation 1) and vector negation (Equation 
2). These two equations perform well in producing 
semantic associations, so the feasibility study attempts to 
shed light on how well semantic association furnish useful 
abductions from semantic space. For example, if the 
trigger t = “Employees”, InfoMap computes the cosine 
between this word and all other words in the semantic 
space and ranks them according to decreasing cosine 
(increasing angle) between t and the word in question. 
This is referred in the literature as the “semantic 
neighbourhood” of t. The top twenty-five words are 
returned with an associated weight representing the 
strength of association with the given trigger. Each word 
can be considered a suggestion (abductive inference), 
denoted u in the preceding section. When viewing the 
result figures below, the ranking is more important than 
the strength of the association. The value twenty-five is 
arbitrary but reflects the assumption that agents will 
probably not be inclined to wade through too many 
suggestions to identify those warranting presumptive 
attainment. 
 
C. Evaluation  
The usefulness of suggestions is determined by 
whether the suggestions accorded with a web-based 
service for advising small businesses provided by 
government.7. Table 2 summarizes the suggested licenses 
provided by this service. The bolded items serve as the 
actual benchmark for the feasibility study as these cover 
                                                           
7 http://www.sd.qld.gov.au/dsdweb/htdocs/slol/ 
issues dealing with a generic small business, which is the 
theme of the collection within this semantic space.  
 
TABLE 2.  BENCHMARK FOR COMPARISON  
 
ABN registration 
Advertising signage - Brisbane 
Training contract (apprenticeship) 
Workers compensation 
Workplace registration 
FBT requirements 
Music Performance/ Broadcast Licence (APRA) 
Music Public Performance Licence (PPCA) 
Music Video Public Exhibition Licence 
Trade Mark registration 
Vehicle Registration (commercial vehicles) 
Development permit (IDAS) - Brisbane 
Food business licence to conduct 
Food operator Brisbane 
Food sales (Premises, place or vehicle) 
Food sales (place or vehicle)- Brisbane 
Footparh usage/obstruction - Brisbane 
Outdoor dining - Brisbane 
Trade waste - Brisbane 
 
 
 
 
Figure 1.  Trigger t="Employee"  
 
 
 
 
 
 
 
 
entitlements: 
terminations: 
antidiscrimination: 
hiring: 
awards: 
wageline: 
det: 
quarterly: 
dismissals: 
legislation: 
recognise: 
employee: 
safety: 
agreements: 
withholding: 
pay: 
workplace: 
: 
0.77 
0.70 
0.62 
0.62 
0.61 
0.58 
0.55 
0.55 
0.55 
0.54 
0.53 
0.53 
0.49 
0.48 
0.47 
0.45 
0.44 
: 
The benchmark is broken up as follows for 
ensuing analysis:  
• E: Two licenses deal with employee (E) 
issues (“Workers compensation”, 
“apprenticeship”) 
• T: two licenses deal with tax (T), (“ABN 
registration”, “FBT requirements”)  
• R: The rest pertain to set up (e.g., “signage”, 
“Trade mark”) and running of the business 
In the results given below, terms in bold flag relevant 
associations. 
D. Results  
Figure 1 depicts suggestions in relation to the trigger 
“Employee”. Observe how many of the terms flag 
potential other triggers in relation to employees, e.g. 
“entitlements”. (“Workers compensation” in the 
benchmark is covered by this suggestion). In addition 
“award”, “wageline” reflect important issues in relation to 
employees, the former relates to trade union related 
workers rights. Each of these could then be used as 
further triggers, for example, “wageline” may serve as a 
trigger to locate an online service to cater for employee 
wages. “Workplace” and “agreements” are significant 
suggestions as these refer to workplace agreements 
necessary under law. Notably the benchmark does not 
reflect this important issue. Figure 2 attempts to simulate 
the situation whereby the agent is interested to explore 
suggestions in relation to employees but not in relation to 
“entitlements” or “terminations”. In this case, the 
suggestion “contractor” is produced. (Contractors need 
not receive entitlements or termination conditions). This 
is a useful tangential suggestion in relation to employees 
as it may prompt the agent to consider hiring contractors 
or casual, apprentice personnel, instead of permanent 
staff.  
 
employee: 
contractor: 
typically: 
directions: 
performs: 
piece: 
employer: 
parcel: 
bears: 
ordinarily: 
remedy: 
worker: 
defective: 
necessarily: 
delegate: 
employer's: 
integration: 
: 
0.89 
0.84 
0.84 
0.82 
0.82 
0.81 
0.81 
0.81 
0.81 
0.80 
0.78 
0.77 
0.76 
0.75 
0.71 
0.71 
0.71 
: 
Figure 2.   Trigger t = “Employee NOT (entitlements, terminations)” 
Figure 3 depicts the associations computed in relation 
to the trigger “business insurance”. Of note are 
suggestions related to vehicles, an issue mentioned in the 
benchmark. The suggestion for “food” is interesting. This 
may lead to the hypothesis that the agent needs to secure 
special insurance in relation to food. The typical agent 
may not be aware of this. Post hoc inspection of the 
corpus after tabling the results revealed this to be the case: 
“..an insurance broker is obliged to represent your 
interests and can provide valuable information and 
assistance, particularly if your business is classed as an 
insurance high risk, such as a fast food shop”. 
Figure 4 shows several relevant suggestions in relation 
to tax issues including ABN, present in the benchmark, 
but FBT (Fringe Benefits Tax) another tax related issue is 
not suggested. Post hoc inspection of the corpus revealed 
that FBT is not mentioned at all. This constitutes a glaring 
omission of those who constituted the documents. 
In summary, operational abduction could conceivably 
support the discovery of 2/2 employee (E) related issues, 
1/2 tax (T) issues, and 2/5 ancillary (R) issues.  
 
E. Discussion  
The preceding figures are only illustrative. 
Nevertheless, there is some basis for further investigation. 
Even though roughly half the benchmark issues were 
uncovered, post-hoc analysis revealed the majority of 
misses were not due to operational abduction, but a lack 
of coverage in the underlying corpus. In addition, it is 
quite surprising that operational abduction seemed to 
produce suggestions flagging issues, which should have 
been present in the benchmark solution. Perhaps this 
reveals another use for abduction, that is, checking of 
completeness of hard-wired solutions for web services. In 
addition, operational abduction also seems to produce 
useful tangential suggestions, which are sometimes quite 
surprising as shown by the “food” suggestion in relation 
to “business insurance”.  In short, operational abduction 
using cosine and vector negation do uncover useful 
suggestions but the coverage of the suggestions is 
naturally constrained by the coverage of the text corpus 
from which the semantic space is constructed. 
 
 
business: 
insurance: 
singular: 
fleets: 
uninsured: 
talk: 
succession: 
vehicles: 
insured: 
clarify: 
bear: 
householders: 
taking: 
choices: 
restoring: 
policy: 
valuation: 
obliged: 
interruption: 
considerably: 
peril: 
replacement: 
risky: 
food: 
: 
0.73 
0.73 
0.71 
0.69 
0.69 
0.68 
0.68 
0.68 
0.66 
0.65 
0.65 
0.65 
0.64 
0.61 
0.60 
0.60 
0.59 
0.59 
0.59 
0.58 
0.58 
0.58 
0.58 
0.58 
: 
Figure 3.  Trigger t = “business insurance” 
Considerable numbers of suggestions turn out to neutral 
or irrelevant. Some could perhaps be filtered out using 
extra information such as part-of-speech. For example, 
only those words with part-of-speech “noun”, or “proper 
name”, would be presented.  
Alternatively a query Q could conceivably be 
constructed that corresponds closely with a closing 
criterion for agenda A as intended by Agent X. 
Constituents of Q would be suppressing associations of 
each other so as to generate a reasonable subset of 
relevant associations subject to further 
scrutiny. In other words, every word in Q filters all 
potential associations of all other words in Q so that only 
those associations "survive" that are consistent with every 
word in Q, therefore more elaborate queries obtain less 
associations. Filtering can be achieved not by explicit 
suppression, but by relatively high prominence in contrast 
to alternatives. Such a phenomenon can be obtained in a 
cognitively plausible way through the application of a 
spreading activation approach to association building. 
It is not the intention that the ranked lists would be 
presented as such to the user. The semantic space model 
should be extended to present phrases instead of 
individual words. For example, “workplace agreements” 
instead of “workplace” and “agreements” as separate 
words. This is a matter of further investigation. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4.  t = “tax” 
F. Summary and Conclusions 
For more complex agendas requiring a service-based 
solution, agents will encounter significant problems of 
ignorance. In response, the agent resorts to presumptive 
attainment, which is acting on premises that the agent 
believes will help close the agenda. Our conviction is web 
service technology should actively support presumptive 
attainment, for example, by producing suggestions 
promoting conjecture in the agent. Such suggestions are 
viewed as triggers for identifying issues needed to close 
the agenda. The computation of suggestions is modeled in 
terms of an abductive filtration structure and 
operationalized by means of semantic space models. 
Semantic space models have emerged from cognitive 
science and represent concepts in a high dimensional 
space. Consequently inferences can be computed by 
means of association rather than deduction. Observe that 
our conception of inference is very different to the 
deductive description logics proposed within the Semantic 
Web community. Our conviction is that logics related to 
web service discovery should be cognitively motivated 
and modeled on associational/analogical inference. Such 
inference is pragmatically attuned and hence aligned with 
the practical inferences transacted to close an agenda. 
Furthermore, the text corpus, or corpora, used to prime 
the semantic space comprise valuable information about 
services, which is usually ignored in a web service 
discovery solution.  
A feasibility study using a realistic and complex 
planning problem revealed that suggestions “abduced” by 
semantic association (cosine and vector negation) have 
tax: 
declare: 
provisional: 
marginal: 
instalment: 
exposed: 
contacted: 
governments: 
credits: 
taxed: 
dividends: 
imputation: 
lower: 
avoidance: 
deductions: 
equally: 
licensing: 
evasion: 
prosecution: 
ABN: 
shareholders: 
: 
1.00 
0.69 
0.66 
0.66 
0.65 
0.64 
0.63 
0.63 
0.62 
0.62 
0.62 
0.62 
0.61 
0.61 
0.61 
0.61 
0.60 
0.60 
0.58 
0.58 
0.56 
: 
potential for identifying useful triggers for presumptive 
attainment, however, the coverage of the suggestions is 
determined by the underlying corpus from which the 
semantic space is constructed. As a consequence, it is 
important to consider carefully which textual information 
will be used to construct the semantic space. Anecdotal 
evidence from the feasibility study shows operational 
abduction has the capability to produce relevant tangential 
suggestions. These may not only be of benefit to the 
agent, but also could also be employed to assess the 
completeness of a hard-wired web service solution. 
Further research will be directed at deriving mechanisms 
for uncovering “creative suggestions”, for example, by 
means of information flow [1] and reusing successful 
hypotheses from others. 
In short, our view of web service discovery is not only 
about the retrieval of relevant web-based services but also 
about helping the agent map the problem space of the 
agenda at hand. From this map the agent will be in a 
better position to query for services to help close their 
given agenda. 
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