Outlier detection is a major topic in robust statistics due to the high practical significance of anomalous observations. Many existing methods are, however, either parametric or cease to perform well when the data is far from linearly structured. In this paper, we propose a quantity, Delaunay outlyingness, that is a nonparametric outlyingness score applicable to data with complicated structure. The approach is based a well known triangulation of the sample, which seems to reflect the sparsity of the pointset to different directions in a useful way. In addition to appealing to heuristics, we derive results on the asymptotic behaviour of Delaunay outlyingness in the case of a sufficiently simple set of observations. Simulations and an application to financial data are also discussed.
Introduction
Heuristically, an outlier is a point that is different from the majority of the data. According to Hawkins (1980) : "An outlier is an observation that deviates so much from other observations as to arouse suspicion that it was generated by a different mechanism." Due to their significance in various contexts, several methods for outlier detection have been proposed (Hodge and Austin (2004) ).
In this paper, we propose a simple nonparametric approach to outlier detection that is based on the geometry of the sample. The method seems to successfully distinguish outliers from samples that are problematic for many existing outlier detection methods (see Figure 1) . We also derive a result, according to which, the method will asymptotically detect a finite set of points outside a sufficiently simple set.
The method is based on the Delaunay triangulation of a sample. In addition to having desirable theoretical properties and demonstrating good performance in both simulated and real-data applications, the method appeals to intuition. Implementation is also feasible, as computational aspects of the Delaunay triangulation have been extensively studied and efficient algorithms are known (Lee and Schachter, 1980) . There is, however, rather little previous literature on Delaunay triangulations, or the dual structure, Voronoi diagrams, in relation to outliers (see e.g. Min-qi et al. (2008) , Liebscher et al. (2013) and Qu (2008) ).
The paper is organized as follows: Delaunay outlyingness is introduced in Section 2. Certain asymptotic properties of Delaunay outlyingness in the case of a random variable taking values from a compact strictly convex set are considered in Section 3. We apply Delaunay outlyingness to simulated and real in Section 4. Concluding remarks are given in 5. Technical proofs are given in the Appendix. 
Delaunay outlyingness
The Delaunay triangulation is a well known object in geometry due to its special properties and relation to other interesting objects such as the minimum spanning tree (Preparata and Shamos, 2012) . Well studied applications of Delaunay triangulations include density estimation (Schaap, 2007) and finite element methods (Shewchuk, 2002) .
We begin by reviewing the definition of the Delaunay triangulation. Degeneracies can be excluded as follows. Definition 1. A finite set of points F ⊂ R k is said to be in general position if the points do not lie on a k − 1 dimensional plane and no k + 2 points are cospherical.
Let X : Ω → R k be a random variable with a density. Then the set of values of n > k i.i.d. copies of X are in general position with probability one.
Definition 2. Let F ⊂ R k be a finite set of points in general position. The
Voronoi diagram of F is the collection of sets {V x } x∈F defined by
where d is the Euclidean metric. The sets V x are called Voronoi cells.
For points in general position, the Delaunay triangulation can be uniquely defined as the dual of the Voronoi diagram (for reference see e.g. Toth et al. (2004) Chapter 23). Recall that a (finite) undirected graph is a pair G = (F, E) with F a finite set and E ⊂ {{x, y} | x, y ∈ F }. The set F is called the set of nodes of G and the set E is called the set of edges of G. Points x, y ∈ F are said to be adjacent if {x, y} ∈ E.
Definition 3. Let F ⊂ R k be a finite set of points in a general position and let {V x } x∈F be the Voronoi diagram of F . The Delaunay triangulation of F , denoted DT (F ), is the undirected graph (F, E) with the following property.
The duality between the Voronoi diagram and the Delaunay triangulation of F is illustrated in Figure 2 . Note that that points are adjacent if and only if the corresponding Voronoi cells V x share boundaries. Note also that the edges of the Delaunay triangulation tend to be shorter for points whose corresponding Voronoi cells are small. The heuristic is that the distance between a point and the edge of the corresponding Voronoi cell to a direction is related to the nearest neighbour of the point to that direction (more specific statement given in Lemma 3).
We define some notation for convenience.
Definition 4. Let x, y ∈ R k . We denote by L({x, y}) the line segment connecting the points x and y, i.e.
Definition 5. Let T ⊂ R k be a line segment, i.e. there are x, y ∈ R k such that T = L({x, y}). We denote the length of the line segment T by λ(T ), i.e.
We propose the following quantity for an outlyingness measure of a point.
Definition 6. Let F ⊂ R k be a finite set of points in general position. Let
. For x ∈ F , denote by E(x) the set of edges e ∈ E such that x ∈ e. The Delaunay outlyingness function
That is, the geometric mean of the lengths of the edges in E(x).
To illustrate the manner in which Delaunay outlyingness reflects the structure of the sample, consider the sample F plotted in Figure 
A consistency property
Definition 7. A compact convex set K ⊂ R k is a compact strictly convex set, if, for any x, y ∈ K and 0 < λ < 1, the point λx + (1 − λ)y is an interior point of K. We establish a consistency property in the case of a compact strictly convex set: Consider a sample F ∪ U n consisting of a finite set of points F disjoint from a compact convex set K and a set of n observations U n ⊂ K.
Now for all x ∈ F , f F ∪Un (x) > ε for some ε > 0 and all n. Simultaneously
We define some notation used throughout this section. Let x ∈ R k and
We will also denote the boundary of a set A ⊂ R k by ∂A.
The boundary of A, denoted ∂A, is the set of points x ∈ R k with the following property: Let U x be any open
The boundary of any set is closed. Also, a compact set in R k contains its boundary. The only subsets of R k that have an empty boundary are ∅ and
Lemma 1. Let K ⊂ R k be a compact strictly convex set and let ε > 0,
Note that θ(ε) is a monotone increasing function with respect to ε > 0.
Lemma 1 allows one to derive the following result.
Lemma 2. Let K ⊂ R k be a compact strictly convex set. Let X n : Ω → K be a sequence of i.i.d random variables with a nonzero density over K and denote the sample {X 1 (ω), . . . , X n (ω)} by U n . Consider the random Delaunay triangulations DT (U n ) = (U n , E n ) and let
Theorem 1. Let K ⊂ R k be a compact strictly convex set. Let X n : Ω → K be a sequence of i.i.d random variables with a nonzero density over K and
Consider the Delaunay outlyingness f Un∪F . There is
with γ n → P 0.
Examples
In Section 4.1, we consider a simple simulated setting, where we put a single point at the origin and draw points from an uniform distribution around the boundary of the unit sphere. In Section 4.2 we apply the method to stock price data.
A point at the center of the unit sphere
Consider a spherically distributed random variable X :
where R is uniformly distributed over the interval [0.7, 1.1] and Θ is uniformly distributed on the unit sphere S k−1 . The random variables R and Θ are independent. We simulate the values of Delaunay outlyingness, when the sample U n consists of values of n independent copies of X and the set of outliers F is the set {0}. Almost similar setting in dimension 2 is displayed in Figure 1 .
In the first setting, we simulated 5000 samples U 299 of X in dimension 4, each consisting of 299 observations. We then calculated the values of the Delaunay outlyingness f U 299 ∪F (x) for all x ∈ U 299 ∪F . In Figure 4 , we display a histogram of the corresponding ratios f U 299 ∪F (x)/f U 299 ∪F (0), with x ∈ U 299 .
We call the ratio f U 299 ∪F (x)/f U 299 ∪F (0) the relative outlyingness of x ∈ U 299 .
Note that the vast majority of the observed relative outlyingness values are well below 1, i.e. the point at the origin is clearly separated from most of the points observed. During the 5000 rounds we observed 84 relative 
Stock prices
Let u i be the opening prices of General Electric (GE) Company stock and We identify outliers by setting a threshold α on the Delaunay outlyingness and flagging all points with Delaunay outlyingness at least α as outliers. In Figure 8 , we display the results yielded by three different choices of α.
Discussion
In this paper, we have proposed a quantity, Delaunay outlyingness, that can be used as an outlyingness score of observations. The quantity is almost surely uniquely defined for continuously distributed data and is thus provides a nonparametric approach to outlier detection. The behaviour of the quantity is simple enough to be analysed under a model, it is implementable and it appeals to intuition. A consistency result was given in a simple model of Figure 8 : Plot of the points appearing in Figure 6 , with points whose Delaunay outlyingness is at least α highlighted. In the leftmost plot α = 1, in the middle plot α = 0.2 and in the rightmost plot α = 0.05.
an outlier detection situation and we presented example applications in both simulated and real data.
Due to the unique and useful structure it endows a finite set with, the Delaunay triangulation could also find wider applications in statistical methodology as a data driven alternative to parametric approaches e.g. in change point analysis of multivariate time series (see Figures 9 and 10 ). Consider for example the classical k nearest neighbour classifier in machine learning.
Delaunay triangulation provides a possibility to omit the parameter k and use the data given by the edges to a point in classification. Lemma 3. Let F ⊂ R k be a finite set of points in a general position and let DT (F ) = (F, E). Let x, y ∈ F , x = y. Then {x, y} ∈ E if and only if there is a point p, equidistant from the points x and y and such that
equidistant from x and y. If a point z ∈ V would be a strict lower bound for
x − p 2 , we would have x ∈ V z \ V x which is a contradiction.
In particular, this implies that if y is the nearest neighbour of x, then x and y are adjacent. Note also the following property of the possible test points p in Lemma 3.
Lemma 4. Let x, y ∈ R k . Let p ∈ R k be equidistant from x and y. Then
Proof. The set of points equidistant from x and y form a k − 1 dimensional plane T . Note that a ∈ T . Now, note that a is the closest point of T to x and y and the vector x − a is thus perpendicular to the plane T . Now the line from a to p is contained in the plane and p − a ⊥ x − a. Thus
Proof of Lemma 1. The metric
induces the product topology on K × K. It is well known that, as a product of compact topological spaces, K × K is compact with respect to the product topology.
Consider a function s :
The function can be expressed as s = u • t with u : K → R defined as
y. Now t is continuous with respect to the metric (2) and u is continuous in K. Thus s is continuous as a composition of continuous functions.
Let ε > 0, ε < Diam(K), and
The set U ε is nonempty, since ε < Diam(K). Consider a convergent sequence (x n , y n ) → (x, y), whose each element is in U ε . Since the metric d is a continuous function in K × K, d(x, y) is the limit of a sequence of constants d(x n , y n ) = ε and, consequentially, d(x, y) = ε. Thus (x, y) ∈ U ε and U ε is closed for all ε > 0. Now U ε is compact as a closed subset of a compact space. Thus the continuous function s attains its infimum over U ε . Denote this number by θ(ε). Let x, y ∈ K be such that
and assume that θ(ε) = 0. There is a point p ∈ ∂K that minimizes the distance of ∂K to
y. This is because distance to the point y. This is a contradiction, since p ∈ ∂K and the set K is strictly convex. Thus θ(ε) > 0 for all ε > 0.
Proof of Lemma 2. Let ε > 0. Let δ = min
is an open cover of a compact set K. Thus, there is a finite set F ⊂ U such that ∪F ⊃ K. Since X n has a nonzero density over K and K is convex, we can select the cover F so that P(X n ∈ A) > 0 for all A ∈ F. Asymptotically almost surely, there is an observation in each A ∈ F. I.e.
for all A ∈ F. Assume that this is the case. We can now show that there can not be a an edge e ∈ E n with length ε.
Let x, y ∈ U n with d(x, y) ≥ ε. According to Lemma 3, if x, y ∈ E n , there is a point p ∈ R k such that x and y are equidistant from p and they are also minimize the distance between an element of U n and p.
However, p is contained in a ball A ∈ F of radius at most ε 8
along with an observation z ∈ U n , z = x, y. By triangle inequality
Thus x and y do not minimize the distance between an element of U n and p if p ∈ K.
Assume that p ∈ K and consider the line segment L(a, p). There is q ∈ L(a, p) such that q ∈ ∂K. Now by Lemma 4
with θ(ε) as in Lemma 1. Since, in F, there is a ball A of radius at most
with A ∩ U n = ∅, there is, by triangle inequality, a point z ∈ U n with
Thus x and y are not the two nearest points of U n to p ∈ K.
Proof of Theorem 1. Let DT (U n ∪F ) = (U n ∪F, E n ). Denote, for x ∈ U n ∪F , by E n (x) the set of edges e ∈ E n such that x ∈ e.
Asymptotically almost surely, the nearest neighbour of every x ∈ U n is also in U n . This can be seen by covering K with a finite set of cubes with side
. Since K is connected, in such covering, a cube always shares an edge with another cube. When there is an observation in each cube,
for all x ∈ U n . Now, by Lemma 3 and triangle inequality, a point is adjacent to its nearest neighbour in the Delaunay triangulation.
Assume that the asymptotically almost sure bound 3 holds and consider a point x ∈ U n . The nearest neighbour of x in U n ∪ F then is a point y ∈ U n and e = {x, y} ∈ E n . Now, since x, y ∈ K, λ(L(e)) = d(x, y) ≤ Λ n , where Λ n is as in Lemma 2.
Let ∆ = Diam(K ∪ F ) and E * n (x) = {x, y ∈ E n (x) | y ∈ F } , E
• n (x) = {x, y ∈ E n (x) | y ∈ U n } .
Denote |E n (x)| = i and |E * n (x)| = j, then |E
• n (x)| = i − j. Since the nearest neighbour of x is in U n , i − j ≥ 1. Note that j ≤ |F |. We may now define γ n . When Λ n ≥ 1 or the bound (3) is invalid let γ n be any sufficiently large number. When the conditions hold, let γ n = g n . Since the conditions for γ n = g n are asymptotically almost surely valid, γ n → P 0.
