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Abstract
Matrix population models have proved popular and useful for studying stage-structured populations in
quantitative ecology. The goal of this paper is to develop and analyze a general matrix population model
that is applicable to the population dynamics of the invasive round goby fish that incorporates both stage
structure—larvae, juveniles, and adults—and dispersion. Specifically, we address the issue of whether or
not dispersion can amplify the net reproductive number. To this end, we will first review the mathematics
of matrix population models with dispersion, particularly those with an Usher demography matrix.
Techniques for computing the net reproductive number, like the graph reduction method of de-Camino-
Beck and Lewis, will be discussed. A common theme will be the usefulness of submatrices of relevant
matrices obtained by the expunging of rows and columns corresponding to non-newborns. Finally,
examples will be provided, including the calculation of the net reproductive number for multiple regions
using the graph reduction method of de-Camino-Beck and Lewis, examples where dispersion results in a
total population flourishing when the populations would otherwise go extinct, and an application to the
invasive round goby fish.
Key words. matrix population models, dispersion, patches, net reproductive number, round goby
AMS subject classifications. 37N25, 39A06, 92D25
1 Introduction
To model the dynamics of a population with distinct stages, within which the vital rates vary little,
that influence each other and the times of interest are periodic, such as months or years, the tool of choice
is a matrix population model. For models ignoring spatial variation, the other options include ordinary
differential equations (continuous time, discrete stages), partial differential equations (continuous time and
stages), and integro-difference equations models (discrete time, continuous stages).
Brief history. Concepts from what is now referred to as matrix population analysis date back to the end of
the Nineteenth Century. However, it was the work of Leslie [28, 29] in the middle of the 1940s that brought
∗Corresponding author
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the techniques to prominence. Leslie studied age-structured animal populations, but Goodman [18] and
Keyfitz [26] applied matrix population analysis to human demographics and demonstrated their equivalence
to integro-difference equation models. The famous McKendrick-von Foerster partial differential equation
can be viewed as the continuous-time and continuous-stage version of the Leslie population model. See,
for example, §8.1 of [7]. Usher [42, 43, 44] generalized the Leslie model, with forestry being the original
application, and allowed for more general stage-structured populations.
Standard references. The standard reference for matrix population models is Caswell’s [7]. To quote this
oft-quoted book (specifically, Page xviii of the Preface), “Matrix population models—carefully constructed,
correctly analyzed, and properly interpreted—provide a theoretical basis for population management.” Fur-
ther, “The methods involved may appear daunting ... but population managers deserve the sharpest ana-
lytical tools available. Their work is too important to settle for less.”
Standard references for the linear algebra content include [3, 17, 22]. The Cushing-Zhou Theorem, which
relates the growth rate of a population to the average reproductive output of an individual, can be found in
[13, 15]. More information and generalizations can be found in [31]. The graph reduction method which we
will use, due to de-Camino-Beck and Lewis, can be found in [16]. For a by-no-means-exhaustive collection
of references using matrix models and/or net reproductive numbers, many of which involve dispersion, we
suggest [1, 4, 5, 6, 11, 12, 13, 27, 30, 45] and references therein.
Scalar model. The simplest (single-stage) linear, discrete-time population model is x(t+ 1) = r x(t), with
initial condition x(0) = x0, where x(t) is the number of individuals (usually restricted to females) of a given
species at discrete time t ∈ N0, with N0 := {0, 1, 2, . . .}, and r, x0 ≥ 0. Trivially, the solution is x(t) = rt x0
for t ∈ N0, and so r is immediately recognizable as the growth rate. If r < 1, then the population decays; if
r > 1, then the population grows. Commonly, we write r := f + s, where f ≥ 0 quantifies fecundity (average
reproductive output) and s ∈ [0, 1) quantifies the survival probability. Since f st is the expected reproductive
output from a single newborn individual between times t and t+ 1 (with time t = 0 corresponding to birth),
the total expected reproductive output for the individual over his or her entire lifetime is given by the net
reproductive number R0 :=
∑∞
t=0 f s
t = f (1− s)−1. Intuitively, r and R0 are always on the same side of 1.
Matrix population model and stage structure. To the simple model x(t+ 1) = r x(t) we can add
stage structure. Stage can refer to age (for example, individuals between one and two years old), length (for
example, individuals between 5 cm and 10 cm in length), or life stage (for example, newborn, juvenile, or
adult). Suppose that xk(t) is the number of individuals of stage k at time t, where k ∈ Em and m ∈ N with
Em := {1, . . . ,m} and N := {1, 2, . . .}, is the number of stages. Then, we can form the population vector
x(t) := (x1(t) , . . . , xm(t)) ∈ Rm, which is a column vector (and not a row vector, as indicated by the com-
mas). Omitting specifics which appear later in §2, each xk(t+ 1) can be modeled as depending linearly on
the populations of all stages at time t with the coefficients given by appropriate fecundities and survival prob-
abilities. That is, we can work with a model of the form x(t+ 1) = Ax(t), with initial condition x(0) = x0,
where x0 ∈ Rm≥0, A := F+ S, F,S ∈ Rm×m≥0 , ‖S‖ < 1, and t ∈ N0. (Since xk(t+ 1) =
∑m
ℓ=1Akℓ xℓ(t), the
element Akℓ is interpreted as the contribution that the population of stage ℓ contributes to the population
of stage k from one time increment to the next.) Determining the proper values of the vital rates (sur-
vival probabilities, fecundities) is often called the calibration problem, and can be expressed as a nonlinear
maximization problem with linear constraints [32]. Note that Rm≥0 and R
m×m
≥0 respectively denote the set of
all nonnegative m-dimensional and m×m matrices. Further, we are using the L1-norm. See §A.1, which
contains a terse collection of notation, terminology, and standard results that we employ in this paper.
Dispersion. A natural extension of the model x(t+ 1) = Ax(t) is to incorporate dispersion between a
finite number of patches. These patches may be distinguished or characterized, for example, by different
basins or regions where populations congregate or even political jurisdictions. If there are n ∈ N patches,
we can regard x(t) ∈ Rmn≥0 as the population vector with the component xk+(i−1)m(t) being the number of
individuals of demographic stage k in patch i at time t. The evolution of the population can be modeled
as x(t+ 1) = Px(t), with initial condition x(0) = x0, where x0 ∈ Rmn≥0 , P := DA, D,A ∈ Rmn×mn≥0 , and
t ∈ N0. Here, multiplication by A performs demographic changes within each patch and multiplication by
D performs dispersion between the patches. The growth rate and net reproductive number in this context
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are taken to be r := ρ(P) and R0 := ρ(N), where N is the next-generation matrix that will be derived later
and ρ(·) is the spectral radius function.
Evolution of dispersal. It is not true, in general, that ρ(P) ≤ ρ(A) [2, 24]. However, it may be the case
that ρ(P) > ρ(A) for invasive species. If so, perhaps one strategy for control is to influence the parameters
so that ρ(P) ≤ ρ(A). After all, if dispersion is no longer beneficial for the growth of a population, then the
population may reduce or cease the dispersion. This is related to the evolution of dispersal [19].
Goal. The general goal of this paper is to develop and analyze a general matrix population model that
is applicable to the population dynamics of the invasive round goby fish that incorporates stage structure
and dispersion. Particularly, we investigate whether dispersion can amplify the net reproductive number.
More specifically, if R′0 and R′′0 are the net reproductive numbers for the global system respectively with
and without dispersion, can we have R′0 < 1 < R′′0 (dispersion prevents extinction)?
Discussion of results. In §2, we review standard material on matrix population models with dispersion
(see, for example, [7]), including the concepts of the growth rate r, next-generation matrix N, and net re-
productive number R0. Local demography matrices are Usher, for simplicity. For our analysis, we introduce
certain submatrices, which we call newborn submatrices, whereby rows and columns of matrices correspond-
ing to non-newborns are removed (see §2, in particular (2.15), for details). Properties are developed and
a second net reproductive number R̂0 is given which quantifies the maximum reproductive output of an
average newborn individual. Write N = DW, where D is the global dispersion matrix and we refer to W
as the partial next-generation matrix. We show that N = D ·W, ρ(N) = ρ(N), and ρ(W) = ρ(W), where
we denote by B the newborn submatrix of matrix B. Furthermore, we establish R0 ≤ R̂0 and show that
R0 corresponds to the reproductive output of an individual given by the distribution characterized by the
Perron eigenvector of N. In §3, detailed examples are provided. Notably, graph reduction is applied to
two-patch and three-patch models with only one stage dispersing and, consequently, the net reproductive
is between the smallest and largest local dispersion-free net reproductive numbers. Moreover, a two-patch
example is given in which the individual populations would go extinct in isolation yet dispersion enables
the total population to grow. In §4, we apply the preceding material to the invasive round goby fish. In
§5, concluding remarks and open problems are stated. Finally, material that would disrupt the flow of the
main narrative are located in the appendices. Standard notation, terminology, and results we use is briefly
described in §A.1 and a more detailed review of graph reduction is presented in §A.2. Unless otherwise
stated, proofs are either in §B or are omitted for brevity.
2 Matrix Population Model with Dispersion
In the mathematics of population, the Leslie matrix is the fundamental model for a stage-structured
population in which time is discrete. As time increments, individuals must proceed from one stage—usually
interpreted as age—to the next. The Usher matrix generalizes the Leslie matrix by allowing individuals
to remain within a stage during multiple time increments. In this section, we will review the Leslie and
Usher matrices, incorporate dispersion, and derive the next-generation matrix and net reproductive number.
Furthermore, we present results that we will use to determine if specific models allow for the amplification
of the net reproductive number with the presence of dispersion.
Stages, patches, and population. Suppose a population is divided into m stages, where m ∈ {2, 3, . . .}
is fixed, and spread over n patches, where n ∈ N is also fixed. The stages could be, for example, larvae,
juveniles, and adults. Let x
(i)
k (t) be the number of (female) individuals in stage k in region i at time t (the
number of males would be roughly proportional), where k ∈ Em, i ∈ En, and t ∈ N0. Here, we regard time t
as discrete with one time increment as the minimum length of one stage (for example, one calendar year when
the stages are taken to be the number of years since birth). To be biologically realistic, we assume x
(i)
k (0) ≥ 0
for each stage k. We will refer to the individuals in stage k = 1 as newborns and the individuals in stage k > 1
as non-newborns. For the global population vector, we define x(t) ∈ Rmn≥0 by xk+(i−1)m(t) := x(i)k (t) for k ∈ Em
and i ∈ En. Note that the local population vector for patch i ∈ En is x(i)(t) =
(
x
(i)
1 (t) , . . . , x
(i)
m (t)
)
∈ Rm≥0.
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Fecundity and survival probability. Let f
(i)
k ≥ 0, where k ∈ Em and i ∈ En, be the average number of
offspring born to an individual of stage k in patch i in a given time increment which survive to the next time
increment (the fecundity). Moreover, let s
(i)
k,k ∈ [0, 1] be the probability that an individual in stage k and
patch i will survive to the next time increment and remain in stage k (the survival probability). Similarly, let
s
(i)
k+1,k ∈ [0, 1] be the probability that an individual in stage k and patch i will survive to advance to stage
k + 1 for the next time increment. Since there is no stage m+ 1, we take s
(i)
m+1,m := 0. We need to assume
0 ≤ s(i)k,k + s(i)k+1,k < 1 for all k ∈ Em and i ∈ En (2.1)
to ensure that not all individuals survive until the next time increment.
Dispersion. For any stage k ∈ Em and pair of regions (i, j) ∈ En × En, we let d(i,j)k ∈ [0, 1] be the probability
that an individual of stage k will disperse from region j to region i during a given time increment (the
dispersion probability). We assume that
n∑
i=1
d
(i,j)
k = 1 for all k ∈ Em and j ∈ En, (2.2)
meaning that any individual will either disperse to exactly one new region or remain in the same region
during a given time increment.
Remark 2.1. A decision must be made regarding the order of demography and dispersion. Here, for a
given time increment, we have demography (reproduction and survival) occur first within each region and
then dispersion between regions occurs second.
Remark 2.2. If we instead had the condition
∑n
i=1 d
(i,j)
k ≤ 1, then we would be allowing the possibility of
death or removal during the dispersion process. We choose
∑n
i=1 d
(i,j)
k = 1 for mathematical convenience,
but it is fairly realistic assumption when the regions are close together and/or the dispersion process is quick
compared to other processes.
Local Usher and Leslie matrices. For the moment, ignore dispersion and focus only on a single re-
gion, say fixed i ∈ En. The local demography can be modeled as x(i)(t+ 1) = A(i) x(i)(t). Since A(i)kℓ is
the proportion that the population x
(i)
ℓ (t) contributes to the population x
(i)
k (t+ 1), we have for example
A
(i)
11 = s
(i)
1,1 + f
(i)
1 . We are then presented with the famous Usher matrix (or local demography matrix )
A(i) :=

f
(i)
1 f
(i)
2 f
(i)
3 · · · f (i)m−1 f (i)m
0 0 0 · · · 0 0
0 0 0 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · 0 0
0 0 0 · · · 0 0

︸ ︷︷ ︸
F(i)∈Rm×m
≥0
+

s
(i)
1,1 0 0 · · · 0 0
s
(i)
2,1 s
(i)
2,2 0 · · · 0 0
0 s
(i)
3,2 s
(i)
3,3 · · · 0 0
...
...
...
. . .
...
...
0 0 0 · · · s(i)m−1,m−1 0
0 0 0 · · · s(i)m,m−1 s(i)m,m

︸ ︷︷ ︸
S(i)∈Rm×m
≥0
, (2.3)
with A(i) decomposed into a local fecundity matrix F(i) and a local survival matrix S(i). When s
(i)
k,k = 0 for
every k ∈ Em, that is all individuals must advance to the subsequent stage during a time increment, then
A(i) is the Leslie matrix. Since there would be no concern for confusion, we just write s
(i)
k = s
(i)
k+1,k for
k ∈ Em−1. Due to the form of S(i), we can rephrase the assumption (2.1) using (A.1) as
∥∥∥S(i)∥∥∥ < 1.
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(a) f3
s3,2s2,1
f2
s1,1 + f1
s2,2 s3,3
1 2 3
(b)
i
j
A(j)
D(j,j)
D(i,i) D
(i,j)
D(j,i)
A(i)
Figure 2.1: (a) Life-cycle graph for a model with = 3 stages and only one patch. (Superscripts for the patch are
omitted when only one patch is under consideration.) The arrows indicate the ways in which individuals
can be produced for or transition between stages. (b) For two regions and , each with its own local
transition matrix, respectively and , individuals are allowed to disperse from one region to
the other or remain in the same region. Here, i,j is the local dispersion matrix that accounts for
dispersion from to
fig02.01
Remark 2.1. A decision must be made regarding the order of demography and dispersion. Here, for a
given time increment, we have demography (reproduction and survival) occur first within each region and
then dispersion between regions occurs second.
Remark 2.2. If we instead had the condition =1
i,j
1, then we would be allowing the possibility of
death or removal during the dispersion process. We choose =1
i,j
= 1 for mathematical convenience,
but it is fairly realistic assumption when the regions are close together and/or the dispersion process is quick
compared to other processes.
Usher and Leslie matrices and the model. We will use the matrix population model for the form
+ 1) = Px (0) = , t (2.3) eq02.04
where = ( 01, . . . , x02 is the initial population and
mn mn
is the global projection matrix, FINISH
==================
3 Single-Region Case
sec02
3.1 Population Model
For a given time , where , the newborns at time + 1 consist of the surviving newborns of time
that remain newborns, namely ), and the sum of the surviving offspring of each stage at time
Figure 2.1: (a) Life-cycle graph for a model with m = 3 stages nd o ly one patch. (Superscripts for the patch are
omitted when only one pa ch s under consideration.) The arrows indi ate the ways in which individuals
can be p oduced for o transition between stages. (b) For two regions i and j, each with its own local
demography matrix, respectively A(i) and A(j), individuals are allowed to disperse from one region to
the other or remain in the same region. Here, D(i,j) is the local dispersion matrix that accounts for
dispersion from j to i.
Local disp rs on matrices. To encod the dispersion between pairs of regions, we will utilize the local
dispersion matrices
D(i,j) :=
m⊕
k=1
d
(i,j)
k ∈ Rm×m≥0 for i, j ∈ En. (2.4)
(Equivalently, D(i,j) = diag
(
d
(i,j)
1 , . . . , d
(i,j)
m
)
with the terms
{
d
(i,j)
k
}m
k=1
on the diagonal with all other ele-
ments being zero.) Then, the local population vector x(i)(t+ 1) is the result of dispersion to region i after
local demography has taken place in each of the regions. That is, x(i)(t+ 1) =
∑n
j=1D
(i,j)A(j) x(j)(t). See
Figure 2.1. Note that (2.2) translates to
∑n
i=1D
(i,j) = I for each j ∈ En.
Global matrices. We will also make use of the global fecundity matrix, the global survival matrix, the global
Usher matrix (or global demography matrix ), and the global dispersion matrix, respectively given by
F :=
n⊕
i=1
F(i), S :=
n⊕
i=1
S(i), A := F+ S, and D :=
(
D(i,j)
)n
i,j=1
, (2.5)
with all four matrices bei g in Rmn×mn≥0 and the first three being block-diagonal. Note that, in (2.5), D
(i,j)
is the (i, j)
th
block of D. Proposition 2.4 below summarizes properties of S and D, which are typical for
survival and dispersion matrices.
Remark 2.3. Commonly, we will omit the prefaces “local” and “global” for brevity when there is no
possibility of confusion.
Proposition 2.4. Consider the survival S and dispersion D matrices, defined in (2.5).
(a) The survival matrix satisfies ‖S‖ < 1.
(b) The dispersion matrix is column stochastic, that is
∑mn
p=1Dpq = 1 for every q ∈ Emn. Consequently,
‖Dx‖ = ‖x‖ and ‖DX‖ = ‖X‖ for every x ∈ Rmn≥0 and X ∈ Rmn×mn≥0 . Moreover, ρ(D) = ‖D‖ = 1.
Remark 2.5. The equalities ‖Dx‖ = ‖x‖ and ‖DX‖ = ‖X‖ in Proposition 2.4 are intuitive since left-
multiplication by D can be regarded as a rearrangement of a given population with no loss of individuals.
Global model. Collectively, the global population is modeled by
x(t+ 1) = Px(t) , x(0) = x0, t ∈ N0, (2.6)
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where x0 ∈ Rmn≥0 and P := DA = DF+DS is the global projection matrix. The component xk+(i−1)m(t)
is the number of individuals of stage k ∈ Em in patch i ∈ En at time t.
Global growth rate. The solution of (2.6) is given explicitly by x(t) = Pt x0 for t ∈ N0. (Since x0 ≥ 0
and P ≥ 0, we obtain the biologically-necessary x(t) ≥ 0 for every t ∈ N0.) It is natural to wonder if the
population will grow without bound or go extinct as time gets arbitrarily large. We will take the global
growth rate of the population governed by (2.6) to be r := ρ(P). If r < 1, then lim
t→∞
‖x(t)‖ = 0 and the
population will go extinct. Conversely, if r > 1, then the population will usually grow without bound.
If A is irreducible, then it follows from the Perron-Frobenius Theorem that r > 0 is an eigenvalue having
associated positive left and right eigenvectors, say u and v, respectively. If u and v are chosen so that
u∗ v = 1, then the sensitivity of r with respect to the parameter Akℓ can be computed using the formula
∂r/∂Akℓ = uk vℓ for k, ℓ ∈ Em. See, for example, [8].
Global net reproductive number. For the population described by (2.6), given explicitly by x(t) = Pt x0
for t ∈ N0, one may be interested in knowing the expected total number of offspring born to an average
individual over their lifetime. This crucial quantity is known as the net reproductive number and is usually
denoted byR0. IfR0 < 1, we expect the population will always decay to zero. Similarly, ifR0 > 1, we expect
the population will usually grow without bound. To compute R0, we need to consider the distribution of
newborns and to construct the next-generation matrix.
Distribution of newborns. Consider an average newborn individual. Now, this individual can be located
in any of the n regions. With x1+(i−1)m ∈ [0, 1],
∑n
i=1 x1+(i−1)m = 1, and xk+(i−1)m = 0 for k ∈ Em\ {1},
we can interpret x as the initial population vector for the average newborn and x1+(i−1)m as the probability
that the individual is initially located in region i. This leads us to consider the two sets
X := {x ∈ Rmn≥0 : ‖x‖ = 1 and xp = 0 for all p 6∈ K } and Y := {x ∈ Rn≥0 : ‖y‖ = 1} , (2.7)
where the set of indices
K := {1 + (i− 1)m}ni=1 ⊂ Emn (2.8)
corresponds to newborns. That is, X is the set of all possible initial populations vectors of newborns and Y
is the result of dropping the components corresponding to non-newborns.
Global next-generation matrix. To determine the reproductive output of a newborn x ∈ X , we ob-
serve that the expected population vector for the offspring born to the individual between times t and
t+ 1 is given by (DF) (DS)
t
x, since the individual must first survive then disperse for each of the t
time increments followed by reproduction then dispersion for the last time increment. It follows that
the expected population vector for the offspring born to the individual over their lifetime is given by∑∞
t=0 (DF) (DS)
t
x = DF (I−DS)−1 x, where we used the geometric series (also referred to as the von
Neumann series) in addition to (A.2) and Proposition 2.4(a) (which guarantees ρ(DS) < 1 and hence the
convergence of the series). The matrix
N := DF (I−DS)−1 (2.9)
is known as the global next-generation matrix. Typically, the global net reproductive number is taken to be
R0 := ρ(N) . (2.10)
Later, we will characterize R0 as the expected reproductive output for a specific choice of x ∈ X .
The Cushing-Zhou and Li-Schneider Theorems and the Fundamental Theorem of Demography all apply
to the model (2.6), provided the hypotheses are met. It should be noted, however, that N is typically not
irreducible. Notice also
R0 ≤ ‖F‖
1− ‖S‖ , with ‖F‖ = maxk∈Em,i∈En
{
f
(i)
k
}
and ‖S‖ = max
k∈Em,i∈En
{
s
(i)
k,k + s
(i)
k+1,k
}
< 1. (2.11)
Consequently, the net reproductive number cannot be made arbitrarily large by varying the dispersion rates.
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Local growth rates and net reproductive numbers. With no dispersion, that is D = I, each region is
isolated and has its own local dispersion-free growth rate of r(i). Similarly, we can specify the local dispersion-
free next-generation matrix N(i) and the local dispersion-free net reproductive number R(i)0 . Explicitly,
r(i) := ρ
(
A(i)
)
, N(i) := F(i)
[
I− S(i)
]−1
, and R(i)0 := ρ
(
N(i)
)
= N
(i)
11 =
m∑
k=1
f
(i)
k
1− s(i)k,k
k−1∏
ℓ=1
s
(i)
ℓ+1,ℓ
1− s(i)ℓ,ℓ
(2.12)
for i ∈ En. The formula for R(i)0 is the standard formula for an Usher matrix. See, for example, [15].
Remark 2.6. One of our goals is obtain an example where R′0 < 1 < R′′0 , where R′0 := ρ
(
N′
)
(dispersion-
free) and R′′0 := ρ
(
N′′
)
(having dispersion) with N′ := F (I− S)−1 and N′′ := DF (I−DS)−1. By virtue
of (2.11), we cannot expect an unbounded magnification of the net reproductive number from dispersion.
Remark 2.7. If we express R(i)0 in (2.12) as R(i)0 =
∑m
k=1 f
(i)
k π
(i)
k , then π
(i)
k can be interpreted as the
expected number of time increments that the individual will spend in stage k. When s
(i)
k,k = 0 for each
k ∈ Em and A(i) is Leslie, π(i)k corresponds to the cumulative survival probability π(i)k =
∏k−1
ℓ=1 s
(i)
ℓ+1,ℓ.
Alternative global net reproductive number. In many mathematical models, the net reproductive
number is characterized as the maximum reproductive output of an individual over their lifetime. To see if
this is true of our R0, first define the alternative global net reproductive number
R̂0 := max
x∈X
{‖Nx‖} . (2.13)
Since N = DW, where
W := F (I−DS)−1 (2.14)
will be referred to as the partial global next-generation matrix, we know from Proposition 2.4 that R̂0
satisfies R̂0 = max { ‖Wx‖ : x ∈ X }. It turns out that W is easier to compute than N. In fact, we need
only compute a particular submatrix of W.
Submatrices. As far as the net reproductive numbers are concerned, we can discard each row p 6∈ K and
column q 6∈ K of W of appropriate matrices when it comes to computation. Specifically, for an appro-
priate matrix (chosen from D, N, and W in this paper) we define the corresponding newborn submatrix
X =
{
X ij
}n
i,j=1
∈ Rn×n by
Xij := X1+(i−1)m,1+(j−1)m for X ∈ Rmn×mn and i, j ∈ En. (2.15)
This gives us the global dispersion submatrix D, the global next-generation submatrix N, and the partial
global next-generation submatrix W.
Proposition 2.8. The dispersion submatrix D, given in (2.15), satisfies
∥∥Dy∥∥ = ‖y‖ and ∥∥DY∥∥ = ‖Y‖
for every y ∈ Rn≥0 and Y ∈ Rn×n≥0 . Moreover, D is column stochastic with Dij = d(i,j)1 for every i, j ∈ En and
ρ
(
D
)
=
∥∥D∥∥ = 1.
Proposition 2.9. The alternative global net reproductive number R̂0, defined in (2.13), satisfies R̂0 =
∥∥W∥∥,
where W is defined in (2.15).
Remark 2.10. The number of individuals born to an average individual initially in region j ∈ En is given
by R̂(j)0 :=
∑n
i=1W ij , which we can refer to as the alternative local net reproductive number. The alternative
net reproductive number is the maximum of these, that is, R̂0 = max
{
R̂(j)0 : j ∈ En
}
.
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Main general results. We present here general results pertaining to the computation, relationships be-
tween, and the meaning of the two net reproductive numbers.
Theorem 2.11. Consider the matrices D, N, and W, respectively defined in (2.5), (2.9), and (2.14), along
with their newborn submatrices defined in (2.15), and the net reproductive numbers R0 and R̂0, respectively
defined in (2.10) and (2.13). Then, N = D ·W. Moreover, ρ(N) = ρ(N) = R0 and ρ(W) = ρ(W). Finally,
R0 ≤
∥∥N∥∥ ≤ ‖N‖ and R̂0 = ∥∥W∥∥ ≤ ‖W‖.
Corollary 2.12. Consider the submatrices D and W given in (2.15) and the global net reproductive number
R0 given in (2.10). Then, D = I if and only if d(i,i)1 = 1 for every i ∈ En (that is, newborns do not disperse).
Moreover, if D = I then R0 = ρ
(
W
)
.
Theorem 2.13. Consider the next-generation matrix N and partial next-generation matrix W, respectively
given in (2.9) and (2.14), along with their respective submatrices, given in (2.15). Consider also the net
reproductive numbers R0 and R̂0, given in (2.10) and (2.13) respectively.
(a) The net reproductive numbers satisfy R0 ≤ R̂0.
(b) There exists ξ ∈ X such that α ≤ R0 = ‖N ξ‖ ≤ β, where α := min
{∑n
i=1N ij : j ∈ En
}
is the smallest
absolute column sum of N and β := max
{∑n
i=1N ij : j ∈ En
}
is the largest absolute column sum of N.
(c) If N is irreducible with ζ ∈ Y being the normalized Perron right eigenvector associated with the eigenvalue
R0 = ρ
(
N
)
, then we can take ξ := H ζ, which is a nonnegative right eigenvector of N. Note: The
nonzero components of ξ are ξ1+(i−1)m = ζi for all i ∈ En and H is formally defined in Table B.1.
(d) Suppose λ is an eigenvalue of N or W with associated right eigenvector v ∈ Y. Let u := Hv. Then,
‖Nu‖ is the expected reproductive output of the newborn individual given by initial distribution u ∈ X .
Remark 2.14. We interpretR0 as the expected reproductive output of a newborn with distribution ζ :=G ξ
(see Theorem 2.13). Similarly, R̂0 is the maximum reproductive output of a newborn being initially in a
particular single region (the one yielding the largest column sum of W).
Remark 2.15. Typically, N is irreducible but N is not. Using Theorem 2.13 and the Perron-Frobenius
Theorem, if N is irreducible and m > 1 then N is reducible. Alternatively, appeal to (B.2) with X = N.
Remark 2.16. The alternative net reproductive number R̂0 did not turn out to be as useful as the authors
had hoped. However, it still has some advantages. First, R̂0 has a nice biological interpretation. Second, R̂0
is easier to compute than R0. Third, R̂0 provides a simple upper bound on R0, specifically R0 ≤ R̂0 =
∥∥W∥∥
whereas (A.2) guarantees only R0 ≤ ‖W‖. Finally, in the case that R0 < 1 < R̂0 there may be an initial
population surge (for example, in the region i with R̂0 = R̂(i)0 ) followed by a decline, whereas there cannot
be an initial surge when R̂0 < 1.
3 Examples
We will present a few examples illustrating some of the material from §2. The first will be a quick
introduction to the graph-reduction method that we use later. The second will be longer and precludes
the possibility of dispersion increasing the global net reproductive number (compared to the dispersion-free
global net reproductive number). The final example will provide a model where dispersion in fact increases
the global net reproductive number.
3.1 Example 1
In this example, we use graph reduction to calculate the net reproductive number for a three-stage (that
is, m = 3) model. Consider the life-cycle graph given in Figure 3.1(a), corresponding to the Usher matrix
A := F+ S, where F :=
0 0 f30 0 0
0 0 0
 and S :=
s1,1 0 0s2,1 s2,2 0
0 s3,2 s3,3
 .
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x1 x2 x3
f3
s3,2s2,1
s1,1
s2,2 s3,3
(a)
x3
T :=
R
−1
0
f3 s2,1 s3,2
(1−s1,1)(1−s2,2)(1−s3,3)
T
(c)
x1 x2 x3
s2,1
1−s2,2
s3,2
1−s3,3
R
−1
0
f3
1−s1,1
(b)
Figure 2.2: (a) Life-cycle graph for three stages with only the third stage reproducing. (b) A reduced -transformed
graph of the first, formed by thrice applying the fifth Mason Equivalence Rule in Figure
figB.02
B.2. (c) A
reduced graph of the second, formed by twice applying the second Mason Equivalence Rule in Figure
figB.02
B.2. fig02.02
2.7 Example 2
sec02.07
In this example, we will use an alternative method to calculate the net reproductive number for a three-stage
= 3 model. Consider the life-cycle graph given in Figure
fig02.02
2.2(a), which corresponds to the Usher matrix
:= where :=
0 0
0 0 0
0 0 0
and :=
0 0
Assuming that 0, define also the ( -transformed) matrix
:=
We know from (
eqB.02
B.2), in the statement of the Cushing-Zhou Theorem in the appendix, that ) = 1.
To employ this alternative method, we will interpret the graph of differently. Regard the graph as a
system of linear equations Bx, with each as a vertex. Then, for each k, ℓ ∈ { we have a
directed edge with rate kℓ from to provided kℓ = 0.
Rewrite the relation Bx as ( . From this equation alone it follows that 1 is an eigenvalue
of . By performing the graph-equivalent of Gaussian Elimination, specifically the Mason Equivalence Rules
MasonZimmermann1960
[32], we can obtain an equivalent but simpler graph. See
appB.04
B.4 for further information. It can be shown that
the graph of is equivalent to that in Figure
fig02.02
2.2(b). Since it represents the equation Tx , obviously
= 1 and thus
(1 ) (1 ) (1
(2.12) eq02.12
This is in agreement with formula (
eq02.10
2.10).
To demonstrate the relations (
eq02.11
2.11), suppose we have control—for example, by injecting a chemical of
a certain concentration into a fish tank—over the survival probabilities of the population. For a numerical
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Figure 3.1: (a) Life-cycle graph for three stages with only the third stage reproducing. (b) A reduced z-transformed
graph of the first, f rmed by multiplying the fecundity by R−10 and thrice applying the third Mason
Equivalence Rule in Figure A.2. (c) A reduced graph of the second, formed by twice applying the
second Mason Equivalence Rule in Figure A.2.
Define, for R0 > 0, the z-transformed m trix B := R−10 F+ S. By the Cushing-Z ou Theorem, ρ(B) = 1.
Regard the graph of B as a system of linear equations x = Bx, with each xk as a vertex. For each
k, ℓ ∈ {1, 2, 3} = E3, we have a directed edge with rate Bkℓ from xℓ to xk provided Bkℓ 6= 0. Now, rewrite
the relation x = Bx as (B− I)x = 0. From this equation alone it follows that 1 is an eigenvalue of B. By
performing the graph-equivalent of Gaussian Elimination, specifically the Mason Equivalence Rules [35], we
can obtain an equivalent but simpler graph. See §A.2 for further information.
It can be shown that the graph of B is equivalent to that in Figure 3.1(c) (details are given in the
caption). Since it represents the equation x3 = Tx3, obviously T = 1 and thus
R0 = f3 s3,2 s2,1
(1− s1,1) (1− s2,2) (1− s3,3) . (3.1)
This is in ag eem nt th formula (2.12). Bi logically, this is the expected total reproductive output of an
average newborn, with s2,1/(1− s1,1) being the probability of making it the second stage, s3,2/(1− s2,2)
being the probability of later making to the third stage, and 1/(1− s3,3) being the expected number of time
increments at the third st g after having made it there.
3.2 Example 2
General result. Before we set up the model for this example, we will present a result which is applicable
to a more broad class of models.
Proposition 3.1. Suppose that the matrices S and D, given in (2.5), satisfy DS = S (equivalently, the
local matrices s tisfy D(i,i) S(i) = S(i) for each i ∈ En and D(i,j) S(j) = 0 for each i, j ∈ En with i 6= j).
(a) The partial next-generation matrix and its submatrix satisfy W =
⊕n
i=1 N
(i) and W =
⊕n
i=1R(i)0 , where
N(i) and R(i)0 are defined in (2.12), W is defined in (2.14), and W is defined in (2.15).
(b) The alternative net reproductive number satisfies R̂0 = max
i∈En
{
R(i)0
}
and the next-generation submatrix
satisfies N ij = d
(i,j)
1 R(j)0 for each i, j ∈ En, where R̂0 and N are respectively defined in (2.13) and (2.15).
(c) Define α := min
i∈En
{
R(i)0
}
and β := max
i∈En
{
R(i)0
}
. The net reproductive number satisfies α ≤ R0 ≤ β. Fur-
thermore, for fixed j ∈ En, if d(i,j)1 > 0 for some i ∈ En then ∂R0/∂R(j)0 > 0.
Local matrices. Consider a three-stage (m = 3), multi-region scenario. Looking ahead to the application
of the invasive round goby fish, we will call the three stages larvae, juveniles, and adults. Suppose that the
definitions of the time increment and stages are chosen so that larvae always advance to become juveniles
9
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u v
(b)
ξ
x1 x2 x3
1
u v
1
R−1
0
f3
s3,2s2,1
s2,2 s3,3
(a)
Figure 4.1: (a) The -transformed life-cycle graph for an Usher model with = 3 life stages in which only the adults
= 3 reproduce and the newborns = 1 cannot remain in the same stage during one time increment.
(b) The input-output system with phantom nodes and along with rate
consider a single patch as an input-output system among multiple connected patches. We will use graph
reduction to explicitly find the first global net reproductive number for the two-region case. We will also
find an implicit expression for for the three-region case.
One Region as an Input-Output System. Consider the -transformed life-cycle graph given Fig-
ure 4.1(a). The local demography matrix is the same as in (4.1) without superscripts. Here, there is only
input going to (the newborns) and only output leaving (the adults). It can be shown, using graph
reduction (see B.4) that the rate is given by
:=
(1 ) (1 −R
(4.3)
where is as in Figure 4.1(b) and satisfies
ξ u.
Remark 4.1. If we allow newborns to remain newborns after one time increment, then
(1 ) (1 ) (1 −R
However, when = 0 it is easier to link multiple patches. Note that, as we can see from the formula (2.12)
the denominator of is zero when the patch is isolated, that is = 0
Two Regions. Consider now a two-patch model in which each patch is of the form presented in Figure 4.1
and only the newborns disperse. See Figure 4.2(a). Here, we need to amend (by indexing everything by the
patch and by replacing the fecundity by the fraction remaining in the same patch) the formula (4.3) and
utilize
:= ] [
−R
i,i
(4.4)
23
Figure 3.2: (a) The z-transformed life-cycle graph for a Usher model with m = 3 life stages in which only the
adults k = 3 reprod ce and the newborns k = 1 cannot remain in the same stage during one time
increment. (b) The input-output system with phantom nodes u and v along with rate ξ.
and only the adults reproduce after one unit of time. This behaviour is captured by the local demography
matrices
A(i) := F(i) + S(i), where F(i) :=
0 0 f
(i)
3
0 0 0
0 0 0
 and S(i) :=
 0 0 0s(i)2,1 s(i)2,2 0
0 s
(i)
3,2 s
(i)
3,3
 , (3.2)
for i ∈ En. The parameters must be such that F(i),S(i) ≥ 0 and
∥∥∥S(i)∥∥∥ < 1 for each i. Further, suppose that
only larvae disperse, so that the local dispersion matrices are
D(i,j) := diag
(
d
(i,j)
1 , 0, 0
)
for i 6= j and D(i,i) := diag
(
d
(i,i)
1 , 1, 1
)
, (3.3)
where i, j ∈ En. Of course, we require d(i,j)1 ≥ 0 for each i, j ∈ En and
∑n
i=1 d
(i,j)
1 = 1 for each j ∈ En. In
this example, we consider a single patch as an input-output system among multiple connected patches.
We will use graph reduction to explicitly find the global net reproductive number R0 for the two-region
case. We will also find an implicit expression for R0 for the three-region case. A quick calculation will
confirm that D(i,i) S(i) = S(i) for each i ∈ En and D(i,j) S(j) = 0 for each i, j ∈ En with i 6= j, confirming
that Proposition 3.1 is applicable.
One region as an input-output system. Consider the z-transformed life-cycle graph given Figure 3.2(a).
The local demography matrix is the same as in (3.2) without superscripts. Here, there is only input u going
to x1 (the newborns) and only output v leaving x3 (the adults). It can be shown, using graph reduction in
a manner similar to that outlined in Figure 3.1, that
v = ξ u, where ξ :=
s3,2 s2,1
(1− s2,2) (1− s3,3)−R−10 f3 s3,2 s2,1
. (3.4)
Remark 3.2. If we allow newborns to remain newborns after one time increment, then the factor (1− s1,1)
is inserted in the obvious place in (3.4). However, when s1,1 = 0 it is easier to link multiple patches. Note
that, as we can see from (3.1), the denominator of ξ is zero when the patch is isolated, that is u = 0.
Two regions. Consider now a two-patch model in which each patch is of the form presented in Figure 3.2,
with local demography matrices given in (3.2), and only the newborns disperse, with the local dispersion
matrices given in (3.3). See Figure 3.3(a). Here, we need to amend (by indexing everything by the patch
and by replacing the fecundity by the fraction remaining in the same patch) the formula (3.4) and utilize
ξi :=
s
(i)
3,2 s
(i)
2,1[
1− s(i)2,2
] [
1− s(i)3,3
]
−R−10 d(i,i)1 f (i)3 s(i)3,2 s(i)2,1
(3.5)
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u1
R−20 d
(1,2)
1 d
(2,1)
1 f
(1)
3 f
(2)
3 ξ1 ξ2
(c)
R−10 d
(2,1)
1 f
(1)
3 ξ1
R−10 d
(1,2)
1 f
(2)
3 ξ2
u1 u2
(b)
R−10 d
(2,1)
1 f
(1)
3R
−1
0 d
(1,2)
1 f
(2)
3
u1 v1
v2 u2
ξ1
ξ2
(a)
Figure 3.3: (a) The -transformed life-cycle graph for a two-patch model where each patch is of the form in Fig-
ure
fig04.01
3.2(a). (b) A reduced graph. fig04.02
Define
ij :=
i,j
i,j
j,j
ij
−R jj
for j, (3.7) eq04.05
where we applied (
eq04.06
3.6) and Proposition
thm03.20
3.1.
Figure
fig04.02
3.3(b) shows a reduced graph. It follows that 12 21 = 1, which is an implicit algebraic equation
for , and hence, using (
eq04.05
3.7),
(1 2) (2 1) (1) (2)
(1 1) (1)
] [
(2 2) (2)
= 1
Since
(2 1)
= 1
(1 1)
and
(1 2)
= 1
(2 2)
, we can rearrange this to obtain
(1 1) (1) (2 2) (2) (1 1) (2 2) (1) (2)
= 0 (3.8) eq04.08
Using the Quadratic Equation (and taking the + root since is the largest eigenvalue in size) to solve this,
the global net reproductive number can be written
(1 1) (1) (2 2) (2) (1 1) (1) (2 2) (2)
+ 4
(1 1) (2 2) (1) (2)
(3.9) eq04.09
Special cases are presented in Table
tab04.01
3.1.
thm04.02 Remark 3.3. Suppose, in this example, that = 1 = so that the local demography matrices are
Leslie. Now, if we wanted to compute the global growth rate instead of the net reproductive number
all instances of should be replaced with and all instances of +1,k should be replaced with
+1,k. Clearly, . In fact, it is not hard to see that if we were considering life stages and
regions with local demography matrices being Leslie, only the last-stage individuals reproducing, and only
the first-stage individuals dispersing, then
14
Figure 3.3: (a) The z-transformed life-cycle graph for a two-patch model where each patch is of the form in Fig-
ure 3.2(a). (b) A reduced graph, formed by twice using the second Mason Equivalence Rule in Fig-
ure A.2. (c) A further-reduced graph, also formed by using the second Mason Equivalence Rule in
Figure A.2.
for each respective patch.
Using (2.12), the net reproductive numbers for the individual patches in the absence of dispersion are
given by
R(i)0 =
f
(i)
3 s
(i)
3,2 s
(i)
2,1[
1− s(i)2,2
] [
1− s(i)3,3
] . (3.6)
Define
ξij := R−10 d(i,j)1 f (j)3 ξj =
d
(i,j)
1 R(j)0
R0 − d(j,j)1 R(j)0
=
R−10 N ij
1−R−10 N jj
for i 6= j, (3.7)
where ξj is as in (3.5) and we applied (3.6) and Proposition 3.1.
Figure 3.3(c) shows a reduced graph. It follows that ξ12 ξ21 = 1, which is an implicit algebraic equation
for R0. Hence, using (3.7) and the facts d(2,1)1 = 1− d(1,1)1 and d(1,2)1 = 1− d(2,2)1 , we obtain
R20 −
[
d
(1,1)
1 R(1)0 + d(2,2)1 R(2)0
]
R0 +
[
d
(1,1)
1 + d
(2,2)
1 − 1
]
R(1)0 R(2)0 = 0. (3.8)
Using the Quadratic Equation (and taking the + root since R0 is the largest eigenvalue in size) to solve
(3.8), the global net reproductive number can be written
R0 = 12
{[
d
(1,1)
1 R(1)0 + d(2,2)1 R(2)0
]
+
√[
d
(1,1)
1 R(1)0 + d(2,2)1 R(2)0
]2
+ 4
[
1− d(1,1)1 − d(2,2)1
]
R(1)0 R(2)0
}
.
(3.9)
Special cases are presented in Table 3.1.
Remark 3.3. Suppose, in this example, that s
(i)
2,2 = 1 = s
(i)
3,3 so that the local demography matrices are
Leslie. Now, if we wanted to compute the global growth rate r instead of the net reproductive number R0,
all instances of R−10 f (i)3 should be replaced with r−1 f (i)3 and all instances of s(i)k+1,k should be replaced with
r−1 s
(i)
k+1,k. Clearly, R0 = r3. In fact, it is not hard to see that if we were considering m life stages and n
regions with local demography matrices being Leslie, only the last-stage individuals reproducing, and only
the first-stage individuals dispersing, then R0 = rm.
11
M.S. Calder, Y. Zhao, X. Zou Amplification of the Net Reproductive Number by Dispersion
d
(1,1)
1 d
(2,2)
1 R0 Interpretation of Dispersion During One Time In-
crement
0 0 R0 =
√
R(1)0 R(2)0 all newborns disperse
1
2
1
2 R0 = 12
[
R(1)0 +R(2)0
]
all newborns disperse or remain in the same region with
equal probability
1 1 R0 = max
{
R(1)0 ,R(2)0
}
no dispersion
0 1 R(2)0 all newborns disperse from the first region to the second
without dispersion in the reverse direction
Table 3.1: Special cases for (3.9), all of which are consistent with Proposition 3.1(c).
Three regions. Consider now a three-patch model in which each patch is of the form presented in Figure 3.2
and only the newborns disperse. See Figure 3.4(a). By using the same transmission rates given in (3.7), we
can form the reduced graph given in Figure 3.4(b). Further reduction and some algebra results in the final
reduced graph Figure 3.4(d) and the relationship
ξ12 ξ21 + ξ13 ξ31 + ξ23 ξ32 + ξ12 ξ23 ξ31 + ξ13 ξ32 ξ21 = 1. (3.10)
Remark 3.4. Alternatively, Equation (3.10) can be obtained using the standard fact that the characteristic
polynomial for a given graph can be written det(A− λ I) = 1 +∑∞k=1 (−1)k qk, where qk is the sum of all
products of loop transmissions of unordered k-tuples of disjoint loops (having no common nodes). For the
graph in Figure 3.4(b), there are five loops (namely those between each pair of nodes, three in total, plus
the clockwise loop through all three nodes and the counter-clockwise loop through all three nodes) with
transmission rates ℓ1 := ξ12 ξ21, ℓ2 := ξ13 ξ31, ℓ3 := ξ23 ξ32, ℓ4 := ξ12 ξ23 ξ31, and ℓ5 := ξ13 ξ32 ξ21. Since there
are no pairwise-disjoint loops, we see q1 =
∑5
k=1 ℓk and qk = 0 for k > 1. Consequently, the characteristic
equation can be written 1 +
∑∞
k=1 (−1)k qk = 1 +
∑5
k=1 ℓk.
Remark 3.5. Equation (3.10) is decidedly more difficult to solve than the corresponding equation ξ12 ξ21 = 1
for the two-region case. For a special case, consider d
(i,i)
1 = 0 for i ∈ {1, 2, 3} and d(i,j)1 = 12 for i, j ∈ {1, 2, 3}
with i 6= j. This corresponds to all newborns dispersing during one time increment with equal proportion to
the two regions. Using these values and the relation (3.7), after a little algebra (3.10) reduces to
R30 − aR0 − b = 0, where a := 14
[
R(1)0 R(2)0 +R(1)0 R(3)0 +R(2)0 R(3)0
]
and b := 14
[
R(1)0 R(2)0 R(3)0
]
.
By virtue of Proposition 3.6, stated below, ∂R0/∂R(i)0 > 0 for each i ∈ {1, 2, 3}. Moreover, R0 and a+ b are
on the same side of 1.
Proposition 3.6. Consider the function g(u) := u3 − au− b, where a, b > 0 are parameters. There exists
a unique positive root u∗ > 0 and this root satisfies ∂u∗/∂a > 0 and ∂u∗/∂b > 0. Moreover, any other real
root v∗ < 0 satisfies u∗ > −v. Finally, u∗ and a+ b are on the same side of 1.
Arbitrary number of regions. We end this example with a reduced graph, Figure 3.5(a), of an n-patch
model in which each patch is of the form in Figure 3.2 and only newborns disperse. To form the reduced
graph, start with the relation ρ
(R−10 N) = 1. The z-transformed graph is the graph formed by connecting
node j to node i with directed arrow of magnitude R−10 N ij when N ij 6= 0. Appealing to the third Mason
Equivalence Rule in Figure A.2 and relation (3.7), we can remove all self-loops and replace each R−10 N ij for
i 6= j with ξij . The n = 2 and n = 3 versions appeared, respectively, in Figures 3.3(b) and 3.4(b).
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v1u1
u2 v2 u3 v3
ξ1
R−10 d
(3,2)
1 f
(2)
3
(a)
u1
(d)
(
ξ21+ξ31 ξ23
1−ξ32 ξ23
)(
ξ12+ξ32 ξ13
1−ξ13 ξ31
)
u1
u2 u3
(b)
ξ12
u2 u2
ξ12+ξ32 ξ13
1−ξ13 ξ31
ξ21+ξ31 ξ23
1−ξ32 ξ23
(c)
Figure 3.4: (a) The -transformed life-cycle graph for a three-patch model where each patch is of the form in
Figure
fig04.01
3.2(a). Only a selection of transmission rates are included (b) A reduced graph. Again, only a
selection of transmission rates are included. (c) A further-reduced graph. fig04.03
thm04.05 Claim 3.6. Consider the function ) := au , where a, b > are parameters. There exists a unique
positive root and this root satisfies ∂u /∂a > and ∂u /∂b > . Moreover, any other real root
satisfies u > . Finally, and are on the same side of 1.
3.2.4 Arbitrary Number of Regions
We end this example with the reduced graph, Figure
fig04.04
3.5(a), and a general property, RESULT MOVED –
PARAGRAPH NEEDS UPDATING of an -patch model in which each patch is of the form presented in
Figure
fig04.01
3.2 and only the newborns disperse.
To form the reduced graph, start with the relation = 1. The -transformed graph is then the
graph formed by connecting node to node with directed arrow of magnitude ij when ij = 0.
Appealing to the fifth Mason Equivalence Rule in Figure
figB.02
A.2 and relation (
eq04.05
3.7), we can remove all self-loops
and replace each ij for with ij
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Figure 3.4: (a) The z-transformed life-cycle graph for a three-patch model where each patch is of the form in
Figure 3.2(a). Only a election of transmission rates ar included. (b) A reduced graph. Again, only a
selection of transmission rates are included. (c) A further-reduced graph, formed using the first, second,
and third Mason Equivalence Rules in Figure A.2. (d) An even further-reduced graph, formed using
the second Mason Equivalence Rule in Figure A.2.
3.3 Example 3
Motivation. Recall the main goal of this paper, which is formalized in Remark 2.6. Can we find an
example in which the growth rates of individual regions in the absence of dispersion are less than unity, that
is max
i∈En
{
R(i)0
}
< 1, but the growth rate of the entire system with dispersion is greater than unity, that is
R0 > 1? Consider two regions, with the first region having high fecundities and low survival probabilities
and the second region having low fecundities and high survival probabilities. Furthermore, suppose newborns
disperse from the first region to the second (where they will have a better chance of survival) and adults
disperse from the second region to the first (where they will have a higher reproductive output).
Setup. For a specific example, suppose (m,n) = (2, 2) (two stages, two patches). Here, only the adults
reproduce and individuals cannot remain in the same stage after one time increment. That is, f
(i)
1 := 0,
s
(i)
1,1 := 0, and s
(i)
2,2 := 0 for i ∈ {1, 2}. Moreover, assume that both regions have the same local dispersion-
free net reproductive numbers of R(i)0 := R, where 0 < R < 1 and i ∈ {1, 2}. Furthermore, assume that
the newborn-to-adult survival probability is greater in the second region than the first, say s
(1)
2,1 := s and
s
(2)
2,1 := ps, where 0 < s < 1 and 1 < p < 1/s. By virtue of (2.12), the fecundities can be written f
(1)
2 = R/s
and f
(2)
2 = R/ps. Moreover, appealing to Remark 3.3 we know that the global growth rate and the local
dispersion-free growth rates are given by r =
√R0 and r(i) =
√
R for i ∈ {1, 2}, where R0 is the global net
reproductive number. Finally, we assume the dispersion rate for the newborns from the first region to the
second region is the same as the dispersion rate for the adults from the second region to the first region,
with the common rate being d ∈ [0, 1].
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Figure 3.5: (a) The -transformed life-cycle graph for an -patch model where each patch is of the form in Fig-
ure 3.2(a). There are no self-loops and each pair of distinct nodes and are connected only by the
transmission coefficients ij (from to ) and ji (from to ). (b) A rule for obtaining the graph in
(a). It is easy to verify either algebraically or by using the fifth Mason Equivalence Rule in Figure A.2.
Arbitrary number of regions. We end this example with the reduced graph, Figure 3.5(a), of an -patch
model in which each patch is of the form presented in Figure 3.2 and only the newborns disperse. To form
the reduced graph, start with the relation = 1. The -transformed graph is then the graph formed
by connecting node to node with directed arrow of magnitude ij when ij = 0. Appealing to the
fifth Mason Equivalence Rule in Figure A.2 and relation (3.7), we can remove all self-loops and replace each
ij for with ij
3.3 Example 3
Motivation. Recall Remark 2.6. Can we find an example in which the growth rates of individual regions
in the absence of dispersion are less than unity, that is max
∈E
1, but the growth rate of the entire
system with dispersion is greater than unity, that is 1? Consider two regions, with the first region
having high fecundities and low survival probabilities and the second region having low fecundities and high
survival probabilities. Furthermore, suppose newborns disperse from the first region to the second (where
they will have a better chance of survival) and adults disperse from the second region to the first (where
they will have a higher reproductive output).
Setup. For a specific example, suppose (m,n) = (2 2) (two stages, two patches). Further, only the adults
reproduce and individuals cannot remain in the same stage after one time increment. That is, := 0,
:= 0, and := 0 for ∈ { . Assume also that both regions have the same local dispersion-free net
reproductive numbers of := , where 0 < R < 1 and ∈ { . Finally, assume that the newborn-to-
adult survival probability is greater in the second region than the first, say
(1)
:= and
(2)
:= ps, where
< s < 1 and 1 < p < /s. By virtue of (2.12), the fecundities can be written
(1)
R/s and
(2)
R/ps
Moreover, appealing to Remark 3.3 we know that the global growth rate and the local dispersion-free growth
rates are given by and for ∈ { , where is the global net reproductive number.
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Figure 3.5: (a) The z-transformed life-cycle gr ph for n n-pat h model whe each patch is of the form in Fig-
ure 3.2(a). There are no elf-lo ps and each pair of distinct nodes i and j are connected only by the
transmission co fficients ξij (from j to i) and ξji (from i t j). (b) A r le for obtaining the graph in
(a). It is easy to verify either algebraically or by using the third Mason Equivalence Rule in Figure A.2.
Matrices. The local demography matrices and dispersion matrices for pairs of regions can be taken to be
A(1) :=
(
0 R
s
s 0
)
, A(2) :=
(
0 R
ps
ps 0
)
, D(2,1) :=
(
d 0
0 0
)
, and D(1,2) :=
(
0 0
0 d
)
.
The dispersion matrices for remaining within the same region are D(1,1) = I−D(2,1) = diag(1− d, 1) and
D(2,2) = I−D(1,2) = diag(1, 1− d). This leaves us with, respectively, the global projection, demography,
and dispersion matrices
P = DA, A =
(
A(1) 0
0 A(2)
)
, and D =
(
D(1,1) D(1,2)
D(2,1) D(2,2)
)
.
Routine computations show the next-generation submatrix and partial next-generation submatrix to be
N =
(
(1− d)R pd (1− d)R
dR
[
pd2 + (1− d)]R
)
and W =
(
R pdR
0 (1− d)R
)
.
Analysis. Using Theorem 2.11, we obtain the two net reproductive numbers
R0(d) = 12
[
2 (1− d) + p d2 +√p d
√
4 (1− d) + p d2
]
R and R̂0(d) = [(p− 1)d+ 1]R,
where we treat d as the parameter of interest. From this we can glean the facts R0(0) = R = R̂0(0) and
R0(1) = pR = R̂0(1). Moreover, R′0(0) =
(√
p− 1)R > 0 and R̂′0(d) = (p− 1)R > 0 for all d ∈ [0, 1]. More
tedious calculations will confirm that R′0(d) > 0 (and also ∂R0(d)/∂p > 0) for all d ∈ [0, 1] (and p > 1). Note
that the critical dispersion rate (when R0(d∗) = 1) is given by d∗ :=
(
1 +
√
p/R
)
(1−R) (p−R)−1.
Numerical example. Specific numerical values are also interesting. Choose R := 14 , s :=
1
20 , and p := 16,
and d := 1. The critical dispersion rate is d∗ = 37 . With these values, the local dispersion-free net reproductive
numbers and growth rates are, respectively, R(i)0 = R = 14 and r(i) =
√
R = 12 for i ∈ {1, 2}. However, the
global net reproductive numbers and global growth rate for the entire system with dispersion are, respectively,
R0 = 4, R̂0 = 4, and r =
√R0 = 2. That is, max
{
R(1)0 ,R(2)0
}
< 1 < R0 = R̂0 and max
{
r(1), r(2)
}
< 1 < r.
So, the populations would go extinct if the regions were isolated yet they flourish if there is sufficient
dispersion between the regions. See Figure 3.6. Note that R0 = ‖N ξ‖ =
∥∥N ζ∥∥ = R̂0, where ξ := (0, 0, 1, 0)
and ζ := (0, 1) (see Theorem 2.13(b) and its proof).
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Figure 3.6: Consider the example in §3.3. For the left figure, both global net reproductive numbers are given, with
R0 being the thick curve and R̂0 being the thin curve. For the right figure and the specific parameter
values, the total populations for each region, namely
∥∥∥x(1)(t)
∥∥∥ and
∥∥∥x(2)(t)
∥∥∥, are given after a single
newborn is placed in region 2, with region 1 being the thin curve and region 2 being the thick curve.
Remark 3.7. Suppose the dispersion matrices D(1,2) and D(2,1) are swapped. That is, newborns move from
the second region to the first (thereby lowering their chances of survival) and the adults move from the first
region to the second (thereby lowering their fecundity). It can be shown that ∂R0/∂d < 0 for each d ∈ [0, 1]
with R0 = R when d = 0 and R0 = R/p when d = 1. Also, R̂0 = R for each d ∈ [0, 1].
4 Application to the Round Goby
The round goby fish, Neogobius melanostomus, is an invasive species believed to have originated in ballast
water from Eastern Europe and Western Asia that was first detected in St. Clair River in 1990 and later
known to be present in all of the Great Lakes by 2000. Since the initial introduction, the round goby has
dispersed to and become well-established in many regions of the Great Lakes and surrounding tributaries. An
unfortunate consequence is the decline or displacement of many native species such as the mottled sculpin,
sturgeon, and trout and, interestingly, other invasive species such as zebra mussels and quagga mussels.
Moreover, the goby consumes zebra mussels which negatively affect clams, crayfish, snails, and turtles. Since
humans eat fish (such as smallmouth bass) which consume the round goby which eat zebra mussels which
ingest toxic polychlorinated biphenyls (PCBs), the round goby fish may negatively affect human health. See,
for example, [45]. The success of the round goby has been attributed to its high tolerance for a wide range
of environments, diverse diet, ability to spawn repeatedly throughout the spring and summer, the aggressive
protection of the eggs by the male parents, and large size compared with other benthic species of similar
lifestyle [9]. The Government of Ontario, like the governments of other jurisdictions, very much wants to
know how to deal with the round goby—not to mention other invasive species—or, in the very least, wants
to have detailed projections so as to adequately prepare for the future.
Considerations. When modeling some population, or any biological, chemical, or physical process, one
must selectively choose quintessential properties and incorporate them in an appropriate way so that the
resulting model both yields realistic insight and is mathematically tractable. The standard reference for
quantitative analysis of fisheries is [38]. Regarding the round goby on a large scale, there are a number of
essential properties which we have taken into account.
Fecundity. Sampling is used to determine the fecundity and reproductive season of the round goby. The
larval stage lasts approximately three weeks and the females are sexually mature at about one year of age
with spawning occurring multiple times during the spring and summer. The success of the round goby
at invading the Great Lakes is commonly attributed to their high fecundity (compared to native species),
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extended spawning season, rapid maturation, and aggressive behaviour. In particular, the adult male gobies
aggressively protect the nests [36, 46]. Data on age-length and age-fecundity relationships can be found in
[33, 34, 45].
Mathematically, these facts suggest defining a larvae stage as individuals between zero and three weeks of
age, a juvenile stage as individuals between three weeks and one year of age, and an adult stage as individuals
aged more than one year. Moreover, adults are the only class with nonzero fecundities. The time increment,
for simplicity, can be taken to be one month with six months of reproduction (April through September)
and six months of no reproduction (October through March) with the larvae remaining larvae for just one
time increment. Note that The accounting for seasonal changes in vital rates, for example the fecundities
of the adults which are zero for non reproductive months (October through March) and positive for the
reproductive months (April through September), can be achieved using periodic matrix population models
[14]. In regions where gobies are established, the adults tend have higher proportions of surviving offspring
(fecundity).
Survival. It is estimated that round gobies have a typical lifespan of four years in the Great Lakes [45].
The juvenile gobies are known to be predatory and cannibalistic, whereby they feed on the eggs of gobies
and other species. Mathematically, these facts suggest that the survival probabilities tend to be higher in
regions where gobies have recently invaded.
Dispersion. The movements of round gobies can be tracked using transponder tags [10]. Round gobies are
known to have a high site fidelity but juveniles tend to disperse more rapidly than adults with larger round
gobies tending to induce smaller fish to leave. Furthermore, the round goby inhabits a variety of distinct
environments [23, 39]. Finally, larvae tend to migrate vertically and then disperse via water currents [20, 21].
The large-scale dispersion is predominantly due to the larvae.
A matrix population model with the larvae having larger dispersion coefficients than the juveniles and
the adults having no dispersion is appropriate. The management of aquatic populations in which dispersion
is involved using matrix population models has been explored by others, for example, in [25]. A small-scale
model using integro-difference equations [37, 40, 41] would also be reasonable to account for the dispersion
of the juveniles.
Linear model. We will formulate a matrix population model of the form explored in §2 for the round
goby. Nonlinear (density-dependent) and non-autonomous (time-dependent) effects are ignored. The three
stages (m = 3) are taken to be larvae k = 1, juvenile k = 2, and adult k = 3. For simplicity, take one time
increment to represent one month so that all larvae become juveniles. With n discrete patches, the local
demography matrices are the same as in (3.2). For the local dispersion matrices between two regions,
D(i,j) := diag
(
d
(i,j)
1 , d
(i,j)
2 , 0
)
for i, j ∈ En with i 6= j,
where 0 ≤ d(i,j)k ≤ 1 for each k ∈ {1, 2} and i, j ∈ En with i 6= j and
∑n
i=1 d
(i,j)
k = 1 for each k ∈ {1, 2} and
j ∈ En. The other dispersion matrices D(j,j) for j ∈ En, for remaining within the same region, are obtained
using the relation
∑n
i=1D
(i,j) = I. Typically, the larvae disperse more than the juveniles and so d
(i,j)
1 ≥ d(i,j)2
for each i, j ∈ En with i 6= j. Together, the matrix population model is
x(t+ 1) = Px(t) , x(0) = x0, (4.1)
where t ∈ N0, x0 ∈ R3n≥0, P := DA, A :=
⊕n
i=1A
(i), Dij := D
(i,j) for i, j ∈ En. Note that Dij denotes the
(i, j)
th
block of matrix D.
Two-patch example. This example is a special case of (4.1) and takes the example in §3.3 one step
further. Start with the local demography matrices A(i) := F(i) + S(i) for each i ∈ {1, 2}, where F(i) and
S(i) are of the form in (3.2). Assume that S(2) = pS(1), where p > 1, and ignore the superscripts on the
survival probabilities. The standard assumptions on the survival matrices apply, namely S(1),S(2) ≥ 0 and
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Figure 4.1: Consider the numerical, two-patch example from §4. For the left figure, both global net reproductive
numbers are given, with R0 being the thick curve and R̂0 being the thin curve. For the centre figure
with the specific parameter values and d := 1
2
, which results in R0 ≈ 0.861 and R̂0 ≈ 1.071, the total
populations for each region are given after a single newborn is placed in region 2, with region 1 being
the thin curve and region 2 being the thick curve. For the right figure, everything is the same as the
centre figure except d := 3
4
, R0 ≈ 1.142, and R̂0 = 1.3.
∥∥∥S(1)∥∥∥ , ∥∥∥S(2)∥∥∥ < 1, but we need to further assume that s2,1, s3,2 > 0. Observe that∥∥∥S(1)∥∥∥ = max {s2,1, s2,2 + s3,2, s3,3} > 0, ∥∥∥S(2)∥∥∥ = p ∥∥∥S(1)∥∥∥ , and p < ∥∥∥S(1)∥∥∥−1 .
Now, take R ∈ (0, 1). We want to choose the fecundities f (1)3 and f (2)3 so that the local dispersion-free net
reproductive numbers are R(1)0 = R and R(2)0 = R. This requires
f
(1)
3 :=
R (1− s2,2) (1− s3,3)
s2,1 s3,2
and f
(2)
3 :=
R (1− p s2,2) (1− p s3,3)
p2 s2,1 s3,2
.
For the local dispersion matrices,
D(2,1) := diag(d, 0, 0) and D(1,2) := diag(0, dq, 0) , where 0 ≤ d, q ≤ 1.
Biologically, during one time increment, a fraction of the larvae disperse from the first region to the second
(when 0 < d < 1), a smaller fraction of juveniles disperse from the second region to the first (when 0 < d < 1
and 0 < q < 1), larvae always advance to become juveniles, and only adults reproduce. Both regions have
the same local dispersion-free net reproductive number of R(i)0 = R for i ∈ {1, 2}, with the first region being
better for reproduction and the second region being better for survival.
Explicit expressions for R0(d) and R̂0(d), while somewhat messy and omitted here for that very reason,
can be computed. However, we will present the maximum values of R0(d) and R̂0(d),
R0(1) = ξ R = R̂0(1) , where ξ := pq + (1− q) (1− p s2,2)
1− p (1− q) s2,2 .
Observe that ξ = p when q = 1. Figure 4.1 depicts how R0(d) and R̂0(d) vary with d. Also shown, for two
cases of d (one below the critical value and one above), is the total population in each of the two regions
when a single newborn is placed in the second region for the parameter values R := 12 , s2,1 :=
1
20 , s2,2 :=
1
10 ,
s3,2 :=
1
20 , s3,3 :=
3
20 , p := 5, and q :=
1
3 . The critical dispersion rate, where R0(d∗) = 1, is d∗ ≈ 0.632.
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Discussion. The larvae disperse (via currents mainly) to new regions where the goby has not established and
is virtually unopposed by the native species and thus has a higher chance of survival. Similarly, the juveniles
are free to disperse back to other regions where the goby has already established and thus has a higher
fecundity as adults. Based on the above model and analysis, we can conjecture that the combined dispersion
of the larvae and juveniles amplifies the goby population. More, if the dispersion of the larvae or juveniles
were to be inhibited then the amplification would be diminished or eliminated. To be sure, reduction of the
other vital rates (fecundity and survival) would lower the local dispersion-free net reproductive numbers and
the global net reproductive number.
5 Conclusion and Future Work
We have presented and analyzed a matrix population model that combines multiple patches, with each
region having Usher demography matrices and dispersion between the patches. Our analysis was aided by
graph reduction and submatrices formed by considering only rows and columns for newborns. Biologically-
relevant examples were provided, ones that were applicable to the invasive round goby fish. Notably, we
showed that “round-trip dispersion” (which applies to the goby) can amplify the overall growth rate of a
population whereas the absence of round-trip dispersion precludes such amplification.
To conclude, we state a couple of interesting questions. First, for an otherwise fixed setup, what dispersion
matrix D maximizes and minimizes R0? Second, under what conditions is it true that max
i∈En
{
R(i)0
}
< R0?
Appendix A Background Material
A.1 Common Notation, Terminology, and Results
Nonnegative vectors and matrices. The set Rm≥0 consists of all m-dimensional (column) vectors with
nonnegative components. Similarly, the set Rm×m≥0 consists of m by m matrices with nonnegative elements.
If dimension is clear, we can also write x ≥ 0 and B ≥ 0 to indicate that each component of x and each
element of B is nonnegative. (A strict inequality says all elements are strictly positive.) Note that B ≥ 0
does not indicate here that B is positive semi-definite.
Norms. The vector norm we use is the L1-norm, since it outputs total population for a population vector
x(t). Specifically, the vector norm and its induced matrix norm are, for x ∈ Rm and B ∈ Rm×m,
‖x‖ :=
m∑
k=1
|xk| and ‖B‖ := max
‖x‖=1
{‖Bx‖} = max
ℓ∈Em
{
m∑
k=1
|Bkℓ|
}
. (A.1)
Irreducible and primitive matrices. Important subclasses of nonnegative matrices are the irreducible
and primitive matrices. These terms have more formal and intuitive definitions using linear algebra and graph
theory, but the simplest computational necessary and sufficient conditions for irreducibility and primitivity
are, respectively, (I+B)
m−1
> 0 and B(m−1)
2+2 > 0, where Bkℓ := sgn(Akℓ).
Eigenvalues and eigenvectors. For a general square matrix A ∈ Cm×m, if λ ∈ C and u,v ∈ Cm6=0 satisfy
u∗A = λu∗ and Av = λv, then λ is an eigenvalue, u is an associated left eigenvector, and v is an associated
right eigenvector. Note ∗ denotes transposition and Cm6=0 := { z ∈ Cm : z 6= 0 }. The set of all eigenvalues of
A is called the spectrum and denoted σ(A). The eigenvalues of A are found as the n roots (not necessarily
distinct) of the characteristic polynomial p(λ) := det(λ I−A). Simple-but-useful properties follow from the
observations A∗ u = λu, σ(A∗) = σ(A), A (αv) = λ (αv), and (αA)v = (αλ)v, where α 6= 0.
Spectral radius. Also important is the spectral radius of B, given by ρ(B) := max { |λ| : λ ∈ σ(B) }. The
spectral radius satisfies ρ(αB) = |α| ρ(B), for any α ∈ C, and the inequalities of Frobenius
min
ℓ∈Em
{
m∑
k=1
|Bkℓ|
}
≤ ρ(B) ≤ ‖B‖ = max
ℓ∈Em
{
m∑
k=1
|Bkℓ|
}
. (A.2)
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Cushing-Zhou and Li-Schneider Theorems. Suppose that A ∈ Rm×m≥0 is a projection matrix and con-
sider the matrix population model x(t+ 1) = Ax(t), with x(0) = x0, where t ∈ N0 and x0 ∈ Rm≥0. Suppose
further that A = F+ S, where F,S ∈ Rm×m≥0 and ‖S‖ < 1. Consider the growth rate r := ρ(A) and the
net reproductive number R0 := ρ(N), where N := F (I− S)−1 is the next-generation matrix. If R0 > 0
and A and N are irreducible, then either 0 < R0 < r < 1, or r = 1 = R0, or 1 < r < R0. Moreover,
ρ
(R−10 F+ S) = 1 and ρ(F+R0 S) = R0. This is the Cushing-Zhou Theorem, and it is useful because both
r and R0 have intuitive meanings but R0 is typically easier to compute. A weaker version, which is known
as the Li-Schneider Theorem and appears as Theorem 3.3 of [31], guarantees that either 0 ≤ R0 ≤ r < 1, or
r = R0 = 1, or 1 ≤ r ≤ R0 in the case that A and N are assumed to just be nonnegative.
Perron-Frobenius Theorem. The proof of the Cushing-Zhou Theorem and some results in this paper
rely on the Perron-Frobenius Theorem. See, for example, [3, 17, 22, 31]. This powerful result applies
to an irreducible matrix A ∈ Rm×m≥0 and asserts the following: There exists an eigenvalue r of A (the
Perron eigenvalue) that is real, positive, and simple (that is, the eigenvalue is not a repeated root of the
characteristic polynomial), and satisfies r = ρ(A); the eigenspace is one-dimensional (only one linearly-
independent eigenvector) and the associated left and right eigenvectors (the Perron eigenvectors) can be
taken to be positive; no eigenvalue other than r has associated eigenvectors that are positive; and the
spectral radius r = ρ(A) satisfies ∂r/∂Akℓ > 0 for each k, ℓ ∈ Em. If, in addition, A is primitive, then the
eigenvalue r is dominant, that is any other eigenvalue λ satisfies |λ| < r.
Fundamental Theorem of Demography. Suppose the population x(t) is modeled as x(t+ 1) = Ax(t),
with x(0) = x0, and r := ρ(A). If A is primitive and u and v are, respectively, associated positive left and
right (Perron) eigenvectors that are normalized so that u∗ v = 1, then the population satisfies x(t) ∼ rt u∗ x0 v
and, provided u∗ x0 v 6= 0, the stable-age distribution satisfies x(t)/‖x(t)‖ ∼ v/‖v‖ as t→∞. This is the
Fundamental Theorem of Demography.
A.2 Graph Reduction
For further information on the technique of graph reduction, which involves finding equivalent graphs to
find eigenvalues and eigenvectors, see [16, 35].
Directed and life-cycle graphs. For a matrix A ∈ Rm×m≥0 , the associated directed graph is constructed
by forming m nodes, labeled as elements in Em, with a directed edge from node ℓ to node k if Akℓ > 0. The
directed graph is strongly connected if for every pair of nodes (k, ℓ) there exists a directed path connecting
k to ℓ and a directed path connecting ℓ to k. Note that the undirected graph is weakly connected if an
undirected path exists between any two nodes. Importantly for us, a directed graph correspond to a life-
cycle graph for a stage-structured population. Moreover, if the directed graph associated with A is strongly
connected, then A is irreducible. Two sufficient conditions for primitivity are (i) A has a positive diagonal
element and (ii) A is irreducible and there is at least one self-loop in the graph.
Linear signal-flow graphs. A linear signal-flow graph, which has origins in electronic-circuit theory, uses
directed graphs representing a system of linear equations. See, for example, [7, 16, 35]. Consider a system of
linear equations of the form x = Ax, where x ∈ Rm and A ∈ Rm×m. This can be written xk =
∑m
ℓ=1Akℓ xℓ
for each k ∈ Em. The graph is constructed as follows. There is a node (or vertex ) for each variable xk.
Furthermore, if Akℓ 6= 0, then a directed branch (or edge) is drawn from xℓ to xk with transmission (or rate
or transmission rate) Akℓ. If Akk 6= 0, then a self-loop is drawn. Relations of the form xk = xk (corresponding
to row k of A consisting of only zeros except for Akk = 1) are typically omitted from the graph. Note that
the graph is in “cause-and-effect” form, with each dependent node expressed once as the effect of other cause
nodes. An example is presented in Figure A.1.
Graphs and eigenvalues. The z-transformed graph (the name has engineering origins) of the matrix
A ∈ Rm×m is the graph of λ−1A. This represents the system of equations λ−1Ax = x, that is, Ax = λx.
So, λ is a nonzero eigenvalue of A with associated eigenvector x. Rules, informally known as Mason
Equivalence Rules (some of which appear in Figure A.2), allow us to transform the graph and eliminate
intermediate nodes, resulting in a simpler equation for the eigenvalues. With an appropriate sequence of
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y1
1
x1 x2 x3
a d
b
c
y3
1
y1 y3
T
Ax = x, where x := (x1, x2, x3)
and A :=


1 0 0
a b 0
c d 0


Figure B.1: Graph representing the linear equations ax bx and cx dx . Also shown are the phan-
tom nodes (input) and (output) which satisfy Ty . Observe that /y /x
B.2 Graph Reduction
B.2.1 Linear Signal-Flow Graphs
linear signal-flow graph, which has origins in electronic-circuit theory, uses directed graphs representing a
system of linear equations. See, for example, [7, 14, 32].
Consider a system of linear equations of the form Ax, where and . This can be
written
=1
kℓ for each ∈ E
The graph is constructed as follows. There is a node (or vertex ) for each variable . Furthermore, if
kℓ = 0, then a directed branch (or edge) is drawn from to with transmission (or rate or transmission
rate kℓ. If kk = 0, then a self-loop is drawn. Relations of the form (corresponding to row of
consisting of only zeros except for kk = 1) are typically omitted from the graph. Note that the graph is
in “cause-and-effect” form, with each dependent node expressed once as the effect of other cause nodes. An
example is presented in Figure B.1.
B.2.2 Graphs and Eigenvalues
The -transformed graph (engineers are responsible for the name) of the matrix is the graph of
. This represents the system of equations Ax , that is, Ax . So, is an eigenvalue of
with associated eigenvector . Rules, informally known as Mason Equivalence Rules which are given below,
allow us to transform the graph and eliminate intermediate nodes. This can frequently result in a simple
equation for the eigenvalues.
For nonzero solution and det ) = 0. If we perform a sequence of elementary
row operations on resulting in ) with det = 0, then we have the equivalent characteristic
40
Figure A.1: Graph representing the linear equations x2 = ax1 + bx2 and x3 = cx1 + dx2. Also shown are the phan-
tom nodes y1 (input) and y3 (output) which satisfy y3 = Ty1. Observe that T = y3/y1 = x3/x1.M.S. Cal r, Y. Zhao, X. Zou Amplification of the Net Reproductive Number by Dispersion
x1 x2
a
x2 = ax1 + bx2
b 6= 1
x1 x2
x2 =
(
a
1−b
)
x1
a
1−b
≡
x3x1
a b
x2 = ax1 x3 = bx2
x2 x1 x3
x3 = (ab)x1
ab
≡
x1 x2
a+ b
x2 = (a+ b) x1
x1 x2
b
a
x2 = ax1 + bx1
(i)
(ii)
(iii)
≡
Figure A.2: Three Mason Equivalence Rules.
Graphs and th growth rate and net reproductive number. To address the application to population
models, let , and be as in the statement of the Cushing-Yicang Theorem as it appears
in A.1. Assume r, 0. Since = 1 and = 1, performing graph reduction for the
respective graphs of and can yield and . In both cases, if the characteristic polynomial
has more than one root, we choose the largest root in absolute value.
Appendix B Proofs
B.1 Auxiliary Matrices and Newborn Submatrices
We employ the auxiliary matrices , and to handle many technical details of the results in the main
text of this paper. The definitions and actions of these matrices are presented in Table B.1. The newborn
submatrices, formed by expunging the rows and columns corresponding to non-newborns and defined in
(2.15), can be computed using and . Specifically, ), where
) := GXH for mn mn (B.1)
Proposition B.1. Consider the sets and , defined in (2.7), auxiliary matrices , and , defined in
Table B.1, and the matrix function , defined in (B.1)
(a) The auxiliary matrices satisfy GH HG GL , and LH
(b) The matrices and , given respectively in (2.9) and (2.14), satisfy LN and LW
(c) For arbitrary matrix mn mn, define := . Then, LXL XG LXH , and
GXL XG
(d) If ∈ X then Gx ∈ Y. Similarly, if ∈ Y then Hy ∈ X
(e) Let mn mn ∈ X , and ∈ Y. Define := . If LB Gx, and Hy, then
Bx By
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elementary row operations (that is, Gaussian eliminati n) performed on A− λ I resulting in E (A− λ I)
with det(E) 6= 0, the polynomials det(A− λ I) and det(E (A− λ I)) have the sam roots (eigenvalues).
Graphs and the growth rate and n reproductive n mber. To address the application to population
models, let F, S, A, N, r, and R0 be as in the statement of the Cushing-Yicang Theorem as it appears
in §A.1. Assume r,R0 > 0. Since ρ
(
r−1A
)
= 1 and ρ
(R−10 F+ S) = 1, performing graph reduction for the
respective graphs of r−1A and R−10 F+ S can yield r and R0. In both cases, if the characteristic polynomial
has more than one root, we choose the largest root in absolute value.
Appendix B Proofs
Auxiliary matrices. We employ the auxiliary matrices L, G, and H to handle many technical details
of the proofs of results in the main text of this paper. The definitions and actions of these matrices are
presented in Table B.1. The newborn submatrices, formed by expunging the rows and columns corresponding
to non-newborns and defined in (2.15), can be computed using G and H. Specifically, X = Φ(X), where
Φ(X) := GXH ∈ Rn×n for X ∈ Rmn×mn. (B.1)
Proposition B.1. Consider the sets X and Y, defined in (2.7), auxiliary matrices L, G, and H, defined in
Table B.1, and the matrix function Φ, defined in (B.1).
(a) The auxiliary matrices satisfy GH = I, HG = L, GL = G, and LH = H.
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Matrix Definition Left-Multiplication Right-Multiplication
L ∈ Rmn×mn≥0 For p, q ∈ Emn, if p ∈ K
and q = p, then Lpq := 1.
Otherwise, Lpq := 0.
Sets to zero the rows corre-
sponding to non-newborns.
Sets to zero the columns cor-
responding to non-newborns.
G ∈ Rn×mn≥0 For i ∈ En and q ∈ Emn, if
q = 1 + (i− 1)m, then
Giq := 1. Otherwise,
Giq := 0.
Removes the rows corre-
sponding to non-newborns.
Inserts columns of zeros cor-
responding to non-newborns.
H ∈ Rmn×n≥0 H :=G∗ Inserts rows of zeros corre-
sponding to non-newborns.
Removes the columns corre-
sponding to non-newborns.
Table B.1: The auxiliary matrices L, G, and H. For example, take m := 3, n := 2, x := (x1, x2, x3, x4, x5, x6), and
y := (y1, y2). Then, K = {1, 4}. Moreover, L is a 6× 6 matrix with zeros everywhere except for L11 = 1
and L44 = 1. Similarly, G is a 2× 6 matrix with zeros everywhere except for G11 = 1 and G24 = 1 andH
is a 6× 2 matrix with zeros everywhere except for H11 = 1 and H42 = 1. Then, Lx = (x1, 0, 0, x4, 0, 0),
Gx = (x1, x4), and Hy = (y1, 0, 0, y2, 0, 0).
(b) The matrices N and W, given respectively in (2.9) and (2.14), satisfy LN = N and LW = W.
(c) For arbitrary matrix X ∈ Rmn×mn, define X := Φ(X). Then, LXL = HXG, LXH = HX, and
GXL = XG.
(d) If x ∈ X then Gx ∈ Y. Similarly, if y ∈ Y then Hy ∈ X .
(e) Let B ∈ Rmn×mn≥0 , x ∈ X , and y ∈ Y. Define B := Φ(B) ≥ 0. If LB = B, y = Gx, and x = Hy, then
‖Bx‖ =
∥∥By∥∥.
Proof of Proposition B.1:
(a) The proof is straight-forward and omitted.
(b) Due to the structure of F (and each component matrix F(i)), we see Npq = 0 and Wpq = 0 for p 6∈ K.
Thus, the action of left-multiplication by L is to set to zero rows for the non-newborns that are already
zero.
(c) For the first relation, multiply the equation X = GXH on the left by H and on the right by G and
apply the relation HG = L, given in part B.1(a), twice. The second and third relations are similarly
obtained.
(d) The statement is obvious.
(e) First, note ‖Bx‖ =∑mnp,q=1Bpq xq and ∥∥By∥∥ =∑ni,j=1 Bij yj. We are given Bpq = 0 and xq = 0 for
p 6∈ K and q 6∈ K. Consequently, Bpq xq can only potentially be nonzero for p ∈ K and q ∈ K. It follows
from the definition of K that ∑mnp,q=1 Bpq xq =∑ni,j=1 Bij yj , as desired.
Proposition B.2. Consider the auxiliary matrix L, defined in Table B.1, and the matrix function Φ, defined
in (B.1). Let X,Y ∈ Rmn×mn be arbitrary matrices.
(a) If LX = X, that is Xpq = 0 for p 6∈ K, then X and Φ(X) have the same nonzero eigenvalues and, in
particular, ρ(X) = ρ(Φ(X)).
(b) The matrix function satisfies ρ(Φ(X)) ≤ ‖Φ(X)‖ ≤ ‖X‖.
(c) If XL = X or LY = Y, then Φ(XY) = Φ(X)Φ(Y).
Proof of Proposition B.2:
(a) The rows of zeros, and the corresponding columns, can be permuted so that the resulting matrix has all
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zeros at the bottom. See §0.9 and §6.2 of [22] for further information. That is, we can write
X =M−1
(
Φ(X) B
0 0
)
M, (B.2)
where M ∈ Rmn×mn is an invertible permutation matrix and B ∈ R(m−1)n×(m−1)n≥0 is another matrix.
The conclusion follows.
(b) The inequality ρ(Φ(X)) ≤ ‖Φ(X)‖ follows from (A.2). Since Φ(X) is formed by expunging certain rows
and columns of X, the inequality ‖Φ(X)‖ ≤ ‖X‖ follows from the fact that the norm is computed as
the maximum absolute column sum.
(c) From the assumptions,XY = XLY and henceΦ(XY) = GXLYH. We know from Proposition B.1(a)
that L = HG, and hence we have Φ(XY) = (GXH) (GYH). The conclusion follows.
Proposition B.3. Consider the matrices L, G, and H, given in Table B.1, and the matrix function Φ,
given in (B.1). Suppose X ∈ Rmn×mn is arbitrary and take X := Φ(X).
(a) If λ is an eigenvalue of X with associated right eigenvector v, then λ is an eigenvalue of LX with
associated eigenvector u := Hv (which satisfies Lu = u).
(b) If LX = X and λ is an eigenvalue of X with associated left eigenvector u, then λ is an eigenvalue of X
with associated left eigenvector v := Gu.
Proof of Proposition B.3:
(a) We are given Xv = λv. Since X = GXH, left-multiplication by H yields (HG)X (Hv) = λ (Hv).
Since HG = L and u = Hv, we are finished.
(b) We are given that u∗ (LX) = λu∗. Multiply on the right by H to obtain u∗ (LXH) = λ (u∗H). Sub-
stituting L = HG reveals (u∗H)X = λ (u∗H). Since Gu = v and H∗ = G, we know v∗ = u∗H and
we are left with v∗X = λv∗, as desired.
Main proofs. With the preceding preparations completed, we now present the proofs for results in the
main text that have not been omitted for brevity.
Proof of Proposition 2.4:
(a) It follows from (A.1), (2.1), and (2.3).
(b) The proof is standard. The first statement,
∑mn
p=1Dpq = 1 for every q ∈ Emn, follows from (2.2), (2.4),
and (2.5). To show that ‖Dx‖ = ‖x‖ and ‖DX‖ = ‖X‖, employ routine algebra and use (A.1) and the
column stochasticity of D. To show that ρ(D) = ‖D‖ = 1, first observe that from (A.1), (2.2), (2.4),
and (2.5), we know ‖D‖ = 1. Appealing to (A.2), ρ(D) ≤ 1. To show ρ(D) = 1, show that the vector
u := (1, . . . , 1) ∈ Rmn is a left eigenvector associated with the eigenvalue 1. It follows ρ(D) = 1.
Proof of Proposition 2.8: The proof is similar to that of Proposition 2.4.
Proof of Proposition 2.9: It follows from (2.13) and Proposition B.1 that R̂0 = max
{∥∥Wy∥∥ : y ∈ Y },
where Y is the set given in (2.7). If the jth column of W gives the maximum absolute column sum, then
choosing y to be the jth standard unit basis vector reveals the desired conclusion.
Proof of Theorem 2.11: We know thatN = DW. Using Propositions B.1(b) and B.2(c), we can conclude
N = D ·W. The facts ρ(N) = ρ(N) = R0 and ρ(W) = ρ(W) follow from Propositions B.1(b) and B.2(a).
The facts R0 ≤
∥∥N∥∥ ≤ ‖N‖ and R̂0 = ∥∥W∥∥ ≤ ‖W‖ follow from Proposition B.2(b).
Proof of Corollary 2.12: It follows from (2.2), Proposition 2.8, and Theorem 2.11.
Proof of Theorem 2.13:
(a) By virtue of Theorem 2.11, R0 ≤
∥∥N∥∥ and R̂0 = ∥∥W∥∥. Using Proposition 2.8, ∥∥N∥∥ = ∥∥D ·W∥∥ = ∥∥W∥∥.
Thus, R0 ≤ R̂0.
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(b) Define the function g ∈ C(Y,R≥0) by g(y) := ∥∥Ny∥∥ =∑nj=1 (∑ni=1N ij) yj . Note that Y is nonempty,
compact, and connected. Let jα and jβ be such that
∑n
i=1N ijα = α and
∑n
i=1N ijβ = β. Define the
vectors a,b ∈ Y component-wise using the Kronecker-delta by ai := δijα and bi := δijβ for each i ∈ En.
Then, α =
∥∥Na∥∥ = g(a) and β = ∥∥Nb∥∥ = g(b) with g(a) ≤ g(y) ≤ g(b) for each y ∈ Y.
Since R0 = ρ
(
N
)
, as we know from Theorem 2.11, it follows from (A.2) that α ≤ R0 ≤ β. With the
assistance of the Intermediate Value Theorem, we know there exists ζ ∈ Y such thatR0 = g(ζ) =
∥∥N ζ∥∥.
Using Propositions B.1(b), B.1(d), and B.1(e), R0 = ‖N ξ‖, where ξ := H ζ ∈ X .
(c) The Perron-Frobenius Theorem guarantees the existence of ζ ∈ Rn>0 with ‖ζ‖ = 1 and N ζ = R0 ζ.
Observe that ζ ∈ Y and so, by virtue of Proposition B.1(d), ξ ∈ X , where ξ := H ζ. Using Propo-
sition B.1(b) and Proposition B.3(a), N ξ = R0 ξ. Taking the norm of both sides of this equation,
‖N ξ‖ = R0 ‖ξ‖ = R0, as requested.
(d) The proof is straight-forward and omitted.
Proof of Proposition 3.1:
(a) Since DS = S and W = F (I−DS)−1, it is easy to see from the block-diagonal forms of F and S that
W =
⊕n
i=1 F
(i)
[
I− S(i)
]−1
=
⊕n
i=1N
(i). Upon expunging the rows and columns for non-newborns and
recalling that N
(i)
11 = R(i)0 , we observe W =
⊕n
i=1R(i)0 .
(b) Since R̂0 =
∥∥W∥∥, it follows from (A.1) that R̂0 = max
i∈En
{
R(i)0
}
. Appealing to Proposition 2.8 (specifically
Dij = d
(i,j)
1 ) and Theorem 2.11 (specifically N = D ·W), N ij = d(i,j)1 R(j)0 for each i, j ∈ En.
(c) Now, αD ≤ N ≤ βD and ρ(D) = 1, the latter of which we know from Proposition 2.8. SinceR0 = ρ(N),
the Perron-Frobenius Theorem (specifically, increasing an element of a positive matrix increases the spec-
tral radius) establishes the conclusions.
Proof of Proposition 3.6: First, note that 0 cannot be a root of g since g(0) = −b < 0. To prove the
first two statements, sketch the graphs of y = u2 and y = a+ b/u to illustrate that there is a unique positive
root u∗ which satisfies ∂u∗/∂a > 0 and ∂u∗/∂b > 0 and is greater in magnitude than any other root (which
must be negative). Alternatively, use Descartes’ Rule of Signs to show that g has a single positive root
u∗ and, after employing routine Calculus to show that 3 (u∗)
2 − a > 0, use implicit differentiation to show
∂u∗/∂a = u∗/
[
3 (u∗)
2 − a
]
> 0 and ∂u∗/∂b = 1/
[
3 (u∗)
2 − a
]
> 0.
To prove the third statement, observe that g(1) = 1− (a+ b) and note lim
u→∞
g(u) =∞. So, if a+ b = 1
then g(1) = 0 and u∗ = 1. Likewise, if a+ b < 1 then g(1) > 0 and so u∗ < 1 and if a+ b > 1 then g(1) < 0
and so u∗ > 1. That is, u∗ and a+ b are on the same side of 1.
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