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Abstract
We show how to generate a class of Euclidean splines, called L-splines,
as solutions of a high-order variational problem. We also show connections
between L-splines and optimal control theory, leading to the conclusion that
L-splines are manifestations of an optimal behavior.
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1 Introduction
In recent years there has been an eort to combine ideas of splines and control
theory, having in mind engineering applications such as path-planning trajectories
of mechanical systems. Most of these applications require generalizations of splines
in Euclidean spaces to Lie groups and other Riemannian manifolds. Related to
that we mention the work of Crouch and Jackson [8], Crouch and Silva Leite [5],
[4], Crouch, Kun and Silva Leite [7], [6], Ge and Ravani [9], [10], [11], Noakes,
Heinzinger and Paden [14] and Park and Ravani [15]. In some of these papers
the connection between splines and optimal control is explored, leaving behind the

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idea that splines and control theory are manifestations of the same phenomena.
Following previous work on generalized splines and optimal control [17], which in
turn was inspired by the work of Martin et al [13], we now show that another class
of Euclidean splines, called L-splines, can be realized as output functions associated
with the optimal solution of a linear optimal control problem with interpolation
conditions.
An interesting property of this optimal control problem is that it allows un-
even conditions at the interpolating points. Another important feature is that
the optimal control problem associated with an L-spline may not have a unique
solution. This is particularly appealing from an engineering point of view, since
there is some degree of freedom in the choice of the optimal control that gives rise
to an output function with the properties of an L-spline. This will be explained
in detail in section 3. Before that, in section 2, we dene L-splines as solutions of
the Euler-Lagrange equations associated with a particular variational problem. In
the last section we show that this general case gives rise to the generalized splines
studied in [13] and [17]. We also illustrate the theory with examples.
2 L-spline functions - a variational approach
Now, we formulate a variational problem and provide a solution based on results
from calculus of variation. As a consequence, we will be able to show that its
solution belongs to a well know class of spline functions. This approach will be
crucial to make clear what splines and optimal control have in common.
Before formulating the variational problem, we give some denitions which will
be used throughout this paper. For each positive integer m, let K
m
[t
0
; T ] denote
the collection of all real-valued functions f dened on the real time interval [t
0
; T ],
such that f 2 C
m 1
[t
0
; T ], D
m 1
f is absolutely continuous on [t
0
; T ] and D
m
f 2
L
2
[t
0
; T ]. Here D
m
f is used to denote the derivative
d
m
f
dt
m
. Later on, it will be
convenient to use the notation f
(m)
with the same meaning. For  : t
0
< t
1
<
   < t
n 1
< t
n
= T a partition of [t
0
; T ], let Z = (z
1
; z
2
; : : : ; z
n 1
), be an incidence
vector associated with . That is, Z is an (n   1)-vector with positive integer
components z
k
where 1  z
k
 m for k = 1; 2; : : : ; n   1. Finally, let L be the
linear dierential operator of order m with constant coeÆcients
L  D
m
+ b
m
D
m 1
+   + b
2
D + b
1
D
0
;
and L

its formal adjoint
L

 ( 1)
m
D
m
+ ( 1)
m 1
b
m
D
m 1
+      b
2
D + b
1
D
0
:
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Consider the following variational problem (P
1
):
Given:
the dierential operator L  D
m
  a
m
D
m 1
       a
2
D   a
1
D
0
;
a partition  : t
0
< t
1
<    < t
n 1
< t
n
= T , of the time interval [t
0
; T ];
(z
1
; z
2
; : : : ; z
n 1
) the incidence vector associated with ;
real constants 
i
0
, 
i
n
, i = 0; 1; : : : ; m  1,
and 
i
k
; k = 1; 2; : : : ; n  1, i = 0; 1; : : : ; z
k
  1,
nd y : y j
[t
k 1
;t
k
]
2 C
2m
[t
k 1
; t
k
]; that minimizes the functional
J(y) =
Z
T
t
0
(Ly(t))
2
dt
and satises the boundary conditions
D
i
y(t
0
) = 
i
0
; D
i
y(T ) = 
i
n
; i = 0; 1; : : : ; m  1;
the interpolation conditions
D
i
y(t
k
) = 
i
k
; k = 1; 2; : : : ; n  1; i = 0; 1; : : : ; z
k
  1;
and the continuity conditions
D
i
y(t
 
k
) = D
i
y(t
+
k
); k = 1; 2; : : : ; n  1; i = 0; 1; : : : ; 2m  1  z
k
:
The theorem 2.2 below gives a necessary condition for y to be a solution of problem
(P
1
). The proof of this theorem requires the next intermediate result.
Lemma 2.1 Let  : t
0
< t
1
<    < t
n 1
< t
n
= T be a partition of the time
interval [t
0
; T ], (z
1
; z
2
; : : : ; z
n 1
) an incidence vector associated with  and f; g 2
C
q
[t
k 1
; t
k
], for k = 1; 2; : : : ; n and some (q 2 IN). If f satises the following
conditions
D
i
f(t
0
) = D
i
f(T ) = 0; i = 0; 1; : : : ; q   1; (1)
D
i
f(t
k
) = 0; k = 1; 2; : : : ; n  1; i = 0; 1; : : : ; z
k
  1; (2)
D
i
f(t
 
k
) = D
i
f(t
+
k
); k = 1; 2; : : : ; n  1; i = 0; 1; : : : ; 2q   1  z
k
; (3)
and g satises
D
i
g(t
 
k
) = D
i
g(t
+
k
); k = 1; 2; : : : ; n  1; i = 0; 1; : : : ; q   z
k
; (4)
then the following holds
n
X
k=1
Z
t
k
t
k 1
D
q
f(t) g(t) dt = ( 1)
q
n
X
k=1
Z
t
k
t
k 1
f(t)D
q
g(t) dt:
3
Proof It is clear that
g(t)D
q
f(t) + ( 1)
q 1
D
q
g(t)f(t) =
d
dt
0
@
q 1
X
i=0
( 1)
i
D
i
g(t)D
q i 1
f(t)
1
A
:
Then
n
X
k=1
Z
t
k
t
k 1
g(t)D
q
f(t) dt+
n
X
k=1
Z
t
k
t
k 1
( 1)
q 1
D
q
g(t) f(t) dt
=
n
X
k=1
0
@
q 1
X
i=0
( 1)
i
D
i
g(t)D
q i 1
f(t)






t
k
t
k 1
; k = 1; 2; : : : ; n:
It is now easy to show, that the right hand side of the previous equation, vanishes
whenever f and g satisfy (1), (2), (3) and (4). 2
Theorem 2.2 A necessary condition for y to be a solution of the variational prob-
lem (P
1
) is that L

Ly(t) = 0 in each subinterval [t
k 1
; t
k
]; k = 1; 2; : : : ; n.
Proof It is enough to show that the Euler-Lagrange equation associated with
the Lagrangean H(t; y; y
(1)
; : : : ; y
(m)
) = (Ly(t))
2
is given by L

Ly(t) = 0, in each
subinterval. First of all we note that
H 2 C
m
[t
k 1
; t
k
]; k = 1; 2; : : : ; n;
D
i
H(t
 
k
; y; y
(1)
; : : : ; y
(m)
) = D
i
H(t
+
k
; y; y
(1)
; : : : ; y
(m)
);
k = 1; 2; : : : ; n  1; i = 0; 1; : : : ; m  1  z
k
(1  z
k
 m);
and all rst order partial derivatives of H are continuous in each subinterval
[t
k 1
; t
k
], k = 1; 2; : : : ; n, at least up to order m + 1. If y is an extremal of the
functional J , then, according to the fundamental theorem of the calculus of vari-
ations, we must nd conditions on y so that ÆJ(y; Æy) vanishes, for all admissible
variations Æy of y. Æy is an admissible variation of y if
Æy 2 C
2m
[t
k 1
; t
k
] k = 1; 2; : : : ; n;
D
i
Æy(t
0
) = D
i
Æy(T ) = 0; i = 0; 1; : : : ; m  1;
D
i
Æy(t
k
) = 0; k = 1; 2; : : : ; n  1; i = 0; 1; : : : ; z
k
  1;
and
D
i
Æy(t
 
k
) = D
i
Æy(t
+
k
); k = 1; 2; : : : ; n  1; i = 0; 1; : : : ; 2m  1  z
k
:
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Since the variation ÆJ(y; Æy) is the linear part of J(y; Æy) = J(y+ Æy) J(y), we
rst compute the function J .
J(y; Æy) =
Z
T
t
0
H(t; y + Æy; : : : ; y
(m)
+ (Æy)
(m)
) dt 
Z
T
t
0
H(t; y; : : : ; y
(m)
) dt
=
n
X
k=1
Z
t
k
t
k 1
H(t; y + Æy; : : : ; y
(m)
+ (Æy)
(m)
) dt
 
n
X
k=1
Z
t
k
t
k 1
H(t; y; : : : ; y
(m)
)g dt
=
n
X
k=1
Z
t
k
t
k 1
H(t; y + Æy; : : : ; y
(m)
+ (Æy)
(m)
) H(t; y; : : : ; y
(m)
) dt:
Using Taylor's formula, we may write
J(y; Æy) =
n
X
k=1
Z
t
k
t
k 1
f (Æy)
@H
@y
+ (Æy)
(1)
@H
@y
(1)
+   + (Æy)
(m)
@H
@y
(m)
+
1
2
[ (Æy)
2
@
2
H
@y
2
+ 2(Æy)(Æy)
(1)
@
2
H
@y
(1)
@y
+   
+2(Æy)(Æy)
(m)
@
2
H
@y
(m)
@y
+   + ((Æy)
(m)
)
2
@
2
H
@(y
(m)
)
2
] +R
2
g dt
and, consequently,
ÆJ(y; Æy) =
n
X
k=1
Z
t
k
t
k 1
(Æy)
@H
@y
dt+
n
X
k=1
Z
t
k
t
k 1
(Æy)
(1)
@H
@y
(1)
dt+   
+
n
X
k=1
Z
t
k
t
k 1
(Æy)
(m)
@H
@y
(m)
dt:
Using lemma 2.1, with f = Æy, in each term of the previous formula, we obtain
the following:
ÆJ(y; Æy) =
n
X
k=1
Z
t
k
t
k 1
(Æy)
@H
@y
dt 
n
X
k=1
Z
t
k
t
k 1
(Æy)
d
dt
 
@H
@y
(1)
!
dt+   
+( 1)
m
n
X
k=1
Z
t
k
t
k 1
(Æy)
d
m
dt
m
 
@H
@y
(m)
!
dt
=
n
X
k=1
Z
t
k
t
k 1
"
@H
@y
 
d
dt
 
@H
@y
(1)
!
+   + ( 1)
m
d
m
dt
m
 
@H
@y
(m)
!#
(Æy) dt:
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So, we must have
n
X
k=1
Z
t
k
t
k 1
"
@H
@y
 
d
dt
 
@H
@y
(1)
!
+   + ( 1)
m
d
m
dt
m
 
@H
@y
(m)
!#
(Æy) dt = 0; (5)
for all admissible variations Æy of y.
We now show that the last equation implies that
@H
@y
 
d
dt
 
@H
@y
(1)
!
+   + ( 1)
m
d
m
dt
m
 
@H
@y
(m)
!
= 0; 8t 2 [t
k 1
; t
k
]; k = 1; 2; : : : ; n:
(6)
Assume that there exists a j 2 f1; 2; : : : ; ng such that (6) does not hold in [t
j 1
; t
j
].
Taking into consideration that the left hand side of (6) is a continuous function,
there exists [c; d]  [t
j 1
; t
j
] where that function has constant sign. (Assume, with-
out loss of generality, that the sign is positive). Consider the following admissible
variation
Æy(t) =
8
>
<
>
:
[(t  c)(d  t)]
2m+1
; t 2 [c; d]
0; t 2 [t
0
; T ] n [c; d]
from which it follows that
n
X
k=1
Z
t
k
t
k 1
"
@H
@y
 
d
dt
 
@H
@y
(1)
!
+   + ( 1)
m
d
m
dt
m
 
@H
@y
(m)
!#
(Æy) dt
=
Z
d
c
"
@H
@y
 
d
dt
 
@H
@y
(1)
!
+   + ( 1)
m
d
m
dt
m
 
@H
@y
(m)
!#
(Æy) dt > 0;
which contradicts (5) and so proves that (6) holds.
Finally, replacingH(t; y; y
(1)
; : : : ; y
(m)
) by (Ly(t))
2
in (6) and computing the neces-
sary derivatives, we conclude that y satises the following Euler-Lagrange equation
L

Ly(t) = 0; 8t 2 [t
k 1
; t
k
]; 8k 2 f1; 2; : : : ; ng: (7)
2
The function y, solution of the Euler-Lagrange equation associated with (P
1
) is
a spline function of a particular type, called an L-spline of type I. These functions
were rst introduced, in 1967, by Schultz and Varga in [18]. In the following we
limit ourselves to a brief outline of their results.
Denition 2.3 A real function s, dened on [t
0
; T ], is said to be an L-spline
for the dierential operator L, the partition  and the incidence vector Z, if the
following holds simultaneously:
s 2 K
2m
[t
k 1
; t
k
]; k = 1; 2; : : : ; n;
L

Ls(t) = 0; for t 2 [t
k 1
; t
k
]; k = 1; 2; : : : ; n;
D
i
s(t
 
k
) = D
i
s(t
+
k
); k = 1; 2; : : : ; n  1; i = 0; 1; : : : ; 2m  1  z
k
:
6
The conclusion that y 2 K
2m
[t
k 1
; t
k
], k = 1; 2; : : : ; n, follows from the fact
that y j
[t
k 1
;t
k
]
2 C
2m
[t
k 1
; t
k
].
Denition 2.4 An L-spline s is said to be of type I if it satises the following
boundary and interpolation conditions:
D
i
s(t
k
) = 
i
k
; k 2 f0; ng; i = 0; 1; : : : ; m  1;
D
i
s(t
k
) = 
i
k
; k = 1; 2; : : : ; n  1; i = 0; 1; : : : ; z
k
  1;
(8)
for given real numbers 
i
k
and 
i
k
.
Schultz and Varga also proved the existence and uniqueness of such spline function
and its already noticed extremal property. We sumarize their conclusion in the
next theorem.
Theorem 2.5 Given the dierential operator L, the partition  of the time in-
terval [t
0
; T ], and the incidence vector Z, there exists a unique L-spline of type I,
for each set of boundary and interpolation conditions of type (8). This L-spline
(of type I) also minimizes the functional J(f) =
Z
T
t
0
(Lf(t))
2
dt, among all func-
tions belonging to K
m
[t
0
; T ] and satisfying the same boundary and interpolation
conditions.
For the sake of completeness we include here a proof of the fact that all solutions
of the Euler-Lagrange equation associated with (P
1
) also minimize the functional
J . For that we need the following lemma.
Lemma 2.6 If y is a solution of the Euler-Lagrange equation associated with (P
1
)
and if f 2 K
m
[t
0
; T ] and satises the same boundary and interpolation conditions,
then
n
X
k=1
Z
t
k
t
k 1
Ly(t)L(f(t)  y(t)) dt = 0: (9)
Proof We use the following relation that connects L and L

and which is known
as the Lagrange Identity,
v Lu  uL

v =
d
dt
B(u; v); (10)
where u and v are any two real functions dened and possesing at least m deriva-
tives on a closed interval and
B(u; v) =
m 1
X
j=0
D
m j 1
u(t)
j
X
i=0
( 1)
i+1
D
i
(a
m+1 j+i
v(t)):
7
Choosing u = f   y, v = Ly and integrating (10) in [t
k 1
; t
k
], we get for k =
1; 2; : : : ; n
Z
t
k
t
k 1
Ly(t)L(f(t)  y(t)) dt
=
0
@
m 1
X
j=0
D
m j 1
(f(t)  y(t))
j
X
i=0
( 1)
i+1
D
i
(a
m+1 j+i
Ly(t))






t
k
t
k 1
:
Then
n
X
k=1
Z
t
k
t
k 1
Ly(t)L(f(t)  y(t)) dt
=
n
X
k=1
0
@
m 1
X
j=0
D
m j 1
(f(t)  y(t))
j
X
i=0
( 1)
i+1
D
i
(a
m+1 j+i
Ly(t))






t
k
t
k 1
:
The right hand side of the previous equation gives rise to the following identical
expression for t
0
and t
n
,
0
@
m 1
X
j=0
D
m j 1
(f(t)  y(t))
j
X
i=0
( 1)
i+1
D
i
(a
m+1 j+i
Ly(t))






t=t
0
;t
n
;
that vanishes, since f and y satisfy the same boundary conditions. For all other
t
k
, k = 1; 2; : : : ; n  1, we have
m 1
X
j=0
D
m j 1
(f(t
k
)  y
k
(t
k
)
j
X
i=0
( 1)
i+1
D
i
(a
m+1 j+i
Ly
k
(t
k
))
 
m 1
X
j=0
D
m j 1
(f(t
k
)  y
k+1
(t
k
)
j
X
i=0
( 1)
i+1
D
i
(a
m+1 j+i
Ly
k+1
(t
k
));
where y
k
is the expression of y in [t
k 1
; t
k
] and y
k+1
the expression of y in [t
k
; t
k+1
].
The last expression also vanish for each k, since f and y satisfy the same interpo-
lation conditions and y satises continuity conditions. 2
Theorem 2.7 The solutions of the Euler-Lagrange equation associated with (P
1
),
minimize the functional J among all functions f 2 K
m
[t
0
; T ] that satisfy the same
boundary and interpolation conditions.
8
Proof
Z
T
t
0
[L(f(t)  y(t))]
2
dt
=
Z
T
t
0
(Lf(t))
2
dt  2
Z
T
t
0
Lf(t)Ly(t) dt+
Z
T
t
0
(Ly(t))
2
dt
=
Z
T
t
0
(Lf(t))
2
dt  2
Z
T
t
0
L(f(t)  y(t))Ly(t)dt 
Z
T
t
0
(Ly(t))
2
dt:
Using (9) we get
Z
T
t
0
(Lf(t))
2
dt =
Z
T
t
0
(Ly(t))
2
dt+
Z
T
t
0
[L(f(t)  y(t))]
2
dt:
The conclusion that y minimizes J follows. 2
To nd this unique spline it is enough to determine 2mn unknowns, correspond-
ing to 2m arbitrary constants in the general solution of the dierential equation
L

Ls(t) = 0, for each subinterval of the partition . The required interpolation
conditions provide
P
n 1
k=1
z
k
equations, the boundary conditions generate 2m equa-
tions and the continuity requirements give rise to 2m(n  1) 
P
n 1
k=1
z
k
equations,
leading to a total of 2mn linear algebraic equations in the 2mn unknowns. Solving
this system is all that one needs to determine the corresponding L-spline.
3 L-splines and optimal control
This section provides a direct connection between a linear optimal control problem
and the spline functions of the previous section. We begin by showing that the
variational problem (P
1
) is equivalent to an optimal control problem with interpo-
lation conditions, where the function y plays the role of the output function. We
refer to Brockett [2] and Luenberger [12] for a general treatment of linear control
systems.
Consider a time invariant single input/single output linear control system de-
ned on [t
0
; T ] and evolving in IR
m
. Let  : t
0
< t
1
<    < t
n 1
< t
n
= T be a
partition of [t
0
; T ], and assume that the system is controllable so that it may be
written in canonical form:
_x(t) =
2
6
6
6
6
6
6
6
4
0 1 0    0
0 0 1    0
.
.
.
.
.
.
0 0 0    1
a
1
a
2
a
3
   a
m
3
7
7
7
7
7
7
7
5
x(t) +
2
6
6
6
6
6
6
6
4
0
0
.
.
.
0
1
3
7
7
7
7
7
7
7
5
u(t)
y(t) =
h
c
0
c
1
c
2
   c
m 1
i
x(t);
(11)
9
where a
i
, c
i 1
2 IR, i = 1; 2; : : : ; m. First of all notice that the output function
can be expressed in terms of the rst coordinate of the state vector, which will be
denoted by x
1
, and its derivatives as
y(t) = c
0
x
1
(t) + c
1
Dx
1
(t) +   + c

D

x
1
(t); t 2 [t
0
; T ]; (12)
where  is the following integer  = maxf i : c
i
6= 0g, (0    m   1). It
also follows from the rst equation in (11) that Lx
1
(t) = u(t), where L is the
linear dierential operator L  D
m
  a
m
D
m 1
       a
1
D
0
. As a consequence,
the input/output equation for the sistem (11) may be written as the dierential
equation
Ly(t) = c
0
u(t) + c
1
Du(t) +   + c

D

u(t); t 2 [t
0
; T ]: (13)
Finally, if y j
[t
k 1
;t
k
]
2 C
2m
[t
k 1
; t
k
], k = 1; 2; : : : ; n, then from (13), one can deduce
that u j
[t
k 1
;t
k
]
2 C
m+
[t
k 1
; t
k
], k = 1; 2; : : : ; n, where  (0    m   1) is the
order of the higher derivative of u present in the right hand side of (13).
It's now clear that the variational problem (P
1
) may be formulated as the
following equivalent optimal control problem (P
2
)
Given:
a partition  : t
0
< t
1
<    < t
n 1
< t
n
= T , of the time interval [t
0
; T ];
(z
1
; z
2
; : : : ; z
n 1
) the incidence vector associated with ;
real constants 
i
0
, 
i
n
, i = 0; 1; : : : ; m  1,
and 
i
k
; k = 1; 2; : : : ; n  1, i = 0; 1; : : : ; z
k
  1;
nd u : u j
[t
k 1
;t
k
]
2 C
m+
[t
k 1
; t
k
]; that minimizes the functional
J(u) =
Z
T
t
0
(c
0
u(t) + c
1
Du(t) +   + c

D

u(t))
2
dt (14)
subject to:
(
_x = Ax + bu ; (A; b) in controllability canonical form
y = Cx ; C = [
c
0
c
1
   c
m 1
];
(15)
D
i
y(t
0
) = 
i
0
; D
i
y(T ) = 
i
n
; i = 0; 1; : : : ; m  1; (16)
D
i
y(t
k
) = 
i
k
; k = 1; 2; : : : ; n  1; i = 0; 1; : : : ; z
k
  1; (17)
D
i
y(t
 
k
) = D
i
y(t
+
k
); k = 1; 2; : : : ; n  1; i = 0; 1; : : : ; 2m  1  z
k
: (18)
Notice that there are precisely 2m conditions in every interior point of .
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3.1 Solution of the optimal control problem with interpo-
lation conditions
The next result, which is a consequence of theorem 2.2 from the last section, gives
a necessary and suÆcient condition for u to be a solution of the optimal control
problem (P
2
).
Theorem 3.1 The optimal solution of (P
2
) exists, and satises in each subinter-
val [t
k 1
; t
k
], k = 1; 2; : : : ; n, the linear homogeneous dierential equation of order
m +  with constant coeÆcients
L

Ru(t) = 0;
where R is the linear dierential operator R = c

D

+   + c
1
D + c
0
D
0
.
Proof It was shown in the last section, that there exists a unique output function
y such that yj
[t
k 1
;t
k
]
2 K
2m
[t
k 1
; t
k
], which fullls the conditions (16)-(17)-(18)
in the problem (P
2
). y satises, in each subinterval [t
k 1
; t
k
], k = 1; 2; : : : ; n,
the dierential equation L

Ly(t) = 0, and on the other hand, according to (13),
Ly = Ru. So, the conclusion follows.
2
This theorem shows that the optimal solution u of the optimal control problem
P
2
is piecewisely dened as the solution of a linear homogeneous dierential equa-
tion, of order m + , with constant coeÆcients. It's clear that the optimal input
has a rather simple expression in each subinterval of . Nevertheless, the theorem
doesn't give any answer about the uniqueness of the optimal u. In fact, for each
set of boundary conditions (16), interpolation conditions (17) and continuity con-
ditions (18), there exists an n-parameter family of optimal controls, which gives
rise to the same minimum value of the functional J and generate the same L-spline
function. Indeed, since u must satisfy a linear homogeneous dierential equation
of order m+ , we must necessarily nd m+  real constants to characterize u in
each interval [t
k 1
; t
k
], k = 1; 2; : : : ; n. The conditions needed are obtained using
equation (13)
Ly(t) = Ru(t):
For instance, to nd u
k
, the expression of u in the interval [t
k 1
; t
k
], and since
u
k
2 C
m+
[t
k 1
; t
k
] (y
k
2 C
2m
[t
k 1
; t
k
], where y
k
is the expression of the spline
function y in [t
k 1
; t
k
]) we get, choosing for example t = t
k
, the following set of
m + 1 equations
Ly
k
(t
k
) = Ru
k
(t
k
)
DLy
k
(t
k
) = DRu
k
(t
k
)
.
.
.
D
m
Ly
k
(t
k
) = D
m
Ru
k
(t
k
):
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However, each side of the last equation can be obtained, as a linear combination
of the corresponding sides of the previous equations. This conclusion is simply
due to the fact that L

Ly
k
(t
k
) = 0 and L

Ru
k
(t
k
) = 0. The previous argument
can also be used to show that the same applies to any other equation of the form
D
p
Ly
k
(t
k
) = D
p
Ru
k
(t
k
), with p > m. Notice that any other t 2 [t
k 1
; t
k
[ could
have been chosen. The m equations remaining dene a linear system ofm algebraic
equations in m +  unknowns. It can also be easily shown that such system of
algebraic equations has always a solution, which is unique only when  = 0. For
general , u
k
is not dened uniquely. Indeed, there is a number of  free parameters
to dene u
k
(a total of n to dene u). This freedom in the choice of an optimal
control has advantages in practical applications.
3.2 Computation of the optimal input and the optimal out-
put
In order to write explicitely the optimal output function associated with the prob-
lem (P
2
), in each interval [t
k 1
; t
k
], it is suÆcient to know the spectrum of the
coeÆcient matrix A in system (11). Indeed, if  2 Sp(A), or equivalently, if  is
a root of the characteristic polynomial associated with the operator L, then   is
a root of the characteristic polynomial associated with the operator L

and, con-
sequently, all the solutions of L

Ly(t) = 0 may be written as linear combinations
of 2m linearly independent solutions, associated with , for each  2 Sp(A).
Polynomial L-splines correspond to the extremal situation when Sp(A) = f0g. In
particular, the cubic L-spline is associated with the case m = 2. To compute the
L-spline we need to nd the value of 2mn parameters which form the solution of
a linear algebraic system generated by the interpolation, boundary and continuity
conditions, as explained at the end of section 2.
Since u satises the equation L

Ru(t) = 0 in each interval [t
k 1
; t
k
], the same
reasoning applies to nd an explicit formula for the optimal control.
Once we have computed the L-spline, to nd an optimal control we only need
to choose  parameters.
3.3 Examples
The gures presented at the end of this section show the graphs of the optimal
input function and corresponding output function, associated with the optimal
control problem (P
2
), for a bidimensional system in the controllability form (11),
with c
0
= 1 and c
1
= 2 ( = 1). We consider three cases only. Other cases may
be treated similarly, as described before.
Case 1 - Sp(A) = f0g,
Case 2 - Sp(A) = f1; 10g,
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Case 3 - Sp(A) = f6ig.
For all cases we assume the time interval [0; 3] and the partition
t
0
= 0 < 1=2 < 1 < 2 < 9=4 < 3 = t
5
;
with the incidence vector Z = (2; 1; 2; 1), boundary conditions
y(0) = 3; Dy(0) =  1
y(3) = 0; Dy(3) = 0;
interpolation conditions on y
y(1=2) = 3=2; y(1) = 1; y(2) = 1=2; y(9=4) = 1=6;
interpolation conditions on Dy
Dy(1=2) =  1; Dy(2) =  1=2;
and continuity conditions
y(1=2
 
) = y(1=2
+
); Dy(1=2
 
) = Dy(1=2
+
);
y(1
 
) = y(1
+
); Dy(1
 
) = Dy(1
+
); D
2
y(1
 
) = D
2
y(1
+
);
y(2
 
) = y(2
+
); Dy(2
 
) = Dy(2
+
);
y(9=4
 
) = y(9=4
+
); Dy(9=4
 
) = Dy(9=4
+
); D
2
y(9=4
 
) = D
2
y(9=4
+
):
In all cases the linear system gives rise to a dierential equation of the form
D
2
y(t)  a
2
Dy(t)  a
1
y(t) = u(t) + 2Du(t)
while the dierential equations L

Ly(t) = 0 and L

Ru(t) = 0 may be written as
D
4
y(t)  (a
2
2
+ 2a
1
)D
2
y(t) + a
1
2
y(t) = 0
and
2D
3
u(t) + (2a
2
+ 1)D
2
u(t) + (a
2
  2a
1
)Du(t)  a
1
u(t) = 0
respectively.
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0.5 1 1.5 2 2.5 3
t
y(t)
0.5
1
1.5
2
2.5
3
Figure 1: cubic L-spline
0.5 1 1.5 2 2.5 3
u(t)
-50
50
100
150
Figure 2: input - cubic L-spline
0.5 1 1.5 2 2.5 3
t
y(t)
0.5
1
1.5
2
2.5
3
Figure 3: exponential L-spline
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0.5 1 1.5 2 2.5 3
t
u(t)
50
100
150
200
250
Figure 4: input - exponential L-spline
0.5 1 1.5 2 2.5 3
y(t)
-0.5
0.5
1
1.5
2
2.5
3
Figure 5: trigonometric L-spline
0.5 1 1.5 2 2.5 3
t
u(t)
50
60
70
80
90
Figure 6: input - trigonometric L-spline
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4 A particular case - generalized splines
Choosing  = 0 with c
0
= 1 and Z = (1; 1; : : : ; 1), the optimal control problem
(P
2
) simplies and can be restated as follows
Given:
a partition  : t
0
< t
1
<    < t
n 1
< t
n
= T , of the time interval [t
0
; T ];
real constants 
i
0
, 
i
n
, i = 0; 1; : : : ; m  1,
and 
k
, k = 1; 2; : : : ; n  1;
nd u : u j
[t
k 1
;t
k
]
2 C
m
[t
k 1
; t
k
]; that minimizes the functional(P

2
)
J(u) =
Z
T
t
0
u
2
(t) dt
subject to:
(
_x = Ax + bu ; (A; b) in controllability canonical form
y = Cx ; C = [
1 0    0
];
(19)
D
i
y(t
0
) = 
i
0
; D
i
y(T ) = 
i
n
; i = 0; 1; : : : ; m  1;
y(t
k
) = 
k
; k = 1; 2; : : : ; n  1;
D
i
y(t
 
k
) = D
i
y(t
+
k
); k = 1; 2; : : : ; n  1; i = 0; 1; : : : ; 2m  2: (20)
Note that the dierentiability conditions (20) mean, in this context, that y 2
C
2m 2
[t
0
; T ] and that this condition, together with the constraint (19), implies that
u 2 C
m 2
[t
0
; T ]: This particular case was studied in [13] and [17] and gives rise
to another special class of spline functions, called generalized splines. Generalized
splines were rst dened and studied by "Ahlberg et al. [1]. The connection with
optimal control appeared more recently in the work of Martin et al. [13] and
Rodrigues et al. [17]. As the following denition shows, generalized splines are
particular cases of L-splines, for which the incidence vector is chosen to be equal
to (1;    ; 1).
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Denition 4.1 A real function s, dened on [t
0
; T ], is said to be a generalized
spline, for the partition  and the operator L, if the following holds simultaneously:
s 2 K
2m
[t
k 1
; t
k
]; k = 1; 2; : : : ; n;
L

Ls(t) = 0; for almost all t 2 [t
k 1
; t
k
]; k = 1; 2; : : : ; n;
s 2 C
2m 2
[t
0
; T ]:
Denition 4.2 A generalized spline s is said to be of type I if it satises the
following boundary and interpolation conditions:
D
i
s(t
k
) = 
i
k
; k 2 f0; ng; i = 0; 1; : : : ; m  1;
s(t
k
) = 
k
; k = 1; 2; : : : ; n  1;
for given real numbers 
i
k
and 
k
.
Notice that the choice of Z = (1;    ; 1) means that there is the same number
of continuity conditions and the same number of interpolation conditions, at each
interior point of the partition . As already mentioned in section 3.1, since  =
0, the optimal control problem (P

2
) has a unique solution. As shown in [17],
this optimal control is, on each subinterval [t
k 1
; t
k
], the solution of L

u(t) = 0
that satises conditions which are derived from the boundary, interpolation and
dierentiability conditions of the output.
If no interpolation conditions are considered in (P

2
), our results reduce to those
of a classical optimal control problem, which may be found, for instance, in [2].
References
[1] J.H. Ahlberg, E.N. Nilson e J.L. Walsh, Fundamental properties of generalized
splines, Proceedings of the National Academy of Sciences, Vol. 52, (1412-1419),
1964.
[2] R.W. Brockett, Finite Dimensional Linear Systems, John Wiley & Sons, 1970.
[3] E.A. Coddington e N. Levinson, Theory of Dierential Equations, McGraw-
Hill, 1955.
[4] P. Crouch and F. Silva Leite, The Dynamic Interpolation Problem on Rieman-
nian Manifolds, Lie Groups and Symmetric Spaces, Journal of Dynamical and
Control Systems, Vol 1, No. 2 (1995), 177{202.
[5] P. Crouch and F. Silva Leite, Geometry and the Dynamic Interpolation Prob-
lem, Proc. American Control Conference. Boston, 26{29 July (1991).
17
[6] P. Crouch, G. Kun and F. Silva Leite, The De Casteljau Algorithm on Lie
Groups and Spheres. Journal of Dynamical and Control Systems. Vol. 5, N. 3
(1999) 397-429.
[7] P. Crouch, F. Silva Leite and G. Kun, Geometric Splines. Proc. 14th IFAC
World Congress, Vol. D, 533-538, 5-9 July 1999, Beiging, China.
[8] P. Crouch and J. Jackson, Dynamic interpolation and application to ight con-
trol, Proc. IEEE Decision and Control Conference, Honolulu, Hawaii (1990).
[9] Q. J. Ge and B. Ravani, Computer Aided Geometric Design of Motion In-
terpolants, Proc. of ASME Design Automation Conf. , Miami, Fl, September
1991, 33-41.
[10] Q. J. Ge and B. Ravani, Computational geometry and Mechanical Design
Synthesis, Proc. of the 13th IMACS World Congress on Computation and
Applied Mathematics, Dublin, Ireland, 1991, 1013- 1015.
[11] Q. J. Ge and B. Ravani, Geometric Construction of Bezier Motions, ASME
Journal of Mechanical Design, Vol. 116, 1994, 749-755.
[12] D.G. Luenberger, Introduction to Dynamic Systems - Theory, Models and
Applications, John Wiley & Sons, 1979.
[13] C. Martin, P. Enqvist, J. Tomlinson and Z. Zhang, Linear Control Theory,
Splines and Interpolation, Computation and Control, Vol. IV, (269-287), 1995.
[14] L. Noakes, G. Heinzinger and B. Paden, Cubic splines on curved spaces, IMA
Journal of Mathematical Control & Information 6, (1989), 465-473.
[15] F. Park and B. Ravani, Bezier curves on Riemannian manifolds and Lie groups
with kinematic applications, ASME Journal of Mechanical Design, Vol. 117,
36-40 (1995).
[16] P.M. Prenter, Piecewise L-splines, Numer. Math., Vol. 18, (243-253), 1971.
[17] R.C. Rodrigues, F. Silva Leite and C. Sim~oes, Generalized splines and optimal
control, Proceedings of ECC-99.
[18] M.H. Schultz and R.S. Varga, L-splines, Numerische Mathematik, Vol. 10,
(345-369), 1967.
18
