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simetriuliDmatricul TamaSis amoxsna  
Cveulebrivi dif. gantolebebis gamoyenebiT 
k. gelaSvili, m. TuTberiZe 
 
motivacia. 1950 ian wlebSi matriculi TamaSebis amoxsnis mizniT Seiqmna simpleqs-
algoriTmi, braunis meTodi [1], fon neimanis meTodi [2], dif. gantolebebis gamoyenebaze 
dafuZnebuli braunis da fon neimanis meTodi [3]. simpleqs-algoriTmze dafuZnebuli 
meTodebi amJamadac aqtiurad gamoiyeneba matricul TamaSebsa da wrfiv daprogramebaSi.  
Tumca, Cveni azriT, SesaZlebelia sxva aRniSnuli meTodebis mkveTri gaumjobeseba 
optimizaciis Tanamedrove ideebis safuZvelze.  
braunis da fon neimanis meTodis idea da zogierTi maxasiaTebeli. am meTodis mixedviT, 
simetriul matricul TamaSSi iribsimetriuli ( ) , 1
nj
i i jA a ==  (e.i. 
j i
i ja a= ) matriciT, 
meore moTamaSis Sereuli strategia ( )y t  warmoadgens funqcias, romelic akmayofilebs 
garkveul (fon neimanisa da braunis mier Sedgenil) koSis amocanas. roca t , ( )y t -s 
nebismieri zRvariTi wertili warmoadgens optimalur Sereul strategias anu 
amonaxsns. am meTodis Semdegi sami maxasiaTeblis gamo: 
1. Tu amonaxsni erTaderTi araa, meTodi poulobs mxolod TamaSis fass; 
2. TamaSis fasis gansazRvras drois usasrulo [0, )  Sualedi sWirdeba; 
3. [0, ) -ze dif. gantolebis miaxloebiT amoxsnas axlavs specifikuri sirTuleebi; 
iTvleba, rom matricul TamaSebSi dif. gantolebebis gamoyeneba mxolod Teoriuli 
TvalsazrisiT aris saintereso.  
Cveni meTodis idea da zogierTi maxasiaTebeli. SesaZlebelia matriculi TamaSis 
sasrul droSi amoxsna (da ara mxolod misi mniSvnelobis povna), Tu fon neimanisa da 
braunis mier Sedgenili dif. gantolebaTa sistemasTan erTad gamoviyenebT sxva, 
axleburad Sedgenil dif. gantolebaTa sistemas, da Sereul strategia ( )y t -s 
SevadgenT maTi amonaxsnebis sinTeziT. aseTi midgomiT, ( )y t  ganisazRvreba sasrul 
Sualedze da misi mniSvneloba bolo momentSi warmoadgens optimalur Sereul 
strategias anu amonaxsns. amgvarad, sabazo meTodis pirveli ori nakli srulad qreba, 
xolo mesame mniSvnelovnad sustdeba. aRsaniSnavia, rom meTodi umjobesdeba ara 
mxolod Teoriulad. C programa, romelic warmoadgens am meTodis programuli 
realizaciis pirvel martiv cdas, SemTxveviTad SerCeuli monacemebisTvis efeqturad da 
saimedod muSaobs roca matricis gamzomileba aTeulebis rigisaa.  
meTodis aRwera. vTqvaT, ( )1, , ny y y= K  aris Sereuli strategia, xolo ( )1, , nh h h= K  
mimarTuleba, anu n  ganzomilebiani sivrcis erTeulovani wrewiris romelime veqtori. 
{ }max Tii a y sidides vuwodoT (pirveli moTamaSis) saukeTeso pasuxi y -ze, sadac ia  aris 
A  matricis i  uri striqoni, xolo jT ji ija y a y=	 . Tu y  optimaluria, maSin masze 
saukeTeso pasuxi aris nuli. y -is winaaRmdeg saukeTeso pasuxebis momcemi indeqsebis  
simravle aRvniSnoT ( )I y -iT.  
yoveli y Y
 -isTvis ganvixiloT minimizaciis amocana  
(ix. marjvniv), sadac ( ) { }1, , kI y i i= K . roca am amocanas aqvs 
erTaderTi amonaxsni h , maSin vTvliT, rom ( ) v y h= . Tu 
amonaxsni ar aris an erTaderTi ar aris, aseT y -s 
vuwodebT Cixs. erT-erT Cixs TviTon optimaluri Sereuli 
strategia warmoadgens.  
simetriuli matriculi TamaSis algoriTmi aseTia.  






















a h a h




  =   
=
= = =  =
	
 
monacemTa struqturebi da algoriTmebi 
 8 
2. Tu 0y  aris optimaluri Sereuli strategia, vamTavrebT muSaobas; 
Tu 0y  ar aris Cixi, gadavdivarT mesame bijze; 
sxva SemTxvevaSi, gadavdivarT meoTxe bijze; 
3. 0y  sawyisi pirobiT vxsniT ( )y v y=&  sistemas, vidre traeqtoriis bolo Cixi ar 
gaxdeba, miRebul Cixs aRvniSnavT 0y -iT da gadavdivarT meore bijze; 
4. vxsniT braun  fon neimanis sistemas 0y sawyisi pirobiT, vidre saukeTeso pasuxi 
ufro mcire ar gaxdeba 0y -ze pasuxTan SedarebiT;  
5. traeqtoriis bolos vacxadebT 0y -ad da gadavdivarT meore bijze.  
warmovidginoT rom saukeTeso pasuxis asaxvis grafikis fragments aqvs Semdeg 
naxazze mocemuli saxe da ( ){ }( )0 0, max TiiA y a y= . radgan am SemTxvevaSi saukeTeso 
pasuxi erTi indeqsisTvis miiRweva, amitom saZiebeli h  mimarTuleba warmoadgens 
antigradientis mimarTulebas 0y -Si. dif. gantolebis 
veli h -is tolia vidre saukeTeso pasuxi gaxdeba 
grafikis B  wertilSi funqciis mniSvnelobis toli 
(am momentSi saukeTeso pasuxebis momcemi indeqsebis 
I  simravle izrdeba). B  wertilSi kvlav SegviZlia 
saWiro dasaSvebi mimarTulebis gansazRvra. es 
mimarTuleba mudmivia C  wertilamde, romelic 
warmoadgens Cixs. amitom, C  wertilis Sesabamisi  
drois s  wertilidan dawyebuli vxsniT braun  fon 
neimanis dif. gantolebas ( )y s  sawyisi pirobiT, 
vidre romelime 1s  wertilSi ( )1y s -ze saukeTeso 
pasuxi ufro mcire gaxdeba vidre C  wertilSi 
funqciis mniSvneloba. naxazze CD  warmoadgens 
monakveTs, Tumca igi SeiZleba iyos bevrad rTuli saxis wiri.  
D  wertilidan kvlav SegviZlia dif. gantolebis velis gansazRvra dasaSvebi 
mimarTulebis saSualebiT da Semdeg rogorc Tavidan. grafikis  E wertili kvlav Cixs 
Seesabameba, anu am momentidan vubrundebiT braun-fon neimanis gantolebas da ase 
Semdeg, vidre saukeTeso pasuxi ar gaxdeba nulis toli.  
algoriTmis koreqtuloba. statiis formati ar iZleva algoriTmis dawvrilebiTi 
analizis saSualebas. Cven ubralod SevniSnavT, rom meTodi yoveliTvis iZleva 
optimaluri Sereuli strategiis gansazRvris saSualebas, radgan yoveli Cixidan 
gamosvla garantirebulia braun-fon neimanis meTodis zusti Sefasebebis safuZvelze, 
xolo Cixebis mTliani raodenoba sasrulia elementaruli kombinatoruli mosazrebebis 
gamo.  
ramdenime testi. ganvixiloT sxvadasxva ganzomilebis ramdenime simetriuli 
TamaSi da movaxdinoT Cveni meTodis gamoyenebis grafikuli gaazreba. 
magaliTi 1. aviRoT: 
maSin optimaluri Sereuli 
strategia ( )0.1667; 0.0000; 0.5000; 0.3333 y   miiReba uban-uban mudmivi dif. 
gantolebis amoxsnis Sedegad, braun-fon neimanis sistemaze gadasvlis gareSe. Sereuli 
strategiis cvlileba ( 0y -idan amonaxsnamde) naCvenebia marjvniv. 








 0   1  - 2   3
-1   0  -1   0
 2   1   0  -1
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magaliTi 2. aviRoT: 
 maSin optimaluri Sereuli strategia 
( )0.3333; 0.0000; 0.0000; 0.3333; 0.3333 y   miiReba 
uban-uban mudmivi da braun-fon neimanis sistemis 





SevniSnoT, rom ordinatTa RerZis masStabi sxvadasxva ujraSi sxvadasxvaa. yovel 
grafikze saukeTeso pasuxis asaxvis bolo mniSvneloba warmoadgens momdevno grafikze 
saukeTeso pasuxis asaxvis sawyis mniSvnelobas. 
SedarebisTvis SegviZlia vnaxoT Tu rogor icvleba Sereuli strategiebi da 
saukeTeso asaxvis funqcia (qveda grafiki Semdeg naxazze) drois sakmaod did 
Sualedze, mxolod braun-fon neimanis sistemis gamoyenebis SemTxvevaSi:  
SevniSnoT, rom Cvens meTodSi drois intervali gacilebiT mcirea.  
magaliTi 3. am SemTxvevaSi A  aris iribsimetriuli 70 70×  matrica, Sevsili 
SemTxveviTi ricxvebiT diapazonidan rand()  funqciis gamoyenebiT, 0y -is yvela 
komponenti erTmaneTis tolia. maSin optimaluri Sereuli strategia, romlis zust 
saxes ar moviyvanT moculobaze SezRudvis gamo, kvlav miiReba uban-uban mudmivi da 
braun-fon neimanis sistemis monacvleobiTi gamoyenebiT, rac naCvenebia Semdeg cxrilSi:  
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New method to solve simmetric matrix games by differential equations is described. It allows us to find out optimal 
mixed strategy in finite time, whilst the old ODE-based method, belonging to Brown and von Neumann,  in general 
case gives only the value of game and its trajectory must be found on [0, ) . 
gasaRebi sityvebi 
simetriuli matriculi TamaSi, dif. gantoleba, braun-fon neimanis meTodi, optimaluri 
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Allocation, Koopmans, T. C. (ed.), 374{376. Wiley. 
2. von Neumann, J.  A numerical method to determine optimum strategy, Naval Research Logistic Qart., 1, 
109-115, 1954.  
3. Brown, G.W., von Neumann, J. (1950): Solutions of games by differential equations. Annals of 
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QUANTUM PROCESSOR BASED ON A THREE LEVEL QUANTUM SYSTEM 
G.Giorgadze, Z.Melikishvili 
Institute of Cybernitics 
 
 
In the work [1] we have explicitly constructed the evolution operator of a three-level atom in a two-mode field and 
indicated possibility of applying atom-photon interactions to the construction of a quantum register and processor in 
spirit of [2]. 
 
More than quarter century ago an attempt was made to explicate fundamental limits bounding possibilities of a 
computer resulting from laws of physics. As a result of the conducted research it was found that minimal energy per 
one bit that is lost in the computation process is of order kT, where k is the Boltzmann constant and T is the absolute 
temperature of the computing device [4-7]. 
 
This fundamental limit is a consequence of irreversibility of processes taking place in an elementary computing 
device which plays the role of a logical gate. 
 
At the same time it was shown that one can transcend this limit if in a computing device one uses reversible logical 
gates, i. e. logical gates with the property that the physical processes taking place in them are reversible. As a result 
of this, entropy does not change in the course of computation, consequently, such logical gates will be conservative 
logical gates realizing an invertible Boolean function and conserving the total number of bits of information [6-7]. 
 
Physical realization of a classical logical gate remained technically unsolved for many years. Progress has been 
achieved only in the nineties in the works [3], [8]. 
 
The constructed model of computation is in certain sense optimal, since the three-valued gate is optimal from the 





[1] Giorgadze, G., Melikishvili, Z. Journal of Mathematical Sciences, pp. 1-19, vol.153, N 2, 2008, see also LANL 
preprint, arXiv:quant-ph/0604003, 2006. 
[2] Suzko, A.A., Giorgadze, G. Physics of Particles and Nuclei 39 (4), pp. 578-596, 2008 
[3] Antipov, A.L., Bykovsky, A.Yu., Vasiliev, N.A., Egorov, A.A. Journal of Russian Laser Research, 27 (5), pp. 
492-505, 2006  
[4] Landauer R. IBM J.Res.Devel. 5, 183, 1961 
[5] Bennett C.H. IBM J.Res.Devel.17, 525, 1973 
[6] Fredkin E, Toffoli T. Int.J.Theor.Phys. 21, 219, 1982 
[7] Feynmann R.P. Found.Phys. 16, 507, 1986 
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cifruli xelmoweris algoriTmebis agebis Sesaxeb 
r. megreliSvli, m. WeliZe, T. gnoliZe, 
 
Sesavali 
Tavis cnobil naSromSi brius Snaieri [1] SeniSnavs, rom damatebiTi variantebisa 
da ganzogadebis Sedegad cifruli xelmoweris sqemebis raodenobam SeiZleba Seadginos 
camet aTasze meti (Tumca maTgan yvela efeqturi ar iqneba). 
cifruli xelmoweris algoriTmebis umravlesoba efuZneba galuas )( pGF   
velebSi diskretuli logariTmebis, fesvis amoRebisa da faqtorizaciis problemebs [1-
3]. 
winamdebare naSromSi avtorebi ikvleven cifruli xelmoweris SesaZlo variantebs, 
romlebic, agreTve, iyenebs diskretuli logariTmebis problemas (anu pyg x mod   
calmxriv funqcias). maTematikuri safuZvlebis siviwrove, cxadia, arTulebs 
alternatiuli kriptografiuli algoriTmebis agebas. amave dros aRsaniSnavia, rom, 
rogorc sxva cnobil SemTxvevebSi, prototipad (kvlevis variantad) gamoyenebulia erT-
erTi, kerZod, elgamalis sqema [4], raTa garkveuli funqcionaluri elementis Semotanis 
Sedegad miviRoT algoriTmis, rogorc variantis, axali struqturuli Tvisebrioba. 
 
1. pirveli algoriTmis ageba 
arsebuli algoriTmebis saxesxvaobebi da funqcionireba iTvaliswinebs garkveul 
protokolur SezRudvebsa da pirobiTobas. amis magaliTia Tundac is, rom elgamalis 
algoriTmi krZalavs erT-erTi parametris sididis ganmeorebiT gamoyenebas xelmoweris 
sxvadasxva seansSi. ganvixiloT es kerZo SemTxveva zogierTi funqcionaluri 
damokidebulebis gamartivebuli warmodgeniT. vTqvaT, rom pirvel da meore seansSi 
protokolis sawinaaRmdegod 21 kk =   (anu 21 RR =  ); maSin pirvel seansSi elgamalis 
algoriTmis sinTezis formulas eqneba Semdegi saxe: 
                 )1mod()( 1111 + pSkxRM   ,     (1.1) 
sadac 1M  aris pirveli seansis 01M   informaciis heSirebuli sidide )( 011 MHM = ; 
x -informaciis gamgzavni subieqtis saidumlo gasaRebi; 1k - erTjeradi SemTveviTi 
saidumlo sidide; paR k mod11    da 1S  -xelmoweris wyvili, pa<<1 ;  p - maRali 
rigis martivi ricxvi ( ada p  Riaa). meore seansisaTvis Sesabamisad gveqneba: 
)1mod()( 2112 + pSkxRM          (1.2) 
(1) da (2)-dan miiReba:  







MMk          (1.3) 
sidide, Tu 1)1,( 21 = pss ; rac algoriTmis gatexvas niSnavs, radgan (1)-dan 
SesaZlebeli iqneba   saidumlo gasaRebis gansazRvra. 
 ganvixiloT sinTezis (1.1) formulis gansxvavebuli, gamartivebuli varianti: 
)1mod()( + pkMxS                       (1.4) 
Semowmebis formula Sesabamisad aris: 
pyRa MS mod ,           (1.5) 
sadac pay x mod - Ria gasaRebi, xolo  )( 0MHM =  sididisaTvis saWiroa damatebiTi 
pirobis Semotana, rom is heSirebis Semdeg saWiroebis SemTxvevaSi gardaiqmnas ise, rom 
dakmayofildes piroba: M2   M sididis luwobis piroba, rac martivad 
ganxorcieldeba). M   sididis luwobis pirobis Semotana daicavs algoriTms 
gatexvisagan. ganvixiloT Semowmebis (1.5) formula. davuSvaT, rom mocemuli 
)( #0# MHM =   informaciisaTvis S  parametri SevarCieT, rogorc garkveuli #S   
sidide da SevecadoT ganvsazRvroT #R : 
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pyRa MS mod## # .                            (1.6) 
 (1.6) gamosaxulebaSi #R  sididis garda yvela parametri cnobilia. Tu 
1)1,( # =pM , rac SesaZlebelia, maSin: 
payR MS mod)( 1##1#
 ,                              (1.7) 
sadac  )1mod(11##  pMM . magram, Tu #M  luwi sididea, maSin  1)1,( # pM ,  #R  
sididis gansazRvra (6)-e formulidan SeuZlebelia, rac imas niSnavs, rom algoriTmi am 
meTodiT ar gatydeba da protokoliT dauSvebeli ### SRM konkatenaciis yalbi 
gzavnili ar Sedgeba. 
 heSirebis Semdeg  M  sididisaTvis luwobis pirobis Sesruleba ar warmoadgens 
rTul operacias, magram SesaZlebelia sinTezis da Semowmebis formulisaTvis 
ganxiluli algoriTmis Semdegi variantic: 
 
)1mod()2( + pkmxS ,                       (1.8) 
pyRa MS mod2      (1.9) 
 
ganvixiloT es varianti. gatexvis mcdelobam sinTezis (1.8) formulis mimarT Sedegi ar 
gamoiRo. rac Seexeba Semowmebis (1.9) formulas, (1.6) da (1.7) formulebis ganxilvam 
aCvena, rom ganxiluli meTodiT gatexvis mcdeloba uSedego unda iyos, radgan M2   
sidide upirobod luwia. 
 
 
2. meore algoriTmis ageba 
 
mocemuli algoriTmisaTvis sinTezis da Semowmebis formulebs, Sesabamisad, aqvs 
Semdegi saxe: 
qkRMxS mod)( +=             (2.1) 
da 
pyRa RMS mod .                        (2.2) 
 
 informaciuli gzavnilisa da xelmoweris konkatenacia qmnis Semdeg Canawers: 
,0 SRM                                 (2.3) 
sadac )( 0MHM  , 0M - gadacemuli informaciaa, romelic protokoliT aris 
daculi; qaR k mod  da S  - xelmowerebis wyvili;  k - erTjeradi gamoyenebis 
SemTxveviTi, saidumlo ricxvia. 
 Tu algoriTmis parametrebs ganvixilavT, rogorc galuas )( pGF velis cikluri 
jgufis qvejgufis elementebs, maSin ZiriTadi parametrebis SerCevisaTvis gveqnneba 
Semdegi wesi: 
 p - maRali rigis martivi ricxvia (magaliTad, 509 da 512 bitebs Soris); 
 q - martivi ricxvia, p-1 ricvis mamravli, SedarebiT naklebi, magram garkveuli rigisa; 
 a - qvejgufis generatoria, nebismieri ricxvia, romelic ( 1p )- ze naklebia da 
romlisaTvisac 1mod pa q ; 
 x - saidumlo gasaRebia, qx <<0 ; 
 y - Ria gasaRebi, romelic gamoiTvleba x  parametriT: pay x mod . 
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cifruli xelmoweris algoriTmebis agebis Sesaxeb 
r. megreliSvili, m. WeliZe, T. gnoliZe 
 
gamokvleulia cifruli xelmoweris algoriTmebis ori varianti. rogorc sxva 
cnobili sqemebi, mocemuli algoriTmebic warmoadgens elgamalis algoriTmis 
garkveul modifikacias. mTavari arsi mdgomareobs masSi, rom zogierTi parametris 




ABOUT THE CONSTRUCTION OF DIGITAL SIGNATURES ALGORITHMS 
R. Megrelishvili, M. Chelidze, T. Gnolidze 
 
 There are discussed the available variants of construction the algorithms of digital signatures. The 
algorithms, as many other algorithms, are obtained from the simplification of the algorithm of ElGamal. The main 




1. Schneier B. Applied cryptography. John Wiley and Sons. Inc. New York. 1996. 
2. Diffie W. and Hellman M.E. New direction in cryptography. IEEE Trans. on Inf. Theory, v. IT-22, n.6., Nov. pp. 
644-654, 1976. 
3. Rivest R. L., Shamir A. and Adleman L.M. A method for obtaining digital signature and public-key 
cryptosystems. Communications of the ACM, v.21, n.2. Feb. pp. 120-126, 1978. 
4. ElGamal T. A public-key cryptosystem and signature sLhMme based on discrete logarithms. IEEE Trans. on Inf. 
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sasruli avtomatis qcevis erTi algoriTmis Sesaxeb 
t. xvedeliZe 
 
     
  vTqvaT, sasruli 2,2nA  avtomati,romelsac gaaCnia ( )12 += menn  raodenobis 
( ) ( ) ( ) }1,...,2,1,1,2),...,1({21 ++== memeLLL nnn Siga mdgomareoba da SeuZlia 
Seasrulos ori gansxvavebuli  1f  da 2f  moqmedeba, funqcionirebs ( )21 ,aaC  stacionalur 
SemTxveviT garemoSi 1 . igulisxmeba, rom mdgomareobaTa  
( ) }1,2),...,2(),1({1 ++= memeLn  qvesimravleSi sruldeba pirveli moqmedeba, 
xolo mdgomareobaTa    ( ) )1,2,...,2,1{2 ++= memeLn  qvesimravleSi _meore. ),( 21 aaC  
garemoSi 2,2nA  avtomatis qcevis taqtika ganvsazRvroT Semdegi wesiT: avtomati cvlis 
moqmedebas, Tu mis Sesasvlelze zedized movida O sigrZis jarima an m sigrZis 
dajildoeba. amave dros amave dros avtomatis moqmedebis Secvla SesaZlebelia 
mxolod 1=x  da 1+= mex . ganapira mdgomareobebidan. ase rom 2,2nA  avtomats 












nax1. 2,2nA  avtomatis mdgomareobaTa grafi 
 
vTqvaT )( ,ndxu   aris albaToba imisa, rom 2,2nA  avtomati d  momentSi pirvelad  
Secvlis f , moqmedebas )(naLx
  mdgomareobidan startis Semdeg. moqmedebis Secvlis 
albaTobis mawarmoebel funqcias aqvs saxe   
 











)( )( . 
 
 SemdgomSi ZiriTadad ganvixilavT avtomatis qcevas im qvesimravleSi, romelic 
aRniSnulia romelime moqmedebiT mis Secvlamde da Canawerebis Semoklebis mizniT   
indeqss gamovtovebT.  
 ),( 21 aaC  garemoSi 2,2nA  avtomatis funqcionirebis gaTvaliswinebiT )()( zU nx  
mawarmoebeli   funqciis mimarT gveqneba gantolobebi: 
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)()()( )( 1)( 1)( zzUqzzUpzU nenxnx + += ,   ,1,1 = ex   
)()()( )( 1)( 1)( zzUqzzUpzU nenene + += ,                                            (1)     
  )()()( )( 1)( 1)( zzUqzzUpzU nxnenx + += , 1,1 ++= meex ,  
                      
    
da sasazRvro pirobebi:  
                        
1)()( )()(0 == + zUzU nmen .                                                                   (2)  
 
(1) da  (2)-dan  )()( zU nx -is mimarT sabolood miviRebT formulas: 
 
 










),( 21 aaC  SemTxveviT garemoSi 2,2nA  avtomatis qcevis taqtikis  gaTvaliswinebiT 
adgili SesamCnevia, rom es formula srulad Tanxvdeba cnobili statistikuri 
wesisaTvis  an m sigrZis warmatebaTa seria, an O sigrZis warumateblobaTa seria. 
dabrunebis dros mawarmoebeli funqciis rekurentuli gziT miRebul cnobil 
formulis. 
advili SesamCnevia agreTve, rom  ),( 21 aaC  garemoSi 2,2nA  avtomatis funqcionireba 
aRiwereba markovis sasruli erTgvarovani ergoduli jaWviT. aseTi avtomatebisTvis f  
moqmedebis Secvlis )(n  albaToba erTis tolia, xolo saSualo )(n  dro f   moqmedebis 
Secvlamde nebismier ),( 21 aaC aragadagvarebul )1( a  garemoSi sasrulia. Sesabamisad 
2,2nA  sasruli avtomatebi arian gamomgdebni TiToeul stacionalur SemTxveviT 
garemoSi 3 . 
maSasadame, aseTi avtomatebis optimaluroba gamoricxulia da maTi qceva 
ganisazRvreba maTi funqcionirebis mizanSewonilobis xarisxiT. 
vityviT, rom )...,( 2,1 kaaaC  garemoSi avtomatis qceva mizanSewonilia /1/, Tu 






1  - mogebis maTematikuri molodinia, Tu avtomati Tavis 
moqmedebas irCevs TanabaralbaTurad da garemosgan damoukideblad. SevniSnoT, rom Tu 
,);( 0MCAM =  maSin avtomati indiferentulia, xolo Tu 0);( MCAM < -aramizan 
Sewonili. 
),( 21 aaC  garemoSi 2,2nA  avtomatis qcevis gamokvlevam mogvca Semdegi Sedegebi:  
1. roca 1=e , 2"m  avtomatis qceva mizanSewonilia. 
2. roca 1==me   . avtomatis qceva indiferentulia,  
3. roca 1=m , 2"e   avtomatis qceva aramizanSewonilia. 
davuSvaT axla , rom  1=me . maSin advili saCvenebelia, rom: 
a) roca 121 >+pp     avtomatis qceva mizanSewonilia   
b) roca 121 =+pp    avtomatis qceva indiferentulia, 
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ON ONE ALGORITHM OF BEHAVIOUR OF FINITE AUTOMATA 
T. Khvedelidze 
 
We propose the automation on one algorithm of finite automata behaviour design which is a finitely 
automated realization of a well-known statistical rule from the theory of recurrent events: either a series of gains of 
length m or a series of failures of length l. Since the behavior quality of a finite automation is defined by a degree 
of its operation purposefulness, the problem of existence of asymptotically optimal sequences of finite automations 
is solved by studying the behavior of the respective infinite   automata. In this context, we have obtained conditions, 
the fulfillment of which makes the behavior of a finite automation of the proposed design purposeful and show that 
a sequence of finite automations of the considered design reduces to an infinite automation of the same design.     
 
                               
 
 
    literatura: 
 
1. m.l.cetlini kvlevebi avtomatebis TeoriaSi da biologiuri sistemebis 
modelireba. moskovi.  mecniereba. 1969 (rus). 
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mSvidoba, 1967(rus). 
3. v.s.koroliuki. a.i.pletnevi s.d.eidelmani. avtomatebi.xetialebi.TamaSebi 
maTematikur mecnierebaTa miRwevebi t.43..gv.1(259) 1986. (rus.) 
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SOME FACETS OF THE LINEAR ORDERING POLYTOPE 
Bolotashvili G. 
                          
   Let consider ),( AVK nn =  a complete directed graph },...,2,1{ nV = and weights ijc  for each edge 
Aji 
),( . The set of acyclic tournaments is denoted by nT . The linear ordering problem can by formulated in the 
following way: For any complete, directed graph find acyclic tournament with maximal weight. 
   Incidence points nnT Rx 
 2  correspond to each acyclic tournament nTT 
  in the following way: 
 
 












   Let consider now the problem: 
 
 








     
 
                                        ,10 ## ijx  
                                       ,1=+ jiij xx  
                                 ,10 #+# ikjkij xxx  
                        .,...,2,1,,,,, nkjikjkiji =  
 
 
   We have denoted the relaxational polytope of the linear ordering problem by nB . Polytope  nB  has 
integral vertices corresponding one-to-one to the admissible solutions of the linear ordering problem as well as the 
non-integral vertices. We denote the polytope of  integer vertices as nP .   
 
                   In the paper [1] for the k - fence inequalities  
 













where },...,{},,...,{ 11 mm jjJiiI ==  are arbitrary disjoint subsets of 3},,...,1{ "mn , in [2], [3],  are 
constructed facets of the linear ordering polytope nP , t - reinforced k - fence inequalities   
 











,2/)1(  .21 ## mt  
 
   Analogously previous in this paper for the ),( km  - fence inequalities  
 















' ,1)(  
 
where },...,{},,...,{ 11 mm jjJiiI ==  are arbitrary disjoint subsets of ,3},,...,1{ "mn  
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mpjjjjktktm pmpppm ,...,1,,,2,2,1 11'' ===""= ++  in [4], are constructed new facets of 
the linear ordering polytope nP , 2- reinforced ),( km  - fence inequalities  2,2' "" tt ,  
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For the linear ordering polytope are constructed nev facets. 
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anotacia: statiaSi warmodgenilia swrafi ariTmetikis algoriTmis ramodenime 
magaliTi da gaanalizebulia zogadi gzebi, romliTac SesaZlebelia mimdevrobiTi 
algoriTmebis gaparaleleba da amis xarjze gamoTvlis drois sagrZnobi Semcireba. 
swrafi mimatebis magaliTze moyvanilia gaparalelebis axleburi meTodi, ris 
Sedegadac Seqmnilia dReisaTvis cnobil mimatebis algoriTmebs Soris yvelaze 





swrafi ariTmetika metad mniSvnelovania Cvens dRevandel cxovrebaSi. magaliTad, 
samxedro daniSnulebis danadgarebSi (rogoricaa raketsawinaamdego aRWurviloba) 
swraf gamoTvlebs sasicocxlo mniSvneloba aqvs. amas garda, didi ricxvebis 
gadamuSaveba saWiroa kriptografiul algoriTmebSi monacemTa kodirebis dros, 
kompiuterul TamaSebSi realur droSi maRalxarisxiani grafikuli gamosaxulebis 
Seqmnis dros, sxvadasxva maTematikuri  modelebis Seqmnis dros da mraval sxva 
praqtikul Tu Teoriul amocanaSi. xSirad isec ki xdeba xolme, rom aseTi rTuli 
gamoTvlebis Catarebas verc ki vamCnevT xolme: rodesac kompiuterze Cveulebriv teqsts 
vkrebT, Tanamedrove manqanas vatarebT, an TviTmfrinaviT vmgzavrobT -  iqac ki tardeba 
rTuli maTematikuri Tu logikuri operaciebi. xSirad maT swraf gamoTvlaze bevri ram, 
maT Soris adamianTa usafrTxoebac ki aris damokidebuli. 
 
Tu mocemuli gvaqvs ori n Tanrigiani ricxvi, maTze ariTmetikuli operaciebis Catareba 
SeiZleba qveS miweris algoriTmis gamoyenebiT  ise, rogorc es yvelam skolaSi 
viswavleT. magaliTad, Tu mocemulia ori 3 Tanrigiani ricxvi A = 127 da B = 228, maTi 
jami C = 355 am ori ricxvis TiToeuli cifrisa da daxsomebuli ricxvis rig-rigobiT 
mod 10 SekrebiT gamoiTvleba. amas garda, yovel jerze  unda davixsomoT damatebiTi 
cifri. es ki imas niSnavs, rom ori n Tanrigiani ricxvis SesakrebadOO(n) operaciaa 
saWiro. Tu saWiroa didi ricxvebis an bevri patara ricxvis Sekreba, es algoriTmi ukve 
agar gamodgeba. saWiroa misi dascrafeba. 
kidev ufro cud Sedegs miviRebT ori n Tanrigiani ricxvis gamravlebis SemTxvevaSi: 
advili saCvenebelia, rom qveS miweriT gamravlebisas operaciaTa raodenobaa O(n2), 
rac situacias ufro arTulebs. 
 
ZiriTadad, algoriTmebis daCqareba maTi gaparalelebis xarjze xdeba: monacemebi iyofa 
or an ramodenime nawilad, Semdeg es nawilebi erTdroulad da erTmaneTisagan 
damoukideblad gadamuSavdeba da miRebuli Sedegebi Tavis mxriv gadamuSavdeba ise, rom 
Catarebulma gamoTvlebma saboloo Sedegi mogvces. swored monacemTa erTdroulad 
gadamuSavebis xarjze xdeba drois mogeba. 
am e.w. dayavi da ibatone paradigmazea dayrdnobili ZiriTadad yvela andagvari 
gaparalelebis meTodi. aRsaniSnavia is faqti, rom ZiriTadad monacemebi iyofa 
nawilebad. ZiriTadad monacemebi or nawilad iyofa xolme, magram zog SemTxvevaSi maTi 
met nawilad dayofa ukeTes Sedegs iZleva. andagvari meTodi gamoyenebulia qvemoT 
moyvanil swrafi mimatebis algoriTmSi. 
magram zog SemTxvevaSi nawilebad monacemebis nacvlad gamoTvlis sivrce iyofa da 
sasurveli Sedegic amis xarjze miiRweva. andagvari meTodi gamoiyeneba Sonhagesa da 
Strasenis gamravlebis algoriTmSi, romlis ideac SemdgomSi iqneba warmodgenili. 
 
 
2. swrafi mimatebis algoriTmi 
 
2.1 prefiqsis gamoTvlis amocana 
 
ganvixiloT Semdegi amocana: mocemulia cvladebi x1, x2, ... , xn da raime asociaciuri 
operacia o (es SeiZleba iyos mimateba, gamravleba, oris moduliT mimateba, magram ara 
gayofa). 
e.w. prefiqsis gamoTvlis amocana mdgomareobs Semdegi funqciebis gamoTvlis amocanaSi: 
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f (i) = xi o xi-1 o ... o x2 o x1  ( 1 9 i 9 n ). 
 




2.1 Sekrebis amocanis paralelizacia 
 
davubrundeT ori ricxvis qveS miweriT mimatebis amocanas.  






Tu davuSvebT, rom ui = ai bi da vi = ai + bi mod 2    ( 1 9 i 9 k = 2n )   da CavTvliT, rom es 
cvladebi ukve gamoTvlilia (maT gamoTvlas mudmivi dro dasWirdeba), miviRebT: 
 
ck = vk OR  vk uk-1 OR ( vk ... vk-i ) uk-i-1 OR ... OR ( vk ... v2 ) u 1 . 
 
aq OR bulis algebris diziunqciis operatoria. 
 
Tu CavTvliT, rom ck = fk(uk,vk, ..., u2,v2,u1), miviRebT: 
 
fk(uk,vk, ..., u2,v2,u1) =  
fk/2(uk/2,vk/2, ..., u k/2+1,v k/2+1) OR (vk/2 ... v k/2+1) fk/2(uk/2-1, ... , u1). 
 
r  cali iteraciuli bijis Semdeg viRebT: 
 
fk(uk,vk, ..., u2,v2,u1) = fl (uk , ... , u k-l+1) OR (vk ... v k-l) fl (uk-l, ... , uk-2l+1) OR ...  
OR (vk ... v l) fl (ul, ... , u1) , 
sadac l = 2r . 
 
misi bijebis raodenoba iqneba 
 
T( fk ) = max{ T( fl ) , T(vk ... v l) } + n  r + 1. 
 
axla ganvsazRvroT mimdevroba 
 
m1 = 0,    mi = i (i-1) / 2 
 
da bijebis raodenobis formulaSi CavsvaT  n = mi ,   r = mi-1 [2] .  
 
induqciis gamoyenebiT SeiZleba davamtkicoT utoloba  T( fp ) 9  mi+1 , sadac p = 2mi. 
 
aqedan gamomdinare, nebismieri naturaluri m ricxvisTvis, sadac mt-1 < m 9  mt , WeSmaritia 
Semdegi utoloba: 
 
T( fd ) = T( fp ) + (m - mt-1 ) + 1 9 mt + m - mt-1 + 1 = (t  1) + m + 1 = t + m . 
 
mt-1 < m  utolobidan viRebT: 
 
(t  1) (t  2) / 2 < m ,     t < 1,5 + ( 2m + 0,25 )1/2 . 
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Tu am Sedegs bijebis raodenobis gamoTvlis formulaSi CavsvamT, miviRebT: 
 
T( fk ) < 1,5 + ( 2m + 0,25 )1/2 + m. 
 
aqedan gamomdinare,  
 
T( fk ) < 1,5 + ( 2 log (k) + 0,25 )1/2 + log (k). 
 
daskvnis saxiT SeiZleba vTqvaT, rom SesaZlebelia mimatebis algoriTmis gaparaleleba 
ise, rom iteraciis yovel bijze monacemebi daiyos mi tol nawilad, es nawilebi 
rekursiulad damuSavdes da Sedegebi Sejamdes koniunqciisa da diziunqciis 
saSualebiT zemoT moyvanili formulis Tanaxmad. amis safuZvelze ki swrafi Semkrebi 
algoriTmis SemuSaveba SeiZleba [1]. 
 
 
3. gamravlebis swrafi algoriTmi 
 
gamravlebis algoriTmis zusti qveda zRvari dReisaTvis cnobili araa. Teoriulad 
dadgenilia, rom ori n bitiani ricxvis gamravlebisaTvis saWiroa minimum B(n) biji, 
magram aseTi swrafi algoriTmi cnobili araa. magram arc isaa cnobili, SesaZlebelia 
Tu ara andagvari algoriTmis Seqmna. 
 
aq warmovadgenT  erTi algoriTmis  ideas, romelic pirvelad germaneli 
maTematikosebis, Sonhagesa da Strasenis mier iyo warmodgenili [2]. aRsaniSnavia, rom 
Teoriuli TvalsazrisiT igi ycnobil algoriTmTa Soris yvelaze swrafia, radgan O(n 
log(n) loglog(n)) bijs iyenebs, magram praqtikaSi sruliad gamoudegaria O aRniSnvaSi 
Zalian didi mudmivebis gamo. 
 
3.1. Sonhagesa da Strasenis idea 
 
mocemulia ori orobiT sistemaSi Cawerili ricxvi 
 
A = (an-1 , ... , a1 , a0 ) ,      B = (bn-1 , ... , b1 , b0 ) 
 
Sedegad veZebT ricxvs C = AB. 
 
TiToeuli sawyisi ricxvi davyoT k cal tol blokad, romelTa sigrZea l : 
 
A = Ak-1 , ... , A0 ,  B = Bk-1 , ... , B0 
 
A0 = (al-1 , ... , a0 )  B0 = (bl-1 , ... , b0 ) 
A1 = (a2l-1 , ... , al )  B1 = (b2l-1 , ... , bl ) 
. . . 
Ak-1 = (an-1 , ... , an-l )  B1 =  (bn-1 , ... , bn-l ) 
 
 
cxadia, rom aseTi dayofis Sedegad 
 
A = f ( 2l ), B = g ( 2l ), C = h ( 2l ), 
sadac  
 
f ( x ) = xk-1 Ak-1 + xk-2 Ak-2 + ... + x1 A1 + A0 , 
  
g ( x ) = xk-1 Bk-1 + xk-2 Bk-2 + ... + x1 B1 + B0 , 
  
h (x) = f (x) g(x). 
 
aqedan gamomdinare, ori ricxvis gamravlebis amocana dayvanilia ori polinomis 
gamravlebis amocanaze. marTalia, ori polinomis gamravlebis amocana zogadad ori 
ricxvis gamravlebaze ufro rTulia, magram aq gvainteresebs ara zogadad polinomebis 
monacemTa struqturebi da algoriTmebi 
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namravli, aramed am namravlis mniSvneloba raRaca konkretuli monacemisaTvis (Cvens 
SemTxvevaSi esaa 2l). 
 
Tavdapirvel amocanaSi Cven gvindoda C = A B mod (2n + 1) gamoTvla. radgan 2n + 1 didi 
ricxvia, Z2n + 1 rgolSi gamoTvliac rTulia. kargi iqneboda, Tu am operaciebis 
Catarebas ufro swrafad patara rgolebSi movaxerxebdiT da miRebul Sedegebs 
SemdgomSi ise gadavamuSavebdiT, rom saboloo Sedegi ufro swrafad migveRo. 
 
amaSi gvexmareba e.w. Cinuri Teorema naSTis Sesaxeb, romelic sakmaod didi xania 
cnobilia: 
 
Tu mocemulia nebismieri naturaluri a1 , a2 , ... , ap da m = m1 m2 ... mp , sadac m1 , m2 , ... , mp 
urTierTmartivi ricxvebia, maSin gantolebaTa sistemas 
a = ai  (1 9 i 9 n) 
aqvs calsaxa amonaxsni 
 
a = a1r1s1 + a2r2s2 + ... + aprpsp    mod  m , 
 
sadac  ri = m / mi ,     si = ai-1 mod  mi . 
 
aqedan gamomdinare, SesaZlebelia gamoTvla patara rgolebSi Zmi, ris Semdegac 





Cven ganvixileT meTodebi, romelTa gamoyenebisas ariTmetikuli operaciebis swrafad 
Catarebaa SesaZlebeli. orive meTodi e.w. dahyavi da ibatone paradigmas eyrdnoba. 
pirvel SemTxvevaSi iyofa monacemTa simravle, magram, sxva algoriTmebisagan 
gansxvavebiT, yovel bijSi es simravle sxvadasxva raodenobis qvesimravleebad iyofa. 
meore magaliTSi iyofa ara gamosaTvlel elementTa simravle, aramed maTi gamotvlis 
sivrce. 





[1] A. Gamkrelidze 
Einige Optimierungsmethoden Hierarchischer Schaltkreise} 
PhD thesis, Universität des Saarlandes, 2001 
 
[2] V. W. XYZ[\M]^_ 
` aYMbM]c de_fM]cg [ZYZeeMeh]_i_ LjbbZk_YZ 
l_^eZmn o^ZmMbcc pZj^, 19, 1967 
 
[3] A. Schönhage, V. Strassen 
Schnelle Multiplikation Großer Zahlen 















DECISION MAKING PROBLEM IN GENERAL UNCERTAIN ENVIRONMENT 
G.Sirbiladze 
 
Firstly, the lower and upper expected values provide limits to the expected utility value for each decision 
[1,3,4,6,7]. The function of the second step reflects the decision-maker's subjectivity and lets us model it 
between these two boundaries by means of a convex combination [4]. The relationships between a body of 
evidence [1,4,6] and fuzzy measures [2,3-5,8] are shown in [4] and some relevant properties of lower and 
upper expected values [1,6] are proved in [4]. The main result of this discussion is presented in section 3 
where a definition of inclusion relation on the set of evidences is used to study existing relations among results 
which can be obtained from different basic probability assignments. Finally, we show the way in which our 
model includes the most classical criteria, such as min-max or mathematical expectation criteria in 
uncertainty or risk environments etc. 
1.    Some classical decision problems can be considered as given by the information system [4]: 
)K,u,I,D,($  
where $  is the non-empty set of the states (factors, situations) of nature; D is non-empty set of the feasible 
decisions; I is the available information about $ ; K is the decision-maker's criterion, which represents some 
optimal principle; and RD:u $× , is a valuation of the consequences, coherent with the decision-maker's 
preferences.  
    According to the kind and amount of available information, the following cases have been distinguished:   
-    General Decision Problem in a Certain Environment: when the state of nature which will occur is known "a 
priori".  
-    General Decision Problem in a Risk Environment: if the true state is unknown but a probability distribution is 
available on$ . 
-    General Decision Problem in an Uncertain Environment: when no information about the states of nature can be 
used.  
    Our aim in this paper is to study a more general model including the previous three; such a model will consider 
the information about $  as defined by a body of evidence [1,4,6]. 
    To obtain a solution for a decision problem as defined above, an order relation should be found on the set of 
decisions D; we will construct this order taking into account the utility u and the information I. We suppose D and 
$  to be finite, in order to avoid measurability or convergence problems. If we denote 
}d,...,d,d{D},,...,,{ m21n21 =%%%=$ . 
The consequences of a decision id  are given in terms of a utility vector iu : 
),m,...,2,1i(,R)u,...,u,u(ud nin2i1iii =
=&  
which represents the decision-maker's preferences. 
2.    The problem is now to find an order on nR . Classically the solution is obtained by mapping each vector iu  on 
a value of R; to build this map RR: n ' , we will use the decision-maker's opinions and the information 
available about$ . 
    Thus, we will say that a decision id  is preferred or indifferent to another kd  (and express it as): 
)u()u()u,...,u,u()u,...,u,u(dd ikjn2j1jkn2k1kik '#'(#(# . 
    Numerous examples of this procedure exist in the relevant literature, as the criteria K of the expected value (risk 
environment), Laplace, Wald (uncertain environment), etc. 
sainformacio sistemebi 
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    In this paper we will suppose the information I is given by a body of evidence represented by a basic probability 
assignment (B.P.A.)-m [1,4,6] 
Definition 1[1,4]: A B.P.A. On  $  is a map 
]1;0[2:m $ , 









     In 1967, Demster [1] introduced the concepts of lower and upper expected values of a function, with respect to a 
measure as a generalization of the expected mathematical value (The main properties of  lower and upper expected 
values of a function are used in [4] ): 
Definition 2[1]:  let R:h $  be any function and let m be a B.P.A. on$ . Lower and upper expected values of 
















        In these conditions, we can map the vector ni Ru 
 (represented as function R$ ) on another vector of 
2R  by means of 2n RR:t  , 
))./(),/((),...,( **21 muEmuEuuut iiinii =  
    If we consider the composition '=th o , the determination of '  means merely to determine the map: 
RR:h 2  . From this composition, one can see t contains the available information while h must reflect the 
decision maker's attitude. 
3.   Finally, we may note: On one hand, if a body of evidence considered about $  is probabilistic ( pmm  ), then 
)u(E)m/u(E)m/u(E impi*pi* p== , 
where the most outstanding ways to define h are as follows: 
(a) Optimistic criterion. Based on the map *h : 
**
*
* E)E,E(hh ==  
(b) Pessimistic criterion. Based on the map *h : 
*
*
** E)E,E(hh ==  
The decision rules consisting of the maximization of the value of h (the construction of criterion K), coincides 
with the classical expected value criterion for risk environment [3]. 
     On the other hand, if we confront a problem in the absence of information, the only possible body of 







are verified. If the decision maximizing h is chosen (criterion K), we find: 






umaxmax)m/u(EmaxEmax ==  
as a particular case of our optimistic criterion. 
sainformacio sistemebi 
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 (B) Wald's criterion, or max-min criterion, from *h : 
ijji0i*i*ii
uminmax)m/u(EmaxEmax ==  
as a particular case of our pessimistic criterion. 
Conclusion  
 Demster-Shafer's Mathematical theory of Body of Evidence [1,4,6] is a powerful tool to build models in 
risk or uncertain environments. By expressing the available information about states or factors of nature in a 
decision problem by means of a body of evidence and by using the lower and upper expected values to obtain 
decision rules, one may generalize classical criteria to intermediate situations between null and probabilistic 








ganxilulia gadawyvetilebis miRebis zogadi modeli, warmodgenili monacemTa tanis 
sabazo albaTuri ganawilebiT, romelic iZleva informacias mdgomareobaTa, situaciaTa 
an faqtorTa ganawilebaze. gadawyvetilebis miRebis wesi agebulia ori bijiT - qveda da 
zeda mosalodneli sargeblianobaTa mniSvnelobebis kompoziciiT. 
  
 




  A general model for decision problems is presented, represented by a basic probability assignment of 
a body of evidence, which gives the information on distribution of states, situations or factors. The rule for 
decision making is constructed from two steps by means of a composition of two functions - lower and upper 
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ON THE WEAKLY STRUCTURABLE DYNAMIC SYSTEMS MODELLING 
G. Sirbiladze, A. Sikharulidze, M. Kapanadze 
In this paper the new approach to the study of weakly structurable fuzzy dynamic systems (WSDS) is presented 
(weakly structurable controllable dynamic system) [4-6]. Different from other approaches where the source of fuzzy 
uncertainty in dynamic systems is expert, this approach considers time as long as an expert to be the source of fuzzy 
uncertainty. This notably widens the area of studied problems. All these is connected to the incomplete, imprecise, 
anomal and extremal processes in nature and society, where connections between the systems objects are of 
subjective (expert) nature, which is caused by lack of objective information about the evolution of studied system, 
for example in 1) economy of developing countries, business, conflictology, sociology, medical diagnosis etc; 2) 
management of evacuation processes in catastrophe areas, estimation of disease spreading in epidemical regions; 3) 
research of complex systems of applied physics, etc. One of our purposes is to create scenarios describing possible 
evolution of WSDS using methods developed in this paper in the framework of expert-possibilistic theory. This 
includes construction of algorithms of logical-possibilistic simulations of anomal and extremal process analysis. 
By the participants of the paper new mathematical apparatus[1-3] was created in 2002-2005, where main 
attention is paid to rapidly developing theory of fuzzy measures (some class of  capacities) and integrals. Using the 
theory of fuzzy measures and integrals for construction of decision support systems is not a new idea. But we have 
chosen one part of this theory  extremal fuzzy measures [1-3], which is not much well researched. In the 
framework of this theory a new apparatus of extended fuzzy measures was constructed on the basis of Sujenos 
upper and lower integrals. Using this apparatus new fuzzy extremal models of weakly structurable dynamic system 
control were created [4-6], where fuzziness is represented in time. Here the structure of time is represented by 
monotone extremal classes of measurable sets [1-3]. On such structures uncertainty is described by extremal fuzzy 
measures and problems of fuzzy-statistics of extremal fuzzy processes: identification, filtration, optimal control. 
Results of research are published in articles [4-6]. 
Short description of weakly structurably dynamic systems (WSDS): 
Following the system approach of modeling of weakly structurable dynamic systems, we propose that the time 
structure in fuzzy dynamic system is represented in following way [3-6]: 
 





 RTgTIFT T p                     (1) 
were ( ) 0),0[
~~
"/0 ttTIF  is  -monotonic space of monotonically increasing measurable fuzzy time intervals; 
Tg~  is the extended fuzzy measure on ( )TI
~
F ; p  is the partial ordering relation in ( )TI
~
F  and +  is the algebraic 
sum operation in ( )TI
~
F .  
Suppose ( ))XX  is the set of states of some WSDS  to be investigated with initial ( )gX ~,~,1   
fuzzy measure space  restriction; ( ))UU  is the set of all admissible controls acting on the system with 
( )UU gU ~,~,1   fuzzy measure space restriction; ( ))YY  is the set of output states of the system with 
( )YY gY ~,~,B   fuzzy measure space restriction (Y  is some transformation of X ); ( )
Y
BTIFBP ~~~~ 22
  is 
expert reflection process, which represents fuzzy relation describing expert fuzzy activities (estimations) of fuzzy 
states of the system in the output values of the system in monotonically increasing fuzzy time intervals { } 0~ "ttr ; 
( ) ( ) BFBFB ~)~()~(~
~~ 2222
 TITI U3  is an fuzzy transition relation describing system state evolution in fuzzy 
time intervals { } 0~ "ttr  with control taken into account; ( )TIFBu U ~~~ 2
  is some binary relation describing the 
action of fuzzy control on the system in fuzzy time intervals { }tr~ , 0"t  (fuzzy control process); 
( )TIQ
~~~ FB2
  is binary fuzzy relation (fuzzy process) describing the evolution of system in time; 4)(s  is 




Definition 1. The train  
{ }4)(,~,~,~,~,,,, suQYTUX 53                    (2) 
 
is called Weakly Structurable Controllable Dynamic System (WSCDS), describing the evolution of systems 
states in fuzzy time intervals { }tr~ , 0"t , using following integral equation: ( XY  ), ( ) :, TXx ×
6   
 


























ooo  ,     
 (3) 
 
with systems initial  state ( )0,~ ~0  QA ? . 
Suppose that relation between fuzzy measure spaces ( )gX ~,~,1  and ( ) )~,,( ~ TgTIT F  can be defined using 
some conditional extended fuzzy measure in the following way: ( )TIr
~~ F
6  : 
 
                      ( ) ( ) ( ).~/~~)(~~ 4 =7
X
tT gxrgsrg o                                                             (4) 
     
Definition 2:  The process 5~ performing in fuzzy time intervals { } 0~ "  r  and defined by formula 
( ) ( )xrgx t   µ ~~),(~ =5?                                           (5) 
is called the fuzzy process describing expert reflections of evolutions of WSCDS states.  
Now we will consider important theorem concerning the relation between Q~  and 5~ processes. 
Theorem: Suppose { } 0~ "  r  and u~  processes are ergodic; Let 5~ be the fuzzy process describing expert 
mappings of evolutions of system states in fuzzy time intervals regarding the fuzzy measure ( )xgt ~ . Then: 
a) The process Q~  described by (3) is ergodic;  
b) in the conditions of control process u~ on WSCDS with initial fuzzy state 0~A , the evolution of 
systems fuzzy states is described by fuzzy process Q~  integral representation of which is the following: 
( ) TXx ×
6  ,  
 




uUxQ ggtuusx u ,~~,)(, ),(),,(),(~ ~'~   3µµ µ PEEE o      (6) 
 
where '~3  is transition fuzzy relation  
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),(~~~  2 5?ggU  is the composition of fuzzy measure Ug~  and 5





  Using the results obtained in [3-6] we shortly described the issues of controllable extremal process 
modeling. The following problems have been already researched and solved:  
a) We have introduced the notion of the weakly structurable controllable dynamic system (WSCDS) in case of 
fuzzy control action ( )UU gU ~,~,1 ,  where the source of uncertainty is expert reflections (expert 
measurements) of the system states in monotonically increasing fuzzy time intervals [3-6];  
b) The notions of reflection and description processes describing WSCDS states evolution have been 
introduced [3-6]; 
c) The issues of point wise ergodicity have been studied [3]; 
d) The compositional representation of continuous controllable fuzzy process have been constructed 
correspondingly using Sugeno composition integral. Analogical model is constructed for cases of discrete 
time [1-3].  
e)   The problems of fuzzy time structure dualization have been studed [1-3]; 
f)   (1)-(6) WSDS identification problems have been studed [4];   
g)  The problem of restoring of the fuzzy input-output relation of (1)-(6) WSDS have been   studed [4]; 
h)   The problems of (1)-(6) WSDS optimal control have been studed [5] 
i)    The problems of estimation (filtration) of (1)-(6) WSDS states have been studed [6]; 
The following problems need further research: 
1) The problem of estimation of pessimistic-optimistic indices of ergodicity for each  problem of extremal 
fuzzy processes fuzzy-modeling (identification, fuzzy-optimal control, fuzzy-filtration); 
2) The quantitative-basic analysis of adaptation as object of WSDS control in the environment of anomal and 
extremal processes; 
3) construction of possibilistic-objective simulation algorithms for anomal and extremal processes based on 
constructed models; 
4) Creation of adaptation scenarios in the environment of anomal and extremal processes using expert-
possibilistic theory; 
5) Development of software for universal library implementing the WSDS structure and decision support 




sustad struqturirebadi dinamikuri sistemebis modelirebis 
Sesaxeb 
g.sirbilaZe, a.sixaruliZe, m.kapanaZe 
 
reziume 
warmodgenilia sustad struqturirebadi dinamikuri sistemebis (ssds) Seswavlis 
axali midgoma. gansxvavebiT sxva midgomebisgan, sadac ganuzRvrelobis wyaro eqspertia, 
Cveni midgoma ganuzRvrelobis wyarod ganixilavs rogorc eqsperts, aseve drosac. es 
mniSvnelovnad afarToebs Sesaswavli amocanebis ares. yovelive es dakavSirebulia 
arasrul, arazust, anomalur da eqstremlur procesebTan, romlebis gvxvdeba bunebasa 
da sazogadoebaSi, sadac kavSiri sistemis obeqtebs Soris subieqturi (eqspertuli) 
bunebisaa. meTodebi, romlebsac Cven am statiaSi warmogidgenT, eqspertul-
SesaZleblobiTi Teoriis sqemidanaa. isini emsaxurebian Cvens mizans, SevqnaT scenarebi, 







 THE WEAKLY STRUCTURABLE DYNAMIC SYSTEMS MODELLING 
G. Sirbiladze, A. Sikharulidze, M. Kapanadze 
Abstract 
The new approach to the study of weakly structurable dynamic systems (WSDS) is presented. Different from 
other approaches where the source of fuzzy uncertainty in dynamic systems is expert, this approach considers time 
as long as an expert to be the source of fuzzy uncertainty. This notably widens the area of studied problems. All 
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these is connected to the incomplete, imprecise, anomal and extremal processes in nature and society, where 
connections between the systems objects are of subjective (expert) nature, which is caused by lack of objective 
information about the evolution of studied system. One of our purposes is to create scenarios describing possible 
evolution of WSDS using methods developed in this paper in the framework of expert-possibilistic theory. This 
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ON   THE   MINIMAL  FUZZY  COVERING  PROBLEM 
G.Sirbiladze,  B.Ghvaberidze 
 
1. Introduction 
          Optimization and decision-making problems are traditionally handled by either the deterministic or the 
probabilistic approach. The former provides an approximate solution completely ignoring uncertainty, while 
the latter assumes that any uncertainty can be represented in terms of probability distribution. Obviously both 
approaches only partly capture the uncertainty that actually exists but not in the   form of known probability 
distributions.   In this paper we consider a discrete fuzzy optimization problem, i.e. a minimal covering 
problem where the data has expert-objective nature. The obtained bicriterial optimization problem is a 
specific compromised approach between the expert and objective methods of optimization. 
       2.    The   Minimal   Fuzzy  Covering  Problem 
Partitioning, covering and packing problems serve as mathematical models for many theoretical and applied 
problems such as coloring of graphs, construction of perfect codes and minimal disjunctive normal forms, 
drawing up of blockdiagrams, information search, traffic scheduling, administrative division into zones and so 
on [1,3].  Let us introduce some basic notions [1], [3]. Suppose that we are given the finite set R={r 1 ,  , 
r m } and the family of its subsets - S={ }nSS ,...,1 . Let S ' ={S 1j ,,S PJ },    1 y p yn, be some subfamily of 
the family S. If each element r i  is contained in at most (at least) one of the sets S j , belonging to S', then S' is 
called a pacing (covering) of the set R. A covering which is simultaneously a packing is called a partitioning 
of the set R. Let  A = z jia  z nm× be the incidence matrix of elements R and subsets S j :  jia =1   if     r i 
  
S j , and   jia  =0  if   r i A  S j . Each subfamily S'  of the family S is represented by the characteristic vector 
which has a component x j =1 if the subset S j  is contained in S B , and x j =0 otherwise. If to each   S j 
S 
we assign a positive price c j , then the partitioning, covering and packing problems take the form  
1) min
l=xA
( c , x );                2) min
l"xA
 ( c , x );              3) max
l#xA
 ( c , x ); 
 Respectively. Here c =(c1 , c n ) is the price vector, x = ( x 1 , x n ) is the vector with components 0 and 
1, and l  is the vector consisting of 1's. Note that in many interesting problems c j =1, j=1,, n (such is, for 
instance, the problem of finding a minimal dominating set in the graph), but this does not simplify the solution 
process of these problems. 
  Our further consideration concerns the minimal fuzzy covering problem. Other problems can be considered 
analogously.    Let S~ = { S~ 1 , S~ 2 ,, S~ n } be some family of fuzzy subsets on R. Denote the compatibility 
level by 
JS~µ ( ir ) ijb  for r i 
R, j=1,2n. This compatibility level represents some subjective expert 
estimation. We assume that  
JS~µ  ( ir )>0   means   that an element r i  is covered by a fuzzy set jS
~ even if this 
level is small. 
  Definition. Any subfamily S B~ ={ }
KJS
~ * S~ ,  k=1,.,p,  1 np ## , of fuzzy subset is called a fuzzy 
covering of the set R if for each  r i  there exists a fuzzy subset KJS
~ * S B~  such  that 
kJS
~µ  ( ir )>0 . 
 If to each  jS~ 
 S~  we assign a positive price c j , then the fuzzy covering problem is formulated as follows: 
find a fuzzy covering S B~  of the   set R having the least price with the least misbelief in subjection data. Thus, 
under an optimal fuzzy covering we understand a covering defined by two criteria: 1) minimization of   a 
covering price; 2) ) minimization of  misbelief in fuzzy uncertainty. We obtain the bicriterial discrete 
optimization problem. Note that if under S~ we understand the classical covering, then this problem can be 
reduced to the well known covering problem [1]. 
  Suppose we are given some fuzzy set on R +0 with definition: a large Ratio := (L-R) with a nondecreasing 
compatibility function RLµ :  R +0  [0,1].  
  Like in [5] we introduce the notation  
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,......,1                   (1) 
where the heuristic explanation of the positive (p ij ) and the negative (n ij ) discrimination measure is that p ij  
represents the accumulated belief that an element S~ j  covers an element   r i better than any of the 
remaining elements  r l , l =1,.,m, l i ,  while  n ij  represents the belief that an element jS~  covers an 
element   r i poorer than any of other elements r l  ( l =1,.,m, l i ). 
   Let two fuzzy sets be given on [0,1]. One defined as large with some nondecreasing compatibility 
functions  el argµ : [0,1]  [0,1],and the other defined as small with some nonincreasing compatibility 











1 ,             j=1, . . . , n,                    (2) 
  Where jC  and jD  are the average values of the positive and the negative discrimination measure of the 
covering for elements jS~ , j=1,,n. 
 Now, on the set { S~ 1 ,  S~ 2  , S~ n } we construct the misbelief distribution of the covering where the 
positive and negative discrimination measures  ( jC , jD ) are taken into account:  
jE = 2
1 ( smallµ  ( jC )+ el argµ ( jD )),           j=1, . . .,n.                                       (3) 
 The information content of jE  expresses a level of misbelief in that an element jS~  should be included in 
optimal covering. 
  Let S B~ ={
KJS
~ },   k=1,2,,p;   np ##1 , be some fuzzy covering. It can be characterized by the binary 
vector } s~B =(x1 ,., x n ), where  
                           x i = 

0
1   
         Let us consider the misbelief distribution on   x s~B  










   Since the values x j are chosen   without any a priori information, we can consider the following uniform 
probability distribution on x s~B : 













 Thus, for each fuzzy covering S B~ we have constructed the fuzzy misbelief distribution ( nEE ,....1 ) on x s~B  and 
the uniform probability distribution P S~B .  Applying  the method of fuzzy statistics [6],[7],[8], the  fuzzy 
average value of S B~ is defined as monotone expectation [6] (which here coincides with mathematical 
expectation) 









1)( Eµ          .          (4) 
Note that   value S~B? is an average measure of misbelief in fuzzy covering. Minimizing the average misbelief 
in the fuzzy covering  S B~ , we obtain the criterion                                                             

















nEE ,...,1     .             (5) 
  Finally , the minimal fuzzy covering problem is reduced to  a bicriterial problem of the type (minsum-















minE  (minimization  of price and average misbelief).  (6)                      
If   X   is the set of all  boolean  vectors  satisfying the conditions of the fuzzy covering problem, then 
considering the scalar optimization problem  
min,)1( 21 + ff FF           (x1 ,,x n )
X,       )1,0(
F ,                 (7) 
 where   X= { }{ } { }{ }l"
BB*B
B xAxSSSx nnS 1,0covering  theis~~~1,0~ . And F is a weighted 
parameter, we can find, in the general case, some Pareto optima [3].  
Conclusion.  We apply the methods of extended possibility analysis to the considered discrete optimization 
problems with fuzzy data. In an appropriate manner we introduce the definitions of positive and negative 
discrimination measures of expert knowledge of the optimization problem parameters, i.e. the parameters of 
possible solutions and alternatives (candidates).We thereby determine the fuzzy distribution of misbelief on 
the set of alternatives.   As   a result we obtain the bicriterial discrete optimization problem which is solved by 
the method of linear convolution of the criteria. The scalar problem is solved by the algorithm of tree type 
search from [3]. 
 
 




  minimaluri fazi-dafarvis amocanisTvis Semotanilia axali kriteriumi, romelic 
SesaZlo alternativebze saSualo arasandoobis minimalur mniSvnelobas 
warmoadgens. monacemebi eqspertul-obieqturi bunebisaa. axali kriteriumiTa da 
dafarvis fasis minimizaciis kriteriumis gamoyenebiT miRebulia orkriterialuri 
amocana.  
 
            
 ON   THE   MINIMAL  FUZZY  COVERING  PROBLEM 
G.Sirbiladze,  B.Ghvaberidze 
 
Abstract 
A new criterion is introduced for a minimal fuzzy covering problem which is a minimal value of the average 
misbelief contained in possible alternatives. The data has expert-objective nature. A bicriterial problem is 
obtained using this new criterion and the criterion of covering price minimization.  
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ON THE COMBINED EXPERTON AND FUZZY DISCRIMINATION METHOD 
IN  INVESTMENT RISK MANAGEMENT 
G.Sirbiladze, I.Khutsishvili       
Introduction  
 The authors propose the combined method of evaluating risks of investment decisions. The method is based on 
the expert (subjective) data received from the members of the tender commission of the investment fund. The 
method consists of two stages, of which the first stage is the selection from many projects of those which have 
minimal credit risks. These risks are revealed by means of the experton method [2, 3] which in its turn uses the 
expert data mentioned above. Such an approach is justified because in the case of substantial credit sums the number 
of competing projects is as a rule large In the second stage the selected projects are compared with one another by 
the possibilistic discrimination method and are arranged from the standpoint of their quality. Therefore it became 
necessary to modify the fuzzy discrimination method [5] since in that case only  expert data are used, while the 
classical variant of the method is only effective when working only objective data.  
 So, we have developed  a method that enables us to identify with a great deal of certainty  the investment projects with minimal risks 
and to formulate their crediting possibility levels in the form of recommendations.  
§ 1. Fuzzy decision-making methods  for the evaluation of investment projects.   
 When some legal person submits a business plan to the investment fund or the bank with the aim of receiving a credit, the experts of 
the fund are have the task to check certain factors that are essential for granting a credit. As a rule, the set of factors is determined by the group of 
experts of the investment fund who are members of the tender commission of the fund. When studying the activities of an applicant for a credit, 
the chosen factors can be identified or it may happen so that they are absent. Let the set of all possible factors be   
{ }nwww ,...,, 21=$ , (1) 
and the set of those factors that were identified for the applicant  be   
{ }kjjj www ,...,, 21=$B .                                                               (2) 
Assume that the investment fund makes decisions on granting a credit and  these decisions differ not only in a 
credit sum, but also in the conditions on which the credit is to be granted. The set of decisions is denoted by  
{ }mdddD ,...,, 21= .                                                       (3)                                             
One of possible ways of making decisions for the assessment of investment projects can be fuzzy discrimination 
analysis if we construct a tabular-numerical  knowledge base [5, 6] (for a new possibilistic variant of this method see 
§ 3) in the form of a matrix with elements ijf .  
In the case of evaluation of investment projects, the information bases of statistical data on the already fulfilled 
successful investment projects either do not exists at all or they exists but the number of successful projects 
contained in them is small. Hence the values ijf   are estimated through psychometric interviews with   the known 
experts in this concrete area. Then ijf  will denote the number of experts who think the solution id  to be true if the 
investment project possesses the factor jw .  
The initial selection of  tender participants is carried out by the experton method [2, 3], while the final decision 
is obtained using the possibilistic variant of discrimination analysis constructed in this paper   (see § 3). 
§ 2. Experton method  
As is  well known,  if the number of considered factors and alternative solutions is large, i.e. if  the size of a  
tabular-numerical knowledge base is large, then the reliability of the results obtained by discrimination analysis is 
low [6]. Therefore there arises a need to use some method of preliminary selection which from the number of credit 
applicants  will leave only those whose prognosis corresponds to the crediting with a minimal risk. We use the 
experton method as a method of preliminary selection.  
The experton theory was first formulated in the 90s of the last century by A. Kaufmann [2]. An experton is the 
generalized notion of a probability of a random fuzzy event when the probability of a random event of every  -
level is replaced by confidence intervals. These intervals, in turn, are statistically defined by a group of experts. The 
expert technology makes it possible to accumulate the subjective estimates obtained by  the members of the expert 
commission of the investment fund and to derive an optimal joint  estimate of all members of the commission, 




§ 3. Possibilistic discrimination analysis  
The results presented in this paper are based on refs.[5, 6]. In problems of making decisions on investment 
projects the values ijf   can be obtained only by psychometric interviews with the experts since for each project the 
set of factors $B  (see (2)) is different and one can hardly rely on the availability of information bases of statistical 
data. Thus, instead of a frequency tabular-numerical knowledge base it is expedient to construct the so-called 
possibilistic tabular-numerical knowledge base in the form of a matrix with elements ijC .  ijC  is a conditional 
possibility that the expert will make a decision id  in the presence of the factor jw  (the possibility is defined by 
formula (10) below); { }mdddD ,...,, 21=  are all candidates with minimal risks selected by the experton method; 
{ }nwww ,...,, 21=$  are all possible factors which, as shown by analysis, the legal persons  or the candidates 
selected for crediting may have.     
Several methods are available for constructing a table of possibilistic distribution [1, 3, 6, 7, 9]. For example, one 








=C .    (4)                                                                  
After constructing the table of possibilistic distribution, the algorithm of a possibilistic variant of the 
discrimination analysis method  can be formulated as follows:  
1) using the well-known principle of transformation [1], the table of possibilistic distribution can be converted 






j nC""C"C ...21 ,                                                              (5) 
then the conditional probability ijf  corresponding to the possibility  ijC  is  expressed by the formula  











,   where  ns ,...,2,1= , 01 C +ijn ;                               (6) 
  2)   we return to the discrimination analysis problem when instead of objective frequencies, for each  id  we 
have the probabilistic scale obtained from the possibilistic distribution.; 
3) on $×D  we construct the positive and negative discriminations and calculate their concrete compatibility 
levels which define in generality, how much the given factor influences (positive discrimination) and how much it 




























































, .2,1,0 => ss              (8) 
4)  if  some set of factors { }kjjj www ,...,,' 21=$  was defined before making a concrete decision, then in 
order to diminish the information entropy on the set of solutions D  we construct the following positive and 















l ;                                                (9)    
5) on  D  we construct the possibilistic distribution, mi ,...,2,1=6 : 
( )( )GG H+C=E iii 12
1 ,   0>G .                                                    (10) 
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6) the solution 0iE  which has a maximal value on the possibilistic distribution { }iE  will be considered to 
be the most reliable (certain) one among possible solutions 
 
iii
E=E max0 .                                                                    (11) 
 
§4. An example of the application of the combined decision-making method for the evaluation of investment 
projects  
        Let us consider an example in which the tender commission of the investment fund consists, say, of ten 
members ( 10,1=i ), and assume that the number of possible estimates (possible decisions) of crediting risks  for 
each applicant is equal to four ( 4,1, =jPj ). Where 1P  is the crediting with an insignificant risk, 2P  is the crediting 
with a low risk, 3P  is the crediting with an average risk, and  4P  is the crediting with a high risk.  
Let us assume that the members of the tender commission have made a conjecture about four possible solutions, 
the levels of credit granting risks for a certain applicant,  4321 ,,, PPPP .  Instead of expressing their opinion by a 
number [ ]1,0
 , they prescribe estimates in terms of confidence intervals which are included an interval [ ]1,0 : 
[ ] [ ]1,0, 21 *aa , where  1a  is a pessimistic risk level and  2a  is an optimistic risk level.  
We construct the summary table of experts estimates expressed by confidence intervals. We consider eleven  -
levels from 0 up to 1, and for each of the possible decisions 4,1, =iPi  we calculate two statistics of each level: one 
for the lower bound of the interval and the other for the upper bound. If now we carry these statistics onto the set of 
levels { }1,9.0,...,2.0,1.0,0 , we obtain a table which is an experton. The experton is transformed by the well 
known algorithm [2]. As a result, on { }4321 ,,, PPPP  we obtain a possibilistic distribution of risk identification for a 
certain applicant: each iP   will be associated with  the definite number established with the experts common 
opinion taken into account. To obtain a unique solution we use the principle of the maximum: )(max)( 0 iii PP =E . 
This means that in conformity with the experts common opinion the experton gives preference to the solution 0iP  
 the level of crediting risk for the chosen applicant is defined as 0iP . 
After processing the information by the experton method, from the group of applicants we leave only those 
whose prognosis matches the crediting with an insignificant and, possibly, the crediting with a low risk.  
The second stage of making a decision on investment projects is concerned with a more thorough analysis of 
external and internal factors which define the current state and future prospects for the activities of each applicant.  
That is, if the selection by the experton method was carried out by the crediting risk classes, the next selection 
among the selected candidates will be carried out using the estimates of their factors. We will evaluate the 
candidates by the method of possibilistic discrimination analysis.  
Let us formulate the main factors 9,1, =kwk , by which a legal person taking part in the competition for credit 
granting will be evaluated by all members of the expert commission. For example, we may have the following 
factors [3, 6, 7]: 1w : the profitability of the participants business; 2w : the purpose of credit receiption; 3w :  the 
pledge securing the reimbursement for the credit received; 4w :  the credit sum (money amount); 5w : the paid 
percentage extra charge; 6w :  the date of granting the loan (credit); 7w : the date of debt (credit) reimbursement; 
8w : a monthly debt and accrued interest reimbursement (repayment  scheme); 9w : a  percentage ratio of the pledge 
to the monetary value of the credit.  
Each member of the expert commission may evaluate this or another factor by numbers 1 or 0. The members of 
the expert commission fill in the patterns tables where  id   stands for the participants and  kw   denotes the list of 
evaluated factors. Then on $×D  (see  § 3 ) we construct the summary table of ijf . 
Let, as before, the tender commission consist of 10 members, the evaluated factors be 9,1, =kwk , and the 
quantity of candidates after the preliminary selection be 4,1, =id i . 






  $  
D  1w  2w  3w  4w  5w  6w  7w  8w  9w  
1d  0.1 0.3 0.4 0.3 0.2 0.1 0.2 0.2 0.1 
2d  0.3 0.4 0.4 0.3 0.3 0.2 0.1 0.4 0.3 
3d  0.2 0.2 0.1 0.1 0.2 0.3 0.5 0.3 0.2 
4d  0.4 0.1 0.1 0.3 0.3 0.4 0.2 0.1 0.4 
 
All further calculations are performed according to the algorithm of possibilistic discrimination analysis (see 
formulas (4)  (10)). As the coefficients 2,1, = ss  we take the values 3.01 = ,  95.02 =  chosen empirically for 
the spectral decomposition of the values ijp  and ijn . The value of the coefficient 85.0=G  is defined empirically 
for the spectral decomposition of iE . As a result we obtain the following possibilistic distribution on 
{ }4321 ,,, ddddD = : 
D  1d  2d  3d  4d  
E  0.60709 0.612043 0.606352 0.608552 
The final decision is jj E=E max2 , i.e. the investment project of the candidate 2d   receives the credit.  
 
Conclusion 
      We have developed the method of processing and synthesis of the expert information, which is a 
combination of Kaufmanns experton method and the method of possibilistic discrimination analysis. The proposed 
method enables us to identify with a high degree of certainty the investment projects with minimal risks and to 
formulate the levels of their crediting in the form of recommendations.  
A  practical  example  is  considered,  where  using  a  special  software  package  a  decision  is  proposed  




sainvesticio riskebis menejmentSi eqspertonebisa da fazi-
diskriminaciis kombinirebuli meTodis gamoyenebis Sesaxeb 
g.sirbilaZe, i.xuciSvili 
reziume 
 naSromSi warmodgenilia sainvesticio proeqtebis SerCevaSi riskebis minimizebis 
eqspertonebisa da aramkafio diskriminaciis kombinirebuli, axali teqnologia. igi 
iTvaliswinebs saeqsperto komisiis mier kandidati-sainvesticio proeqtebze Sefasebebis 
kondensirebis meTodis gamoyenebas. 
 kreditis gacemisas riskebis Semcirebis mizniT gadawyvetilebis miRebis es 
teqnologia iTvaliswinebs sainvesticio proeqtebis Sefasebis or safexurs. pirveli 
esaa maTi SesaZlo didi raodenobidan umniSvnelo an mcire riskebis mqone proeqtebis 
gamovlenas eqspertonebis meTodis gamoyenebiT [2,3]. es meTodi iyenebs eqspertTa 
intervalur pesimistur da optimistur xarisxobriv Sefasebebs yvela proeqtTan 
mimarTebaSi. akeTebs am codnis kondensirebas da SesaZlo riskebis simravleze agebs 
xarisxobriv doneebs yoveli sainvesticio proeqtisTvis, saidanac gamovlindeba dabali 
riskebis mqone proeqtebi.  
 meore safexuri gulisxmobs pirveli safexurze SerCeuli SedarebiT mcire 
raodenobis proeqtebidan erTmaneTTan Sedarebis meTodis, SesaZleblobiTi 
diskriminaciuli meTodis gamoyenebiT (igi am naSromSia konstruirebuli) gamoavlinos 




 meTodis realizebis mizniT ganxilulia praqtikuli magaliTi, romelSic 
Sesabamisi programuli uzrunvelyofis gamoyenebiT SemoTavazebulia rCeva-daskvna 
minimaluri riskebis mqone proeqtebis SerCevisaTvis.  
 
 
ON THE COMBINED EXPERTON AND FUZZY DISCRIMINATION METHOD 
IN  INVESTMENT RISK MANAGEMENT 
G.Sirbiladze, I.Khutsishvili 
Abstract 
 The risk minimization method is proposed for the selection of investment projects. This is a novel 
technology combining fuzzy discrimination and the experton method.  To minimize credit risks, the proposed 
technology of decision making offers two stages of the evaluation of investment projects. The fist stage is the 
selection by the experton method [2, 3] of projects with insignificant and low risks among the total (possibly large) 
number of projects. The second stage is the application of the possibilistic discrimination method (constructed in 
this paper) to a relatively small number of projects selected in the first stage in order to compare them and identify 
top-quality projects for which a conclusion is made in the form of a recommendation on the credit granting. The 
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ON THE STATISTICAL METHOD OF FUZZY GRADES' ANALYSIS WITH THE 
GREAT NUMBER OF FORECASTING  FACTORS 
I. Khutsishvili 
 
1. Given work describes one of fuzzy statistical methods of decision-making and, presents its generalization for a 
case when the object of decision-making is characterized by a great number of forecasting factors . The object of the 
forecast considered in the work is an earthquake. It contains a fuzziness in the definition. Classes of classification 
into which it is possible to divide the object of forecast are fuzzy sets. For example, the forecasting object such as an 
earthquake can be divided into forecasting classes such as: "strong earthquake", "moderate earthquake" and "weak 
earthquake" [6]. It becomes obvious, that in this case, it is impossible to draw strict boundaries between classes of 
classification. Classes of factors of the object of forecast are also fuzzy sets. The above mentioned has provided the 
ground for applying a statistical method of fuzzy grades' analysis as the bases of forecast drawing up.  
In a known "classical" variant of the method [1, 3, 7] the considered number of forecasting factors (activity) is 
not more than 3. However, for a specific forecast it can be much greater (in a considered concrete example of the 
forecast such factors are 9). Therefore, the "classical" variant of a method became a subject to modification in order 
to satisfy the condition of a great number of activity. With this purpose, the author introduced a concept of a 
measure of possibility  (see (3) ) which is used to build a generalized decision.   
For the forecast, belonging to a certain class of classification is determined through application of a so-called 
membership functions. One of the most important problems of a statistical method of fuzzy grades' analysis is that 
the building of membership functions is based on  intellectual activity of experts. Since membership functions are 
defined with the allowance for subjective preferences of experts, they can vary in kind. "Right"  definition of 
membership functions is the basic guarantee of the methods success. The present work offers a model of 
membership function developed for a concrete case of the forecast. It represent a new modification of Zadehs 
model (see (5) ). 
2. According to a statistical method of fuzzy grades' analysis (hereinafter referred to as the method of fuzzy 
grade statistics) the forecasting object is described by the corresponding forecast value. Codomain for the forecast 
value is divided into forecasting grades (classes). For each class the numerical interval is put in conformity. 
Corresponding membership functions are defined. Definition of the membership functions enclose a human factor, 
since an expert has a subjective viewpoint on a degree of belonging of the given forecasting object to the forecasting 
classes. The mentioned classes are fuzzy, therefore supports of membership functions are intersected. 
The forecasting value depends on the certain parameters, or of forecasting factors (activity). Each of factors, in 
turn, is divided into classes (subfactors). The numbers of forecasting factors, their classes and range of their 
numerical intervals can be selected arbitrarily.  
Let's introduce some designations: 
Forecasting grades : lMMM ,...,, 21 ; 
Corresponding membership functions:  lµµµ ,...,, 21   
Forecasting factors: mXXX ,...,, 21 ;       






Further, let us define selective frequencies i jkn , which represent the frequencies of j -th class of kX -th factor 
occurring in i -th forecasting grade. The values of i jkn  constitute initial data received as a result of observations 
and measurements. (see [1]). i jkn  and iµ  numbers are used to define fuzzy selective frequencies, fuzzy relative 
frequencies and the weight of each interval of the forecasting factor in accordance to the known formulas [2]: 




























.                                      (1) 
where miµ   average value of membership function when the forecasting value from i  forecasting interval belongs 
to m  forecasting grade. 
After that, it becomes possible to draw a decision for the certain sample of forecasting factors. For this purpose we 
need to define fuzzy weights of each activity according to its interval, and then to carry out multifactorial linear 
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synthesis of fuzzy weights and fuzzy relative frequencies. As a result of multifactorial linear synthesis we receive 
the generalized decision (vector of the possible weighed decisions) [1] 
       fwD
~= rr .                                 
(2) 
Considering the great number of forecasting factors, to draw the generalized decision we need to define 
concept of a measure of possibility: 





= ,  where  )( jD  is j  component of a vector D
r .                    (3) 
At last, in order to receive the classical unique decision it is necessary to use an additional principle. For 
example, it is possible to use a principle of a maximum of possibilities. Then the final decision will be [5]: 
        ,))((max)( iPossD
iClass 
 =   where  )(iPoss  is i  component of a vector Poss .        (4) 
 3. Let's consider a concrete example of an application of a fuzzy grade statistics. 
For a specific example of earthquake forecasting we consider the following geophysical atmosphere data to be  
factors-precursors: 1. Value of intensity of the electric fields (volt/m);  2. Temperature of air (in degrees of Celsius);  
3. Temperature of ground (in degrees of Celsius);  4. Atmospheric pressure (in mb);  5. Absolute humidity (elasticity 
water pair in mb);  6. Relative humidity (in %);  7. The general overcast (in points);   
8. The bottom overcast (in points);  9. Speed of a wind (in m/s.). 
Initial data comprises the earthquakes statistics in the Caucasus Region. Values of factors were measured during 
the day in three hour interval:  000 ,  300 , 600 ,  900 , 1200 , 1500  ,  1800 , 2100.  
The object of forecasting, earthquake, is described by means of a linguistic variable with following values: 
"noise", "moderate earthquake", "strong earthquake" [5] and is characterized by numerical value of magnitude (M). 
At 30 ## M  "noise" is observed; at 53 <<M  "moderate earthquake" is observed; at  85 ## M   "strong 
earthquake" is observed. Let us designate the defined forecast classes as M0 ,  M1 and M2 and introduce the 
corresponding membership functions. The model of membership function, applied in the given method, is 






















































M µ .                                       (5) 
Coefficients 1 , 2  and 3  are chosen empirically in accordance with the  available data and experts  
recommendations. In our case 15.01 = , 99.42 =  and 5.03 = .  
Since forecasting classes are presented in the form of intervals, it is necessary to average membership functions 
on these intervals. Let jiµ  be an average value of jµ  considering the intersection of a support of i  forecasting 
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Each of the factors-precursors is divided into three classes (subfactors). Intervals of the classes are fuzzy sets. 
Their boundaries are chosen empirically in accordance with the available data and estimations by the experts. In our 
case the following intervals are chosen for each activity and each of its classes : 
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 0X   Intensity of an electric field: 00x 5# ,  01x ]9,5(
 ,  02x 9> ;  
 1X   Temperature of air:    10x 3.4< ,  11x )9,3.4[
 , 12x 9" ;  
 2X   Temperature of ground:   20x 2# ,  21x )11,2(
 ,  22x 11" ; 
 3X   Atmospheric pressure:   30x 0.911# , 31x )4.916,911(
 , 32x 4.916" ;  
 4X   Humidity absolute:    40x 5# ,   41x ]9,5(
 ,   42x 9> ;  
 5X   Humidity relative:    50x 60< ,  51x ]81,60[
 ,  52x 81> ;                                                                                                                               
 6X   Overcast the general:   60x 6< ,  61x ]8,6[
 ,  62x 8> ; 
 7X   Overcast bottom:    70x 3# , 71x )9,3(
 , 72x 9" ; 
 8X   Speed of a wind:    80x 1# ,  81x ]2,1(
 ,  82x 2> . 
Selective frequencies  i jkn  for each interval of intensity and each class of each activity are calculated. The  i jkn~   
fuzzy selective frequencies, i jkf~  fuzzy relative frequencies and jkw  fuzzy weights of the forecasting factors are 
built on the basis of formulae (1). Now all the data necessary for decision-making exist. 
Assume, we need to study a new case and values describing its factors are following: 
7.25   13.0875   10.75   914.8125   11.0125   75.375   4.5   4.25   0.875 
The following set of the classes of activities corresponds to the above given set of activities:  
807160514231211201 ,,,,,,,, xxxxxxxxx . 
Then a vector of fuzzy weights is 
)0.4266 0.5714, 0.4346, 0.5816, 0.2435, 0.5130, 0.3381, 0.3762,0.6619,(=wr , 






























Applying a linear multifactorial synthesis, we receive the weighed vector of possible decisions (the generalized 
decision) 
)1.41166,1.38351,1.35178(~ == fwD rr , 
with the corresponding measure of possibility 
)1,98006.0,95758.0(max == jj D
DPoss
r
, where  jD  is j  component of a vector Dr . 
Using the principle of a maximum of possibilities and, finally, we receive the forecast:  
( )earthquakeStrongMDClass = 21 . 
The drawn result conforms with the statistical data:  values of forecasting factors in the given sample correspond 
to a real data for October, 30-th, 1983 when in 400 there was an earthquake with magnitude 6.8 (according to our 
classification  "strong earthquake"). 
4. The method was tested on 80 cases of "noise" (days when earthquake was not observed) and 20 cases of 
arbitrarily taken earthquakes qualified as "moderate" and "strong". The initial data is represented by the 
measurements taken by meteorological station in Dusheti region of Georgia and Hydrometeorological Centre of 
Georgia for the period 1967-1992.  
Test of the given method, performed by means of the developed software package, proved approximately          
70 % [4] historical accuracy. It could be considered as a quite satisfactory result taking into account the fact that the 
geophysical activities of an atmosphere are not the main factors-precursors of earthquake. 
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While using the offered method it is necessary to remember, that there should be a remarkable correlation 
between forecasting factors and object of the forecast. Besides, it is necessary to make sure, that the sample of 
primary classical frequencies does not contain much of zero values. Otherwise, it will have statistical effect.  
The fact of getting satisfactory results based on relatively small amount of initial data speaks in favour of the 
offered method [2]. 
 
aramkafio klasebis analizis statistikuri meTodis gamoyenebis 




warmodgenil naSromSi ganixileba prognozis amocana, rodesac saprognozo obieqti 
aRiwereba saprognozo faqtorebis didi ricxviT. prognozis maTematikuri modeli 
aigeba aramkafio klasebis analizis statistikuri meTodis safuZvelze. naSromSi 
SemoRebulia ganzogadebuli amonaxsnis SesaZleblobis zomis cneba. aseve 
SemoTavazebulia SeTanxmebulobis funqciis axali modeli, romelic warmoadgens zades 
modelis garkveul modifikacias.  
ganxilulia konkretuli magaliTi  miwisZvris SesaZleblobis Sesaxeb 
gadawyvetilebis miReba atmosferos geofizikuri aqtivobebis monacemTa mixedviT. sawyis 
monacemebad aRebulia kavkasiis regionis statistikuri monacemebi. 
Sesabamisi programuli uzrunvelyofis gamoyenebiT meTodis muSaoba Semowmda 
oTxmoci SemTxvevisTvis, rodesac miwisZvra ar aRiniSneboda da oci SemTxveviT 
SerCeuli miwisZvrisaTvis. prognozi gamarTlda daaxloebiT 70% SemTxvevaSi, rac 
SeiZleba CaiTvalos damakmayofilebel Sedegad, miTumetes rom atmosferos 
geofizikuri aqtivobebi ar warmoadgenen miwisZvris mTavar winamorbedebs.  
 
 
ON THE STATISTICAL METHOD OF FUZZY GRADES' ANALYSIS WITH THE GREAT NUMBER OF 
FORECASTING  FACTORS 
I. Khutsishvili 
Abstract 
The present article considers the problem of a forecast when the object of  forecast is described by a great 
number of forecasting factors. In the article we build the mathematical model of forecasting and introduce the 
concept of a measure of possibility of a generalized decision. The work also offers a new model of membership 
function, which represents a  modification of Zadehs model. 
The article focuses on the specific example of earthquakes forecasting and takes geophysical forecasting factors 
(activity) of an atmosphere as the factors-precursors. Initial data comprises the earthquakes statistics in the 
Caucasus Region.  
The efficiency of the method was tested on eighty cases without earthquake and twenty arbitrarily taken 
earthquakes. The method proved approximately 70% accuracy, which is the satisfactory result taking into account 
the fact that the geophysical activities of an atmosphere are not the principal factors-precursors. 
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ALGEBRAIC ANALYSIS OF MANY VALUED LOGIC 
R.Grigolia 
 
Many-valued logic (MVL) as a separate subject was developed by the Polish logician and philosopher Lukasiewicz 
in  [L]. His first intention was to use a third, additional truth value for "possible", and to model in this way the 
modalities "it is necessary that" and "it is possible that".   
Essentially parallel to the Lukasiewicz approach, the American mathematician Post in [P]     introduced the 
basic idea of additional truth degrees, and applied it to problems of the represent-tability of functions. 
Later on, Gödel in  [G] tried to understand intuitionistic logic in terms of many truth degrees. The outcome 
was the family of Gödel systems, and a result, namely, that intuitionistic logic does not have a characteristic logical 
matrix with only finitely many truth degrees.  
One of the main types of logical calculi are Hilbert type calculi. These calculi are formed in the same way 
as the corresponding calculi for classical logic: 
SINTAX 
Some set of axioms is used together with a set of inference rules.   The notion of derivation is the usual one. A 
language L for a propositional many-valued logic is given by: 
• a finite or denumerable set p, q, r, . . . of propositional symbols; 
• a finite set of connectives c1, . . . , cm, with ci having arity ui  0. 
The set FORM(L) of formulas in the language L is defined as usual: any propositional symbol is a formula 
and, if c is a connective of arity u and 1, . . . ,u are formulas, then c1 . . . u is a formula. In specific examples, we 
always have connectives of arity at most 2, and we write binary connectives using infix notation. We also use left 
and right parentheses according to the standard conventions; so,  e.g.,   p  qp is written p  (q  p). 
SEMANTICS 
There are many types of semantics:  1) Logical matrices,  2) Algebraic semantics.  Particular case of algebraic 
semantics are logical  matrices.   The most suitable way of defining a system L  of many-valued logic is to fix the 
characteristic  logical matrix for its  language, i.e. to fix: 
• the set of truth degrees,  
• the truth degree functions which interpret the propositional connectives, 
• the meaning of the truth degree constants  
• the designated truth degrees, which form a subset of the set of truth degrees and act as substitutes for the 
traditional truth value.  
A formula  of a propositional language counts as valid under some valuation H (which maps the set of 
propositional variables into the set of truth degrees) iff it  has a designated truth degree  under H. And   is logically 
valid or a tautology iff it is valid under all valuations.  
SYSTEMS OF MANY-VALUED LOGIC 
Basic Logic (BL) 
The language of the propositional logic BL consists of countably many propositional variables and the following 
primitive logical connectives:  Strong conjunction & (binary); Bottom 0 (nulary   a propositional constant); 
Implication    (binary); Weak conjunction @ (binary), also called lattice conjunction      @ G   & (  G ); 
Negation ¬ (unary), defined as  ¬     0; Equivalence & (binary), defined as    & G  (  G ) @ (G   ); 
(Weak) disjunction M (binary), also called lattice disjunction, defined as   M G  ((  G )  G ) @ ((G   )  
 ); Top 1(nullary), defined as  1  0  0. 
Axioms  
(BL1)   (' L N) L ((N L O) L (' L O)) 
(BL2)   (' & N) L ' 
(BL3)   (' & N ) L (N & ')  
(BL4)   (' & (' L N)) L (N & (N L '))  
(BL5a)  (' L (N L O)) L ((' & N) L O)  
(BL5b) ((' & N) L O) L (' L (N L O))  
(BL6)   ((' L N) L O) L (((N L ') L O) L O)  
(BL7)   0 L ' 
 
Inference rule: modus ponens   ', '  N   N 
 This logic is  t-Norm based logic. Truth degree set is  W = [0,1] = {x 
 R  |  0 y x y 1}. These system are 
determined by a strong conjunction connective &T which has as corresponding truth degree function a t-norm T, i.e. 
a binary operation T in the unit interval which is  associative, commutative, non-decreasing, and  has the degree 1 as 
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a neutral element: T(u,T(v,w)) = T(T(u,v),w),  T(u,v) = T(v,u),  u y v  T(u,w) y T(v,w), T(u,1) = u.  There is a 
standard way to introduce a related  implication connective T with the truth degree  function  u T v = sup {z  |  
T(u,z) y v}. This implication connective is connected  with the  t-norm T by the crucial adjointness  condition:  
T(u,v) y w u y (v T w). 
Hukasiewicz logics L, Lm 
L   BL plus    ¬¬R L R 
The systems Lm and L are defined by the logical matrix which has either some finite set Wm = {k/m1  |  0 
y k y m1} of rationals within the real unit interval, or the whole unit Interval  W = [0,1] =   {x 
 R  |  0 y x y 1} as 
the truth degree set. The degree 1 is the only designated truth degree. The main connectives of these systems are a 
strong and a weak  conjunction, & and @, respectively, given by the truth degree functions  u & v = max {0, u + 
v1},    u @ v = min {u, v},  where max {0, u + v1} is a t-Norm; a negation connective ¬ determined by    ¬u = 1 
u, and an implication connective  with truth degree function   u  v = min {1, 1u + v}. 
Gödel logics  G, Gm 
G     BL  plus    R L (R & R) 
The systems Gm and G are defined by the logical matrix which has either some finite set Wm = {k/m1  |  0 
y k y m1} of rationals within the real unit interval, or the whole unit  interval W = [0,1] =     {x 
 R  |  0 y x y 1} as 
the truth degree set. The degree 1 is the only designated truth degree.  The main connectives of these systems are a 
conjunction and a disjunction determined by the truth degree functions  u @ v = min {u, v},   u M v = max {u, v}, 
where min {u, v} is a t-Norm; an implication connective  with truth degree function u v = 1, if  u y v and u v 
= v, if u > v, and a negation connective ~ with truth degree function ~u = 1, if  u = 0 and ~u = 0, if u  0.  
Product logic P 
P   BL   plus     ¬¬R L ((RL (R & S)) L (S & ¬¬S)). 
 This logic is t-Norm based logic, where t-Norm is natural multiplication between real numbers. 
ALGEBRAIC SEMANTICS 
Residuated structures appears in many areas of mathematics, the main origin of which are monoidal operation 
multiplication 2  that respects a partial order  J  and a binary (left-) residuation operation L characterized by x 2 y 
( z  if and  only if x ( y ) z. Such kind of structures are associated with logical systems. If the partial order is a 
semilattice order, and multiplication the semilattice operation, we get Browerian semilattices which are models of 
the conjuction-implication fragment of the intuitionistic propositional calculus. The well-known  algebraic models 
of the conjucttion-implication fragment of Lukasiewicz many-valued logic are another example of special class of 
residuated structures. We are interested mainly with those monoidal structures which have in common the following 
basic properties: Integrality, Commutativity of the monoidal operation 2 and the existence of a binary operation L 
which is adjoint to the given operation. Every continuous t-norm is locally isomorphic to one of the following:  
Lukasiewicz t-norm , defined by     a 2 b = max{a + b T 1, 0};  Gödel t-norm @, defined by    a @ b = min{a, b};  
product t-norm ·, i. e. , ordinary product of real numbers. 
BL-algebras is introduced by P. Hájek  [H] as an algebraic counterpart of one of the extensions of fuzzy logic. BL-
algebra    (B,M, @,,2, 0, 1)  is a universal algebra of type (2, 2, 2, 1, 0, 0) such that: 
1)  (B, M, @, 0, 1) is a bounded lattice; 
2) (B, 2, 1) is a commutative monoid with identity: x 2 q = q 2 p, p 2 (q 2 r) = (p 2 q),  
      p 2 1 = 1 2 p 
3)  (1)   p @ (q L (p 2 q)) = p,   
     (2)  ((p L q) 2 p) M q = q,  
     (3)  (p L (p M q)) = 1,  
     (4) ((p L r) L (r L (p M q))) = 1,  
     (5) (p @ q) 2 r = (p 2 r) @ (q 2 r),    
     (6)  p @ q = p 2 (p L q), 
     (7) p M q = ((p L q) L q) @ ((q L p) L p),   
     (8) (p L q) M (q L p) = 1. 
An algebra A = (A; +,2, ¬ 0, 1) is said to be an MV-algebra iff it satisfies the following equations: 
1. (x + y) + z = x +(y + z); 2. x + y = y + x; 
3. x + 0 = x; 4. x + 1 = 1; 
5. ¬ 0 = 1; 6. ¬ 1= 0; 
7. x 2 y = ¬ (¬ x + ¬ y); 
8. ¬ (¬ x + y) + y = ¬ (¬ y + x) + x. 
Every MV -algebra has an underlying ordered structure defined by x 9 y iff ¬ x + y = 1. (A;9, 0, 1) is a 
bounded distributive lattice. Moreover, the following property holds in any MV -algebra : x 2 y 9  x @ y 9 x M y 
9 x + y. 
Product logic algebras, or PL-algebras, for short, were introduced by Hájek, Godo and Esteva [HGE]. The 
fundamental work on PL-algebras belong to R. Cignoli and A. Torrens [CT]. A PL-algebra is an algebra  (A, 2,L, 
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0) of type (2, 2, 0) such that, upon derived operations :   1 = 0 L 0, ¬x = x L 0,        x @ y = x 2 (x L y),     x M y = 
((x L y) L y) @ ((y L x) L x), satisfies the following identities : 
        (PL1) (A, 2, 1) is a commutative monoid with identity, 
(PL2) (A,M,@, 0, 1) is a lattice with  0 and 1, 
(PL3) x 2 (y M z) = (x 2 y) M(x 2 z),   x 2 (y @ z) = (x 2 y) @(x 2 z), 
(PL4) (x 2 y) L z = x L (y L z), 
(PL5) (x L y) M (y L x) = 1, 
(PL6) x L x = 1, 
(PL7) (¬¬z 2 ((x 2 z) L (y 2 z))) L (x L y) = 1, 
(PL8) x @ ¬x = 0. 
A Heyting algebra (H,M, @,L, 0, 1) is a bounded distributive lattice (H, M, @,0, 1) with an additional binary 
operation    L: H × H L H such that for any a,b 
 H x 9 a L b iff a @ x 9 b. A Heyting algebra is named Gödel 
algebra if in addition the one satisfies (x L y) M (x L y) = 1. 
MV-algebras are algebraic models of ukasiewicz logic. MV-algebras form variety, i.e. the class of algebras closed 
under homomrphic images, subalgebras and direct product. 
A description of structure of non-equivalent formulas of n variables is equivalent to the description of n-
generated free algebras.  An algebra A 
 K is said to be a free algebra in a variety K, if there exists a set A0 * A 
such that A0 generates A and every mapping  f  from A0 to any algebra B 
 K is extended to a homomorphism h from 
A to B. In this case A0 is said to be the set of free generators of A. If the set of free generators is finite then A is said 
to be a finitely generated free algebra. Let  MVn  be subvariety of  MV generated by algebras  Si= (Wi, +,2, ¬ 0, 
1),  Wi = {k/i |  0 9 k 9 i }, i= 1,,n. The subvariety              MVn  * MV is axiomatized by  the extra axiom: xn+1 
= xn (or (n + 1)x = nx).  We define the function vm(x) as follows: vm(1) = 2m, vm(2) = 3m - 2m, ... vm(n) = (n + 1)m - 
(vm(n1) +  + vm(nk-1)), where n1 = 1,    nk = n and n2,, nk-1 are all the strict divisors of n. 
Theorem 1. (A. Di Nola, R. Grigolia, Panti G. [DGP]).  FMVn(m) = S1vm(1) ×  × Snvm(n) , FMV(m) is 
isomorphic to the subalgebra of  the inverse itmit   lim {FMVn(m)}n
% - {0}  generated by  gi = (gi (1), gi (2), gi (3),  ),        
i = 1,  , m. 
An algebra A 
 K is called projective, if for any B,C
K, any epimorphism (that is an onto homomorphism )  G: 
B  C and any homomorphism  Q : A  C, there exists a homomorphism  : A  B such that  G  = Q . A 
subalgebra A of FK(m) is said to be projective if there exists an endomorphism h : FK(m)  FK(m) such that 
h(FK(m)) = A  and  h(x) = x  for every x
A. McNaughton has proved that a function   f : [0,1]m  [0,1]    has an 
MV polynomial representation   q(x1 , . . ., xm)    such that    f = q     iff f  satisfies the following conditions: (i) f is 
continuous, (ii) there exists a finite number of affine linear distinct polynomials  F1, . . ., F s, each having the form   
Fj=bj+nj1x1+  +njmxm  where all bs and ns are integers such that for every    (x1 , . . ., xm)
[0, 1]m    there is j, 1 y j 
y s   such that  f(x1,,xm)=                    Fj (x1,,xm). We recall that to any 1-variable McNaughton function f  is 
associated a partition of the unit interval [0, 1]  {0 = a0, a1,  ,  an = 1}in such a way that   a0 < a1 <  < an  and the 
points                     {(a0, f(a0)), (a1, f(a1)),  , (an, f(an))}  are the knots of f and the function f is linear over each 
interval                                              [ai -1, ai ], with i = 1,  , n. We assume that all considered functions are  1-
variable McNaughton functions.  
Theorem 2. (A. Di Nola, R. Grigolia). Let A be a one-generated subalgebra of FMV(1) generated by f.    
Then the following are equivalent:  (1) A is projective;   (2) one of the following holds:                (2.1) Max{f(x): x 
 
[0,1]} = f(a1) and for f non- zero function, f(x) = x  for every x 
 [0,a1].   
(2.2) Min{f(x): x 
 [0,1]} = f(an 1) and for f non-unit function, f(x) = x  for every x 
 [an 1, an]. 
PROJECTIVE FORMULAS 
 Let us denote by Pm a set of fixed p1,  , pm propositional variables and by Rm all of Basic logic formulas 
with variables in Pm . Notice that the m-generated free BL -algebra FBL(m) is isomorphic to                           Rm 
/ , where      G  iff | (  & G)   and   (  & G)  =(   G) @ (  G)).  Subsequently we do not distinguish 
between the formulas and their equivalence classes. Hence we simply write Rm for FMV(m), and Pm plays the role of 
free generators. Since Rm  is a lattice, we have an order #  on Rm . It follows from the denition of   that for all   
, G 
 Rm ,  #G  iff |    G . Let  be a formula of Basic logic and consider a substitution  : Pm  Rm and 
extend it to all of Rm by ((p1,  , pm)) = ((p1),  , (pm)).   We can consider the substitution  as an 
endomorphism of the free algebra Rm. 
 Definition 3. A formula  
 Rm is called projective if there exists a substitution  : Pm  Rm  
    such that    | ( )  and  | G & (G) , for all G 
 Rm . 
Definition 4.   An algebra A is called finitely presented if A is finitely generated, with the generators a1,  
, am 
A, and there exist a finite number of equations P1(x1,  , xm) = Q1(x1,  , xm) ,  , Pn(x1,  , xm) = Qn(x1,  
, xm) holding  in A on the generators a1,  , am 
 A such that if there exists an m-generated algebra B, with 
generators b1,  , bm 
 B, such that the equations     P1(x1,  , xm) = Q1(x1,  , xm) ,  , Pn(x1,  , xm) = Qn(x1,  
, xm) hold in B on the generators b1,  , bm 
 B, then there exists a homomorphism   h : A B sending ai to bi. 
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Theorem 5. [DG]. A BL-algebra B is finitely presented iff B S Rm /[u), where [u) is a principal filter 
generated by some element u 
 Rm . 
Theorem 6.(Di Nola A., Grigolia R). Let A be an m-generated projective BL-algebra. Then there exists a 
projective formula  of m variables, such that A is isomorphic to Rm /[), where [) is the principal filter generated 
by  
Rm . 
Corollary 10. If A is a projective MV -algebra, then A is finitely presented. 
Theorem 11. If  is a projective formula of m variables, then Rm /[)  is a projective algebra. 
Theorem 12. There exists a one-to-one correspondence between projective formulas with m variables and 
m-generated projective subalgebras of Rm . 
 
mravalniSna lofikebis algebruli analizi 
r.grigolia 
reziume 
ganxilulia tnormaze dafuZnebuli BL-logikis, lukaseviCis logikis, goedellis 
logikis da namravlis logikis  algebruli analizi. moce-mulia Tavisufali 
algebrebis aRwera da proeqciuli  MV-algebrebis daxasiaTeba.  
 
 
ALGEBRAIC ANALYSIS OF MANY VALUED LOGIC 
R.Grigolia 
ABSTRACT 
Algebraic analysis of t-norm based logics is given. Namely,  BL-logic, ukasiewicz logic, Gödel logic and product 
logic.  Description of free and characterization of projective MV-algebras is given. 
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EXPERTONS FOR EXPERT EVALUATIONS 
 
G.Gachechiladze, T. Gachechiladze, T.Davitashvili,  H,Meladze, G.Tsertsvadze 
 
1. This work is devoted to adopt experton theory [1] to decision making. 
1. An experton is an extension of the concept of probabilistic sets (random fuzzy subsets) where the 
probability of each out is replaced by an interval of probabilities collected from expert opinion by a 
statistic. We show, that expertous have the same algebraic rules as probabilistic [2]. 
We start with a numerical example. Suppose, we must estimate six theme  and each theme by points presented 
by experts. We consider our method on the basis of one them which is estimated by five attributes. Expert gives his 
own valuation which is a points  given by experts. 
 
Table  1. Experts estimations (primary table) 
Expert P1 P2 P3 P4 P5 
1 5 7 3 5 2 
2 3 8 4 5 3 
3 3 7 3 4 3 
4 4 6 3 5 4 
5 7 4 5 3 5 
6 4 4 4 4 4 
7 9 8 6 6 6 
8 3 4 3 3 3 
9 3 5 3 3 4 


















ijiki PPc  it is possible to calculate the confidence intervals, which are presented in table 2.  
 
 
Table 2. Confidence intervals 
Expert P1B P2B P3B P4B P5B 
1 [0.3,  0.4] [0.6,  0.8] [0.2,  0.4] [0.3,  0.5] [0.1,  0.2] 
2 [0.2,  0.4] [0.7,  0.9] [0.3,  0.5] [0.3,  0.5] [0.2,  0.3] 
3 [0.2,  0.4] [0.6,  0.8] [0.2,  0.4] [0.3,  0.4] [0.2,  0.3] 
4 [0.6,  0.8] [0.5,  0.7] [0.2,  0.4] [0.3,  0.5] [0.4,  0.5] 
5 [0.4,  0.5] [0.3,  0.4] [0.4,  0.5] [0.2,  0.4] [0.4,  0.7] 
6 [0.6,  0.8] [0.3,  0.4] [0.3,  0.5] [0.4,  0.6] [0.4,  0.6] 
7 [0.8,  1.0] [0.7,  0.9] [0.5,  0.7] [0.5,  0.6] [0.5,  0.7] 
8 [0.2,  0.4] [0.3,  0.4] [0.2,  0.4] [0.2,  0.4] [0.2,  0.3] 
9 [0.2,  0.4] [0.3,  0.5] [0.2,  0.4] [0.2,  0.4] [0.4,  0.6] 




For each property Pi , i=1, 2, 3, 4, 5,  we shall compute two statistics, one for the lower bounds of intervals, the 
other for the upper bounds. If we accept these statistics like probability lows on the level set (0, 0.1, 0.2,  ,0.9, 1.0) 
and take for each law the cumulative complementary law, we obtain the following table, which represent what we 
call experton (see table 3). 
This experton at first must be reduced to a probabilistic set taking the mean of bounds, second, probabilistic set 
must be reduced to a fuzzy subset and, third, it is necessary to look for maximum value of possibility distribution or 




Table 3. Experton 
level P1B P2B P3B P4B P5B 
0 1 1 1 1 1 
0.1 1 1 1 1 1 
0.2 1 1 1 1 [0.9,  1] 
0.3 [0.6,  1] 1 [0.5,  1] [0.7,  1] [0.6,  0.9] 
0.4 [0.5,  1] [0.5,  1] [0.4,  0.6] [0.2,  1] [0.4,  0.6] 
0.5 [0.4,  0.5] [0.4,  0.6] [0.4,  0.5] [0.1,  0.5] [0.2,  0.6] 
0.6 0.4 [0.4,  0.5] [0.2,  0.5] [0,  0.2] [0,  0.6] 
0.7 [0.1,  0.4] [0.2,  0.5] [0,  0.4] 0 0 
0.8 [0.1,  0.4] [0,  0.4] 0 0 0 
0.9 [0,  0.1 [0,  0.2] 0 0 0 
1.0 0 0 0 0 0 
The corresponding probabilistic set by mean of  bounds is given by following table: 
Table 4. 
P1B P2B P3B P4B P5B 
1 1 1 1 1 
1 1 1 1 1 
1 1 1 1 0.95 
0.80 1 0.75 0.85 0.75 
0.75 0.75 0.50 0.50 0.50 
0.45 0.50 0.45 0.30 0.40 
0.40 0.45 0.35 0.10 0.30 
0.70 0.35 0.20 0 0 
0.70 0.20 0 0 0 
0.05 0.10 0 0 0 
0 0 0 0 0 
Taking the mathematical expectation for each PiB, we find the fuzzy set  
P1B P2B P3B P4B P5B 
0.623 0.577 0.477 0.441 0.445 
Maximum of possibility distribution is PiB and the nearest ordinary set will be  
P1B P2B P3B P4B P5B 
1 1 0 0 0 
Analogously we consider the remained five themes. 
Taking the maximal values of possibility distributions, corresponding to each experton as PiB, one can construct a 
new experton, giving the final decision. 
2. Denote  by  $*CBA ))) ,,  (referential set) some expertons with the product )(  and algebraic sum )(+& (a+b-
ab),  which concern each % and each  (operations on intervals of confidence). The following algebraic properties 
are available: 
    ABBAABBA )&))&))))) )()(,)()( +=+=                                     commutativity 
    ( ) ( )







=                                           associativity  
    AA )) =                                                                               involution 
    ,)(,)( AAA )&)) =)+)=)     $=$+=$ )(,)( &))) AAA  
    BABABABA )))&))&))) )()(,)()( =++=                                    De Morgans theorem 
Now with  (@)(min)  and  (M )(max)   we have: 
    ABBAABBA )))))))) )()(,)()( M=M@=@                     commutativity 
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    ( ) ( )







@@=@@                                   associativity  
    ( ) ( ) ( )







@M@=M@                     distributivity 
    AAAAAA )))))) =M=@ )(,)(                                           idempotency                   
    AA )) =                                                                               involution 
    ,)(,)( AAA ))) =)M)=)@     $=$M=$@ )(,)( AAA )))  
    BABABABA )))))))) )()(,)()( @=MM=@                         De Morgans theorem 
 
With operations )(  and )(+&  expertons have a monoidal structure and with (@) and (M) the structure of a 




eqspertonebi saeqsperto SefasebisTvis 
j.gaCeCilaZe, T.gaCeCilaZe, T.daviTaSvili, h.melaZe, g.cercvaZe 
 
rezume 
warmodgenil naSromSi eqspertonebis Teoria Camoyalibebulia iseTi formiT, 
romelic iZleva misi gamoyenebis saSualebas uSualod gadawyvetilebis miRebisaTvis. 
eqspertonebis Teoriis axali forma ganxilulia sakonkursod warmodgenili Temebis 
winaswar mocemuli niSnebis mixedviT aTquliani Sefasebis SemTxvevaSi. gadawyvetilebis 
miRebis algoriTmi Camoyalibebulia garkveuli matricebis gardaqmnis saxiT. 
eqspertonebis Teoriis warmodgenili forma SeiZleba gamoyenebul iqnas yvela 
SemTxvevaSi, sadac sawyisi informacia mocemulia yoveli Sesafasebeli obieqtis 
Tvisebebis qulebiT Sefasebis saxiT. 
mokled ganxilulia eqspertonebis ZiriTadi algebruli Tvisebebi. 
 
 
EXPERTONS FOR EXPERT EVALUATIONS 
 
G.Gachechiladze, T. Gachechiladze, T.Davitashvili,  H,Meladze, G.Tsertsvadze 
 
Resume. The experton theory is presented in a such form that permits to use it directly for decision making. The  
new form of experton theory is applied to scientific themes presented on the concurs. Each them is characterized by 
some attributes in 10 point system. The algorithm of decision making is presented by some rules of matrix 
transformations. Shortly the expertons algebraic properties are considered. 
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With the progress of computer facilities, the creation of high technologies that could facilitate  decision making 
by the management of an enterprise has become of  topical importance in  the economy.  
Today we are faced with  an urgent task to create  such expert-information technologies that, along with the use 
of an objective data base, could use the subjective knowledge of experienced experts, managers and other persons 
concerned  in order to make trustworthy decisions. All these reasons have led to the development of formal 
technologies of constructing expert-analytic systems of decision making support.  
In the present paper we consider one concrete technology of constructing the  expert-analytic system of decision 
making support. As the initial information for making a decision the above-mentioned technology uses the expert 
(subjective) information [5,6] received from the experienced managers of the enterprise and the objective financial-
and-economic data collected from respective subdivisions. For their processing and consolidation the most uo-to-
date methods are used.   
In this context, the problem of evaluating  a bankruptcy risk extent is topical for all persons concerned about  the 
state of the enterprise   owners, managers, investors, creditors, auditors and so on. A suitable mathematical tool for 
such studies is the fuzzy set theory and fuzzy logic.  
 
Bankruptcy Risk Analysis  
Suppose we are given three periods of time 1, 2, 3 for which a comparative financial analysis is carried out. 
Let the enterprise be characterized by the set  (vector)    of    N   financial indexes constructed on the basis of 
financial accounts for each period. The vector of financial indexes is  (X11, X21,  . . . , XN1) for period 1,   (X12, X22,  . . .,  
XN2) for period 2 and  (X13,X23,  XN3) for period 3. Each of the indexes XiJ  can be divided into subfactors jikX   (k = 
1,2, , p;  j = 1, 2, 3). It is assumed that the system of indexes (X) is sufficient for a reliable analysis of the state of 
the enterprise.  
           The exhaustive set of states (otherwise bankruptcy risks) X of the enterprise  is divided into five (overlapping 
in the general case) fuzzy subsets of the form:  
 
X1 a fuzzy subset of extremely  unfavourable states,  
X2  a fuzzy subset of unfavourable states,  
X3  a fuzzy subset of average quality states,  
X4  a fuzzy subset of relatively favourable states,  
X5  a fuzzy subset of extremely favourable states.  
 
          We  say that the term-set of the linguistic  variable state of enterprise consists of five elements X1,  , X5. 
These elements are respectively  associated with the membership functions   µ1(v), . . ., µ5(v), where V = V(X) is the 
complex index of the enterprise state. The higher V, the more prosperous the enterprise. The qualitative form of the 
functions µ1(v),  , µ5(v) is shown in Fig. 1.  
In order that an enterprise bankruptcy risk could be predicted by the methods of mathematical statistics, we need  
a certain classification procedure, but, as we see, between the above-described five classes there are no clear 
boundaries. That is why any notions concerning the  enterprise state contain uncertainty (fuzziness). Since we deal 
with fuzzy subsets V, to describe the membership functions µ1, . . . , µ5  in a compact way we associate them with the 
fuzzy Y-numbers (l1, Gl1, Gr1 ,r1), . . . , (l5, Gl5, Gr5, r5), where l and r are the abscissas of the left and right 
points of the lower  base, and Gl and  Gr the abscissas of the left and right points of the upper base of a trapezoid 
which prescribes the respective function in the region where the membership function of the  respective  fuzzy 
subset is nontrivial [2,3,4,8].  
The problem of bankruptcy risk analysis can be formulated as follows: define a procedure that relates the set of 
indexes  (X) to the complex index V. Then using the historical experience and functions {Z) and defining the value 
V, we construct the following assertion current state of the enterprise:  
 extremely  favourable  with plausibility  level Z1(V), 
relatively favourable  with plausibility level  Z2(V), 
           of mediun quality with plausibility  level Z3(V), 
                                                       unfavourable  with plausibility level  Z4(V), 
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A5            
Fig.1. The qualitative form of a compatibility function  
 
 
This assertion imparts a certain weight to each of the variants of the belonging of the current state of the 
enterprise to one of the subsets {X}. The person who makes a decision as to the enterprise may satisfy himself with a 
hypothesis that the value (V) is maximal and evaluate qualitatively the state of the enterprise. Whether the state of 
the enterprise has become better or worse from one period to another  can be described in the following manner:  
if  VII>VI,  then the state has become better, 
if  VII<VI,  then the state has become worse. 
Let us consider the mathematical model of enterprise risk prediction based on the theory of fuzzy class statistics 
[16]. The object of prediction is the enterprise bankruptcy risk. Since the result of prediction will be a fuzzy subset 
of the set of states A of the enetrprise, we need an additional principle to obtain a unique (classical) answer. We use 
the following dephasification principle:  
                                                          E(To)=max  E(Ai)                                                                                (1) 
                                                                                                        i 
Let us introduce the notation for the initial frequencies qjikn ,  where  j is the observation period number   (j = 1, 2, 
3), i is the number of a factor (the number of a component of the vector Xr ), ( i = 1, 2, ., N),  k is the number of 
a respective subfactor (k = 1, 2,., s),  q is the number of a state of the enterprise  (q = 1, 2, 3, 4, 5). Frequencies 
qj
ikn  are the classical frequencies  corresponding to the nonfuzzy partitioning of the region of variation of the 
complex index of the financial state of the eneterprise into nonoverlapping classes. The partititioning is done by an  
expert. We regard these frequencies as initial data, i.e. assume them to be given  (see Table 1).  
Thanks to the fuzzy definition of the notions Xq,  we impose on the nonfuzzy partitioning of the region V  the 
fuzzy partitioning into nonoverlapping fuzzy classes (see Fig. 1). An analogous fuzzy partitioning is also done for 
every factor (into s  subfactors). Because of the fuzziness and overlapping of the intervals it becomes  necessity to 
calculate fuzzy frequencies [1,2,3,8] by means of which the analysis will be carried out. These fuzzy frequencies are 
calculated by the following formulas (they are given for the case for  q = 5 and  s = 5):  
   nnn ikikik 2121111~ µµ += ,      nnnn ikikikik 3232221212~ µµµ ++= ,  nnnn ikikikik 4343332323~ µµµ ++= , 
    nnnn ikikikik 5454443434~ µµµ ++=  ,  nnn ikikik 5554545~ µµ += ,                                                                    (2) 
(in the general case i = 1, 2,  , N;  k = 1, 2,  , s) 
Since the formulas are identical for any analyzed time period j, the upper second index in them is omitted. µ  
denotes an average value of the membership function in the respective interval. First we give the formulas for the 
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µ                                                               
Table  1 
Factors Subfactors n jik1  n jik2  n jik3  n jik4  n jik5  
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)(1 4= µµ , 
 
where  m is the membership function number  (1, 2, 3, 4, 5) and  n is the classification region of   V.  










































                                                                                                                                                                  Table  2 
Factors Subfactors  n jik~1  n jik~2  n jik~3  n jik~4  n jik~5  
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The application of this notation gives Table 3 containing, in addition to relative fuzzy frequencies, also factors, 
subfactor change intervals and the weights of these intervals calculated by formulas (5).   
                                                               
                                                                                                                                                 Table 3 
Factors Subfactors p jik1  p jik2  p jik3  p jik4  p jik5  wjik  
 
 










































































































































































































K  K  K  K  K  K  K  K  
 
 












































































































Note that calculations are performed for each period (j = 1, 2, 3)  separately. This makes it possible to trace up 
the change dynamics of the enterprise bankruptcy risk. Table 3 contains the  information obtained by the initial data 
processing (cf. the table of classical frequencies). We think that using Table 3 and applying the method of linear 
statistical synthesis [7], a decision can be made for the current moment of time. The decision is made in two steps.  
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Step 1: let the results of measurement of the current  financial indexes (factors) (for simplicity, further formulas 
will be given for the case of the example to be considered below for  N = 6 and  s = 5)  be 
625144312513 ,,,,, XXXXXX , and  the weights of six subfactor change intervals be respectively 
















































































                                                             (5) 
 
Step 2: the vector of weights  ( )625144312513 wwwwww is multiplied by the frequency matrix  
 
















































































                                                    = ( )54321 EEEEE   
where                                                                                                                                                              (6) 
 
                                  ,1626215151144441313112525113131 pwpwpwpwpwpw +++++=E  
                                  ,2626225151244442313122525213132 pwpwpwpwpwpw +++++=E  
                                  ,3626235151344443313132525313133 pwpwpwpwpwpw +++++=E  
                                  ,4626245151444444313142525413134 pwpwpwpwpwpw +++++=E  
                                  .5626255151544445313152525513135 pwpwpwpwpwpw +++++=E  
 
 
To obtain a unique classical solution it is necessary to use some  principle from outside. We aplly the principle 
of the maximum and  the final solution looks like   




We have fully realized the proposed method in the form of a software package based on C#. After entering the 
initial expert (subjective) and objective data, it enables the financial manager of an enterprise to evaluate 
automatically the financial-and-economic results of the work of his enterprise in the definite periods of time and to 
make, on their basis, the required decisions. Our system of decision-making support can also be used for the 
monitoring of changes in the financial-and-economic state of an enterprise.  
Furthermore,  this software package is helpful in solving an important  management problem of business 
effectiveness evaluation, which cannot be solved without applying the up-to-date computer technology of 
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ekonomikis sxvadasxva dargSi (maT Soris sawarmoebSic) finansuri aqtivebis 
marTvisas   momavali aracxadia imis gamo¸ rom  marTva mimdinareobs rogorc TviT 
finansuri aqtivebis¸ ise maTi ekonomikuri garemocvis momavali mdgomareobis 
ganuzRvrelobis pirobebSi. gakotrebis riskis xarisxis gansazRvris amocana aris  
aqtualuri amocana yvela im pirisaTvis¸ vinc dainteresebulia sawarmos mdgomareobiT 
  sawarmos mflobelebisaTvis¸ xelmZRvanelisaTvis¸ investorebisaTvis¸ 
kreditorebisaTvis¸  auditorebisaTvis da a.S. 
 amasTan  unda  aRiniSnos¸  rom mocemuli konkretuli   sawarmos  
unikalurobidan Tavidanve cxadia¸ rom aq statistikuri albaTobis gamoyeneba 
uadgiloa (srulyofili statistika ar SeiZleba arsebobdes) da aqcenti gakotrebis 
prognozirebidan gadatnili unda iqnas arsebuli situaciis gamocnobaze im distanciis 
gansazRvriT¸ romelic aSorebs sawarmos  gakotrebis mdgomareobidan  da aseve am  
gansazRvris Sesabamisi dasajereblobis  xarisxis miTiTebaze.  amis gamo adekvatur 
maTematikur aparats aseTi gamokvlevebisaTvis warmoadgens ara statistika da 
albaTobis Teoria, aramed aramkafio simravleTa Teoria da  aramkafio  logika.  
 mocemul naSromSi ganxilulia am Teoriaze dafuZnebuli maTematikuri modeli 
sawarmos gakotrebis riskis gansazRvrisaTvis, aramkafio klasebis statistikis Teoriis 






NEW CHROMOTHEORY OF CANONICALY CONJUGATE FUZZY SUBSETS 
T.Gachechiladze, H.Meladze, G.Tsertsvadze, N.Archvadze, T.Davitashvili 
Resume. The new chromotheory of canonicaly conjugate fuzzy subsets is presented. The Heizenbergs principles 
analog principle is established. In Hilbert space the informational functions and joint membership functions are 
defined. In the work Zadeh operators, colour operators and corresponding  commutativity relations are presented.   
Keywords.   Fuzzy sets, membership function, colour operator, Zadeh operator. 
1. In the work a new chromotheory of canonicaly conjugate fuzzy subsets is presented [1]. 
In many cases there exist  unlimited number of ways of interaction of subject with the object. As a result the 
controlled interaction is almost always is incomplect. It is based on the limited  (generally small) number of 
attributes (colour) of the object corresponding to the subject, which can be recognized. When the set of colours  are  
defined  as a result of our interaction with the object we say, that there is defined the system on the object with the 
given structure of uncertainty. 
Data in informatics  are the set of so-called informational units [2]. Each of informational  units is the four: 
(object, sing, value, plausibility). It is important to differ the  notion of  inaccuracy and uncertainty. Inaccuracy is 
connected with the information content (corresponding to the component value) and uncertainty to its verity, 
understandable in  terms of compatibility with reality  (component plausibility). For the given information there 
exist contradiction  between inaccuracy of expression content and its uncertainty expressed in the fact that with the 
increase of expressions accuracy its uncertainty rise and vise versa, uncertain character of information  leads to some 
inaccuracy of the final conclusions received from this information. We see that from one side these notions are in 
certain contradiction and from another side  complete each other. 
We offer to model such situation by means of a new concept of optimal pare of canonicaly conjugate fuzzy 
subsets. We offer the method of construction of the informational unit membership functions taking into account the 
both canonicaly conjugate components  simultaneously  and have  discribing this unit in the most complete and 
optimal way. 
In the frame of optimal model the generalized  probability theory  and information theory, color operators,  
canonicaly conjugate numbers and appropriate arithmetic, Zadeh operators are constructed. 
2. Let ' denotes  some colour, U' - his numerical value is random variable. In the referential system  $ (universal 
set) it is latent parameter. 
Let probability distribution of U'  is characterized by density  3'(x%): 
1)( =4 %%'3 dxx
R
 .                                                                        (1) 
Quantity  
  %%'%'% 3U dxxxMx
R
4= )(*                                                                   (2) 
will be called calculated value of the colour  ' in point %  of universal set $. Note that formula (2) establish one to 
one corresponds under $  and real numbers R. 
Except  MU'  the colour of %  characterized by dispersion  
  ( ) %%'%' 3% dxxxx
R
4 = )()( 2*2  .                                                                (3) 
In our model )(2 %'   is connected with definition of presence of colour '  for %.  If ( ) 02 %' , we will say, 
that '  has sertain value in %. The more is  )(2 %' , the more '  is uncertain in %. If  ( ) %'2 , we say that % 
has no colour  '.  Thus if ( ) 1=%µ'  we say that %  possess colour  ', if  ( ) 0%µ' , than  %  does not possess 
colour  '.   
3. For  $









~ )()()(                                                  (4) 
where  ( )%'I   is defined in a such way, that (4) will be true when ( )%µ'  is a membership function established by 
expert. In the theory of information representation main role plays the notion of informational function of defined by  
  '% %3' iex )(; =  ,                                                                 (5) 
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where L   is the arithmetic root and  - random phase (real number). It is evident, that 
%'%3 %' ;;)( xx += . 
Here  '' ;; xx +    and   %;x   are  bra- and ket- vectors [3] correspondingly.  
Let consider the Fourier transform of the ket -vector: 








                                            (6)   
where c is a constant. Integral (6) converges in mean-quadratic sense to the function from L2(R) (Hilbert space) . 
Correspondence under '% ;x  and  '% ;xF)  is reciprocal:  '' %% ;;: 1 xxFF =W 
) . If in L2(R) the scalar  
product is defined, than 
( ) ( )cccc xxxx 2121 ;,;;,; 2121 '''' %%%% =  .                                                    (7) 
From formula (7) we can conclude that in parallel with colour '  exist other colour ' c  with informational 

















;)(;;)( 44 == +                      (8) 
where )( ccI %'   is the interval corresponding to membership function of canonicaly conjugate fuzzy subset. 
4. Usually fuzzy subset is constructed on the basis of expect estimation of one of the noncommuting 
component. Fuzzy subset constructed  in this way characterize the information unit incompletely.  We offer the 
method of constructions the informational unit membership function taking into account the both canonicaly 
conjugate components simultaneously and hence describing this unit in most complete and optimal way. 
The joint distribution of  two canonically conjugate colours is given by following formula: 
2121212 )(exp(),(4
1),( C3 %%%%'' %% ddxxiMxx cR Rcc
+= 4 4×                              (9) 
and corresponding joint membership function is: 










),(,;,(  ,                              (10) 
where (9) is the Weil transformation [4] of the operator  ( )21,M) : 
( )
( )
( ) ( )%%%%''%% %%3C ccc xxxxdxdxcM c ,,2
1, 321 7= 4 × ))  .                                     (11) 
Operator ( )%% cxx ,7
)








=7 4 %%%%% C
)                                        (12) 
5. From formulas (9) and (10) follows very important relation between dispersions of canonicaly conjugate 
colours: 
 ( )( ) ,2)()()()(
2
2222 c
cc cDcD "++ %%%% ''''                                                    (13) 
where  'D and ' cD denotes dual colours. 
This relation is analogue  of  Heisenbergs uncertainty principle [5]. Generalized information theory leaves to 
interpret the constant c in terms of the Shanonn measure of uncertainty.  
When in formula (13) one have equality this means that corresponding membership function is optimal. In 
presented work the  form of  optimal informational and membership functions are established: 
Informational function 












corresponding density is  
sainformacio sistemebi 
 58












and membership function have following form: 


























kanonikurad SeuRlebuli aramkafio qvesimravleebis axali 
qromoTeoria 
T.gaCeCilaZe, h.melaZe, g.cercvaZe, n.arCvaZe, T.daviTaSvili 
 
reziume 
naSromSi mocemulia kanonikurad SeuRlebuli aramkafio qvesimravleebis axali 
cneba. dadgenilia haizenbergis ganuzRvrelobis msgavsi principi, romlis safuZvelze 
SesaZlebelia aramkafio qvesimravleebisTvis optimaluri sainformacio funqciisa da 
erToblivi mikuTvnebis funqciis gansazRvra. naSromSi ganzogadoebuli informaciis 
Teoriis safuZvelze dadgenilia kanonikur gardaqmnaSi Semavali mudmivis Sinaarsi. 
cdomilebaTa Teoriis ZiriTadi cnebebis gamoyenebiT agebulia aramkafio namdvil 
ricxvTa ariTmetika. 
garda amisa, naSromSi moyvanilia zades operatorebis, feris operatorebis da 
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A METHOD FOR AGGREGATION OF TRAPEZOIDAL FUZZY ESTIMATES 




1. Introduction. An uncertainty assists at practically any situations in our life [7]. One of the most effective ways to 
take account of this phenomenon is a using of group decision strategy. These processes by their nature represent a 
transformation from individual opinions of experts into the resulting one.  
     In the present paper we suppose that each expert expresses his subjective estimate by a positive trapezoidal fuzzy 
number that represents the rating to an alternative under a given criterion. As a result a finite collection of 
trapezoidal fuzzy numbers is obtained. Almost all the theoretical results in section 2 represent, to one extent or the 
other, the modification of the results obtained by Tsabadze [5,6] for finite collection of fuzzy sets including 
terminology, which have been adapted for trapezoidal fuzzy numbers. 
      On the set of positive trapezoidal fuzzy numbers in the universe X we introduce specific operations for inclusion, 
union and intersection of trapezoidal fuzzy numbers. Then by the offered isotone valuation we determine a metric 
that defines a distance between trapezoidal fuzzy numbers. Further, concepts of regulation and representative of a 
finite collection of trapezoidal fuzzy numbers is introduced and motivated. Basic idea is that weight of an experts 
opinion is larger if his opinion is closer to the representative. 
 
2. Essential notions and theoretical background. A membership function of a trapezoidal fuzzy number 
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0, otherwise
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% .                                                            (2.1) 
{ }( ) ( , , , ),i i i i iX R a b c d iY = = 
%   - set of all trapezoidal fuzzy numbers in X.  
( )1 2 1 2 1 2 1 2 1 2 1 2, , , , ,R R a a b b c c d d R R X= ( = = = = 
Y% % % % . 
( )1 2 1 2 1 2 1 2 1 2 1 2( , , , ), ,R R a a b b c c d d R R X+ = + + + + 
Y% % % % . 
( ) ( ), , , 0,R a b c d R X     = > 
Y% %  . 
Definition 2.1. Trapezoidal fuzzy number ( )1 iR a=%  is included in trapezoidal fuzzy number ( )2 , 1,4iR b i= =% , i.e. 
1 2R RV  % %  if and only if    
1 2 1 2 1 2 1 2, , ,a a b b c c d d# # # # .                                                                        (2.2) 
     The operations for union and intersection of trapezoidal fuzzy numbers play an important role in our research.  
Definition 2.2. Union and intersection of trapezoidal fuzzy numbers ( ) ( )1 2, , 1, 4i iR a R b i= = =% %  are determined as 
follows: 
          { } { } { } { } { }( )1 2 1 2 1 1 2 2 3 3 4 4max , max , , max , , max , , max ,R R R R a b a b a b a b= =        % % % %U , 
          { } { } { } { } { }( )1 2 1 2 1 1 2 2 3 3 4 4min , min , , min , , min , , min ,R R R R a b a b a b a b= =        % % % %I . 
Theorem 2.1. Consider the trapezoidal fuzzy numbers ( ) ( )1 2, , 1, 4i iR a R b i= = =% % . Results of operations for union 
and intersection, where intersection is included in union by (2.2), represent trapezoidal fuzzy numbers with vertexes 
belonging to set of given trapezoids vertexes if and only if union is 1 2R R  % %U  and intersection is 1 2R R  % %I . 
    We also introduce the operation of crisp subtraction of nested trapezoidal fuzzy numbers as follows: 
  ( )2 1 1 2 1 2 1 2 1 2 1 2 1 2( , , , ), ,R R R R a a b b c c d d R R XV   =     
Y  % % % % % % .                            (2.3) 
It is obvious that the result of crisp subtraction of nested trapezoidal fuzzy numbers is also a trapezoidal fuzzy 
number. It is not hard to be convinced that the distributivity of union and intersection holds in Y (X): 
( ) ( ) ( ) ( ) ( ) ( )1 2 3 1 2 1 3 1 2 3 1 2 1 3,R R R R R R R R R R R R R R= =                             % % % % % % % % % % % % % %I U I U I U I U I U .                                     (2.4) 
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     Now we are going to introduce a metric on Y(X), i.e. define a distance between trapezoidal fuzzy numbers. We 
say that the function v: Y (X) X+ is isotone valuation on Y(X) if  ( ) ( ) ( ) ( )1 2 1 2 1 2v R R v R R v R v R+ = +     % % % % % %U I  and  
( ) ( )1 2 1 2R R v R v RV  #  % % % % . 
     The isotone valuation v determines the metric on Y (X): 
( ) ( ) ( )1 2 1 2 1 2,R R v R R v R R3 =      % % % % % %U I .                                                                                  (2.5)  
Y(X) with isotone valuation v and metric (2.5) is called a metric space of trapezoidal fuzzy numbers. 
Definition 2.3. In the metric space the trapezoidal fuzzy number *R% is the representative of the finite collection of 
trapezoidal fuzzy numbers  { }, 1, , 2,3,...jR j m m= =%   if  
( ) ( ) ( )*1 1, , ,
m m
j jj jR R S R S X3 3= =# 6 
Y	 	 % %% % % .                                                                     (2.6) 
     For an accommodation of posterior theoretical constructions we need to introduce a concept of regulation of 
finite collection of trapezoidal fuzzy numbers 
Definition 2.4. The finite collection of trapezoidal fuzzy numbers { }'jR%  is a regulation of the finite collection of 
trapezoidal fuzzy numbers { }jR%  if the finite sets {aj} and {aj'}, {bj} and {bj'}, {cj} and {cj'}, {dj} and {dj'} are 
pairwise equal and a1 y a2 y  y am,  b1 y b2 y  y bm,  c1 y c2 y  y cm,  d1 y d2 y  y dm,  
1, , 2,3,....j m m= =  
     Due to this definition and (2.5) it is obvious that the equality 
( ) ( )'1 1, ,
m m
j jj jS R S R3 3= ==	 	% %% %                                                                                   (2.7) 
holds in the metric space for any ( )S X
Y%  and the finite collection of trapezoidal fuzzy numbers 
{ }, 1, , 2,3,...jR j m m= =% . From (2.7) it follows that representatives of finite collection of trapezoidal fuzzy 
numbers and its regulation coincide. 
     Definition 2.3 and (2.2) justify the validity of the following proposition.  
Proposition 2.3. The regulation represents a finite collection of nested trapezoidal fuzzy numbers: 
                                                         ' ' '1 2 ... , 2,3,...mR R R mV V V =        % % %  
     It is easy to see that 
( ) ( ) ( )1 2 1 2 2 1,R R R R v R v R3V  =   % % % % % % .                                                                          (2.8) 
Theorem 2.2.  In the metric space of trapezoidal fuzzy numbers the representative *R% of the finite collection of 
trapezoidal fuzzy numbers,{ }, 1, , 2,3,...jR j m m= =%  is determined as follows: 
                       ' * '/ 2 / 2 1m mR R R +V V     % % %    if m is even; 
                           * '( 1) / 2mR R +=% %    if m is odd.         
     Now we introduce the uniqe specific aggregation operator (here and further on symbol [] denotes an integer part 
of a number):       
( ) ( ) ( )
( )
( ) ( )
 
[( 1) / 2]
' ' ' ' ' '
[ / 2] [( 3) / 2] [ / 2] [( 3) / 2]
1 [ / 2] 1




[ / 2] [( 3) / 2] [[( 1) / 2]
' ' ' '
[ / 2] [( 3) / 2]
1 [ / 2] 1









m m mm m
j m j m
j j m
R R if R R R R
R R R
R R R



















% % % % % % 
% % %
% % % 
% % % %
( )' / 2]i otherwise
             
.             (2.9)   
 
3. The method for fuzzy aggregation and its algorithm. Let m experts estimate of the rating to an alternatives 
under different given criterions and { }, 1, 2,..., , 2,3,...jR j m m
 =% be the opinion of expert number j under a given 
criterion. As a result we obtain a finite collection of m trapezoidal fuzzy numbers. First of all we determine the 
regulation of this finite collection and its representative. When constructing any aggregation method under group 
decision-making, the main task is to provide well-founded degrees of importance for each estimate. 
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     The main idea of the proposed method is that aggregation weights (degrees of importance) of each expert  
represent functions, which are inversely proportional to distances between their estimates and the representative. 
Definition 3.1. Aggregation weights of experts represent functions inversely proportional to distances between their 
estimates and the representative; at the same time the result of aggregation for m fuzzy trapezoidal estimates of the 
rating to an alternatives under different given criterions determined by  
1( )
m
j jjR R%==	% %                                                                                       (3.1) 
is always continuous. 
      Here    is the fuzzy multiplication operator [3] and the aggregation weight of expert number j is 
( )( ) ( )( )1 1* *1, , , 2,3,...mj j jjR R R R m% 3 3
 
=
= =	% % % %  .                                                                       (3.2) 
It is obvious that 1 1
m
jj %= =	 . This definition looks plausible, but in case when at least one estimate coincides 
with the representative, a function discontinuity takes place.   
Proposition 3.1. Consider the finite collection of m trapezoidal fuzzy numbers in the metric space. If there exists at 
least one j 
 {1,2,, m} such that ( )* , 0jR R3 =% %  then *R R=% % . 
Corollary 3.1. If for all t, j 
 {1,2,, m} *t jR R R R=  =% % % %  
Corollary 3.2. If the all estimates are identical then we can conclude that %j = 1/m. 
Algorithm 
     Step 0: Initialization: the finite collection of trapezoidal fuzzy numbers { }jR% , its regulation 
{ }' , 1, , 2,3,...jR j m m= =% . Denote the aggregation weight of expert number j as [j and the final result as R% . 
     Step 1: Compute the representative { }* ' , 1, , 2,3,...jR of R j m m= =% %  by (2.9). 
     Step 2: Do Step 3  for 1,j m= . 
     Step 3: Compute ( )* ,j jR R37 = % % : 
• If at least one 7j = 0 then *R R=% % ; 
• If  7j > 0 for all j  then  compute %j  by (3.2) and obtain the final result is by (3.1).  
 
4. Properties of the proposed method: 
4.1. (Agreement preservation [1]). If ,t j jR R for all t j then R R= =% % % % . In other words, if all estimates of m experts 
are identical then the combined result should be the common estimate. 
4.2. (Order independence [1]). If {(1), (2),, (m)} is a permutation of {1,2,, m} then 
( ) ( )1 2 (1) (2) ( ), ,..., , ,...,m mR f R R R f R R R= =% % % % % % % . The result is also a consistency requirement. 
4.3. Let the uncertainty measure ( )jH R%  of individual estimate , 1, , 2,3,...jR j m m= =%  be defined as the area 
under its membership function [1]: ( ) ( )
jj RH R x dxµ

=4 %% .The uncertainty measure H fulfills the following 
equation: 1( ) ( )
m
j jjH R H R%== ×	% % .                                                                                   
4.4. The common intersection of supports of all experts estimates is included in the aggregation result. It means 
that 1
m
jj R R= V% %I  [5 ]. 
Property 4.5 [4]. If an experts estimate is far from the consensus then his estimate is less important.  
Property 4.6 [4]. If  ( )1 0
m
jj Rµ= =%I , a consensus R%  also can be derived. 
5. Illustrations.  For the motivated comparing of the proposed method with others we will use the metric based on 
the following isotone valuation for trapezoidal fuzzy number ( ) ( ) 4 1:i iiR a v R a== =	% % . Thus, by (2.5) we introduce 
the metric as follows: ( ) 41 2 1, i iiR R a b3 == 	% % . 
     We follow with the examples presented by H.-M. Hsu, C.-T. Chen [2] and utilized by Lee [4]: 





 Method R%  
1 Hsu (1.519, 2.356, 3.519, 5.038) 
2 Lee (1.5005964, 2.3370414, 3,5005965, 5.0011930) 
3 Tsabadze (1.516, 2.4365, 3.516, 5.032) 
     
It easy to see that the difference between the results obtained by our method and Hsu and Lees results is very small 
(here we do not discuss whos result is more adequate), whereas our algorithm is a lot simpler.  
 
A METHOD FOR AGGREGATION OF TRAPEZOIDAL FUZZY ESTIMATES 
UNDER GROUP DECISION-MAKING 
T.Tsabadze 
Resume 
This paper introduces the simple method for group decision-making, where experts opinions are expressed by 
trapezoidal fuzzy numbers. The method determines aggregations weights of each expert as a function of closeness of 
their estimates to the representative. The method is correct under extensive class of distances between trapezoidal 
fuzzy numbers. It is demonstrated that the algorithm of this method is a lot simpler then the algorithms of analogous 
methods, it can be realized with usual calculator. It is shown that the proposed method preserves important 
properties of other aggregation methods. The introduced method can be also used under situations,  where experts 
estimates are given as triangular (b = c) or interval (a = b, c = d) fuzzy numbers. 
 




warmodgenilia jgufur gadawyvetilebaTa agregaciis meTodi, sadac expertTa 
Sefasebebi mocemulia trapeciuli aramkafio ricxvebiT. SemoTavazebulia midgoma, 
sadac expertis wona warmoadgens misi Sefasebis da sxva Sefasebebis erTobliobis 
warmomadgenlis Soris manZilis ukuproporciul funqcias. meTodi koreqtulia 
trapeciuli aramkafio ricxvebs Soris manZilebis gafarToebuli klasisaTvis. 
naCvenebia, rom SemoTavazebuli algoriTmi gacilebiT martivia, vidre analogiuri 
meTodebis algoriTmebi, misi realizaciisaTvis sakmarisia Cveulibrivi kalkulatori. 
amavdroulad meTodi inarCunebs sxva meTodebis mniSvnelovan Tvisebebs da gamosadegi 
iqneba maSinac, roca eqspertebis Sefasebebi gamosaxulia samkuTxa  (b = c) an 
intervaluri (a = b, c = d) aramkafio ricxvebis saxiT.  
 
 Keywords 
Group decision-making, Trapezoidal fuzzy number, Metric space of trapezoidal fuzzy numbers, Regulation, 
Representative, Fuzzy aggregation operator. 
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In our understanding the environmental monitoring intellectual system belongs to knowledge representation 
systems. Out of three components of intellectual systems of this type  human component, technology and 
organization  we are considering the technological component which itself consists of two main modules: data 
collector module and assessment module.  
Collecting environmental monitoring data is difficult and requires comprehensive approach as there is a 
great variety of potential sources of data and different levels of competence. Thus the forms of data representation 
are not uniform. In such situations the data collector module acquires the function of syntactic analyzer.  
  For dynamic functioning of the environmental monitoring information model it is important that assessment 
module can provide an answer to any legitimate customer even if insufficiently precise data is provided.  
Very often while describing an ecosystem we find out that the information is incomplete or not sufficiently 
precise; i.e. the values of some characteristic attributes of a given object may be completely unknown or known 
incompletely, when, for example, only a subset of the domain of an attribute is known, or indefinite. Besides, 
sometimes the chosen attribute is unusable for some ecosystem under consideration. A question may arise whether 
the given values of the attributes do not exist in reality or they are simply unknown. In these cases great importance 
is attached to the representation of information and its initial standardization with a view of putting it into a database 
and further processing. 
In order to consider the real structure of data collector module it is important to determine the sources of 
data. Results of assessments of physical and chemical composition of air, water, soil received from different 
measuring devices can be considered as sources of data, as well as information collected by visual inspection. If we 
determine and classify these sources we can then differentiate the data to be later incorporated into the intellectual 
system data base by types. Of great importance during dynamic monitoring can be changes visually determined by 
an experienced ranger, changes that can not always be registered by a measuring device. So special attention should 
be given to semantic description of natural environment. At the initial stage we can present the following diagram of 













Figure.1 Data Classification scheme. 
 
 
Data received as a result of measuring occupies a big part in inetelectual systems of describing 
environment. There are specific descriptive parameters for air, water and soil and they are regularly collected and 
systematized according to the specificity of each data base (e.g. in the data base of European Environment Agency 
(EEA).  
Textual-descriptive information is not very precise but nevertheless such method is very important in the 
process of dynamic monitoring. In such cases the Fuzzy Sets Theory and Fuzzy Logic is used to introduce data into 
the data base [2].  
Images received as a result of digital fixation at some local site can be considered as information received 
by visual fixation.  To systematize such data methods of image processing are used.   
Data collection module is processed independently of inetelectual system and it can be used as fully valid 
program package. The customer can at the initial stage  determine what type of information he introduces into the 
data base for a concrete geographical location, or change information type while introduction. So it can be said that 
for some definite time and some definite place there can be values of different parameters presented in analytical, 
textual or descriptive and visual form. These values can be presented at the same time or differentially. At this stage 
data  base is filled with initial raw data which is available in the same form it was introduced into the data base.    
  Semantic data converter converts each and every value into single format preserving relevant value syntax. 
While introducing analytical values of data everything is clear: parameter dimensions are determined for each 
Meta data 
Data received as a result of 
measuring 
Data received as a result of 
textual (verbal) description 
Data received as a result of 
visual assessment  
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parameter, as well as high and low limits of possible value. The data is introduced in digital form. In verbal 
description first of all we single out those parameters that can be evaluated by careful observation without any 
devices. Each of these parameters is logically described (linguistic variable is described) [2]. Actually each verbal 
description implies some unity of values of analytical parameters, the so-called semantic converter processes these 
data and transfers them to the data base that works out knowledge base.     
As to visual information, generalized use of such data to assess status of environment is almost impossible. 
For each visual parameter digital images must be collected in each particular locality.   
To elaborate this model analytical as well as logical descriptive data is used. Its main component is 
knowledge base which consists of the so-called knowledge concepts. Such knowledge concepts are elaborated by 
data collector module by way of processing collected observational data.    
The knowledge concept is the unity of notions calculated by the method of artificial conceptual intellect 
[3]. At the initial stage of elaborating these concepts status of environment is assessed by expert questioning or in 
some cases the assessment is  based on calculating the pollution index of environment. Data base of concepts 
reflecting specific situation (based on the quality of pollution of environment) is set up separately for water, 
atmosphere, soil. Depending on the type of data prevalent in data collector module we can have analytical concepts 
[3], binary concepts [4] and fuzzy concepts. Besides this when these three types of concepts are joined together we 
get generalized fuzzy concepts.   
It should be underlined that information on current status of environment is generally not sufficient to make 
adequate decision. As a rule apart from information on environmental violations it is also necessary to have 
information on causes of such situation, and also information on the future status of environment. Such information 
can be gathered as a result of forecasting the status of environment. Information on current status after 
environmental violation allows us to pinpoint the source of pollution against which management resources must be 
used.  Forecasting allows us to calculate new conditions which logically develop from current situations or may be 
results of possible decisions on impacting environment. Ability to forecast consequences of decisions made gives us 
the possibility to practically implement only the decisions that will not cause undesirable consequences.  
  Information on current status of environment, information on the causes of such conditions, as well as 
information on forecasted status add up and form information on the situation based on which the decision should be 
made.   
Figure 2 presents a model of intellectual system. The system functions as follows:  
 
Z Subsystem 1 gets information based on monitoring data (irrespective of the type). These data are used 
to study and evaluate the current state which is implemented in subsystem 2; 
Z These same data are used to carry out logical-causative analysis of the condition observed (subsystem 
3) based on expert knowledge formed as concepts (subsystem 4), and also to forecast and evaluate 











































































Figure 2 presents a model of intellectual system. The system functions as follows:  
 
Z Subsystem 1 gets information based on monitoring data (irrespective of the type). These data are used 
to study and evaluate the current state which is implemented in subsystem 2; 
Z These same data are used to carry out logical-causative analysis of the condition observed (subsystem 
3) based on expert knowledge formed as concepts (subsystem 4), and also to forecast and evaluate 
forecasted state (subsystem 5). Subsystem 6 makes the final decision on management and control.   
Knowledge base (subsystem 4) is used to carry out logical-causative analysis. The base is represented as 
semantic net, peaks being concepts. Arcs denoting logical-causative relations connect characteristics with possible 
pollution sources.   
When forecasting it is important to determine the scale of the system in which forecasting is done. If the 
ecological system as a whole is taken, then based on assessing one part of the system the state of other components 
of the whole system must be forecasted. Based on the analysis of the states of these components the current state of 
ecological system is evaluated. But if we confine ourselves with one component of the ecological system 
considering it as isolated system, then we forecast the future state of this component only.    
The Great advantage of general theoretical method is that in case of necessity, environmental monitoring 
several systems can be united in form of sub-systems, in spite of that the parameters of these systems are absolutely 
identical, how and with what tools are they measured. 
 
 





The model of environmental monitoring intellectual system is proposed. The basic part of intellectual system is 
presented in the form of two basic modules: data collector module and environmental assessment module. The data 
collector module helps solve data presentation problem by the method presented below. The method is based on the 
fuzzy sets theory which allows reducing data to the homogeneous form of representation in databases of intellectual 
system. Environmental assessment module is based on theoretical model using artificial conceptual intellect method, 
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 naSromSi maragTa marTvis erTi albaTuri modelisaTvis agebulia optimaluri 
strategia, moyvanilia konkretuli ricxviTi maxasiaTeblebis gamosaTvleli formulebi. 
analogiuri sakiTxebi sxvadasxva modelebisaTvis moyvanilia naSromebSi [1], [2], [3]. 
 vTqvaT, 1t  dRis bolos sawyobSia 01 "tx  maragi. keTdeba SekveTa th  
raodenobaze meore dRisaTvis. tS  iyos t  dRes produqciaze moTxovnis moculoba. 
 Tu ttt hxS +# 1  moTxovna mTlianad sruldeba da dRis bolos rCeba 
tttt Shxx += 1  raodenoba. Senaxvis xarji iqneba 
)( 1 tttt Shxccx +=  , sadac c  aris erTeulis Senaxvis xarji. 
 Tu ttt hxS +> 1 , maSin iqmneba deficiti. cxadia, rom sasawyobo xarji am 
SemTxvevaSi ar iqneba, magram iqneba danakargi deficitis gamo (mag. jarima). es danakargi 
tolia 
 )()( 11 tttttt ShxKhxSK +=  , sadac K  aris produqciis erTeulis 
deficitis danakargi. 
 mTliani danaxarji SegviZlia Semdegnairad CavweroT: 
)}(),(max{),,( 111 ttttttttt ShxKShxcShx ++= '  
























 produqciaze moTxovna SemTxveviTi sididea. misi simkvrivis funqcia iyos )(xf , 
ganawilebis funqcia )(xF . davsvaT amocana: vipovoT maragis Sevsebis iseTi th  
moculoba, rom saSualo danakargi (maTematikuri lodini) iyos minimaluri: 
min)(),,(),,()( 111 ==+R 4+

 ttttttttt SdFShxShxMhx ''  
 aRvniSnoT tt hxy += 1 , SSt = , maSin gveqneba: 
min)()}(),(max{)( =R 4+

SdFSyKSycy .  (1) 





+=R )()()()()( SdFySKSdFSycy . 
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.0)()()(')()(" "+=+=R yfKcyFKcy  
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 ganvixiloT konkretuli SemTxveva. vTqvaT, S A moTxovnis, rogorc SemTxveviTi 
sididis ganawilebis simkvrives aqvs simetriuli "samkuTxa" ganawileba. aseTi 




cxadia, rom es grafiki miiReba (nax. 2)-ze mocemuli funqciis grafikis marjvniv 
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 S  SemTxveviTi sididis ricxviTi maxasiaTeblebi iqneba: maTematikuri lodini 
0=MS , dispersia 6
2bDS = , saSualo kvadratuli gadaxraa 6
b
= . 
 uSualod (1)-dan miviRebT: 
Tu bx # , maSin 






)()()()()( . (5) 
Tu 0## xb , maSin (2) da (4) gaTvaliswinebiT miviRebT 
f(x) 













bxKcx +++=R .    (6) 
(5) da (6) erTmaneTis tolia roca bx = . amitom 
1cKbKb += ,  e.i. 01 =c . 





)()()( .    (7) 
 
Tu 
bx " ,  cxx =R )( .     (8) 
 miRebuli (5)-(8) formulebi gvaZlevs saSualo danakargebs sxvadasxva 
intervalebSi, xolo maragebis optimaluri mniSvneloba *y  warmoadgens (3) gantolebis 
amonaxsns, sadac )(xF  moicema (4) formuliT. Tu moTxovnis simkvrivis funqcias aqvs 
(nax. 1) moyvanili saxe, maSin analogiurad, uSualo gamoTvlebiT miviRebT maragebis 






















































































maragTa marTvis albaTur modelebSi, konkretuli ricxviTi maxasiaTeblebi 
ganisazRvrebian moTxovnis, rogorc SemTxveviTi sididis ganawilebis simkvrivis 
funqciis saSualebiT. naSromSi ganxilulia SemTxveva, rodesac ganawilebis simkvrivis 
)(xf  funqcias aqvs simetriuli "samkuTxa" ganawileba: 
 
moyvanili SemTxvevisaTvis agebulia maragTa marTvis optimaluri strategia, kerZod 











In Inventory control models the concrete number characteristics defined using with demand function, such as 
probability density function of random variable. In an article considered case, where density function )(xf  has 
symmetrical "triangle" distribution: 
 
For the given case it is built optimal strategy of inventory reserve, particularly calculated optimal inventory values 
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A COMPARISON OF THE CONNECTIVITY ANALYSIS AND THE CLUSTERING 
METHOD BASED UPON FUZZY EQUIVALENCE RELATIONS  
FOR THE PROBLEMS OF MEDICAL DIAGNOSES  
 




 Formalisation of a physician's intuition can be splited into different tasks. One is the ability of an 
experienced doctor to establish a diagnosis using the small amount of observations on a patient. The doctor pays 
attention on the symptoms that represent a disease the best way. To get these representative symptoms is not an easy 
task, because very often a physician uses his knowledge intuitively. To model such task approaches processed vague 
information as connectivity analysis [1,2] and clustering methods based upon fuzzy equivalence relations [3] are 
suitable.  
 In the paper these two methods are compared. Similar from the first glance (the connectivity analysis 
calculates the level of connections of the representative symptoms whereas the clustering method uses  -cuts to 
build them) the methods reveal best and worst characteristics, that allow to use them more efficiently.  
 
 
bmulobis analizisa da fazi-eqvivalentobis mimarTebebze 




eqimis intuiciis formalizacia SesaZlebelia gaiyos sxvadasxva amocanebiT. erTi 
maTgania gamocdili eqimis unari dasvas diagnozi pacientis avadmyofobaze cota 
raodenobis monacemTa gamoyenebiT. eqimi aqcevs yuradRebas simptomebs, romlebic 
warmoadgenen avadmyofobis dadgenis gzas. warmodgenili simptomebis miReba ar aris 
advili amocana, vinaidan eqimebi Zalian xSirad iyeneben Tavisi gamocdilebis intuicias. 
aseTi amocanis modelirebisaTvis, gamoiyeneba aramkafio informaciis, rogorc kavSiris 
analiziT damuSavebis midgomas [1,2] da klasteruli meTodi, dafuZnebuli fazi-
eqvivalentobis mimarTebebze [3], aris misadagebuli.  
am naSromSi xorcieldeba am ori meTodis Sedareba. erTi SexedviT (kavSiris 
analizi gamoiTvlis warmodgenili simptomebis kavSirebis doneebs, rodesac 
klasteruli meTodi iyenebs -kveTas) es meTodebi avlenen Zlier da sust 
maxasiaTeblebs, imisaTvis, rom isini gamoyenebul iqnen efeqturad. 
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eleqtronuli arCevnebis kriptografiuli protokolebis Sesaxeb 
m.razmaZe, z.qoClaZe, a.jiqia 
  
eleqtronuli arCevnebi (eleqtronuli xmis micema), Tavis TavSi moicavs ramdenime 
gansxvavebul formas dawyebuli xmaTa eleqtronuli formiT daTvlidan (romelic 
farTod gamoiyeneba), damTavrebuli arCevnebis yvela procesis kompiuterizaciiT [1,2,3,4]. 
eleqtronuli arCevnebis teqnologiebs SeuZliaT daaCqaron arCevnebis Catareba, 
uzrunvelyon amomrCevelTaTvis arCevnebis procedurebis gamartiveba, arCevnebis 
faruloba da gauyalbebloba da xeli SeuSalon xmaTa mosyidvas. 
eleqtronuli arCevnebis idealuri protokoli unda akmayofilebdes minimum 
Semdeg kriteriumebs [5,6]:  
 
1. xmis micema unda SeZlos mxolo saamisod uflebamosilma pirma; 
2. TiToeul amomrCevels SeuZlia xma misces mxolod erTxel; 
3. veravin unda SeZlos imis gageba, Tu vis misca xma konkretulma amomrCevelma; 
4. veravin unda SeZlos sxvis magivrad xmis micema; 
5. veravin unda SeZlos farulad Secvalos sxvis mier gakeTebuli arCevani; 
6. TiToeul amomrCevels unda SeeZlos Seamowmos CaiTvala Tu ara misi xma 
saboloo SedegebSi. 
  
am kriteriumebis dakmayofileba sakmaod rTuli amocanaa. pirveli kriteriumi,  
praqtikulad warmoadgens saarCevno siebis Seqmnas da maT dazustebas. arsebul 
protokolebs es kriteriumi SeuZliaT daakmayofilon mxolod nawilobriv da am mxriv 
radikaluri gaumjobeseba albaT arc momavalSia mosalodneli. saqme imaSia, rom 
amomrCevelTa sia TiTqmis yvela qveyanaSi dgeba iusticiis saministros mier da Tu am 
doneze xdeba siebis gayalbeba (da amis magaliTebi arsebobs msoflioSi), es 
SesaZlebelia aRmoCenili da Sesworebuli iqnes mxolod saarCevno komisiis da 
arCevnebSi monawile subieqtebis mier. nebismier kompiuterul sistemas SeuZlia 
aRmoaCinos mxolod is SemTxveva, rodesac xmas aZlevs piri, romelsac amis ufleba ara 
aqvs. 
meore kriteriumi SedarebiT advili dasakmayofilebelia nebismieri protokolis 
saSualebiT, magram rac Seexeba danarCen kriteriumebs, maTi uzrunvelyofa 
SesaZlebelia mxolod maRali saimedoobis kriptografiuli protokolis saSualebiT. 
literaturaSi cnobilia sxvadasxva protokolebi [6,7,8], romlebic met-naklebi 
warmatebiT uzrunvelyofen zemoTCamoTvlili kriteriumebis Sesrulebas da Sesabamisad 
maTi Sesrulebac moiTxovs amomrCevelisagan sxavdasxva donis specialur codnas da 
arCevnebis Sesabamis teqnikur aRWurvas. 
Cvens mier damuSavebuli iqna ramdenime protokoli, romlebic SeiZleba 
gamoyenebuli iqnas iseT pirobebSi, rodesac amomrCevelTa raodenoba SezRudulia 
(magaliTad universitetis samecniero sabWo, qveynis parlamenti an sxva raime organo, 
sadac xSiria faruli arCevnebis aucilebloba). 
 
 
arCevnebis protokoli saarCevno komisiis gareSe.  
davuSvaT, arCevnebSi monawileobs SezRuduli raodenobis amomrCeveli (imisaTvis, 
rom protokolis aRweram ar daikavos didi adgili, Cven SevCerdebiT oTx amomrCevelze: 
ani  A,  beqa  B, gia  G da daTo D. yvela maTgans gaaCnia daSifrvis Ria gasaRebi  
DGBA EEEE ,,,   da xelmoweris daxuruli gasaRebi .,,, DGBA SSSS  davuSvaT, ani (A) aris 
pasuxusmgebeli piri arCevnebis Catarebaze. pirvel etapze  (A)  irCevs SemTxveviT ricxvs 
1R , Sifravs mas yvela monawilis Ria gasaRebebiT da miRebul Sedegebs 
)(),(),( 11 RERERE DGB  Sesabamisad ugzavnis danarCen monawileebs.    (B),  (G)  da  (D)  
gaSifraven miRebul Setyobinebas, kvlav daSifraven am SemTxveviT ricxvs danarCeni 
monawileebis Ria gasaRebebiT da ugzavnian erTmaneTs. yvela monawile adarebs 
danarCenebisagan miRebul SemTxveviT sidides anisagan miRebul 1R  sididesTan da 
darwmundebian, rom  yvelam miiRo erTi da igive ricxvi.     
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protokolis es etapi aucilebelia, raTa arCevnebSi ar miiRos monawileoba pirma, 
romelic ar aris uflebamosili da garda amisa, Tu ani ar aris patiosani da unda 
gaigos ra arCevani gaakeTa TiToeulma monawilem, is sxvadasxva pirebs gaugzavnis 
sxvadasxva ricxvebs da ecodineba maTi arCevani. 
meore etapze ukve tardeba xmis micemis procedura. TiToeuli monawile airCevs 
Tavis SemTxveviT ricxvs 2R , romelsac aravis atyobinebs, gaakeTebs arCevans da 
Sevsebul saarCevno biuletens  V -s da SemTxveviT sidides  2R -s  daSifravs beqas Ria 
gasaRebiT. miRebul Sedegs ),( 2RVEB   amomrCeveli daimaxsovrebs da Semdeg am miRebul 
sidides da SemTxveviT 1R  sidides daSifravs ukve anis Ria gasaRebiT. miiReba sidide  
)),(,( 21 RVERE BA , romelsac amomrCeveli kvlav imaxsovrebs da amave dros ugzavnis 
anis. 
2R  sidide gvWirdeba imisaTvis, rom TiToeulma amomrCevelma Seamowmos 
gaiTvaliswines Tu ara misi xma arCevnebis SedegebSi. biuletenebi iSifreba beqas Ria 
gasaRebiT imitom, rom Tu davSifravdiT anis Ria gasaRebiT da ani gaxsnida 
biuletenebs, radganac man icis Tu romeli biuleteni visgan miiRo, maSin mas 
ecodineboda vis misca xma ama Tu im amomrCevelma.  igive mizeziT biuletenebi ar 
egzavneba pirdapir beqas, romelmac unda gaxsnas es biuletenebi. 1R  sidide saWiroa, 
raTa ani darwmundes, rom biuleteni miiRo namdvilad im pirisagan, vinc 
uflebamosilia miiRos monawileoba arCevnebSi. Tu romelime amomrCeveli 
arakeTilsindisieria da gaamJRavnebs 1R  sidides da mis magivrad sxva miiRebs 
monawileobas arCevnebSi, amas verc ani da verc sxva ver gaigebs. iuridiul enaze es 
niSnavs, rom amomrCevelma Tavisi xma gadasca sxvas, rac kanoniT ar isjeba, magram Tu 
amomrCeveli gaamJRavnebs 1R  sidides da masTan erTad sxvac miiRebs arCevnebSi 
monawileobas, anis daugrovdeba imaze meti biuleteni, ramdenic mas unda mieRo da is 
arCevnebis Sedegebs gaauqmebs da moiTxovs kenWisyris xelaxlad Catarebas. Tu moxdeba 
ise, rom ani Seecdeba Secvalos amomrCevlis biuleteni sxva biuleteniT, es 
gamJRavndeba Semdeg etapebze. 
mesame etapze ani miiRebs ra )),(,( 21 RVERE BA  saxis yvela Setyobinebas, daiTvlis 
maT, gaSifravs, darwmundeba rom yvela maTganSi 1R   emTxveva SeTanxmebul 1R -s, 
moaSorebs Setyobinebebs am ricxvs, moawers xels yvela Setyobinebas, aurevs maT rigiT 
mimdevrobas  da  )),(( 2RVES BA   saxis Setyobinebebs gaugzavnis gias. gia miiRebs yvela 
Setyobinebas, aurevs maT, moaSorebs anis xelmoweras, darwmundeba rom misi biuleteni 
aris am SetyobinebaSi, TviTon moawers xels da )),(( 2RVES BG  saxis Setyobinebas 
gadaugzavnis beqas. 
meoTxe etapze beqa miiRebs ra giasagan yvela )),(( 2RVES BG  saxis Setyobinebas, 
moxsnis gias xelmoweras, darwmundeba, rom misi biuleteni aris maT Soris, TviTon 
moawers xels da )),(( 2RVES BB  saxis Setyobinebas gaugzavnis arCevnebis yvela 
monawiles. 
mexuTe etapze yvela monawile moxsnis beqas xelmoweras miRebul Setyobinebebs, 
darwmundeba rom misi biuleteni monawileobs arCevnebSi da gaugzavnis beqas 
Setyobinebas amis Sesaxeb. Tu arCevnebis monawile romelime piri aRmoaCens, rom misi 
biuleteni ar miuRia beqas, is amis Sesaxeb Setyobinebs ugzavnis arCevnebSi monawile 
yvela pirs.  
imisaTvis, rom ar Seikran ani, beqa da gia, rac maT miscemT saSualebas gaigon Tu 
konkretulma amomrCevelma vis misca xma, SesaZlebelia beqa da gia arCeulni iqnan 
xelaxla yoveli kenWisyris dros. 
meeqvse etapze xdeba arCevnebis Sedegebis daTvla. beqa gaxsnis yvela biuletens da 
gamoaqveynebs Sedegebs   2R   sididis miTiTebiT. 
yvela darwmundeba, rom arCevnebi Catarda sworad da adasturebs amas. 
rogorc vxedavT, aRwerili protokoli akmayofilebs zemoTCamoTvlil 
kriteriumebs. 
- radganac winaswar cnobilia arCevnebSi monawileTa vinaoba da raodenoba, 
arCevnebSi ver miiRebs monawileobas piri, romelsac amis ufleba ara aqvs. ani amas 




- amave mizeziT erTi da igive piri orjer ver miiRebs monawileobas arCevnebSi; 
- veravin gaigebs vis misca xma konkretulma amomrCevelma; 
- veravin Secvlis arCevnebis Sedegebs. 
erTi SexedviT, protokolis uaryofiTi mxarea is, rom beqa yvelaze pirveli igebs 
arCevnebis Sedegebs, magaram es damaxasiaTebelia nebismieri saxiT Catarebuli 
arCevnebisaTvis. 
imisaTvis, rom praqtikulad SesaZlebeli iyos aseTi arCevnebis Catareba, saWiroa 
arCevnebSi monawile pirebs hqondeT wvdoma kompiuterTan da gaaCndeT elementaruli 
praqtikuli codna RSA  da DSA algoriTmebis gamoyenebisa. pirveli algoriTmi 
uzrunvelyofs Setyobinebebis daSifrva  gaSifrvis procesebs, meore ki cifruli 
xelmoweris process. garda amisa, unda arsebobdes minimum korporaciuli qseli, 
romelSic uzrunvelyofili iqneba am algoriTmebis muSaobisaTvis saWiro gasaRebebis 
Seqmna da ganawileba qselis abonentebs Soris. 
cxadia, rom rac ufro bevri iqneba arCevnebSi monawileTa raodenoba, miT ufro 
garTuldeba protokolis gamoyeneba da monawileTa garkveuli raodenobis Semdeg 
praqtikulad gaxdeba SeuZlebeli. 
 
 
arCevnebis protokoli centraluri saarCevno komisiiT (csk).  
rodesac arCevnebSi monawileobs amomrCevelTa didi raodenoba, ukve aucilebeli 
xdeba arCevnebis organizaciisaTvis saarCevno komisiis Seqmna, rac kidev ufro 
arTulebs saarCevno teqnologiebs. aq dgeba ori mTavari momenti, davicvaT arCevnebis 
procedura arakeTilsindisieri amomrCevlebis an amomrCevelTa jgufebisagan da 
davicvaT arCevnebi arakeTilsindisieri saarCevno komisiisagan. radganac saarCevno 
komisias arCevnebSi gaaCnia ufro meti uflebebi, vidre amomrCevlebs, Sesabamisad ufro 
Znelia arCevnebis procesis dacva saarCevno komisiisagan. ase magaliTad, rogoric ar 
unda iyos saarCevno sistema da rogori kompiuteruli teqnologiebic ar unda 
gamoviyenoT, TiTqmis SeuZlebelia Tavidan aviciloT im amomrCevelTa xmebis gamoyeneba 
Tavisi miznebisaTvis arakeTilsindisieri saarCevno komisiis mier, romlebmac ar miiRes 
monawileoba arCevnebSi (aq laparakia kompiuterul teqnologiebze). 
meore mTavar moments warmoadgens mesame kriteriumi, anu rogor davicvaT 
amomrCevlis anonimuroba saarCevno komisiisagan, romelic arigebs saarCevno 
biuletinebs da Semdeg Sevsebul biuletins Rebulobs amomrCevlisagan. kompiuteruli 
teqnologiebis gamoyenebis dros biuletenis darigebas Seesabameba amomrCevlisaTvis 
saidentifikacio etiketis miniWeba, rac erTis mxriv adasturebs amomrCevlis uflebas 
miiRos monawileoba arCevnebSi da meores mxriv, rodesac gamoqveyndeba arCevnebis 
Sedegebi, amomrCeveli darwmundeba sworad gaiTvaliswines Tu ara misi xma. magram Tu 
ar moxdeba amomrCevlis pirovnebisa da saidentifikacio etiketis erTmaneTisagan 
gaxleCva, saarCevno komisia advilad daadgens Tu konkretulma adamianma vis misca xma. 
dRes [5,6] am proceduris Sesasrulebel ZiriTad teqnikur instrumentad gamoiyeneba 
ANDOS (All or Nothing Disclouse Of Secret)  protokoli [9,10], romelic warmoadgens 
protokols, romelic uzrunvelyofs informaciis raime wyarodan informaciis ise 
miRebas, rom informaciis mflobeli ver gaigebs ra informacia miiRo abonentma. 
imisaTvis rom am protokolma imuSaos, saWiroa ramdenime momxmarebeli (minimum ori) 
erTdroulad asrulebdes am protokols saarCevno komisiasTan erTad, magram Tu 
gveyoleba arakeTilsindisieri amomrCevlebi da isini Seikvrebian, maSin isini SeZleben 
saarCevno komisiis motyuebas da gaigeben yvela saidentifikacio etikets 
(saidentifikacio etiketi warmoadgens praqtikulad did martiv ricxvs), rasac 
gamoiyeneben Tavisi miznebisaTvis. garda amisa, es protokoli sakmaod rTulia da 
Sesasruleblad moiTxovs did dros, rac eWvqveS ayenebs am protokolis gamoyenebis 
SesaZleblobas, rodesac saqme exeba arCevnebs mTeli qveynis masStabiT. 
Cveni azriT SesaZlebelia ANDOS   protokoli Seicvalos meore, ufro martivi 
protokoliT, romelic srulad akmayofilebs igive miznebs. esaa e.w. sruliad brmad 
xelmoweris algoriTmi [11], romelic iyenebs RSA algoriTms da romlis principic 
mdgomareobs SemdegSi: davuSvaT, anis surs xeli moawerinos beqas raime dokumentze ise, 
rom beqam ar icodes misi Sinaarsi. amisaTvis ani SeniRbavs am informacias da 
gaugzavnis beqas, romelic moawers mas xels. amis Semdeg ani moxsnis SeniRbvas da 
darCeba xelmowerili dokumenti, amasTan beqas ar SeuZlia daakavSiros xelmowerili 
dokumenti xelmoweris procesTan maSinac ki, Tu is inaxavs Canawerebs Tavis mier 
xelmowerili dokumentebis Sesaxeb, is ver SeZlebs gansazRvros rodis moawera xeli 
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ama Tu im dokuments da amitom ver daakavSirebs mas konkretul pirovnebasTan. am 
proceduris gamoyenebiT arCevnebis protokols eqneba Semdegi saxe: 
mas Semdeg, rac gamoqveyndeba saarCevno siebi, amomrCevels miecema wvdoma csk -s 
mier Seqmnil saidentifikacio etiketebis bazasTan (es baza warmoadgens did martiv 
ricxvebs, romelTa raodenoba gacilebiT metia, vidre amomrCevelTa raodenoba). 
amomrCeveli amoirCevs saidentifikacio etikets, SeniRbavs mas da xels moawerinebs csk 
s. amis Semdeg moxsnis SeniRbas da miiRebs martiv ricxvs ip . Semdeg is airCevs ori 
cvladis kriptografiul ),( yxhB  heS- funqcias da csk s gaugzavnis wyvils 
)).,(,( BiBi Vphp   csk adasturebs biuletenis miRebas, gamoaqveyneba ra ),( BiB Vph - s. 
maSin amomrCeveli ugzavnis csks ),( 1Bi hp , ris safuZvelzec csk-s SeuZlia gaxsnas BV . 
man icis kavSiri  ip  da  BV  Soris, magram ar icis kavSiri B  amomrCevelsa da ip  - s 
Soris. rodesac arCevnebi damTavrdeba da csk gamoaqveynebs Sedegebs, Tu konkretuli 
amomrCeveli aRmoaCens, rom misi xma arasworadaa daTvlili, is ugzavnis csks 
)),,(,( 1BBiBi hVphp  sidides, romelic amtkicebs, rom amomrCevlis xma daTvlilia 
arasworad. 
am algoriTmSi aris kidev erTi xarvezi, romelic aucileblad unda iqnas 
gamosworebuli. miuxedavad imisa, rom saidentifikacio etiketebis raodenoba gacilebiT 
aRemateba amomrCevelTa raodenobas, mainc SeiZleba ise moxdes, rom orma (an metma) 
amomrCevelma airCios erTi da igive saidentifikacio etiketi. amas csk advilad 
aRmoaCens, rodesac sxvadasxva heS-funqciebTan erTad mova erTi da igive  ip . maSin csk 
aqveynebs wyvils )),(,( / BiBi Vphp . am wyvilis meore komponenti amomrCevels mianiSnebs, 
rom mis saidentifikacio etikettan mimarTebaSi problemaa da amitom is csks ugzavnis 
axal wyvils )),(,( // BiBi Vphp , rac niSnavs, rom amomrCevelma Secvala sadentifikacio 
etiketi. 
aRwerili algoriTmis  praqtikuli realizacia moiTxovs amomrCevlisagan 
garkveuli unar-Cvevebis codnas kompiuteris gamoyenebis sferoSi, magram es advilad 
misaRwevia, Tuki iqneba survili aseTi saxiT arCevnebis Catarebisa. teqnikuri 
uzrunvelyofisaTvis ki pirvel etapze SeiZleba Seiqmnas saarCevno ubnebi, romlebic 





eleqtronuli arCevnebis kriptografiuli protokolebis Sesaxeb 




statiaSi ganxilulia eleqtronuli xmis micemis (eleqtronuli arCevnebis) 
sistemebi. ganxilulia is kriteriumebi, romlebsac unda akmayofilebdnen aseTi 
sistemebi da is sirTuleebi,  romelTa gadalaxvac saWiroa aseTi sistemebis Seqmnis 
dros.  
    naSromSi agebulia ori protokoli, romlebic SeiZleba gamoyenebuli iqnas 
eleqtronuli arCevnebis dros. pirveli protokoli  arCevnebis protokoli saarCevno 
komisiis gareSe SeiZleba gamoyenebuli iyos maSin, rodesac arCevnebSi monawileTa 
ricxvi SezRudulia, xolo meore protokoli  arCevnebis protokoli centraluri 













ABOUT OF CRYPTOGRAPHY PROTOCOLS OF   ELECTRONIC VOTING  
M.Razmadze, Z.Kochladze, A.Jikia 
Abstracts 
 
The topic of electronic voting is discussed in the research.  The problem of creation of egovernment is 
actual present day. 
 In  the  article  About  of  Cryptography  Protocols  of   Electronic  voting   is  discussed  the  problem  
of  formation   of  two  types  of  protocols: one  is without  Centralized Election Commission  and  another  with  
Centralized  Election Commission.  First  protocol  can  be  implemented  for election with small  number  of  voters  
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THE COMPUTER MODEL OF GEORGIAN AND ENGLISH SCIENTIFIC TEXTS 
T.Tsilosani 
 
It is such necessary to create the mathematical models of text formation for automatic text remake. For  
example, it is very interesting to reveal the empyreal distributions of linguistic units for different types of texts. 
The major task is to compare the distributions of linguistic units with theoretical distributions lows. This 
problem is not solved to day.[1] 
We mast conclude which theoretical lows of distribution, will be necessari to pick out the terminology words in 
texts, to discuss for which parts of speech can we belong the linguistic units. This problem is the problem of text  
automatic translate.[2] 
he task of this problem is to construct the probability- statistical  filter, which helps us to recognize the 
terminology words and which part of speech belongs the pick out words. It will be used some theoretical lows of 
distributions to solve this problem. It will be used Georgian and English scientific texts. [3] 
In first we must create the frequency dictionary of Georgian and English scientific texts. In second, we 
must pick out the word forms and put them into our probability  filter. In third, we must discuss about linguistic 
results. This everything may be possibility, if we construct some computer program, which gives us opportunity to 
compare the empirical distributions of word forms with theoretical distributions.   
This computer program may be used for ever texts in ever languages, therefore, this research may be 
belong application task of science. Investigation in this direction are actual not only in respect of construction of 
methods of statistic estimates of linguistic phenomena, but more over, also in respect of analysis of statistic 
regularities of language as a whole. 
Present work is realized in channel of modern searches of inherent statistic parameters of Georgian and 
English scientific texts. It was used program language Basic. 
This searches were realized to exposing the modal and diagnostic forse of five theoretical laws  of 
distributions (namely: Gaussian, Poisson, Chebanov- Fuks, Binomial and Lognormal distributions), being relative to 
Georgian synthetic and English analytic art texts, their styles and under languages. The principles of using this 
model of distributions for formal establishing the lexsico-gramatic natur of saparate wordusage in the text were 
determined. 
Complex of this distributions were presented as diagnostic filter, which could show us, with definite 
probability, to which of lexico- grammatic class were belong given wordusage. 
The algoritm of text processing is shown in[5]. In first step was nessesary to create the frequency list of 
Georgian and English scientific texts. All the words of frequency list activezone were investigated, and then the 
selective analysis was used with constant increase of interval between selected groups of word-forms. In all 400 
Georgian and 300English word-forms were selected for comparison.  
The fololwing characteristics were investigated: 

kN - the number of series of a certain lenth k, to which the text set with capasity  is represented. 
iF B - absolute frequency, which the investigated unit wasfound certain numberof series. 
iFm B - the number of intraserialselections, in which the investigated unit was found with frequency iF . Here 
B	=
iFi
k mN  . 
The 
iFm B -quantity of series in which the word-form appeared the given frequency. iF B  was determained 
for each investigated word-form aqnd by all options of kN  according to the scheme of formation text. These 
frequencies were sorted ascending from minF B  to maxF B .  Thus, the construction of regulated empirical variation 
rows of frequencies for text with kN  length of intra- serial samples was maintained. 
These rows were as follows: 
max1min ,...,,..., FFF BBB  
max1min
,...,,..., FFF MMM BBB  
For constructing continuous variations rows the division of empirial rows on certain number of enlarged 
classes was achieved by with the establishmentof a division step(interva) iF BB7 , which was considered constant for 
each analysed unit and calculated according Stergers formula. r
FFFi minmax
BB
=BB7   where kNr 2log1+=  





1. Normal distribution  

































  is the standard deflexion. 
 
2. Log- normal distribution 


































3. Poisson distribution 
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4. Cebanov- Fucks distribution 
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Thus, complex of this distributions are presented as diagnostic filter, which could show us, with definite 
probability, how to recognize the terminology words and which part of speech belongs the pick out words. 
The following conclusions  for Georgian and English scientific texts was made: 
1. With the increase of the ordinal number in the frequency list, the number of nouns subordinate to Normal,Log-
normal and Chebanov-Fucks lows, but then there is a step rise in the number of nouns, which distributions 
subordinates to Poisson and Binomial lows. 
2. Verbs, adjectives, pronouns, numerals and adverbs with high frequency subordinate to almost all of analyzed 
lows. 
3. Adjective, numerals, adverbs and conjunctions with high frequency subordinate toall five laws of distribution. 
With increase to ordinal number they subordinate to normal and log-normal  and then 6to Chebanov-Foocks 
law.The spheres of activity of Poisson and binomial laws remain invariable. 
4. With the increase of ordinal number in frequency lists of Georgian and English scientific technical texts  the 
general tendency narrowing spheres of activity of Gaussian, Chebanov- Fucks  and log-normal lows is 
observed. 
5. The spheres of activity of binomial and Poisson laws are stable or extend with the encrease of ordinal number of 
word- formsin frequency list of Georgian and English scientific- technical texts. Accordingly, these laws can be 





Subordination of Georgian and English parts of speech to selected five theoretical distribution laws is of same 
character, in spite of the fact that English is an analytical (elective- isolating) and Georgian is a synthetically (elective- 
agglutinative) language. Apparently, the influence of general rules of statistic texts structuring, operating in condition of 
the genre, more exactly in condition of the sub- language is revealed here. It is important to mention that in Georgian as 
well as in English scientific- technical texts the word- forms, which have no subordinate to any of the above mentioned 





THE COMPUTER MODEL OF GEORGIAN AND ENGLISH SCIENTIFIC TEXTS 
T.Tsilosani 
 
A scheme of computer comparing the empyreal distributions of lexical units with five theoretical lows of 
distribution (normal, log- normal, Poisson, Chebanov  Fucks, binomial) for Georgian and English scientific texts  is 
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genetikuri algoriTmebis gamoyeneba semantikur web-Si 
g.besiSvili, m.xaCiZe 
 
genetikuri algoriTmi cocxali bunebisaTvis damaxasiaTebeli iseTi Tvisebebis 
ganmazogadoebeli da imitatoria, rogoricaa: bunebrivi gadarCeva, garemos pirobebis 
cvlilebebTan Segueba, STamomavlobis, memkvidreebis mier mSoblebisagan miRebuli 
mniSvnelovani sasicocxlo Tvisebebis memkvidreobiT miReba. algoriTmi Zebnis procesSi 
iyenebs ara TviTon parametrebs aramed am parametrTa kodirebul mniSvnelobebs. amitom 
is SeiZleba gamoviyenoT diskretuli optimizaciis amocanebSi, rogorc ricxviT 
simravleebze, aseve nebismieri bunebis sasrul simravleebze. radganac algoriTmi 
muSaobisas procesSi ar iyenebs arc warmoebulebs da arc sxva raime maxasiaTeblebs, 
amitom mocemuli algoriTmi SeiZleba gamoviyenoT farTo klasis amocanebis 
amosaxsnelad da kerZod, iseTi funqciebisaTvisac romelTa analitikuri saxe ar 
arsebobs. sawyisi wertilrbis erTobliobis formireba xdeba amocanis specifikis 
gaTvaliswinebiT. 
 genetikuri algoriTmis Zala mdgomareobs imaSi, rom es meTodi Zlier moqnilia 
da imis gaTvaliswinebiT, rom garemo pirobebis Sesaxeb SeiZleba cnobili iyoes 
mxolod minimaluri informacia (rogorc es xSirad xdeba rTul teqnikur sistemebSi) 
genetikuri algoriTmebi warmatebiT muSaoben problemaTa farTo wreSi da 
gansakuTrebiT iseT amocanebSi, sadac dRemde ar arsebobs amonaxsnis sayovelTaod 
cnobili algoriTmebi an Zalian maRalia aprioruli ganuzRvrelobis xarisxi [1, 2]. 
genetikuri algoriTmi  aRwera, muSaobis proncipi 
mosemulia: S  striqoni, l  sigrZis; sasruli alfavitis s  striqoni; Vi -
alternativebis sawyisi simravle. 
( )lssss ,,, 21 K=  
TiTeuli SeiZleba warmovadginoT Vi  alfavitiT Li ,1=  
ii Vs o , sadac { }iiji rjvV ,1, == , 
W amocanis amoxsna: W s asaxva saTanado sigrZis striqonebis simravleze (striqonis 
sigrZe damokidebulia gamoyenebul alfavitze). 
m
vvv mU ),,,( 21 K  striqonebis simravleze ganvsazRvroT arauaryofiTi F(S) funqcia 











Tu W simravleze mocemuli miznis funqciaa f(w), maSin F(S) funqcia 
m
vvv mU ),,,( 21 K striqonebis simravleze ganvsazRvroT Semdegnairad: 
F(S)= f(w)  Tu w elementi W s asaxvisas striqonebis simravleze 
  eTanadeboda S striqons. 
genetikuri algoriTmi erT bijze amuSavebs striqonebis raRac populacias. G(t) 
aris t bijis populacia da warmoidgineba: 
( )sss tNtttG ,,,)( 21 L= , sadac m vvvtk mUS ),,,( 21 K
 , Nk ,1= , 
N- populaciis zomaa. da populaciaSi SeiZleba striqonebi meordebodes. 
algoriTmis muSaobis meqanizmis aRsawerad SemovitanoT sqemis aparato. 
genetilur algoriTmebSi sqemas uwodeben striqonebis raime qvesimravlis aRweras. 
sqema H=(h1,h2,,hm) SeiZleba ganvixiloT, rogorc striqoni, romlis elementebis 
alfavits damatebuli aqvs # specialuri simbolo. 
m
vvv mHHHUH ),,,( 21 K
  , "#"= iHi vv  
Tu romelime r abzacSi gvxvdeba # maSin mas Tavisufal pozicias vuwodebT.  
 
genetikuri algoriTmi - ZiriTadi operatorebi aRwarmoeba, SeuRleba da mutacia. 





















iS  striqonis amorCevis albaTobaa misi klasis proporciulia. amorCevis procesi 
grZeldeba, G(t+1) populaciaSi tiS  striqonebis egzemplarebis raodenoba 
( ) ( ) NKSPSn titi = amorCamorC . 
 aRwarmoebis operacia adidebs SemdgomSi populaciebis fass, yvelaze ufro 
fasiani striqonebi raodenobis zrdis xarjze. 
 vTqvaT G(t) populaciaSi gvaqvs n(H, t) striqoni, romelic akmayofilebs H sqemas. 































NKSPNKtHn amorC  








































aRwarmoebis procesis Sedegad izrdeba im sqemis warmomadgenelTa raodenoba, 
romelTa Sesabamisi qvepopulaciebs gaaCniaT saSualoze maRali saSualo fasi. 
 SeuRlebis procesis dros xdeba striqonebis elementebis SemTxveviTi Secvla. 
SemTxveviT airCeva SeuRlebis wertili. Mutaciis albaToba sazogadod mcirea [2, 3]. 
semantikuri qseli anu Semantic Web 
semantikuri qseli anu Semantic Web  es aris formatebis da enebis erToblioba, 
romelic saSualebas iZleva internetSi ganTavsebuli sxvadasxva monacemebi moZebnos 
sxvadasxva formatSi, moaxdinos maTi Sekreba, gaanalizos da momxmarebels miawodos 
misTvis gasageb formaSi. 
am mizniT web konsorciumis mier SemuSabevulia Semantic Web Activity programa. am 
programis safuZvelze Seiqmna ramodenime formati da ena: 
RDF formati. Resource Description Framework (RDF) qselSi onformaciis gansazRvrisaTvis 
gamoiyeneba. monacemTa TiToeul bloks da yoveli ori blokis kavSirs mieniWeba 
unikaluri saxeli, egreTwodebuli resursis universaluri identifikatori (Universal 
Resource Identifier, URI), yvelasaTvis cnobili veb-misamarTebi (Universal Resource Locators, URL) 
romelTac Cven xSirad vsargeblobT arian URIs kerZo formebi. RDF sqemebSi 
informaciis ori bloki da maT Soris aRmniSvneli nebismieri kavSiri gaerTiandeba 
sameulSi. magaliTad: 
<Uri for Flipper> <Uri for ISA> <Uri for Dolphin> 
http://en.wikipedia.org/wiki/dolphin 
ontologiis enebi. Web Ontology Language (OWL) es aris erT-erTi is standatri, romlis 





logikuri gamoyvanis manqana. xvadasxva wyaroebs Soris kavSirebis amocnoba (gamocnoba) 
 mniSvneloani etapia informaciis azrobrivi gamovlenis gzaze. RDF sameulis 
Seswavlis Semdeg logikuri gamoyvanis manqana akeTebs daskvnas. RDF da ontologiis 
Semdegi done aris logikuri gamoyvanis manqana. 
 
sxva teqnologiebi. veb konsorciumi SeimuSavebs logikuri gamoyvanis daskvnebis 
manqanebs da sxvadsxva teqnologiebs. maT Soris. SPARQL  SekiTxvebis ena  eZebos RDF 
monacemebSi konkretuli infromacia da GRDDL-teqnologia, romelic saSualebas 
iZleva, rom momxmarebelma im formatSi gamoaqveynos monacemebi romliTac is muSaobs, 




















































genetikuri algoriTmis blok-sqema 
sawyisi populaciis inicializacia 
sargeblianobis funqciis gamoTvla 
gansakuTrebuli populaciisaTvis 
mimdinare populaciidan individebis 
amorCeva 
SeuRlebisa da mutaciis 
operatorebis gamoyeneba 
STamomavlobis misaRebad 
sargeblianobis funqciis gamoTvla 
yvela individisaTvis 











romeli genebi iwveven gulis daavadebebs. 
sxvadsxva tipis monacemebTa bazebis da samecniero Sromebis Seswavlis da analizis 
Sedegad semantikuri qselis meSveobiT gamovlenili iqna am daavadebis xelSemwyobi 
asamde saeWvo geni: 
• Gene Ontology (genebi da genuri produqtebi); 
• MeSH (daavadebebi da maTi simptonebi); 
• Entrez Gene (genebi); 
• OMIM (adamianis genebi da da genetikuti darRvevebi). 
am monacemTa bazebidan moRebuli monacemebi gadaiyvanes  RDF formatSi da 
Seitanes semantukuri qselis monacemTa bazaSi. Semdeg gamoiyenes Protege da Jena 
semantikuri qselis ufaso programebi miRebuli Sedegis inegraciisaTvis. 
aseve SAPPHIRE (Situational Awareness and Preparedness for Public Health Incidences using Reasoning 
Engines) gripis epidemiis gavrcelebis prognozirebis sistema iyenebs semantikur web-is 
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genetikuri algoriTmebis gamoyeneba semantikur web-Si 
g.besiSvili, m.xaCiZe 
reziume 
 ganxilulia internetSi semantikuri qselebis (Semantic Web) elementebi, formati 
da ena, agreTve enebis ontologia, logikuri gamoyvanis manqana da sxva teqnologiebi 
monacemTa analizisaTvis, kerZod monacemebis minimizaciisaTvis (an maqsimizaciisaTvis). 
aRwerilia genetikuri algoriTmebis buneba da muSaobis proncipi. moyvanilia 
sxvadasxva programebi romlebic internetSi am teqnologiebs iyeneben. 
 
 
USING SEMANTICAL GENETICAL ALGORITHM FOR SEMANTICAL WEB 
G.Besishvili, M.Khachidze 
Summary 
Elements, formats and languages of semantic networks on the Internet are considered. Also, ontology, machine 
logical conclusions, and other technologies for data analysis, in particular the minimization (maximization) of data. 
















sen-venanis (marCxi wylis) organzomilebiani diferencialuri 
gantolebebisaTvis gawrfivebuli sxvaobiani sqemebis 
krebadobis Sesaxeb 
h. melaZe, a. Wanturia  
gasaRebi sityvebi: diferencialuri gantoleba, sxvaobiani sqema, maTematikuri 
modeli, sqemis krebadoba. 
marCxi wylis (sen-venanis) Teoriis safuZvelze, agebulia kaSxlis ngrevisas, 
gamrRvevi talRis formirebisa da gavrcelebis Semdegi organzomilebiani 
modeli[1]: 







\ , (*) 
HuJ =1 , HvJ =2 , ( )THJJQ ,2,1= , 
( )TJvJgHuJQF 11211 ,,2)( += ,  ( )
TJHgvJuJQF 22222 ,2,)( += , 
( ) ( ) ( )( )TvuHtyxfvuHtyxfvuHtyxfQW ,,,,,,,,,,,,,,,,,)( 321= , 
        ),()0,,( 0 yxHyxH = ,   ),,()0,,(),()0,,( 00 yxvyxvyxuyxu ==  
sadac x  da y  eileris koordinatebia, t - dro, g - Tavisufali vardnis 
aCqareba, ),,( tyxv  da ),,( tyxu  siCqaris veqtoris komponentebi Sesabamisad x  da 
y  RerZebis mimarT, ( )tyxJ ,,1  da ( )tyxJ ,,2 -nakadis impulsis komponentebia ( x  da 
y  RerZebis mimarTulebiT), ),,( tyxH -nakadis  siRrme, xolo ),(),,( 00 yxuyxH  
da ),(0 yxv -Sesabamisad, nakadis siRrmisa da siCqareebis ganawilebis funqciebi 
drois sawyisi momentisaTvis, ( ) ( ) ( )vuHtyxfvuHtyxfvuHtyxf ,,,,,,,,,,,,,,,,, 321 - 
masisa da impulsis wyaroebis aRmweri funqciebi. 
kerZowarmoebulebiani diferencialuri gantolebebis Seswavlisas 
warmoqmnili siZneleebi ZiriTadad ganpirobebulia rogorc wesi, maTi 
arawrfivobiT. naSromSi SemovifarglebiT sen-venanis organzomilebiani 
diferencialuri gantolebebis (*) wrfivi miaxloebis ganxilviT. gamokvleulia 
wrfivi miaxloebisaTvis agebuli arawrfiv regularizatoriani gawrfivebuli 
sxvaobiani sqemis krebadoba.  
eileris cvladebSi Cawerili gawrfivebuli sen-venanis organzomilebiani 
gantolebebisaTvis ( ){ }Ttyxtyx ##+<<+<<=$ 0,,,,,  areSi ganvixiloT 













































\ , (3) 
 
( ) ( )yxHyxH ,0,, 0= ,   ( ) ( ) ( ) ( )yxvyxvyxuyxu ,0,,,,0,, 00 == , (4) 
 
sadac  H-wylis siRrmea,  u  da v misi siCqaris mdgenelebi, 3,1, =if i -masisa da impulsis 
wyaroebis aRmweri funqciebi, xolo ( ) ( ) ( )yxvyxuyxH ,,,,, 000  sakmarisad gluvi, 
perioduli funqciebi, L1 periodiT x cvladis mimarT, L2_iT y cvladis mimarT. 
SemdgomSi vigulisxmebT, rom: 
 (1) funqciebi ( ) ( ) ( ) ( ) ( ) [ ]{ }TCtyxvtyxutyxH ,0,,,,,,,,,, 2,3,3 ×+×+
 , agreTve 
moiZebneba iseTi  mudmivi 0>E , rom ( ) E"tyxH ,, , roca ( ) $
tyx ,, . aseve davuSvaT, 
rom Sesrulebulia  (1)-(4) amocanis perioduli amoxsnis ( x  da y  cvladebis mimarT) 
arsebobisa da erTaderTobis pirobebi. 
 (2) funqciebi ( ) ( )vuHtyxfvuHtyxf ,,,,,,,,,,, 21  da ( ),,,,,,3 vuHtyxf  akmayofileben 
lifSicis pirobas ( ) ( ) ( )tyxvtyxutyxH ,,,,,,,,  cvladiebis mimarT, 0>K  mudmiviT. 
(1)-(3) amocanis sxvaobiani aproqsimaciisaTvis ganvixiloT arawrfiv regula-
rizatoriani sxvaobiani sqemis[2] wrfivi analogi, romelsac 1,1 "" cvcu  
SemTxvevisaTvis aqvs Semdegi saxe:   
 
( )( ) ( ) hyhyxhxxhxyhxhxhht
fuvhgHuuhuvgHuuu 1020100 ,,000 + '++ '=+++ , (5)   
( ) ( )( ) hyhyyhyxhxyhyhxhht fgHvvhvuhgHvvvuv 2020100 ,,000 ++ '+ '=+++ , (6) 
=++++ 0000 0000 yhyhxhxhht
HvvHHuuHH  
( )( ) ( )( ) hyhyyhyxhxxhx fHvvHhHuuHh 3002001 ,, ++ '++ '= , (7) 
 
xolo 11,11 #### cvcu -sTvis: 
( ) ( )[ ] ( ) hyhyxhxxhxyhxhxhht fuchHHucuchuvgHuuu 1020000100 ,5.0,5.1000 + '++ '=+++ , (8) 
 
( ) ( ) ( )[ ] hyhyyhyxhxyhyhxhht fHHvcvchvchgHvvvuv 2000020100 5.0,5.1,000 ++ '+ '=+++ , (9) 
 
( ) ( ) hyhyxhxyhyhxhxhht
fHchHchHvvHHuuHH 302010000 ,5.1,5.10000 + '+ '=++++ . (10) 
sadac gHc =  bgeris siCqarea, 00 gHc = , ( ),,,  = kjhihHH hh  ( ),,,  = kjhihuu hh  
( ) ( ) 3,1,,,,,, = = = ikjhihffkjhihvv iihhh  funqciebi warmoadgenen  %% ×= 2hD  areSi 
gansazRvrul, 3,1,,, =ifvuH i  -is maaproqsimirebel, badur funqciebs, 
( ){ }21 ,0,,0,,:,2 NjNijhyihxyx jijih =====% ,  { }NnTNn ,0,: ==  =% . 
 
(5)-(10) sxvaobiani amocanisaTvis sawyisi pirobebi Semdegi saxisaa: 
( ) ( )jhihHjhihH h ,0,, 0= , ( ) ( ),,0,, 0 jhihujhihuh =  ( ) ( )jhihvjhihvh ,0,, 0= , 21 ,0,,0 NjNi == (11). 
ganvixiloT cdomilebaTa funqciebi: 
HHH h =~ ,  uuu h =~ ,  vvv h =~ , (**) 
da aRniSvna  ( ) ( )vuHjhihfvvuuHHjhihff iii ,,,,~,~,~,,~ +++= . 
(**) tolobebidan ganvsazRvroT hhh vuH ,,  da SevitanoT (5)-(7) gantolebebSi. 
maSin 1,1 "" cvcu  SemTxvevisaTvis miviRebT (krebadobis kvlevis meTodika yvela 




( )( ) ( ) 11020100 ~~,~~,~~~~ 000 N ' ' +++=+++ fuvhHguuhuvHguuu yyxxxxyxxt , (12)  
 
( ) ( )( ) 22020100 ~~~,~,~~~~ 000 N++ '+ '=+++ fHgvvhvuhHgvvvuv yyyyxxyyxt , (13) 
 
( )( ) ( )( ) 330020010000 ~~~,~~,~~~~~ 0000 N++ '++ '=++++ fHvvHhHuuHhHvvHHuuHH yyyyxxxxyyxxt , (14) 
 
( ) 00,,~ =jhihHh , ( ) ,00,,~ =jhihuh ( ) 00,,~ =jhihvh , 21 ,0,,0 NjNi == , (15) 
sadac  
 
( )( ) ( ) yyxxxxyxxt uvhgHuuhfuvgHuuu 02011001 ,,000  ' 'N ++++= , 
( ) ( )( )yyyyxxyxxt gHvvhvuhfgHvvvuv ++++= 02012002 ,,000  ' 'N , 
( )( ) ( )( )yyyyxxxxyyxxt HvvHhHuuHhfvHHvHuuHH 002001300003 ,,0000 + '+ '++++=N , 
Seusabamobebi warmoadgenen ( )2hO +  rigis aproqsimaciis cdomilebebs, rodesac (1)-
(3) amocanis amoxsna miekuTvneba ( )$2,3,3C  klass. 
(5)-(7), (11)  amocanisaTvis samarTliania Semdegi  
lema 1. vTqvaT sruldeba  (1), (2) pirobebi. aseve ( )0,22 >= + ] ]h , ( ),),( 21 hOh = '  
( )22 ),( hOh = '  da (5)-(7),(11) amocanis amonaxsnisaTvis n -ur Sreze, 10 ## Nn , adgili 
aqvs Semdeg Sefasebas; 
 
{ } hvuH ccc #~,~,
~max  (16) 
 
maSin, moiZebneba iseTi 01 >h , rom roca 1hh # , samarTliania Semdegi debulebebi: 
1. ( )1+n  Sreze (5)-(7),(11) sxvaobian amocanas aqvs erTaderTi amoxsna. 






 ~,~,~max  (17) 
sadac M araa damokidebuli h -ze.  
(5)-(7) amocanisaTvis SevniSnoT, rom Tu ^=+Ayyt  gantolebas skalarulad 
gavamravlebT ( )5.0y ze, ( ) tyyy  5.05.0 +=  igiveobis gaTvaliswinebiT miviRebT 
 
[ ]( ) ( ) ( ) ( )( )22 ,5.0,,, AyyAyyy t += ^ ^ . (18) 
 
(12) gantoleba skalarulad gavamravloT ( )5.00
1 ~uHg  ze, (13) da (14) gantolebebi 
Sesabamisad ( )5.00
1 ~vHg  da ( )5.0~H ze. miRebuli gantolebebis Sekrebis Sedegad miviRebT: 
 








N+N+N+=	 , (19) 
 
sadac [ ]( )tuHgG 2011 ~,5.0 = ,       [ ]( )tvHgG 2012 ~,5.0 = , 
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(19) tolobaSi Sesakrebebis SefasebisaTvis Tu visargeblebT lema 2.4-iT [3]-dan, da 
[2], [3], [4]-Si ganxiluli meTodikiT, aseve ( )21 ),( hOh = ' , ( )22 ),( hOh = '  
gaTvaliswinebiT, miviRebT ZiriTad energetikul utolobas:   
 
( ) { } 21  N++#   MQQMQQ ,        0)0( =Q , (20) 
sadac  ( ) ( ) HvHguHgQ ~~,~, 201201 ++=  ,     { } ( )42322212 ,,max hO=NNN=N . 
 
(20) cxadi energetikuli utolobis amosaxsnelad gamoiyeneba lema 2.3 [5]-dan. 
lema 1 da lema 2.3-is ([5]-dan) gamoyenebiT mtkicdeba Semdegi krebadobis  
Teorema vTqvaT (1)-(4) amocanis amonaxsnisaTvis sruldeba  (1), (2) pirobebi da 
( ) ( )2221 ),(,),( hOhhOh ==  ' '  , ).0(22 >=]= ]+ consth  maSin moiZebneba iseTi 00 >h , 
rom roca 0hh #  samarTliania Semdegi debulebebi: 
1. (5)-(11) sxvaobiani amocanis amoxsna [ ]T,0  SualedSi arsebobs da erTaderTia 
2. (5)-(11) amocanis amoxsna krebadia (1)-(4) diferencialuri amocanis amoxsnisaken 2L  
badur  normaSi ( )2hO  siCqariT. 
amgvarad, eileris cvladebSi Cawerili sen-venanis organzomilebiani 
gantolebebisaTvis dasmuli koSis amocanis sakmarisad gluv amoxsnaTa klasSi 
damtkicebulia gawrfivebuli sxvaobiani sqemis krebadoba 2L  badur nornaSi ( )2hO  
siCqariT. 
kaSxlis ngrevisas gamrRvevi talRis formirebisa da gavrcelebis  
organzomilebiani amocanebis ricxviTi amoxsnisaTvis gamoyenebuli  
arawrfivregularizatoriani orSriani sxvaobiani sqemebiT miRebuli gamoTvlebis 





sen-venanis (marCxi wylis) organzomilebiani diferencialuri 
gantolebebisaTvis gawrfivebuli sxvaobiani sqemebis 
krebadobis Sesaxeb 
h. melaZe, a. Wanturia  
reziume 
eileris cvladebSi Cawerili sen-venanis organzomilebiani gantolebebisaTvis 
dasmuli koSis amocanis sakmarisad gluv amoxsnaTa klasSi damtkicebulia 
gawrfivebuli sxvaobiani sqemis krebadoba 2L  badur nornaSi ( )2hO  siCqariT. 
 
 
CONVERGENCE OF LINEARED DIFFERENCE SCHEMES TWO-DIMENSIONAL 
SAINT-VENANT  EQUATIONS (SHALLOW WATER) 
G.V. Meladze,  A.Z.Chanturia 
The convergence of lineared difference scheme in Eulerian variables with non-linear regularization to the 
smooth solutions for linear analog of two-dimensional Saint-Venant equations are considered for Cauchy 
problem with periodic (in spatial variables) solutions. The proof of difference scheme convergence is conducted 
with help of energetic method. Its proved that in the class of sufficiently smooth solutions of the difference 
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paraleluri daprogrameba funqcionaluri  
daprogramirebis meSveobiT 
n. arCvaZe, l. Sewiruli  
 
bunebrivi rezervi, raTa moxdes kompiuterebis warmoebadobis gazrda, aris 
paraleluri procesebis marTva. misi organizeba iTxovs droiTi kavSirebis 
gaTvaliswinebas da moqmedebebis marTvis araimperatiul stils.  
programirebis ena LISP [6,8,9] Tavisi arsebobis naxevarsaukunovani istoriis 
manZilze da dRemde kvlavac rCeba praqtikulad SeuzRudavi SesaZleblobis 
simboluri programirebis sistemad. LISP da misi dialeqtebi gaxdnen safuZvlebi 
mTeli rigi gamoyenebiTi xasiaTis kvlevebisa, romlebmac didi roli Seasrules 
sainformacio teqnologiebis gavrcelebaSi.  
LISP aris programirebadi programirebis funqcionaluri ena, amitomac Cvens mier 
Seswavlili iyo LISP-is bazaze universaluri daprogramirebis sakiTxebi [4]. exla 
gvurs vaCvenoT, rogor SeiZleba igi gaxdes paraleluri programirebis ena, anu 
rogor SeiZleba LISP-ze moxdes paraleluri gamoTvlebis organizeba 
mravalproceroriani personaluri kompiuterisTvis da am SesaZleblobebis 
Tanamedrove enebSi (magaliTad, C/C++-Si) realizeba. 
paraleluri gamoTvlebis SesaZlebloba  es isaa, rac LISP-s Tavidanve 
Cadebuli aqvs e.w. funqcionalebis saxiT. funqcionalebis Sesruleba LISP-is pirvel 
versiebsac SeeZloT. ase, rom programirebis funqcionaluri stilidan paralelur 
programirebaze gadasvla, migvaCnia bunebrivad. amasTan, gvinda avRniSnoT, rom 
amJamad, roca gamoTvliTi teqnikis ganviTareba mravalprocesoriani personaluri 
kompiuterebis Seqmnis mimarTulebiT xdeba, Zalze   aqtualuria is, rom Tanamedrove 
programirebis enebSi Cadebuli iyos gamoTvlebis paralelurad Sesrulebis 
SesaZlebloba.  
funqcionalur enebSi gansazRvrulia maRali rigis funqciebi, romelTac 
funqcionalebi ewodebaT [8,6]. funqcionalebi  es funqciebia, romlebic argumentad 
iyeneben an funqciis Sedegad gansazRvraven sxva funqciebs. funqcionalis 
gansazRvrebisas cvladebis rols asruleben funqciebis saxelebi, romelTa 
gansazRvrebebic mocemulia gare formulebiT, romelTac funqcionalebi iyeneben. 
saWiroa aRiniSnos, rom monacemebi da programebi LISP-Si warmodgebian 
erTnairad, amitom gansxvaveba cnebebs Soris monacemi da funqcia ganisazRvreba 
ara maTi struqturiT, aramed maTi gamoyenebiT. Tu argumenti funqciaSi gamoiyeneba 
rogorc obieqti, romelic mxolod gamoTvlebSi monawileobs, maSin igi aris 
Cveulebrivi argumenti-monacemi, xolo Tu igi gamoiyeneba rogorc saSualeba, 
romelic gansazRvravs gamoTvlebs, magaliTad, gamodis lambda gamosaxulebis rolSi, 
maSin igi aris funqcia. 
magaliTad:   
 (car (lambda (x)(list x)))  lambda           ; monacemi         
((lambda (x)(list x)) car)(car)                   ; funqcia  
LISP-Si gansazRvrulia amsaxveli funqcionalebi anu map-funqcionalebi rogorc 
funqciebi, romlebic sias (Tanmimdevrobas) raRac saSualebiT asaxaven (map) axal 
siaSi, an meoradi moqmedebiT warmoqmnian am Tanmimdevrobas. map-funqcionalebis 
saxelebi iwyeba sityva map-iT, maT gamoZaxebas aqvs saxe: 
(MAPx  fn   l1  l2 ... lN). sadac l1 ... lN-siebia, xolo  fn-funqcia N argumentis. 
rogorc wesi, map-funqciebi gamoiyeneba erT argumentze-siaze, anu fn-funqcia erT 
argumentiania: (MAPx   fn sia).  
amsaxveli funqcionalebi iyofa or jgufad. pirveli, romlebic uzrunvelyofen 
mocemuli siis TiToeuli elementis damuSavebas (mapcar, mapcan) da meore, romlebic 
uzrunvelyofen sawyisi siisa da misi yoveli kudis damuSavebas (maplist, mapcon). siis 
kudi siaa, saidanac pirveli elementia amogdebuli. 
funqcionali mapcar uzrunvelyofs funqcionaluri argumentis realizacias siis 
yvela elementze da Sedegs aerTianebs siaSi. magaliTad, (mapcar list (a b c)) gvaZlevs 
Sedegs ( (a) (b) (c) ).  funqcionali mapcan analogiuria mapcar im gansxvavebiT, rom 
Sedegis gamosatanad gamoiyeneba funqcia ncons. magaliTad, (mapcan list (a b c)) gvaZlevs 
Sedegs ( a b c ). 
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funqcionali maplist uzrunvelyofs funqcionaluri argumentis realizacias 
siaze da mis yvela kudze. magaliTad, (maplist list  (a b c)) gvaZlevs Sedegs (((a b c))((b 
c))((c))). funqcionali mapcon analogiuria maplist-is im gansxvavebiT, rom Sedegis 
gamosatanad gamoiyeneba funqcia ncons. magaliTad, (mapcon list (a b c)) gvaZlevs Sedegs ((a 
b c)(b c)(c)).   
magaliTi: 
 (mapc  'list '(a b c)) gvaZlevs Sedegs '(a b c). 
 (mapl  'list '(a b c)) gvaZlevs Sedegs '(a b c). 
ena  Clisp-Si [3] funqcionalebs miekuTvneba Semdegi funqciebi: Mapc, Mapcan, Mapcar, 
Mapcon, Mapl, Maplist. LISP-is erT-erT Tanamedrove versiaSi Objective CAML [2] 
SemoRebulia nakadebis cneba da aris paraleluri algoriTmis Caweris saSualeba. 
Objective CAML-s aqvs biblioTeka msubuqi procesebis nakadebisTvis, romlebic 
organizebulia TviT procesis da ara operaciuli sistemis mier. aseTi nakadebi 
iyeneben maTi warmomqmneli procesis misamarTebis ares da amitom iTxoven nakleb 
resursebs. principuli gansxvaveba nakadsa da process Soris aris is, erTdroulad 
iyeneben Tu ara mexsierebas monacemebisTvis erTi da igive programis Svilobili 
procesebisTvis. nakadebis gamoyeneba aris saSualeba moxdes paraleluri 
algoriTmebis Sesruleba enis farglebSi. 
funqcionalebis gamoyeneba programirebis enebSi iZleva mTel rig 
upiratesobebs: 
 maTi meSveobiT SesaZlebelia aigos programebi ufro msxvili moqmedebebisagan 
(vidre funqciebis meSveobiT); 
 uzrunvelyofen asaxvis moqnilobas; 
 funqciis gansazRreba SeiZleba ar iyos damokidebuli funqciis saxelTan 
(funqciis gansazRvreba lambda gamosaxulebiT); 
 funqcionalebis saSualebiT SeiZleba saSedego formebis marTva; 
 funqcionalis parametri SeiZleba iyos nebismieri funqcia, romelic gardaqmnis 
funqciis elementebs; 
 funqcionalebi saSualebas iZlevian moxdes funqciaTa seriis formireba saerTo 
monacemebidan; 
 urTierTdakavSirebuli funqciebis nebismieri sistema SeiZleba gardaiqmnas erT 
funqciad, usaxelo funqciebis gamoZaxebebiT.  
rogorc vnaxeT, map-funqcionalebi ise axdenen gamoTvlebs, rom pirveli 
argumentiT mocemuli funqcia gamoiTvleba meore argumentiT mocemul siis 
TiToeul wevrze (pirveli jgufis funqcionalebisas), an meore argumentiT mocemul 
siasa da mis kudebze (meore jgufis funqcionalebisas), amitom SegviZlia vTqvaT, rom 
map-funqcionalebi Tavisi bunebiT arian paralelurebi. saWiroa 
mravalprocesoriani kompiuterisTvis enis kompilatori Seiqmnas ise, rom 
SesaZlebeli iyos funqciis gamoTvla yovel argumentze Catardes sxvadasxva 
procesorze. TiToeuli gamoTvla moxdes damoukideblad procesorze, romelic 
daubrunebs Sedegs map-funqcionals im rigis miTiTebiT, romliTac moxda misi 
gamoZaxeba. ufro zustad, pirveli jgufis funqcionalebis dros procesors 
gadaecema funqciis saxeli da is sia, romelzec moqmedebas asrulebs, xolo meore 
jgufis funqcionalebis dros _ funqciis saxelebi da gamoTvlili kudebi. 
procesori gamoTvlebis Sedegs am gamoTvlis nomris miTiTebiT daubrunebs map-
funqcionals, da ganTavisufldeba Tu ara, Seasrulebs Semdeg gamoTvlebs. cxadia, es 
procesi ar iqneba damokidebuli kompiuterSi procesorebis raodenobaze.  
migvaCnia mizanSewonilad, rom Tanamedrove proceduruli da obieqtze 
orientirebuli enebi unda gafarTovdnen map-funqcionalebiT da swored es 
funqcionalebi unda gaxdnen am enebis gaparalelebis saSualebebi. amasTan, unda 
moxdes TiToeuli tipis map-funqcionalis gadatvirTva ise, rom meore argumentad 
SeiZleba gamoyenebuli iyos sia, masivi (mTeli da namdvili ricxvebis), striqoni, 
faili da momxmareblis mier gansazRvruli tipic. map-funqcionalebis gamoyenebiT 
nebismieri paraleluri algoriTmis Caweraa SesaZlebeli.  
paraleluri gamoTvlebis Sesruleba mravalprocesorian kompiuterebze 
mogvcems mTel rig upiratesobas informaciis Ziebis amocanebSi. informacia, 
warmodgenili qselebiT, advilad warmodgeba LISP-is siebis saSualebiT [1]. maTze 
standartuli Ziebis algoriTmebis nacvlad, rogorebicaa pirdapiri gziT gavla, uku 
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mimarTulebiT gavla da gavla bolo rigiT [7] nacvlad, SeiZleba realizebuli iyos 
Zieba talRuri principiT. talRuri Ziebis meTodiT SesaZlebelia Zieba moxdes 
wverodan pirvel doneze. Tu moiZebna Sedegi, procesi damTavrdeba, Tu ara da, Zieba 
gagrZeldeba yvela totis meore doneze. TiToeuli totisTvis ki calkeuli 
procesorebis gamoyofili. ase, rom vinaidan paraleluri struqturebi gvaqvs, 
erTdroulad, paralelurad xdeba Zieba. 
aseTi tipis amocanaa, magaliTad, bunebrivi enis leqsikonSi sityvebis Zebna, 
roca enis semantikuri qseli SeiZleba warmodgenili iyos calkeul xeebad. Zebna 
SeiZleba moxdes calkeuli procesorebis mier calkeul xeebSi, riTac SesaZlebelia 
mkveTrad Semcirdes Zebnis procesisTvis saWiro dro. 
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naCvenebia, rogor SeiZleba LISP-ze, romelic funqcionaluri programirebis enaa, 
moxdes paraleluri gamoTvlebis organizeba.  paraleluri gamoTvlebis 
SesaZlebloba ganpirobebulia maRali rigis funqciebis-funqcionalebis arsebobiT. 
saWiroa arsebuli sintaqsisa da semantikis farglebSi Seicvalos map- 
funqcionalebis interpretacia ise, rom SesaZlebeli iyos gamoTvlebis TiToeuli 
nawilis calkeul procesorze Sesruleba (igulisxmeba, rom kompiuteri 
mravalprocesoriania). Tanamedrove proceduruli da obieqtze orientirebuli enebis 
map-funqcionalebis tipis funqcionalebiT gafarToeba saSualebas miscems 
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CONSTRUCTIONS OF UNKNOWN  EQUI-STRONG CONTOURS OF 
MIXED PROBLEM OF THE PLANE THEORY OF ELASTICITY WITH 




Introduction.In the plate with a hole it is important to investigate the concentration of stresses near the hole 
contour. The tangential-normal stresses  can reach at some point such values that cause destruction of plates or 
the formation of plastic zones near the hole. Proceeding from the above-said, the following problem was posed:  
Given load applied to the plates boundary, it is required to choose such  hole shape  at which boundary the 
maximum value of tangential normal stress would be minimal in comparison with the all other holes.It is proved 
that such condition is valid provided that tangential normal stress is constant at that hole. As is known, such 
holes are called equi-strong ones. 
In the plane theory of elasticity for solving the problems of finding full-strength contours, the most 
effective turned out the methods of boundary value problems of the theory of analytic functions (the problems of 
linear conjugation, Riemann-Hilbert, Dirichlet, etc.). 
Problems of finding equi-strong holes for an infinite plane were considered by N. B. Banichuk, Cherepanov 
G.P, Vigdergauz S B, Neuber N and other, for the case where tensile or compressive stress act at infinity 
[1,2,7,10,13]. 
Cherepanov G.P proved that the stress consentration of plate weakened by hole with equistable contour is 
less than 40° of stress consentration  of a plate weakened by circular hole with the same strength. 
The problems of equistable contours for finite doubly-connected domains bounded by broken lines and a 
sought smooth contour were considered by  R. Bantsuri and Isaxanov and others. [3, 4,5,6, 11,12] 
In our report we consider the axially symmetric problem for finite doubly-connected domains which reduce 
to the simple-connected domains to the same type  problem. To solve these problems it is used the function 
theory of complex variable. It is carried out numerical analysis of solutions and corresponding graphs are 
constructed. 
Problem Formulation and Solution Technique . Let an isotropic elastic body  on the plane z=x+iy  occupies a 
double connected domain S , whose external boundary  is a square boundary whose diagonals lie at the 
coordinate axes OX and OY, the internal boundary is required equistable contour, whose  symmetric axes are the 







The  length of quadrate sides of the broken line  is assumed  to be equal 2a . It is supposed that 
absolutely smooth rigid stamps with rectilinear bases, enclosed with a force P, are attached to each link of the 
external boundary of  broken line.  
 Under these assumptions the normal displacements  of each link of external boundary of  broken line 
constvvn ==    . Unknown parts of the boundary are free from outer actions. Tangential stresses  0=ns  
along the entire boundary of the domain S 
 Consider the problem: Find the shape of the unknown parts of boundary and the state of stress of the 
given body such that the tangential normal stress s  arising at it would take the constant 
value constKs == . 
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  Since the problem is axially symmetric, then to investigate the state problem, it is sufficient to consider 
the curvilinear hexagon 654321 AAAAAA which be denoted by D.The 41 , AA are the midle points of square 
sides.  The normal displacements and the tangential stresses are equal to zero  0== nsnv   at each 
segment [ ] [ ]4321 ,,, AAAA .  
Let introduce the following notations 211 XX] = , 432 XX] = , 543 XX] = , 164 XX] = ,  321 AA=Q , 





j]] . Since the plate is in the equilibrium state  and 5421 AAAA , 1643 AAAA , then the 










n ==== 4444  . 
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On the basis of the well-known Kolosov-Muskelishvilis formulas [9], the problem reduces to finding 
the functions 'N ,  which are holomophic in the domain D with the following conditions 
 
( ) ( ) ( ) ( )( ) ( )Re 2 , ,i t ne t t t t t t O' ' N µH B  = 
_                                                                                            
(4) 
( ) ( ) ( ) ( )( ) ( )Re , ,i te t t t t C t t ' ' N B+ + = 
_                                                                                                           
(5) 
( ) ( ) ( ) ( ), ,t t t t B t t' ' N QB+ + = 
                                                                                                                             
(6) 
( )Re , ,4 4
n s Kt t ' Q+B = = 
                                                                                                                                    
(7) 
where µO , - are elasticity constants, ( ) ( ),C t B t are piecewise - constant functions, ( )t is the 
angle formed  between the external normal n  to contour and the abscissa axis Ox . 
( ) 1 2 3 4 5 6
3 5 7, , 1, 2,3, 4,5,6. , , , .4 4 4 4k kt t k
C C C C       = 
_ = = = = = = =                                  
(8) 
( ) ( ) ( )( )tBetC ti=Re ,   ( )
( )













Under the following assumptions ( ) ( ) ,, kk kk AzMzAzMz EE N'  <<B where 
.6,5,2
10 =<# kkE 0>M  and after some transformations it is proved that  ( )z'  is a linear function: 
( ) zKz 4=' .Substituting the values ( )t' , ( ) ( ),C t B t  into the boundary conditions (5)- (6), one gets the 
following problem 





















N                                                                                      (9) 
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ttke i                                                                                  (10) 
where  





Let the function )(a%=z , bUa i+=  maps conformally the upper half plane .0Im >c  onto the domain 
S . It is assumed, , ( )1 , 1,2,...,6.k ka A k%= = It is assumed, that ,1,1 56 == aa  the midle point of 
arc 32AA
(
 maps at .=c  0Im,10 >= aQ . Since the domain is summetric with respect to ,OY then 
3241 , aaaa ==  .Denote   
( ) ( ) ( )( ),2
44 c%Nc%c
CC ii eek +=R    ( ) ( ) ( )( ).2
44 c%Nc%c
CC ii eek =Y                                                                    
(11)  
Taking into account (11),after some transformations of problem (9)-(10) it is reduced to the following 
problem: 
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UUU U                                      (13) 
Solutions of boundary problems (12), (13) are given by Keldysh-Sedovs formula  
 ( ) ( )








X i Pd dak CX X
c U Uc C U U c U U c
= :R =  +; 8 ; 8< 94 4 ,                                                                      
(14)  
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.   
( )c1X , ( )c2X   are holomorphic function in the upper half plane  and ( ) ( ) .121 == XX  
 
Since functions ( )c1X , ( )c2X  have singularity  0,5  order at points 1,aU =±  then the functon  ( ),cR ( )cY  
will be restricted near points ,1a  1a , if and only if ( ) ( ) ( ) ( )
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 After solved this system with respect to unknown parameters k  c ,C we get    
( ) ( )
























( ) ( ) ( ) ( )
1 1




d dC ak PX a X a
U U
U U U U
= 
+ +4 4     
Equation of arc 1Q  presented as 
( ) ( ) ( ) ( ) ( ) ( ) ( )0 0 0 0 0 0 0 00 0 4 42 2, , , ,2 2t i a ak k
U U U U% U UR  R R +R = = + 
   U  
Equation of arc 2Q  presented as 
( ) ( ) ( ) ( ) ( ) ( )0 0 0 0 0 00 02 2, 1,12 2
Pt ik k
U U U U% U UR  R R +R  = = + 




( ) ( )









X Pd dak CX X
U U UU C U U U U U U
= :R =  +; 8 ; 8< 94 4 . 
Calculations and graph´s costructions  for 1Q and 2Q are carried out by system Mathcad.As problem is cycle-
symmetry the  other parts of unknown equi-strong  contours are constructed by rotation of graph  ( )0% U by 
angle 2
C .  
Graphs of equi-strong conours for concrete cases  
  P=-10, a=1,  a1=3, a4=124, K=-10.914 , 
C=4.007 
 









CONSTRUCTIONS OF UNKNOWN  EQUI-STRONG CONTOURS OF 
MIXED PROBLEM OF THE PLANE THEORY OF ELASTICITY WITH 




 The article considers the plane elasticity theory problem for the double- connected body, which is 
presented a square, weakened by unknown equi- strong hole including the origin of coordinates  and it  is 
symmetric with respect to coordinate axis. Assume the vertices of square are stated at the coordinate axis and 
their vicinities are cut out with the identical smooth unknown full-strength arches. It is supposed that absolutely 
smooth rigid stamps with rectilinear bases, enclosed with a force P, are attached to each link of the external 
boundary of  broken line. Unknown parts of the boundary are free from outer actions. Applying apparatus  of the 
complex variable function theory one can define the unknown full-strength contours and the body stressed state. 
Numerical analysis are  performed and the corresponding graphs are constructed. 
 
 
brtyeli drekadobis Teoriis nawilobriv ucnob sazRvriani 
Sereuli amocanis saZiebeli Tanabrad mtkice konturebis ageba 
n.odiSeliZe 
reziume 
gamokvleulia brtyeli drekadobis Teoriis amocana orad bmuli arisaTvis 
S , kvadratisaTvis, Sesustebuls Tanabrad mtkice xvreliT, romelic  simetriulia  
koordinatTa RerZebis mimarT. kvadratis wveroebi mdebareoben koordinatTa 
RerZebze da maTi midamoebi amoWrilia koordinatTa RerZebis simetriuli toli 
sididis  gluvi rkalebiT. sazRvris wrfiv monakveTebze modebulia absoliturad 
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gluvi myari Stampebi, sworxazovani fuZeebiT, romlebzec modebulia Zala P. 
saZiebeli sazRvris nawilebi Tavisufalni arian gareSe zemoqmedebisagan. 
kompleqsuri cvladis funqciis Teoriis aparatis gamoyenebiT ganisazRvreba 
sazRvris Tanabrad mtkice konturebi da sxeulis  daZabuli mdgomareoba. 
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ABOUT SOME ALGORITHMS FOR SOLUTION OF SYSTEMS OF THE 




Keywords: parallel algorithms, multiprocessor systems, nonlinear equations 
1°. Lets denote through the nR real n-dimensional linear space and consider the equation 
                     0)( =XF  ,                                                                              (1) 
where ,),,( 1 nn RxxX 
= K  Z nn RRF :  - is the given operator: Tn XfXfXF ))(,),(()( 1 K= .  
In these notations the problem, being a subject of our consideration, is a problem of finding the solution of 
nonlinear system of equations  (1). 
Let's enter the following notation )( jj XFY = . Function )(XF  we will replace by affine mapping 
,)( AXCXL +=   where nn RccC 
= ),,( 1 K  and the matrix A   is:  

























        
The vector  C  and the matrix A  are chooses such, that the following conditions  were satisfied:  
              .,0),()( njXFXL jj ==                                                                  (2)  
Let's demand that ,0)det(
,0
































   and  .,0,),,( 1 njRxxX njnjj =
= K  
This condition is equivalent to the following condition: for each ,0, njj ##  the vectors  
,,,0, jiniXX ij =  are linearly independent  [1]. 
Theorem 1.  Let  nn RXX 
,,0 K , nn RYY 
,,0 K . Then there exists the unique affine function  
,)( AXCXL +=  where ),(, nnn RRLARC 

 , such, that the equalities ,,0,)( njYXL jj ==    
take place if  and  only if, when  0)det(
,0





nYH .     
Note, that during construction of affine functions one can consider the following  cases: A is diagonal, A -  
two-diagonal matrix, A  - three-diagonal matrix and etc. A  is a full matrix. Depending on a choice of a matrix 
we receive different iterative methods. First two cases are attractive that it is possible to write obvious formulas 
for calculation the new approximations. 
2°. Lets consider the case, when A  is the diagonal matrix. We will consider an iterative method for which 
realization it is required 3n parallel processors. Let are known 030201 ,, XXX  initial approximations to a root of 
the equation (1). On j -th processor the vector kjX kj ,3,1(1 =+ - iteration number)  by the following 
formula is calculated: 
K,3,2,1,0),(),( 111 == ++ kXFXXFXX kjkjkjkjkj                                      (3) 
),( 1kjkj XXF +  is the diagonal matrix: 
                    





























,3,2,1=j  sums  2,1 ++ jj   (in indexes)  are taken by module 3, and  ( )kjix ,  ni ,1=  are the components 
of the vector kjX . 
Note, that by formula (3) its possible to calculate in parallel the components ,,1,)( 1 nix kji =+    of each 
vector  1+kjX  ( 3,2,1=j )  on  n   processor,  so as a whole the iterative process (3)  can be realized  on n3    
processors.  
Theorem  2.  Let there exists constants  ,,, 00 jKB b  ,3,2,1=j  such that the following conditions are 
satisfied: 
1.  the operators  ,3,2,1),,( 0 10 =+ jXXF jj  where  ,3,1,0 =jX j  are initial approximations, 
have the inverse and  010 10 ),( BXXF jj #+ ; 
2.  the estimations ,, 0 10 11001 ++ ## jjjjjj XXXX bb  3,2,1=j   are known;     
3.   ,,,,),(),( SZYXZYkZXFYXF 
#     
        where      { } 00001 max,2: jjXXXS bbb =#= ; 
4.  for constants  3,2,1,,, 00 =jKB jb ,  the inequality is hold 
                    .41)( 03020100 <++= bbbKBh  
Then the equation  (1)  has the unique solution  fX ,  fX , to which converges the sequences  kjX  
( 3,2,1=j )  and 





0 ==# f jkhhXX
kkk
j
b                                  (4) 
3°. Lets consider the case, when A  - twodiagonal matrix (contains the main and below its diagonals). For 
realization of this algorithm it is required 4n parallel processors. Let are known 4,1,0 =jX j ,  initial 
approximations to a root of the equation (1).  On j -th processor the vector kjX kj ,4,1(1 =+ - iteration 
number)  by the following formula is calculated: 
( ) ),(,, 1211 kjkjkjkjkjkj XFXXXFXX +++ =   .,...2,1,0=k                                   (5) 
Sums in indexes  are taken by module 4.   
 For parallel calculation of   nixki ,1,1 =+ ,  we have 


























)( ,                                                           (6) 






It is possible to prove the correctness of this method and existence of the unique solution of the initial 
problem under certain conditions. The following theorem is valid.  
Theorem 3.  Let there exists constants  ,,, 00 jKB b  4,1=j ,  such that the following conditions are 
satisfied: 
1. the operators  ( ),,, 0 20 10 ++ jjj XXXF  where  ,4,1,0 =jX j  are initial approximations, have the 
inverse and   ( ) 010 20 10 ,, BXXXF jjj #++ ; 
2. the estimations 4,1,2,1,0,001 ==# ++ jlXX ljljj b  are known;        
3. ( ) ( ) ,4,1,,,,,, 41432321 =
# jSZZZKZZZFZZZF j  
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         where      { } { }.max,2: 00001 jjXXXS bbb =#=  
4.  for constants  ,4,1,,, 00 =jKB jb    the inequality is hold 
                       .61)( 0403020100 <+++= bbbbKBh  
Then the equation  (1)  has the unique solution  fX , to which converges the sequences  kjX  
( 4,3,2,1=j )  and 
 
                               ( ) .4,1,,...2,1,42 0120)1( ==# f jkhXX
kkk
j b                  
The method  (5)  can be realized on   n4   parallel processors. 
The order of convergence of this parallel methods is equal to 2 (the order of corresponding sequential 
methods is 1.618...), and the area of convergence is increases in dependence of choice of matrix  A , that in turn 
defines the number of initial data.    
These methods can be applied at calculation of problems of gas dynamics, hydrodynamics, and also many 
other applied problems.  
Note, that some parallel iterative methods for the nonlinear equations are considered in articles  [2-10]. 
 
ABOUT SOME ALGORITHMS FOR SOLUTION OF SYSTEMS OF THE NONLINEAR 
EQUATIONS ON COMPUTING SYSTEMS WITH PARALLEL PROCESSORS 
T.Davitashvili, H.Meladze 
Resume. For numerical modeling of difficult applied problems now is perspective to use the 
computing systems with parallel data processing. In the given work some parallel iterative 
methods for the solution of nonlinear systems of the equations for cluster systems are considered.  
 
 
arawrfiv gantolebaTa sistemis amoxsnis zogierTi algoriTmis Sesaxeb 
paralelur procesorebian gamomTvlel sistemebze 
reziume 
 rTuli gamoyenebiTi amocanebis ricxviTi modelirebisaTvis gamoiyeneba 
mravalprocesoriani  gamomTvleli  sistemebi monacemTaA paraleluri damuSavebiT. 
swored aseTi sistemisaTvis naSromSi agebulia da gamokvleulia  arawrfiv  
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OBJECT-ORIENTED PROGRAMMING ON LISP BASIS  
N. Archvadze, M. Pkhovelishvili 
 
Functional languages [7, 6] for the present stage of their development have reached the results, which 
allow considering them as an alternative to the traditional programming languages.  
As it is known, in the imperative programming execution is driven by explicit sequencing of operators.  In 
functional programming, the sequence of operations is defined by the required computations.  Unlike these 
programs, object-oriented programming can be thought of as a data driven. Application of objects leads to the 
new organization of programs into classes and objects connected with them.    Class comprises data and 
operators  methods, which describe possible activities of the class.   
LISP [8, 5] is a programmable programming language and therefore we have shown [1] how the LISP-
nucleus - on which the universal language is possible to build - could be singled out.  In [2], in the LISP 
database, we have considered the presentations facilities.        
Now lets see how realization of the Object Oriented programming (OOP) schemes could be executed so 
that we could stay in the frame of the functional programming: to this effect we shall take model of OO 
language, which should be put into LISP and by means of which we represent the typical notions of OO 
programming in fundamental abstractions of functional programming.  
For organization of heredity, it is necessary to define the discrepancies between the models of generalized 
functions and exchange of messages. Objects have the properties, objects send the messages, and they can inherit 
properties and methods.   
Generally, OO programming is organization of the programs in the terms of methods, classes, exemplars 
and heredity. The advantage of such organization is that changing the program is very easy. For example, if we 
want to change the means of manipulation on any object of any class, we have to change only the method of this 
class. In case we need to create the object, which bears the resemblance to the given one, but differs from it by 
some properties, we can create the sub-class of that class and make some changes in its properties.  Such changes 
do not cause the changes in code. 
There are different means for OO program presentation in LISP. One of them is presentation of objects by 
HASH-tables [4]. During such realization objects are not divided into classes and instances. Instance can be 
considered only as the class with the single parent.  
In [6] the OO program vector realization is used. At that moment division into classes and instances 
becomes real, though the instances can not be changed into class by the simple change of its properties.  
If we use the list of LISP properties, it would be possible to create the following model of OO 
programming, which indicates relationship between functional programming and object-oriented programming: 
 
(defun classes (cl) (cond 
; (cl (cons (cdar cl)  (classes  (cdr cl)))) )) 
; development of formula of argument classes from definition of 
; method parameters 
; Nil  arbitrary class 
 
(defun argum (cl) cond 
(cl (cons  (caar cl)  (argum (cdr cl))))  )) 
 
; Development of list of the argument names from definition of  
; method parameters 
 
(defun defmet (Fmn c-as expr) 
   (setsf  (get FMN  category) METHOD ) 
   (setq ML   (cons (cons (cons FMN  (classes  c-as)) 
     (list   lambda  (argum  c-as0  expr)  ) ML)) 
FMN  ) 
;  statement method and exfoliation of its definition 
;  for convenient apposition with argument classes 
 
;  (defun defcl  (NCL SCL FCL   ) 
;  name, superclass and fields/slots of the class 
    (setq ALLCL  (cons NCL ALLCL)) 





;  value of the class is the list of its fields, 
; possibly, with the values 
 
(defun ev-cl (vargs)  (cond 
 
; development of format of the actual arguments for searching 
; of the method of their processing 
 
(vargs  (cons  (cond 
 ( ( member  (caar vargs)  ALLCL)  (caar vargs) )  ) 
   (ev - cl   (cdr  vargs) ) ) )  )) 
;  Nil if not a class 
 
(defun m-assoc  (pm meli)   (cond  (( equal 
(caar  meli) pm  (cdr meli))))))) 
 
;  Search of the suitable method, appropriate to the  
;  format of data classes 
 
(defun  method  (MN args & optiona;  c) 
    (apply  m-assoc  (cons  mn  (ev cl args) )  ML) 
        args c) ) 
 
      ; If the method has not been found, in the program should be 
; executed reduction  
: of parameters to the required class 
 
(defun instance   (class &optional  cp)   (cond 
 
;  like Let unnamed copy of the context 
    (class  (cond  ( ( atom  (car  class) )  (instance 
(cdr  class)  cp) ) 
 ( ( assoc  (caar  class)  cp)  (instance 
(cdr  class)  cp) ) 
           (T (instance  (cdr class)  (cons  (car class) 
cp) ) ) 
) )  )  cp) 
 
(defun  slot  (obj fld)  assoc  fld  obj) ) 
 
; value of the object field 
 
It becomes necessary to add new branches to the Lisp interpreter. 
In such case object instances could be described as follows: 
(defclass  ob  ( )  (f1  f2 .) ) 
which shows that each object would have the field-slot f1  f2  (slot is the field of the record or the list of 
properties). For the class presentation the general function should be called: 
(setf  c  (make-instance  ob) ) 
For definition of the field value it is necessary to use the special function:  
(setf  (slot-value  c)  1223). 
For description of slot, it is necessary to provide it with the name and with the field of properties. The 
properties of the field are specified as the key parameters of the function. That allows defining initial values. 
Change of such slot should be available for every instance.  
As we can see, conceptually OO programming is nothing else but paraphrasing the Lisp ideas. OO 
programming is just what the Lisp was able to do from the very beginning. There is nothing unexpected in 
transition from functional style to the one of OO programming. Only the slight concretization of selective 
mechanisms of functional objects branches takes place.   
Generally, impossibility of effective realization of implementation of the first generation functional 
languages is considered to be the main counter-argument against their usage, as they are based on the 
interpretation and dynamic type control. Such arguments are unacceptable for contemporary functional 
languages. 
The language of the last generation functional programming is Objective Calm [3] which has been 
processed at INRIA (Institute of Informatics and Automation, France).  Objective Calm has a wide range of the 
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well known properties of traditional imperative languages and constructions of language C. As evident from the 
name, it supports object oriented programming; particularly it is characterized by parameterized polymorphism. 
Let us consider it closer: 
Existence of functionals  allows calculation of a number of constructions.  For example, function: 
let o f g = fun x - > f (g x) 
returned the function, which is the composition of the parameters. What type has in that case   the 
parameters and the result of function  o? The notion of Objective calm polymorphism will help us with making 
the situation clear.  
Thus, it is impossible to pin-point the types of o-parameters and results, although coming out of syntax it 
is possible to make the following conclusions: 
 
• Yielding value resulted from using function o is the function (as in is construction fun in its 
body); 
• Arguments of function o are the functions (as they are invoked in the body). 
• The result of the function g is the type of argument f (it is not defined in the language operation 
of bringing down to types); 
• Result of function o function result type is the same as f result type;  
• Result of function o function argument type is the same as g argument type. 
 
 
In this example description of function has been compared to its type, which was defined by the given 
typical expression. Typical images are the syntax constructions of Objective CAML. If there is even one variable 
in the typical image, this type should be called polymorphism. Just this type of polymorphism is called 
Parametric. Value type can be parameterized by its sub-value, while polymorphism is the main property of the 
object-oriented programming. 
Polymorphism and comparing to instances allows increasing sharply the language facilities through data 
structures and processing procedures.  
Generally it is difficult to contend that functional languages are the best choice at any situation. For 
instant, they could not be recommended for writing the drivers. It is accepted that functional languages are less 
effective than C and FORTRAN, but at the same time it is not taken into account, that functional languages are 
more expressive than objective-oriented languages, and polymorphism has the same degree of generalization as 
C++ patterns. As the difference between the imperative and functional languages remains non-existence of 
variables, although it should be noted that Objective CAML is not the pure functional language. Imperative 
properties (such as assignment and variables) do not do much for completeness of the language, but often 
facilitates writing the program. 
Finally, it should be noted, that organization of polymorphism by means of inheritance causes heavy 
expenses: first, it is necessary to write large volume program code: describe classes, virtual function-members, 
hereditary classes and virtual function-members. Secondly, the result could be reached only by the virtual 
functions. In the other words, modeling of polymorphism should be done while functional is already put in and 
therefore is more elegant and effective.  
Coming out of the reasons above we consider that contemporary functional languages are not able to 
provide sufficient quantity of libraries and ready functions, as imperative and object oriented do. Therefore, 
unfortunately, functional languages failed to become the main instrument for creation commercial software.  
 
 
OBJECT-ORIENTED PROGRAMMING ON LISP BASIS  
N. Archvadze, M. Pkhovelishvili 
Resume 
 
The model of Object-oriented programming through the list of the LISP properties and the parameterized 
polymorphism of the last generation functional programming language - Objective CAML is considered. It is 
shown, that conceptually object oriented programming  is nothing else than paraphrase of the ideas of the 
functional programming language - LISP.  OO programming is just what the Lisp was able to do from the very 
beginning. There is nothing unexpected in transition from the functional style to the one of OO programming. 
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A NUMERICAL ALGORITHM FOR A ONE-DIMENSIONAL NONLINEAR 
TIMOSHENKO SYSTEM 
 
V. Odisharia, J. Peradze 
 
 
Key words: Nonlinear Timoshenko system, numerical algorithm, Jacobi iteration method, convergence 
of process.  
 
From the system of  Timoshenko equations given in [1], p. 24, we can obtain a one-dimensional variant 
of a nonlinear system which in the case of  axially symmetric static deformation of a plate has the form  
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where  0k ,E , h  and  H  are some positive constants,  5,00 <<H , )(xff =  is the given function, 
)(xuu = , )(xww=  and )(xNN =  are the functions we want to define, 10 ## x . 
Let us assume that the fllowing boundary conditions are fulfilled  
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From (1) and  (2) follows  the formula  
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Applying  (3), from  (1) we obtain a system of equations with respect to the functions w  and  N  of the 
form  
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which we complement with the corresponding boundary conditions  
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where the coefficients  niw  and  njN  are found by the Galerkin method from the system of nonlinear equations  
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The convergence of the Galerkin method  for both the static and the dynamic one-dimensional 
Timoshenko system is studied in [2], [4]. 
Let us consider the question of solution of system (7). Since (7) implies ,00 =nN  it can be assumed 
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(9) is a system of nonlinear equations with respect to ,niwiC .,...,2,1 ni =   For its solution we use the 
Jacobi iteration method [3] 
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Here  lkniw +,  is the )( lk + -th iteration approximation of niw , ,1,0=l   ,....1,0=k  
For fixed  i , (10) is a cubic equation with respect to  1, +kniwiC . Using the Cardano formula, we write  
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Let us represent system  (11) as follows 
),...,2,1( ,,2,11, knnknknikni wnwwwi CCC'C =+        (13) 














By virtue of  (11)-(13)  the diagonal terms of the matrix J  are equal to zero, while for the nondiagonal 
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It is required that for an arbitrary set of values knjw , , ,,...,2,1 nj =  the elements of the matrix J  






































C   .,...,2,1 nj =   
Then, as follows from the principle of compressed mappings, system (9) has a unique solution niw , 
,,...,2,1 ni =  the iteration process (13) converges, niknik ww = ,lim ,  ,,...,2,1 ni =  with the rate defined by 
the inequality  
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 Applying iteration approximations for niw , ,,...,2,1 ni =  and using formulas (8) and also (6) and (3), 
we construct approximations for the coefficients niN , ,,...,2,1 ni =   and the function  )(xu . 
 
 
A NUMERICAL ALGORITHM FOR A ONE-DIMENSIONAL NONLINEAR TIMOSHENKO SYSTEM 
 
Resume. We consider the boundary value problem for a system of nonlinear ordinary differential 
equations that describes the static behavior of a plate. An approximate  solution is obtained using the algorithm 
including the Galerkin method, the convergence of which was proved by the authors previously, and the 
nonlinear Jacobi iteration process, the accuracy of  which is discussed in this work.  
 
 
ricxviTi algoriTmi timoSenkos erTganzomilebiani arawrfivi sistemisaTvis 
 
reziume. ganixileba sasazRvro amocana firfitis statikuri deformaciis aRmweri 
Cveulrbriv diferencialur gantolebaTa sistemisaTvis. amocanis miaxloebiTi 
amonaxsnis sapovnelad gamoyenebulia algoriTmi, romelic moicavs galiorkinis 
meTods, romlis krebadoba adre iyo damtkicebuli avtorebis mier da iakobis 
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iteraciuli procesis krebadoba rxevis erTi samganzomilebiani 
amocanisaTvis 
 
j.feraZe, v. odiSaria 
 
 gasaRebi sityvebi: kirxhofis gantoleba, iakobis arawrfivi iteraciuli 
procesi, cdomilebis Sefaseba, aracxadi sxvaobiani sqema. 
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gantolebis samganzomilebian analogs, romelic pirvelad gamoikvlia s. bernSteinma. 
kirxhofis tipis gantolebebs mieZRvna araerTi mkvlevaris Sromebi (bibliografia ix. 
mag. [2],[3]). 
 CamovayaliboT (1), (2) amocanis amoxsnis erTi ricxviTi algoriTmi. 











= ,  










=  koeficientebs vpoulobT galiorkinis meTodis 
gamoyenebiT gantolebaTa Semdegi sistemidan da sawyisi pirobebidan  
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miRebuli (3), (4) amocanis amosaxsnelad gamoviyenoT aracxadi sxvaobiani sqema, 
am mizniT ],0[ T intervalze SemoviRoT bade bijiT MT /=  da kvanZebiT 
.,...,1,0, Mmmtm ==   kvanZiT mt  wertilSi miaxloebiTi )(321 miini tw  mniSvneloba 
aRvniSnoT 
m
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 CavTvaloT, rom (5), (6) sistemis amosaxsnelad gamoTvlebs vawarmoebT 
iteraciebis saSualebiT Sridan Sreze gadasvliT.Aiakobis arawrfivi iteraciuli 
meTodis gamoyenebiT gveqneba 
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kardanos formulis gamoyenebiT (7) sistemidan vRebulobT  
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moviTxovoT Semdegi pirobebis Sesruleba romeliRac )1,0(
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aRniSnuli pirobebis dasakmayofileblad Cven dagvWirdeba Semdegi formulis 
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iteraciuli procesis krebadoba rxevis erTi  
samganzomilebiani amocanisaTvis 
j.feraZe, v. odiSaria 
reziume 
 
ganxilulia sawyis-sasazRvro amocana kirxhofis integro-diferencialuri 
gantolebisaTvis samganzomilebiani aris SemTxvevaSi. miaxloebiTi amonaxsnis 
sapovnelad ganxorcielebulia etapobrivi diskretizeba sivrculi cvladebisa da 
drois argumentis mimarT. miRebuli kuburi sistemis amosaxsnelad gamoyenebulia 




THE COVERGENCE OF AN ITERATION METHOD FOR ONE THREE-
DIMENSIONAL OSCILLATION PROBLEM 
V. Odisharia, J. Peradze 
Abstracts 
 
 The initial boundary value problem for an integro-differential Kirchhoff equation is considered in the case of a 
three dimensional domain. To find an approximate solution, step-by-step discretization is performed with respect 
to spatial variables and a time argument. The obtained cubic system is solved by the iteration method. The 
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GRID - qselebis arqiteqturis monitoringis servisi 
z.modebaZe 
 
zogadi ganmartebiT - GRID es aris programul-aparaturuli garemo, romelSic 
geografiulad daSorebuli gamomTvleli mowyobilobebi erTobliobaSi qmnian 
mZlavr gamomTvlel resurss. am gamomTvlel garemoSi SeiZleba gaerTianebuli iyos, 
dawyebuli personaluri kompiuterebiT, damTavrebuli superkompiuterebiT, 
programuli paketebiT da informaciis miReba-gadacemis mowyobilobebiT.  
dResdReobiT GRID segmentebi iqmneba sxvadasxva daniSnulebisaTvis da 
sxvadasva proeqtebisTvis, ZiriTadi mizezi aris arsebuli amonacanebis gadaWris 
sirTule da masStaburoba. GRID teqnologia saSualebas iZleva resursebis 
gaerTianebisa (magaliTad ramodenime istituti aerTianebs Tavis gamoTvliT da 
bazur resursebs Tanamedrove globaluri amocanebis gadasaWrelad), agreTve 
monacemebis damuSavebis standartizaciis danergvas. mecnierebs saSualeba eZlevaT 
erTi da igive pirobebSi miiRon Sedegebi maTi analizisa da SedarebisaTvis. es 
mniSvnelovania roca mecnierTa sxvadasxva jgufi iRebs gansxvavebul Sedegebs, dgeba 
sakiTxi obieqturad swori Sedegebis amorCevisa, proeqtSi monawile mecnierTa 
jgufebisTvis erTiani sistemis da standartuli programuli paketebis Seqma da 
gamoyeneba gamoricxavs subieqturi, gauTvaliswinebeli mizezebiT gansxvavebuli 
Sedegebis miRebas. ase rom GRID aerTianebs aramarto resursebs, aramed uqmnis 
sxvadasxva qalaqebSi myof mecnierebs erTian garemos da agreTve uadvilebT maT 
monacemebis gacvlas da Sedarebas. SesaZlebeli xdeba sxvadasxva qveynidan mecnierTa 
jgufebma erTi da imave sakiTxze erToblivad, moxerxebulad imuSaon. 
GRID -Si gaerTianebuli iqneba sxvadasxva donis (tier) centrebi: 
Tier0 (CERN) -> Tier1 -> Tier2 -> Tier3 -> momxmareblebis kompiuterebi; 
centrebis doneebi erTmaneTisagan unda gansxvavdebodnen rogorc arqivuli da 
gamoTvliTi resursebis masStaburobiT, ise maTi funqcionaluri datvirTviT: 
• Tier0 - SemTxvevebis pirveladi rekonstruqcia da kalibrireba, 
monacemTa aslebis sruli bazis Senaxva; 
• Tier1 - monacemTa sruli rekonstruqcia, SemTxvevebis mixedviT 
aqtualuri monacemTa bazis Senaxva, gaanalizirebuli SemTxvevebis 
nakrebis Seqmna da Senaxva, analizi, modelireba; 
• Tier2 - gaanalizirebuli SemTxvevebis nakrebis replikacia da Senaxva, 
modelireba, analizi; 
• Tier3 - calkeuli samecniero jgufebis klasterebi. klasteri anu 
segmenti es aris kompiuteruli resursebis gaerTianeba Tavisi 
fizikuri da programuli uzrunvelyofiT, romelic Tavis mxriv 
dakavSirebulia momdevno donesTan maRalsiCqariani internetiT. 
amJamad, arsebobs Tier1 centrebi Semdeg qveynebSi: italia, safrangeTi, didi 
britaneTi, germania, aSS da sxva. dResdReobiT asociacia grena-sa da Tbilisis 
saxelmwifo universitets miRebuli aqvs granti samxreT-aRmosavleT evropis GRID-Si 
monawileobaze saberZneTis gavliT (e.w. SEE-GRID). agreTve mimdinareobs muSaoba 
regionaluri amierkavkasiuri GRID infrastruqturis mierTebaze saqarTvelos gavliT 
Savi zRvis auzis qveynebis globalur kompiuterul qselTan (proeqti BSI  Black Sea 
Interconnection). Tbilisis saxelmwifo universitetis maRali energiebisa da 
informatizaciis instituti CarTulia am procesSi. mravalprocesoriani gamoTvliTi 
segmentis (klasteris) Sesaqmnelad ganxorcielda kompiuterebis SeZena. SeZenisas 
gaTvaliswinebul iqna gamoTvliTi segmentis teqnikuri moTxovnebi (procesoris 
simZlavre, mexsiereba, diskuri masivebi). segmentis asawyobad SeirCa Semdegi 
kompleqtacia: 
1  mmarTveli serveri HP XW 4600, 
CPU 2.33 GHz   Core2Duo ,  4 Gb RAM,  2x500 Gb HD, 
7  gamomTvleli kvanZi, Hp dx 7400, 
CPU 2,4 Mhz Coreduo, RAM 2 Gb, 250 Gb Hd. 
pirvel etapze ganxorcielda TiToeul kompiuterze operaciuli sistema 
LINUX dayeneba, gamarTva, testireba. Gganxorcielda kompiuterebis qseliT SeerTeba 
da operaciuli sistemis Sesabamisad dakonfigurireba. mmarTvel serverze moxda 
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virtualuri interfeisis damateba gamomTvlel kvanZebTan kavSiris dasamyareblad. 










mmarTvel serverze diskuri masivebis konfiguracia moxda sarkuli principiT 
(RAID-1). erTi myari diskis teqnikuri dazianebis SemTxvevaSi informacia Senaxuli 
darCeba meoreze. 
Kklasteris Semadgeneli komponentebis da qselis gamarTvis Semdeg, am 
komponentebidan ganxorcielda erTiani integrirebuli gamoTvliTi sisenis awyoba. 
Seiqmna da gaimarTa erTiani NFS failure sistema. rac saSualebas iZleva serverma 
da gamomTvlelma kvanZebma martivad gacvalon erTmaneTSi informacia. 
erTiani failuri sistemis Seqmnis Semdeg moxda amocanebis marTvis sistemis 
instalireba-konfigurireba. amocanebis mmarTvel sistemad SerCeul iqna Torque, 
romelic warmoadgens Open PBS  is gaumjobesebul versias. 
Kklasteri dakonfigurirda ise, rom mmarTvelma serverma ar miiRos 
monawileoba amocanebis SesrulebaSi. mmarTveli serveri anxorcielebs mxolod 
amocanebis marTvas, xolo gamomTvleli kvanZebi asruleben momxmareblis mier 
gaSvebul amocanebs da abruneben pasuxebs.  
erTiani failuri sistemis gamoyenebiT moxda sistemaSi programebis gamarTvis 
centralizacia. magaliTad, mmarTvel serverze gaimarTa ATLAS eqsperimentis 
programuli uzrunvelyofa ATHENA, xolo gamomTvlel kvanZebze amis gakeTeba aRar 
aris saWiro. Sesabamisi programuli uzrunvelyofis biblioTekebs kvanZebi 
serveridan gamoiyeneben. 
Mmoxda gamoTvliTi segmentis kompleqsuri Semowmeba: amocanebis garCeva, 
failuri sistemisa da qselis. ganisazRvra segmentze momxmareblebis registraciisa 
da marTvis amocanis gaSvebis wesebi. 
rogorc zemoT iyo aRniSnuli, Semdgomi nabiji iqneba klasteris mierTeba 
evropul GRID qselTan. Aam samuSaoebis CatarebisTvis erT-erTi aqtualuri amocanaa 
sxvadasxva qselebis arqiteqturis monitoringis servisi. Aam amocanis gadaWrisTvis 
Seqmnilia integrirebuli programuli uzrunvelyofa PerfSonar.  
PerfSonar  es aris monitoringis servisuli saSualebebi qselTa Soris 
informaciis gacvlisTvis, romelic aadvilebs sxvadasxva qselis 2 hosts Soris 
kavSirisas problemebis gamovlenas. PerfSonar saSualebiT xorcieldeba GEANT2 da 
DEISA globalur qselur infrastruqturebs Soris informaciis gadacemis 
monitoringi. 
 PerfSonar is erT-erTi Semadgeneli nawilia programuli paketi PingER. Mmisi 
saSualebiT SesaZlebelia MySQL da SLite bazaTa cxrilebSi mogrovdes yvelanairi 
informacia qselebis funqcionirebis Sesaxeb. PingER programuli paketis srulad 
amuSavebisTvis garkveuli safexurebi da qmedebebia gasakeTebeli. PingER programuli 
paketis ZiriTadi gamSvebi brZanebaa : 
Ps  pinger-0.09 start 
xolo mis Sesrulebamde mzad unda iyos TviTon am programuli paketis 
sakonfiguracio faili saxelwodebiT : pinger.conf. 
 am informaciis Sekrebisa da Sesabamis SQL cxrilebSi ganTavsebis Semdeg 
saWiroa maTi normaluri vizualuri daTvaliereba. amisTvis arsebobs Perl ze 









 PingER GUI 
 Enter MA URL as it configured in pinger.conf  
 Use wildcard to get hostname or packetsize of interest. Move the mouse's pointer on End-to-End 
Links area. List of links will be updated automatically. 
Source Hostname: 
  Destination Hostname: 
  Packetsize:  
 End-to-End Links    
Graph parameters        Start Time       End Time     GMT offset    Type of metric: 
Upper RTT(or IPD) Limit:     Graph type: 
 
ra Tqma unda, am programuli uzrunvelyofis kodebi aris 
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ON CANONICALLY CONJUGATE FUZZY SUBSET 
M. Tsintsadze  
 
In the space of incomplete and uncertain information the ability of correct decision-making is the most 
incredible feature of human intellect, the modeling of the human mind principle and using it in the new 
generation computer systems, is the one of the main task of scientists. The significant step ahead in this 
direction was made 30 years ago by the California University Professor, L. Zadeh. His work Fuzzy Subsets 
was the base of the intellectual system modeling and became the initial point of new mathematical theory.  
Zadeh made the generalization of set, as the classical Cantor notion, accepting that the characteristic 
function (membership function) can have any meaning in the internal [0,1] and named such sets fuzzy. He 
also explained the set of operations on fuzzy sets and generalized the famous logical methods such as modus 
ponens and modus tollens. 
Introducing the linguistic variable notion and accepting the existence of fuzzy subsets as its meaning 
Zadeh created the powerful system of the intellectual processes, fuzzyness and uncertainties description. The 
further works of the Professor Zadeh and his followers have created the important base for the fuzzy control 
methods in engineering, industrial practice. 
The compilation of fuzzy information as well as the effective and fast realizable algorithm development - 
is very actual in modern world. The works of the famous scientist - L. Zadeh, D. Dubois, H. Prade, A. Kandel, 
A. Kauffman and others are dedicated to this issue. 
Fuzzy logic is derived from fuzzy set theory dealing with reasoning that is approximate rather than 
precisely deduced from classical predicate logic. It can be thought of as the application side of fuzzy set theory 
dealing with well thought out real world expert values for a complex problem. 
Degrees of truth are often confused with probabilities. However, they are conceptually distinct; fuzzy truth 
represents membership in vaguely defined sets, not likelihood of some event or condition. 
In many cases of intellectual activity of human there exists virtually unlimited number of ways of inter-
action of a subject with the object. As a result of this, the controlled inter-action is almost always incomplete. It 
is based on limited (generally small) number of attributes (color) of the object which corresponds to the 
interests of the subjects and which he/she can recognize. Sometimes these colors are not available for the direct 
observation but are available only in terms of their abstract modes (or quantity models), being the results of the 
direct perception or some specific measuring procedures. In this case the information loses the definition, 
univocacy and there appears the uncertainty. 
By Dubuis and Prade : data in informatics  it is the set of so-called informational units. Each of 
informational units is the four: (object, sign, value, plausibility) [2]. Its important to differ the notion of 
inaccuracy and uncertainty. Inaccuracy belongs to information content (corresponding to the component 
value), and uncertainty  to its verity, understandable in terms of compatibility with reality (component 
plausibility). For the given various information there exists the opposition between inaccuracy of expression 
content and its uncertainty, expressed in that with the increase of expression accuracy, its uncertainty rises as 
well and vice versa, uncertain character of information leads to some inaccuracy of the final conclusions, 
received from this information. We see that from one side these notions in a certain way in contradiction, and 
from another side  complete each other upon the data presentation.  
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We offer to model this situation by means of new concept of optimal pare of fuzzy subset and its 
canonically conjugated one [1]. Generally, fuzzy subset is constructed on the basis of expert estimation of one 
of the commutate component. From this point of view, fuzzy subset, constructed in this way, characterizes 
informational unit incompletely. We offer the method of construction of the informational unit membership 
function taking into account the both canonically conjugated components simultaneously and hence describing 
this unit in the most complete and optimal way. In the frames of optimal model the fuzzy logics and generalized 
information theory [3] is constructed, corresponding to the canonically conjugated subsets.  
Now we shall shortly consider those general reasons which are laying in the basis of our model 
construction. 
Significant that every color characterized by numerical parameter or parameters is the random 
quantity. Lets denote its distribution density by ( )x3 , its nonnegative number and we may present it in 
following way: ( )2xN . (note that  ( )xN  is the element of 2L  Hilberts space), in this case well put the 
object in correspondence with linear operator 
@
p , by : ( ) ( )xxp NN =@ , where  x  is the value of color 
numerical characteristic, so we may call 
@
p  the color operator. Consider  N  functions Fourier 
transformation: ( ) ( )dxxey icxyN' 4+

, its known that if  ( )4+

=12 dxyN  , than ( )4+

=1dyy 2' , so we may 
consider  ( )2y'  as density function ( )y3  for some y,  random quantity. 
So every numerical value of color would be in correspondence with random parameters math. 
expectation value. 
As  ( ) 0dxx1
pI
"" 4 3  we consider it as the value of the membership function, analogically 
( )4
cpI
dyyO  is the value of other membership function. 
Describe the uncertainties on  x  and  y axis with appropriate dispersions: its known that between 2x  
and 2y  exists the connection: c2y2x "  so, we see that, reduction of x uncertainty value brings y uncertainty 
increasing and vice versa, so if we want to take into consideration   both uncertainty commonly, we offer the 
following way: lets find such ( )x3 ( properly such ( )xN ) and ( )yO  (properly such ( )y'  ) that: c2y2x =  
. Using the analogic method of  quantum-mechanical model [3] solution, we have: 































1y,y CO  
The  caracteristic intervals will be selected in the following way: 
( ) [ ]22 x;x ififi +=j % %%%%   and ( ) [ ]2ii2i x;x fifi +=j % %%%%  
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  and c  in general cases depend on fx  and fy  appropriately. In dispersion terms  uncertainty is 
optimal if const
c
= ii  , in accordance of this, the membership function is 






















































Thus we have the membership functions appropriate to the uncertainty and plausibility, which are 
optimal according to above-mentioned sceme. There is possibility [4] to describe both uncertainty commonly: 
the algorithm is such: we calculate the color pair ( )cp,p  appropriate numerical parameter (random quantity) 
membership functions density with the following formula: 
( ) ( )4 += GG G dde,My,xf )yx(i  
where in the integrated functions  x  and y  represent correspondingly p  and cp  operators proper values, 
and 
( ) ( ) ( )( ) ( ) ( )( )ye,yxe,x,M )pp(ipp(i cc ''NNG GG +f+f ==  
the results of calculations are: 












and the membership function is the following: 
( ) ( )






i×i = ,,µ  
ON CANONICALLY CONJUGATE FUZZY SUBSET 
M. Tsintsadze  
ABSTRACT: The aim of the work is construction of informational unit membership function with the 
help of new concept - canonically conjugated fuzzy subsets where both complimentary and simultaneously 
concurrent components uncertainties are taken into consideration. The above-mentioned notion allows modeling 
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