Abstract-A set-valued observer (SVO) produces a set of possible states based on output measurements and a priori models of exogenous disturbances and noises. Previous work considered linear time-varying systems and unknown-but-bounded exogenous signals. In this case, the sets of possible state vectors take the form of polytopes whose centers are optimal state estimates. These polytopic sets can be computed by solving several small linear programs. An SVO can be constructed conceptually for nonlinear systems; however, the set of possible state vectors no longer takes the form of polytopes, which in turn inhibits their explicit computation. This paper considers an "extended SVO." As in the extended Kalman filter, the state equations are linearized about the state estimate, and a linear SVO is designed along the linearization trajectory. Under appropriate observability assumptions, it is shown that the extended SVO provides an exponentially convergent state estimate in the case of sufficiently small initial condition uncertainty and provides a nondivergent state estimate in the case of sufficiently small exogenous signals.
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I. INTRODUCTION

C
ONSTRUCTIONS of observers for nonlinear systems often rely on some form of underlying linear dynamics. The extended Kalman filter (EKF) [6] linearizes the state trajectory about the current state estimate, resulting in approximate linear time-varying error dynamics. Output injection methods [8] employ a state transformation to obtain exact linear time-invariant error dynamics. Similarly, [5] employs a state transformation to obtain exact linear time-varying error dynamics, where the "time-variations" actually are due to a measured endogenous signal. See [11] , [12] , and [16] and the references therein for a further overview of nonlinear observers.
Reference [12] takes a more direct approach by viewing state observation as finding the unique solution to simultaneous nonlinear equations through successive iterations. In the case of no process and measurement noise, the authors construct an observer for which the estimation error exponentially converges to zero for sufficiently small initial condition uncertainty. They also show that the extended Kalman filter resembles a single iteration of their approach.
In case of nonzero exogenous signals, the simultaneous nonlinear equations formed in [12] solution, but rather a set of possible solutions. This situation resembles guaranteed state estimation for linear systems. A guaranteed state estimator, alternatively called set-valued observer (SVO), assumes a priori bounds on exogenous disturbances and noises and constructs sets of possible states which are consistent with the a priori bounds and current measurements. The survey article [10] presents a historical account of such methods. See also the text [2] and collection [9] . References [14] and [15] also consider the construction of SVO's for linear time-varying systems. The authors present a recursive method to construct these sets of possible states and show that the centers of these sets represent optimal state estimates in an -induced norm sense. In the linear case, sets of possible states generally take the form of (convex) polytopes. While it is possible to define conceptually an SVO for nonlinear systems [2] , an explicit construction of the set of possible states is essentially prevented by the generality of (possibly disconnected) shapes.
In this paper, we mimic the EKF and construct an extended SVO for nonlinear systems. Following the construction in [14] and [15] , we construct an observer which bounds the actual set of possible states. We show that the extended SVO provides an exponentially convergent state estimate for sufficiently small initial condition uncertainty. (A similar convergence property for the EKF was established in [4] and [16] .) Furthermore, the extended SVO provides a nondivergent state estimate for sufficiently small unknown exogenous signals. In the special case of linearizable error dynamics as in [5] and [8] , the extended SVO produces the exact set of possible states.
As in the EKF, the extended SVO linearizes the state equations about the current state estimate. Unlike the EKF, the extended SVO does not neglect the linearization errors. Rather, the linearization errors are considered as exogenous disturbances and are used to bound the set of possible states. An attractive feature of this approach is that the linear SVO optimally minimizes the effect of exogenous disturbances, and hence possibly the effect of linearization errors, on the estimation error. The main shortcoming of the extended SVO is the real-time computational burden of solving several small linear programs.
The remainder of this paper is organized as follows. Section II reviews some basic notation and terminology. Section III discusses the general nonlinear observer problem and reviews the linear SVO. Section IV defines the extended SVO and derives its convergence and nondivergence properties while assuming observability along the estimated trajectory. Section V relates the observability of a nonlinear system to 0018 
III. OBSERVERS FOR NONLINEAR SYSTEMS
A. General Definitions
Consider a nonlinear system of the form (1) where is unknown process noise, is the measured output, and is measurement noise. The effects of a known input can be incorporated as time variations. Initial conditions are restricted to the set which is introduced in case the dynamics evolve over a (not necessarily small) compact set (cf., Section V). Unless otherwise specified, we will take
We assume for now that and are continuous. Additional differentiability assumptions will be made as necessary.
An observer is a dynamical system where is the state estimate, and takes its values in some metric space, Typically, However, in the case of SVO's, will represent with the Hausdorff metric.
We make the following a priori assumptions on (1). The following definitions describe various desirable observer properties (see also [12] ). We will separate the cases of noise-free dynamics and noisy dynamics. [12] and [16] since only the initial condition uncertainty must be small, while the initial condition itself can be arbitrary in Global properties also can be defined but are not needed here. Nondivergence implies that the estimation error tends to zero as collectively tend to zero. The time allows some "startup time" for the observer.
B. The SVO for Nonlinear Systems
We are interested in constructing the set of possible states, denoted , which are consistent with the current measurement trajectory and a priori Assumption 3.1.
First define the set by for some
In words, represents the set of possible states at time based on the single measurement only. Similarly, define for some
In words, denotes the anticipated set of possible states at time based on measurements up to time Note that and all depend on the current measurement trajectory. However, this dependence is not explicitly expressed for the sake of notational simplicity.
Algorithm 3.1 (SVO):
Let be a measurement trajectory of (1) [10] , [14] , and [15] and are reviewed briefly in the next section.
C. The SVO for Linear Systems
In this section, we review the SVO for linear time-varying systems. In the case of linear dynamics, the resulting sets of possible states take the form of polytopes, and computational procedures exist which implement Algorithm 3.1. These procedures propagate the set of possible states based on the current measurement trajectory through the solution of several small linear programs (cf., the survey paper [10] , text [2] , papers [14] and [15] , and references therein).
In the following discussion, we consider convergence and nondivergence properties of the central estimate, Let (1) now take the linear form (2) where is a known input. Remark: For the sake of notational simplicity, we assume without loss of generality for the remainder of this section the absence of a "known input" in the state dynamics. The inclusion of a known input follows from minor modifications. Define and . . .
Assumption 3.2:
The linear time-varying system (2) satisfies the following.
1) The matrices and are uniformly bounded. 2) There exist and such that for all Assumption 3.2-2) is an observability assumption which assures the existence of an asymptotically convergent and nondivergent observer. In particular, we will need the following gramian-based observer. Optimality properties of central estimates are discussed in [10] and more recently in [14] and [15] . Clearly, central estimates are optimal in an absolute error sense. In fact, central estimates are optimal in an induced norm sense as follows. Let and let Define Let be a measurement trajectory, and define the following -dependent performance index at time consistent with up to time References [14] and [15] show that central estimates minimize the above induced-norm performance index.
IV. AN EXTENDED SVO FOR NONLINEAR SYSTEMS
In the nonlinear case, the SVO algorithm must propagate general sets in This essentially prevents any computational implementation of the algorithm. In this section, we mimic the EKF and construct an extended SVO for nonlinear systems.
We will consider the simplified nonlinear system
Having the disturbances, , enter linearly can always be satisfied at the cost of higher order dynamics by augmenting the system with a delay. The linear output assumption is made with some loss of generality. In some cases, the output can be part of the state vector after an appropriate transformation. Assumption 4.1: For any the function in (4) is continuously differentiable, and for all where Assumption 4.1, as stated, requires that the linearization residuals are uniformly quadratically bounded. In fact, the forthcoming extended SVO only requires that these residuals are uniformly bounded over all state/estimate trajectories. This essentially reflects that the system evolves over a (not necessarily small) compact set (cf., Section V).
The forthcoming extended SVO will produce sets of states, , which bound the actual sets of possible states, i.e., Let denote the central estimate based on Linearizing (4) about leads to
Based on this linearization, the bounding sets can be computed as follows. As before, define for some It will be convenient to express the sets as deviations from their centers. Toward this end, define and As with the nonlinear SVO, the initial condition of the extended SVO when expressed in state-space form is the set We see that the extended SVO bounds the sets by considering the linearization residuals, as exogenous disturbances. This is unlike the traditional EKF which simply ignores the linearization residuals (although it is possible to include "expected" residuals in a "second-order" EKF). If available, tighter bounds may be used in place of In fact, the residual bounds can be a function of the current setvalued state estimate (at the cost of increased computational burden). As with the linear SVO, the sets are polytopes and can be computed by solving several linear programs.
We now establish convergence and nondivergence properties of the extended SVO estimate, Along a particular estimate trajectory, define and . . . Similarly to the case where the false system which produces the same sets of states is now Furthermore, a gramian-based observer applied to this system assures that there exist and such that any satisfies (6) Pick and as in Proposition 4.3 with Then whenever and
Rearranging this inequality leads to (8) for appropriately defined Then
and (11) together imply (12) We may proceed inductively to establish that is uniformly bounded.
As before, is bounded by the initial condition uncertainty,
In terms of Definition 3.1, given any we can select and These parameters assure that whenever and the estimation error remains bounded. Furthermore, the total estimation error after time approaches zero as collectively approach zero.
C. Special Cases
Two special classes of systems previously considered for nonlinear observers are nonlinear systems whose dynamics after state transformations take the form or more generally
The first system, considered in [3] and [8] , represents a nonlinear system which is state equivalent to a linear system with output injection. The second system, considered in [5] , represents a special structure which resembles a linear timevarying system whose "time-variations" are actually due to the measured output.
For either structure, it is possible to generate error dynamics which are either linear time-invariant or resemble linear timevarying dynamics via the observer
Let Then
The underlying linear error dynamics then greatly simplify observer design. It turns out that for these classes of systems, the extended SVO actually generates the exact set of possible states. In particular, consider (13) where the state vector is partitioned and there is no measurement noise. Note that (13) includes both previous structures, but after appropriate state transformations have been made.
Proposition 4.4: Consider Algorithm 4.1 applied to (13) with
The sets exactly represent the nonlinear SVO of Algorithm 3.1.
Proof: The proof follows by observing that for all
Noting that the -dynamics in (13) are linear and completes the proof. Example 4.1: Consider the dynamics of a freely rotating rigid body These dynamics were considered in [7] as well as [5] . Both references derived state transformations which linearize the error dynamics, however the transformation considered in [7] relies on a priori knowledge of maximal and minimal values of A discretized version of these dynamics yields which are already in the form of (13) without any state transformations. The quantities can be used to reflect discretization errors.
V. OBSERVABILITY AND TRAJECTORY LINEARIZATION Assumption 4.2 was critical in establishing the convergence and nondivergence of the extended SVO. Reference [16] considered the case of no exogenous disturbances and noises and showed that an assumption analogous to Assumption 4.2 for the EKF can be bypassed whenever (4) evolves on a compact set and the initial condition uncertainty is sufficiently small. We now prove a similar result tailored to the extended SVO which accommodates nonzero process and measurement noise. An appealing feature of the present approach (cf., Theorem 5.1) is that the proof follows from only slight modifications of the proof of Theorem 4.1.
We begin with the following assumptions on (4). [12] . In words, the mapping relates the output of (4) to a previous state and to exogenous signals over a prescribed interval. The implication of Assumption 5.2-3) is that there exists an observer, , which uniquely determines the state at time , given knowledge of the observations, , disturbances, , and noises, Along any trajectory of (4) Proof: We will focus on the proof of nondivergence. The proof of asymptotic convergence is similar.
Let and be such that for all 1) 2) implies
The existence of such constants is assured by the timeinvariance and compactness assumptions. Let If we can assure that for then (14) Toward this end, let us assume that and define and Then an argument similar to that for Proposition 4.3 shows that and together imply that which in turn implies (14) .
The remainder of the proof follows equations (7)- (12) with and replacing and and with the same and
Since proceeding by induction shows that for all we are assured that the corresponding in (6) are uniformly bounded.
In terms of Definition 3.1, there exists a such that for any and together imply
In words, we have shown that the extended SVO is asymptotically convergent and nondivergent whenever 1) the system evolves within a (not necessarily small) compact set, and 2) the initial condition is uniquely determined (in a continuously differentiable manner) in a finite number of steps given knowledge of all exogenenous signals.
Finally, the following example demonstrates that in the time-varying case, compactness need not assure that uniformity constants exist. 
VI. A SIMULATION EXAMPLE
We will consider state estimation for a discretized Van der Pol equation which was also considered in [1] . Performing a discretization of step size leads to where and denote discrete-time noises. Note that these equations are in the form of (13) in case Let Linearizing the above right-hand side about leads to where The simulated extended SVO followed Algorithm 4.1, except that it exploited maximal values of to bound on An EKF as described in [16] also was included in the simulations.
The following simulation parameters were used for Simulations 1-4.
• System parameters:
• Noise bounds: • SVO initial condition:
• Initial a priori covariance matrix:
• Initial a priori state estimate: The particular simulations are described as follows. 1) Constant Noise:
2) Constant Noise:
3) Uniform Random Noise:
4) Bang-Bang Random Noise:
Both the EKF and extended SVO generally follow the state trajectory, however the SVO state bounds are very conservative. Fig. 1 illustrates these bounds for Simulation 1. Table I summarizes the mean-square estimation errors starting after time
The extended SVO seems to outperform the EKF whenever the simulation significantly departs from the stochastic structure for which the linear Kalman filter is optimal. This includes Simulation 4, in which the extended Kalman filter was provided with the correct variances.
The following simulation parameters exhibiting large initial condition uncertainty led to divergence of the EKF, while the extended SVO locked onto the true state within two time steps.
• Noise Bounds:
• SVO initial condition:
• Initial a priori state estimate:
• Uniform random noise:
Despite these results, it is unclear whether either observer generally exhibits superior convergence and performance. The extended SVO does have a significantly larger computational burden.
VII. CONCLUDING REMARKS
In this paper, we have considered an extended SVO for nonlinear systems and derived guaranteed convergence and nondivergence properties. The main shortcoming of the extended SVO is the significant computational burden of solving several linear programs. The number of variables for these linear programs approximately equals the number of state variables and exogenous disturbances. The number of constraints depends on the complexity of the resulting sets of possible states. Theoretically, this number could increase with the number of measurements. In the simulation example, however, the number of constraints was rarely larger than 20 and usually less than 10. Given this computational burden, real-time application seems unlikely for systems with fast dynamics.
