We introduce Reaction-Evolution-Migration Systems and explain their importance in the scientific field. Details are given of data parallel implementations of such systems, and how a naïve attempt can give very poor performance for stochastic simulations. Thus details are given of a number of dynamic load-balancing strategies to counter this problem, along with comparisons of the performance and ease of implementation of these strategies.
Our particular interest in reaction-migration systems is to enable a study of complex ecological systems, and in particular to study the effects of mutation and evolution within such systems. We therefore intend to implement complex numerical simulations of interacting species, where certain attributes of each species can be successively adapted through random mutation. If these implementations are then efficient enough and simulations can be run of large systems over long time periods, we should be able to present some results that describe the effects produced by mutation and evolution within the systems. These reaction-evolution-migration systems (REMS) can be seen to be directly applicable to ecological studies of species interactions, and the effects that mutation can produce in such systems, whether the reactants are competing/co-operating/parasitic species, or whether the model shows the interaction between a single species and some changing environment. However, there may well be other applications for such extended models. In epidemiology, we can currently model a viral epidemic (e.g. AIDS) moving through a simple population through contact infection [2] , maybe REMS will also allow the simulation of epidemics of infections that can in some way mutate, and thus change their impact or infectiveness on the population. In biochemistry and botany we could model the effects on reacting systems produced by small adaptions in the nature of the reactants, for example if slight changes in molecular structure will affect end results of reactions. Thus, although we concentrate here upon our particular ecological model, the modelling techniques developed may be of much wider applicability.
Problem Definition
Let X i;j and Y i;j (where i; j = 1; : : :; N) describe the population (or concentration) in each site (i; j) in a two-dimensional world of N N sites with periodic boundary conditions (such that sites where i; j = 0 are indeterminate from sites i; j = N, and likewise for sites 1 and N + 1). In addition, let and be the rates of migration between neighbouring cells, and we can then write the following equations: where f and g are the functions that describe the interaction between X and Y within each cell.
In [6] Renshaw details Turing's approach to the linearisation of generalised functions f and g, and the subsequent analytic solution of these equations in one dimension. Renshaw then introduces the following general non-linear structure for the interaction functions,
Through careful choice of the coefficients r i ; a i ; b i ; and we can now produce a variety of different systems. Renshaw first models a spatial Volterra [10] predator-prey system, and then looks at the more interesting stochastic wave simulations that can be produced by using coefficients that produce inherently unstable local interactions. Our task now is to extend this work into two dimensions and implement numerical realisations of both the deterministic and stochastic forms of the system. For the case of systems that produce spatial and temporal waves we can define the eight interaction/migration coefficients in terms of just three system variables: the system instability I, the ratio of desired wave number W to world size N , and the size of the equilibrium populations X = Y . Table 1 details how each of these coefficients is determined. 
Spatial Decomposition
The most obvious and straightforward way of decomposing spatial models such as that described above; as well as other spatial applications such as molecular dynamics, lattice gas cellular automata and cosmological modelling; is to perform a spatial decomposition. For data parallel implementations we could construct an array of spatial locations (the array having the same dimensionality as the physical world we wish to model), and this array could then contain the value of the local populations in each cell -be that animals, particles or galaxies. This array can then be distributed across the available processors. Local interactions, which may depend on the size of local populations, can be performed in parallel with little difficulty by the processor assigned to each array element. In addition, since migration is allowed only to nearest neighbour locations, this can be performed using the inherent local communication facilities provided by the parallel architecture. Thus on the Connection Machine one could use either CSHIFT or PSHIFT for these operations.
This approach works extremely well for systems where there is an identical amount of work to be done for each location in the model, and hence for each array element within the machine. This is because the calculations are perfectly balanced across the machine, and therefore make maximum use of the available resource. The results shown in Table 2 are for a deterministic realisation of a simple two species reaction-migration model. We have two distributed arrays, each containing a single real number value that represents the current species population for each location, and these values are updated every iteration. The "raw CMF code" version represents code that was ported from a workstation implementation onto the CM-200 with the minimum of effort (about one hours work for 300 lines of Fortran77). The performance was then improved by a further 19.3% by the use of poly-shift (PSHIFT) multi-dimensional communication routines provided for Connection Machines to perform regular shifts to all four nearest neighbours simultaneously. Finally a further 6.4% improvement resulted from other optimisations such as "code-blocking" -placing parallel code in contiguous sections within the program. We thus obtain a very impressive 844 times speed-up by running on the full Edinburgh CM-200 (16k processors) when compared to running on a desk-top workstation.
Stochastic Simulations
Unfortunately we cannot always guarantee that calculations are so well balanced across our distributed arrays, and when this situation arises we can easily make very inefficient use of parallel machines with an SIMD architecture. This results from the fact that all processors must perform identical operations in complete synchronisation, therefore all processors must perform the same number of operations as the most heavily loaded processor, even if they actually have much less work to complete. These unwanted operations are prevented from affecting the results by "masking" techniques (effectively turning off sets of processors for particular calculations), although they obviously do affect simulation times. Our particular field of research exposes this load-balancing problem particularly well, and we will shortly concentrate on our particular system. However the same problems can be found in very many other applications that are typically thought of as "difficult" to implement in a data parallel fashion. In fact such problems are often relatively easy to implement naïvely (and obtain poor performance), the "difficulty" usually lies in producing an efficient implementation.
Efficiency problems arise in data parallel implementations of reaction-migration models once we move from deterministic to stochastic simulations. There is much debate in the ecological and biological communities as to the relative merits of the two approaches (see Chapter 1 of Renshaw [6] for a brief review). This has lead to two main modelling groups; one that follows the ideas of May [3] in that complex ecological behaviour can be explained by the fine structure found in deterministic chaotic systems; and the other [1] that believes that nature is inherently stochastic and should be modelled as such. Since it is our ultimate desire to model mutation and hence evolution (both of which we believe to be naturally stochastic processes), we feel ourselves in favour of the stochastic approach.
For strictly correct stochastic simulations we immediately face load-imbalance problems once our models contain non-homogeneous population levels. This occurs because we should make a set of probability calculations for each individual in the system, rather than a single calculation for a total population in a particular location. This involves the generation of many pseudo-random numbers to compare against calculated probabilities, and is therefore temporally expensive on any computer architecture. In fact, although one could approximate with a single stochastic calculation for each location (hence balancing the implementation), for our evolutionary system studies we must track individuals, since each is potentially unique in terms of its current attributes. We are therefore forced to make individual probability calculations for each member of each species.
If the system under study is fairly stable, and hence contains populations that never stray far from equilibrium positions, any slight imbalance between processing elements can probably be suffered. However, since we must use inherently unstable interactions to produce the spatial and temporal wave patterns in which we are interested, we find that cell populations inevitably move a great distance away from equilibrium. Figure 1 shows a typical population distribution from a stochastic reaction-migration system (with negative instability, i.e. a fairly stable case) after just one time unit (1000 iterations).
It should be noted that there is a logarithmic scale for the number of occurrences in Figure 1 . We therefore see that in over 6500 locations the population is below 10 and in almost 8000 locations it lies between 10 and 20. The number of occurrences then decays rapidly for higher populations, we find that there are two cells (from 16384) with a population between 200 and 210, and there are just eight cells with a population of over 210. Over the course of a full simulation the maximum cell population (M , say)
will fluctuate between 150 and 800 (for I = ?0:1, the range becomes 250-1500 for I = 0:0) and never more than a very few cells will contain a population within an order of magnitude of this maximum. It is therefore obvious that a simple spatial decomposition will be highly inefficient, since M pseudo-random numbers will be generated, and M probability calculations will be made for every cell, even though the vast majority contain fewer than 20 individuals. The effect that this inefficiency has on run-times can be seen from Figure 2 . This graph details the time taken to complete sets of iterations on a 128 128 world. The upper line on the graph shows the total population of the world, and it can be seen that this rises from the initial configuration to a relatively constant level of just over one million individuals. The two lower lines show the time taken to compute successive blocks of 100 iterations. The lower of these is for a test case where the total population at each iteration (as taken from the actual simulation) is evenly distributed across all processors but interaction and migration probabilities are forced to be zero, hence providing ideal balance but removing all reality from the simulation. However we can use these timings as a comparison to the actual timings taken for a particular stochastic run (the central line). We can observe the sudden growth in run-times as hot-spots emerge in the world, and certain cell's populations grow rapidly. After 3-4 time units the time necessary for the last 100 iterations does settle down, but it is still (in this case with I = 0:0) around an order of magnitude greater than for the test case. It is this discrepancy that we need to overcome if we intend to study these systems over very long time periods in order to analyse any evolutionary effects.
It can also be noted that the run-time of successive iteration sets is rather unpredictable for the unbalanced implementation, since it depends upon the latest value of M. However once we evenly distribute the work the run-times become very regular since the total population has reached its quasi-equilibrium value.
Data Decomposition
The obvious solution to the load imbalance problems of this application is to consider another form of data decomposition. Since we cannot rely upon our locations to be of equal work-load, then we must find another unit of decomposition that is consistent. In the case of our ecological models we can think of distributing the individuals of each species amongst the processors, since for each member of each species we have the same simple probabilistic calculations to perform. This will give us a very large data structure to work with (simulations often contain a million or more individuals, each described by a few integer values), but one that is evenly loaded in terms of calculations, and the large number of elements should ensure an even spread amongst the processors. Unfortunately, such a change of data structure does bring up some problems of its own. In order to make the necessary calculations for local interactions, each individual must know the number of each species that occupy the same cell. This information can be contained within the local data structure that each individual carries, however it must be updated at each iteration, and could be affected by events at any other location within the data structure. Such events will almost certainly be non-local to the processor, and thus we must engineer the code to efficiently keep track of cell populations as well as individuals, and, in addition, allow mutual communication between both sets of information. We have therefore converted the problem of load-imbalance into one of a slightly more complex data structure which requires substantial amounts of internal communication. If we can bring this communications cost down to a reasonable level, then we may have an implementation with a relatively short and also predictable run-time.
Scan-order-scan
Our first attempt to introduce a new data structure involves describing each individual with five integers, these represent the animal's type (predator or prey), the x and y location, and the local predator and prey population. By forming a two-dimensional array of animals we can store these few integers along one dimension (which we can keep local to a processor), and use the other (distributed) dimension to range through the individuals in order according to their location. In this way all interaction and migration calculations can be made with reference to purely local variables. Problems arise, however, once any change occurs to the elements of this array, for example if an individual dies, reproduces or migrates, since each of these events effects the cell populations and locations held on each processor. Therefore at each iteration we must re-evaluate the number of each species in each location. In order to do this we must expand our data structure slightly to hold a few more local variables, and we must allow the array's distributed dimension to vary in size to allow for an increasing total population. We can then use parallel prefix (scanning) and sorting operations to move through the array to recalculate total cell populations. Figure 3 shows the array structures necessary to implement this strategy. 2 2 2 2 2 1 1 1 5 5 5 5 5 5 3 3 3 3 3 2 2 2 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 2 3 4 5 6 7 8 9 10 11 12 13 14 1 1 1 1 1 1 1 1 1 1 1 1 1 1 0 0 0 1 0 0 0 -1 1 0 0 0 0 Figure 3 : A simple representation of the array structure necessary for the scan-order-scan strategy.
In addition to the extended first dimension of the array of individuals, Figure 3 also details two logical arrays cflag and sflag, these denote the cells that contain the first individual of a new cell or species respectively. The main iterative loop of the program then moves the system forward in time, and undergoes the following operations for each iteration.
Interaction calculations:
Using an individual pseudo-random number and the location populations, each individual makes a probabilistic calculation to decide whether it lives, dies or reproduces. The result of this calculation is stored in the "survivors" element of the data structure. There are only three possible values to be stored here; a zero if the individual has died, a one if there has been no change, and a two should the individual have reproduced.
Re-contiguise:
This unusual term refers to the action of reorganising the distributed array following the changes brought about in the interaction phase. This involves the removal of gaps created by mortality events, and the addition of new individuals following births. In order to create maximal efficiency of memory usage and of performance, this reorganisation should be performed so that all gaps are removed and we have a single contiguous section of individuals in the array. This can be achieved using the technique developed by Boghosian [8] that scans the array creating partial sums of all individuals, these values are then stored in the "total" elements (see Figure 4 ). We can then use the values in the "total" element as the identifiers for the locations to which the contents of every currently live individual (i.e. "survivors" equals one or two) should be sent. This allows the array to shrink or expand with the total population, with all gaps being removed. The final step of this process is to do a local copy for all the birth cases into the free space left beside them (see Figure 4 ). An added advantage of using this technique is that it retains the original ordering within the array.
Migration calculation:
More pseudo-random numbers are used to allow calculations to be made as to whether each current individual undergoes migration. By comparing the number generated to the defined probabilities we can determine in which of the four possible directions an individual is to move. We here use the last two local elements of the array to describe any such movement.
"Move size" gives the amount of change to be added to the current x or y location value, thus this can be either +1,?1 or zero. This change is then added to the value stored in the element that is indexed by the value stored in "Move dir", i.e. either '1' or '2', defining x and y movement respectively, with '1' as the default for no movement. Using this slightly convoluted structure allows all migrations to be performed in one simple step, regardless of species or direction of motion, and this has its reward in the run-time details given later.
Resorting:
The unfortunate effect of the migration of individuals is that the data structure will no longer be sorted according to location values. This order is necessary later when we wish to find new total cell populations, and thus the array must be resorted. There are sorting routines provided for the Connection Machine and these are used to sort the array in terms of x-location, y-location and then species.
Re-totalling:
Following the sorting process we must re-process the logical cflag and sflag arrays to find the location of new cells and species. These arrays can then be incorporated in addand copy-scan routines to provide each individual with the latest value of species populations for its location. These routines perform a segmented add-scan through the array of individuals summing members of each species. This sum being reset each time sflag is set to TRUE. Once these sums are known they can be copied to all animals within locations by segmented copy-scans between the locations where cflag is TRUE. By reversing the direction of this scan we can achieve this spreading of totals using just two copy-scans.
The scan-order-scan (SOS) strategy described above works very successfully in terms of maintaining constant run-times for stochastic simulations. It does however suffer from fairly high overheads, mostly due to the sorting of such a large array. The cost of this sort is however constant, and thus the relative cost of using this technique is highly dependant upon the amount of calculation involved in the interaction and migration routines. For the straightforward interactions used in this work this means that the time for sorting is around seven times that for the interactions. When one adds in the times for the various parallel prefix operations the result is an overhead of approximately an order of magnitude over the perfectly balanced case. We have therefore gained nothing for the effort of implementing the dynamic load-balancing strategy. However, the cost of the sort and scan routines are constant with array size (i.e. total population), and therefore their relative overhead decreases as the complexity of the interaction and migration routines increases. This technique may therefore be useful for molecular dynamic or n-body problems where the calculations to be made for each individual can be very large. As we increase the complexity of the interactions in our ecological models, as we desire in order to introduce mutation and evolution effects for example, using this technique will become less of an overhead. However, if we can develop some even more efficient method this would be preferable.
Double array distribution
In an effort to maintain the balance and speed of using a distributed array of individuals as in the SOS strategy, but with a desire to avoid the costly sorting operations, we are currently developing a strategy that is a hybrid of this and the standard spatial decomposition technique. This technique uses two separate array structures, both distributed across the machine, but with no direct relation between the two. One array contains the individual members of each species, and the other is a two-dimensional array that maps directly onto the model world and contains the populations of each location. We thus hope to retain the benefits of having easy access to location populations (hence removing the need for sorting), but still be able to balance the calculations involved with the members of each species.
This strategy of double array distribution (DAD) currently has three separate varieties under evaluation. In the first, at each iteration, all individuals get their local populations by accessing the populations array for the data. They also update this array following any events such as birth, death or migration. This strategy is therefore replacing the resorting and re-totalling sections of the SOS technique with distinct communications between two distributed arrays. The parallel prefix operations for maintaining the contiguous nature of the animals array is retained. The obvious problem with this first variant of the DAD strategy is that when certain locations become hot-spots and have very large populations, many elements of the individuals array may be attempting to access the same single element in the population array. The bottleneck this may cause within the CM's internal communications network is currently being investigated. In the meantime we propose two variants that may reduce any such effects.
Record changes:
Here we reduce the number of attempts to access the population array because it now records only changes in populations. If we can set logical flags in the animals array that identify all individuals that may be affected by a change in cell population (probably using parallel prefix operations like scans), then only these need to initiate any communication. Since the model is relatively slow moving, the vast majority of cells are not updated in any single iteration, and therefore we may be able to save some communication costs.
Randomise population array:
If we retain the original DAD structure, but introduce a third dimension to the population array that is randomised across the processors, then maybe we can spread the array access events more evenly across the available processors. This would be the ideal solution that gives us balanced individual calculations, direct access to population data, and no communication bottlenecks.
Conclusions
We have presented a variety of mechanisms to aid the dynamic load-balancing of individual-based simulations. These techniques are very successful in balancing work-load across the processor arrays of SIMD machines, and their usefulness depends upon the ratio of the amount of calculation involved with each individual in the system to the overhead of performing the balancing. When this ratio is large the SOS technique can provide substantial run-time savings, and even for our models with very small calculations the technique provides run-times of around the same size, but with much greater predictability, than the straightforward spatial decomposition approach.
Work in this field is still progressing, and we have given some information on the directions in which we are looking in order to provide a successful, but computationally inexpensive way of balancing these spatial-particle type problems.
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