Abstract
Introduction
Decision tree [7] ensembles are frequently used in data mining and machine learning applications. Boosting [3] , Bagging [1] , Stacking [9] , and random forests [2] are some of the well-known ensemble-learning techniques. Many of these techniques often produce large ensembles that combine the outputs of many trees for producing the overall output. Large ensembles pose several problems to a data miner. They are difficult to understand and the overall functional structure of the ensemble is not very "actionable" since it is difficult to manually combine the physical meaning of different trees in order to produce a simplified set of rules that can be used in practice. Moreover, in many time-critical applications such as monitoring data streams [8] , particularly for resource constrained environments [4] , maintaining a large ensemble is computationally challenging. So it will be useful if we can develop a technique to construct a redundancy free meaningful compact representation of large ensembles. This paper offers a technique to do that. This paper presents a technique to construct redundancyfree decision trees-ensembles by constructing orthogonal decision trees. The technique first constructs an algebraic representation of trees using multi-variate discrete Fourier bases. The new representation is then used for eigenanalysis of the covariance matrix generated by the decision trees in Fourier representation. The proposed approach con-£ Also affiliated with AGNIK, LLC, USA.
verts the corresponding principal components to decision trees using a technique reported elsewhere [4] . These trees are functionally orthogonal to each other and they span the underlying function space. These orthogonal trees are in turn used for accurate (in many cases with improved accuracy) and redundancy-free (in the sense of orthogonal basis set) compact representation of large ensembles.
Section 2 presents a brief overview of the Fourier spectrum of decision trees. Section 3 describes the construction of orthogonal decision trees. Section 4 presents experimental results. Finally, Section 5 concludes this paper.
Fourier Transform of Decision Trees
This section briefly discusses the background material [4] necessary for the development of the proposed technique to construct orthogonal decision trees. The proposed approach makes use of linear algebraic representation of the trees. In order to do that that we first need to convert the trees into a numeric tree just in case the attributes are symbolic. This can be done by simply using a codebook [4] that replaces the symbols with numeric values in a consistent manner. Since the proposed approach of constructing orthogonal trees uses this representation as an intermediate stage and eventually the physical tree is converted back, the exact scheme for replacing the symbols (if any) does not matter as long as it is consistent.
Once the tree is converted to a discrete numeric function, we can also apply any appropriate analytical transformation if necessary. Fourier transformation is one interesting possibility for reasons to be discussed later. Fourier transformation of a bounded-depth decision tree has several properties that make it an efficient one. More details can be found elsewhere [4, 5, 6] . Let us also note that, 1. the Fourier spectrum of a decision tree can be efficiently computed [4] and 2. the Fourier spectrum can be directly used for constructing the tree [6] .
In other words, we can go back and forth between the tree and its spectrum. This is philosophically similar to the switching between the time and frequency domains in the traditional application of Fourier analysis for signal processing.
Fourier transformation of decision trees also preserves inner product. The functional behavior of a decision tree is defined by the class labels it assigns. Therefore, if 
Removing Redundancies from Ensembles
Existing ensemble-learning techniques work by combining (usually a linear combination) the output of the base classifiers. They do not structurally combine the classifiers themselves. As a result they often share a lot of redundancies. The Fourier representation offers a unique way to fundamentally aggregate the trees and perform further analysis to construct an efficient redundancy-free representation. is the column matrix of the overall ensemble-output. Since the base classifiers may have redundancy, we would like to construct a compact low-dimensional representation of the matrix . However, explicit construction and manipulation of the matrix is difficult, since most practical applications deal with a very large domain.
In the following we demonstrate a novel way to perform a PCA of the matrix , defined over the entire domain. The approach uses the Fourier spectra of the trees and works without explicitly generating the matrix .
The following analysis will assume that the columns of the matrix are mean-zero. This restriction can be easily removed with a simple extension of the analysis. Note that the covariance of the matrix is The principal components Î ½ Î ¾ ¡ ¡ ¡ Î computed using the eigenvectors of the covariance matrix are orthogonal to each other themselves. Since each of these principal components is a Fourier spectrum in itself we can always construct a decision tree from this spectrum using technique noted in Section 2 and detailed elsewhere [4] . Although the tree looks physically different from the Fourier spectrum, they are functionally identical. Therefore, the trees constructed from the principal components Î ½ Î ¾ ¡ ¡ ¡ Î also maintain the orthogonality condition. These orthogonal trees now can be used to represent the entire ensemble in a very compact and efficient manner. The following section reports some experimental results. 
Experimental Results
This section reports the experimental performance of orthogonal decision trees on the Single Proton Emission Computed Tomography (SPECT) data set. 1 The following four different experiments were performed to test classification accuracies: (1) C4.5 classifier, (2) Bagging, (3) Aggregated Fourier Tree: The training set was uniformly sampled, with replacement and C4.5 decision trees were built on each sample. A Fourier representation of each tree was obtained(preserving approximately 99(%) of the total energy), and these were aggregated with uniform weighting, to obtain a Fourier tree. The classification accuracy of this aggregated Fourier tree was reported. (4) Orthogonal Decision Tree: The matrix containing the Fourier coefficients of the decision trees (obtained from step 3 above) was subjected to principle component analysis. Orthogonal trees were built, corresponding to the significant components and they were combined using an uniform aggregation scheme. The accuracy of the orthogonal trees was reported.
We report classification accuracies using 10-fold crossvalidation and tree complexity, in terms of the number of nodes in the tree. In case of the orthogonal trees, tree complexity refers to the average number of nodes in each tree projected along significant components.
The dataset of 267 SPECT image sets (corresponding to different patients) was processed to extract 22 binary feature patterns that summarize the original SPECT images. The training data set consisted of 80 instances while the test data consists of 187 instances. The class label is binary. Figure 1 illustrates four decision trees built on the uniformly sampled training data set(each of size 20). The first tree has a complexity 7 and considers attribute 7, 15 and 10 as ideal for splits. Before pruning, only one instance is misclassified giving an error of 5(%). After pruning, there is no change in structure of the tree. The estimated error percentage is 28.5(%). The second, third and fourth decision trees have complexities 7, 5, and 3 respectively. An orthogonal decision tree obtained from the first principle component, is shown in Figure 2 . Table 1 this gives the best classification accuracy for the data set.
For orthogonal trees, the coefficient matrix was projected onto the first five most significant principal components. The equivalent eigenvectors captured, 99.4416(%), 0.3748(%), 0.0925(%), 0.0240(%), 0.0156(%) of the variance respectively. Orthogonal trees performed significantly better. Table 2 illustrates the tree complexity for this data set. The aggregated Fourier tree and the orthogonal trees were found to be smaller in complexity, thus reducing the complexity of the ensemble. The following section concludes this paper.
Conclusions
This paper introduced the notion of orthogonal decision trees and offered a methodology to construct them. Orthogonal decision trees are functionally orthogonal to each other and they provide an efficient redundancy-free representation of large ensembles that are frequently produced by techniques like Boosting [3] , Bagging [1] , Stacking [9] Table 2 . Tree complexity for SPECT data.
and random forests [2] . The proposed approach exploits the earlier work done by the first author and his colleagues [4, 6] on the Fourier analysis of decision trees. Although, the paper considers the Fourier representation, this is clearly not the only available linear representation around and other representations should be explored. This work also opens up several other possibilities. Linear systems theory offers many tools for analyzing properties like stability and convergence. For example, eigenvalues of a linear system are directly associated with the stability of the system. We plan to explore these issues for tree-ensembles in the future.
