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Aix Marseille Universite´, Universite´ de Toulon, CNRS, LIS, Marseille, France
Re´sume´
Les mode`les a` base de me´thodes a` noyaux et d’ap-
prentissage profond ont essentiellement e´te´ e´tudie´s
se´paremment jusqu’a` aujourd’hui. Des travaux re´cents
se sont focalise´s sur la combinaison de ces deux ap-
proches afin de tirer parti du meilleur de chacune
d’elles. Dans cette optique, nous introduisons une nou-
velle architecture de re´seaux de neurones qui be´ne´ficie
du faible couˆt en espace et en temps de l’approximation
de Nystro¨m. Nous montrons que cette architecture at-
teint une performance du niveau de l’e´tat de l’art sur la
classification d’images des jeux de donne´es MNIST et
CIFAR10 tout en ne ne´cessitant qu’un nombre re´duit
de parame`tres.
Mots-clef : appentissage profond, me´thodes a` noyaux,
approximation Nystro¨m.
1 Introduction
Les me´thodes a` noyaux et les me´thodes d’appren-
tissage profond, les re´seaux de neurones profonds, sont
deux familles de mode`les qui ont essentiellement e´volue´
en paralle`le. Chacune a ses forces et ses faiblesses et
ces me´thodes apparaissent comple´mentaires en termes
de contextes dans lesquels elles sont pertinentes. Les
re´seaux de neurones peuvent eˆtre utilise´s sur des quan-
tite´s gigantesques de donne´es et sont capables d’ap-
prendre a` extraire des caracte´ristiques pertinentes a`
partir des donne´es. Les me´thodes a` noyaux sont puis-
santes de part leur capacite´ a` e´tendre les me´thodes
d’apprentissage line´aire au cas non-line´aire et ont des
fondements the´oriques robustes. Cependant, leur com-
plexite´ calculatoire les rend difficiles a` mettre en œuvre
quand le nombre de donne´es a` traiter devient tre`s
grand. Par ailleurs, elles reposent sur un choix a priori
de noyau, donc des caracte´ristiques prises en compte
pour l’apprentissage.
Des travaux re´cents tentent de tirer parti du meilleur
de chacune de ces deux familles d’algorithmes pour
concevoir de nouvelles me´thodes de classification. Cer-
taines visent a` la construction de noyaux profonds qui
permettent d’apprendre des repre´sentations profondes
comme les couches profondes d’un re´seau de neurones
[CS09, MBM11, HLE+16]. D’autres visent plutoˆt a`
 brancher  des me´thodes a` noyaux a` des re´seaux de
neurones [MKHS14, YMD+15]. Notre travail se situe
dans ce dernier axe.
Re´cemment, les Deep Fried Convnets ont e´te´ pro-
pose´s afin de re´duire le nombre de parame`tres des
re´seaux de neurones en utilisant en lieu et place des
couches denses d’un re´seau de neurones convolutionnel
une variante adaptative d’une approximation de fonc-
tion noyaux appele´e Fastfood [LSS13]. Cette strate´gie
permet de conserver la capacite´ d’apprentissage de
repre´sentation des couches de convolution d’un re´seau
profond tout en utilisant un nombre de parame`tres
re´duits inhe´rent a` cette me´thode d’approximation de
noyaux. Si cette approche a montre´ des re´sultats a`
l’e´tat de l’art et un gain significatif en terme de com-
plexite´ en espace et en infe´rence, elle reste limite´e par
le choix de noyaux car les noyaux Gaussiens sont les
seuls compatibles avec l’approximation Fastfood.
Ce travail pre´sente les re´seaux Deepstro¨m comme
une alternative aux Deep Fried Convnets. Nous revi-
sitons l’ide´e de ces derniers en exploitant l’approxi-
mation Nystro¨m plutoˆt que Fastfood pour inte´grer un
noyau apre`s les couches de convolution. L’avantage ma-
jeur de cette me´thode est qu’elle ne se cantonne pas a`
l’approximation de noyaux Gaussiens mais est capable
d’approximer tout type de noyaux. Par ailleurs, elle
permettrait d’utiliser simultane´ment voire en cascade
plusieurs fonctions noyaux. Nos expe´rimentations sur
les bases de donne´es MNIST et CIFAR10 montrent que
notre approche atteint des re´sultats de l’ordre de ceux
de l’e´tat de l’art avec un nombre de parame`tres re´duit
et du meˆme ordre de grandeur que pour les Deep Fried
Convnets en pratique.
Cet article est organise´ comme suit. Nous pre´sentons
tout d’abord dans la section 2 le cadre dans lequel nous
travaillons : nous introduisons une vue modulaire des
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re´seaux de neurones puis nous pre´sentons les travaux
qui ont inspire´ cet article : les DeepFried Convnets.
Ensuite, nous de´crivons en section 3 l’approche que
nous proposons, les re´seaux Deepstro¨m. Enfin nous pro-
duisons des re´sultats expe´rimentaux sur les bases de
donne´es MNIST et CIFAR10 en comparant diffe´rentes
instances de notre approche avec les me´thodes a` l’e´tat
de l’art.
2 Cadre de travail
Nous nous inte´ressons a` la taˆche de la classifica-
tion supervise´e d’images a` partir d’un jeu de donne´es
{(xi, yi)}ni=1 avec n la taille de l’ensemble d’appren-
tissage, xi ∈ Rd, d le nombre d’attributs des donne´es
et yi ∈ {1, . . . , c}. Dans cette taˆche, nous voulons ap-
prendre une fonction de classification f qui minimise∑n
i=1 l(f(xi),yi) ou` l est une fonction de perte sur la
classification pour un exemple donne´. En particulier,
nous nous inte´ressons a` la fonction apprise pour cette
taˆche par des re´seaux de neurones convolutifs car ils
sont extreˆmement efficaces en vision par ordinateur.
Cette efficacite´ est principalement due a` leur capacite´
a` apprendre conjointement des filtres de convolutions
et un Perceptron Multi-couche (MLP) par descente de
gradient. Les filtres de convolution permettent d’obte-
nir une repre´sentation haut-niveau de la donne´e brute
initiale qui simplifie le travail de classification du MLP.
Nous notons la fonction de filtrage convolutif conv et
la fonction de classification calcule´e par le MLP mlp.
Ainsi, nous pouvons de´finir la fonction de classification
apprise par un re´seau de neurone convolutif telle que
la composition de conv et mlp soit :
f(x) = (mlp ◦ conv)(x). (1)
Nous de´finissons a` pre´sent un cadre de travail dans
lequel nous pre´cisons le fonctionnement de la fonction
de classification mlp qui est compose´e de deux par-
ties qui sont (I) une fonction de repre´sentation non-
line´aire φ et (II) un classifieur line´aire note´ lc. La fonc-
tion φ plonge d’abord les exemples dans un espace
de dimension q ou` les donne´es de classes diffe´rentes
sont line´airement se´parables puis la fonction lc identi-
fie leur classe. Cette vision modulaire des re´seaux de
neurones convolutifs est repre´sente´e sche´matiquement
en Figure 1.
Dans ce papier, nous nous inte´ressons tout parti-
culie`rement a` la fonction de repre´sentation non-line´aire
φ. Nous verrons en Section 2.1 et 2.2 deux approches
pour apprendre cette fonction de repre´sentation non-
line´aire.
Figure 1 – Vision modulaire des re´seaux de neu-
rones convolutifs. La fonction φ (repre´sente´e par le
rectangle central) peut eˆtre obtenue suivant diffe´rentes
me´thodes.
2.1 Les couches denses
Les re´seaux de neurones convolutifs peuvent eˆtre vus
comme compose´s d’une se´rie de couches convolution-
nelles qui projettent les donne´es dans un nouvel espace
de repre´sentation puis d’un Perceptron Multi-couche
(MLP) qui re´alise la classification des exemples. La
dernie`re couche de ce MLP assure le roˆle de la fonction
lc et toutes les couches cache´es avant elle sont charge´es
de calculer la repre´sentation non-line´aire des exemples.
Nous notons φnn la fonction de repre´sentation non-
line´aire issue de ces couches cache´es. Pour garder l’ex-
plication simple mais sans perdre en ge´ne´ralite´, nous
conside´rons que le MLP ne posse`de qu’une seule couche
cache´e. Ainsi, a` partir d’un exemple x, le calcul de la
fonction de repre´sentation non-line´aire est :
φnn(x) = a(xW), (2)
ou` x ∈ Rd, W ∈ Rd×q, a est une fonction d’activa-
tion non-line´aire et q est la dimension de l’espace de
plongement de φnn.
Enfin, la fonction imple´mente´e par un tel re´seau
convolutif (Figure 2) est f(·) = (lc ◦ φnn ◦ conv)(·) ou`
lc, φnn et conv sont appris conjointement par descente
de gradient.
Figure 2 – Repre´sentation d’un re´seau de neurones
convolutif avec une transformation non-line´aire φnn.
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2.2 Re´seaux Deep Fried Convnets
Les fonctions noyaux k(·, ·) = 〈φ(·), φ(·)〉 per-
mettent de calculer le re´sultat du produit scalaire entre
une repre´sentations non-line´aire φ de deux exemples
sans connaˆıtre explicitement cette repre´sentation non-
line´aire. Pour re´duire le couˆt calculatoire des me´thodes
a` noyau, il existe des me´thodes d’approximation qui
permettent de calculer des φ˜ tels que 〈φ˜(·), φ˜(·)〉 =
k˜(·, ·) ' k(·, ·).
Deep Fried Convnets [YMD+15] est une architec-
ture de re´seaux de neurones convolutifs (Figure 3)
ou` la fonction de repre´sentation non-line´aire φnn est
remplace´e pas une fonction alternative φff obtenue
graˆce a` la me´thode d’approximation de noyaux Fast-
food de´crite ci-dessous. Ainsi, la fonction apprise par
les re´seaux Deep Fried Convnets est f(x) = (lc ◦ φff ◦
conv)(x).
Random Kitchen Sinks et Fastfood La me´thode
Random Kitchen Sinks (RKS) [RR09] permet le cal-
cul d’une fonction de repre´sentation non-line´aire φrks
sous-jacente a` l’approximation k˜ d’une fonction noyau
k invariante par translation appele´e Radial Basis Func-
tion (RBF) :
φrks(x) =
1√
q
[cos(Qx) sin(Qx)]T , (3)
ou` x ∈ Rp, Q ∈ Rq×p et les Qi,j sont tire´s
ale´atoirement suivant une certaine distribution de pro-
babilite´s. En particulier, si les Qi,j sont tire´s suivant
une loi normale alors cette me´thode permet d’approxi-
mer le noyau RBF particulier qu’est le noyau Gaussien
k(x1,x2) = exp(−γ ∗ ||x1 − x2||) dont γ est l’hyper-
parame`tre appele´ largeur de bande du noyau.
La me´thode Fastfood [LSS13] est une ame´lioration
de la me´thode RKS qui se restreint a` l’approximation
de fonctions noyaux Gaussien mais a` couˆt re´duit. Dans
l’e´quation 3, nous voyons que le calcul de φrks ne´cessite
le produit matriciel Qx qui a une complexite´ en temps
et en stockage de l’ordre de O(pq). La me´thode de Fast-
food (E´quation 5) permet de re´duire ce couˆt en rem-
plac¸ant la matrice Q par un produit de matrices dia-
gonales :
V =
1
σ
√
d
SHGΠHB, (4)
ou` :
— S,G et B sont des matrices diagonales de dimen-
sion p ;
— Π est une matrice de permutation ale´atoire qui
peut eˆtre imple´mente´e comme une table de re-
cherche de taille p
— H est une matrice de Hadamard qui n’est pas
stocke´e en me´moire
— σ est un hyper-parame`tre.
L’utilisation de l’e´quation 4 permet de tirer parti de
l’algorithme de la transformation rapide de Hadamard
pour atteindre une complexite´ en temps de l’ordre de
O(q log(p)) et une complexite´ en stockage de l’ordre de
O(q).
La matrice V ainsi obtenue est utilise´e a` la place
de Q dans l’e´quation 3 pour obtenir la fonction de
repre´sentation non-line´aire suivante :
φff (x) =
1√
q
[cos(Vx) sin(Vx)]T . (5)
Notons que cette fonction ne´cessite que d soit une
puissance de 2 du fait de la pre´sence de la matrice
de Hadamard et que pour obtenir une dimension de
repre´sentation q > p, il suffit de construire plusieurs V
et de concate´ner les re´sultats des φff obtenus pour cha-
cune d’elles. Comme, par construction de φff , q ∝ p,
nous e´crirons alors que sa complexite´ en temps est
O(p log(p)) et celle en espace est O(p).
Architecture des Deep Fried Convnets Ce type
de re´seau ce pre´sente sous deux formes : l’une utilise
la me´thode d’approximation de noyau Fastfood telle
quelle et l’autre utilise une variante de Fastfood, ap-
pele´e Adaptative-Fastfood, qui consiste a` apprendre les
poids des matrices S,G et B par descente de gradient
plutoˆt que de les de´terminer ale´atoirement. Les ma-
trices Π et H restent constantes. L’utilisation de cette
me´thode permet de tirer parti de l’algorithme de trans-
formation rapide de Hadamard pour remplacer la com-
plexite´ en espace de φnn qui est de O(pq) par une com-
plexite´ de O(p). Cependant, comme ces re´seaux uti-
lisent Fastfood, la fonction noyau approxime´e graˆce a`
la fonction φff doit eˆtre de type RBF.
Comme, la majeure partie des calculs d’un re´seau
convolutif sont re´alise´s dans les couches de convolu-
tions, nous ne relevons pas la re´duction de la com-
plexite´ en temps apporte´e par cette me´thode.
Afin de reme´dier au manque de flexibilite´ des Deep
Fried Convnets dans le choix du noyau approxime´ nous
pre´senterons notre nouvelle architecture de re´seau de
neurones convolutifs qui s’inspire des re´seaux Deep
Fried convnets mais utilise l’approximation Nystro¨m
des fonctions a` noyaux en lieu et place de l’approxi-
mation Fastfood. Nous appelons cette architecture :
Deepstro¨m.
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Figure 3 – Repre´sentation d’un re´seau de neurones
convolutif suivant l’architecture des Deep Fried Conv-
nets : transformation non-line´aire φff
3 Re´seaux Deepstro¨m
Nous introduisons l’architecture Deepstro¨m (Fi-
gure 4) qui est un type de re´seau de neurones faisant
intervenir une fonction de repre´sentation non-line´aire
obtenue a` partir de l’approximation de Nystro¨m. A`
partir de Deep Fried Convnets, nous remplac¸ons φff
par φnys de fac¸on a` ce que notre mode`le apprenne une
fonction f(x) = (lc ◦ φnys ◦ conv)(x).
Approximation de Nystro¨m La me´thode de
Nystro¨m [WS01] permet de calculer une approximation
de rang faible d’une matrice de Gram K telle que :
K =
k(x1,x1) . . . k(x1,xn)... . . . ...
k(xn,x1) . . . k(xn,xn)

ou` k(xi,xj) = 〈φ(x) · φ(xj)〉 ∀ i, j ∈ [1, . . . , n].
Dans cette me´thode, un sous ensemble L = {xi}mi=1
d’exemples est se´lectionne´ a` partir de l’ensemble d’ap-
prentissage (par exemple ale´atoirement) puis la matrice
K est rede´finie en tenant compte de cette se´lection :
K =
[
K11 K
T
21
K21 K22
]
ou` K11 est la matrice de Gram obtenue a` partir de L.
En utilisant cette sous-matrice K11, l’approximation
K˜ peut eˆtre obtenue telle que :
K ' K˜ =
[
K11
K21
]
K−111
[
K11 K
T
21
]
De cette expression, nous pouvons de´duire la
repre´sentation non-line´aire de Nystro¨m pour un seul
exemple x :
φnys(x) = kx,LW, (6)
ou` kx,L = [k(x,x1), . . . , k(x,xm)]
T (avec ∀i,xi ∈ L)
est appele´ vecteur noyau et W est fixe´ a` K
− 12
11 .
Architecture des re´seaux Deepstro¨m Pour pou-
voir calculer l’approximation de Nystro¨m sur un
exemple x, les re´seaux Deepstro¨m doivent avoir a`
disposition un sous-ensemble L d’exemples d’appren-
tissage. Cependant, comme φnys intervient sur les
repre´sentations des exemples calcule´es par les filtres
de convolution conv(x), les exemples de L doivent eux
aussi avoir e´te´ pre´-traite´s par les meˆme filtres de convo-
lution. Une fois que les convolutions ont e´te´ calcule´es,
la fonction noyau peut-eˆtre applique´e a` l’exemple et au
sous ensemble pour obtenir le vecteur noyau kx,L qui
subit ensuite une transformation line´aire par W avant
d’eˆtre soumis au classifieur line´aire.
Nous notons toutefois deux diffe´rences majeures
entre Deep Fried convnets et Deepstro¨m qui sont
inhe´rentes aux me´thodes de transformation utilise´es
par les deux types de re´seaux : (I) Nystro¨m est com-
patible avec n’importe quelle fonction noyau la` ou`
Fastfood ne peut qu’approximer des noyaux Gaussiens
et (II) contrairement a` Fastfood l’approximation de
Nystro¨m est de´pendante des donne´es d’apprentissage.
Toutefois, pour calculer K
− 12
11 , l’approximation de
Nystro¨m fait intervenir le calcul de la De´composition
en Valeurs Singulie`res (SVD) de K11 ce qui pourrait ne
pas eˆtre envisageable dans un re´seau convolutif dans le
cas ou` m, la taille de L, est grand car la complexite´ de
cette SVD est en O(m3).
Pour re´pondre a` ce proble`me, nous avons e´galement
utilise´ une architecture Adaptative-Deepstro¨m dans la-
quelle, plutoˆt que de fixer les poids de W, nous les
apprenons avec les autres parame`tres par gradient.
4 Re´sultats expe´rimentaux
Dans cette section, nous pre´senterons les re´sultats
obtenus lors de la mise en œuvre de Deepstro¨m. Nous
commencerons par pre´senter les donne´es ainsi que les
de´tails des architectures de re´seaux de neurones uti-
lise´es. Enfin, nous pre´senterons les re´sultats avec des
graphiques et une analyse.
4.1 Mate´riel et me´thodes
4.1.1 Donne´es
Les expe´riences ont e´te´ mene´es sur les jeux de
donne´es de classification d’images MNIST [LC] et CI-
FAR10 [Kri09]. Les de´tails sur ces jeux de donne´es sont
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Figure 4 – Repre´sentation d’un re´seau de neurones convolutifs suivant l’architecture Deepstro¨m : transforma-
tion non-line´aire φnys
pre´sente´s dans le tableau 1. Pour l’apprentissage des
filtres de convolution, nous re´alisons une augmenta-
tion des donne´es par retournement et translation. Les
donne´es sont aussi normalise´es avant leur traitement.
4.1.2 Architecture
Convolution Les architectures de convolution uti-
lise´es sont l’architecture Lenet [LBBH98] pour le jeu
de donne´es MNIST et VGG19 [SZ14] pour CIFAR10.
Notons que les filtres de convolution de Lenet ont e´te´
le´ge`rement modifie´s de fac¸on a` ce que la dimension des
exemples apre`s convolution soit une puissance de 2. Les
poids des filtres de convolution ont e´te´ pre´-entraˆıne´s
[BIG18] puis fixe´s dans les expe´riences. Dans ce papier,
nous ne montrons pas de re´sultats sur l’apprentissage
de bout en bout du re´seau Deepstro¨m.
Fonctions de repre´sentation Nous comparons
les architectures de re´seaux de neurones convolu-
tifs qui utilisent les fonctions de repre´sentation φnn
(E´quation 2), φff (E´quation 5) et φnys (E´quation 6).
Couches Denses Nous conside´rons uniquement
le cas ou` φnn contient une seule couche de
repre´sentation avec activation relu. Nous utilisons
{2, 4, 8, 16, 32, 64, 128, 1024} comme dimensions de
repre´sentation de φnn.
Fastfood Nous conside´rons le cas ou` φff est obte-
nue a` partir d’une seule matrice V. Ainsi, la dimension
de repre´sentation est e´gale a` la dimension des donne´es
apre`s leur traitement par les couches de convolution.
Par ailleurs, nous n’utilisons que la version Adaptative
de cet algorithme.
Notons que n’ayant pas d’imple´mentation dispo-
nible pour la transformation rapide de Hadamard, nous
avons opte´ pour une imple´mentation na¨ıve de Fast-
food dans laquelle nous stockons la matrice de Hada-
mard en me´moire et calculons simplement le produit
matrice-vecteur. Cette strate´gie ne nous permet pas de
comparer expe´rimentalement les diffe´rences de temps
d’exe´cution entre Deep Friedconvnet et Deepstro¨m
mais elle est facilement imple´mentable.
Nystro¨m La fonction de repre´sentation φnys
est parame´tre´e par les exemples du sous-ensemble
L, par la fonction noyau utilise´e et la dimension
de repre´sentation souhaite´e. Dans nos expe´riences,
nous utilisons {2, 4, 8, 16, 32, 64, 128} exemples dans
le sous-ensemble, nous utilisons les noyaux Gaus-
sien (k(x1,x2) = exp(−γ ∗ ||x1 − x2||2)), Line´aire
(k(x1,x2) = 〈x1,x2〉) et Chi2 (k(x1,x2) = ||x1 −
x2||2/(x1 + x2)) et nous choisissons une dimension
de repre´sentation e´gale a` la taille du sous-ensemble
utilise´. Par ailleurs, dans la section suivante, nous
e´valuons l’impact d’une fonction de non-line´arite´ relu
supple´mentaire apre`s le calcul de φnys. Enfin, la fonc-
tion φnys est teste´e dans sa version basique et sa version
Adaptative.
Optimisation La fonction de perte utilise´e est l’en-
tropie croise´e apre`s activation softmax et l’algorithme
d’optimisation utilise´ est Adam. Par ailleurs un dro-
pout avec une probabilite´ de 0.5 est applique´ sur les
re´sultats des calculs de repre´sentation φ.
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Nom Dimension Nombre de classes Taille entraˆınement Taille validation Taille test
MNIST (28× 28× 1) 10 40 000 10 000 10 000
CIFAR10 (32× 32× 3) 10 50 000 10 000 10 000
Table 1 – De´tail des jeux de donne´es utilise´s
Hyper-parame`tres Les hyper-parame`tres des
mode`les qui sont conside´re´s sont le pas de gradient qui
est fixe´ a` 1e−4 et le γ du noyau Gaussien qui est choisi
comme e´tant l’inverse de la moyenne des normes des
diffe´rences entre les exemples apre`s la convolution :
γ = 1n2
∑n
i,j=1 ||xi − xj ||2.
Imple´mentation D’une part, l’imple´mentation
et l’entraˆınement des couches convolutives a
e´te´ faite graˆce a` la librairie Keras [C+15].
D’autre part, l’imple´mentation et l’e´valuation des
diffe´rentes me´thodes d’apprentissage des fonctions de
repre´sentation a e´te´ faite graˆce a` la librairie Tensorflow
[ABC+16].
4.2 Re´sultats obtenus
Dans cette section nous verrons comment Deepstro¨m
se comportent face a` DeepfriedConvnet ou des re´seaux
convolutifs conventionnels. Nous faisons varier le
nombre de parame`tres dans chaque architecture pour
mettre en e´vidence la performance de chacune en fonc-
tion de l’espace me´moire ne´cessaire pour les stocker.
En Figure 5, les graphiques pre´sentent les re´sultats
de qualite´ de classification par rapport au nombre de
parame`tres apprenables dans la fonction de classifica-
tion lc. Chaque expe´rience a e´te´ re´plique´e 10 fois et les
valeurs moyennes et e´carts types sont repre´sente´s sur la
figure. Les re´sultats nume´riques pre´cis sont note´s dans
le tableau 2.
Qualite´ d’approximation En analysant la Fi-
gure 5 et le Tableau 2, nous voyons que l’architecture
Deepstro¨m permet d’atteindre une qualite´ de classi-
fication de l’ordre de celle de l’architecture Dense et
de Deepfried Convnet. Pour le jeu de donne´es MNIST,
l’architecture Dense obtient des re´sultats le´ge`rement
meilleurs que Deepstro¨m. Cependant, pour le jeu de
donne´es CIFAR10, Deepstro¨m bat l’architecture Dense
et ce, avec nettement moins de parame`tres.
Adaptative-φnys et φnys simple Dans la Figure 5,
nous constatons que la version de non-Adaptative de
φnys est ge´ne´ralement meilleure que la version Adapta-
tive. Nous pouvons justifier ce re´sultat par le fait que la
version Adaptative apprend une repre´sentation sans au-
cune contrainte sur W et par la` s’e´loigne de la me´thode
de l’approximation de Nystro¨m. Dans des travaux fu-
turs, nous pourrions essayer d’ame´liorer ces re´sultats
en contraignant la matrice W a` partager des proprie´te´s
de K−
1
2 .
Non-line´arite´ La fonction de de´cision finale de l’ar-
chitecture Deepstro¨m est un classifieur line´aire. Ainsi
la fonction de classification est de la forme lc(x) =
kx,LWD avec D ∈ Rm ×c et donc, en l’absence de
non-line´arite´ apre`s φnys, cette fonction est e´quivalente
a` lc(x) = kx,LD. Nous nous attendions donc a` obtenir
un gain de performance en appliquant une non-line´arite´
sur le re´sultat de φnys(x) mais nous voyons en Figure
5 que ce n’est pas le cas avec la non-line´arite´ relu.
5 Conclusion
Dans cet article, nous pre´sentons une architecture
hybride d’apprentissage profond, nomme´ Deepstro¨m,
qui associe a` la fois des re´seaux de neurones et des
me´thodes a` noyaux. L’architecture propose´e est base´e
sur l’approximation Nystro¨m permettant d’inte´grer
des repre´sentations de diffe´rents fonctions noyaux
dans l’apprentissage de re´seaux de neurones profonds,
tout en re´duisant les couˆts en temps de calcul et
en espace me´moire. Des expe´riences sur les jeux de
donne´es MNIST et CIFAR10 montrent que les re´seaux
Deepstro¨m peuvent atteindre les performances de l’e´tat
de l’art avec un nombre de parame`tres significative-
ment re´duit compare´ aux re´seaux denses et aux re´seaux
Deep Fried Convnets. Ce nouveau type d’architecture
laisse par ailleurs entrevoir la possibilite´ de travailler
sur des donne´es multi-vues via l’utilisation combine´e
de plusieurs fonctions noyaux.
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Figure 5 – Re´sultat de la pre´cision des mode`les en fonction de leur nombre de parame`tres
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Jeu de donne´es φnn − 2 φnn − 4 φnn − 8 φnn − 16 φnn − 32 φnn − 64 φnn − 128 φnn − 1024
MNIST 61.32 94.09 98.66 99.32 99.46 99.50 99.53 99.56
CIFAR10 43.03 65.23 84.76 88.93 90.52 90.89 91.37 91.66
φff φnys − 2 φnys − 4 φnys − 8 φnys − 16 φnys − 32 φnys − 64 φnys − 128
MNIST 98.63 30.30 58.04 84.12 93.79 96.90 97.87 98.36
CIFAR10 92.06 74.34 90.37 91.74 92.15 92.16 92.19 92.20
Table 2 – Tableau de re´sultats nume´riques. Nous notons φnn− q les meilleurs re´sultats obtenus avec l’architec-
ture Dense avec un espace de repre´sentation e´gal a` q ; φff les re´sultats obtenus avec l’architecture Deep Fried
Convnet ; et φnys −m les meilleurs re´sultats obtenus avec l’architecture Deepstro¨m sans non-line´arite´ pour un
nombre m d’exemples dans l’e´chantillon L, inde´pendamment du noyau utilise´
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