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Abstract—Energy efficiency (EE) is a key enabler for the
next generation of communication systems. Equally, resource
allocation and cooperative communication are effective tech-
niques for improving communication system performance. In
this paper, we propose an optimal energy-efficient joint resource
allocation method for the multi-hop multiple-input-multiple-
output (MIMO) amplify-and-forward (AF) system. We define the
joint source and multiple relays optimization problem and prove
that its objective function, which is not generally quasiconvex,
can be lower-bounded by a convex function. Moreover, all the
minima of this objective function are strict minima. Based on
these two properties, we then simplify the original multivariate
optimization problem into a single variable problem and design a
novel approach for optimally solving it in both the unconstraint
and power constraint cases. In addition, we provide a sub-
optimal approach with reduced complexity; the latter reduces
the computational complexity by a factor of up to 40 with near-
optimal performance. We finally utilize our novel approach for
comparing the optimal energy-per-bit consumption of multi-hop
MIMO-AF and MIMO systems; results indicate that MIMO-AF
can help to save energy when the direct link quality is poor.
Index Terms- Energy efficiency, resource allocation, MIMO,
amplify-and-forward, multi-hop.
I. INTRODUCTION
Energy efficiency (EE) is regarded by network vendors
and operators as a key enabler for the next generation of
communication systems. Indeed, with the soaring numbers of
deployed access points (APs), the economical and environ-
mental sustainability of future systems can only be ensured
by reducing their energy consumption. This explains both the
current surge of interest in the research community for energy
efficient communication [1]–[3] as well as the shift of focus
from power-limited, e.g. mobile device, to power-unlimited
communication systems, such as cellular networks [4], [5].
One practical solution that has recently been envisaged for
reducing the energy consumption of APs, especially macro
base stations (BSs), is the use of relay nodes (RNs) [6]–[10].
For instance, we have recently shown in [10] that relays can
be used to downsize the donor cell and, hence, save energy.
Cooperative communication and RNs have been extensively
researched in the past [11]–[14], and have been mainly utilized
as a mean of increasing the spectral efficiency (SE) and/or
the coverage of cellular networks [14] as well as reducing
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the cost of network deployment [15]. Relaying is already
part of 3GGP standards [16] and is currently deployed in 4G
systems. It is also foreseen to play an important role in 5G
systems, given that multi-hop communication is one of the
most important enabling technologies for machine-to-machine
and/or device-to-device communications. As far as relaying
techniques are concerned, amplify and forward (AF) is one of
the most simple and popular technique, which is by-design
well-suited to be combined with multi-input multi-output
(MIMO) communication. As such, MIMO-AF communication
has attracted a lot research interests, especially when it comes
to SE-optimal precoding/resource allocation [17]–[22]. As in
cooperative communication, the research focus in resource
allocation is gradually shifting from SE-based to EE-based
such that numerous works on EE-based resource allocation for
MIMO have recently been proposed [23]–[27]. In multi-hop
MIMO systems, the work of [6] has studied the relationship
between energy consumption and bandwidth efficiency, as well
as optimizing the energy consumption in an equally spaced
RNs setting. As far as MIMO-AF is concerned, EE-based
resource allocation schemes have been proposed in [8] and
[10] for the two-hop scenario; the former provides a method
for independently allocating resources at source node (SN) or
RN when considering as in [17], [18] that transmit and receive
channel state information (CSI) is (perfectly or statistically)
available at the relay and transmit CSI is also available at the
SN. It then uses a holistic iterative method for performing
the joint optimization; whereas the latter directly tackles the
EE-based joint source and relay optimization problem, when
assuming perfect CSI knowledge. In the multi-hop scenario,
we have recently proposed in [28] a near-optimal EE-based
joint resource allocation method, which is related to this paper.
In this paper, we revisit one of the key assumptions of
[28] and derive an optimal approach (instead of near-optimal)
for solving the joint source and multiple relays optimization
problem when considering a realistic multi-hop MIMO power
model. More specifically, it was assumed in [28] that the
objective function of the joint SN-RNs optimization prob-
lem was quasiconvex, however, we show here that it is not
generally the case, i.e. for any number of RNs. Thus, we
propose a novel optimal approach for tackling this problem,
not only in the unconstrained setting (as in [28]), but also
in the power constrained setting. In addition, we also provide
low-complexity algorithms for obtaining bounds of the optimal
solution as well as a new simplified near-optimal approach.
Contrary to [8] and [10], we generalize the problem for N
hops instead of two hops and, contrary to [6], we consider
AF relaying, a realistic multi-hop MIMO power model and
variable distances between RNs.
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Fig. 1: N -hop MIMO AF system model.
The rest of the paper is organized as follows. Section II de-
fines the achievable sum-rate, power consumption, and energy-
per-bit consumption of the multi-hop MIMO-AF system. In
Section III, we introduce the joint source and multiple relays
optimization problem and prove that its objective function is
not generally quasiconvex, but this function can be lower-
bounded by a convex function; moreover, all the minima of
this function are strict minima. We then simplify the origi-
nal multivariate optimization problem into a single variable
problem and design a novel approach, based on a simple
unidimensional root finding method, for optimally solving it in
the unconstraint and power constraint cases; we also provide
a sub-optimal approach with reduced complexity. In Section
IV, we discuss the accuracy and computational complexity of
our novel approaches in numerous settings. The results show
that our sub-optimal approach is near-optimal and has a lower
complexity (up to 40 times) than our optimal approach. As an
application, we utilize our novel approaches for comparing the
optimal energy-per-bit consumption of multi-hop MIMO-AF
and MIMO systems; results show that multi-hop MIMO-AF
can be useful for saving energy when the direct link quality
is poor. Finally, conclusions are drawn in Section V.
II. MULTI-HOP MIMO-AF EE FRAMEWORK
A. System model
In this paper, we consider a classic N -hop MIMO AF
system, where an SN with t1 antennas transmits a signal
to a destination node (DN) with tN+1 antennas via N − 1
nonregenerative RN with ti antennas, i ∈ {2, . . . , N}, as it
is depicted in Fig. 1. The signal transmission is performed
over N phases of equal duration and each node operates in
half-duplex mode, as in [29] and [6], such that the aggregate
mutual information (over N time slots) of this N -hop MIMO-
AF system can be expressed as I(yN ;y0) =
log2
∣∣∣∣∣ItN+1 +
N−1∏
i=0
(HN−iFN−i)
N∏
i=1
(
F†iH
†
i
)
R−1N
∣∣∣∣∣ , (1)
where Hi ∈ Cti+1×ti represents the MIMO channel between
the i-th and i + 1-th nodes, Fi ∈ Cti×ti is the i-th node
precoding matrix, Ix is a x × x identity matrix, |.| is the
matrix determinant, (.)† denotes the conjugate transpose, and
the notation
∏b
i=a (Ai) is equivalent to AaAa+1 . . . Ab−1Ab.
In addition, the i-th noise covariance matrix, R i, with i = N
in (1), is defined as
Ri = σ
2
i Iti+1 +HiFiRi−1F
†
iH
†
i ,
for any i ∈ N = {1, . . . , N}, where σ2i is the variance of the
Gaussian noise vector ni ∈ Cti+1×1. Note that R0 = 0t1 with
0x being a x× x matrix of zeros.
According to the Hadamard determinant theorem [30], an
optimal precoder structure diagonalizes the matrix within the
determinant in (1). In the two-hop scenario, such a structure
has been proved to be optimal for maximizing the SE, min-
imizing the transmit power, and optimizing the EE in [17],
[31] and [8], respectively. Assuming as in [29] that each node
knows its previous and next links’ CSI (only next and previous
link CSI for the SN and DN, respectively), an optimal precoder
structure is one of the form [29]
Fi = ViF̂iU
†
i−1, (2)
for any i ∈ N , where Vi and Ui−1 are unitary matrices that
contain the ti right-singular vectors of Hi and ti left-singular
vectors of Hi−1, respectively, with U0 = It1 . In addition
F̂i = diag(fi,1, . . . , fi,ti) is a ti × ti diagonal matrix, where
fi,m =
√
pi,m(σ2i−1 + pi−1,mλi−1,m)−1. Inserting (2) into (1)
and assuming perfect CSI knowledge, the sum-rate (sum of
instantaneous rates, i.e. WI(yN ;y0)) can be expressed as
RΣ(P) = W
M∑
m=1
log2
(
N∏
i=1
(
1 + pi,mλi,mσ
−2
i
))
− log2
(
N∏
i=1
(
1 + pi,mλi,mσ
−2
i
)− N∏
i=1
pi,mλi,mσ
−2
i
)
,
(3)
where W is the channel bandwidth, λi,m denotes the m-
th eigenvalue of HiH†i and M is the number of available
subchannels for each hop. Note that M = t in flat channel
condition or M = Kt in frequency selective channel condition
[18], with K and t  mini∈{1,...,N+1} {ti} being the num-
bers of frequency-flat subchannels and spatial subchannels,
respectively, for each hop. In addition, p i,m represents the
transmit power of the m-th subchannel of node i, such that
P = [p1,1, . . . , pi−1,M , pi,1, . . . , pN,M ]  0. Hence, the total
transmit power of each node is given by [29]
Pi(P) = E{‖Fiyi−1‖2F } =
M∑
m=1
pi,m, (4)
where yi = HiFiyi−1 + ni, ∀i ∈ N , E{.} stands for the
expectation and ‖.‖2F denotes the Frobenius norm. By defining
Ci,m = log2(1+pi,mλi,mσ−2i ) as the achievable SE of the m-
th subchannel of node i, the total transmit power per node and
sum-rate in (4) and (3), respectively, can then be re-expressed
as a function of the SE, such that
Pi(C) = Δ−1i
M∑
m=1
Ai,m
(
2Ci,m − 1) , and (5a)
RΣ(C)=W
M∑
m=1
N∑
i=1
Ci,m−log2
(
1∑
k=0
j2k
N∏
i=1
(
2Ci,m−k)), (5b)
respectively, where C = [C1,1, . . . , Ci−1,M , Ci,1, . . . , CN,M ] 
0, Ai,m  Δiσ2i λ−1i,m and j =
√−1. Note that Δi is a power
consumption parameter (see next subsection for more details).
B. Power consumption model
During the propagation of the signal y0 from the SN to
the DN via the N − 1 relays (see Fig. 1), three types of
3power consumption modes can be identified for the nodes,
i.e. transmission, P .Tx, reception, P .Rx, and sleep, P .Sl, such that
the total consumed power of the MIMO-AF system over N
time slots can be formulated as follows
PΣ = P
SN
Tx + P
DN
Rx + t(N − 1)
(
P SNSl + P
DN
Sl
)
+
N−1∑
i=1
P RNiTx + P
RNi
Rx + t(N − 2)P RNiSl ,
(6)
when assuming that the N transmission phases have equal du-
ration. In transmission mode, a node transmits data to another
node; the transmitting node consumes power for preparing
the information to be sent (e.g. baseband processing, RF
transceiver chain) and sending it (power amplifier). It has been
established that the power consumption of the most common
types of equipments in a relay-based MIMO cooperative
system, e.g. BS, RN or user equipment (UE), grows linearly
with their transmit power in transmission mode ( see [5], [32]
or [24], respectively). Hence, the power consumption of a node
in transmission mode can be expressed via a generic linear
MIMO power model [33], such that
PTx = ΔiPi(C) + tPCipA + PCi, ∀i ∈ N , (7)
where Δi, PCi and PCipA are parameters modeling the power
consumption of various elements, e.g. power amplifier, DC-DC
conversion, baseband processing, RF transceiver chain [5]; Δ i
models the inefficiency of the i-th transmitting node power am-
plifier, PCipA models the circuit power consumption that scales
with the number of antennas (e.g. RF transceiver chain power
consumption), and PCi models the other types of circuit power
consumption (e.g. DC-DC conversion, baseband processing).
In reception mode, a node receive data from a transmitting
node; the receiving node consumes power for receiving the
information (e.g. RF transceiver chain) and processing it (e.g.
baseband processing), such that PRx = ς [tPCipA +PCi], where
0 ≤ ς ≤ 1; ς characterizes the fact that reception usually
consumes less circuit power than transmission. Finally, given
that the information propagates over N time slots and only two
nodes are active (i.e. one in transmission and one in reception
mode) for a given time slot, it implies that the other N − 1
nodes are inactive, i.e. in sleep mode. In sleep mode, a node
waits to transmit/receive and does not perform any processing,
such that only a fraction of the circuit power is consumed [5].
By inserting the definitions of PTx and PRx into (6), the total
power consumption of the N -hops MIMO-AF system can be
re-expressed as
PΣ(C) = Pc +
N∑
i=1
ΔiPi(C), (8)
where Δ1 =ΔSN, and Δi =ΔRNi−1 , for any i∈ {2, . . . , N}.
Moreover,
Pc = tP
SN
CipA+P
SN
Ci +ς(tP
DN
CipA+P
DN
Ci )+t(N−1)
(
P SNSl +P
DN
Sl
)
+
N−1∑
i=1
(1 + ς)(tP RNiCipA + P
RNi
Ci ) + t(N − 2)P RNiSl
(9)
according to (6), (7) and (8); Pc accounts for all the fixed
circuit consumed powers.
C. EE formulation
The existence of a trade-off between EE and SE [34] implies
that these two quantities can only be jointly optimized by
using the explicit expression of this trade-off as an objective
function. In the general case, it has been shown in [34] that an
explicit expression of this trade-off can be obtained through
the ratio between the sum-rate and total consumed power,
expressed as a function of the SE, C, which are respectively
given in (5b) and (8) & (5a). Consequently, the EE-SE trade-
off of the N -hop MIMO-AF system with CSI knowledge can
be expressed as Eb(C) = PΣ(C)/RΣ(C) =
Pc +
∑N
i=1
∑M
m=1Ai,m
(
2Ci,m − 1)
W
∑M
m=1
∑N
i=1 Ci,m−log2
(∑1
k=0 j
2k
∏N
i=1 (2
Ci,m−k)
) ,
(10)
where Eb stands for the energy-per-bit, i.e. 1/EE.
III. MULTI-HOP MIMO-AF EE OPTIMIZATION
We have recently proposed in [28], a near-optimal joint
resource allocation scheme for multi-hop MIMO-AF systems
by assuming that Eb was quasiconvex for any C  0 and re-
gardless of N . However, it turns out that Eb is not necessarily
quasiconvex in the general case, as it is discussed in section A
of the Appendix; thus, a different approach must be followed
for optimizing the EE of N -hop MIMO-AF systems. Even
though Eb is not necessarily quasiconvex, by knowing that it
can be lower bounded by a convex function, we design here
algorithms for optimally solving the following problem
Eb = minC
Eb(C) (11)
s.t. C  0, (12a)
Pi,n(C) ≤ Pmaxi,n , i ∈ N , n ∈ {1, . . . , t}, (12b)
i.e. finding the optimal energy-efficient joint resource alloca-
tion for N -hop MIMO-AF systems in the unconstrained as
well as power constraint cases, where Pi,n(C) and Pmaxi,n are
respectively the transmit and maximum transmit powers per
antenna of node i. We also provide alternative sub-optimal
procedures for solving this problem in a simplified manner.
Proposition 1: The function Eb in (10) can be lower
bounded as
Eb(C) ≥ Eb(C) =
Pc +
∑M
m=1A
−1
m
(
2Cm−1)
W
∑M
m=1 Cm
, (13)
for any C  0; see section B of the Appendix for the proof.
In (13), Am =
(∑N
i=1
√
Ai,m
)−2
,
Cm =
N∑
i=1
Ci,m−log2
(
N∏
i=1
2Ci,m −
N∏
i=1
(
2Ci,m−1)) (14)
is the end-to-end SE per subchannel, and conversely,
N∏
i=1
(1− 2−Ci,m) = 1− 2−Cm . (15)
Note that the formulation of (13) is equivalent to the formu-
lation of a classic MIMO system with CSI [35]. Contrary to
4Algorithm 1 E−b : Lower-bound of Eb
1: Inputs: M,Pc,W , and Am, for any m ∈ M
2: Set x = 0, E−b = maxm∈M A
−1
m , and  = 10−6;
3: while (|E−b − x| ≥ ) do
4: Obtain C•m by inserting E−b into (19), for any m ∈ M ;
5: Set x = E−b ;
6: Update E−b = Eb(C•) by inserting C•m into (13).
7: end while
8: Outputs: E−b and C•m, ∀m ∈ M.
(10), Eb in (13) is a convex function (see proof in [35]), such
that
E−b = minC
Eb(C)
s.t. constraints in (12)
(16)
is a convex optimization problem with a unique solution that
occurs at C = C•.
Corollary 1: According to Proposition 1 and (11), E−b =
Eb(C = C•) ≤ Eb = Eb(C = C) ≤ E+b = Eb(C = C•).
Proof: Since Eb(C) ≤ Eb(C), for any C  0, and
both functions are continuous, it implies that minC Eb(C) ≤
minC Eb(C), i.e. E−b ≤ Eb . On the other hand, since
Eb = Eb(C = C) is the global minimum of Eb, then
Eb(C) ≤ Eb(C•), i.e. Eb ≤ E+b , holds for any C•  0.
Corollary 2: The value of Eb at C = C•, E+b = Eb(C =
C•), can be obtained by solving the following convex opti-
mization problem (in abstract form)
min
C
N∑
i=1
M∑
m=1
Ai,m
(
2Ci,m − 1)
s.t.
N∏
i=1
(1− 2−Ci,m) = 1− 2−C•m , if C•m > 0, ∀m ∈ M,
Ci,m = 0, if C•m = 0, ∀m ∈ M,(17)
where C•m is first obtained by solving (16) via Algorithm 1.
According to (17), we obtain
C•i,m=
⎧⎨⎩−1+log2
(
1+
√
1 + 4A−1i,mμ•m
)
if C•m>0, ∀m∈M
0 otherwise
,
(18)
where μ•m can be obtained in a low-complexity and optimal
manner by means of the Newton-Raphson method [36], for any
m ∈ M={1, . . . ,M}, as it is detailed in Algorithm 2; the ini-
tial value of μ•m at line 5 of Algorithm 2 is based on the follow-
ing inequality A−1m
(
2C
•
m−1) ≤ ∑Ni=1Ai,m (2C•i,m − 1) ≤∑N
i=1
√
Ai,mμ•m, such that μ•m ≥ A−1m (2C
•
m − 1)2.
A. Unconstrained EE Optimization
EE optimization is a generalization of both sum-rate max-
imization and transmit power minimization [35]. Hence, en-
forcing rate or power constraints on EE provides either a power
or sum-rate optimal solution, which is however suboptimal
in terms of EE. The sole EE-optimal solution is the optimal
unconstrained EE solution [35] and, consequently, we first
aim at finding a solution to the problem in (11) for the
unconstrained scenario, i.e. with constraint (12a) only.
Algorithm 2 E+b : Upper-bound of Eb (Unconstrained)
1: Inputs: N,M,Pc,W,C•m and Ai,m, ∀i ∈ N and m ∈ M;
2: Set C•i,m = 0, for any i ∈ N and m ∈ M, and  = 10−6;
3: for m = 1 : M do
4: if C•m > 0 then
5: Set μ•m = A−1m (2C
•
m − 1)2;
6: Compute f =
∑N
i=1 ln
(√
1 + 4A−1i,mμ•m − 1
)
−
ln
(√
1 + 4A−1i,mμ•m + 1
)
− ln
(
1− 2−C•m
)
;
7: while |f | >  do
8: Compute ∂f =
∑N
i=1 2A
−1
i,m
(
1 + 4A−1i,mμ
•
m
)− 1
2 ×[(√
1 + 4A−1i,mμ•m − 1
)−1
−
(√
1 + 4A−1i,mμ•m + 1
)−1]
;
9: Set μ•m = μ•m − f/∂f ;
10: Compute f as in line 6;
11: end while
12: Obtain C•i,m, for any i ∈ N , by inserting μ•m into (18);
13: end if
14: end for
15: Obtain E+b by inserting C•i,m into (10);
16: Outputs: E+b and C•i,m, ∀i ∈ N & m ∈ M.
1) Lower and upper bounds: In this scenario, C •m can be
expressed in closed-form as
C•m = [log2(WE−b Am/ ln(2))]+, (19)
where [x]+ = max{x, 0}. Thus, the problem in (16) for
getting a lower bound of E b can be solved in a low-complexity
and optimal manner by using a unidimensional search based
on the Dinkelbach method [37] (see Algorithm 1). Moreover,
an upper bound of E b can then be obtained via Algorithm 2,
by using the values of C•m returned via Algorithm 1.
2) Optimal solution for (11) :
Proposition 2: Let C∗ be a stationary point of Eb(C), i.e.
∇Eb(C = C∗) = 0, then Eb(C∗) is a strict local minimum
of Eb, i.e. Eb(C∗ + z) > Eb(C∗) for z → 0 and z = 0;
see section C of the Appendix for the proof. Note that local
extrema of differentiable functions can only occur at stationary
points (see p.194 of [38]). However, stationary points are not
necessarily local extrema (see p.195 of [38]), which highlights
the importance of Proposition 2.
Proposition 3: According to Corollary 1, (11) has at least
one solution in the unconstrained scenario, i.e. it has at least
one local minimum (occurring at a stationary point); and
according to Proposition 2, this local minimum is a strict local
minimum. Let E∗b be a strict minimum of Eb occurring at
C = C∗ then it can be expressed as
E∗b =
ln(2)Ai,m2
C∗i,m
(
2C
∗
i,m − 1
)
W (2C∗m − 1) , (20)
for any i ∈ N and m ∈ M∗, where M∗ = {m ∈ M|C∗m > 0}
is a set of allocated subchannel indices; see section D of the
Appendix for the proof of this proposition. Consequently, C ∗i,m
can be expressed as a function of E ∗b and C∗m such that
C∗i,m =
[
−1 + log2
(
1 +
√
1 +
4W (2C∗m − 1)E∗b
ln(2)Ai,m
)]
+
,
(21)
for any i ∈ N and m ∈ M.
51: function C∗UNC(N,M,U,W,E∗b , Ai,m)
2: Set C∗0 = 1, and C∗m = 0, for any m ∈ M;
3: Set m = 1 and  = 10−6;
4: while (C∗m−1 > 0) and (m ≤ U) do
5: Compute Xmaxm in (23);
6: Set Xm = Xmaxm , and obtain F in (22);
7: while |F | >  do
8: Compute ∂F in (24);
9: Set Xm = min{[Xm − F/∂F ]+, Xmaxm };
10: Compute F in (22);
11: end while
12: Set C∗m = [log2(1 +X2m)]+ and m = m+ 1;
13: end while
14: Obtain C∗i,m by inserting E∗b and C∗m into (21), for any i ∈ N ;
15: return C∗;
16: end function
Corollary 3: According to (20) and (21), C ∗m can be ob-
tained by solving F (Xm) = 0, for any m ∈ M∗, where
F (Xm) =
N∏
i=1
(√
a∗i,m +
√
a∗i,m +X2m
)
−XN−1m
√
X2m + 1,
(22)
a∗i,m =
ln(2)Ai,m
4WE∗b
, and Xm =
√
2C∗m − 1. In turn, any root of
F in (22) belongs to [0, Xmaxm ], where Xmaxm is given by
Xmaxm =
1− 2∑Ni=1∑Nk=i+1√a∗i,ma∗k,m
2
∑N
i=1
√
a∗i,m
. (23)
See section E of the Appendix for the proof of this corollary.
As a result of Proposition 3 and Corollary 3, we can obtain
C∗i,m, for any i ∈ N and m ∈ M, in a low-complexity (based
on the Newton-Raphson method [36]) by using the function
“C∗UNC” that is detailed at the top of this page, with
∂F =Xm
N∏
i=1
(√
a∗i,m+
√
a∗i,m +X2m
) N∑
i=1
(√
a∗2i,m+a
∗
i,mX
2
m
+ a∗i,m +X
2
m
)−1
−XN−2m
NX2m+N−1√
X2m + 1
.
(24)
Corollary 4: Let Eb =Eb(C∗=C) be the minimum of the
strict local minima, i.e. the global minimum, it then can also
be expressed as in (20) such that C m can be obtained via (22).
Even though Eb in (10) is not a convex function, we can
obtain the optimal solution to the problem in (11), i.e. E b , by
using Corollaries 1 and 4; on the one hand, since E−b ≤ Eb ≤
E+b in Corollary 1, it exists a unique α ∈ [0, 1] such that
Eb = Eb(C•, α) = Eb(C•) + α(Eb(C•)− Eb(C•))
= E−b + α(E
+
b − E−b ),
(25)
with E+b −E−b ≤
∑N
i=1
∑N
k=i+1
√
Ai,mAk,m
W
∑M
m=1 C•m
. On the other hand,
Corollary 4 states that Cm can be obtained via (22) when E ∗b =
Eb . Accordingly, the following procedure can be used to find
Eb with a precision of  (see details in Algorithm 3):
E−b and E
+
b are first obtained by using Algorithms 1 and 2,
respectively; then Eb(C•, α) is computed via (25), where α =
0 is chosen as a starting value; next, C∗m is obtained by solving
(22) for E∗b = Eb(C•, α) and, in turn, C∗i,m is calculated
through (21). Note that (20) is a function of M ∗ and, hence,
Algorithm 3 Eb : Optimal solution
1: Inputs: N,M,Pc,W,E−b , E
+
b , and Ai,m, for any i ∈ N and
m ∈ M
2: Set Am =
(∑N
i=1
√
Ai,m
)−2
, ∀m ∈ M;
3: Set αmin = 0, αmax = 1, η = 1, u = 4, v = 2, V = 10,
 = 10−6;
4: while (η > ) and (v < V ) do
5: α = αmin ;
6: while (η > 0) and (α ≤ αmax) do
7: Set E∗b = E−b + α(E
+
b − E−b ), based on (25);
8: Obtain C∗ via C∗UNC for U = M ;
9: Set Cm by using (26) for C = C∗, ∀m ∈ M;
10: Obtain m = argminm∈M{Eb(Cm)}, Eb in (10);
11: Set C = Cm , Eb = Eb(C) and η = Eb − E∗b ;
12: Set α = α+ 10−v ;
13: end while
14: Set αmin = [α − 10−v − 101−v/u]+, αmax = min{α −
10−v + 101−v/u, 1} and v = v + 1;
15: end while
16: Outputs: Eb and C.
Eb can only be obtained for m ∈ M = {m ∈ M|Cm > 0};
M is obtained by using Eb = minm∈MEb(Cm), such that
M contains only the index of subchannels minimizing (10).
If the subchannels are sorted in descending order according to
their strength, it is only necessary to find m ∈ M such that
Eb
(
Cm−1
)
≥ Eb
(
Cm
)
≤ Eb
(
Cm+1
)
, where
Cm = [ C1,1, . . . , C1,m, 0, . . . , 0, C2,1, . . . , C2,m, 0, . . . ,
0, . . . , CN,1, . . . , CN,m, 0, . . . , 0]. (26)
Next, Eb is computed by setting C = Cm

and inserting it
into (10). As long as Eb−Eb(C•, α)>, <<1, the same pro-
cedure is repeated for an incremented α. Since Eb(C•, 0)≤Eb
and C∗ is unique when E∗b is a strict minimum (Propositions
2 and 3), it ensures that the first point C∗ verifying (20) is the
lowest of the minimum points, i.e. C∗ = C.
3) Low-complexity solution: Algorithm 3 returns the op-
timal solution to the problem in (11) with a precision of ;
however, its computational complexity is high since it is based
on an exhaustive search method. A low-complexity alternative
to Algorithm 3 is to use the Dinkelbach approach, as in
Algorithm 1; however, this approach is not necessarily optimal
since Eb may have more than one minimum. Given that E b
is obtained for m ∈ M, the likelihood of finding E b can be
increased by repeating the Dinkelbach method at least once to
ensure that Eb
(
Cm
)
≤ Eb
(
Cm−1
)
, as it is further detailed
in Algorithm 4.
B. Transmit Power Constrained EE Optimization
In the power constraint scenario, the optimization problem
is defined as in (11) but with both constraints (12a) and (12b).
Whenever the transmit power per antenna of node i
Pi,n(C) = Δ−1i
∑K
k=1
Ai,(n−1)K+k
(
2Ci,(n−1)K+k − 1)
is strictly lower than Pmaxi,n , for C = C and any i ∈ N
as well as n ∈ {1, . . . , t}, this problem is equivalent to the
unconstrained EE optimization. At the other extreme, when-
ever all the power constraints are enforced, the optimization
6Algorithm 4 E˜b : Low-complexity solution
1: Inputs: N,M,Pc,W,E−b , and Ai,m, for any i ∈ N and m ∈ M
2: Set Am =
(∑N
i=1
√
Ai,m
)−2
, ∀m ∈ M;
3: Set η = 0, U = M , E∗b = E−b , E˜

b = 10
50
, and  = 10−6;
4: while (η == 0) and (U > 0) do
5: Obtain C∗ via C∗UNC;
6: Set x = E∗b ;
7: Obtain E∗b by inserting C∗ into (10);
8: if |E∗b − x| <  then
9: if E∗b ≥ E˜b then
10: Set η = 1;
11: else
12: if E˜b == 1050 then U =
∑M
m=1(C∗1,m > 0);
13: Set E˜b = E∗b and C˜

= C∗;
14: Set U = U − 1;
15: end if
16: end if
17: end while
18: Outputs: E˜b and C˜

.
problem of (11) subject to (12a) and (12b) reverts to a sum-
rate maximization problem.
1) Lower and upper bounds: In the intermediate case, i.e.
when some power constraints are enforced on some antennas,
some elements of (10) would become fixed while some others
would remain variables. For instance, the total consumed
power in the nominator of (10) would be re-expressed as
PΣ(C) = P̂c +
t∑
n=1
∑
i∈Nn
Pi,n(C),
where P̂c = Pc +
∑t
n=1
∑
i∈Nn P
max
i,n . In addition, N n =
{i ∈ N|Pi,n(C) < Pmaxi,n } and N n = {i ∈ N|Pi,n(C) ≥
Pmaxi,n } are sets of node indices for which the n-th an-
tenna transmit power is unconstrained or power constrained,
respectively. Given that Pi,n(C) only depends of the ele-
ments Ci,(n−1)K+[1,...,K] of C, the problem in (11) becomes
equivalent to finding the optimal unconstrained elements of
C knowing the constrained elements. Modifying the con-
strained elements without updating the unconstrained elements
is clearly not optimal; hence, a simple upper bound for the
power constrained case can be obtained by computing the
constrained elements of C (by solving a classic water-filling
problem) while keeping unchanged the unconstrained elements
of C, which results from the unconstrained search, as it is
detailed in Algorithm 5. Note that the C •i,m values in line 1 of
Algorithm 5 need first to be obtained from Algorithm 2.
As for the lower bound, it is obvious that the optimal Eb
obtained from the unconstrained search is always lower than
any constrained Eb and, thus, E−b is also a lower bound (but
a looser bound) for the power constrained case.
2) Optimal solution for the flat channel case: As it has
previously been mentioned, in the power constrained scenario,
the problem in (11) becomes equivalent to finding the optimal
unconstrained elements of C knowing the constrained ones.
For a given antenna n, if i ∈ N n, then relation (20)
holds where C∗i,m is replaced by C∗i,(n−1)K+k and, hence,
C∗i,(n−1)K+k, ∀k ∈ [1, . . . ,K], can be expressed as in (21);
Algorithm 5 E+b : Upper-bound of Eb (power constrained)
1: Inputs: N, t,K, Pc,W,Δi, Pmaxi,n , C•i,m and Ai,m, ∀i ∈ N and
m ∈ M;
2: for i = 1 : N do
3: for n = 1 : t do
4: Set γk = ΔiA−1i,(n−1)K+k , for any k ∈ [1, . . . ,K];
5: Set P =
∑K
k=1 γ
−1
k
(
2
C•i,(n−1)K+k − 1
)
6: if P > Pmaxi,n then
7: Obtain p via water-filling by knowing γ, pk =[
ν − γ−1k
]
+
(ν: water level);
8: Set C•i,(n−1)K+k = log2(1+γkpk), ∀k ∈ [1, . . . ,K];
9: end if
10: end for
11: end for
12: Obtain E+b by inserting C•i,(n−1)K+k into (10);
13: Outputs: E+b
otherwise, if i ∈ N n, then Pi,n(C∗) is equal to Pmaxi,n such
that the power-constrained elements of C ∗ are expressed as
C∗i,m = log2
(
1 + ΔiP
max
i,m A
−1
i,m
)
, (27)
in the multi-hop MIMO-AF case with flat channel condition,
i.e. K = 1 and m = n. Then, knowing the constrained C i,m
values from (27), Cm as well as the unconstrained Ci,m values
can be obtained by inserting (27) into (21) such that (22) is
modified as
F (Xm) =
∏
i∈Nm
(√
a∗i,m +
√
a∗i,m +X2m
)
− BXN−|Nm|−1m
×
√
X2m + 1, (28)
in the power constrained scenario when K = 1, and where
B =
√∏
i∈Nm 1− 2−C

i,m can be obtained via (27). In
addition, |Nm| denotes the cardinal of Nm, i.e. its number of
elements. In turn, any root of F in (28) belongs to [0, X maxm ],
where Xmaxm is given by Xmaxm =⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
−
√
a∗i,m
1−B2 +
√
a∗i,m
(1 −B2)2 +
B2 − a∗i,m
1−B2 , i∈Nm, if |Nm|=1;
−
∑
i∈Nm
√
a∗i,m
2(1−B) +
⎡⎢⎣B − 2
∑
i∈Nm
∑
k∈Nm
k>i
√
a∗i,ma
∗
k,m
2(1−B)
+
(∑
i∈Nm
√
a∗i,m
2(1−B)
)2⎤⎦
1
2
, if |Nm| > 1.
(29)
Note that if |Nm| = 0, Cm can directly be obtained by
inserting Ci,m in (27), ∀i ∈ N , into (14). Hence, we can
obtain C∗i,m, for any i ∈ N and m ∈ M, in the transmit power
constraint case (for K = 1) by using the function “C ∗PWC” that
is detailed thereafter, where ∂F is given by ∂F =
Xm
∏
i∈Nm
(√
a∗i,m +
√
a∗i,m +X2m
)∑
i∈Nm
(√
a∗2i,m + a
∗
i,mX
2
m
+ a∗i,m +X
2
m
)−1
−B (N − |Nm|)X
2
m+N − |Nm| − 1
X
−N+|Nm|+2
m
√
X2m + 1
.
(30)
71: function C∗PWC(N, t, U,W,E∗b , Ai,m)
2: Set M = t, C∗0 = 1, and C∗m = 0, for any m ∈ M;
3: Set m = 1 and  = 10−6;
4: while (C∗m−1 > 0) and (m ≤ U) do
5: Nm = N , Nm = ∅, k = 0, η = 2;
6: while η > 1 do
7: if k > 0 then Add k to Nm and remove it from Nm;
8: if Nm == ∅ then  fully constrained
9: Obtain C∗i,m via (27), ∀i ∈ N ;
10: Set C∗m = − log2(1−
∏N
i=1 1− 2−C
∗
i,m );
11: else
12: if Nm == ∅ then  unconstrained
13: Set B = 1 and Xmaxm via (23);
14: else
15: Obtain C∗i,m via (27), ∀i ∈ Nm;
16: Set B =
√∏
i∈Nm1−2
−Ci,m and Xmaxm via
(29);
17: end if
18: Same as lines 6 to 12 of “C∗UNC”, but where F and
∂F are given in (28) and (30), respectively.
19: end if
20: if C∗m == 0 then C∗i,m = 0, ∀i ∈ N ; else Obtain
C∗i,m by inserting E∗b and C∗m into (21), ∀i∈Nm;
21: Compute χi = Pi,m(C∗)/Pmaxi,m ,∀i ∈ N ;
22: η = maxi{χ} and k = argmaxi{χ};
23: end while
24: Set m = m+ 1;
25: end while
26: return C∗.
27: end function
The optimum solution for (11) in the flat channel scenario with
power constraint can finally be obtained by using Algorithm
3, but where E+b is computed via Algorithm 5 and by using
the function “C∗PWC” instead of “C∗UNC” for getting C∗.
3) Low-complexity solution: Similarly to the optimal case,
Algorithm 4 in conjunction with the function “C ∗PWC”, instead
of “C∗UNC”, can be used for obtaining a low-complexity solu-
tion to the problem in (11) with constraints (12a) and (12b).
C. Energy-efficient multi-hop MIMO-AF procedure
As it has been previously mentioned, the sole EE-optimal
solution is the optimal unconstrained EE solution; conse-
quently, the various algorithms developed in this paper must be
sequentially utilized for solving (11) subject to the constraints
in (12), as it is depicted in Fig. 2. Algorithm 1 is first used
to obtain E−b and C•m, since the former is an input of both
Algorithms 3 and 4, and the latter is an input of Algorithm
2. In order to obtain the sub-optimal solution in Algorithm
4, the function “C∗PWC” is utilized, which is a generalization
of “C∗UNC” that can be used for both the unconstrained and
power constraint cases. Whereas, in order to obtain the optimal
solution in Algorithm 3, Algorithm 2 is used to compute E+b ,
which is further refined in Algorithm 5 if some per-antenna
power constraints are not met.
From an implementation perspective, similar to cooperative
multi-point (CoMP) communication, a central processing unit
needs to first collect the CSI of all the channels/subchannels,
and then performs the joint optimization (by using our algo-
rithms) before sending back the results of this optimization
process to each relevant transmitting node.
Algorithm 1
Algorithm 5
Optimal
Solution 
? 
yes
Algorithm 3
"C      "UNC*(fct.         )
no
Algorithm 3
"C      "PWC*(fct.         )
Algorithm 4
"C      "PWC*(fct.         )
All 
per-antenna 
power 
constraints
are met
? 
Algorithm 2
yes
no
Fig. 2: Energy-efficient multi-hop MIMO-AF procedure
flowchart.
TABLE I: Power parameter values
Parameters Δ PCipA (W) PCi (W) PSl (W)
BS 4.7 [5] 100 [5]∗ 180 [5]∗ 75 [5]
RN 6.3 [32] 4 [32]∗ 4.9 [32]∗ 3.45 [32]∗
UE − 0.03 [24]∗ 0.07 [24]∗ 0.02 [24]∗
IV. NUMERICAL RESULTS AND DISCUSSION
In order to demonstrate the reliability of our various algo-
rithms for jointly optimizing the resource usage of multiple
nodes in an energy-efficient manner, we compare their results,
averaged over 1000 runs. In our simulations, we assume
a downlink transmission of the N -hop MIMO AF system,
such that the SN is a BS and the DN is a UE, and utilize
the power model parameters of Table I accordingly, when
considering a MIMO flat or frequency selective Rayleigh
fading channel between each node, W = 1, ς = 1/2, and
σ21 = [−20 : 20] dB. In table I, [#]∗ indicates that these
values have been extrapolated from reference [#], since all
the references in Table I do not differentiate between antenna
dependent and independent circuit powers. In addition, 24
different settings, which are listed in Table II, of the parameters
N (number of hops), t (number of antennas), K (number of
subchannels), Pmaxi,n (per-antenna constraint at each node), and
σ2i , ∀i ∈ {2, . . . , N} are simulated. For simplicity reason, we
consider that all Pmaxi,n are equal ∀i ∈ N , n ∈ {1, . . . , t}. We
also assume, as in [8], [17], that the eigenvalues λ i,m are sorted
in descending order for each link prior to run our algorithms.
A. Accuracy results and discussion
In Figs. 3 and 4, we compare the energy-per-bit performance
of our lower bound, upper bound, optimal and sub-optimal
approaches as a function of the noise power at RN1 in the
unconstrained and power constrained scenarios, respectively,
for the various settings of Table II. Note that the lower bound
results have been omitted in Fig. 4 since they are the same as
in Fig. 3. The results first show a good match between our sub-
optimal and optimal approaches in both figures, which empha-
sizes that the sub-optimal approach can achieve near-optimal
performance. Moreover, they confirm that the performance of
8TABLE II: Simulation settings
Settings A B C D E F G H I J K L M
N 3 7 11 3 3 3 3 3 3 3 3 3 3
t 4 4 4 4 4 4 4 4 16 4 64 4 256
K 4 4 4 4 4 4 4 16 4 64 4 256 4
σ2i (dB) [0, 0] [0, . . . , 0] [0, . . . , 0] [−20,−20] [−20, 20] [20,−20] [20, 20] [0, 0] [0, 0] [0, 0] [0, 0] [0, 0] [0, 0]
Pmaxi,n (W) ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞ ∞
Settings N O P Q R S T U V W X
N 3 7 11 3 3 3 3 3 3 3 3
t 4 4 4 4 4 4 4 4 4 64 256
K 1 1 1 1 1 1 1 1 1 1 1
σ2i (dB) [0, 0] [0, . . . , 0] [0, . . . , 0] [−20,−20] [−20, 20] [20,−20] [20, 20] [0, 0] [0, 0] [0, 0] [0, 0]
Pmaxi,n (W) 20 20 20 20 20 20 20 5 10 20 20
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Fig. 3: Comparison of the energy-per-bit performances of
our lower bound, upper bound, optimal and sub-optimal ap-
proaches in the unconstrained scenario for various settings.
these two approaches are bounded by E−b and E
+
b , as it has
been explained in Sections III-A1 and III-B1. It can also be
remarked that the upper bound, E+b , is quite a tight bound of
the optimal Eb, Eb . This is due to the fact that Cm converges
towards C•m in (19) when Cm  maxi∈N {Ai,m} (Eb )−1.
Regarding the variation of Eb in relation to the various
settings, it can be seen from Figs. 3 and 4 that increasing the
number of nodes (when comparing setting A with B in Fig.
3 and setting N and O in Fig. 4), increases the energy-per-bit
consumption. Indeed, adding more nodes increases the power
consumption which in turn increases the energy consumption,
unless it helps to improve the channel quality between the
nodes. Moreover, increasing the number of antennas (when
comparing setting A with M in Fig. 3 and settings N with W/X
in Fig. 4) reduces the energy consumption; indeed, having
more antennas helps to improve the channel quality, which in
turn decrease the energy consumption. Similarly, increasing
the number of frequency flat subchannels (when comparing
setting A with L in Fig. 3) reduces the energy consumption.
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Fig. 4: Comparison of the energy-per-bit performances of our
upper bound, optimal and sub-optimal approaches in the power
constrained scenario for various settings.
Finally, lowering the power constraint value (when comparing
settings N and U in Fig. 4) degrades Eb performance.
In order to quantify more finely the accuracy of our sub-
optimal approach against our optimal one, we plot in Fig. 5 the
approximation error, Δae, between E˜b (obtained via Algorithm
4) and Eb (obtained via Algorithm 3) for various settings, such
that Δae = 100(1−E˜b /Eb )%. We quantify the accuracy of the
original sub-optimal approach (as described in Algorithm 4) in
the upper part of Fig. 5, whereas in the lower part, we quantify
the accuracy of a simplified sub-optimal approach (where U =
0 instead of U = U−1 in line 14 of Algorithm 4) such that the
algorithm stopped once the first E˜b is obtained, without extra
recursion. The results in the upper part of Fig. 5 confirm the
near-optimality of our original sub-optimal approach; indeed,
since the figure is only white, it indicates (based on the legend)
that E˜b differs from Eb by less than 0.001% regardless of the
settings. Whereas the simplified sub-optimal approach exhibits
an approximation error that is lower than 2% for most of the
settings, as it is depicted in the lower part of Fig. 5.
9B
D
F
H
J
L
U
N
P
R
T
X
B
D
F
H
J
L
U
N
P
R
T
X
A
C
E
G
I
K
M
V
O
Q
S
W
 
 
Se
tt
in
gs
10−3
10−2
10−1
−20 −16 −12 −8 −4 0 4 8 12 16 20
A
C
E
G
I
K
M
V
O
Q
S
W
 
Noise power, σ21 (dB)
 
Se
tt
in
gs
0.1
2
4
6
7
Δae(%)
Fig. 5: Approximation error between our optimal and two sub-
optimal approaches (original [top] and simplified [bottom]) for
various settings.
B. Complexity discussion and results
It can be remarked that the function Eb in (10) is a NM
variable function and, hence, solving the problems in (11)
requires to search for NM optimal variables at the same
time. Such an approach exhibits a prohibitive computational
complexity for large values of N or M . Instead, given that we
can express C∗i,m solely as function of the same variable, e.g.
by using equations (21), (22) and (23) in the unconstrained
scenario, the problem in (11) reverts to a single variable
problem that can be solved by using a unidimensional root
finding method such as the Newton-Raphson or Dinkelbach
method. Concerning the complexity of our approaches:
• our lower bound E−b is obtained by using a simple root
finding method. According to Algorithm 1, obtaining
E−b requires few steps and a number of operations that
increases linearly with M , such that Algorithm 1 exhibits
a computational complexity of O(M).
• our upper bound E+b is also obtained via a low-
complexity, i.e. water-filling approach, in Algorithm 2,
but it clearly involves more operations than Algorithm 1
for computing f and df ; a number which increases not
only with M , but also with N , such that Algorithm 2 ex-
hibits a computational complexity of O(NM). Moreover,
it requires the output of Algorithm 1 and, hence, obtaining
E+b requires more operations than obtaining E
−
b .
• our sub-optimal approach in Algorithm 4 is based on
a low-complexity approach, i.e. a unidimensional search
based on the Dinkelbach method. Most of the computa-
tional complexity arises from the computation of C ∗i,m in
the function C∗UNC and C∗PWC in the unconstrained and
power constrained scenarios, respectively, which grows
with both N and M . As it is explained in Section
III-A2, the first minimum obtained by Algorithm 4 is
not necessarily the lowest minimum and up to M − 1
iterations can be necessary to obtain E˜b such that com-
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Fig. 6: Comparison of the average number of basic opera-
tions required by our various approaches in the unconstrained
scenario, as a function of the number of hops.
putational complexity of Algorithm 4 is at worst of
O(NM2). Whereas, in its simplified version, where only
one iteration is needed, the complexity is of O(NM).
• our optimal approach in Algorithm 3 is based on an iter-
ative approach, where the maximum number of iterations
for finding Eb is such that Nmaxiter = 10v
(
1 + 2 (V−v)u
)
with u, v and V being accuracy parameters that are
defined at line 3 of Algorithm 3. The larger v and V are,
the more accurate is this algorithm, but the more iterations
(complexity) are required. For instance, when u = 4,
v = 2 and V = 10 as in Algorithm 3, then Nmaxiter = 500.
The computational complexity of our optimal approach
is O(Nmaxiter NM) and this approach is expected to be the
most complex of all our proposed algorithms.
In order to confirm the conclusions of our complexity
analysis, we compare in Figs. 6 and 7 the average number of
basic operations (e.g. addition, substraction, multiplications,
etc.) that are required by each of the previously mentioned
approaches for returning a result in the unconstrained sce-
nario. The number of basic operations for each approach has
been averaged over σ21 and plotted as a function of N with
t = K = 4 and of K with N = 2 & t = 4 in the upper
and lower parts of Fig. 6, respectively. The results in Fig. 6
confirm that the complexity of Algorithm 1 (Lower bound)
is independent of N , and that the complexity of the other
algorithms grows linearly with N . Whereas, the results in Fig.
7 demonstrate that the complexity of Algorithm 1, Algorithm
2 and the simplified version of Algorithm 4 grows linearly
with M , i.e. K for a fixed t, whereas, the complexity of
both Algorithms 3 and 4 grows as a power of M for large
M . Note that the complexity results, as a function of t, for
fixed N and K are similar to the ones in Fig. 7 and, thus,
have been omitted for the clarity of the presentation. More
generally, the results in Figs. 6 and 7 confirm that Algorithm
3 (optimal approach) is the more computationally demanding
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Fig. 7: Comparison of the average number of basic opera-
tions required by our various approaches in the unconstrained
scenario, as a function of the number of subchannels.
and requires at least 8 times more operations that Algorithm
4; whereas the complexity of Algorithms 1 and 2 (lower/upper
bound) is at least 100 times lower than that of Algorithm 3.
Similar to Fig. 5, Fig. 8 quantifies in a more precise manner
the difference in complexity between Algorithm 3 (optimal
approach) and Algorithm 4 (sub-optimal approach). In this
regards, we define the complexity reduction gain, G cr, as the
ratio of the number of operations of Algorithm 3 to the number
of operations of Algorithm 4. In the upper and lower parts of
Fig. 8, we depict results for the original and simplified sub-
optimal approaches, respectively. The results indicate that the
original sub-optimal approach requires from 2 to 40 times less
operations than the optimal approach. Whereas, the simplified
sub-optimal approach requires from 25 to 200 times less
operations than the optimal approach. Thus, according to
these results and Fig. 5, we can conclude that our original
sub-optimal approach (Algorithm 4) can achieve near-optimal
performance but with a reduced complexity.
C. Application
When it comes to energy efficiency, multi-hop communi-
cation presents both shortcomings and benefits in comparison
with direct communication. On the one hand, since the fixed
power consumption, Pc in (6), increases linearly with N ,
conveying information over multiple hops is likely to increase
the overall power consumption. Moreover, it can be easily
shown based on (15) that
[min
i∈N
{Ci,m} − log2(N)]+ ≤ Cm ≤ min
i∈N
{Ci,m};
in other words, Cm can only be as good as the worst of the
N links’ subchannel rate. Thus, multi-hop communication is
prone to the ‘bottleneck’ effect (see Fig. 4 of [18]), where
one hop can bring down the rate of all the other hops, which
makes joint optimization even more desirable. On the other
hand, relay nodes are low-power consumption nodes, they
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Fig. 8: Complexity reduction gain between our optimal and
two sub-optimal approaches (original [top] and simplified
[bottom]) for various settings.
can consume at least 20 times less power than a macro BS
according to Tables 3.1 and 3.2 of [32]. In addition, let d be
the distance between the SN and DN, having N − 1 relays
can reduce the inter-node distance at best by a factor N and,
hence, improve the channel quality.
Consequently, a trade-off between the number of relays
and the resulting improvement in channel quality should be
reached for multi-hop communication to be energy efficient. In
a realistic system, the channel gain improvement is generally
synonymous of pathloss improvement. Considering a simple
distant-dependent pathloss model such that the channel gain
of the SN-DN link is given by ρ = 10 110 (Γ−10κ log10(d)), then
the maximum channel gain improvement provided by having
N − 1 relays can be quantified as 10κ log10(N) dB, where
κ is the pathloss exponent and Γ is a constant. Thus, multi-
hoping is more likely to be energy-efficient when the channel
quality degrades rapidly as a function of the distance, i.e. for
large values of κ, and when ρ/σ21  1, since the rate scales
linearly with the signal-to-noise ratio (SNR) at low SNR.
In order to illustrate this premise, we plot in Fig. 9 the
optimal energy-per-bit consumption of N -hops MIMO-AF and
MIMO systems in the unconstrained scenario. We consider
both path-loss and small scale (Rayleigh) fading, the power
parameters of Table I, W = 1, ς = 1/2, M = 1024, i.e.
t = 4 & K = 256, σ2i = 0 dB, and ρi = ρ + 10κ log10(N)
dB, ∀i ∈ N . Note that the results for N -hops MIMO-AF
and MIMO systems have been obtained via Algorithm 4 and
Algorithm 1 of [35], respectively. Results confirm that multi-
hoping can be more energy efficient that direct communication
when the direct link quality is poor, i.e. for low SNR or/and
high κ. For instance, when ρ = 20 dB (good direct link), multi-
hop can only performs better than direct communication for
κ ≥ 4.5. Whereas, if ρ = −20 dB and κ = 3.5 (poor direct
link), the energy-per-bit can be reduced by more than 75%
when using 10 relays, i.e. 11 hops, instead of no relays.
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Fig. 9: Comparison of the optimal energy-per-bit consumption
of N -hops MIMO-AF and MIMO systems in the uncon-
strained scenario as a function of the pathloss exponent.
Based on the same parameters as in Fig. 9, Fig. 10 depicts
the average sum-rate and transmit power per hop as a function
of κ. These results, which complement the results of Fig. 9,
provide further insights on the reason behind multi-hoping
being more energy efficient that direct communication when
the direct link quality is poor. Indeed, the rate and transmit
power results for ρ = −20 dB show that the channel gain
improvement due to multi-hoping translates into a drastic
transmit power reduction (> 90% when comparing the trans-
mit power of 11-hops MIMO-AF with MIMO at κ = 5) as
well as a significant increase in average rate per hop (> 4 times
when comparing the rate of 11-hops MIMO-AF with MIMO
at κ = 5). Whereas for ρ = 20 dB, the average rate of N -hops
MIMO-AF is always worst than MIMO, but N -hops MIMO-
AF still requires less transmit power per hop than MIMO.
V. CONCLUSION
In this paper, an optimal energy-efficient joint resource
allocation method has been designed for the multi-hop MIMO-
AF system when considering that transmit and/or receive CSI
is available at each node. We have first expressed the EE-
SE trade-off of the multi-hop MIMO-AF system with CSI
in close-form when considering a realistic power model and,
then, use it as an objective function. Even though, the latter
is not generally quasiconvex, we have proved that it can be
lower bounded by a convex function, and that all of its minima
are strict minima. In addition, we have shown that the optimal
solution to the joint resource allocation problem can be upper
bounded by solving a low-complexity convex optimization.
Based on these properties, we have simplified the multivari-
ate joint resource allocation problem into a single variable
problem and designed a novel approach for optimally solving
this problem in both the unconstrained and power constraint
energy-efficient cases. We have also provided a sub-optimal
approach with reduced computational complexity. Accuracy
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Fig. 10: Comparison of the N -hops MIMO-AF and MIMO
systems in terms of the average sum-rate per hop and average
transmit power per hop as a function of the pathloss exponent.
and computational complexity simulation results undertaken in
numerous settings have shown that our sub-optimal approach
is near-optimal with a complexity reduced by up to 40 times
in comparison the optimal approach; these results have also
confirmed the reliability of our bounds. As an application,
we have compared the optimal energy-per-bit consumption
of multi-hop MIMO-AF and MIMO systems with CSI. The
results have indicated that transmitting over multiple hops can
save energy-per-bit when the channel quality of the direct link
is poor, i.e. for large pathloss exponent and/or at low SNR.
In such channel condition, the rate improvement due to the
reduced inter-node distances more than offset the extra power
consumption resulting from deploying extra nodes.
APPENDIX
A. Non-quasiconvexity of Eb in the general case
According to Example 3.38 of [39], if PΣ(C) ≥ 0 and
RΣ(C) > 0 would be convex and concave, respectively,
for any C  0, then Eb would be quasiconvex. Clearly,
according to (8) & (5a), PΣ(C) ≥ 0 and is strictly convex
for any C  0. Whereas, RΣ(C) > 0 for any C  0,
but it is not always concave, as it is shown in the fol-
lowing. The function RΣ(C) in (5b) is twice differentiable
such that the elements of its gradient and Hessian are ex-
pressed as {∇RΣ(C)}{i,m} = ∂RΣ(C)∂Ci,m = W 2
Cm−1
2Ci,m−1 and
{∇2RΣ(C)}{i,m},{k,l} = ∂
2RΣ(C)
∂Ci,m∂Ck,l = W ln(2)
×
⎧⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎩
(
2Cm − 1) 2Cm − 2Ci,m
(2Ci,m − 1)2 if k = i and l = m,
2Cm
(
2Cm − 1)
(2Ci,m − 1)(2Ci,m − 1) if k = i and l = m,
0 otherwise,
(31)
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respectively. Let z ∈ RNM , then, according to
(31), z∇2RΣ(C)zT = W ln(2)
∑M
m=1
(
2Cm − 1)
×
[
2Cm
(∑N
i=1
zi,m
2Ci,m−1
)2
−∑Ni=1 z2i,m2Ci,m(2Ci,m−1)2
]
. In the case
that Ci,m  1, then z∇2RΣ(C)zT ∼ Wln(2)
∑M
m=1
(
2Cm − 1)[(∑N
i=1
zi,m
Ci,m
)2
−∑Ni=1 ( zi,mCi,m)2
]
such that z∇2RΣ(C)zT
can either be positive or negative, depending on the sign of
the elements of z. Thus, RΣ(C) is not always concave and,
hence, Eb in (10) is not necessarily quasiconvex.
In addition, according to (3.20) of [39], if E b(C + z) ≤
Eb(C) ⇒ ∇Eb(C)zT ≤ 0, for all C  0 and C + z  0,
then Eb would be quasiconvex. However, it exists some points
C  0 and C + z  0 that contradicts this statement. For
instance, if M = 2, N = 3, Pc = 100, W = 1, A =
0.01×1NM , C = [2, 1, 3, 3, 4, 5] and z = [−1, 1,−1, 1,−1, 1],
then Eb(C+z)−Eb(C) = −1.91 ≤ 0 but ∇Eb(C)zT = 0.12 >
0. Similarly, the points C = [2, 1, 3, 3, 4, 5, 5, 7] and z =
[−1, 1,−1, 1,−1, 1,−1, 1] or C = [2, 1, 3, 3, 4, 5, 5, 7, 6, 9]
and z = [−1, 1,−1, 1,−1, 1,−1, 1,−1, 1] for N = 4 or
N = 5, respectively, fail the quasiconvexity condition as well.
Based on these numerical examples, we can conclude that Eb
in (10) is not quasiconvex in the general case.
B. Proof for (13) in Proposition 1
Proof: By inserting (14) into equations (5b) and (5a), the
latter can be re-expressed as follows
RΣ(C) = W
M∑
m=1
Cm, and (32a)
Pi(C) = Δ−1i
M∑
m=1
Ai,m
[ (
2Cm−1)+2Cm2Ci,m (2Ci,m−1)
×
∏N
k=1
k =i
2Ck,m −∏Nk=1
k =i
(
2Ck,m − 1)∏N
k=1 2
Ck,m
⎤⎥⎦, (32b)
respectively, for any C0. Given that
N∏
i=1
2Ci,m −
N∏
i=1
(
2Ci,m − 1) = N∑
i=1
N∏
k=1
k =i
(
2Ck,m − 1
2
)
+ εN ,
with εN ≥ 0, i.e. ε2 = 0, ε3 = 14 , ε4 =
1
4
∑4
k=1
(
2Ck,m − 12
)
, etc., it implies that
∑N
i=1ΔiPi(C) −∑M
m=1
∑N
i=1 Ai,m
(
2Cm−1) can be lower bounded by
M∑
m=1
2Cm∏N
k=1 2
Ck,m
N∑
i=1
N∑
k=i+1
[
Ai,m2
Ci,m (2Ci,m − 1)
+Ak,m2
Ck,m (2Ck,m − 1)] N∏
l=1
l =k =i
(
2Cl,m − 1
2
)
.
(33)
Moreover, given that
(
2x − 12
) ≥ √2x (2x − 1), ∀x ≥ 0 and
x + y ≥ 2√xy, since (√x − √y)2 ≥ 0, ∀x, y ≥ 0, (33) can
further be lower bounded by
M∑
m=1
2Cm+1
N∑
i=1
N∑
k=i+1
√
Ai,mAk,m
N∏
l=1
√
1− 2−Cl,m . (34)
Then, by inserting (15) into (34), the latter can be re-expressed
solely as a function of Cm as
2
M∑
m=1
(
N∑
i=1
N∑
k=i+1
√
Ai,mAk,m
)√
2Cm (2Cm − 1).
Consequently,
∑N
i=1 ΔiPi(C) can be lower bounded by
N∑
i=1
ΔiPi(C) ≥
M∑
m=1
(
N∑
i=1
√
Ai,m
)2 (
2Cm−1) , (35)
for any C  0, since √2x (2x − 1) ≥ (2x − 1), ∀x ≥
0, and 2
∑N
i=1
∑N
k=i+1
√
Ai,mAk,m =
(∑N
i=1
√
Ai,m
)2
−∑N
i=1 Ai,m, ∀m ∈ M. Equation (13) is finally obtained by
substituting the numerator and denominator of (10) with (35)
and (32a), respectively.
C. Proof for Proposition 2
Proof: Let C∗ be a stationary point of Eb, accordingly,
∇Eb(C = C∗) = 0. Given that ∇Eb(C)zT  RΣ(C)−2
[∇PΣ(C)zTRΣ(C) − ∇RΣ(C)zTPΣ(C)] = 0 is equivalent to
Eb(C) = ∇PΣ(C)z
T
∇RΣ(C)zT , then Eb(C + z)− Eb(C) =
∇PΣ(C)(2z − 1)T
ln(2)RΣ(C + z) −
[RΣ(C + z)−RΣ(C)]∇PΣ(C)zT
RΣ(C + z)∇RΣ(C)zT .(36)
In addition, let F : X ∈ R2M → R and z → 0, then the
gradient of F is similar to
∇F (X)zT  F (X + z)− F (X). (37)
Given that ∇PΣ(C)(2z − 1)T > ln(2)∇PΣ(C)zT, for z = 0,
it implies with (36) and (37) that Eb(C∗ + z) > Eb(C∗), for
z→ 0 and z = 0.
D. Proof for Proposition 3
Proof: From (10), solving ∇Eb(C∗) = 0 is such that
∇Eb(C∗) = ∇PΣ(C
∗)RΣ(C∗)−∇RΣ(C∗)PΣ(C∗)
RΣ(C∗)2 = 0.
In turn, it yields, as it is summarized in equation (20),
E∗b = Eb(C∗) =
PΣ(C∗)
RΣ(C∗) =
∂PΣ(C∗)
∂Ci,m
[
∂RΣ(C∗)
∂Ci,m
]−1
,
for i∈N and m∈M∗, where ∂PΣ(C)∂Ci,m = ln(2)Ai,m2Ci,m and
∂RΣ(C)
∂Ci,m =W
∏N
k=1
k =i
(
2Ck,m − 1)∏N
k=1 2
Ck,m−∏Nk=1 (2Ck,m − 1) =W 2
Cm−1
2Ci,m−1 .
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E. Proof for Corollary 3
1) Equation (22): Proof: Given any m ∈ M∗, relation
(20) holds for any i ∈ N , and
N∏
i=1
E∗b =
N∏
i=1
ln(2)Ai,m2
C∗i,m
(
2C
∗
i,m − 1
)
W (2C∗m − 1) , (38a)
⇔
(
2C
∗
m − 1)N∏N
i=1 1− 2−C
∗
i,m
=
N∏
i=1
4a∗i,m2
2C∗i,m , (38b)
⇔
√
2C∗m (2C∗m − 1)N−1 =
N∏
i=1
2
√
a∗i,m2
C∗i,m , (38c)
where a∗i,m =
ln(2)Ai,m
4WE∗b
. Note that we have relied on equation
(15) for transforming (38b) into (38c). Equation (22) is then
obtained by replacing C ∗i,m in (38c) with (21) and applying
the change of variables Xm =
√
2C∗m − 1.
2) Equation (23): Proof:
Firstly, given that a∗i,m > 0, it implies that∏N
i=1
(√
a∗i,m +
√
a∗i,m +X2m
)
>
∏N
i=1
(√
a∗i,m +Xm
)
=
XNm+X
N−1
m
∑N
i=1
√
a∗i,m+X
N−2
m
∑N
i=1
∑N
k=i+1
√
a∗i,ma
∗
k,m
+σ(Xm), where σ(Xm) ≥ 0; secondly, knowing that√
x2(x2 + 1) <
√
x2(x2 + 1) + 1/4 = x + 1/2,
∀x ∈ R, it implies that −XN−1m
√
X2m + 1 >
−XN−2m
(
X2m + 1/2
)
. Consequently, F (Xm) > F̂ (Xm) =
XN−2m
(∑N
i=1
√
a∗i,mXm+
∑N
i=1
∑N
k=i+1
√
a∗i,ma
∗
k,m−1/2
)
,
∀Xm ≥ 0, such that the only non-zero root of F̂ (Xm),
Xmaxm , is expressed as in (23).
Given that F̂ (Xm) > 0 for Xm > Xmaxm and F (Xm) >
F̂ (Xm), it implies that F (Xm)>0 when Xm>Xmaxm ; hence,
F has no roots for Xm>Xmaxm such that any root of F lies
in [0, Xmaxm ].
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