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INTRODUCTION
Ce dossier est une synthese de mes travaux de recherche depuis la soute-
nance de ma these doctorale. Ces travaux s'articulent selon trois themes, que
je decris brievement ci-dessous. Ces sujets sont issus de motivations rattachees
aux domaines de la nance, de l'assurance ou de l'economie. L'etude de ces
problemes fait intervenir des outils mathematiques et probabilistes varies,
comme par exemple des outils de grossissements de ltrations, des techniques
d'optimisation reposant sur des methodes de dualite, du contro^le stochastique,
des methodes de programmation dynamique et de la theorie des jeux.
Risque de defaut et information asymetrique
Il existe principalement deux approches dans la litterature pour la
modelisation d'un evenement de defaut : l'approche structurelle et l'ap-
proche forme reduite. Dans l'approche structurelle (cf Merton [63]), le defaut
survient lorsque un processus fondamental X (par exemple la valeur de la
rme) passe au dessous d'un certain niveau L. En general L est constant
ou deterministe et L est xe par les managers de la rme selon certains
criteres, an par exemple de maximiser la valeur equity (cf Leland [62]). Dans
l'approche forme reduite, qui repose sur la notion d'intensite de defaut, le
defaut est moins \previsible". Une information partielle sur X ou L permet de
faire un lien entre ces deux approches. Je me suis particulierement interessee
au cas ou L est une variable aleatoire xee par le manager : en eet, lorsque
le manager decide que la rme fait defaut ou non, il a une information
supplementaire sur L par rapport a un investisseur standard.
Mes travaux portent sur l'impact de l'information, notamment sur la
barriere de defaut L, dans dierentes problematiques : pricing de produits
derives de credit et optimisation de portefeuille dans un marche soumis
au risque de contrepartie. Contrairement a Giesecke et Goldberg dans [31]
et [32] ou les investisseurs anticipent la loi L, l'information privee que je
considere ne concerne pas la loi de L mais la realisation de L. La modelisation
mathematique repose donc sur des outils de grossissement de ltrations,
developpes dans les travaux des annees 1970-1980 de Jeulin, Jacod, Yor
[55, 56, 52].
L'idee usuelle en risque de credit est d'etablir des relations entre la ltration
globale du marche et la ltration de reference sans defaut, l'avantage etant
qu'il est souvent plus facile de travailler dans la ltration sans defaut qui
verie des conditions de regularite plus agreables. Dans cet esprit, dans [45]
et [46] on s'interesse au calcul de probabilites conditionnelles de survie et
au pricing de derives de credit, en prenant en compte dierents niveaux
d'information. Pour chaque information, on etablit une formule de pricing
relatif a la ltration de reference sans defaut. Puis dans [47], dans ce me^me
cadre de modelisation de l'information, on etudie le probleme d'optimisation
de portefeuille pour un initie ainsi que la valeur de l'information privee.
C'est un probleme classique (cf Karatzas et al. [61]) ou l'initie choisit son
portefeuille an de maximiser l'utilite terminale de sa richesse. Amendinger
et al. [2] se posent la question du cou^t d'une information privee, d'un point
de vue prix d'indierence. Dans [2] l'information privee est une fonctionnelle
de la valeur terminale d'un actif, perturbee par un bruit. L'originalite de [47]
est d'etudier ce probleme d'investissement optimal pour un initie dans un
contexte avec defaut, en considerant un marche dont les actifs risques peuvent
subir une perte au moment du defaut d'une contrepartie. [47] compare la
strategie d'un initie, dont l'information privee concerne le risque de defaut
de la contrepartie, a celle d'un investisseur standard qui a ete etudiee par
Jiao et Pham dans [57]. La decomposition canonique de strategies adaptees
par rapport a l'information de l'initie conduit naturellement a decomposer le
probleme sur l'ensemble avant le defaut  (avant  les strategies dependent
de L), et apres le defaut (les strategies dependent alors de ). Apres  la
resolution repose sur des methodes de dualite, et avant  sur une approche pro-
grammation dynamique. Une comparaison numerique des strategies est menee.
Risque de longevite et regle de Ramsey avec utilite progressive
pour la modelisation des taux d'intere^t long terme
Le risque de longevite est le "risque" que les assures vivent plus longtemps
que prevu. Associer le mot \risque" avec longevite peut sembler paradoxal.
Mais l'allongement regulier de la duree de vie en Europe et aux Etats-Unis
depuis 1960 pose evidemment des problemes aux organismes ou institutions
qui se sont engages a verser des rentes (retraites, retraites complementaires,
autres rentes viageres, etc...). Comprendre et gerer le risque de longevite n'est
pas une chose aisee car ce domaine de recherche est au centre de nombreux
autres : probabilites, statistiques, assurance-vie, demographie, medecine, -
nance... Cet axe de recherche a ete initie par Nicole El Karoui et Stephane
Loisel dans le cadre de la chaire \Derives du Futur" de la Federation Bancaire
Francaise. Une petite equipe, composee de quelques doctorants, de Pauline
Barrieu et moi me^me s'est vite montee autour d'eux et nous a permis de
reechir a ces enjeux et ces problematiques complexes et variees et a echanger
en protant de la culture scientique de chacun. Le fruit de ces reexions a
donne lieu a un travail collectif de synthese [5] ou nous avons tente de faire
le point et de proposer des idees sur les types de modelisations du risque
de longevite, les questions reglementaires, ainsi que les problematiques rela-
tives au transfert du risque, a l'evaluation et a la couverture de ces produits.
Nous poursuivons desormais cette thematique dans le cadre de l'ANR Lolita
(Dynamic models for human Longevity with Lifestyle Adjustments). Depuis
ce travail de synthese [5], tout en suivant avec intere^t les avancements des
dierents projets de recherche inities sur la longevite, je me suis plus partic-
ulierement concentree sur la modelisation de taux d'intere^t long terme.
La modelisation des taux d'intere^t long terme est un enjeu important pour le
nancement de projets ecologiques ou l'evaluation de produits nanciers de
longevite. Malheureusement les marches nanciers ne peuvent nous donner de
reponses satisfaisantes pour de longues maturites (30 ans et plus) car le marche
des zeros-coupons est alors tres illiquide et les modeles classiques de nance
de taux d'intere^t ne peuvent e^tre etendus de facon satisfaisante pour de telles
maturites. Notre idee fut donc de se tourner vers la litterature economique
qui est tres abondante sur tout ce qui concerne les aspects economiques de
decisions long-terme. Le calcul economique repose sur l'utilisation d'un taux
d'actualisation qui permet d'evaluer la valeur future d'un investissement en le
ramenant a un equivalent actuel. Le taux d'actualisation est ainsi un point de
passage oblige pour clarier les enjeux de la decision sur le tres long terme.
La regle de Ramsey, introduite par Ramsey dans son article precurseur [75]
(1928) et longuement debattue ensuite par de nombreux economistes comme
Gollier [35, 34, 38, 37, 39, 36] ou Weitzman [78], est l'equation de reference
pour calculer le taux d'actualisation. La regle de Ramsey donne un lien a
l'equilibre entre taux d'actualisation et utilite marginale de la consommation
aggregee de l'economie. Bien que cette regle soit tres simple, il n'existe pas de
consensus parmi les economistes sur les valeurs numeriques des parametres,
ce qui conduit a des taux d'actualisation tres dierents les uns des autres.
Neanmoins, comme l'ont souligne Lecocq et Hourcade [49], les economistes
s'accordent sur la necessite d'un schema de decision sequentielle permettant
de reviser les premieres decisions en fonction de l'evolution des connaissances
et de l'experience : le critere d'utilite doit donc e^tre adaptatif et doit s'ajuster
au ux d'information. Dans le langage de l'optimisation, ce critere adaptatif est
appele consistance. En ce sens, les utilites progressives consistantes, etudiees
par El Karoui et Mrad [22], sont les outils stochastiques adequats pour etudier
les taux d'intere^t long terme.
En eet, dans un environnement dynamique et stochastique, les fonctions
d'utilite "classiques" ne sont pas assez exibles pour permettre de faire des
choix pertinents a long terme. M. Musiela et T. Zariphopoulou (2003-2008
[71, 70]) furent les premiers a suggerer d'utiliser le concept d'utilite pro-
gressive dynamique, consistente avec un univers d'investissement donne. Ce
concept d'utilite progressive propose ainsi une facon adaptative de modeliser
les eventuels changements des preferences des agents au cours du temps. Mo-
tivee par la regle de Ramsey (pour laquelle la consommation joue un ro^le
central), [24] etend la notion d'utilite progressive consistente a un cadre avec
consommation ou les agents investissent dans un marche nancier et peuvent
consommer une part de leur richesse a chaque instant. La fonction valeur
d'un probleme d'optimisation classique (sous des hypotheses de regularite)
est un exemple d'utilite progressive. Neanmoins, dans le cadre classique, le
probleme est pose tres dieremment : dans l'approche classique, les processus
optimaux sont obtenus par une analyse retrogade, soulignant leur dependance
en l'horizon du probleme d'optimisation, alors que le point de vue progressif
souligne la monotonie des processus optimaux en leur condition initiale. Les
utilites progressives conduisant a des processus optimaux lineaires en leur con-
dition initiale (comme c'est le cas pour les utilites puissances tres utilisees en
economie) permettent d'aboutir a des calculs explicites.
Pour une modelisation nanciere, il est naturel d'etablir des relations
entre courbe de taux et zero-coupon. Le marche des zero-coupons etant tres
illiquide pour de longues maturites, nous avons utilise, pour des transactions
a faibles nominaux, le prix d'indierence d'utilite marginale (aussi appele
prix de Davis). Ainsi nous avons montre que, d'apres la regle de Ramsey, les
taux d'intere^t a l'equilibre economique et les taux d'intere^t d'utilite marginale
coincident. Nous avons plus particulierement etudie cette courbe de taux pour
les utilites puissances (retrogrades et progressives) dans un modele log-normal
dans [24] puis dans un modele a facteurs ane dans [23].
Contrat Partenariat-Public-Prive et Externalisation de la dette
Avec l'augmentation ces dernieres annees de la dette publique de nombreux
pays developpes, ainsi que l'eventualite que certains d'entre eux puissent
faire defaut, la question du nancement de projets publics est au centre
des preoccupations economiques et politiques. Se reporter au secteur prive
peut ainsi para^tre une idee seduisante au premier abord. Ces contrats
Partenariat-Public-Prive (PPP) sont d'abord apparus au Royaume Uni en
1992 (sous le nom de Private Financing Initiative) et representent un tiers des
investissements publics de ce pays sur la periode 2001-2006. Ces contrats sont
aussi utilises par exemple au Canada, USA, et en France, pour nancer des
ho^pitaux, prisons ...(cf [28] et [72]) La litterature economique s'est penche
sur le sujet. Par exemple Iossa, Martimort and Pouyet [50] comparent, dans
une modelisation relativement minimaliste, les cou^ts et beneces associes
aux PPP. Dans [3], Auriol et Picard discutent de l'opportunite de contrats
Build-Operate-Transfer (une variante de PPP) en supposant que le public n'a
pas la me^me information que l'operateur prive sur les parametres des cou^ts
du projet. Notre approche est dierente tant du point de vue modelisation
que resolution.
On propose dans [48] une etude des PPP et de leur pertinence, en prenant
en compte l'eventualite de defaut de la contrepartie. Si on inclut le risque
de faillite, externaliser ne peut e^tre interessant que lorsque une penalite est
imposee a l'operateur prive en cas de faillite et dans un certain contexte : risque
ou cou^t de reference eleves, echeance courte, penalite susante eu egard a la
dette. De fait, cela correspond a un transfert de risque du public vers le prive.
Neanmoins, me^me si les PPP presentent des avantages, il reste encore beau-
coup d'interrogations sur ses inconvenients. En particulier, on s'interesse dans
[29] a la question suivante : d'un point de vue economique, et prenant en
compte les contraintes auxquelles font face les pays lorsqu'ils emettent de la
dette, est-il optimal de faire nancer un projet public par un investissement
prive ? Cette question ne se limite pas a l'emission d'une dette par un pays,
et se generalise a un agent economique ou une entreprise, dont la banque ne
voudrait pas pre^ter une trop grosse somme d'argent, ou qui craindrait que trop
de dettes n'aectent la conance des investisseurs. Dans [29] on considere donc
le probleme d'externalisation d'un point de vue de la dette, la maintenance
etant externalisee dans les deux situations (externalisation de l'investissement
ou emission de dette). On etudie les equilibres de Nash et de Stackelberg pour
des fonctions d'utilites puissances, puis on discute l'impact d'une incertitude
sur le parametre d'aversion au risque de la rme aupres de laquelle on exter-
nalise.
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CHAPITRE 1
RISQUE DE DEFAUT ET INFORMATION
ASYMETRIQUE
La quantication des risques nanciers, ainsi que l'elaboration de strategies
destinees a les couvrir par un investisseur donne, dependent fortement de sa
perception du risque, ou plus precisement de l'information dont il dispose
pour l'evaluer. L'information represente ainsi un element cle de la modelisation
nanciere. Dans la plupart des modeles nanciers, l'information est supposee
commune et donnee a l'avance.
En dehors des travaux portant sur les agents inities (Grorud et Pontier [40],
Amendinger et al.. [2], Hillairet [44], Elliott et Jeanblanc [27]) et des modeles
d'equilibre type Kyle et Back (Cho [15], Kyle [42], Back [8]), peu d'etudes
ont ete conduites pour etudier l'inuence de l'information sur l'evaluation des
produits nanciers.
Dans nos travaux sur le ro^le de l'information, l'information est modelisee
par une ltration et nous utilisons la theorie de grossissement de ltration
(Jeulin, Yor, Jacod [56, 55, 52]...). Lors de ma these, j'ai principalement
etudie le cas d'une information privee concernant une information specique
sur les prix cotes du marche (par exemple la realisation dans le futur d'une
fonctionnelle des prix). Depuis, dans une serie de travaux en collaboration
avec Jiao [45, 46, 47] nous avons etudie le cas d'une information asymetrique
concernant un risque de defaut ou un risque de contrepartie. Inspirees par
les modeles structurels, nous modelisons le temps de defaut  comme le pre-
mier temps de passage d'un processus stochastique (representant typiquement
la valeur de la rme) a une barriere aleatoire L. Nous considerons dierents
niveaux d'information sur cette barriere aleatoire L et nous etudions l'im-
pact de ces informations sur la gestion du risque de defaut : tout d'abord sur
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l'evaluation des produits derives de credit, puis sur les strategies d'optimisa-
tion de portefeuille.
La premiere etape consiste a comparer les probabilites de defaut en fonction
des dierents niveaux d'information, ainsi que les prix des produits derives
de credit correspondants. Puis, dans un marche avec risque de contrepartie
ou le defaut peut induire une perte brutale du portefeuille d'investissement,
nous etudions les strategies optimales d'investissement pour un initie et la
comparons a celle d'un investisseur standard.
Dans la suite, on considere (
;A;P) un espace de probabilite muni d'un
ltration F = (Ft)t0 engendree par un mouvement brownien (Wt)t0. Soit
X un processus aleatoire continu F-adapte (representant la valeur ou la sante
nanciere de la rme), et X son minimum courant Xt = inffXs; s  tg: Le
temps de defaut  est alors deni comme
(1.1)  = infft : Xt  Lg avec X0 > L
ou L est une variable aleatoire positive. Dans le cas particulier ou L est
independante de F et suit une loi exponentielle, cette modelisation (1.1) cor-
respond au modele de Cox. Ce modele est largement utilise dans la pra-
tique. Dans notre approche, la barriere aleatoire L n'est pas necessairement
independante de F et nous verrons que la loi conditionnelle de L par rapport
a l'information F est preponderante.
1.1. Modelisation des dierents niveaux d'information
Les investisseurs ont dierents niveaux d'information sur les actifs du
marche et sur le defaut. Leur information respective est modelisee par des
ltrations dierentes H que l'on specie ci-dessous. Toutes les ltrations con-
sideres sont rgularisees de faon a verier les conditions usuelles (notamment
continue a droite).
1. Information d'un investisseur standard. Un investisseur standard sur le
marche observe F ainsi que la realisation du defaut lorsque celui-ci a lieu.
Son information est donc modelisee par le grossissement progressif de F
par le temps aleatoire 
G = (Gt)t0 = (Ft _ Dt)t0
avec D = (Dt)t0 l'information du defaut, i.e., la plus petite ltration
pour laquelle  est un temps d'arre^t (Dt = D0t+ avec D0t = ( ^ t)).
2. Information parfaite d'un initie. Un initie parfaitement informe (par ex-
emple le manager de l'entreprise) connait la barriere L et observe F. Son
information est donc modelisee par le grossissement initial de F par la
variable aleatoire L
GM = (GMt )t0 := (Ft _ (L))t0:
3. Information bruitee d'un initie. On considere un initie qui possede une
observation bruitee (Lt = f(L; t))t0 de la barriere L, (t)t0 etant un
bruit independant. Il observe en outre le defaut. Son information est donc
modelisee par la ltration
GI = (GIt )t0 := (Ft _ (Ls; s  t) _ Dt)t0:
4. Information avec retard. Certains investisseurs n'observent pas les in-
formations du marche en temps reel mais avec un delai (t), ou  est
une fonction telle que t ! t   (t) est croissante et positive. Ils obser-
vent de plus la realisation du defaut (sans retard). Leur information est
donc modelisee par le grossissement progressif de FD = (Ft (t))t0 par
le temps aleatoire 
GD = (GDt )t0 := (Ft (t) _ Dt)t0
D'un point de vue information pertinente, nous avons la relation (1)
GD  G  GI  GM :
An d'eviter l'existence d'arbitrages pour les inities, on travaille sous l'hy-
pothese de Jacod, classique dans la theorie de grossissement initial de ltra-
tions :
Hypothese (HM). | L est une variable aleatoire A-mesurable telle que
P(L 2 jFt)(!)  P(L 2 ); 8t  0; P  p:s::
D'apres Jacod [52], il existe une version mesurable de la densite condition-
nelle
1. D'un point de vue inclusion de ltration, GD  G  GM et G  GI mais GI 6 GM car le
bruit (s) 6 GM .
(1.2) pt(x)(!) =
dPLt
dPL
(!; x)
avec PLt (!; x) une version reguliere de la loi conditionnelle de L sachant Ft et
PL la loi de L (sous P). D'apres Grorud and Pontier [40], l'hypothese (HM)
est equivalente a l'existence d'une mesure de probabilite PL, equivalente a P,
sous laquelle F et (L) sont independantes, et qui est unique si on impose
qu'elle concide avec P sur F1 et sur (L). Plus precisement, PL est denie
par EPL
h
dP
dPL
GMt i = pt(L). L'existence de cette probabilite PL joue un ro^le
cle dans nos resultats.
Pour l'information bruitee nous travaillons sous l'hypothese supplementaire
concernant le bruit :
Hypothese (HI). | On suppose que Lt = L + t, (t)t etant un processus
continu independant de F et de L et dont les accroissements retrogrades sont
independants (i.e. pour 0  s  t  , s   t est independant de ). On
suppose que la loi marginale de t a une densite par rapport a la mesure de
Lebesgue, notee qt.
On recapitule les notations qui vont nous servir par la suite
Notations
PL(x) : loi de L
PLt (!; x) : loi conditionnelle de L sachant Ft
pt(x)(!) =
dPLt
dPL
(!; x)
pt(L) = EPL
h
dP
dPL
GMt i
Lt = L+ t, qt densite marginale de t.
1.2. Evaluation de derives de credit avec information asymetrique
Il s'agit d'estimer tout d'abord les probabilites des evenements de defaut
(ou de facon equivalente des evenements de survie) en fonction des niveaux
d'information.
1.2.1. Probabilites de defaut. | Soit T > 0 une maturite. Pour t   
T , on calcule P( > jHt) la probabilite conditionnelle de l'evenement de survie
f > g par rapport a Ht l'information disponible en t. Les resultats sont
standards pour les grossissements progressifs G et GD. Pour le grossissement
des inities GM et GI , l'astuce de [45] est de travailler sous PL en eectuant
un changement de probabilite.
1. Investisseur standard. Pour H = G
P( > jGt) = 1>t E(P
L
 (X

 )jFt)
PLt (X

t )
:
2. Information parfaite d'un initie. Pour H = GM et sous l'hypothese (HM)
P( > jGMt ) =
1
pt(L)
[EP(p(x)1X>xjFt)]x=L
3. Information bruitee d'un initie. Pour H = GI et sous l'hypothese (HI)
P( > jGIt ) = 1>t
R
R
1
pt(l)
EP(p(l)1X>ljFt)qT t(Lt   l)PLt (dl)R
R 1Xt >l qT t(Lt   l)PLt (dl)
4. Information avec retard. Pour H = GD
P( > jGDt ) = 1>t
E(PL (X )jFDt )
E(PLt (Xt )jFDt )
:
1.3. Evaluation avec information asymetrique
Suivant Bielecki et Rutkowski [10], un produit derive de maturite T soumis
au risque de credit est decrit par un triplet (C;G;Z), ou C est une variable
aleatoire FT -mesurable representant le paiement a maturite s'il n'y a pas eu
defaut, G est un processus (paiements des dividendes) F-adapte, de variation
nie veriant G0 = 0, et Z est un processus F-previsible dont la valeur en
 represente le taux de recouvrement. La valeur en t <  ^ T de ce produit
derive de credit, en fonction du niveau d'information H et de la probabilite
de pricing Q (qui sera precisee, selon le niveau d'information, en sous-section
1.3.2) est donnee par
(1.3) V Q;Ht = RtEQ
h
CR 1T 1f>Tg+
Z T
t
1f>ugR 1u dGu+Z1fTgR
 1

Hti
ou (Rt)t est le processus d'actualisation F-adapte.
Notre but est d'etablir une formule de prix par rapport a la ltration de
reference sans defaut F, pour chacun des niveaux d'information. Dans un pre-
mier temps nous nous concentrons sur l'impact de l'information sur la ltration
(en faisant l'evaluation sous la probabilite historique P) puis dans un deuxieme
temps nous etudierons l'impact sur la probabilite de pricing.
1.3.1. Evaluation sous la probabilite historique P. |
1.3.1.1. Information standard et avec retard. | L'evaluation pour l'informa-
tion standard H = G est un resultat bien connu de la litterature [9, 10] qui
repose sur la theorie du grossissement progressif de ltrations ([55, 56]). Soit
SF le processus de survie (aussi appele surmartingale d'Azema) de 
SFt := P( > tjFt) = P(Xt > LjFt)
Proposition 1.3.1. | Le processus valeur du produit nancier (C;G;Z)
sous la probabilite P relativement a la ltration standard G est
(1.4) V P;Gt = 1f>tg
Rt
SFt
EP

R 1T S
F
T C+
Z T
t
R 1u S
F
u dGu 
Z T
t
R 1u ZudS
F
u
Ft:
L'evaluation pour l'information avec retard H = GD est tout a fait similaire,
la seule dierence venant du fait que les processus de survie SF et d'actuali-
sation R ne sont pas FD-adaptes.
Proposition 1.3.2. | Le processus valeur du produit nancier (C;G;Z)
sous la probabilite P relativement a la ltration avec retard GD est
(1.5)
V P;G
D
t =
1f>tg
E[SFt jFDt ]
EP

Rt
RT
SFT C +
Z T
t
Rt
Ru
SFu dGu  
Z T
t
Rt
Ru
ZudS
F
u
FDt :
1.3.1.2. Information parfaite d'un initie.| Pour H = GM et sous l'hypothese
(HM), la cle de la demonstration proposee dans [45, 46] est de travailler sous
la probabilite PL et d'introduire le processus FMt (x) := pt(x)1fXt >xg qui joue
un ro^le similaire au processus de survie SF .
Proposition 1.3.3. | Le processus valeur du produit nancier (C;G;Z)
sous la probabilite P relativement a la ltration du manager GM est
(1.6) V P;G
M
t = 1f>tg
V Ft (L)
pt(L)
avec FMt (x) = pt(x)1fXt >xg et
V Ft (x) = RtEP

CR 1T F
M
T (x) +
Z T
t
FMs (x)R
 1
s dGs  
Z T
t
ZsR
 1
s dF
M
s (x)
Ft
1.3.1.3. Information bruitee d'un initie.| Pour H = GI et sous l'hypothese
(HI), la cle de la demonstration est d'introduire la ltration auxiliaire FI =
(FIt )t0 := (Ft _ (Ls; s  t))t0 et de remarquer que GI est le grossissement
progressif de FI . On etablit dans un premier temps une formule de prix pour
la ltration FI
(1.7)
1f>tgRt
SIt
EP

R 1T S
I
TC +
Z T
t
R 1u S
I
udGu  
Z T
t
R 1u ZudS
I
u
FIt 
ou SIt := P(1f>tgjFIt ). Sous l'hypothese (HI), SIt s'ecrit comme SIt (Lt), avec
SIt () la fonction Ft 
 B(R)-mesurable SIt (x) =
R
R 1fXt >lgpt(l)qt(x l)P
L(dl)R
R pt(l)qt(x l)PL(dl)
: On
utilise alors dans un deuxieme temps un resultat analogue a la Proposition
1.3.1 concernant le grossissement progressif pour aboutir a l'expression suiv-
ante :
Proposition 1.3.4. | Le processus valeur du produit nancier (C;G;Z)
sous la probabilite P relativement a la ltration bruitee d'un initie GI est
(1.8) V P;G
I
t = 1f>tg
R
R V
F
t (l)qt(Lt   l)PL(dl)R
R F
M
t (l)qt(Lt   l)PL(dl)
ou V F et FM sont denis dans la Proposition 1.3.3.
1.3.2. Evaluation sous probabilite risque-neutre. | Pour evaluer un
derive de credit, le niveau d'information impacte a la fois la ltration (comme
nous l'avons etudie dans la section precedente) mais aussi la probabilite de
pricing. Nous nous concentrons ici sur ce deuxieme aspect. Puisque nous nous
concentrons sur le changement de probabilite du^ aux dierentes sources d'in-
formation, on suppose que P est la probabilite risque-neutre du marche \sans
defaut" decrit par la ltration F.
Le but est de determiner les probabilites risque-neutre pour la ltration des
inities, parfaite GM et bruitee GI , et de discuter les evaluations correspon-
dantes du produit derive de credit (C;G;Z).
Pour le cas du manager, la seule probabilite risque-neutre pour la ltration
GM est la probabilite PL puisque c'est l'unique mesure de probabilite QM
equivalente a P qui concide sur F avec P et telle que toute (F;P)-martingale
locale est une (GM ;QM )-martingale locale.
Pour le cas d'une information privee bruitee, la probabilite risque-
neutre QI pour la ltration GI est denie par la densite dQ
I
dQ = Y
I =
E(  R :0 Is(dWs Isds)) (ou E est la martingale exponentielle). Le drift d'infor-
mation I pour l'information bruitee est la projection du drift d'information
M pour l'information parfaite : It := EP[
M
t (L)jFIt ], avec M deni par
dpt(L) = pt(L)
M
t (L)dWs. (cf. Corcuera et al. [17])
Proposition 1.3.5. | 1)Information parfaite de l'initie. On suppose l'hy-
pothese (HM). Soit FQ
M
t (l) = 1fXt >lg. Le processus valeur du produit nancier
(C;G;Z) sous la probabilite risque neutre QM pour la ltration GM est
V G
M ;QM
t = 1f>tgRtEP

CR 1T F
QM
T (x)+
Z T
t
FQ
M
s (x)R
 1
s dGs 
Z T
t
ZsR
 1
s dF
QM
s (x) jFt

x=L
:
2) Information bruitee de l'initie. On suppose l'hypothese (HI). Le processus
valeur du produit nancier (C;G;Z) sous la probabilite risque neutre QI pour
la ltration GI est
(1.9) V G
I ;QI
t = 1f>tg
R
R V
FI ;QI
t (l)qt(Lt   l)PL(dl)R
R F
M
t (l)qt(Lt   l)PL(dl)
avec
V F
I ;QI
t (l) = RtEP

CR 1T F
I
t;T (u; l) +
Z T
t
F It;(u; l)R
 1
 dG  
Z T
t
R 1 ZdF
I
t;(u; l)jFt

u=Lt
;
F It;(u; l) = E
Z s
t
Z
Is(u+ y)t;(dy)dWs
 1
FM (l):
t; est la loi de probabilite de (   t):
1.3.3. Simulations numeriques. | Voici quelques exemples numeriques
issus de [46] et illustrant les formules ci-dessus. On considere un modele bino-
mial pour la barriere L : P(L = li) = ; P(L = ls) = 1    (0 <  < 1)
pour 0 < li  ls. On suppose que L est independante de (Ft)t0 et que le
processus X est un mouvement brownien geometrique. On trace la fonction
valeur d'un bond soumis au defaut pour les dierentes informations (pour
li = 1; ls = 3;  =
1
2). Le delai  choisi est tres petit, donc les resultats pour
information progressive et avec retard sont tres proches. Le premier graphe
represente la dynamique du prix du bond soumis au defaut dans le scenario
correspondant a la valeur de la rme du second graphe.
Dans le scenario de la Figure 1, le manager a xe la barriere basse, donc il
estime des probabilites de defaut plus petites et des prix de bond soumis au
defaut plus eleves (par rapport aux autres agents du marche). L'estimation
d'un initie qui a une information bruite est meilleure que celle d'un investisseur
standard et avec retard. On observe des phenomenes similaires en Figure 2 qui
correspond a un scenario avec une barriere haute.
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Figure 1. L = li
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Figure 2. L = ls
Dans [46] nous considerons aussi une barriere dependant de la valeur de la
rme de la facon suivante
L = li1[a;+1[(XA) + ls1[0;a[(XA); A > T; 0 < li  ls:
Le manager, qui est bien informe sur la sante economique de sa rme, peut
donc savoir si sa valeur a une date A sera superieure ou non a un niveau xe
a. Si XA  a, la rme est en bonne sante et le manager choisit une barriere de
defaut haute, sinon il choisit une barriere basse pour accelerer le defaut. Les
formules explicites dans cet exemple sont donnees dans [46], et les resultats de
simulations numeriques sont similaires a celles precedemment obtenues pour
une barriere L independante.
1.4. Optimisation de portefeuille d'un initie sur le risque de con-
trepartie
On considere un marche nancier constitue d'un actif sans risque (que l'on
suppose constant egal a 1) et d'un actif risque S qui est soumis a un risque de
contrepartie : l'actif S continue a exister apres le defaut  de la contrepartie
mais il subit en  un choc brutal. Cette fois  := infft;t  Lg ou  est
un processus F-adapte croissant positif, qui modelise par exemple les pertes
cumulees de la contrepartie. Le probleme d'optimisation de portefeuille d'un
investisseur standard dans un tel marche a ete etudie dans [57]. Avec Jiao, nous
avons etudie dans [47] le cas d'un initie qui a une information supplementaire
sur la barriere de defaut de la contrepartie, comme modelise precedemment,
notre but etant de quantier l'impact de cette information privee.
1.4.1. Modelisation du probleme d'optimisation. |
1.4.1.1. Le marche avec risque de contrepartie. | On se xe un horizon d'in-
vestissement T . Le prix S de l'actif risque est un processus G-adapte sur [0; T ]
(1.10) St = S
0
t 1t< + S
1
t ()1t ; 0  t  T
avec S0 processus F-adapte et S1() processus F 
 B(R+)-adapte. Le prix S
subit un saut au moment du defaut  de la contrepartie
S1 () = S
0
 (1   )
ou le processus F-adapte  represente la taille du saut (proportionnellement
a la valeur de l'actif) en  . On suppose  < 1 ainsi S continue d'exister
apres  . Un saut  > 0 correspond a une perte au moment du defaut (cas de
contagion), alors que  < 0 correspond a un gain au moment du defaut (cas
de concurrence/duopole avec la contrepartie).
L'initie choisit sa strategie d'investissement en fonction de son ux d'infor-
mation, modelise par la ltration GM . Ainsi son portefeuille est un processus
GM -previsible  qui represente la proportion de richesse investie dans l'actif
risque
t = 1t0t (L) + 1t>
1
t ();
avec 0() et 1() processus P(F)
 B(R+)-mesurables. Ainsi la richesse cor-
respondante de l'initie est un processus GM -adapte
(1.11) Xt = 1t<X
0
t (L) + 1tX
1
t ()
qui satisfait l'equation d'autonancement
dX0t (L) = X
0
t (L)
0
t (L)
dS0t
S0t
; 0  t  T
dX1t () = X
1
t ()
1
t ()
dS1t ()
S1t ()
;   t  T
X1 () = X
0
 (L)
 
1  0 (L)

:
On suppose 0 (L) < 1 ainsi le processus richesse est strictement positif. On
considere les dynamiques suivantes pour l'actif risque S avant defaut et apres
defaut
dS0t = S
0
t (
0
tdt+ 
0
t dWt); 0  t  T
dS1t () = S
1
t ()(
1
t ()dt+ 
1
t ()dWt);   t  T
les coecients 0 et 0 sont F-adaptes, 1() et 1() sont F
B(R+)-adaptes
et on suppose la condition d'integrabiliteZ T
0
0t
0t
2dt+ Z T

1t ()
1t ()
2dt+ Z T
0
j0t j2dt+
Z T

j1t ()j2dt <1:
1.4.1.2. Le probleme d'optimisation de portefeuille. | L'initie cherche a max-
imiser l'esperance d'une fonction d'utilite U de sa richessse terminale, etant
donne son information GM0 = (L) a l'instant 0
(1.12) ess sup
2AL
E[U(XT )j(L)];
parmi l'ensemble AL de ses strategies admissibles  = (0; 1), 0() et 1()
P(F)
 B(R+)-mesurables tels que
(1.13) 8 l > 0;   Z l^T
0
j0t (l)0t j2dt+
Z T
l^T
j1t (l)1t (l)j2dt

<1; p:s:
0  1lt  b et 0l(l)l < 1;
ou l est le F-temps d'arre^t l := infft : t  lg. Sous l'hypothese (HM),
E[U(XT )jGM0 ] = E

pT (l)
 
1T<lU(X
0
T (l)) + 1TlU(X
1
T (l))

l=L
Il sut donc de maximiser ponctuellement (pour chaque l) l'esperance
(1.14) V0(l) = sup
2Al
E

pT (l)
 
1T<lU(X
0
T ) + 1TlU(X
1
T (l))

:
Par un theoreme de selection mesurable , on montre que
V0(L) = ess sup
2AL
E[U(XT ) j GM0 ] p.s.
Revenons brievement sur les contraintes a l'achat et a la vente (0  1tl  b
) imposees sur les strategies de l'initie.
1.4.1.3. Contraintes sur les strategies d'investissement de l'initie. | Il est im-
portant d'imposer certaine contrainte sur les strategies d'investissement d'un
initie. Sinon, gra^ce a son information privee, l'initie peut anticiper la survenue
du defaut  et atteindre une richesse terminale non-bornee dans L1, comme le
montre le resultat suivant.
Proposition 1.4.1. | On suppose que :
(1) le processus  est strictement croissant sur [0; T ],
(2) pour tout l appartenant au support de la loi de L, P(T  l) > 0.
S'il n'y a pas de contraintes de vente a decouvert et  > 0 (respectivement s'il
n'y a pas contraintes a l'achat et  < 0), alors
ess sup
2AL
E[XT j GM0 ] = +1 p.s.
De plus, pour toute utilite U veriant lim
x!+1U(x) = +1,
ess sup
2AL
E[U(XT ) j GM0 ] = +1 p.s.
1.4.2. Resolution du probleme d'optimisation. | Pour chaque l > 0,
on resout le probleme
sup
2Al
E

pT (l)
 
1T<lU(X
0
T (l)) + 1TlU(X
1
T (l))

en decomposant en deux etapes : un probleme intermediaire apres-defaut puis
un probleme global avant-defaut, qui dependent de 1 et 0 respectivement.
 Le probleme intermediaire apres-defaut est indexe par \1" et s'ecrit pour
une condition "initiale en l" xl qui est Fl-mesurable
(1.15) V 1l(xl) = ess sup
1(l)2A1l
E[pT (l)U(X1;xlT (l))jFl ];
ou A1l est l'ensemble des strategies admissibles (1t (l);   t  T ) telles queR l_T
l
j1t (l)1t (l)j2dt <1 p.s.
 Le probleme global avant defaut est indexe par \0" et s'ecrit
(1.16)
V0(l) = sup
02A0l
E

1T<lpT (l)U(X
0
T (l)) + 1TlV
1
l
 
X0l(l)(1  0l(l)l)

:
ou A0l est l'ensemble des strategies admissibles (0t (l); 0  t  l ^ T ) telles
que
R l^T
0 j0t (l)0t j2dt <1, 0  0t (l)  b et 1 > 0l(l)l , p.s..
Le processus (pt(l); t 2 [0; T ]) est essentiel dans notre approche. Il joue
un ro^le analogue a la densite de defaut de [57] (t(); t 2 [0; T ]) denie par
t()d = P( 2 djFt).
1.4.2.1. Resolution du probleme intermediaire apres-defaut. | Le probleme
apres-defaut est standard car l'information privee de l'initie n'est plus per-
tinente apres  , en faisant neanmoins attention qu'ici l'instant \initial" l
est un temps d'arre^t (aleatoire). On introduit donc la ltration apres-defaut
F1 := (Fl_t)t2[0;T ], en particulier la tribu \initiale" F10 = Fl n'est pas triviale.
On denit la F1-martingale locale
Zt(l) = exp

 
Z l_t
l
1u(l)
1u(l)
dWu   1
2
Z l_t
l
1u(l)1u(l)
2 du; t 2 [0; T ]:
on suppose que les coecients 1(l) et 
1(l) verient le critere de Novikov
E

exp

1
2
R l_T
l
1u(l)1u(l) 2 du

<1 ainsi (Zt(l))t2[0;T ] est une F1-martingale.
Theoreme 1.4.2. | La fonction de valeur optimale du probleme (1.15) est
p.s. nie et est donnee par
(1.17) V^ 1l(xl) = E

pT (l)U

(U 0) 1
 
y^l(xl)
ZT (l)
pT (l)
 F10
ou le multiplicateur de Lagrange y^l() est l'unique solution Fl 
 B(R+)-
mesurable de l'equation
1
Zt(l)
E

ZT (l)(U
0) 1
 
y^l(xl)
ZT (l)
pT (l)
 F10 = xl:
La richesse optimale correspondante est
(1.18)
X^1;xlt (l) =
1
Zt(l)
E

ZT (l)(U
0) 1
 
y^l(xl)
ZT (l)
pT (l)
 F1t  ; l  t  T:
Pour des fonctions d'utilite puissance (fonctions CRRA) U(x) = x
p
p ; 0 < p <
1; x > 0, la richesse optimale est
X^1;xlt (l) =
xl
Zt(l)
E

pT (l)

ZT (l)
pT (l)
 p
p 1
F1t 
E

pT (l)

ZT (l)
pT (l)
 p
p 1
Fl ; l  t  T
et la fonction valeur optimale
(1.19) V^ 1l(xl) =
xpl
p
 
E
"
pT (l)

ZT (l)
pT (l)
 p
p 1
Fl
#!1 p
=:
xpl
p
Kl
avec Kl =

E

pT (l)

ZT (l)
pT (l)
 p
p 1
Fl1 p une variable aleatoire Fl-
mesurable qui ne depend que de l et des parametres de marche. Nous nous
concentrons sur cet exemple par la suite.
1.4.2.2. Resolution du probleme global avant-defaut. | On resout le probleme
(1.16) pour des fonctions d'utilite puissance. D'apres (1.19), le probleme global
avant-defaut s'ecrit donc
(1.20)
V0(l) = sup
02A0;l
E

1T<lpT (l)U(X
0
T (l)) + 1TlKlU
 
X0l(l)(1  0l(l)l)

avec Kl ne dependant pas du processus de contro^le 
0 2 A0l . On introduit
la ltration avant defaut F0 := (Fl^t)t2[0;T ]. On utilise une approche pro-
grammation dynamique pour laquelle les contraintes de vente a decouvert et
d'achat vont jouer un ro^le determinant. Pour tout  2 A0l , on introduit la
famille des processus F0-adaptes
Xt() := ess sup
02A0l (t;)
E

1T<lpT (l)U(X
0
T (l))+1t<lTKlU
 
X0l(l)(1 0l(l)l)
jFl^t
ou A0l (t; ) est l'ensemble des strategies qui concident avec  jusqu'en t. Ainsi
V0(l) = X0() quelque soit  2 A0l . De plus, on montre que pour toute strategie
0 2 A0l , il existe une suite de strategies (0n 2 A0l )n2N telle que 0n;l =
b1f<0g et
lim
n!+1X0(
0
n)  X0(0):
Ainsi la strategie optimale a l'instant de defaut consiste a saturer la contrainte
de vente a decouvert (respectivement d'achat) si  > 0 (respectivement  < 0
).
La theorie de la programmation dynamique permet de caracteriser le
portefeuille optimale b0 comme etant le portefeuille de A0l qui rend la
F0-supermartingale
t := Xt() + 1tlKlU(X;0l (l)(1  l(l)l)); 0  t  T
(pour  2 A0l ) une F0-martingale. Le processus F0-adapte (deni pour 0  t 
T )
Yt :=
Xt()
U(X;0t (l))
(1.21)
= ess sup
02A0l (t;)
E
h
1T<lpT (l)
 X0T (l)
X;0t (l)
p
+ 1t<lTKl
 X0l(l)
X;0t (l)
p
(1  0l(l)l)jFl^t

ne depend pas de  2 A0l et est identiquement nul apres l. Le processus
Y est caracterise comme la plus petite solution dans L+l (F
0) de l'equation
dierentielle stochastique retrograde (1.22), ou L+l (F
0) est l'ensemble des pro-
cessus F0-adaptes ~Y tels que ~Yt > 0 pour 0  t < l et ~Yt = 0 pour t  l.
Theoreme 1.4.3. | Le processus Y deni en (1.21) est la plus petite solu-
tion dans L+l (F
0) de l'EDSR :
(1.22)
Yt = 1T<lpT (l)+1t<lTKl
(1  b1f<0gl)p
p
+
Z T^l
t
f(; Y; )d 
Z T^l
t
dW;
ou 0  t  l ^ T ,  2 L2loc(W ), et
(1.23) f(s; Ys; s) = p ess sup
2A0l ;s:t: l=b1f<0g
h 
0sYs+
0
ss)s 
1  p
2
Ysjs0s j2
i
:
La strategie optimale se caracterise donc via l'optimisation du generateur
f de l'EDSR, qui presente un saut en l. Le processus Y (et donc la fonction
valeur X0()) se caracterise comme la limite des fonctions valeurs d'une suite
de strategies admissibles qui realisent asymptotiquement l'essentiel supremum
de (1.23).
Quelque soit la strategie 0 2 A0l , on rappelle la fonction valeur correspon-
dante
(1.24) X0(0) = E

1T<lpT (l)U(X
0
T (l))+1TlKlU(X
0
l
(l)(1 0l(l)l))

:
Une approche nave pour trouver le portefeuille optimal est de choisir d'abord
0 en l en posant 
0
l
= b1f<0g puis de maximiser le generateur (1.23) pour
t < l. Mais le candidat naturel ainsi obtenu
(1.25) np := 1[[0;l[[^
0 + b1f<0g1f[[l]]g;
n'est pas previsible et donc n'appartient pas a A0l . Neanmoins, on peut con-
struire une suite de strategies previsibles dont la fonction valeur converge vers
celle donnee par np.
Proposition 1.4.4. | Soit (n)n2N une suite croissante de F-temps
d'arre^t qui converge vers l. On considere les strategies (
0
n = 1[[0;n]]^
0 +
1]]n;l]]b1f<0g) ou ^
0 est le processus optimal pour
Y 0t = 1T<lpT (l)+1t<lTKl
(1  b1f<0gl)p
p
+
Z T^l
t
f0(; Y 0 ; 
0
)d 
Z T^l
t
0dW;
f0(s; y; ) = p sup
0b
h 
0sy + 
0
s)  
1  p
2
yj0s j2
i
:
Ces strategies sont dans A0l et verient
lim
n!+1X0(
0
n) = V0(l) = E

1T<lpT (l)U(X
^0
T (l))+1TlKlU(X
^0
l
(l)(1 b1f<0gl))

:
1.4.3. Simulations numeriques. | Ci-dessous on donne quelques simu-
lations issues de [47] qui permettent de comparer numeriquement, pour une
trajectoire donnee, les fonctions valeurs optimales et les processus richesses
pour trois niveaux d'information dierents : l'initie, l'investisseur standard et
la strategie de Merton (c'est-a-dire la strategie optimale d'un investisseur qui
ne prend pas du tout en compte l'eventualite du defaut et optimise son porte-
feuille comme si l'actif suit toujours la dynamique avant defaut). Le detail des
parametres utilises pour ces simulations est donne dans [47].
La gure 3 correspond a  = 0:3 (i.e. une perte de l'actif risque au moment
du defaut). A l'instant du defaut la fonction valeur et la richesse, quelque
soit la strategie, subissent une perte. La fonction valeur de l'initie surperforme
les fonctions valeurs des autres investisseurs avant et apres defaut. Avant le
defaut, la fonction valeur de la strategie de Merton est plus grande que celle
d'un investisseur standard, mais la perte au moment du defaut est beaucoup
plus importante : en eet l'eventualite du defaut est pris en compte des le
debut par un investisseur standard, contrairement a celle de Merton.
Le processus richesse d'un initie concide avec celui de Merton presque
jusqu'au defaut. Neanmoins, gra^ce a son information, il ajuste sa strategie
juste avant le defaut an de ne pas e^tre impacte par la perte de l'actif risque.
Les investisseurs standard et Merton eux subissent une perte de leur richesse
au moment du defaut (plus importante pour Merton que pour l'investisseur
standard).
Figure 3. Fonction valeur et richesse pour initie, investisseur standard et
Merton :  = 0:3.
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La gure 4 considere le cas  =  0:3 (ie un gain au moment du defaut).
Le comportement de la fonction valeur est similaire au cas  > 0. Par contre
la richesse a un gain au moment du defaut, et le prot de l'initie est d'autant
plus important que la taille du saut jj est grande et que la contrainte b est
grande.
De plus, en realisant plusieurs trajectoires pour dierentes valeurs de b, on
constate que cette contrainte d'achat a un eet regularisant sur les trajectoires.
1.5. Perspectives
Un travail en cours avec Christophette Blanchet et Ying Jiao concerne le
cas d'une barriere de defaut qui n'est pas xee des le debut mais qui peut e^tre
Figure 4. Fonction valeur et richesse pour initie, investisseur standard et
Merton :  =  0:3.
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reactualisee au cours du temps a des dates 0 = t0 < t1 <    < tn < tn+1 = T :
Lt =
nX
i=0
Li1[ti;ti+1)(t)
ou les Li sont des variables aleatoires. L'information du manager est alors
decrite par la ltration GMt = Ft _ (Ls; s  t). Ceci conduit au probleme
theorique de grossissements successifs de ltrations, que nous resolvons de
deux facons dierentes. La premiere consiste a faire des iterations successives
de grossissement de ltration aux dierents instants ti en considerant Git :=
Gi 1t _ (Li) (par convention G 1t = Ft). On construit alors une famille de
mesure de probabilites fPi; i = 0;    ; ng, equivalente a P, telles que
1. Pi(Li+1 2 dxjGit)  Pi(Li+1 2 dx) avec la convention P 1 = P,
2. Pi+1 equivalente a Pi,
3. Pi+1 identique a Pi sur Gi et Pi+1 identique a Pi sur (Li+1),
4. Sous Pi+1, Li+1 est independant de Gi.
Sous Pn, (L0; : : : ; Ln) est independant de F, et les composantes sont
independantes entre elles.
La deuxieme approche consiste en un grossissement par toute l'information
(L0; : : : ; Ln) disponible sur les barrieres sur un horizon [0; T ], puis a projeter
sur l'information disponible en t. On construit une mesure de probabilite QL
equivalente a P sous laquelle les Li sont independantes entre elles et de F. Une
comparaison entre Pn et QL montre l'importance des distributions jointes de
L sous P.
Une etude analytique puis numerique sur l'estimation de probabilites de
defaut est menee.
D'autre part, j'ai initie avec Cody Hyndman un projet concernant le ro^le
d'une asymetrie d'information concernant la strategie de liquidation d'un fond
de pension, entra^nant un impact sur le marche. Plus precisement, pour des
raisons de liquidite ou d'appels de marge, un fond doit liquider sa position
concernant un sous-jacent donne lorsque le cours (St) de celui-ci passe au
dessous d'un niveau (tS0), (t) etant ajuste regulierement en fonction de la
situation economique du fond de pension. Cette vente au rabais (re sale) du
hedge fund entra^ne un saut sur le cours de l'actif (market impact), qui peut
e^tre exploite par des investisseurs qui connaissent les contraintes de liquidite
du hedge fund (et qui ont donc des informations sur le processus ).

CHAPITRE 2
RISQUE DE LONGEVITE
Le risque de longevite est un risque important pour les fonds de pensions et
les assureurs qui se sont engages a payer des rentes a leurs assures. Il ne faut
pas confondre risque de longevite et de mortalite : le premier est un risque de
long terme ; le second est un risque de court terme, dont une composante im-
portante est le risque de catastrophe (pandemie, terrorisme, risques biologiques
et sanitaires, ...). An de developper un marche de la longevite et de creer de
la liquidite et attirer les investisseurs, des transferts "d'annuites" doivent se
faire de l'assurance vers les marches de capitaux sous dierentes formes, la
titrisation en particulier, mais aussi des bonds ou swaps de longevite..... Il y
a besoin d'attirer les investisseurs en payant une prime de risque contre une
baisse "excessive" de la mortalite. L'ampleur des montants en jeu permettent
de penser que le risque de longevite semble pouvoir satisfaire aux conditions
qui permettent de developper un marche avec succes. Du point de vue du
marche nancier, il y a plusieurs problemes a resoudre :
{ comprendre les risques associes a la longevite, a travers des modeles plus
riches que ceux actuellement consideres.
{ comprendre les besoins eectifs associes a ce transfert de risque, en isolant
en particulier le risque de taux long terme.
{ creer et developper un indice representatif du risque de base, mais su-
isamment transparent et able.
{ proposer des produits qui correspondent a des couvertures ecaces, tout
en etant attractifs.
{ denir des methodes de pricing et de couverture en rapport avec le peu
de liquidite attendue.
{ modeliser les taux long terme avec plus de realisme qu'actuellement.
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{ trouver des solutions pour modeliser et reduire le risque de base
Le fruit de ces reexions a donne lieu a un travail collectif de synthese [5],
ou nous avons tente de faire le point et de proposer des idees sur les types de
modelisations du risque de longevite, les questions reglementaires, ainsi que
les problemes relatifs au transfert du risque, a l'evaluation et a la couverture
de ces produits. Depuis lors, je me suis plus particulierement concentree sur
la modelisation de taux d'intere^t long terme.
Dans deux travaux en collaboration avec Nicole El Karoui et Mohamed Mrad
[24] et [23], nous proposons un point de vue nancier sur l'etude des taux
d'intere^t long terme. En nance, les modeles classiques de taux ne s'appliquent
plus pour des maturites longues (15 ans et plus). Nous montrons que les
techniques de maximisation d'utilite esperee permettent de donner une in-
terpretation nanciere de la regle de Ramsey, qui relie la courbe des taux a l'u-
tilite marginale de la consommation optimale. Neanmoins, sur des problemes
de tres long terme, les economistes s'accordent sur la necessite d'un schema
de decision sequentielle. Aussi nous avons etendu ces resultats au cas ou les
fonctions d'utilite sont progressives. Ceci nous permet de nous aranchir de
la dependance de la courbe des taux en l'horizon du probleme d'optimisation,
et de mettre l'accent sur la dependance en la richesse initiale.
D'autre part nous proposons dans un travail en cours [H14] avec Isabelle Cami-
lier et Nicole El Karoui, une nouvelle maniere d'apprehender la consommation,
comme des provisions que l'investisseur met de co^te pour les utiliser en cas
d'un evenement de defaut. Le probleme de maximisation de l'utilite esperee de
la richesse et de la consommation peut e^tre ainsi formule comme un probleme
de maximisation de l'utilite esperee de la richesse terminale avec un horizon
aleatoire.
2.1. Utilite Progressive et l'univers d'investissement
An de xer les idees pour la suite, nous rappelons ici tres brievement
les caracteristiques et resultats importants sur les utilites progressives. Nous
renvoyons a [22] pour une etude detaillee.
2.1.1. L'univers d'investissement. | On considere un marche incomplet
d'Ito^, avecW un mouvement brownien standard n-dimensionnel, et caracterise
par un taux court (rt) et un vecteur prime de risque n-dimensionnel (t). Tous
ces processus sont denis sur l'espace de probabilite ltre (
;F;P) satisfaisant
les conditions usuelles ; (rt) et (t) sont progressivement mesurables,
R T
0 (rt +
ktk2)dt <1; p:s:.
Les agents investissent dans ce marche nancier et peuvent consommer une
partie de leur richesse au taux Ct  0. Nous donnons la denition de la classe de
strategies admissibles (t; Ct), sans specier les actifs risques, l'incompletude
du marche etant caracterisee par des restrictions sur les strategies qui sont
contraintes a evoluer dans un espace vectoriel progressif (Rt).
Denition 2.1.1 (Processus Test). | (i) La dynamique d'auto-nancement
d'un processus de richesse associe au portefeuille  et au taux de consomma-
tion C est donnee par
(2.1) dX;Ct = X
;C
t [rtdt+ t(dWt + tdt)]  Ct dt; t 2 Rt;
avec C processus progressif positif,  processus progressif n-dimensionnel de
Rt, tels que
R T
0 (Ct + ktk2)dt <1; p:s:.
(ii) Une strategie (t; Ct) est dite admissible si elle est arre^tee a la banqueroute
de l'investisseur (quand le processus richesse atteint 0).
(iii)L'ensemble des processus richesse avec strategies admissibles (aussi appeles
processus test) est note X c (ou bien X ct (x) pour des richesses partant de x
en t)
Denition 2.1.2 (Processus prix d'etat). | (i) Une semimartingale
d'Ito^ Y est appelee processus prix d'etat (Y 2 Y ) si quelque soit le processus
test X;C ;  2 R,
(YtX
;C
t +
R t
0 YsCsds) est une martingale locale.
(ii) Cette propriete est equivalente a l'existence d'un processus progressif
t 2 R?t ; (
R T
0 ktk2dt < 1; a:s:) tel que Y = Y  ou Y  est le produit de Y 0
( = 0) avec la martingale locale exponentielle Lt = E(
R t
0 s:dWs), dont la
dynamique est
(2.2) dY t = Y

t [ rtdt+ (t   Rt ):dWt]; t 2 R?t ; Y 0 = y:
An de mettre en evidence la dependance en la condition initiale, la solution
de (2.2) avec condition initiale y est notee (Y t (y)) et Y

t := Y

t (1) ; de me^me
(X;Ct (x)) est la solution de (2.1) avec condition initiale x et X
;C
t := X
;C
t (1).
Notation : Quelque soit x 2 Rn, xR est la projection orthogonale du vecteur
x sur R et x? est la projection orthogonale sur R?.
L'existence de la prime de risque  implique l'absence d'opportunite d'arbi-
trage. Puisque d'apres (2.1), la prime de risque n'intervient que par le terme
tt, il existe une prime de risque "minimale" qui est la projection de t sur
l'espace Rt. Par la suite, on considere donc R. D'apres l'equation (2.1), le
processus prix d'etat minimal Y 0 (correspondant a  = 0), dont la dynamique
est dY 0t = Y
0
t [ rtdt + (t   Rt ):dWt], appartient a la famille convexe Y des
processus d'Ito^ positifs Y tels que (YtX
;C
t +
R t
0 YsCsds) est une martingale
locale pour toute strategie admissible (;C).
2.1.2. Systeme d'utilites X c-consistant et optimisation de porte-
feuille avec consommation. | Pour des problemes d'optimisation a long
terme, il est important de pouvoir adapter le critere d'utilite notamment aux
evolutions macro-economiques, d'ou l'introduction du concept d'utilite pro-
gressive.
Denition 2.1.3 (Utilite Progressive). |
(i) Une utilite progressive est un champ aleatoire progressif de classe C2 sur
R+, U = fU(t; x); t  0; x > 0g, partant de la fonction d'utilite deterministe
u en t = 0, et telle que 8(t; !), x 7! U(!; t; x) est une fonction d'utilite posi-
tive, strictement concave, strictement croissante et satisfaisant les conditions
d'Inada :
  8(t; !), U(t; !; x)! 0 quand x! 0,
  La derivee Ux (aussi appelee utilite marginale) verie Ux(t; !; x) ! 1
quand x! 0, et Ux(t; !; x)! 0 quand x!1.
Soient donc (U;V) deux utilites progressives, U pour la richesse terminale et
V pour le taux de consommation. Pour t = 0, les utilites U(0; :) =: u(:) et
V (0; :) := v(:) sont deterministes, par la suite les lettres minuscules referent
toujours a des utilites deterministes et les lettres capitales a des utilites pro-
gressives.
Comme en apprentissage statistique, le critere d'optimisation est ajuste de
maniere dynamique en tenant compte de l'information du marche. Ainsi, les
donnees de marche fournissent un univers de calibration a travers les proces-
sus test de X c par rapport auxquels l'utilite est choisie de facon a donner la
meilleure satisfaction. Ceci justie la denition de systeme d'utilites progres-
sives X c-consistant.
Denition 2.1.4. | Un systeme d'utilites d'investissement et de consom-
mation X c-consistant est une paire d'utilites progressives U et V sur 
 
[0;+1) R+ telles que
(i) Consistance avec les processus tests Quelque que soit le processus
richesse admissible X;C 2X c,
E
 
U(t;X;Ct ) +
Z t
s
V (s; Cs)dsjFs
  U(s;X;Cs ); 8s  t p:s:
C'est-a-dire le processus (U(t;X;Ct ) +
R t
0 V (s; Cs)ds) est une surmartingale
positive, arre^tee au premier instant de banqueroute.
(ii) Existence d'une strategie optimale : Pour toute richesse ini-
tiale x > 0, il existe une strategie optimale (; C) telle que le proces-
sus richesse associe partant de x, X = X;C(x) 2 X c est tel que 
U(t;Xt ) +
R t
0 V (s; C

s )ds

est une martingale locale.
En resume, U(t; x) est la fonction valeur du probleme d'optimisation
(2.3) 8T  t; U(t; x) = ess sup
X;C2X ct (x)
E
 
U(T;X;CT ) +
Z T
t
V (s; Cs)dsjFt

p:s:
Toute strategie optimale (X; C) est optimale pour tous ces problemes,
independamment de l'horizon T : une telle strategie est appelee strategie
myope.
L'analyse convexe montre l'intere^t d'introduire les champs aleatoires con-
jugues ~U et ~V, denis en tant que transformes de Fenchel-Legendre ~U(t; y) =
supc0;c2Q+(U(t; c) cy) (de me^me pour ~V ), c.f. Karatzas-Shreve [59], Rogers
[76].
Proposition 2.1.5 (Dualite). | Soit (U;V) un systeme d'utilites progres-
sives X c-consistant avec strategie optimale (; C) generant le processus
richesse positif X = X;C. Alors le systeme convexe conjugue ( ~U; ~V)
verie :
(i) Quelque soit Y  2 Y prix d'etat avec  2 R?,
eU(t; Y t )+R t0 eV (s; Y s )ds
est une surmartingale, et il existe un unique processus optimal Y  := Y 
avec  2 R? tel que
eU(t; Y t ) + R t0 eV (s; Y s )ds est une martingale locale.
(ii) En resume, eU(t; y) est la fonction valeur du probleme d'optimisation
(2.4)
8T  t; eU(t; y) = ess sup
Y 2Yt(y)
E
eU(T; Y T (y)) + Z T
t
eV (s; Y s (y))dsjFt; p:s:
et la strategie optimale Y  est myope (i.e. ne depend pas de l'horizon T ).
(iii) Caracterisation des processus optimaux Sous des hypotheses de
regularite, les conditions du 1er ordre impliquent les liens suivants entre les
processus optimaux ainsi que leurs conditions initiales
Y t (y) = Ux(t;Xt (x)) = Vc(t; Ct (c)); y = ux(x) = vc(c):(2.5)
Le processus consommation optimale C(c) s'ecrit en tant que fonction du
processus richesse optimale X(x) par l'intermediaire du processus monotone
progressif (x) deni par
c = 0 (x) =  ~vy(ux(x)); t (x) =  eVy(Ux(x)); Ct (c) = t (Xt (x)):(2.6)
Le resultat suivant donne une construction explicite de systeme d'utilites pro-
gressives X c-consistant (cf. [24] pour la preuve).
Theoreme 2.1.6. | Soit (x) un processus progressif positif, croissant en x
et soit X(x) une solution strictement monotone de l'EDS
d Xt(x) = Xt(x)[rtdt+

t (
Xt(x)):(dWt+
R
t dt)]  t( Xt(x)) dt; t ( Xt(x)) 2 Rt
dont le ot inverse est note X (z). Soit Y (y) une solution strictement monotone
de l'EDS
d Yt(y) = Yt(y)
  rtdt+ (t ( Yt(y))  Rt ):dWt; t ( Yt(y)) 2 R?t :
Etant donne les utilites deterministes (u; v) telles que 0(x) = (x) =
 ~vy(ux(x)), il existe un systeme (U; V ) d'utilites progressives X c-consistant
tel que ( X(x); Y (y)) est le processus optimal associe, deni par :
(2.7)
Ux(t; x) = Yt(ux( Xt(x))); Vc(t; c) = Ux(t;  1t (c)) avec  1(c) = u 1x (vc(c)):
2.1.3. Utilites X c-consistantes dont les processus optimaux sont
lineaires. | La proposition suivante (cf. [23]) caracterise les systemes
d'utilites progressives X c-consistantes dont les processus optimaux sont
lineaires
Xt (x) = xX

t avec X

t := X

t (1); Y

t (y) = yY

t avec Y

t := Y

t (1)
Proposition 2.1.7. | (i) Un systeme (U; V ) d'utilites progressives X c-
consistant genere des processus optimaux X et Y  lineaires si et seulement
si
U(t; x) = Y t X

t u(
x
Xt
); V (t; c) = t U(t;
c
t
) avec t(x) = x t:
Les processus optimaux sont alors de la forme
Xt (x) = xX

t ; Y

t (y) = yY

t ; et C

t (x) = X

t (x)

t :
(ii) Utilites puissance Un systeme (U (); V ()) d'utilites puissances pro-
gressives X c-consistant (avec  coecient d'aversion au risque) genere
des processus optimaux lineaires et est donc de la forme (U ()(t; x) =
Y t Xt
1  (
x
Xt
)1  ; V ()(t; x) = (C

t
c )
 Y

t X

t
1  (
x
Xt
)1 ).
2.1.4. Fonction valeur d'un probleme d'optimisation retrograde
classique. | Les problemes d'optimisation d'utilite dans la litterature
economique utilisent des fonctions d'utilites classiques, comme c'est le cas
par exemple concernant la regle de Ramsey. Nous resumons ici les dierences
et similitudes entre utilite progressive consistante et fonction valeur d'un
probleme d'optimisation classique.
Le probleme d'optimisation classique d'optimisation de la consommation et
de la richesse terminale se formule ainsi
sup
(;c)2X c
E

u(X;cTH ) +
Z TH
0
v(t; ct)dt

:(2.8)
ou TH est un horizon xe et u(:), v(t; :) sont des utilites deterministes. Quelque
soit  F-temps d'arre^t (a valeur dans [0; TH ]) et quelque soit  variable
aleatoire positive F -mesurable, on denit la famille de variables aleatoires
indexees par (;  )
U(;  ) = ess sup
(;c)2X c(; )
E

u(X;cTH (;  )) +
Z TH

v(s; cs)dsjF

; p:s:(2.9)
avec condition terminale U(TH ; x) = u(x), et X c(;  ) est l'ensemble des
strategies admissibles partant de  en  (arre^tees quand le processus richesse
atteint 0). On suppose l'existence d'une utilite progressive (que l'on note tou-
jours U(t; x)) qui aggrege le systeme (2.9). Quand le principe de program-
mation dynamique est veriee, le systeme d'utilites (U(t; :); v(t; :)) est X c-
consistant. Neanmoins, dans cette vision retrograde, il n'est pas facile de mon-
trer l'existence de processus optimaux monotones. De plus, dans cette formu-
lation retrograde, la strategie optimale depend de l'horizon TH .
Remarque : Ce probleme d'inconsistance en temps est aussi present dans la
litterature economique. En eet on considere tres souvent un horizon inni
TH = +1 et v(t; c) = e tv(c) (fonction d'utilite separable en temps avec
decroissance exponentielle), ce qui revient (1) (en esperance) a considerer une
utilite v et un horizon aleatoire H de loi exponentielle de parametre . La regle
1. si la variable aleatoire H est independante de loi exponentielle de parametre ,
E(
R+1
0 e
 tv(ct)dt) = E(
R H
0 v(ct)dt).
de Ramsey depend intrinsequement de , ce qui correspond a la dependance
en l'horizon TH de notre formulation retrograde.
2.2. Regle de Ramsey et dynamique de la courbe des taux
2.2.1. La regle de Ramsey. |
2.2.1.1. La regle de Ramsey en economie. | La litterature economique
s'est beaucoup penchee sur la modelisation des taux d'intere^t long terme, en
modelisant un taux d'actualisation d'equilibre (que l'on notera Re) fonction
du taux de preference pour le present  et du taux de croissance de l'economie
g. L'exemple de reference est la regle de Ramsey ([75], 1928) : l'economie est
representee par un agent representatif adverse au risque, dont l'utilite de la
consommation est une fonction v(t; c). La regle de Ramsey repose sur une
approche equilibre et relie en t = 0 le taux d'equilibre pour une maturite T
avec l'utilite marginale vc(t; c) de la consommation optimale aleatoire C
e
(2.10) Re0(T ) =  
1
T
ln
E[vc(T;CeT )]
vc(c)
:
Le cadre usuel est de prendre une fonction d'utilite separable en temps avec
decroissance exponentielle au taux  > 0 et une aversion au risque con-
stante ; (0 <  < 1), c'est-a-dire v(t; c) = Ke t c
1 
1  . La consommation
optimale est exogene et modelisee par un mouvement brownien geometrique
ct = c0 exp((g   122)t + Wt). La regle de Ramsey implique une courbe de
taux plate
(2.11) Re0(T ) =  + g  
1
2
( + 1)2:
La regle de Ramsey est toujours l'equation de reference et, me^me si elle a ete
etendue a un cadre plus realiste et fut discutee par de nombreux economistes
comme Gollier [35, 34, 38, 37, 39, 36] et Weitzman [78], certaines questions
restent en suspens, comme par exemple la coherence temporelle des choix (i.e.
le fait que le simple passage du temps peut changer la decision optimale).
Les utilites progressives permettent de repondre a ce probleme de consistance
en temps. De plus, en presence d'incertitude long terme, il est important que
le schema de decision puisse evoluer en fonction des nouvelles connaissances
et experiences, ce qui permet en outre de traiter des situations ou l'essentiel
est de trouver un noyau d'accord entre partenaires ayant des anticipations
dierentes, an de laisser du temps a la resolution de leurs contreverses.
Dans la suite, nous adoptons un point de vue nancier : le marche nancier
incomplet est celui decrit en Section 2.1.1, avec un mouvement brownien W ,
un taux court (exogene) (rt) et une prime de risque (
R
t ). Nous considerons la
formulation soit progressive soit retrograde du probleme d'optimisation.
2.2.1.2. Utilite marginale de la consommation et processus prix d'etats
. | (i) Formulation progressive
La proposition 2.1.5 donne une relation trajectorielle entre l'utilite marginale
de la consommation optimale et le processus prix d'etat optimal, parametrise
par la richesse initiale x, ou de facon equivalente par c ou y (puisque c =
 ~vy(ux(x)) =  ~vy(y), ou v(:) = V (0; :)),
(2.12) Vc(t; C

t (c)) = Y

t (y); t  0 avec vc(c) = y:
La formulation progressive met l'accent sur la monotonie de Y par rapport a
sa condition initiale y, (sous des hypotheses de regularite c.f. [22]). En tant
que fonction de y, c est decroissante et Ct (c) est une fonction croissante de c.
Cette question de monotonie est frequemment omise, peut e^tre parce qu'avec
les utilites puissance (exemple tres souvent utilise dans la litterature) Y (y)
est lineaire en y (puisque  ne depend pas de y). Ceci sera discute dans la
Section 2.3.3.
(ii) Formulation retrograde
Dans le probleme d'optimisation classique, les fonctions d'utilites de la con-
sommation et de la richesse terminale sont deterministes, et un horizon TH
est xe. Cette formulation etant retrograde, les processus optimaux dependent
de l'horizon TH : on les note avec l'indice
H pour rappeler cette dependance.
Neanmoins la relation trajectorielle (2.12) de la formulation progressive reste
valide
(2.13)
Vc(t; C
;H
t (c))
vc(c)
=
Y ;Ht (y)
y
; 0  t  TH with vc(c) = y:
Conclusion : Gra^ce a la relation trajectorielle (2.12), la regle de Ramsey
donne une description du taux d'intere^t d'equilibre comme fonction du pro-
cessus prix d'etat optimal Y ;e, Re0(T )(y) =   1T lnE[Y ;eT (y)=y], ce qui permet
de donner une interpretation nanciere en termes de zero-coupons. De facon
plus dynamique, 8t < T;
(2.14)
Ret (T )(y) :=  
1
T   t lnE

Vc(T;C
;e
T (c))
Vc(t; C
;e
t (c))
Ft =   1
T   t lnE

Y ;eT (y)
Y ;et (y)
jFt

:
Nous donnons maintenant un lien entre le point de vue economique et le point
de vue nancier, gra^ce au processus prix d'etat et aux regles de pricing.
2.2.2. Dynamique de la courbe des taux de marche. | En nance,
la courbe des taux de marche est denie a partir des prix des zero-coupons :
soit (Bm(t; T ); t  T ) (m pour marche) le prix en t d'un zero-coupon payant
une unite de cash en T , la courbe des taux est alors donnee par la relation
Bm(t; T ) = exp( Rmt (T )(T   t)):
Il s'agit maintenant de donner une interpretation nanciere de E
h
Y T (y)
Y t (y)
jFt
i
pour t  T , en termes de prix de zero-coupons.
2.2.2.1. Zero-coupon replicable. | Si les zero-coupons sont replicables, leur
prix est evalue sous la probabilite risque neutre minimale Q
Bm(t; T ) = E
Y 0T
Y 0t
jFt

= EQ[e 
R T
t rsdsjFt

Remarquons que quelque soit le prix d'etat Y (avec de bonnes proprietes
d'integrabilite) Bm(t; T ) = E
h
YT (y)
Yt(y)
jFt
i
.
2.2.2.2. Zero-coupon non replicable. | Pour un zero-coupon qui n'est pas
replicable, le prix d'indierence permet d'evaluer le risque provenant de l'im-
perfection de couverture. Le prix d'indierence d'un produit nancier TH
delivre en TH est la quantite de cash pour laquelle l'investisseur est indierent
entre vendre (ou acheter) une certaine quantite du produit nancier, ou pas.
Cette regle de prix est non lineaire et fournit un bid-ask spread, souvent dif-
cilement calculable explicitement. Si les investisseurs sont conscients de leur
sensibilite a ce risque non replicable, ils peuvent faire des transactions pour
des petits nominaux. Dans ce cas, le prix correspond au prix d'indierence
d'utilite marginale (aussi appele prix de Davis [18]) : considerons les deux
problemes d'optimisation suivant (avec et sans TH ) pour t  TH ,
U(t; x; q) := sup
(;c)2X c(t;x)
E[U(TH ; XTH + q TH ) +
Z TH
t
V (s; cs)dsjFt];
U(t; x) := sup
(;c)2X c(t;x)
E[U(TH ; XTH ) +
Z TH
t
V (s; cs)dsjFt]
alors le prix d'indierence d'utilite marginale est le processus F-adapte
(put (x))t2[0;TH ] determine a chaque instant t par la relation non lineaire
@qU(t; x; q)jq=0 = @qU(t; x+ qput (x)jq=0; 8t 2 [0; TH ]:
(i) Pour un produit nancier TH delivre en TH ,
put (x; TH ) = E[TH
Y TH (t; y)
y
jFt]; y = Ux(t; x):
(ii) Dans la formulation progressive, cette regle peut e^tre denie pour n'im-
porte quelle maturite T  TH et elle est consistante en temps,
put (x; TH ) = p
u
t (x; T (t; x)) avec T (t; x) = p
u
T (X

T (t; x); TH ):
(iii) Dans la formulation retrograde, pour un produit nancier T delivre en
T < TH , T peut e^tre considere comme le prix en T de n'importe quelle
strategie admissible partant de T en T et de richesse terminale XTH (T; T ) =
TH .
pu;Ht (x; T ) = p
u;H
t (x; TH ) = E[TH
Y ;HTH (t; y)
y
jFt] = E[T Y
;H
T (t; y)
y
jFt]:
Ainsi cette regle de pricing est bien denie car elle ne depend pas de l'extension
admissible de T entre T et TH .
Soit Bu(t; T ) (u pour utilite) le prix d'indierence d'utilite marginale en t d'un
zero-coupon bond de maturite T : Bu(t; T ) = But (T; y) = E[
Y T (y)
Y t (y)
jFt]. Ainsi
(2.15)
But (T; y) := B
u(t; T )(y) = E[
Y T (y)
Y t (y)
jFt] = E[Vc(T;C

T (c))
Vc(t; Ct (c))
jFt]; vc(c) = y:
et d'apres la regle de Ramsey (2.14), le taux d'intere^t a l'equilibre Re concide
avec la courbe des taux Ru (Rut (T; y) =   1T t lnBut (T; y)) donnee par le prix
d'indierence d'utilite marginale. Neanmoins cette courbe est robuste seule-
ment pour des petites transactions.
Y t (y)But (T; y) etant martingale, le zero-coupon de maturite T a la dynamique
(2.16)
dBut (T; y)
But (T; y)
= rtdt+  t(T; y):(dWt + (
R
t   t (y))dt)
ou  t(T; y) est le vecteur volatilite. La martingale Y

t (y)B
u
t (T; y) peut s'ecrire
comme une martingale exponentielle de volatilite (: (y)   R: +  :(T; y)).
Puisque BuT (T; y) = 1, Y

T (y) peut s'ecrire de deux facons dierentes
Y T (y) = B
u
0 (T; y)E(
Z T
0
(s (y)  Rs +  s(T; y)):dWs) = y e 
R T
0 rsdsE(
Z T
0
(s (y)  Rs )dWs):
En prenant le logarithme
(2.17)Z T
0
rsds = TR
u
0(T ) 
Z T
0
 t(T; y):(dWt+(t t (y))dt)+
Z T
0
1
2
k t(T; y)k2dt:
Si la famille  t(T; y) est dierentiable en la maturite T , on retrouve le cadre
classique de Heath Jarrow Morton [41] avec la dynamique pour le taux court
rt = f0(t; y) 
Z t
0
@T s(t; y):(dWs + (s   s (y))ds) +
1
2
@tk s(t; y))k2ds
ou f0(:; y) est le taux court forward : f0(t; y) =  @t(tRu0(t; y)).
2.2.3. Courbe des taux de maturite innie avec utilites progres-
sives. | On considere la courbe des taux pour un maturite innie lut (y) :=
limT!+1Rut (T; y). D'apres (2.16)
Rut (T; y) =
T
T   tR
u
0(T; y) 
1
T   t
Z t
0
rsds 
Z t
0
 s(T; y)
T   t dWs
+
Z t
0
jj s(T; y)jj2
2(T   t) ds+
Z t
0
<
 s(T; y)
T   t ; 

s   Rs > ds:
Suivant Dybvig [20] et El Karoui et al.. [26], lut (y) se comporte dieremment
en fonction du comportement a long terme de la volatilite
  Si limT!1  t(T;y)T t 6= 0; p:s:, alors jj t(T;y)jj
2
T t !1 p.s et lt(y) est innie.
  Sinon, lt = l0+
R t
0 limT!1
 jj s(T;y)jj2
2(T s)

ds, et lt est un processus croissant,
constant en t et ! si limT!1
jj t(T;y)jj2
T t = 0.
Dans ce dernier cas, qui est la situation consideree par les economistes, les
courbes des taux passees, presentes et futures ont les me^mes asymptotes.
2.3. Utilites puissances
Nous etudions maintenant plus particulierement le cas des utilites puis-
sances, puisque d'une part ce sont les utilites utilisees dans la litterature
economique, et d'autre part elles permettent des calculs explicites.
Une utilite progressive puissance consistante (de coecient d'aversion au
risque ) est une paire necessairement de la forme
U ()(t; x) = Zt
x1 
1   ; V
()(t; x) = ( t)
U ()(t; x)
ou Z et  sont des semimartingales qui permettent de satisfaire la propriete
de consistance. On rappelle que les processus optimaux sont lineaires en leur
condition initiale, i.e. Xt (x) = xXt ; Y t (y) = yY t et Ct (c) = c t: Le co-
ecient Zt est determine via les processus optimauxX
; Y  par Zt = Y t (Xt ),
et le coecient  t est seulement suppose positif. Les dynamiques de X
 et Y 
sont donnees par
dXt = X

t
 
(rt    t)dt+ t :(dWt + Rt )

;
dY t = Y

t
  rtdt+ (t   Rt ):dWt :
Dans la formulation retrograde d'une utilite puissance \classique", la fonc-
tion valeur est une utilite progressive puissance consistante avec une valeur
deterministe a maturite TH , et les processus optimaux Y
;H and X;H satis-
font en TH
Y ;HTH (X
;H
TH
) = C: p:s: ou de facon equivalente Y ;HTH X
;H
TH
= C (X;HTH )
1 :
2.3.1. Exemple d'un marche log-normal, formulation retrograde. |
On suppose un marche log-normal ou tous les parametres de marche sont
deterministes :
(i) R: processus deterministe
(ii) (
R t
0 rsds)0tTH processus gaussien, avec une volatilite deterministe  :(t),
ainsi ln(Y 0) est un processus gaussien et
(2.18)  
Z t
0
rsds = Cst(t) +
Z t
0
 s(t):dWs; t 2 [0; TH ]:
(iii) ;H processus deterministe, donc ln(X;H) et ln(Y ;H) sont des processus
gaussiens. En particulier en TH
ln(Y ;HTH ) = Cst 
Z TH
0
rtdt+
Z TH
0
(;Ht   Rt ):dWt
ln(X;HTH ) = Cst +
Z TH
0
rtdt+
Z TH
0
t :dWt:
Puisque Y ;HTH (X
;H
TH
) est constant, la variable gaussienne (1 ) R TH0  t(TH):dWt+R TH
0 (
;H
t   Rt ):dWt +
R TH
0 
;H
t :dWt a une variance nulle, ce qui implique,
en decomposant  t(TH) en deux vecteurs orthogonaux  
R
t (TH) et  
?
t (TH),
(2.19) ;Ht =  (1  ) ?t (TH); ;Ht + (1  ) Rt (TH) = Rt :
Ainsi la connaissance de la prime de risque R et des parametres optimaux
;H , ;H permet d'identier la volatilite du prix d'utilite marginal du zero-
coupon de maturite TH
(2.20)  t(TH) =
(Rt   ;Ht )
(1  )  

1  
;H
t :
Un modele classique pour la dynamique du taux court est le modele de
Vasicek, pour lequel le taux court est donne par un processus d'Ornstein-
Uhlenbeck drt = a(b rt)dt dWt: Le calcul de la volatilite des zero-coupons
est alors explicite  s(t) = (1   e a(t s))a . Le cadre classique consiste en un
marche complet genere par un mouvement brownien unidimensionnel. Dans le
cas d'un marche incomplet dont l'alea dirigeant le taux court est orthogonal
a l'alea dirigeant les actifs risques, alors  ?s (t) = (1   e a(t s))a et  R = 0:
Ainsi dans cet exemple ;Ht =
Rt
 ne depend pas de la maturite TH alors
que ;Ht = (  1)(1  e a(TH t))a depend du temps restant jusqu'a maturite
(TH   t).
 Courbe des taux pour maturite innie, formulation retrograde Puisque dans
la formulation retrograde ;H depend de la maturite TH , la courbe des taux
pour une maturite innie lt = limT!+1Rut (T ) diere de celle du cas progressif
(cf. (2.2.3)) si limT!+1
jj t(T )jj2
T t > 0 et  <
1
2 . On xe TH = T ! +1 (on
obtient des resultats similaires si TH > T ! +1) et
lt = l0 +
Z t
0
lim
T!+1
 jj s(T )jj2
2(T   s)   (1  )
jj ?s (T )jj2
(T   s)

ds
lt = l0 +
Z t
0
lim
T!+1

(2   1)jj ?s (T )jj2
2(T   s) +
jj Rs (T )jj2
2(T   s)

ds
Donc si limT!+1
jj t(T )jj2
T t > 0, lt est une fonction croissante de l'aversion au
risque  : si   12 , lt est un processus croissant comme dans le cas progressif,
mais si  < 1=2, lt n'est pas necessairement monotone.
2.3.2. Exemple d'un modele ane. | Le modele a facteurs anes per-
met, tout en generalisant le modele log-normal, de produire des formules de
pricing calculables. Nous referons a Teichmann et coauteurs [67], [66] pour
une discussion sur les contraintes des modeles anes dans un cadre multidi-
mensionnel, et a l'ouvrage de Piazzesi [64] pour une etude detaillee sur les
modeles anes de structure de taux d'intere^t.
Soit  le facteur N -dimensionnel, suppose un processus de diusion ane,
c'est-a-dire tel que le drift et la matrice de variance-covariance sont des fonc-
tions anes de  :
(2.21) dt = t(t)dt+ t(t):dWt
La contrainte ane s'exprime ainsi :
- t(t) = %

t t + 
0
t , avec %

t 2 RNN et 0t 2 RN deterministes.
- t(t) = tst(t), avec t 2 RNN deterministe, la matrice N N st(t)
diagonale de valeurs propres sii;t(t): La propriete ane concerne la ma-
trice de variance-covariance tst(t)~st(t) ~t c'est-a-dire i;t = s
2
ii;t(t) =
~i;tt+
0
i;t avec (
0
i;t; ~

i;t) 2 RRN deterministes (la notation ~: est pour
la transposition d'un vecteur ou d'une matrice).
2.3.2.1. Caracterisation d'un marche avec processus optimaux anes. | An
d'e^tre coherent avec le modele de marche precedent (Section 2.1.1), nous
denissons l'ensemble des strategies admissibles Rt en t, et son orthogonal
R?t .
Rt(t) = f~attst(t); at vecteur progressif a valeurs dans un espace lineaire deterministe Et  RNg
On suppose Et et son orthogonal stables par ~t (une matrice t denie par
blocs verie cette hypothese). Les notations aRt et a?t representent des elements
de Et et E
?
t respectivement. On considere les deux hypotheses suivantes :
(i) Le taux court (rt) et le taux de consommation (t) sont des processus
anes positifs
rt = a
r
t t + b
r
t et t = a

t t + b

t .
(ii) Les volatilites des processus optimaux X et Y  ont une structure ane,
(2.22)
t = ~a
X;R
t tst(); 
R
t = ~a
Y;R
t tst(); 

t = ~a
Y;?
t tst(); (a
:;R 2 Et et a:;? 2 E?t ):
Equations de Ricatti Nous xons maintenant quelques notations et
developpons quelques calculs utiles pour l'etude de processus exponentiel
ane. Si f(t; ) = ~at + bt est une fonction ane, il est parfois utile d'ecrire
bt = ft(0) = f
0
t and at = rft(0) = rf0t :
Lemme 2.3.1. | Soient at 2 RN et bt 2 R deux fonctions deterministes.
(i) Le processus ane ~att + bt est une semimartingale de decomposition,
d(~att + bt) = ~attst():dWt   1
2
jj ~attst()jj2dt+ ft(at; t)dt
a) La variation quadratique jj~attst()jj2 = qt(a; t) est quadratique en a et
ane en  : si it est la i-eme colonne de la matrice t
qt(a; ) = rq0t (a) + q0t (a); avec rq0t (a) = i=Ni=1
 
~itat
2
i;t; et q
0
t (a) = 
i=N
i=1
 
~itat
2
0i;t
b) Le drift ft(a; t) est quadratique en a et ane en 
ft(at; t) = (@t~at + ~at%

t +
1
2
rq0t (a))t + @tbt + ~at0t +
1
2
q0t (a)(2.23)
(ii) Un processus Xt = ~att + bt +
R t
0 
X
s (s)ds (
X
t () = r0;Xt  + 0;Xt ) est
le logarithme d'une martingale exponentielle si et seulement les coecients
satisfont l'equation de Ricatti
(2.24) @t~at+~at%

t +
1
2
rq0t (a)+r0;Xt = 0; @tbt+~at0t +
1
2
q0t (a)+ 
0;X
t = 0
2.3.2.2. Application a l'evaluation des zero-coupons. | Dans la formulation pro-
gressive avec des portefeuilles lineaires, le prix d'indierence d'utilite marginale
des zero-coupons de maturite T est donne par (2.15), avec Y t (y) lineaire en
y, donc le prix des zero-coupons ne depend pas de y. Ainsi
But (T ) = E
Y T
Y t
jFt

= E
h
exp
   Z T
t
(arss + b
r
s)ds+
Z T
t
~aYuusu():dWu  
1
2
Z T
t
k~aYuusu()k2du
Fti
De plus, de part la structure markovienne de , le prix du zero-coupon est une
fonction exponentielle ane de , de condition terminale BuT (T ) = 1,
ln(But (T )) =
~ATt t +B
T
t ; A
T
T = 0; B
T
T = 0.
La resolution de l'equation de Ricatti (2.24) avec n'importe quelle condition
initiale ~a00 + b0 implique que le processus ane exponentiel exp(~att + bt +R t
0 
X
s (s)ds) est une martingale locale.
La resolution de l'equation de Ricatti (2.24) avec condition terminale XT =
~aT T + bT +
R T
0 
X
s (s)ds implique (sous des conditions d'integrabilite) que
si (aTt ; b
T
t ) sont solutions du systeme de Riccatti avec condition terminale
(aT ; bT ), alors
exp(Xt) = E

exp(XT )jFt

= exp
 
~aTt t + b
T
t +
Z t
0
Xs (s)ds

:
Pour le pricing de zero-coupons, d'apres (2.25), nous considerons des processus
anes ~ATt t +B
T
t tels que (puisque rt = a
r
t t + b
r
t )
exp
 
~ATt t+B
T
t

= E
h
exp
  Z T
t
 (aruu+bru)du+~aYuusu():dWu 
1
2
k~aYuusu()k2du
jFti:
Puisque la partie martingale est celle associee au processus ane ~aYt t, il est
naturel de denir le processus ane XY avec drift ane tel que
XYt = ~a
Y
t t 
Z t
0
fs(a
Y
s ; s) ds = X
Y
0 +
Z t
0
~aYuusu():dWu 
1
2
k~aYuusu()k2du
ft(a; ) etant deni par (2.23) avec b = 0. Puisque exp(X
Y
t ) est une martin-
gale locale, ~aYt est solution de l'equation de Ricatti avec bt  0. Nous nous
interessons donc au processus XTt =
~ATt t + B
T
t tel que l'exponentielle de
Zt = X
T
t +X
Y
t  
R t
0 rsds est une martingale locale.
Theoreme 2.3.2. | On suppose une structure d'optimisation ane, ou le
prix d'etat optimal a une volatilite ane ~aYt tst() avec ~a
Y
t solution d'une
equation de Ricatti.
(i) Chaque zero-coupon est une fonction exponentielle exp
 
~ATt t+B
T
t

telle que
~aZt = ~A
T
t + ~a
Y
t est solution d'une equation de Ricatti avec condition terminale
~aYT , et 
Z est la fonction Zt () =  ft(aYt ) + art t + brt .
(ii) La volatilite du zero-coupon de maturite T est  t(T ) = ~A
T
t tst().
2.3.2.3. Utilites puissance et formulation retrograde. | Dans la formulation
retrograde avec utilite puissance x
1 
1  , (0 <  < 1) et horizon TH , la contrainte
terminale entre richesse optimale et prix d'etat s'ecrit
(Y ;HTH )
1=X;HTH = Cst
(l'indice H indique la dependance en l'horizon TH). Comment se propage cette
contrainte au cours du temps dans un modele ane avec un taux de consom-
mation t donne ? D'une part exp(
R :
0 

udu)X
;HY ;H est une martingale de
valeur terminale Cst exp(
R TH
0 

udu)(Y
;H
TH
)1 1=. D'autre part, par propriete
de Markov E
 exp(R TH0 udu)
exp(
R t
0 

udu)
(
Y ;HTH
Y ;Ht
)1 1=jFt

est une exponentielle ane, dont
les coecients (A; B) sont solutions d'une equation de Ricatti
E
exp(R TH0 udu)
exp(
R t
0 

udu)
(
Y ;HTH
Y ;Ht
)1 1=jFt

= exp( ~At t +B

t )
La contrainte retrograde est donc equivalente a l'egalite pour tout t  TH
X;Ht Y
;H
t = Cst(Y
;H
t )
1 1= exp( ~At t +Bt ).
Proposition 2.3.3. | (i) La contrainte terminale X;HTH = Cst exp(
R TH
0 

udu)(Y
;H
TH
) 1=
se propage au cours du temps en la relation
(2.25) X;Ht = Cst(Y
;H
t )
 1= exp( ~At t +B

t );
avec exp( ~At t +B

t ) = E
 exp(R TH0 udu)
exp(
R t
0 

udu)
(
Y ;HTH
Y ;Ht
)1 1=jFt

.
(ii) En particulier, le fait que la volatilite t a une structure ane appartenant
a l'espace Et, implique que ( ~A

t )
? = 1 (~a
Y
t )
?.
(iii) Le lien avec le zero-coupon est donne par la relation
(2.26) B(t; T ) = exp( ~ATt t +B
T
t ) = E
 Y ;HT
Y ;Ht
jFt

:
2.3.3. Courbe de taux non lineaire en les conditions initiales. |
Nous nous sommes concentres jusqu'ici sur les utilites puissances, dont les
processus optimaux X; et Y ; sont lineaires en leur conditions initiales, i.e,
X;(x) = xX; et Y ;(y) = yY ; ( X; = X;(1), Y ; = Y ;(1)). Ainsi
le prix d'indierence d'utilite marginale en t d'un zero-coupon de maturite T ,
B()(t; T )(y) := Bu(t; T )(y) = E[
Y ;T (y)
Y ;t (y)
jFt]
ne depend pas de la condition initiale y. Cependant, la litterature economique
insiste sur la dependance du taux d'equilibre Re0(T ) en la consommation ini-
tiale. Nous donnons donc ici un exemple non trivial d'utilite progressive dont
les processus optimaux ne sont pas lineaires mais conduisent tout de me^me a
des formules explicites an de pouvoir calculer le prix des zero-coupons. L'idee
de la methode est la suivante.
Etape 1 : Engendrer des processus optimaux (X;; Y ;; ;) associes a un
systeme d'utilites puissances progressives consistant (U (); V ()) de coecient
d'aversion au risque relative U
()
x =xU
()
xx = . On denit les fonctions de
\melange" x()(x) := f(=x); x > 0, y()(y) := g(=y); y > 0 avec f et g
des densites de probabilites sur R+ strictement decroissantes ; en particulierZ +1
0
x()(x)d = x; 8x > 0 et
Z +1
0
y()(y)d = y; 8y > 0:
Etape 2 : Denir les processus X, Y et .
Xt(x) :=
R +1
0 x
()(x)X;t d; x > 0
Yt(y) :=
R +1
0 y
()(y)Y ;t d; y > 0
X (resp. Y ) est une richesse (resp. prix d'etat) admissible, strictement crois-
sant en sa condition initiale mais qui en depend de facon non-lineaire. La
consommation  intuitivement associee a ( X; Y ) est
t( Xt(x)) =
Z +1
0
;t (X
;
t (x
()(x)))d =
Z +1
0
x()(x);t (X
;
t )d
Ainsi (e 
R t
0
sds Xt Yt) est une martingale locale, on suppose que c'est une vraie
martingale
Etape 3 : Construire un systeme d'utilites progressives consistant dont les
processus optimaux sont ( X; Y ; ) (cf.. caracterisation (2.7) du Theoreme
2.1.6), partant de n'importe quelles fonctions d'utilites classiques u et v (pas
necessairement puissance)
U(t; x) =
R x
0
Yt(ux( X (t; z))dz;
V (t; c) =
R c
0
Yt(vc( Ct())d
avec ( X ; C) les ots inverses de ( X; C).
Courbe des taux : Ainsi le prix du zero-coupon B(t; T )(y) est un melange
des prixB()(t; T ) (associe a l'aversion au risque ) pondere par
y()(y)Y ;tR+1
0 y
()(y)Y ;t d
B(t; T )(y) = E[
YT (y)
Yt(y)
jFt] = 1R +1
0 y
()(y)Y ;t d
E[
Z +1
0
y()(y)Y ;T djFt]
=
1R +1
0 y
()(y)Y ;t d
Z +1
0
y()(y)Y ;t B
()(t; T )d
2.4. Perspectives
La poursuite de ce travail sur les taux long terme consiste en l'etude de la
sensibilite de ce prix par rapport a la condition initiale y, i.e. par rapport a la
richesse initiale de l'economie (monotonie, convexite ?). Un travail important
consistera aussi a eectuer des simulations numeriques, pour lesquelles nous
aurons besoin de calibrer les utilites progressives.
Par ailleurs, l'etude des taux d'intere^t long terme et la lecture de la
litterature economique, qui met l'accent beaucoup plus sur la consommation
que sur la richesse (a la dierence de l'approche nanciere) nous a fait reechir
sur l'interpretation possible du taux de consommation. Dans un travail en
cours [H14], nous montrons que le taux de consommation peut s'interpreter
comme le taux d'accumulation de reserve. Le contexte est le suivant : l'in-
vestisseur veut se proteger contre la survenue d'un evenement important qui
peut avoir lieu dans le futur, a un instant aleatoire  . Par exemple  est
l'instant d'un changement de regime de l'economie, ou d'une catastrophe
ecologique, ou d'un defaut souverain. Nous construisons un nouveau marche
qui propose une couverture contre le risque induit par la survenue de cet
evenement (que nous appellerons risque de defaut), en introduisant un actif
soumis au defaut. Me^me s'il n'est pas encore soumis, ce travail est relativement
avance c'est pourquoi je le detaille ci dessous.
Un nouveau point de vue sur la consommation
2.4.1. L'actif soumis au defaut dans un cas d'ecole. | On con-
sidere tout d'abord le cas d'ecole suivant : les investisseurs peuvent investir
(eventuellement des quantites negatives) dans le cash et dans l'actif soumis au
defaut. La seule source d'incertitude est engendree par le temps aleatoire  ,
donc tous les parametres sont deterministes. On suppose que la loi de  admet
une densite par rapport a la mesure de Lebesgue : en particulier P( = )
quelque soit  2 R+.
2.4.1.1. Le cas avec taux d'intere^t nul : r = 0. | Pour le moment on suppose
r = 0. L'actif soumis au risque de defaut qui donne une couverture contre le
risque de default est un Credit Default Swap (CDS) perpetuel, avec un saut
de 1 en 
(2.27) MCDt = 1t  
Z t
0
's1sds:
't est le spread du CDS. Tous les investissements sont stoppes a l'instant  .
2.4.1.1.1. Strategies auto-nancantes avec defaut. | On peut denir les in-
vestissements auto-nancants en cash et en CDS de deux facons dierentes.
(i) La premiere (approche standard) consiste a denir a chaque instant t  
la quantite 0t d'unites de cash et la quantite 
d
t d'unites de CDS. Ainsi la
richesse correspondante XDt = 
0
t +
d
tM
CD
t denie sur [0;  ] satisfait l'equation
d'auto-nancement
(2.28) 8t  ; XDt = 0t + dtMCDt ; dXDt = dt dMCDt
La taille du saut du portefeuille en  , d , caracterise la strategie d'investisse-
ment puisque
(2.29) XDt  XD0 =
Z t
0
dsdM
CD
s = 
d
1t  
Z t^
0
ds'sds
(ii) La deuxieme consiste a denir la richesse souhaitee G en  . G determine
le portefeuille de replication : dt = (Gt  XDt ) avec pour t < ;XDt solution
de l'ODE lineaire de valeur initiale x
(2.30)
dXDs = (X
D
s  Gs)'sds; donc XDt = XD0 exp(
Z t
0
'sds) 
Z t
0
exp(
Z t
s
'udu)Gs's ds
Exemple : un portefeuille auto-nancant avec G = 0 et x = 1 est le processus
SCDt = exp(
R t
0 's1sds)1t< .
2.4.1.1.2. Couverture et Changement de Probabilite. |
Dans un marche sans arbitrage, le prix d'un contrat replicable est la valeur
initiale du portefeuille de couverture : la construction d'un tel portefeuille
repose sur l'equation (2.30)
(i) On se donne la valeur terminale ; G en  et HT en T <  . Puisque H;';G
sont deterministes, on peut trouver une condition initialeX0 = Price0(HT ; G )
telle que HT = X0 exp(
R T
0 'sds) 
R T
0 exp(
R T
s 'udu)Gs'sds.
Price0(HT ; G ) = HT exp( 
Z T
0
'sds) +
Z T
0
exp (
Z s
0
'udu)Gs'sds:(2.31)
Pricet(HT ; G ) = HT exp( 
Z T
t
'sds) +
Z T
t
exp (
Z s
t
'udu)Gs'sds:
(ii) La regle de pricing (2.31) est une forme lineaire des cash-ows (HT ; G )
a maturite T ^  , HT1T< + G1T . Si il existe une mesure de probabilite
Q, appelee risque-neutre, telle que Q( > t) = exp(  R t0 'sds) alors,
(2.32) Price0(HT ; G ) = EQ[HT1T< +G1T ]
  Si exp(  R t0 'sds) est la fonction de survie P( > t), alors la probabilite
historique P est risque neutre et EP(MCDT ) = 0.
  Si P( > t) = exp(  R t0 sds), t > 0, le changement de probabilite Q de
densite L (') par rapport a P,
(2.33) L (') :=
'

exp(
Z 
0
(s   's)ds)
est telle que Q( > t) = exp(  R t0 'sds) et EQ[MCDT ] = 0.
2.4.1.2. Le cas avec taux d'intere^t non nul : r 6= 0. | Quand r 6= 0 , on actualise
souvent les actifs. La forme additive du CDS (2.27) n'etant pas adaptee pour
l'actualisation, on considere pluto^t l'actif risque
(2.34) SCDt = exp(
Z t
0
's1sds)1t< ; avec dSCDt =  SCDt  dMCDt
qui a une forme multiplicative, donc plus proche de la denition classique d'un
actif nancier. On actualise par l'actif sans risque S0t^ (arre^te en ), on note
l'actualisation par un ~:
~SCDt = exp( 
R t
0 rs1sds) exp(
R t
0 's1sds)1t< = exp(
R t
0 ('s   rs)1sds)1t< .
An d'eviter les arbitrages, on suppose que 's > rs, p.s. et on denit ~'t :=
't   rt.
Dans le marche actualise, la dynamique du portefeuille est
d ~XDt = 1t t d ~SCDt .
et la regle de prix
Pricet( ~HT ; ~G )
S0t
= ~HT exp( 
R T
t ~'sds) +
R T
t exp (
R s
t ~'udu)
~Gs ~'s ds.
Ainsi dans le marche de depart avec defaut la dynamique du portefeuille est
dXDt = 1t [rtX
D
t dt+t(dS
CD
t  rtSCDt dt)] = 1t [rtXDt dt+(Gt XDt )(dMCDt +rt dt)]
et la regle de prix
(2.35)
Pricet(HT ; G ) = HT exp( 
Z T
t
'sds) +
Z T
t
exp (
Z s
t
'udu)Gs('s   rs) ds:
2.4.1.2.1. Point de vue dynamique. | Quelle est l'interpretation en terme de
probabilite risque neutre du prix Pricet(HT ; G ) donne par (2.35) ? La prob-
abilite ~Q denie par sa densite L ( ~') (cf.. (2.33)) par rapport a P est risque
neutre pour les prix actualises entre (t; ). En particulier Price0(HT ; G ) =
E~Q[ ~HT1T< + ~G1T ]. L'approche dynamique prend en compte le ot d'in-
formation, qui est engendre ici par le processus (t ^ ). On introduit donc
la ltration D = (Dt)t0 engendree par le temps aleatoire  , comme dans la
section 1.1.
(i) Puisque les Dt-variables aleatoires sont deterministes sur 1t<
(2.36) Pricet(HT ; G ) = E~Q[1T<HT + 1TG jDt]
(ii) ( ~SCDt ) est une (
~Q;D) martingale, ainsi que (MCDt +
R t
0 rs1s<ds).
(iii) La densite du changement de probabilite ~Q par rapport a P a pour
dynamique LDt := Lt( ~') = EP[L ( ~')jDt]. Sur ft < g : EP[L ( ~')jDt] =R1
t exp( 
R s
t s ds)Ls( ~')sds = exp( 
R t
0 (s   ~'s) ds). Ainsi
(2.37) LDt := (1>t +
'   r

1t) exp(
Z t^
0
(s   ('s   rs))ds)
2.4.1.2.2. Interpretation de l'actualisation en temps que defaut. | Soit 
un temps aleatoire d'intensite rt (i.e. P( > t) = exp(
R t
0 rsds)) modelisant
le defaut potentiel d'un pays. A l'instant , il n'y a plus de marche ni de
paiements, ainsi  est implicitement le plus grand instant de defaut. Pour
simplier les notations, on note par ~ le temps aleatoire d'intensite ~'.
(i) Le temps de defaut eectif est donc  = ~ ^ , avec ~ et  supposes
independants d'intensite r et ~' sous une probabilite Q^ sur R+R+. L'intensite
de  est donc 't = rt + ~'t.
(ii) Puisqu'aucun paiement n'est possible en , G = G~1~< , et la regle de
prix du cash ow HT1T< +G1T paye en T ^  se separe en deux parties :
sur f~ < g et son complementaire.
(iii) D'apres (2.36), le prix en t <  du premier terme est
Pricet(HT ; 0) = HT exp
   R Tt 'sds = EQ(HT1T< jDt),
avec Q la probabilite de densite LT ('), restriction de Q^ a DT .
(iv) Le prix en t <  du second terme est
Pricet(0; G) = Pricet(0; G1fTgTf<g) =
Z T
t
exp( 
Z s
t
'udu)Gs ~'sds
=
Z T
t
exp( 
Z s
t
'udu)Gs
~'s
's
's ds = EQ(G1<T
~'
'
jDt):(2.38)
A noter que l'evenement f = ~g n'est pas D -mesurable, il faut donc le
projeter sur D . Or EQ(1f=~gj) = ~'' , et la formule de pricing est coherente
avec ou sans actualisation en considerant la probabilite Q associee a  = ~ ^,
sachant que G = 0 :
(2.39) Pricet(HT ; G ) = EQ
h
1T<HT + 1TG jDt
i
; t < 
2.4.2. Le marche avec defaut. | On denit le marche avec defaut, ou G-
marche, qui prend en compte le F-marche standard sans defaut et le temps
aleatoire  . Le spread ' du CDS est maintenant un processus stochastique,
F-adapte.
L'information est engendree par les prix des actifs S0, S et de l'actif soumis
au defaut SCD, ainsi la ltration G du marche avec defaut est la version
continue a droite et complete de la ltration F augmentee de la ltration
D associee au processus ( ^ t). Toute variable aleatoire 	Gt observable en t
s'ecrit 	Gt = b	t1t< +	t()1t; avec b	t Ft-mesurable et 	t() Ft 
B(R+)-
mesurable.
2.4.2.1. Strategies auto-nancantes avec defaut. | Un portefeuille auto-
nancant du G-marche est la somme d'un portefeuille auto-nancant du
F-marche et un portefeuille auto-nancant du D-marche (deni en Section
2.4.1), l'investissement en cash etant separe en 2 parties, l'une investie dans
le F-marche et l'autre dans le D-marche.
En t   l'agent investit t unites d'actifs du F-marche, 0t d'actifs sans
risques et t d'actif soumis au defaut ( (t)t0; (0t )t0; (t)t0 proces-
sus G-previsibles). Tous les investissements sont arre^tes en  . La richesse
correspondante est XGt = tSt + 
0
t S
0
t + tS
CD
t (t  ) de dynamique
(auto-nancement)
(2.40) dXGt = 1t (tdSt + 
0
t dS
0
t + tdS
CD
t )
Le processus richesse XGt a un saut en  . Si l'agent veut obtenir G en  , il
doit investir t =   (Gt X
G
t  )
SCD
t 
dans l'actif soumis au defaut a tout instant t.
Comme dans la denition 2.1.1, toute strategie est arre^tee a la banqueroute
de l'investisseur (quand le processus richesse atteint 0).
2.4.2.2. Probabilite risque neutre du marche avec defaut. | Nous donnons des
conditions susantes qui garantissent que la reunion du F-marche et du D-
marche reste sans arbitrage.
(i) D'une part, une condition triviale est de supposer  independant de la
ltration F. Cela peut e^tre le cas par exemple d'un risque ecologique, dont la
prevision est independante du F-marche. Dans ce cas, P( > tjF1) = e 
R t
0 sds
est deterministe.
(ii) D'autre part, on ne peut pas supposer  completement dependant
de F, car cela conduirait trivialement a des arbitrages dans le G-marche.
Supposer P( > tjF1) Ft-adapte sut a assurer que les F-martingales restent
des G-martingales et a exclure les opportunites d'arbitrage dans le G-marche.
Nous travaillerons donc sous l'hypothese (H), usuelle dans la litterature sur
le credit, (et qui peut modeliser un defaut souverain) :
Hypothese (H) La (P;F)-intensite de  , notee t, est un processus positif
F-adapte tel que
(2.41) P( > tjF1) = P( > tjFt) = e 
R t
0 sds:
On note t;T :=
R T
t sds. Sous l'hypothese (H), toute probabilite risque neutre
QF = LFP du F-marche induit une probabilite risque neutre QG = LGP sur le
G-marche avec
(2.42) LGt := L
D
t L
F
t = L
F
t (1>t +
'   r

1t)exp(
Z t^
0
(s   ('s   rs))ds):
Si le F-marche est complet, alors les processus densite LFt sur F et LGt sur
G sont uniques. Par suite le G-marche est complet et quelque soit (Zt) une
(G;QG)-martingale locale il existe (t) et (t) processus G-previsibles tels que
Zt = Z0 +
Z t
0
ud ~Su +
Z t
0
ud ~S
CD
u :
2.4.3. Interpretation des G-portefeuilles auto-nancants. | Nous don-
nons ici une interpretation des strategies auto-nancantes du G-marche, en
terme de F-marche. Pour ce faire, il est judicieux de reecrire la condition
d'auto-nancement (2.40) en terme de fraction de richesse t =
tSt
Xt
investie
dans les actifs risques, puisque cette quantite sera la me^me dans l'analogie
F/G-marche. On suppose que la ltration F est brownienne et que les actifs
ont une dynamique brownienne geometrique avec matrice de volatilite (t).
On note t := tt et 0;t :=
R t
0 'sds.
Proposition 2.4.1. | Il y a equivalence entre strategies G-auto-nancantes
et strategies F-auto-nancantes avec consommation, pour t <  :
 G-strategies : (t) sur les actifs risques de base, t =   (Gt X
G
t  )
SCD
t 
sur l'actif
soumis au defaut, induisant la richesse XGt sur [0;  ]:
 F-strategies : (t) sur les actifs risques, taux de consommation Ct =
e 0;tGt't, induisant la richesse X
F;C
t = e
 0;tXGt .
Ainsi la consommation du F-marche s'interprete en tant que reserves qui sont
utilisees en cas de survenue de l'evenement  . Les quantites du F-marche
sont recapitalisees par e0;t , le taux de recapitalisation etant dependant de
l'intensite de defaut (l'intensite de defaut sous QG est ('t   rt)).
Application : Evaluation et couverture dans le marche avec defaut
La proposition ci-dessous est une reformulation, en terme de F-marche, de
resultats de Bielecki et al. [9] concernant l'evalution et la couverture dans un
marche avec defaut.
Proposition 2.4.2. | On suppose que le F-marche est complet. Alors n'im-
porte quel contrat du G-marche GT = ^T1T<+G 1T 2 GT peut e^tre replique
comme suit.
La valeur de GT sur l'evenement fT  g determine la quantite t (investie
dans l'actif soumis au defaut) de la strategie de couverture : t =   (
G
t  X^t )
SCD
t 
ou X^t est la valeur en t du portefeuille (avec consommation) repliquant ^T :
pour t <  , X^t = X^

t = E
QG

^T e
  R Tt (rs+'s)ds +
Z T
t
e 
R s
t (ru+'u)duGs 'sdsjFt

:
La quantite t (investie dans les actifs risques) est celle de la strategie du
F-marche, avec taux de consommation (Gt e 0;t't), et repliquant le contrat
^T .
Ainsi le prix Pt(
G
T ) en t du contrat 
G
T est la valeur en t du portefeuille de
couverture :
Pt(
G
T ) = 1t
G
 +1t<EQ
G

^T e
  R Tt (rs+'s)ds + Z T
t
e 
R s
t (ru+'u)duGs 'sdsjFt

:
2.4.4. Le probleme d'optimisation dans le marche avec defaut. | Nous
denissons maintenant un probleme d'optimisation de la richesse terminale
dans le G-marche, et faisons la correspondance avec un probleme d'optimisa-
tion de la richesse terminale et de la consommation dans le F-marche.
Denition 2.4.3. | La structure de preference d'un agent dans leG-marche
est caracterisee par l'utilite aleatoire UG(t; x) telle que 8x > 0 :
UG(t; x) = u^(t; x)1t< + v^(; x)1t p.s.
avec u^ et v^ fonctions d'utilite deterministes (concaves, croissantes, satisfaisant
les conditions d'Inada).
Soit AG(x) l'ensemble des strategies admissibles du G-marche, partant d'une
richesse initiale x. An de souligner la correspondance entre F et G-marche,
on parametrise la quantite investie sur le CDS par C au lieu de , on rappelle
le lien entre les deux (cf. Proposition 2.4.1) :
t =
XGt   Gt
SCDt 
=
XGt    Ct e
0;t
't
SCDt 
:
Le probleme de maximisation de l'utilite dans le G-marche est a horizon
aleatoire :
Denition 2.4.4. | Dans le G-marche, l'agent maximise l'utilite esperee de
sa richesse terminale en T ^ 
(2.43) sup
(c;)2AG(x)
E[UG(T ^ ;XGT^ )]
Ce probleme de maximisation de l'utilite de la richesse terminale dans le G-
marche (2.43) est equivalent a un probleme classique de maximisation de l'u-
tilite de la richesse terminale et de la consommation dans le F-marche. (u; v)
etant donne, le critere a optimiser dans le F-marche est
(2.44) E
Z T
0
v(t; Ct)dt+ u(T;X
F;C
T )

; pour (C; ) 2 A(x)
ou A(x) est l'ensemble des strategies F-auto-nancantes avec consommations
(C; ). A (u; v) on associe les fonctions u^(t; x) et v^(t; x), pour tout 0  t  T
u^(t; x) = u(t; xe 0;t)e0;t ; v^(t; x) = v(t; xe 0;t't)e0;t(t) 1:
Proposition 2.4.5. | Pour tout (C; ) 2 AG(x) = A(x)
E[UG(T^;XGT^ )jGt] = e0;t1t<E[u(T;XF;cT )+
Z T
t
v(s; Cs)dsjFt

+1tUG(;XG ):
Ainsi, considerer le probleme d'optimisation dans le G-marche permet de
traiter simultanement la richesse terminale et la consommation. Me^me si la
richesse XG et l'utilite UG ont des discontinuites en  , les methodes standard
d'optimisation s'appliquent et permettent de resoudre le probleme (2.43) en
marche complet et incomplet (notons que l'incompletude ne provient que de
celle inherente au F-marche).

CHAPITRE 3
PARTENARIAT-PUBLIC-PRIVE ET EXTERNALISATION
DE LA DETTE
Dans la formule classique de la ma^trise d'ouvrage public, la collectivite fait
realiser un equipement (ho^pital, prison....) pour ses propres besoins et en as-
sume le cou^t, pour partie, par autonancement et pour partie par un emprunt
aupres d'un etablissement bancaire. Dans la formule \contrat de partenariat"
(ou partenariat public-prive) la collectivite s'engage sur une periode (de 15
a 25 ans) aupres de l'entreprise contractante, et se voit facturer un loyer :
il s'agit d'un achat en \leasing", couvrant l'amortissement de l'equipement,
le cou^t de la maintenance, les frais nanciers. Avec Monique Pontier, nous
avons compare dans [48] les avantages et inconvenients des deux formules,
d'un point de vue reduction des cou^ts. En particulier, dans le cas d'un con-
sortium neutre au risque, une discussion des avantages de l'externalisation au
regard des parametres du modele est menee, selon que l'on prend en compte
ou non le risque de faillite du consortium. Nous renvoyons le lecteur interesse
a [48] pour plus de details. Puis dans [29] avec Gilles-Edouard Espinosa et
Benjamin Jourdain, nous avons etudie le probleme de l'externalisation mais
d'un point de vue de la dette. Notre but est d'etudier la pertinence d'exter-
naliser un gros investissement dans le but de reduire la dette d'une entreprise.
Plus precisement, nous comparons deux situations. Dans la premiere, l'en-
treprise supporte la dette et l'investissement et externalise l'exploitation ; dans
la deuxieme, l'entreprise externalise a la fois l'investissement (et donc la dette)
et l'exploitation. Nous etudions dans ces deux situations les equilibres de Nash
et de Stackelberg, l'aversion au risque des deux entreprises etant modelisee par
des fonctions d'utilite exponentielles dont les parametres sont connus. Dans ce
cas, a l'equilibre, la societe aupres de laquelle on externalise l'investissement
est indierente a accepter le contrat ou non. Nous comparons les deux situ-
ations en fonction de l'aversion de l'entreprise a contracter une dette. Enn,
nous generalisons ce probleme au cas ou l'entreprise possede une incertitude
sur l'aversion au risque de la societe a qui il externalise, dans ce cas il devient
avantageux pour cette derniere de rentrer dans le contrat.
3.1. Formulation du probleme
Dans la suite, on considere (
;A;P) un espace de probabilite muni d'un
ltration F = (Ft)t0.
3.1.1. Cou^ts et loyer. | On considere une rme I qui veut reduire sa
dette et donc envisage d'externaliser un investissement aupres d'une autre
rme J . Dans les deux cas (externalisation ou non), la rme J supporte le cou^t
operationnel du projet jusqu'a un horizon T . Soit (Cot ) le cou^t operationnel
sur l'intervalle [t; t+ dt]
(3.1) Cot = t   '(et)   (a);
avec
{ t le cou^t de base (prenant en compte le cou^t des matieres premieres,
des employes, des infrastructures...). On suppose que t est minoree par
k > 0 (pour tout t, P-p.s) et que 8 2 R; E R T0 esds < +1:
{ et  0 represente l'eort pour reduire le cou^t operationnel (amelioration
logistique, recherche et developpement),
{  2 R represente l'impact de la qualite de l'investissement sur la reduction
des cou^ts operationnels.
{ a = AT ou A  0 est l'eort initial sur la qualite de l'investissement. Selon
le signe de l'externalite , A inue positivement ou negativement sur le
cou^t operationnel.
{ ' : R+ ! R+ et  : R+ ! R+ sont des fonctions croissantes strictement
concaves de classe C1 satisfaisant les conditions d'Inada.
Les eorts (et) et a ameliorent la valeur sociale du projet. L'eort (et) est un
contro^le pour la rme J , alors que a est un contro^le pour la rme qui supporte
l'investissement, I ou J en fonction de la situation.
L'investissement minimal initial requis pour le projet est C0 > 0. L'investisse-
ment total initial (D + a)T (avec D = C0T ) est entierement couvert par
l'emission a l'instant 0 d'une dette a rembourser sur un horizon T . Le cou^t
d'emprunt n'etant pas forcement le me^me pour les deux rmes, on les note
respectivement rI et rJ : pour t 2 [0; T ), l'emprunteur K 2 fI; Jg doit rem-
bourser (1 + rK)(D + a)dt entre t et t+ dt.
En plus du cou^t operationnel s'ajoutent les cou^ts de maintenancemt et d'eort
et. (mt), (et), (t) et (C
o
t ) sont des processus F-adaptes.
Soit Rt le loyer paye a la rme J par la rme I, en [t; t+ dt]. Ce processus
est calcule selon une regle simple decidee en t = 0 par la rme I. Puisque la
rme I veut un projet de bonne qualite et une bonne maintenance, on suppose
que Rt est positif et depend de C
o
t et des cou^ts de maintenance :
(3.2) Rt = + C
o
t + g(mt);
avec   0,  2 R,   0, g fonction C1 croissante strictement concave. De
plus, on suppose que m0 := inffm > 0 : g(m) > 0g < +1. Les constantes ,
 et  sont des contro^les de la rme I, xes par contrat en t = 0.
3.1.2. Les problemes d'optimisation. | L'aversion au risque des rmes
I et J est modelisee par les fonctions d'utilites deterministes exponentielles
U(x) =  e ux pour I et V (x) =  e vx pour J (x 2 R, u; v > 0).
On considere deux situations dierentes : dans la situation 1, la rme J sup-
porte la dette et s'occupe de l'exploitation ; ses contro^les sont donc a, e et
m, alors que les contro^les de la rme I sont ,  et . Dans la situation 2,
la rme J ne s'occupe que de l'exploitation, ses contro^les sont e et m, alors
que les contro^les de la rme I sont a, ,  et . Ainsi les problemes d'optimi-
sation pour la rme J en situations 1 et 2 sont v1 = sup(a;e;m) J
1(a; e;m) et
v2 = sup(e;m) J
2(e;m) respectivement, avec :
J1(a; e;m) = E
Z T
0
V
 
+ (   1)(s   '(es)   (a))  es + g(ms) ms   (1 + rJ)(D + a)

(ds)

J2(e;m) = E
Z T
0
V
 
+ (   1)(s   '(es)   (a))  es + g(ms) ms

(ds)

ou (ds) est la mesure de probabilite prenant en compte  le taux de preference
pour le present (ds) := e s 
1 e T 1[0;T ](s)ds:
Pour la rme I, le projet a une valeur sociale initiale ba(a) et une bonne
maintenance represente aussi un benece social bm(m). Le benece des eorts
sur les cou^ts operationnels est modelise par la fonction be. On introduit une
fonction de penalisation f qui represente l'aversion de la rme I a emettre de
la dette. Ces fonctions sont croissantes, concaves pour les b: et convexe pour
f .
Ainsi les problemes d'optimisation pour la rme I en situations 1 et 2 sont u1 =
sup(;;) I
1(; ; ) et u2 = sup(a;;;) I
2(a; ; ; ) respectivement, avec :
I1(; ; ) = E

ba(a) +
Z T
0
e sU
 
bm(ms) + b
e(es)    (s   '(es)   (a))  g(ms)

ds

I2(a; ; ; ) = E

ba(a)  f (1 + rI)(D + a)T 
+
Z T
0
e sU
 
bm(ms) + b
e(es)    (s   '(es)   (a))  g(ms)

ds

:
On suppose que F (a) := ba(a)  f((1+ rI)(D+a)T ) est strictement concave,
et que F 0(1) =  1, F (1) =  1 et F 0(0) > 0. L'ensemble des contro^les
admissibles pour la rme I est tel que la rme J accepte le contrat, i.e. en
situation 1,
(3.3)
E
Z T
0
V
 
+ (   1)(s   '(es)   (a))  es + g(ms) ms   (1 + rJ)(D + a)

(ds)

 V (0);
et en situation 2,
(3.4) E
Z T
0
V
 
+ (   1)(s   '(es)   (a))  es + g(ms) ms

(ds)

 V (0):
Selon le rapport de force entre les deux rmes, dierentes notions d'equilibre
peuvent faire sens : nous allons regarder l'existence d'un equilibre de Nash,
et d'un equilibre de Stackelberg avec I leader. Dans equilibre de Nash, les
deux rmes prennent leur decision en me^me temps et par denition, aucune
ne realise de gain en deviant de cette realisation, sachant que l'autre n'a pas
devie elle-me^me de cette realisation. Dans un equilibre de Stackelberg, les deux
rmes prennent leur decision l'une apres l'autre, celle la prenant en premier
etant appelee leader (et l'autre satellite). La rme leader prend en compte
le comportement de la rme satellite en integrant la fonction de reaction de
celle-ci a sa propre fonction de prot. Dans un equilibre de Stackelberg, les
deux rmes maximisent leur prot, compte tenu de l'ore de leur concurrent.
Nous pourrions aussi considerer un equilibre de Stackelberg avec J leader :
dans ce cas, dans la situation i 2 f1; 2g, quelque soit le choix de J , le contro^le
optimal de I consiste a saturer la contrainte J i  V (0).
3.2. Reponse optimale de la rme J , situations 1 et 2
La reponse optimale de la rme J , etant donnes les contro^les de la rme I, se
calcule facilement.
 Situation 1, on se donne (; ; ) dans R+RR+. Le probleme d'optimi-
sation pour la rme J s'ecrit ! par ! et t par t
sup
e0
f(1  )'(e)  eg+ sup
m0
fg(m) mg+ sup
a0
f(1  ) (a)  (1 + rJ)ag:
Ainsi
(3.5)
m = (g0) 1(1=) ; e = ('0) 1

1
(1  )+

; a = ( 0) 1

1 + rJ
((1  ))+

:
 Situation 2, on se donne (a; ; ; ) dans R+  R+  R R+. De me^me
(3.6) m = (g0) 1(1=); e = ('0) 1

1
(1  )+

:
An de decrire les equilibres de Nash et de Stackelberg, on introduit les ap-
plications Ce : R! R et Be : R R+ ! R (denies pour e 2 R+)
Ce() :=
1
v
lnE
Z T
0
ev(1 )(s '(e))(ds);(3.7)
Be(;m) := e
u(Id bm)(m)eu(Id b
e)(e)e+uCe()E
Z T
0
e seu(s '(e))ds:(3.8)
Si e est prix comme l'eort optimal e() = ('0) 1

1
(1 )+

, on note Ce()
et Be() respectivement par
C() :=
1
v
lnE
Z T
0
ev(1 )(s 'e
())(ds);
(3.9)
B(;m) := eu(Id b
m)(m)eu(Id b
e)e()euC()E
Z T
0
e seu(s 'e
())ds:
(3.10)
3.3. Equilibre de Nash
Dans le cas d'un equilibre de Nash, le  optimal est vu+v , et les applications
Be et B denies en (3.8) et (3.10) se simplient (pour  =
v
u+v ) en :
Be(;m) =
1  e T

eu(Id b
m)(m)eu(Id b
e)(e)e(u+v)Ce()(3.11)
B(;m) =
1  e T

eu(Id b
m)(m)eu(Id b
e)(e())e(u+v)C():(3.12)
Soit la fonction G : m 7! g(m)g0(m)  m
Proposition 3.3.1. | Dans la situation 1, il existe une innite d'equilibres
de Nash, qui consistent en (^; ^; ^; e^; m^; a^) denis par
^ =
v
u+ v
; e^ = ('0) 1(
u+ v
u
); a^ = ( 0) 1

(u+ v)(1 + rJ)
+u

; ^ =
1
g0(m^)
;
^ = C(^) + (1 + rJ)(D + a^) + e^  u
u+ v
 (a^) G(m^);
pour m^ dans M^1(rJ) := [0; G 1(C(^)+ (1+ rJ)(D+ a^)+ e^  uu+v  (a^))]: Les
valeurs optimales correspondantes pour les rmes J et I sont respectivement
V (0) et
I^1(m^) = ba(a^)  e u (a^)eu(1+rJ )(D+a^)B(^; m^)
avec C(^) et B(^; m^) denis en (3.9) et (3.12).
Quelques remarques sur ce resultat :
{ Bien qu'il existe une innite d'equilibres de Nash, les contro^les ^, e^ et a^
sont les me^mes dans tous ces equilibres.
{ Puisque s '(e^)  (a^)  0, C(^)  uu+v  (a^)  0 et [0; G 1(('0) 1(u+vu )+
D)]  TrJ0 M^1(rJ).
{ Parmi les equilibres de Nash de la proposition 3.3.1, il en existe un qui
maximise I^1 sur M^1(rJ). En eet, I^1 ne depend de l'equilibre de Nash
qu'a travers le terme bm(m^)   m^, qu'il faut donc maximiser, or cette
fonction m^ 7! bm(m^) m^ est strictement concave donc il existe un unique
maximum sur l'intervalle M^1(rJ).
Proposition 3.3.2. | Dans la situation 2, il existe une innite d'equilibres
de Nash, qui consistent en (^; ^; ^; e^; m^; a^) denis par
m^  0; ^ = vu+v ; e^ = ('0) 1

u+v
u

; ^ = 1g0(m^) ;(3.13)
a^ 2 argmaxa0
h
F (a)  e u (a)B(^; m^)
i
;(3.14)
^ = C(^) + e^  uu+v  (a^) G(m^);(3.15)
et tels que C(^) + e^  uu+v  (a^) G(m^)  0, condition satisfaite quand m^ 
G 1(('0) 1(u+vu )). De plus, ^ + ^ > 0 et si l'externalite   0, a^ > 0 et est
unique pour chaque m^. Les valeurs optimales correspondantes pour les rmes
J et I sont respectivement V (0) et
I^2(m^) = ba(a^)  f [(1 + rI)(D + a^)T ]  e u (a^)B(^; m^):
L'ordre dans lequel les dierents contro^les sont determines est important,
puisque certains d'entre eux dependent des autres. En eet ^ est determine en
premier car il ne depend d'aucun autre, d'ou on deduit la valeur de e^. Ensuite
on xe m^, de sorte a determiner ^, ensuite a^, et enn ^.
La preuve de l'existence d'un equilibre de Nash est similaire dans les deux
situations. Pour xer les notations, on donne les idees de la preuve dans la
situation 1. Les contro^les a, e et m etant xes, on optimise d'abord la fonc-
tionnelle concave I1(; ; ) sur l'ensemble ferme convexe
E :=
n
(; ; ) 2 R3; E R T
0
e v
 
+( 1)(s '(e)  (a)) e+g(m) m (1+rJ )(D+a)

(ds)  1
o
en oubliant les contraintes de positivites de  et . Dans ce cas les conditions
du premier ordre pour le Lagrangien sont susantes, et on montre qu'aucun
point interieur de E ne peut e^tre optimum (ie a l'optimum, la contrainte est
saturee), ce qui conduit a la caracterisation des contro^les optimaux pour la
rme I

(; ; ) 2 R+RR+;  = v
u+ v
; +g(m) = Ce()  u
u+ v
 (a)+e+m+(1+rJ)(D+a)
	
:
Soit M^2(rI) l'ensemble des m^  0 pour lesquels il existe (^; ^; ^; e^; a^) tels
que (^; ^; ^; e^; m^; a^) est un equilibre de Nash dans la situation 2. On verie que
[0; G 1(('0) 1(u+vu ))]  M^1(rJ)\
nT
rI0 M^2(rI)
o
et il est donc pertinent de
comparer sur cet intervalle les valeurs optimales I^1(m^) et I^2(m^) de la rme I
correspondants aux deux situations, pour un me^me eort de maintenance m^.
Proposition 3.3.3. | On xe rJ  0 et m^ 2 M^1(rJ) \
nT
rI0 M^2(rI)
o
.
Si le taux rI satisfait
(3.16) rI 
f 1
h
B(^; m^)eu (a^1(rJ ))
 
eu(1+rJ )(D+a^1(rJ ))   1i
(D + a^1(rJ))T
  1;
alors I^2(m^)  I^1(m^) et le meilleur contrat pour la rme I est la situation 2,
c'est-a-dire ne pas externaliser.
Ainsi emettre de la dette est le meilleur choix pour la rme J des que son
taux d'intere^t est susamment bas (le niveau au dessous duquel c'est le cas
depend du taux rJ de la rme I ainsi que de la fonction f de l'aversion a la
dette).
Proposition 3.3.4. | On suppose  > 0: On xe rJ  0 et m^ 2 M^1(rJ) \nT
rI0 M^2(rI)
o
. Si le taux rI satisfait
(1 + rI)f
0[(1 + rI)(D + a^1(rJ))T ] > (ba)0(a^1(rJ)) + u 0(a^1(rJ))B(^; m^)e u (a^1(rJ ));
ou(3.17)
 0(a^2(rI)) >
(u+ v)(1 + rJ)
u
et
(3.18)
(1 + rI)(D + a^2(rI))T  f 1
h
B(^; m^)eu (a^2(rI))

eu(1+rJ )(D+a^2(rI))   1
i
alors I^1(m^)  I^2(m^) et le meilleur contrat pour la rme I est la situation 1,
i.e. externaliser.
L'interpretation economique de la condition (3.17) est aussi naturelle. En
eet, les membres de droite de cette inegalite ne dependent pas de rI alors
que les membres de gauche sont des fonctions croissantes de rI . Ainsi (3.17)
est satisfaite des que le taux rI est susamment grand.
3.4. Equilibre de Stackelberg, rme I leader
Pour un equilibre de Stackelberg, selon la situation 1 ou 2 et le signe de ,
le  optimal est caracterise en tant que solution d'equations dierentes. An
de specier ces equations, nous introduisons les fonctions
(3.19) h() =
E
R T
0 e
 ssesds
E
R T
0 e
 sesds
;
(3.20) S() :=

1  + (b
e)0  ('0) 1

1
(1 )+

(1  )2'00  ('0) 1

1
(1 )+
 ;
(3.21)
eS() := 1 + rJ
(1  )2( 00)(( 0) 1

1+rJ
((1 ))+

)
0@(1 + rJ) 
1   +
(ba)0(( 0) 1

1+rJ
((1 ))+

)
ue(Id bm))((bm)0) 1(1)k()
1A ;
avec k() fonction (positive) de  denie par
(3.22)
k() := eu(Id b
e)e()e ua
()eu(1+rJ )(D+a
())euC()E
Z T
0
e seu
 
s 'e()

ds
ou e() et a() sont denis en (3.5) et C() en (3.9).
Soient les equations suivantes
(3.23) h(u)  h(v(1  )) = S();
(3.24) h(u)  h(v(1  )) = S() + eS();
(3.25) h(u)  h(v(1  )) = eS():
Proposition 3.4.1. | Dans la situation 1, il existe au moins un equilibre de
Stackelberg avec la rme I leader. De plus, si (e^; m^; a^; ^; ^; ^) est un equilibre
de Stackelberg avec ^ > 0, alors il se caracterise par :
e^ = ('0) 1
 1
(1  ^)+

; a^ = ( 0) 1
 
1 + rJ
((1  ^))+
!
; m^ =

(bm)0
 1
(1); ^ = 1=g0(m^);
^ = C(^) + (1 + rJ)(D + a^) + e^  (1  ^) (a^) G(m^):
Si  > 0, alors ^ est solution de (3.24) et est plus petit que vu+v .
Si  < 0, alors ^ est solution soit de (3.23) (plus petit que vu+v ) ou de (3.25)
(plus grand que 1).
Proposition 3.4.2. | Dans la situation 2, il existe au moins un equilibre de
Stackelberg avec la rme I leader. De plus, si (e^; m^; a^; ^; ^; ^) est un equilibre
de Stackelberg avec ^ > 0, alors il se caracterise par :
^ est solution de (3.23), e^ = ('0) 1

1
(1 ^)+

, m^ =

(bm)0
 1
(1), ^ = 1=g0(m^),
a^ 2 argmaxa0(F (a) e u (a)B(^; m^)) et ^ = C(^)+e^ (1 ^) (a^) G(m^),
avec C et B denis en (3.9)-(3.10).
En particulier, ^ < vu+v . De plus, si   0, alors argmaxa0(F (a)  
e u (a)B(^; m^)) est un singleton et a^ > 0.
Nous donnons a nouveau l'idee de la preuve pour la situation 1 (demarche
similaire pour la situation 2). Cette fois a, e et m sont les reponses optimales
de J donnes par (3.5). Remplacant ces valeurs dans les fonctionnelles I1 et
J1, on doit donc optimiser I1(; ;m) sur l'ensemble
n
(; ;m) 2 R+  R 
R+; J1(; ;m)  1g. On montre que l'on peut se restreindre a optimiser I1
sur un sous-ensemble compact (notamment avec  plus petit qu'un certain 
car sup(;m)2R2+ I
1(; ;m) !  1 pour  ! 1) et on separe l'etude selon
que  est strictement positif ou nul en considerant les deux sous-ensemblesn
(; ;m) 2 R+  ( 1; ] R+; J1(; ;m) = 1
o
;n
(0; ;m);  2 ( 1; ]; m  0; J1(0; ;m)  1
o
:
3.5. Information incomplete
On considere les problemes d'equilibres precedents dans la situation ou les
rmes ne connaissent pas parfaitement l'aversion au risque de la rme con-
trepartie : les fonctions d'utilite pour I et J sont toujours U(x) =  e ux et
V (x) =  e vx respectivement, mais la rme I percoit v comme une variable
aleatoire independante que l'on note V (dont I connait la loi), de me^me la
rme J percoit u comme une variable aleatoire independante que l'on note U
(dont J connait la loi). D'apres la section 3.2, les contro^les optimaux de la
rme J sont des fonctions de (; ) xes par la rme I qui ne dependent pas
du parametre d'aversion au risque u. Ainsi les equations (3.5) et (3.6) sont
encore veriees en information incomplete et le parametre u n'a pas d'impact
sur l'equilibre. Par contre, l'incertitude sur le parametre v a un impact car
l'acceptation du contrat par la rme J en depend. An de modeliser le besoin
social de l'investissement, on introduit une penalite p 2 R [ f+1g que doit
payer la rme I dans le cas ou la rme J n'accepte pas le contrat. p = +1
correspond au cas ou la rme I veut absolument que la rme J accepte le
contrat.
3.5.1. Equilibre de Stackelberg, rme I leader. | Soient Ai; (i = 1; 2)
les evenements \la rme J accepte le contrat" dans la situation i.
Le probleme d'optimisation pour la rme I, dans la situation 1 et 2 respec-
tivement, devient en information incomplete
(3.26) u1I :=  p _ sup
(;;)
fI1(; ; )P  A1(; ; )  p(1  P  A1(; ; ))g;
(3.27)
u2I :=  p _ sup
(a;;;)
fI2(a; ; ; )P  A2(a; ; ; )  p(1  P  A2(a; ; ; ))g:
Les fonctions
I1(; ; ) =E

ba(a()) 
Z T
0
e se u
 
[bm g](m())+[be+'](e())  (s  (a()))

ds

I2(a; ; ; ) = F (a)  E
Z T
0
e se u
 
[bm g](m())+[be+'](e())  (s  (a))

ds
(avec e; m et a denis en (3.5)) representent le gain social que recoit la
rme I dans les situations 1 et 2, si la rme J accepte le contrat. Les ensembles
Ai d'acceptation du contrat se caracterise par Ai = f!; ~J i(V (!); :)  1g, ou
~J i sont les fonctions suivantes (strictement convexes et continues en la variable
v)
~J1(v; ; ; ) := E
Z T
0
e v
 
+[(1 )' Id]e()+( 1)(s  (a()))+[g Id](m())

ev(1+rJ )(D+a
())(ds)
~J2(v; a; ; ; ) := E
Z T
0
e v
 
+[(1 )' Id]e()+( 1)(s  (a))+[g Id](m())

(ds):
On denit les fonctions valeur (situations 1 et 2) du probleme avec information
complete que l'aversion au risque de la rme J est v
u1(v) := sup
f(;;)2R+RR+: ~J1(v;;;)1g
I1(; ; )
u2(v) := sup
f(a;;;)2R+R+RR+: ~J2(v;a;;;)1g
I2(a; ; ; )
Soit
(3.28) wiI :=  p _ sup
v>0
fui(v)P(V  v)  p 1  P(V  v)g:
On montre que wiI  uiI , et que si p < +1 ou bien s'il existe v 2 (0;+1)
tel que P(V > v) = 0 alors on a l'egalite wiI = uiI . Cela signie que pour
resoudre son probleme d'optimisation en information incomplete (3.26) ou
(3.27), la rme I resout d'abord le probleme pour chaque v comme en infor-
mation complete et "choisit" alors le niveau v qui atteint le plus grand gain
social espere dans (3.28).
Theoreme 3.5.1. | Soit v0 := inffv > 0 : P(V  v) > 0g. Si limv!v+0 u
i(v) 
 p alors ne pas conclure de contrat entre les deux rmes est un equilibre de
Stackelberg dans la situation i en information incomplete.
Sinon, si v1 := supfv > 0 : P(V > v) > 0g < +1 alors le probleme d'optimi-
sation (3.28) admet une solution v? 2 (0; v1] \ [v0; v1] (egale a v1 si p = +1)
et tout equilibre de Stackelberg pour le probleme en information complete et
aversion au risque v? pour la rme J est un equilibre de Stackelberg pour le
probleme en information incomplete.
3.5.2. Equilibre de Nash. | Pour un equilibre de Nash en information
incomplete, nous n'avons pas de condition susante d'existence mais les con-
ditions necessaires suivantes, qui sont identiques dans les deux situations.
Proposition 3.5.2. | On suppose l'existence d'un equilibre de Nash en in-
formation incomplete c^ = (a^; ^; ^; ^; e^; m^) tel que la fonction valeur de la rme
I est plus grande que  p (ie tel que la rme J accepte le contrat) et soit
v^ := supfv > 0 : J(v; c^)  1g avec J(v; c^) deni en situations 1 et 2 respec-
tivement par
J(v; a; ; ; ; e;m) := E
Z T
0
e v
 
+( 1)(s '(e)  (a)) e+g(m) m (1+rJ )(D+a)

(ds);
J(v; a; ; ; ; e;m) := E
Z T
0
e v
 
+( 1)(s '(e)  (a)) e+g(m) m

(ds):
Alors v^ > 0, e^ = ('0) 1

1
(1 ^)+

; ^ = 1g0(m^) et en situation 1, a^ =
( 0) 1

1+rJ
((1 ^))+

.
si v^ < +1, c^ un equilibre de Nash pour le probleme en information
complete et aversion au risque v^ pour la rm J , et quelque soit v < v^,
P(V  v) < P(V  v^).
Si v^ = +1, alors quelque soit v 2 (0;+1), P(V  v) < 1.
Si la distribution de V est a support discret (ie il existe (v1; : : : ; vn) tel quePn
k=1 P(V = vk) = 1), et si il existe un equilibre de Nash en information
incomplete, alors necessairement 9i tel que v^ = vi.
3.6. Perspectives
Avec Guillaume Carlier et Monique Pontier, nous nous interessons aux con-
trats de Partenariat Public Prive d'un point de vue alea moral, en nous in-
spirant de l'article fondateur de Sannikov [77] pour traiter le probleme de
maniere dynamique. Notre but est trouver le contrat optimal que doit etablir
la collectivite publique, et de le comparer au modele de contrat usuellement
considere dans la litterature economique sur le sujet. La formalisation de cette
question conduit a un probleme de contro^le stochastique.
Le cou^t operationnel (C0s )s0 du service de maintenance de l'infrastruc-
ture est un processus F-adapte par exemple de la forme C0t = C00 +
R t
0 kds +
R t
0 dWs;  > 0 (avec W un F-mouvement brownien). Le prive fait des eorts
A pour ameliorer sa prestation, et le public verse une rente R au prive. La
\valeur sociale" instantanee du projet est une fonction des eorts et du cou^t
donnee par
(3.29) dXt := (At + '(At))dt  dC0t = (At + '(At))dt  kdt  dWt
Les contro^les sont donc les processus (Rt) (rente versee par le public au prive)
et (At) (eort du prive pour ameliorer sa prestation), processus F adaptes et
positifs. On note U l'utilite de l'operateur prive, h le cou^t de l'eort pour le
prive et ' l'utilite pour le public.
 Fonction objectif du prive :
Si le contrat est perpetuel l'operateur prive souhaite maximiser son utilite
totale nette de ses cou^ts, i.e. la rente R etant xee par l'agent public :
(3.30) max
A

E
Z 1
0
e s (U(Rs)  h(As)) ds

sur l'espace des contro^les admissibles :
E := f(Rs; As)s2[0;T ] F  adaptes positifs tels que U(Rs)  h(As)  0 p:s:g:
 Fonction objectif du public :
La collectivite publique souhaite maximiser le bien e^tre social deni comme la
dierence entre la valeur sociale du projet net de ses cou^ts et des paiements
faits a l'operateur :
(3.31) max
(R;A)2E
E
Z 1
0
e s(dXs  Rsds)

Soit :
max
(R;A)2E
E
Z 1
0
e s[Asds  (dC0s   '(As)ds) Rsds]

:
sous la contrainte que le contrat soit assez avantageux pour que le prive l'ac-
cepte.
L'idee de Sannikov est de reparametrer le probleme par le processusWt qui
correspond a la valeur future esperee par le prive :
e tWt := E[
Z 1
t
e s(U(Rs)  h(As))ds=Ft]
dWt = Wtdt  (U(Rt)  h(At))dt+ YtdWt:
Pour que le contrat soit incitatif pour le prive on peut montrer que Yt =
  h0(At)1+'0(At) et dans ce cas At = G 1
  Yt 1 (o G = h01+'0 ) realise le maxi-
mum de l'utilite esperee du privee (3.30).
On cherche la valeur future esperee pour le public (i.e. la valeur de continua-
tion) comme une fonction F de Wt, ainsi
e tF (Wt) = E[
Z 1
t
e s(As + '(As) Rs   k)ds=Ft]:
On montre que sous des hypotheses de convexite, la fonction valeur du public
F : x 7! max
(R;A)2E
Ex
Z 1
0
e s(dXs  Rsds)

est l'unique solution de l'equation HJB
max
e;r;h(e)U(r)

 F (x) + F 0(x)(x  U(r) + h(e)) + 1
2
F
00
(x)(
h0(e)
1 + '0(e)
)2 + e  r + '(e)  k

= 0:
En particulier la rente optimale est donnee par r(x) = (U 0) 1(  1F 0(x))1F 0(x)<0:
Des tests numeriques sont en cours pour voir si la forme de la rente correspond
a l'expression donne a priori dans les travaux precedents (cf. (3.2), inspires
des travaux economiques).
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