Abstract. This paper expands and improves on the general Sieve method. This expaned and improved Sieve is applied to Goldbach's problem. A new estimate of the exception set in Goldbach's number E(X), an improved lower bound 
Introduction
The modern sieve method began from Brun's fundamental work in 1915. This remained the dominant work until 1941 when Ju. V. Linnik expanded on the sieve method. In 1947, A. Selberg advanced the sieve method by using his upper bound sieve. His sieve weights, are fundamentally different from Brun's thus he brought a structural change into the sieve method. The linear sieve was developed by Rosser in 1950 and Jurkat and Richert in 1965; so far this is the best method of the linear sieve.
This paper expands the sieve function, in this expanded sieve function we can use some weighted sieve results for iteration and improvement of the traditional linear sieve. Applying this sieve method to Goldbach's problem and Twin primes problem, a new estimate of the exception set in Goldbach's number is obtained; and improved lower bound of D 1,2 (N ) and upper bound of D(N ). Define A as a number set and
Here ω(d) is a multiplicative function, and ω(d) depends on both A and P. We suppose ω(d) fulfils the following expression.
Define function Λ(n, z) and Λ α (n, z, ξ), α > 0 Λ(n, z) = 1 (n, P(z)) = 1 0 (n, P(z)) > 1 Λ k,α (n, z, ξ) =      ξ (n, P(z)) = 1 k ln α (q) (n, P(z)) = q, is a prime. 0 (n, P(z)) have more then 1 prime f acts.
The traditional sieve function is defined as (2.4) S 0 (A; P, z) = n∈A (n,P(z))=1,
=

n∈A
Λ(n, z)
The expanded sieve function is defined as (2.5) S k,α (A; P, z, ln α (ξ)) = n∈A Λ k,α (n, z, ln α (ξ))
It is easy to see that we have the following relationship between the traditional and expanded sieves. (2.6) S k,α (A; P, z, ln α (ξ 2 )) = ln α (ξ 2 )S 0 (A; P(N ), z) + k 2≤p<z ln α (p)S 0 (A p ; P(p), z)
2.1. Lemma 1.1. Suppose z > z 1 > 2
The well-known identity of Buchstab.
(2.7) S 0 (A; P, z) = S 0 (A; P, z 1 ) − z1≤p<z S 0 (A p ; P, p)
The opposite identity of the expanded sieve function, (2.8) S k,α (A; P, z, ln α (ξ 2 )) = S k,α (A; P, z 1 , ln α (ξ 2 ))− z1≤p<z S k,α (A p ; P, p, ln
And when ln α (ξ 2 ) > k ln α (z) we have S k,α (A; P, z, ln α (ξ 2 )) = ln α (ξ 2 )S 0 (A; P, z)−
where
Proof. Only proof of equation (2.8) , by (2.7)
S 0 (A; P, z) = S 0 (A; P, 2) − 2≤p<z S 0 (A p ; P, p)
The second sum on the right When ln α (ξ 2 ) > k ln α (z) we have S k,α (A; P, z, ln α (ξ 2 )) = ln α (ξ 2 )S 0 (A; P, 2)−
So we have S k,α (A; P, z 1 , ln α (ξ 2 )) − S k,α (A; P, z, ln
This is the equation (2.8) 2.2. Lemma 1.2. For S α (A; P, z, ξ) we have following propertys
(1) S k,α (A; P, z, ln α (ξ 2 )) ≥ 0, if ln α (ξ 2 ) ≥ 0; (2) S k,α (A; P, z, ln α (ξ 2 )) ≤ S k,α (A; P, z 1 , ln α (ξ 2 ))), if 2 ≤ z 1 < z, and k ln α (z) ≤ ln α (ξ 2 ); (3) S k,α (A; P, z, ln α (ξ 
Lemma 1.3. Continuum function h(u) define as
We have:
(1) h(u) is an increase function, with the condition h(∞) = e γ (2) h(u) = h(∞) + O(e −u ln(u) ) (3) h(u) = 2u − u ln(u) − 1, 1 < u ≤ 2
Proof. This paper only considers item(3) which can be seen from the function definition. Since (p, P(p)) = 1, G p (ξ/p, p) = G 1 (ξ/p, p). So This is the equation (2.9) 2.5. Lemma 1.5. This lemma is very similar to the Selberg upper bound Sieve [6] , only the function λ d has a minor differance to that used by Selberg.
Proof. The front half of equation (2.12) is the same as Selberg's upper bound sieve [6] . According to equation (2.11)
Hence, the sum on the right
ln(z) , we obtain
Proof. Since
According to lemma (1.5)
Proof. According to Lemma 1.6, when α = 2
we obtain
According to equation (2.12) get when α = 2 Lemma1.7 is valid. When α > 2, since
So that Lemma1.7 is valid. Suppose
ln(z) , constant of "O" is independent of τ . Similarly, we have 2.9. Lemma 1.9.
Set τ = ln(ξ 2 ) ln(z) , α > 0 we have (2.16)
Proof. By equation (2.6)
According to equation (2.15) on Lemma1.8 
Where continuum functions F (u), and f (u) are defined as:
Combining these to get the quation of upper bound. Proof the equation of lower bound is same as this.
2.12. Lemma 1.11. Suppose , 2 ≤ w < z ≤ ξ 2 , and k ≥ 0, we have
Proof. similar of proof equation (2.8) on Lemma1.1
The sum on the right
On the other hand
w≤p<z w≤q<p (S 0 (A pq ; P(q), p) − S 0 (A pq ; P(q), q))
10 ) α For example, when α = 2, and n = 16, we have
When α = 3, and n = 16, we have
Proof. According to Lemma10, Corollary1.10.1 and Lemma1.7 we know when
20) is valid, and when
Proof of equation (2.21) is the same as equation (2.20) 2.15. Lemma 1.14. Suppose ln α+c1+2 (ξ 2 ) < w < z,
If for any i − 1 ≥ 0 equation (2.20) and (2.21) are correct, when l ≤ n + 1, suppose
Where u l is the solution of equation
and the function
Where
Is the solution of equation
we have:
according to lemma1.11 we have
Where used
It is easy to see that
Where used equation:
Combining these tree equations we obtain Lemma1.15.
2.17. Lemma 1.16. Same condition as Lemma (1.14)
The last step is performed using equation (2.24) 2.19. Lemma 1.18. Same condition as Lemma (1.14), Suppose n + 1
On the other hand we have: when k l > 0
Where u l is the solution of the equation
28) β will have a positive solution. Proof of equation (2.29) is the same as the proof of lemma1.14.
ln(w) according to equation (2.8), we have
We obtain S k l ,α (A; P, z, ln
2.21. Lemma 1.20. Same condition as Lemma (1.14), define the function
We have (2.30)
Proof of this lemma is the same as the proof of lemma1.17.
Define functions k(t), R(t), H(α, v, t) as
We have (2.31)
Infer the sum of the second sum on the right
Finally we obtain
In this study will use two forms of the function k(a, t) to do the interation.
Is the solution of the equation
Proof. Proof of this lemma is the same as the proof of lemma1.16.
Lemma 1.23.
We have
Proof. Suppose z 1 is the solution of the equation
In this study, the functinF
l is not always used to perform the iteration.
2.25. Theorem 1. Combining these lemmas, we obtain: for any i − 1 ≥ 0 the equations (2.20) and (2.21) are correct, define the functions
These two functions are used in series to create an iterative program, using flowing calculate order.
in the beginning set α = 2, and
• each k l is peformed for 4 cycles
• k l from f n to 0, is peformed for 8 cycles.
Parameter v for each iteration are:
Lemma1.14 v = 10 Table 1 is the values of e −γ (u +
In order to improve these results, we set α = 3.5, and consider
,α
So that we can set 
The iteration is repeated for 4 cycles for each k l , and 4 cycles from k l = 0 to k n . The results for k l = 0 are kept and reset α = 2, set
Then set α = 4 and repeat the iteration, finally again set α = 2, repeat the iteration. Table 2 is the resulting values of e −γ (u + Table 3 is the resulting values of e −γ uF 2 (0, u) and e −γ uf 2 (0, u), (k l = 0) listed from 1.8 to 5 in 0.1 increments 3. Part II: Double Sieve, the Goldbach and the twin primes problems Corresponding Goldbach's problem, suppose N is an even integer number, define 
Or corresponding twin primes problem define
is the number of all prime factors of the integer n.
Chen [10] [18] [19] using his double sieve system proved:
Chen's lower bound of D 1,2 (N ) and upper bound of D(N ) has been improved by many authors. In this paper, similar double sieve is used to get better results of the lower and upper bound. This paper will prove:
3.1. Theorem 3.
In this part only suppose α = 2, and need two parameters ξ 2 and ξ 2 1 , in the beginning of the iteration, we set functions F (0) (k l , u) and f (0) (k l , u) as the results functions of Part I. We need the following two lemmas to estimate the remainder term.
3.3. Lemma 2.1 (theorem of E. Bombieri [9] ). Suppose x > 2,D = 
, For any number A > 0, B = 2A + 32, We have 
3.7. Lemma 2.3. Continuum function [8] w(u) settle for condition
, B = 3A + 260
On the other hand, by Lemma2.4
Where used Lemma2.3 w(u) ≤ 1. So we have (3.10)
The following Lemmas (2.6 to 2.9) need to be added to the iteration.
as
ln(p) Since that
On the other hand, similar of Chen's double sieve according to Lemma2.5 set u 1 as the solution of
and
Combining these to get lemma 2.7 .
3.12. Lemma 2.8. Suppose v > ȗ
Proof. In Lemma1.11 we take k as 0
Similar of Lemma2.5 we have
Where 1/u 1 is the solution of
So we obtain
Same as T heorem1,do interation with 4 cycles of each k l ; 4 cycles from k l = 0 to k l = k n . We obtain T heorem2 3.14. Theorem 2. If for any i ≥ 1, and α = 2 define the functions
We have: When , 0 ≤ k l ≤ k n (3.14)
and T able5 are results of the Double Sieve
We are now in a position to prove T heorem3 and T heorem4
Proof. of T eorem4 In order to prove T heorem5 we need the follwing two Lemmas
Suppose N is any natural number set that fulfils the following expression:
, A is a number set.
A := n − p; ξ 2 ≤ p < 1 2 X, (p, n) = 1, n ∈ N |A| = X So we have:
n∈A,(n,P(z))=1 1 = S 2,0 (A, P, z, ln 2 (ξ 2 )) ≥ ln(ξ 2 )uf 2 (0, u) X From this formula we know: in region ( 3. In Part III, Theorem 5 uses the approved Sieve methods to develop a new estimation of the exception set in Goldbach's number that is better than using the Circle Method. If we change the number set N to N := n; n = N − p, p < N 2 ,
Where N is a Sufficiently large odd number. A := n − p 2 ; ξ 2 ≤ p 2 < 1 2 X, (p 2 , n) = 1, n = N − p 1 , p 1 < N 2 , that actually gives a new proof of the Goldbach Conjecture about odd numbers that is different than the circle method.
4. Theorem 2 also inferred that the Goldbach Conjecture and the Twin primes Conjecture will hold true if the parameters D in Lemma 2.1 are increased to more than N 0.851 . There will be less restrictions on the parameter, if the parameter on Lemma 2.2 is improved as well.
