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Abstract
A novel approach based on latent variable modelling is presented for the analysis of 
multivariate quantitative and qualitative trait loci. The approach is general in the sense that it 
enables the joint analysis of many kinds of quantitative and qualitative traits (including count 
data and censored traits) in a single modelling framework. In the framework, the 
observations are modelled as functions of latent variables, which are then affected by 
quantitative trait loci.  Separating the analysis in this way means that measurement errors in 
the phenotypic observations can be included easily in the model, providing robust inferences. 
The performance of the method is illustrated using two real multivariate datasets, from 
barley and Scots pine. 
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Introduction
In many quantitative trait loci (QTL) studies, several traits are measured. When these 
traits are being analysed, it is natural to consider that the traits may be correlated, so the 
mapping should be done simultaneously for all QTLs. This is obviously necessary if close 
linkage is to be distinguished from pleiotropy, but it also improves the mapping accuracy 
and power to detect QTLs (Jiang and Zeng, 1995). The multivariate approach can also be 
used in the analyses of genotype-by-environment interactions and longitudinal traits (e.g., 
Jiang et al., 1999; Yang et al., 2006), and expression QTL studies can  simultaneously 
examine  multiple expression traits to infer gene networks (e.g., Liu et al., 2008; Remington, 
2009).  A general method for analysing multiple QTLs from multitrait data would therefore 
be a useful tool in statistical genetics.
Several approaches to multitrait QTL mapping have been taken. Canonical 
transformation based QTL approaches (Weller et al., 1996; Mangin et al., 1998) first apply a 
linear transformation to the data to obtain independent canonical traits. After a sequence of 
univariate QTL analyses, the canonical traits are then back-transformed to the original scale. 
These approaches suffer because they are unable to separate close linkage from pleiotropy 
(see Knott and Haley, 2000). Another approach is to utilize data reduction techniques, such 
as principal component analysis, to analyse multivariate traits jointly as extracted principal 
components (see Ghosh and Majumder, 2001) but the interpretation of these analyses can be 
difficult.
Multitrait QTL methods have been developed for specific problems. Jiang and Zeng 
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(1995) presented an interval mapping approach for inbred lines and multiple quantitative 
traits, and Knott and Haley (2000) presented a slightly different approach for outbred lines. 
Yang and Xu (2007) presented a method for analysing dynamic traits, by considering the 
trait as multivariate. Classical and Bayesian methods for analysing multiple quantitative 
traits with pedigree data have been presented by Lund et al. (2003) and Meuwissen and 
Goddard (2004) respectively. Models based on Seemingly Unrelated Regressors (SUR) (e.g. 
Verzilli et al., 2005; Banerjee et al., 2008), Structural Equation Models (SEM) (e.g.. Li et  
al., 2006; Liu et al., 2008; Remington, 2009), and Graphical Gaussian Models (GGM) (e.g. 
Shimizu et al., 2008) have also been proposed recently for multivariate QTL mapping. All of 
these methods assume that the traits are all normally distributed, something that will not 
always be the case.
Going beyond normality, Xu et al. (2005) developed a method for locating QTLs 
affecting multiple binary traits. In human genetics context, frequentist (Williams et al., 1999) 
and Bayesian approaches (Corander and Sillanpää, 2002; Liu et al., 2007; Xu et al., 2009) 
have been proposed for QTL mapping by simultaneously considering several quantitative 
and qualitative traits. 
All of the methods described above are designed to analyse specific types of data. In 
reality, traits can be measured on a variety of scales (nominal, ordinal, counts etc.). Because 
traits are usually affected by more than one locus, models which consider the contribution of 
several QTLs simultaneously are desirable, as they improve power and avoid problems of 
"ghost" QTL (see Sillanpää and Corander, 2002; Sillanpää and Auranen, 2004). Here we 
present a direct and general approach to multiple trait QTL analysis, based on a multiple 
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QTL model where traits can be both quantitative and qualitative. The key to this approach is 
to consider the observed traits as being controlled by latent variables (e.g. Bartholomew and 
Knott, 1999), which can then each be modelled using a classical QTL model.
Methods
The framework developed here is general, and details of the implementation can be 
varied. The underlying idea of the model is to view the trait for which the QTL is being 
found as not being directly observed, but rather what is observed depends on this trait: in 
statistical terminology it is a latent trait (Albert and Chib, 1993; Bartholomew and Knott, 
1999). This allows us to separate out the measurement model for the observed data (with a 
separate model for each observed trait), and the underlying genetic QTL model. 
Correlations between latent traits can thus be included either through the residual covariance 
matrix (i.e. the environmental covariance), or through the joint action of one locus on several 
traits (i.e. pleiotropy).  The details of the sampling design are not important for the approach 
presented here, as design-specific details can be handled in the model for the latent traits.
Measurement model for the  observed data: To develop our model formally, we 
denote the observed traits (which may contain collection of all kinds of discrete and 
continuous measurements)  in the ith individual as a vector yi, with trait-specific elements 
(yi(p)) (p=1,...,T). The elements can be very different, for example a binary trait (like 
survival) can be analysed alongside a continuous trait such as body size.  In the most general 
formulation, the vector of traits yi is assumed to come from a multivariate distribution,  P(yi|
ηi,φ), which relates yi to a vector of continuous latent variables (traits) ηi (with elements 
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ηi(k) k=1,...,K) by making the expected value of the trait, E(yi), a function of the latent 
variables, possibly in presence of some auxiliary variables φ . This link function, g(•, φ), 
specifies how the observed trait values are obtained (emitted) from the continuous latent trait 
values, i.e.
g E  yi=i . (1)
Although ηi need not be of length T, the use of a separate link function for different 
traits allows the measurement errors to be modelled naturally. For example, if there are 
several repeated observations of size over time it may be more efficient to fit a growth curve 
to the data, so that ηi would thus be the parameters of the curve (i.e. the slope, intercept etc.), 
and could have a length smaller than T.  Auxiliary variables, φ, can be used to model the 
dispersion of the data (e.g. if the trait is the proportion of surviving offspring, φ  would be 
the total number of offspring), or other confounding factors.
It will often be simpler to formulate the observed traits so that each one follows a 
univariate distribution, or several are clustered together into k univariate and multivariate 
distributions, each with their own latent trait. These will then be independent of each other, 
given the values of the latent trait. Under this formulation, the model is 
P  y i∣i , =∏k P  yi k ∣ik  ,
. (2)
 with each component specifying the relation
E g k  yik =ik  . (3)
This is useful if the traits are considered independently, e.g. height, or a binary trait like 
survival, as is the approach taken in the examples below. Clearly in this case ηi has to be of 
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length T.
Latent trait QTL model:  A multivariate QTL-model is specified for the continuous 
latent traits,ηi , which is the vector of latent variables. It is assumed that this follows a 
multivariate normal distribution:
i~MVN i , (4)
where µi is the mean vector and Σ is the K×K covariance matrix for the latent traits. 
Each trait mean µi(s) is modelled with its own multiple QTL-model with L QTLs, i.e.
ik =∑
b=1
B
b k  X i ,b∑
l=1
L
l k g i ,l (5)
where βb =(βb(k)) is a vector of coefficients associated with bth  systematic 
environmental (non-genetic) quantity Xi,b (e.g. intercept, block effects), αl =(αl(k)) is a vector 
of genotype effects at the lth locus, and gi,l is the genotypic value at the lth locus of individual 
i (e.g., coded as 0 for AA and 1 for BB in case of double haploids). Genotypic effects on the 
environmental (residual) variance Σ can also be modelled (e.g. see Ros et al., 2004).  When 
convenient, we will denote all of the QTL model parameters   (possibly including variables 
needed in model selection)  as ∆QTL. In the model given by equation (5) above, ∆QTL = (αl, 
βb).
This framework can be viewed as a hierarchical model. At the highest level are the 
observed data measurements (yi), which depend on the underlying continuous latent traits 
(ηi). A standard QTL model is used for each ηi(k), i.e. it is treated as the quantitative trait, 
and depends on µi(k) which in turn depends on the genotypes and their effects (i.e. the 
presence and actions of QTLs). The additive QTL model above (equation (5)) can be 
changed to any other QTL model, depending on the structure of the data or type of genetic 
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model preferred, e.g. to include QTL positions on marker intervals, including epistatic 
interactions, or multiplicative gene effects, and so on. One important aspect of QTL mapping 
is to decide the number, L, and the positions of QTLs, which is usually done by applying 
model selection methods (e.g. Broman and Speed, 2002; Sillanpää and Corander, 2002).  
Pleiotropy is observed simply when a locus has an effect on more than one trait. A 
simple measure of pleiotropy would be the joint probability that a locus has an effect on both 
traits.
One technicality that needs to be noted is that a trait could be assumed to be normally 
distributed (i.e. with an identity link, and with φ=σ2, the normal variance). In this case, σ2 
and Σ are confounded. In keeping with the notion that φ refers to the experimental variation, 
it could either be estimated as the variation between replicates (if these are available, or if an 
estimate of this is available), or from the resolution of the measurements (as done below). 
Or, if this measurement error is small, it could be ignored, so that yi = ηi, as is assumed in the 
first example below.
Bayesian formulation and MCMC estimation:
This type of model can be fitted in a variety of ways, but the flexibility required 
suggests that a Bayesian approach (e,g., Besag et al., 1995) is convenient.  Here we fit the 
model using the OpenBUGS programme (Spiegelhalter et al., 2005; Thomas et al., 2006), 
which allows the model to be specified with the high-level BUGS language. This is flexible 
in allowing a range of distributions to be specified, and the joint posterior for the model 
parameters (including missing data) is then simulated by Markov chain Monte Carlo 
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(MCMC).
In Bayesian framework, we are interested in estimating the posterior distribution of the 
parameters θ conditionally on the observed data, i.e. P(θ|data). This target distribution is 
proportional to the joint distribution of parameters and data, P(θ|data) = P(data |θ) P(θ). 
P(data |θ) is a likelihood function and P(θ) is a prior. In the model above data=(y,X) and 
θ=(η, φ, Σ, ∆QTL).  The model specifies the dependence structure and priors of our 
hierarchical model. 
Real data may include missing values for marker data, or for some of the observed traits. 
The Bayesian framework can handle this naturally, by treating the missing data as extra 
parameters and estimating them in the same way as all the other parameters (e.g. Hoti & 
Sillanpää, 2006). This requires a prior distribution (P(X)) for the missing data.
Model selection: The subset of the L marker positions that are surrogates for QTLs 
(covariates) in our QTL-model have to be selected in some manner.  There are many 
methods for doing this (reviewed in O'Hara & Sillanpää, 2009).  Here we use Stochastic 
Search Variable Selection, SSVS (George and McCulloch, 1993), which O’Hara and 
Sillanpää (2009) found to be efficient choice. However, this is not specific to the framework 
above and other methods may be found to be more efficient.
SSVS works by using a ’slab and spike’ mixture prior for each  coefficient αl(k). The 
spike is a narrow distribution around zero, so the QTL has a negligible effect on the trait. 
The slab is given a much wider prior, so allowing the effect  to be estimated freely. A trait 
and locus-specific indicator variable, Ii(k) is used to control the presence and absence of the 
QTL in the model, i.e. whether the QTL is in the slab or spike part of the distribution. The 
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posterior probability that this indicator is 1 can then be taken as evidence  that there is a QTL 
at or near that locus. More formally, the prior distribution for the effect P(αl(k)|Il(k)) can be 
written as a mixture of two normal densities:
l k ~{N 0,2 k  if I l k =0N 0,c 2 k  if I l k =1 (6)
Here Il(k) is the indicator variable denoting whether the particular marker is in the slab 
(Il(k)=1) or spike (Il(k)=0). The value of σα2(k) is chosen to be small so that the prior is a thin 
spike around zero when Il(k)=0, and c is set at a large value so that when Il(k)=1 the prior is 
flat. The indicator is modelled as a Bernoulli random variable, with Pr(Il(k)=1) being set as a 
prior parameter.
Example 1: Barley
Data
The first example is a relatively simple application of the model above, where we 
assume that the latent traits have been directly observed. The data come from the North 
American Barley Genome Mapping project (Tinker et al., 1996). This was a study of 
economically important traits in two-row barley (Hordeum vulgare L.), using 145 doubled-
haploid (DH) lines. We concentrate on phenotypic data on seven traits (details in table 1 of 
Tinker et al., 1996): 
time to heading: number of days from planting to emergence of 50% of heads on main 
tillers, 
height: average plant height (cm), 
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kernel weight: average weight of an individual barley kernel from a sample of 1000 
grains (mg),
lodging severity: expressed on a scale of 0 (no lodging) to 100 (complete lodging), 
time to maturity: Number of days from planting until physiological maturity, 
test weight: weight per unit volume of a bulked sample of barley grain (kg hL-1), and 
yield: weight per unit volume of a bulked sample of barley grain (g m-2). 
The measurements were made at up to 30 sites, and we average trait values over all 
environments. Any trait with data from less than 10 sites for one line was set as missing. 
This removed 2.6% of the phenotypic measurements. All of the traits were standardized (to 
mean 0, variance 1) prior to the analysis.
The marker data comes from 126 (biallelic) markers covering seven chromosomes, so 
that two different genotypes are segregating (in equal proportions) at each marker. Some 
marker genotypes are missing (in total 5% of the covariates values, with all individuals 
having at least 79% of their covariate information observed). A more detailed description of 
the data is given by Tinker et al. (1996).
Model
The model described above was used to multivariate QTL mapping, assuming  yi = ηi, 
i.e. an identity link and no observation error. Because the barley lines are double-haploid, 
there is only one trait-specific genotypic effect per locus, so only the additive effect of each 
locus is estimated: we code the data so that the Harrington genotype is used as the baseline. 
The QTL model is therefore equation (5).
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The prior distributions were set up to be weakly informative.  A scaled Wishart prior 
was used for the covariance matrix of ηi (Gelman and Hill, 2006): this was a Wishart 
distribution with K+1 'degrees of freedom' and an identity matrix as a scale matrix, but 
scaled by a vector of chi-squared distributions, each with 1 degree of freedom. The priors for 
the intercept were α(k) ~ N(0,1),∀k. For the variable selection, Pr(Il(k)=1) =0.2 was used, 
with σα2(k) = 10-5 and c=105, so that the variance of the slab was 1 (i.e. equal to the variance 
of the scaled data).
The model was fitted by MCMC in OpenBUGS3.0.2 (Thomas et al., 2006). Two chains 
were run, after a burn-in of 1000 iterations 5000 iterations were monitored and used for 
inference. Convergence and mixing were judged by eye.
Example 2: Scots Pine
Data
The second example is more complex than the first, with several observation models 
being fitted to different observed traits. The data are from an open pollinated mapping 
progeny of Scots pine (Hurme et al., 2000): only a subset of the markers are used here, 
although more traits are analysed. Briefly, the parental trees P315 (from northern Finland) 
and E1101 (from southern Finland) had been crossed by the Finnish Forest Research 
Institute. The F1 tree grew in southern Finland (Haapastensyrjä, latitude 60 ºN), and was 
open pollinated by southern pollen. A set of 450 progeny was grown in the greenhouse in 
1996. Seeds were germinated in the spring and their growth monitored until the autumn. The 
following traits were measured:
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Frost sensitivity: the frost sensitivity of the seedling was assessed  in the autumn, by 
visual examination (see Hurme et al. 2000). Seedlings were exposed to a temperature of -18 
as described by Hurme et al. (2000), and the damage by the cold treatment was scored on a 
scale of 0 (no damage) to 10 (completely damaged).
Budset: the number of days (from sowing) to the formation of a visible terminal bud. 
Stem length: measured at the end of the growing season  (cm). 
Total height (cm) of the seedlings was measured twice during the growing season (total 
heights 1 and 2), and once at the end of the experiment (total height 3). 
The height measurements were used to estimate the traits growth 1 and growth 2 (see 
below).  
For this analysis, 131 individuals from 6 blocks were analysed. The maternal haplotype 
of the seedling was obtained by analysing the haploid megagametophyte of the seed 
corresponding to each seedling. The megagametophytes were analysed using RAPD 
markers, which work well in the haploid tissue (Hurme and Savolainen, 1999) . The set of 18 
markers used here was chosen based on an initial test that compared marker genotypes 
between the two tails of the phenotypic distributions of 450 seedlings.   The 131 seedlings 
studied were a random set of phenotypes (see Hurme et al., 2000, p. 1312).
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Model
Observation Model
For each trait, the observation model was developed separately. Each model connects 
the latent trait, ηi(k) to the observation, yi(k). The models for each trait were:
Frost tolerance: This (yi(1)) was measured on a ten-point ordinal scale. We therefore 
used a proportional odds regression model (e.g. McCullough and Nelder, 1989, chapter 5).
Pr  y i1≤ j =i j  (8)
so that Pr  y i1= j =i j −i j−1 . γi(j) is then transformed onto the scale that η is 
modelled: 
lo g
i  j 
1−i j 
= j−i 1  (9)
ηi(1) moves the expected value up and down the slope by an amount that is constant 
regardless of the class. The probability that an observation with a value of ηi(1) is in a higher 
class increases as ηi(1) increases. δj, the cut-off point between classes, can be viewed as an 
intercept term in the logistic regression, with a higher value representing higher class 
boundaries (and δ10 =∞).  This model is equivalent to a threshold model, with the δjs 
providing the thresholds, and the underlying trait following a logistic distribution with mean 
ηi(1).
Time of budset: The time of budset is estimated to within an accuracy of a day. The 
observed time was therefore modelled as being interval censored, i.e. the actual time was 
somewhere in that period, but the actual value is unknown, but between the last time before 
budset and the time of budset. It was therefore assumed to be uniformly distributed within 
this period: 
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y i2~U i ,i1 (10)
The actual time was assume to be log-normally distributed, i.e. it is related to the latent 
trait through a log link function:
log i=i 2 . (11)
This assumes that any QTL affects the time multiplicatively, e.g. an estimated effect of 
0.5 means that the time of budset is e0.5 = 1.65 times later.
Stem length: The stem length is measured to the nearest centimetre, so it is also interval 
censored. An identity link to the latent trait was used, i.e. 
y i3 ~U i3−0.5,i3 0.5  (12)
Total Height at time 1: The model was the same as the stem length, i.e. interval 
censored with an identity link:
y i4 ~U i4−0.5,i 40.5 (13)
Total Height at time 2 and 3: The trait that is modelled is actually the growth between 
successive measurements. i.e. 
i1 =i4 (14)
it =it−1it3  , for t=2,3. (15)
The observed data are, again, assumed to be interval censored: 
y i5~U i2−0.5,i 20.5 (16)
y i6~U i3−0.5,i30.5 (17)
Interval censoring is usually used when the interval between observations is long, e.g. in 
medical trials (Collett, 2003 Ch. 9), if there are several months between follow-ups, and an 
event (such as death) occurs somewhere in that time frame. As the intervals become shorter, 
the difference between assuming interval censoring and an exact measurement becomes less, 
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and for the data here it is probably negligible. However, we found here that the interval 
censoring helped the mixing in the MCMC.
Latent Trait Model
As outlined above, the latent traits are assumed to follow a multivariate normal 
distribution:
i~MVN i , (18)
The covariance matrix, Σ, is estimated but not modelled further. The mean, µi(k) for the 
kth trait is affected by the blocks and the genotypes:
ik =1k 2 j , k ∑
l=1
L
l k  g il (19)
where β1(k) is the intercept term, β2,j(j,k) is the effect of the jth block, gil is a binary 
variable, representing whether the genotype is maternal (0, i.e. northern) or paternal (1, 
southern), and αl(k) is the genotype effect. We assume here that the QTLs are placed at the 
markers. 
The block effect for each trait is assumed to be normally distributed:
2 j , k ~N 0,block2 k  . (20)
Model selection 
The choice of which QTL to include in the model was done using SSVS (George and 
McCulloch, 1993), so this part of the model is the same as equation. (5) above.
Model Fitting
The following prior distributions were used:
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For δj, i.e. the cut-offs in the ordinal regression for frost tolerance, the lowest and 
highest were set to -10 and 10 respectively, to ensure identifiability. The other δj’s were 
given uniform priors between δj-1 and δj+1.
For the SSVS model for αl(k), the parameters of the prior were Pr(Il(k)=1)=0.5, c=1000, 
and σα2(k)=Vk/1000. Vk was a constant used to scale the variance as a simple approach to 
tuning the performance of SSVS: because the different traits are measured on different 
scales, a single prior for all traits will not be equally vague about each trait.
A scaled Wishart prior was used for the covariance matrix of ηi (Gelman and Hill, 
2006), with the same prior parameters as above except that the scale matrix had diagonal 
terms equal to 10-2. The priors for the intercept were β1(k) ~ N(0,108), and the standard 
deviation of the block effect, σblock, was given a uniform prior between 0 and 1000. The 
model was fitted by MCMC in OpenBUGS3.0.2 (Thomas et al., 2006). Two chains were 
run, after a burn-in of 1000 iterations 5000 iterations were monitored. Convergence and 
mixing were judged by eye.
Results
Barley
The posterior probabilities of a QTL being present for each locus are shown in Fig. 1. 
The strength of evidence can be judged from the Bayes factor (Kass and Raftery, 1995). 
Several candidates for QTLs can be identified, for example a QTL for heading date at 
marker Dor3 (BF>150) on chromosome 5, and markers WG380A (BF=123) on chromosome 
1 and mSrh (BF>150) on chromosome 7 for time to maturity. There is also strong evidence 
for a QTL affecting both height (BF>150) and kernel weight (BF=92) near ABG709 on 
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chromosome 3. No QTL was detected for yield.
Test weight and height both a positive environmental correlation with yield (Fig. 2, 
above the diagonal), and there was a negative correlation between height and lodging 
severity (i.e. barley lines that fell over more often tended to be smaller).  A QTL for test 
weight or height could thus be interpreted as a QTL for yield in a univariate analysis.  The 
genetic correlations were harder to estimate (Fig. 2, below the diagonal), but a negative 
correlation was found between kernel weight and lodging severity.
 Scots Pine
The posterior probabilities of there being a QTL at each locus for each trait are shown in 
Fig. 3. There is strong evidence for several loci affecting growth and budset. Marker 12 
shows evidence of a QTL for frost hardiness, timing of budset, first and second growth. 
There were also several QTL that were not shared between two traits, e.g. marker 9 for 
timing of budset, or marker 3 for total length. 
The effects sizes of the loci for which Pr(Ij(k)=1|data)>0.5 are shown in Fig. 4.  The 
effect of the southern allele at marker 12 is to increase frost hardiness by 0.81 (95% highest 
posterior density interval: –0.18 – 3.31.  This is roughly a third of a class: the mean 
difference between cut-offs is 2.5), delay budset by about 5% (=e0.048, or from the mean of 84 
days to 88days), and to increase growth by 5.3 cm and 3.7 cm in the first and second periods, 
respectively.
The posterior distribution of the residual covariance matrix of the (latent) traits is plotted 
in Fig 5. Most of the traits show a correlation in the residual, i.e. the environment affected 
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traits together. In particular the traits associated with size (stem length, total height and 
growth rates) are positively correlated with each other. Late growth was also correlated with 
the timing of budset – seedlings that set their buds late continue growing. Furthermore, the 
late growing seedlings did not develop as good frost tolerance as those that stopped growth 
early. Genotypic correlations were harder to estimate (Fig. 5, below the diagonal), but a 
negative genetic correlation can be seen between budset and second growth.
Discussion
We have shown that the model framework described and used here can be applied to 
different data.  Because the components of the framework are clearly separated, each one can 
be adjusted to the circumstances, as necessary.  In particular, the QTL model (equation (5)) 
could be changed to something more desirable, for example a quicker variable selection 
method (e.g. Xu, 2003), or interval mapping (Sillanpää & Arjas, 1999; Wang et al., 2005), 
and other covariates, such as expression levels of genes (e.g. Bhattacharjee et al., 2008) 
could be added.  It is also not necessary to use a Bayesian approach to fit the model: 
although we find this convenient, there is nothing to precludes different methods (e.g. 
maximum likelihood) from being used.  Similarly, the use of BUGS to implement the model 
and estimate the corresponding model parameters is a choice of convenience: the focus is on 
flexible model development, rather than fast and optimal implementation of Bayesian 
computations.
The QTLs detected in the barley cross are different to those found in the original study 
(Tinker et al., 1996).  For example, they detected QTLs for heading date on chromosomes 1, 
3, 4 and 7 but (in contrast to us) none on chromosome 5.  It is not clear to us why there is 
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such a difference: in part, it may be due to the correlations between traits, e.g. we found a 
QTL for test weight, which is correlated with yield, close to their QTL for yield on 
chromosome 4.
The Scots pine QTL results align more closely with the previous results, from the same 
cross but different estimation methods (Hurme et al., 2000). In the earlier study, there were 
large QTL effects on timing of budset in 1996 in two areas, at locus 15 and at locus 18. Both 
were found here, but the current methods detected evidence for several other QTLs as well. 
The genetic correlation in a northern Finnish population between frost tolerance and budset 
has been estimated as 0.57 (Savolainen et al., 2004).  It is therefore not surprising that we 
find a shared QTL (locus 12)  as well as independent QTLs for these traits.   It is also 
interesting that growth at different time periods can be affected by different genes, e.g. locus 
15 was strong for second growth (and budset), locus 8 only for first growth. 
Interestingly, the northern alleles of this cross can have negative or positive effects on 
several traits (Fig. 4). This suggests that the loci in the northern population are not all fixed 
for alleles causing early growth cessation, but that some northern alleles can actually cause 
delayed cessation of growth relative to the southern alleles. Thus, despite the very  strong 
selection on this trait, polymorphism can be maintained.
The effects of genes on traits may not be direct.  For example, yield is affected by many 
factors, and a gene could be affecting one of these traits instead.  Within this multivariate 
framework, we are better able to decide which trait a locus is affecting.  This naturally leads 
to the idea that we can assign causality to loci, and disentangle the causal pathways. 
Formally this can be done with structural equation modelling (e.g.. Li et al., 2006; Liu et al., 
2008; Remington, 2009).  Although that literature was developed for Gaussian traits, the 
framework presented here allows it to be extended more widely: the  structural equation 
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model can be applied at the latent trait level, which is assumed to be Gaussian.
Here we assumed that each observed trait has an underlying latent trait associated with 
it.  As we have already indicated, this need not be so, and a small number of latent traits 
could affect a larger number of observed traits, for example if growth were modelled using a 
growth curve with few parameters.  In this case, the relationship between the latent layer and 
the observations is fixed.  However, for some sorts of data (e.g. morphometric), this 
relationship may not be clear a priori, latent variable models might be a useful way of 
reducing the dimensions in the problem (Bartholomew and Knott, 1999).  This will make it 
possible to consider a large number of traits in a single analysis.  Microarray experiments, 
which measure expression levels at thousands of gene, might also be modelled using this 
approach.
In principle, it is easy to extend the framework demonstrated here in many ways.  Most 
QTL mapping approaches are based on the linear model (equation (5)), so they can be 
inserted directly into the framework.  The relationship between the latent trait and what is 
observed needs a way to map between the two.  For many traits, the methods developed for 
generalized linear models (McCullagh and Nelder, 1989) can be used: the latent trait is just 
the expected value of the trait on a transformed scale.  There is no requirement to use a 
Bayesian approach to the model fitting: although the authors find it convenient, opinions do 
differ.  It is more important to have a flexible tool that can be adapted to a wide variety of 
data sets, and this is what is provided here.
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Titles and legends to figures 
Figure 1:  Posterior probability of presence of a QTL at each marker locus for Barley data 
set. Light grey region: 3 < Bayes Factor < 20 (positive evidence for a QTL), mid-grey 
region: 20 < Bayes Factor < 150 (strong evidence for a QTL), dark grey region: 150 < Bayes 
Factor (overwhelming evidence for a QTL).  The chromosomes are indicated as numbers on 
x-axis.
Figure 2:  Posterior distribution of residual correlation matrix for latent traits in the Barley 
data set. The darkness of the shading is proportional to the absolute value of the mean of the 
correlation. 
Figure 3:  Posterior probabilities of loci being QTL for six traits for Pine data set. Light grey 
region: 3 < Bayes Factor < 20 (positive evidence for a QTL), mid-grey region: 20 < Bayes 
Factor < 150 (strong evidence for a QTL), dark grey region: 150 < Bayes Factor 
(overwhelming evidence for a QTL). 
Figure 4:  Conditional posterior distribution of QTL effects (on latent scale), conditional on 
a QTL being present.  Positive values indicate a larger value for the phenotype for the 
southern genotype.  Horizontal line: posterior mode, inner bar: 50% highest posterior 
density, outer line: 95% highest posterior density.  The width of the inner bar is proportional 
to the posterior probability of a QTL being present.
Figure 5:  Posterior distribution of residual (above diagonal) and genetic (below diagonal) 
correlation matrices for Pine data set.  The darkness of the shading is proportional to the 
absolute value of the mean of the correlation. 
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Figure 1
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Figure 2
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Figure 3
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Figure 4
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Figure 5
33
N
at
ur
e 
Pr
ec
ed
in
gs
 : 
hd
l:1
01
01
/n
pr
e.
20
10
.4
13
7.
1 
: P
os
te
d 
7 
Ja
n 
20
10
