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Abstract 
The reported incidence of self-harm is much higher among prisoners than in the general 
population. Along with the general increased risk among prisoners, there are also 
specific times of heightened vulnerability, such as on first reception into the prison 
environment. Currently in the UK, if an act of self-harm is carried out by a prisoner, if 
intent to do so is expressed, or if a prisoner is deemed vulnerable by a member of staff 
or a fellow prisoner, then this prisoner will be subject to a self-harm and suicide 
monitoring process known as an ACCT (Assessment, Care in Custody and Teamwork). As 
part of the ACCT process, a member of prison staff will carry out a prisoner assessment 
to ascertain the risk level of the prisoner, and whether the ACCT needs to remain open. 
However, there is currently no standardised risk assessment or clinical decision aid used 
as part of the ACCT process, which is perhaps largely owing to the paucity of validated 
risk assessment tools or clinical decision aids that are available to identify risk of self-
harm in prisoner populations.  
The primary aim of the study was therefore to determine whether any pre-existing, 
standardised instrument would be suitable to use for the purpose of assessing the risk 
of self-harm among the specific ACCT population. 
This thesis describes various different elements of the study. Firstly, a scoping exercise 
was carried out in order to select the most appropriate pre-existing instruments that 
had the potential to predict self-harm events. A pilot study was then carried out to test 
the study process and to refine the instrument selection. Following this, a prospective 
cohort study was undertaken to assess the predictive validity of the selected 
instruments, where a six month follow-up determined self-harm occurrence since 
baseline, and area-under-the-curve (AUC) analysis examined the ability of the 
instruments to predict future self-harm. Alongside this, a thorough psychometric 
analysis of each of the instruments was carried out, in order to validate them among the 
specified ACCT population.  Utilising the study dataset, an exploratory logistic regression 
analysis was carried out in order to identify individual background and instrument items 
that may prove effective in predicting future self-harm. Finally, structural equation 
modelling (SEM) was used to explore the relationships between some of the factors that 
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influence self-harm, in order to contribute towards an understanding of the complexity 
of the issue of self-harm in prisons. 
The key findings from this programme of work can be summarised as follows:  
i. Self-harm is a common occurrence among the prison ACCT population, with 
29.1% of the study participants deliberately self-harming during the follow 
up period, although this varied considerably across gender and participating 
prisons. 
ii. Four of the five selected instruments did display a certain level of 
psychometric validity among the study population; therefore validating the 
cut-points for the predictive analysis. However, all instruments required 
some refinement to meet the strict measurement criteria of the Rasch 
model. 
iii. Of the five pre-existing instruments that were selected for the study, none 
of these displayed a meaningful predictive validity. 
iv. Logistic regression analysis did reveal gender-specific item sets, producing 
predictive algorithms which were statistically significant in predicting future 
self-harm; however, the operational functionality of these item sets may be 
limited. 
v. Structural equation modelling revealed an insightful explanatory model of 
the process that may be involved in the culmination of self-harm in prison. 
Path analysis models supported the view that self-harm capacity and self-
harm propensity are integral elements to the self-harm pathway, although 
the complete explanatory model is likely to be more complex. 
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Contribution to knowledge 
The work contained within this thesis provides the following contributions to the 
knowledge within the field: 
• To date, this is the largest prospective study of its kind, carried out in order 
to investigate the properties of a number of pre-existing measures with a 
view to prospectively predicting self-harm within a prison setting. 
 
• This thesis provides evidence that none of the (five) measures that were 
selected for the study (BSL-23-F, CORE-OM, PHQ-9, PriSnQuest, SHI) are 
usefully predictive of prospective self-harm within the specifically targeted 
ACCT population (those already identified as being at an increased risk of self-
harm). 
 
• An in-depth psychometric assessment was carried out for each of the 
instruments within the specific prison-ACCT population. This provided a 
population-specific validity assessment of the instruments, which has not 
previously been carried out. 
 
• This thesis also investigated the self-harm predictive utility of each of the 
individual items within the dataset that was collected. This provided new and 
further evidence with regard to potential self-harm risk factors and 
protective factors among the prison-ACCT population. 
 
• This thesis provides an investigation of a simplified interpretation of Ireland 
& York’s explanatory Integrated Model of Self-Injurious Activity. This was 
investigated using interval-level Rasch transformations of instrument scores, 
which were incorporated into a structural equation modelling framework. 
This approach offers a new perspective, with evidence providing new support 
for the conceptual model. 
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1 Introduction 
The reported incidence of self-harm (SH) is much higher among prisoners than in the 
general population. (1, 2) Along with the general increased risk among prisoners, there 
are also specific times of heightened vulnerability, such as on first reception into the 
prison environment. (3) Currently in the UK, if an act of self-harm is carried out by a 
prisoner, if intent to do so is expressed, or if a prisoner is deemed vulnerable by a 
member of staff or a fellow prisoner, then this prisoner will be subject to a self-harm 
and suicide monitoring process known as an ACCT (Assessment, Care in Custody and 
Teamwork). (4) As part of the ACCT process, a member of prison staff will carry out a 
prisoner assessment to ascertain the risk level of the prisoner, and whether the ACCT 
needs to remain open. However, within this process, there is currently no standardised 
risk assessment or clinical decision aid used to help inform the process. This is largely 
owing to the paucity of validated risk assessment tools or clinical decision aids that are 
available to identify the risk of self-harm in prisoner populations. (5) 
The primary aim of this study was therefore to determine whether any pre-existing, 
standardised instrument would be suitable to use for the purpose of assessing the risk 
of self-harm among the specific ACCT population. 
The working hypothesis of this study is as follows: 
 
 
  
Self-harm within the prison ACCT population can be predicted using a pre-existing 
screening instrument. 
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In order to test this hypothesis, a multi-stage project was carried out which consisted of 
the following elements:  
1. A scoping study to identify potentially useful screening instruments 
2. A pilot study to test the logistic process and to further refine the instrument 
selection 
3. A prospective cohort study where prisoners on an ACCT will be administered the 
selected instruments, and then followed-up six months later to determine 
whether any incidence of self-harm had occurred 
4. A psychometric analysis of each of the study instruments, to determine their 
psychometric properties and the validity of the total instrument score 
5. An assessment of the predictive validity of each of the study instruments 
6. A path analysis study to assess the relationships between a number of 
contributing factors and how they impact on the final outcome of self-harm.   
The thesis has been structured as follows: 
Chapter Two is a review of the literature and provides the background information to 
the program of work that was undertaken. Although this work is regarding the issue of 
self-harm within a prison setting, the chapter starts with an introduction to the 
application of screening principles, as this provides the methodological foundation on 
which the research project is based. In this project, these screening principles were 
applied to a specific population of people who carry out self-harming behaviours within 
a prison environment; therefore this chapter goes on to introduce the topic of self-harm, 
including some of the differing viewpoints, definitions and issues regarding the subject. 
Following this, some of the research into self-harm risk factors and prediction is 
presented, before the self-harm research area is framed in the context of the prison 
environment. 
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Chapter Three presents the methodological and logistic basis of the study, leading to the 
implementation of the pilot study. As there are a lot of individual risk factors for self-
harm, there are also a large amount of standardised psychometric instruments that may 
be potentially predictive of self-harm. This chapter presents the process involved with 
identifying and refining the selection of instruments that would eventually be used in 
the cohort study. The results of the scoping exercise and pilot study are then presented, 
along with the implications of these results for the cohort study. 
Chapter Four provides a detailed account of each of the methodologies used within the 
thesis. Firstly, the study is described in terms of the setting and participants, and the 
process that was followed in order to collect the relevant data. An introduction to 
measurement and psychometrics is then provided, including information regarding the 
confirmatory factor analysis (CFA) and Mokken scaling methodologies, and a more 
detailed description of Rasch analysis, which was the predominant methodology utilised 
for the purpose of instrument validation. The methodologies involved in ascribing the 
predictive validity of each instrument are then described, along with the process used 
to identify individually predictive items, and how these may be combined into a 
predictive item set. Finally, an introduction to structural equation modelling (SEM) is 
provided, which is a methodology that can be used to explore the complex interaction 
between traits (variables), and how the relationships between a number of traits may 
influence a final outcome, which in this case is whether or not self-harm occurred. 
Chapters Five, Six, Seven and Eight present the results of the different separate elements 
of the study: 
Chapter Five presents the descriptive results of the cohort study, including details of 
study recruitment, participant characteristics and the self-harm incidence that was 
observed within the study cohort. 
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Chapter Six presents the results of the psychometric analysis for each of the separate 
five instruments that were utilised within the cohort study. This includes information 
regarding the basic psychometric details for each of the instruments, followed by the 
CFA and Mokken scaling results. A detailed breakdown of the Rasch analysis is presented 
for each of the instruments, including information relating to each of the individual 
items (questions) within each instrument. Additionally, a summary of two separate 
Rasch-based resolutions are presented, where these were appropriate. 
Chapter Seven reports the results of the predictive validity element of the study. This 
section presents the results of the area-under-the-curve (AUC) analysis for each of the 
instruments that were used within the cohort study, also presenting the receiver-
operating-characteristic (ROC) curves where appropriate. Additionally, this chapter 
reports the results from the exploratory analysis of individual predictors of self-harm, 
and how these individual items may be combined in order to create a screening 
algorithm instrument that could be used as part of the (initial) ACCT process. 
Chapter Eight explores possible explanatory mechanisms that may contribute to the 
final outcome of self-harm. A structural equation modelling (SEM) approach offers the 
opportunity to assess the conceptual relationships between some of the separate 
constructs that were captured by the study instruments. This chapter presents the 
findings of the SEM analysis, where a pre-existing conceptual model was used to derive 
and test a number of different path models. This analysis offers the potential to 
contribute to the understanding of the process that leads to self-harm, which may 
ultimately help to inform care pathways and targeted interventions 
Finally, Chapter Nine presents a discussion of the results in relevance to the existing 
body of literature, along with the practical implications of the results within the prison 
setting. The limitations of the different elements of the thesis studies are also presented 
in this chapter, along with recommendations for further study. This chapter concludes 
with a concise summary of the research that is presented within this thesis. 
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2 Background and Review of Literature 
Although this thesis generally concerns the issue of self-harm within a prison setting, 
this chapter starts with an introduction to the application of screening principles, as this 
provides the methodological foundation on which the research project is based. In this 
project, these screening principles were applied to the specific population of interest, 
which is those who carry out self-harming behaviours within a prison environment. 
Following the initial introduction to screening, this chapter goes on to introduce the 
topic area of self-harm, including some of the differing viewpoints, definitions and issues 
regarding the subject. Following this, some of the research into self-harm risk factors 
and prediction is presented, before the self-harm research area is framed in the context 
of the prison environment. 
2.1 Screening 
The term ‘screening’ refers to a process of sorting and separation. In a medical context 
the purpose is to separate a population into groups (i.e. those affected and those not 
affected) through the application of a particular test or instrument. The intention of 
screening is to identify something potentially harmful earlier than it would normally be 
identified. The identification may be made before anything harmful has actually 
occurred, or it may be that a harmful condition could be picked up earlier than usual 
within its progression. In some instances, the early identification can lead to 
interventions being put in place that may lead to the prevention of anything harmful 
occurring. However, screening tests often cannot stop a disease or condition from 
developing, although the early identification may allow for early treatment, meaning 
that the impact of the condition may potentially be reduced.  
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The widely accepted definition of the term ‘screening’ is the one that was first proposed 
in 1957 by the United States Commission of Chronic Illness: 
“the presumptive identification of unrecognised disease or defect by the application of 
tests, examinations, or other procedures which can be applied rapidly. Screening tests 
sort out apparently well persons who probably have a disease from those who probably 
do not. A screening test is not intended to be diagnostic. Persons with positive or 
suspicious findings must be referred to their physicians for diagnosis and necessary 
treatment”. (6)  
This definition was also used in a landmark 1968 report on screening by Wilson and 
Jungner, which was commissioned by the World Health Organisation. (7) The report 
went on to suggest 10 important criteria that should be satisfied when a screening 
programme is implemented: 
1. The condition sought should be an important health problem. 
2. There should be an accepted treatment for patients with recognized disease. 
3. Facilities for diagnosis and treatment should be available. 
4. There should be a recognizable latent or early symptomatic stage. 
5. There should be a suitable test or examination. 
6. The test should be acceptable to the population. 
7. The natural history of the condition, including development from latent to 
declared disease, should be adequately understood. 
8. There should be an agreed policy on whom to treat as patients. 
9. The cost of case-finding (including diagnosis and treatment of patients 
diagnosed) should be economically balanced in relation to possible expenditure 
on medical care as a whole. 
10. Case-finding should be a continuing process and not a “once and for all” 
project. 
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While these criteria are still viewed as the gold standard, (8, 9) Andermann et al. (2008) 
(10) proposed a number of additional screening criteria that should be considered: 
 
• The screening programme should respond to a recognized need. 
• The objectives of screening should be defined at the outset.  
• There should be a defined target population.  
• There should be scientific evidence of screening programme effectiveness.  
• The programme should integrate education, testing, clinical services and 
programme management.  
• There should be quality assurance, with mechanisms to minimize potential risks 
of screening.  
• The programme should ensure informed choice, confidentiality and respect for 
autonomy.  
• The programme should promote equity and access to screening for the entire 
target population.  
• Programme evaluation should be planned from the outset.  
• The overall benefits of screening should outweigh the harm.  
The original and additional criteria all provide useful guidance, but some of the 
individual criteria may be more or less relevant depending on the screening process 
under consideration. 
It is important to note that a screening test is not intended to be used diagnostically, (7) 
although they are sometimes used in this way. Usually the intention of a screening 
instrument is simply to group people into those who require a further assessment and 
those where no further assessment is necessary. As is implied within the definition, the 
screening process is a gross filtration rather than a perfect separation. (11) 
The specifics of how to ascertain the quality of a screening test will be covered later (in 
Section 4.6), but ideally a screening test would correctly identify and classify all true 
cases, and similarly the test would identify and classify all individuals who are not at risk 
(i.e. often termed ‘healthy’ or ‘disease free’ individuals). 
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The possible outcomes of an individual screening test are as follows: 
 True positive: the individual IS at risk (or has the condition) and the test is 
positive. 
 False positive: the individual IS NOT at risk (or does not have the condition) but 
the test is positive 
 True negative: the individual IS NOT at risk (or does not have the condition) and 
the test is negative 
 False negative: the individual IS at risk (or has the condition) but the test is 
negative (12) 
While the ideal situation is for a test to obtain all true positives and true negatives, in 
reality no screening test is perfect; therefore the intention is to maximise the true 
positives and true negatives, whilst minimising the number of false positives and false 
negatives.  
False negatives are problematic as the screening instrument has failed to identify a true 
case, meaning that the health implications for the individual with the false negative are 
undesirable. False positives are problematic in a different way, as they may lead to 
unnecessary treatment, which is undesirable in terms of resource allocation as well as 
the potentially harmful treatment or psychosocial consequences for the individual with 
the false negative result (11). 
Because no screening test is perfect, and because both the benefits and drawbacks can 
be health-related or economical, it is usual that a trade-off is necessary between these 
two elements, with the terms varying depending on the specific conditions of each 
individual situation. In some circumstances missing a single case could be crucial, so the 
associated false positives are seen as a side-effect that is necessary in order to identify 
all of the true cases. In other circumstances, a large amount of unnecessary treatment 
may overwhelm a healthcare system, so the intention of the screening programme 
would be to reduce the number of false positives. The associated increase in false 
negatives would be viewed as a side-effect that is necessary in order to reduce the 
burden of the healthcare provision system. 
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The principles of screening are generic, and widely applicable to a range of situations 
and specific populations. In the case of this project, the intention is to apply the 
principles of screening to a specific population of people who carry out self-harming 
behaviours within a prison environment. It is therefore not only appropriate, but also 
necessary, to outline some of the background, along with differing viewpoints and 
definitions, regarding self-harm.  
  
10 
 
2.2 Self-Harm 
Self-harm is a human behaviour that has been around for a long time, perhaps even as 
long as humans have existed, in different cultures and in various geographical locations. 
(13) At present, a basic understanding of self-harm, including its classification, diagnosis, 
and treatment, is still lacking, (14) and it has been recognised that “there is so much 
information on self-harm in medical, nursing, women’s studies and psychology literature 
as to be almost overwhelming”.  (15)  
The complexities regarding self-harm seem to have been around ever since the 
behaviour has been documented, and even within these early documentations, the 
ambiguity with regard to the nature of self-harm is present. (16) With regard to this 
ambiguity concerning what ‘self-harm’ actually is, the term ‘self-mutilation’ was used in 
a study by Emerson in 1913 (17), and in 1938, Menninger (18) attempted to sub-
categorise self-mutilative behaviour separately from other suicide-related behaviours. 
Although much research has been done since then, the ambiguity and inconsistency 
remains with regard to how self-harm should be viewed. It has been suggested (16) that 
the field of self-harm research is divided into those who consider self-harm to be a broad 
continuum of self-injurious behaviours, irrespective of the underlying intent, and those 
who are in favour of firm categorisation of self-harm into that with and without suicidal 
intent. The viewpoint that self-harm belongs to a broad continuum of behaviours, 
regardless of the intent, is based on Kreitman’s (19, 20) seminal work on parasuicide. 
Kreitman’s terminology of ‘parasuicide’ was intended to classify all non-accidental 
hospital-treated self-poisoning and self-injury that did not result in death, regardless of 
the intention of the act. (20) The opposing viewpoint that self-harm is distinctly separate 
from suicide largely stems from the early work of Beck and colleagues. (21, 22) 
This epistemological separation broadly remains within the literature, but the area of 
definition and terminology used in self-harm research continues to be somewhat 
confusing and inconsistent. This inconsistency has given rise to a large number of 
different terms for self-harm, and there are often variable definitions which relate to 
each of these terms. Some of the different terms used to describe the phenomenon of 
self-harm can be seen in Figure 1. 
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Figure 1. Alternative terms for self-harm 
All of these definitions relate to the specific intention of the act to harm oneself, 
although the motivating factor underlying the self-harm may differ. However, there are 
also certain terms which are more closely associated with suicide, where the final 
outcome of death is seen as the motivating factor. These behaviours are also often 
classified as self-harm behaviours, although the terminology relates more specifically to 
the suicide intention: 
• Suicide attempt 
• Suicidal behaviour 
• Suicidal gesture 
• Suicide ideation 
This proliferation of different terms often leads to confusion with regard to what is 
actually being studied. Even when the self-harm definition and classification information 
is explicitly stated, it often remains difficult to compare information across studies as 
the different definitions mean that the study populations are not consistent. It has been 
recognised (23) that consistency among terms used to describe self-harm is an area that 
could benefit from integration, as the variety of different names and terminologies 
creates confusion regarding which specific construct is under investigation. (24, 25) This 
view is supported by others (26), and, while using some of these alternative terms, part 
of the difficulty in understanding self-injurious behaviour is due to the multiple terms 
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used to describe the behaviour and the confusion surrounding whether or not self-
injurious behaviour represents a suicide attempt. (27) 
This lack of consistency in self-harm definition is nicely summarised by Silverman (28): 
 “There is no uniform set of terms, definitions, and classifications for the range of 
thoughts, communications, and behaviours that are related to self-injurious behaviours, 
with or without the intent to die. Nor is there an agreed taxonomy that encompasses the 
full spectrum of what is clinically defined as suicide-related behaviours. As a result, 
researchers cannot easily compare their study populations or results, and clinicians have 
difficulty in translating research findings into practical applications when working with 
patients at risk for suicidal behaviours.” 
 
2.2.1 Defining Self-Harm 
As has been acknowledged, there are a large number of different terms and definitions 
used to describe self-harming behaviours. Some of the definitions applicable to self-
harm are as follows: 
“The term self-harm covers a spectrum of behaviour. The most serious forms relate 
closely to suicide, while behaviours at the milder end of the spectrum merge with other 
reactions to emotional pain.”  
Skegg, 2005. (29) 
 
“…the deliberate destruction or alteration of body tissue without conscious suicidal 
intent.”  
Favazza, 1989. (30) 
 
“Self-injury is a behaviour that involves deliberately injuring one’s own body, without 
suicidal intent and with or without pain.” 
Duffy, 2006. (31) 
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“…an intentional act resulting in bodily injury to oneself in a direct and socially 
unacceptable manner.”  
Favazza & Rosenthal, 1990. (32)  
 
“…self-poisoning or self-injury, irrespective of the apparent purpose of the act.” 
NICE, 2004. (33) 
 
These differing statements highlight the apparent lack of consistency in how self-harm 
is defined, and even within each definition, it may still be difficult to classify various self-
harm related behaviours.  
Smith & Kaminski (34) qualified that Favazza’s (30) definition includes moderate self-
harm acts such as cutting, scratching, or burning the skin; hitting oneself; pulling one’s 
hair; reopening one’s wounds or breaking one’s bones. Also included are more severe 
self-harm acts such as eye enucleation, face mutilation and amputation of limbs, breasts 
and genitals. Latimer et al. (35) further identified other behaviours that are classified as 
self-harm; these include a lack of self-care (36), swallowing dangerous objects (37) and 
using acid to burn skin. (38) Furthermore, some deliberately reckless behaviours that 
are intended to cause harm are also classified as self-harming behaviours. (29) Examples 
of these behaviours include sexual risk-taking, (39) intentional overuse of drugs (40) and 
reckless driving. (41) These behaviours introduce a further complication in that not all 
of them induce direct self-harm. There is also ambiguity as to where the line is drawn 
with indirect self-harm, as it has been stated that that indirect forms of self-injury such 
as chronic alcoholism or smoking are not classified as self-harm because the harm 
caused is temporally remote. (42)   
It should be noted that Favazza (30) excluded from his definition the common expressive 
forms of body modification such as tattooing and piercing, and this is reflected within 
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another term and definition which includes a social acceptability aspect, along with 
including the qualifier of the behaviour being repetitive: 
“Non-suicidal self-injury (NSSI) represents the direct, repetitive, intentional injury of 
one’s own body tissue, without suicidal intent, that is not socially accepted.” 
Lloyd-Richardson et al., 2007. (43) 
Within the range of different working definitions, it has been identified (16) that there 
are broadly four main elements that characterise self-harm, and that different 
definitions will relate in different ways to these four elements of intent, method, 
lethality, and outcome. 
Intent 
Intent refers to the motivation behind any self-harming action, and more specifically 
whether the self-harmer had suicidal intentions when the self-harm was carried out. 
This element is key within a number of self-harm definitions, (21, 22) but it has been 
argued that intent is hard to measure reliably as it can be assessed incorrectly as well as 
being subject to recall bias. (16) Also, many people are unclear about their intent when 
self-harming, and suicidal and non-suicidal intent and behaviour can often coexist within 
the same individual, (16) along with multiple motives being present in both suicide 
attempts and self-harm without suicidal intent. (28) Many patients who self-harm deny 
that they have an intent to die, (28) and it has been shown that a vast majority of so-
called suicide attempts are in fact episodes of self-injury without any suicidal intent. (44) 
Lethality 
Typically, lethality refers to the medical or biological danger to life, (45) and although it 
is a key component of the nomenclature, it remains more closely linked with suicide 
than self-harm. 
When it is applied to the assessment of risk of death by suicide, it reflects the potential 
for death associated with the means used to attempt suicide. (46) Although an 
association between objective lethality and risk of dying by suicide has been recognised, 
(47) it has also been found that a third of cases reporting with near-fatal self-harm had 
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no suicidal intent, (48) and that the association between the degree of suicide intent 
and the medical lethality of suicide attempt was minimal. (49) 
Despite lethality being more closely associated with suicide, it is acknowledged within 
the broader definitions of self-harm and falls within Skegg’s (29) defined spectrum of 
behaviours. 
Method 
Method refers to the process used by an individual in order to induce self-harm. Each 
method could be categorised as a different self-harm behaviour, and people who self-
harm often employ a number of different methods and behaviours. The method may be 
related to the lethality of the act, although the level of lethality may often be under or 
over estimated by the individual self-harming. (50) 
The method of self-harm has been used as a way to define a particular research 
population (51-53) as it is a way of providing consistency, although defining purely on 
method would be likely to restrict the study population in question. 
The number (count) of different methods or behaviours employed to carry out self-harm 
is believed to be an important factor when assessing the risk of future self-harm. It has 
been found that when compared to frequency or recency of any single method, the 
count of different methods has the strongest association with psychopathology, (54) and 
that the number of different methods or behaviours is the best single predictor of future 
self-harm. (55)   
Outcome 
Outcome is the consequence of the self-harm event, and this can result in one of three 
possible states: death, survival with injuries or survival without injuries. (16) Although 
these outcomes may broadly cover the range, further information may also be required 
with regard to the extent of the injuries and any recovery timescale that might be 
involved. Although outcome is a necessary component of a self-harm nomenclature, it 
should not be regarded as a sufficient classifier when considered by itself. (56) 
These four elements of self-harm are recurring throughout the literature, and despite 
the problems identified within each of these elements, the main area of difference and 
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point of contention between the various definitions relates to whether self-harm 
comprises behaviours relating to suicide or not. There is literature supporting each of 
these viewpoints, which leads to an array of research that is often inconsistent and 
confusing. 
 
2.2.1.1 Self-Harm and Suicide as separate entities 
The viewpoint that self-harm is distinctly separate from suicide largely stems from the 
early work of Beck and colleagues. (21, 22) This notion is widely supported, (23, 30, 34, 
57, 58) and many authors share the conceptual viewpoint that self-harm should be 
viewed as a distinct entity, where any form of self-harm behaviour with suicidal 
motivation is excluded (or treated separately) from the (non-suicidal) self-harm research 
population. The key difference of intent also relates to some of the different terminology 
that is used. For example, the term ‘Non-Suicidal Self Injury’ (NSSI) is applied to this 
specific group to differentiate from a different self-harm group that may include suicidal 
motivations.  
This viewpoint is predominant among the majority of the research that has been 
conducted within North America, and it has been stated (34, 59) that attempted and 
completed suicides should be treated as aetiologically distinct from self-harm. In fact, it 
has been pointed out (23) that a lack of distinction between those who are attempting 
suicide and those who are self-harming with no intent to die is particularly concerning. 
It is suggested that differentiating between these two groups is of utmost importance 
when examining functions or explanations of the behaviour, as research that does not 
differentiate between these groups assumes that there is no difference between them, 
which will therefore confound results and obscure relevant findings. (23, 25) 
Within the context of this distinct separation, it is observed that four characteristics 
stand out in terms of the self-harming behaviour that is being described: deliberateness, 
tissue damage without intent to die, social unacceptability, and typical repetitiveness. 
(23) 
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Despite research suggesting that self-harm and suicide attempts are two separate 
entities, (26, 60) confusion remains regarding the terminology and the apparent overlap 
between the two phenomena. 
2.2.1.2 A Continuum of Self-Harm 
Contrary to the perspective distinctly separating self-harm with and without suicidal 
intentions, it has been reported (59) that some authors see both of these phenomena 
as on a continuum of lethality, and that these authors consider any differentiation to be 
irrelevant, confusing, and possibly even dangerous. (61, 62) 
‘Self-injurious behaviour’ has been described as any behaviour in which a person directly 
and deliberately inflicts injury upon the self, including both suicidal and non-suicidal self-
injury, (63) and this broad classification of self-harming behaviours has been stated to 
include actions ranging from stereotypic skin-rubbing to completed suicide. (64-67) It 
has been identified (68) that according to the proponents of the continuum model, that 
regardless of the intent of the behaviour, suicidal and non-suicidal self-harm behaviours 
share common experiential qualities, and that both are intentional acts causing direct 
bodily harm to oneself. (66) 
The issues with determining intent have already been discussed (in Section 2.2.1), and 
it has been suggested (29) that to identify and describe a self-harming behaviour prior 
to clarifying the intent is a more realistic approach than trying to label the intent of 
behaviours from the outset. This supports the finding that most people admitted to 
hospital after an overdose neither want nor expect to die. (69)  
It has been identified that that people engaging in self-harm are a heterogeneous group, 
and that self-harm behaviours and motivations will differ; therefore caution is needed 
when generalising about self-harm. (29) 
2.2.1.3 Linkage between Self-Harm and Suicide 
It is recognised (23) that the matters of distinction between suicidal and non-suicidal 
self-harm are further complicated as self-harmers are more at risk of attempting suicide, 
having more suicidal thoughts and a history of suicide attempts. (26, 70) This supports 
the previous finding that approximately 55%-85% of ‘self-mutilators’ have a history of 
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at least one suicide attempt. (66) A strong statistical connection between self-harm and 
subsequent suicide has also been reported, with an estimation that around a quarter of 
suicides are preceded by self-harm in the previous year, (71, 72) and that people who 
deliberately harm themselves have a 30-fold increased risk for completing suicide 
compared to those who do not self-harm. (73) 
Although it has been recognised that prior self-harm is one of the strongest predictors 
of suicidal attempts, both cross-sectionally and longitudinally, (68) it has been argued 
that the studies which indicate self-harm as a precursor to suicide do not differentiate 
between the suicidal intent behind the self-harm behaviours. (16, 68) It remains unclear 
whether non-suicidal self-harm specifically increases the risk of suicidal behaviour, as an 
increased risk of completed suicide has not been established on a purely non-suicidal 
self-harm sample (16) and previous non-suicidal self-harm could easily be incorrectly 
classified as a suicide attempt. (68) 
Despite these doubts regarding the classification of suicidal versus non-suicidal self-
harm, it has been shown that both groups are actually at a higher risk of a subsequent 
suicide attempt. (54, 74) 
Although it might appear to be relatively easy to differentiate between suicidal and non-
suicidal self-harm, it has proven, both practically and empirically, to be difficult to 
separate these phenomena. (58) Given the high co-occurrence of these behaviours, it 
has been concluded that although suicidal and non-suicidal self-harm may differ in 
important ways, these behaviours are also related. (75) 
In an attempt to bridge the gap between suicidal and non-suicidal self-harm, some 
explanatory theories have been suggested. These include the ‘Gateway Theory’, where 
non-suicidal self-harm is seen as a ‘gateway’ form of self-harm that leads to more 
extreme forms (that may be considered as suicide attempts); and the ‘Third Variable 
Theory’, which suggests that the association between non-suicidal and suicidal self-
harm behaviour is spurious, and that a third (changeable) variable accounts for any co-
occurrence of non-suicidal and suicidal self-harm behaviours. (68) 
Alternatively, a more widely supported (16, 68) theoretical framework is Joiner’s 
Interpersonal-Psychological Theory of Suicidal Behaviour (IPTSB). (76) This theory 
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describes three main domains which contribute towards an increase in the risk of 
suicide: the feeling of being a burden or liability to loved ones (perceived 
burdensomeness); the sense of isolation and a lack of connection to others (thwarted 
belongingness); and the learned ability to hurt oneself (acquired capability), which 
reflects the degree to which an individual is able to enact a lethal suicide attempt. (16, 
68, 76)  
Joiner’s theory of acquired capability (76) is supported by the finding that the number 
of different self-harm behaviours is significantly associated with subsequent suicide 
attempts, but not the number of episodes. (54) This suggests that a continuum of self-
harm behavioural severity may be present, and that some people find a method of self-
harm that works for them and that they continue using this single method. These self-
harm events become habitual, but offer immediate gratification to the person self-
harming. This form represents typical non-suicidal self-harm, and it is not progressive. 
The individuals engaging in these non-progressive behaviours are also unlikely to be 
experiencing feelings of perceived burdensomeness or thwarted belongingness. (68) 
Some people, however, seek increasingly diverse and severe methods of self-harming, 
and the increased use of behaviours would mark a progression along the continuum, 
with the user becoming accustomed to more severe forms of self-harm behaviour. This 
progression along the spectrum results in an individual acquiring more capability to carry 
out a suicide attempt. As an individual progresses along the continuum, a shorter 
transition is necessary for a self-harm behaviour to turn into a suicidal behaviour, 
regardless of the intent behind it. (77) 
In addition to offering a linkage between self-harm and suicide, Joiner’s IPTSB 
framework has also been applied and extended within a prison setting, where Ireland & 
York (78) used it as the basis for their Integrated Model of Self-Injurious Activity. 
2.2.1.4 Defining Self-Harm within this study 
It is recognised that the study of self-harm and suicidal behaviour is difficult due to the 
conceptual and empirical confounding of the variables when different definitions are 
applied. (79) This view is echoed by Silverman, where it is stated that the literature 
remains replete with confusing terms, definitions, and classifications that make it 
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difficult, if not impossible, to compare and contrast research, epidemiological or clinical 
studies. (28) 
It is clear from the differences in definition throughout the literature that there is a lack 
of consistency in what exactly is meant by ‘self-harm’. Various different definitions may 
be better suited to some of the different theoretical frameworks of self-harm, and 
perhaps the context of the research study has a bearing on the definition of self-harm 
that is used, as in some cases it would be highly impractical to separate out suicidal 
versus non-suicidal self-harm events. Although the definition of self-harm might vary 
among researchers, it seems important to state the active definition of self-harm that is 
used for a study, so at least some attempt can be made to compare and contrast studies 
which use an equivalent basis for the classification of self-harm. 
Although suicidal and non-suicidal self-harm behaviours may be separated by the 
motivational intent, this may be irrelevant to primary care teams and authorities who 
are charged with dealing with any sort of self-harming behaviour, regardless of the prior 
motivating factor. This view is supported by Lanes, (80) who stated that it is important 
to note that self-harmers generally distinguish between self-harm and genuine suicidal 
intent, but this does not qualify as a basis for judging the potential outcome of 
threatened or enacted self-harm. Despite the motivational and aetiological differences 
between suicidal and non-suicidal self-harm, as the final outcome is likely to be similar 
in terms of treatment cost and impact, it may make sense, from a public healthcare 
commissioning perspective, to group all self-harm behaviours together, regardless of 
the intent. 
Considering the public health implications that are present in the prison setting of this 
study, the definition of self-harm as provided by the National Institute for Health and 
Care Excellence (NICE) (33) may potentially be the most appropriate; here, it is described 
as:  
“…self-poisoning or self-injury, irrespective of the apparent purpose of the act”.  
This also corresponds to the definition of self-harm used within prison custody, where 
it is defined as, “any act where a prisoner deliberately harms themselves irrespective of 
the method, intent or severity of any injury”. (81)  
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This definition is all inclusive, and thus relates more closely to epidemiological outcome 
events; it covers a broad range of behaviours, and makes no assumptions with regard to 
the underlying intent. At a practical level, within a prison setting an episode of self-harm 
would be recorded and treated (medically) in the same way, regardless of the underlying 
intent. In commissioning terms, to separate out self-harm events based on intent would 
be illogical; therefore it is felt that this broader definition is the most appropriate for this 
research setting. 
Although much of the self-harm literature relates to the distinct separation of suicidal 
and non-suicidal self-harm, prison-based outcome event statistics may not distinguish 
between the two without a degree of more in-depth information being available. 
Despite this restriction, to make the distinction between suicidal and non-suicidal self-
harm in the prison setting would probably not be helpful given that prison authorities 
are ultimately concerned with preventing death as well as self-harm. (82) 
The NICE definition of self-harm (33) is to be taken as the active definition within this 
study, but reference may also be made to other self-harm terminology that is used 
within the literature. The NICE definition may be different to the self-harm definitions 
that were used within other studies, and therefore results of such studies will not be 
directly comparable. When studies are cited, they should be taken in the context of their 
own specific definition of self-harm and the corresponding associated terminology. 
2.2.2 Theories of Self-Harm 
With regard to the reasons for and motivations behind self-harm, there are many 
theories that exist in the literature, some of which are complementary, others not. 
Again, there is some crossover with self-harm and suicide theory, but various studies 
suggest that self-harm differs from suicide attempts in clinically important ways. (28) 
There are various overlapping reasons for carrying out self-harm that have been 
reported, and these include: to die; to escape from unbearable circumstances; to 
influence others; to feel better; to feel relief from anxiety or tension; to temporarily 
reduce anger, sadness, depression or shame; as a form of self-punishment; as relief from 
self-blame or self-loathing; as a form of anger expression; to serve as a form of emotion 
regulation; and as a form of distraction. (16, 28, 49, 83-85)   Suicide attempts on the 
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other hand, are thought to relate more closely to the perceived notion of making 
someone else better off. (49) Again, the key factor to differentiate the behaviours of 
self-harm and suicide attempts relate to the underlying intent to die, but it is important 
to note that multiple motives often underpin both sets of behaviours. (28) 
There are many triggers for an act of self-harm, including mental disorder, psychological 
distress arising from reactivated memories of past trauma, current distress, financial 
difficulties, and social difficulties. (15, 86) Theoretical models have been proposed that 
explain self-harm as a combination of biological sensitivity arising from trauma and 
activated by social factors. (86) Some of the more historically significant explanatory 
models of self-harm were reviewed by Messer & Fremouw, (23) and these include the 
following: 
The sexual/sadomasochistic model 
This model suggests that non-suicidal self-harm relates to sexual development and 
concerns of sexuality, and it has also been associated with body image and sexual 
confusion. (23, 87) It has been suggested that self-cutting can be viewed as a means of 
gratifying oneself sexually whilst also punishing any feelings of sexual desire and self-
gratification. (88, 89) 
The depersonalisation model 
This model focuses on the psychological state of dissociation, or depersonalisation, 
which is assumed to stem from feelings of abandonment or isolation. It has been 
suggested that self-harm may be carried out in order to re-establish a sense of identity 
or to regain a sense of self, and also that scars from self-harming may serve as reminder 
of existence and identity. (23, 90)  
The interpersonal/systemic model 
The interpersonal model and the systemic model are actually separate models, but they 
are similar in that they both involve the role of others as a contributor to self-harming 
behaviour. These models are symptomatic of family or environmental dysfunction, 
where the ‘system’ could be viewed as the family or a residential home, hospital, or 
prison environment.  (89)  
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The suicide model 
The suicide model considers that acts of self-harm (self-mutilation) should be viewed as 
attempts to avoid suicide. On a continuum presented by Firestone and Seiden, (91) it is 
suggested that self-harm and thoughts to injure oneself without an intent to die should 
be viewed as “microsuicides”. 
The physiological/biological model 
Most explanatory models of self-harm focus on the psychological element, but this 
model suggests that physiological factors also play a role in self-harm. It has been 
suggested that people engaging in self-harm may have a biological vulnerability to self-
harm due to a dysfunctional neurotransmitter system or an abnormal 
psychophysiological response to self-harm which involves tension reduction. (23, 66, 92)  
The affect regulation model 
This model is also known as the ‘expression model’, the ‘emotional regulation model’, 
or the ‘mood regulation model’. This model suggests that self-harming behaviour is used 
as a way of controlling or regulating various emotional states such as tension, anxiety, 
anger, hostility, and depersonalisation. Increased levels of these emotional states have 
all been found to precede self-harming acts, which is then used as a regulator to control 
the emotional state. (23, 66, 89, 93) 
The behavioural/environmental model 
This model suggests that certain environmental factors may initiate and maintain self-
harm behaviour. Acts of self-harm may be reinforced through external gain from the 
environment, increased attention from others, inclusion in a group,  or, tying in with the 
affect regulation model, through an internal relief or escape. (23, 89, 94, 95)  
Understanding the motivations and catalysts for the initiation of self-harming behaviour 
is a complex task, and it is likely that aspects of several of the explanatory models are 
likely to contribute to understanding the phenomenon. (23, 96) 
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A biopsychosocial vulnerability-stress model 
Although all of the above models have been separately proposed, they are not 
necessarily mutually exclusive, and different models may be more, or less, appropriate 
for each individual case. These competing models serve to remind us that self-harm is a 
complex issue where a single explanatory theory may not exist, as each individual will 
be varyingly effected by different aspects from each model. A biopsychosocial 
vulnerability-stress model has recently been proposed specifically for an incarcerated 
population (97), and this combines several elements of different models to create a 
complex explanatory framework of individual vulnerabilities and stressors that may 
contribute to self-harm. 
 
2.2.3 Predictors of Self-Harm 
Self-harm behaviours have always previously been listed as a diagnostic symptom of 
borderline personality disorder (BPD) in the DSM-IV. (98) However, ‘non-suicidal self-
injury’ (NSSI) was added to the DSM-V as its own disorder, which can occur 
independently of BPD, such as in patients with depression or even in those with no other 
diagnosable psychopathology. (99) Individuals that self-harm are diagnostically 
heterogeneous, and may have a range of other psychological disorders other than 
borderline personality disorder. (100, 101) These co-occurring diagnoses include major 
depression, anxiety disorders, alcohol abuse, substance abuse, eating disorders, post-
traumatic stress disorder, bipolar affective disorder, factitious disorder (Munchausen 
Syndrome), schizophrenia, body dysmorphic disorders, and several personality 
disorders. (14, 15, 100-104) Although diagnostic disorders are common among 
individuals that self-harm, self-harm behaviours are also occur in nonclinical samples. 
(14, 100, 101) 
Given the overlap between non-suicidal and suicidal self-harm, it is unsurprising that 
several studies have identified shared risk factors for non-suicidal and suicidal self-harm. 
These include depression; borderline personality disorder; physical or sexual abuse; 
externalizing behaviours; impulsivity; and family problems. (68) There are also a range 
of stand-alone associated risk factors for the singular outcomes of completed suicide 
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and (non-fatal) self-harm. Additionally, when self-harm has previously occurred, the two 
main outcomes that are of particular importance are repetition of self-harm and suicide, 
(105) and there are also associated risk factors for these two outcomes. The associated 
risk factors for these four specific outcomes (suicide, non-fatal self-harm, repetition of 
self-harm, and suicide following self-harm) are summarised in Table 1. 
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Table 1. Associated risk factors of suicide, non-fatal self-harm, repetition of self-harm, 
and suicide following self-harm 
Associated Risk Factor Suicide 
Non-fatal 
self-harm 
Repetition 
of self-
harm 
Completed 
suicide 
after self-
harm 
adverse childhood experiences         
adverse social circumstances         
alcohol or drug-related problems         
antisocial personality         
anxiety disorder         
at present address for less than 1 year         
bereaved         
certain occupations (e.g. farmers, doctors, 
dentists, lawyers)         
criminal record         
current involvement with police         
debt         
depression         
externalising behaviours         
family problems         
female sex         
higher number of adverse life events         
homosexual or bisexual orientation         
hopelessness         
impending or recent job loss         
impulsivity         
intoxication         
lack of co-operation with treatment         
living in unsuitable, overcrowded 
accommodation         
male sex         
older age         
perceived lack of social support         
personality disorder         
physical or sexual abuse         
previous history of self-harm         
prison         
probable psychosis         
psychiatric history         
recent discharge from psychiatric care         
schizophrenia         
separated, widowed, or divorced 
relationship status         
serious physical illness         
social isolation         
sociodemographic disadvantage         
suicidal intent         
under 25 years old         
unemployment         
*Information obtained from (29, 68, 86, 105-109) 
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Despite the wide recognition of these risk factors for repetition of self-harm and 
completed suicide following self-harm, it is acknowledged that these risk factors only 
have a limited everyday usefulness due to their poor predictive value. (106) However, it 
has also been suggested that people who harm themselves by self-cutting are at a 
greater risk of repetition and eventual suicide than those who self-harm using other 
methods. (73, 110) 
It has been stated that self-harm is one of the strongest predictors of completed suicide, 
(86) and that underlying depression is the most important contributor in the progression 
from self-harm to suicide. (86, 111) However, again the issue with regard to ‘self-harm’ 
definition comes to the fore, as ‘suicide attempt’ and ‘self-harm’ may be categorised as 
the same or different behaviours depending on the definition. With this in mind, it has 
been recognised that a prior suicide attempt is statistically the best predictor of future 
suicide attempts and death by suicide. (28, 112) This is specifically making reference to 
‘suicide attempt’ rather than ‘self-harm’, but again this could lead to some crossover or 
confusion within the areas of research. A prior ‘suicide attempt’ could well be a drug 
overdose, which could be recorded as a ‘self-harm’ event. This would appear to make 
self-harm events predictive of future suicide, but this would be due to the overdose 
being categorised as a self-harm event rather than a suicide attempt. Again, this 
terminology of what constitutes a suicide attempt is inconsistent, and it has been 
identified that it is imperative for clinicians, researchers, and epidemiologists to have a 
clear and consistent definition of what is a suicide attempt, as such a standardised 
definition does not presently exist. (28) In recognition of this potential ambiguity in 
definition, it has been stated that non-suicidal self-injury is seen as a risk factor for 
suicide behaviours, but suicide attempts and behaviours are not predictive of non-
suicidal self-injury, (68) and although the link between self-harm and suicide is well 
established, the link between non-suicidal self-harm and suicide remains to be shown. 
(112) 
2.2.3.1 Evidence of screening for self-harm 
A number of studies have looked into developing tools or rules to help to predict or 
classify the risk of further self-harm or suicide following an initial occurrence of self-
harm. There is evidence to suggest that a number of the common risk factors could 
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combine to create a tool that is useful for application in a clinical setting or an emergency 
department. The Manchester Self-Harm Rule (113) comprises of four correlates: any 
history of self-harm, previous psychiatric treatment, benzodiazepine use in current 
presentation, and any current psychiatric treatment. The confirmation of any one of 
these factors would classify a patient as being at ‘high’ risk of repeating. This was shown 
to predict 94-97% of self-harm repeaters during a 6-month period (sensitivity), (113) and 
the predictive performance of this rule was also shown to be favourable to the global 
assessments of clinicians. (114)  
Based on the same principles, and with the same objective in mind, the Manchester Self-
Harm Rule was developed further into the ReACT Self-Harm Rule, (115) which also 
comprises of four elements: recent history of self-harm (in the past year), living alone or 
homelessness, cutting used as a method of self-harm, and treatment for a current 
psychiatric disorder. Again, the confirmation of any one of these factors would classify 
a patient as being at ‘high’ risk of repeating. This was shown to predict 90-95% of self-
harm repeaters during a 6-month period (sensitivity), and the predictive performance 
of this rule was deemed to be favourable to the Manchester Self-Harm rule due to 
favourable specificity values. (115)  
Both of these studies aimed to derive a useful rule from a range of individual risk-factors 
that were extracted from existing information following a self-harm presentation in a 
hospital emergency department, and the aim was to find a rule that was useful in a 
clinical setting. An alternative approach to determine the risk of (subsequent) self-harm 
is to examine the predictive utility of a pre-existing instrument, and an example of this 
is provided by McMillan et al., (116) where a meta-analysis was carried out to determine 
the predictive utility of the Beck Hopelessness Scale (BHS). (117) Data were pooled from 
a range of populations, although some history of self-harm was usually present. Again, 
there was a degree of support for identifying cases of subsequent self-harm (sensitivity), 
and it was acknowledged that an instrument or tool with a high sensitivity could be used 
as a preliminary guide to help those in need of a more in-depth assessment. (116) 
However, the issue with the BHS, along with the Manchester and ReACT Self-Harm 
Rules, is that a high sensitivity value comes at the expense of a low specificity value, thus 
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resulting in the identification of a high degree of false positives and meaning that the 
guidance of where to concentrate resources is extremely limited. (116) 
2.2.4 Self-Harm in the General Population 
Prevalence and incidence estimates are likely to be affected by the different definitions, 
classifications and terminology used when quantifying self-harm, along with what is 
judged to be a meaningful history of self-harm. This will vary depending on whether the 
active definition of self-harm includes just suicide attempts, all suicidal and non-suicidal 
self-harm behaviours, or just non-suicidal self-harm. (112) Depending on these 
classifications, self-harm behaviours may range from chewing your lip or lightly biting 
the inside of your mouth, right through to a genuine suicide attempt. This is difficult to 
quantify, and to directly compare estimates would also require the definitions of self-
harm to be explicitly stated and to remain consistent between studies. Other factors 
that will influence the prevalence and incidence estimates include: the method of data 
collection (anonymised, self-report, interviewer administered); the population studied; 
the age range of the population studied; the survey type (cross-sectional, retrospective 
or prospective); and the time frame covered (e.g. lifetime, within the last year, within 
the last two weeks). (112) The type of questions used to gain the information will also 
have an impact as open-ended questions will tend to under-report the incidence of self-
harm, whereas specific, directed (leading) questions will tend to over-report the 
incidence of self-harm. (112)   
Also, until fairly recently, researchers have almost totally ignored studying non-hospital-
treated self-harm. As a result of this, very little is known about the incidence and 
prevalence of self-harm that occurs in the community, (28) although the true incidence 
of self-harm is probably impossible to determine because it is so often a private and 
unreported activity. (31) 
With all of these factors in mind, the prevalence of reported self-harm is highly variable. 
Jacobson & Gould (118) reviewed eight studies; two involved adults and six adolescents 
(broadly defined as “mainly high school students”), and they reported varying 12-month 
prevalence rates of 2.5% to 12.5% and lifetime prevalence rates of 13.0% to 23.2%. 
Muehlenkamp & Gutierrez (26) report that estimates of self-injurious behaviour among 
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adolescents range from 5.1% to over 40%, and Skegg (29) states that 5-9% of 
adolescents in western countries report having self-harmed within the previous year, 
with lifetime prevalence ranging from 13-30%. It has also been reported (14) that self-
harm occurs in 4% of the general population (119) and 14% of college students. (120) 
Furthermore, Gratz (25) reported that 35% of college students have carried out at least 
one self-harm behaviour in their lifetime.  
Additionally, large surveys suggest that 4.6% of the population in the USA and 4.4% in 
the UK have previously self-harmed. (105) These results are similar to those of Meltzer 
et al., (108) who reported that a National Interview Survey showed that 14.9% of 
respondents had contemplated suicide at some point in their life, and that 4.4% of 
respondents had attempted suicide at some point in their life. Two per cent of all 
respondents stated that they had deliberately harmed themselves without suicidal 
intent. This was a large, national (UK) study involving a representative sample (n=8,450), 
and should, therefore, provide a fair representation of the adult population (age 16-74). 
It should be noted, however, that these results are based on a singular self-harm 
question; therefore an element of subjective judgment may be present, along with the 
recall bias limitations of retrospective studies. 
The best current UK estimate of hospital attendance due to self-harm is 400 per 100,000 
hospital attendances (0.4% of all hospital attendance). (121) The current incidence of 
self-harm is also estimated as between 300 and 600 cases per 100,000 per year. (122, 
123) Despite difficulties in diagnostic classification, self-harm is one of the commonest 
reasons for admission to a medical ward,  with around 200,000 hospital attendances per 
year in the UK, with the majority of these cases (80%) involving self-poisoning. (105) 
However, it is widely recognised that prevalence rates of self-harm behaviour in the 
general population are difficult to estimate given that the self-harm may go unreported 
and will not result in a hospital attendance. (71, 86, 105) Among the general population 
(who do not routinely present at A&E), physical self-harm is more common, with cutting 
being the most common form. (118) 
Although all of these reported estimates are variable, they are also all likely to be limited 
to some extent by one or more of the factors outlined at the start of the section. This 
difference in methodological factors in the reporting of self-harm prevalence has been 
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investigated, where it was shown that the methodological factors accounted for 51.6% 
of the heterogeneity in the prevalence estimates. (124) When looking specifically at non-
suicidal self-injury in non-clinical samples, a meta-analysis showed a pooled lifetime 
prevalence of 17.2% among adolescents, 13.4% among young adults and 5.5% among 
adults. (124)   
When considering the outcomes of repeat self-harm and suicide that are of particular 
importance following self-harm, (105, 106)  the 1-year repetition of self-harm among 
hospital presentations is 16%, (71) and this repetition rate would be closer to 33% if 
episodes rather than individuals were taken as the unit of analysis. (110) The repetition 
of self-harm events tends to occur quickly, with a quarter of repetitions occurring within 
3 weeks, with the median time to repetition being 12 weeks. (71) Additionally, follow-
up studies show rates of suicide to be 1.8% in the year after a self-harm episode, 3% at 
4 years, and 6.7% for periods longer than 9 years. (71) 
Self-harm is often believed to be more common among females, but the self-harm 
prevalence between genders has been shown to be equivalent. (16, 29, 31, 124) While 
self-harm can be found across the entire population, it is more common among those 
who are socio-economically disadvantaged and who have limited social support. (108, 
112) Self-harm is especially prevalent in psychiatric populations, (54) with those having 
mental disorders being 20 times more likely to report having harmed themselves in the 
past. (108) Among respondents who had reported a lifetime prevalence of self-harm, 
57% were categorised as having a neurotic disorder, 6% as having a psychotic disorder, 
24% as alcohol dependent and 16% as drug dependent. (108) 
Additionally, there are also other specific groups among whom self-harm behaviour 
appears to be more common. These specific high-prevalence populations include people 
that are homeless, people who associate strongly with the Goth subculture, homosexual 
and bisexual individuals, and those who are in prison. (59, 80, 112) There are most likely 
different reasons for the higher occurrence of self-harm within each of these 
populations, but given the increased prevalence of self-harm in those from socio-
economically disadvantaged areas, and in those with mental health problems, it is not 
surprising that self-harm presents a significant problem within prisons due to the 
overlap of these factors within the prison population. (125-128) 
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2.3 Self-Harm in Prisons 
As mentioned in Section 2.2.1.4, the definition of self-harm used within prison custody 
is “any act where a prisoner deliberately harms themselves irrespective of the method, 
intent or severity of any injury”.(81) It is noted that those who do self-harm often do so 
covertly; therefore such self-harm will often go undetected in a community setting. In 
prisons, such incidents are more likely to be detected and counted although there will 
still be some incidents that are overlooked. (129) 
Within offender populations, certain groups are recognised to be at greater risk of self-
harm, including those who are psychiatrically ill, those with long-sentences and ‘poor 
copers’, who are defined as acutely vulnerable prisoners whose major problems are 
unrelated to psychiatric illness or the nature of their offence. (130) ‘Poor copers’ tend 
to be young offenders (under 26) who have committed acquisitive crimes and have a 
poor coping ability to being in prison. (131) Even controlling for the characteristics of a 
prison sample, rates of self-harm in prisons seem to be much higher than the general 
population. (2)     
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2.3.1 Prevalence of Self-Harm in Prisons 
There are differing estimates of self-harm incidence and prevalence within offender 
populations or corrective institutions. Again, these differing estimates are possibly due 
to different definitions of a ‘self-harm’ event. Appelbaum et al. (57) identified that 
published research has estimated that 30% of prisoners engage in self-harming 
behaviour. (132) It has also been reported that 41% of female inmates and 28% of male 
inmates engage in suicide-related behaviour (non-fatal self-harm), (133) and that 50% 
of female prisoners have a history of self-harm. (134) The proportion of prisoners 
engaging in self-harm in American prison systems during 2008 varied from 0.03% to 
8.93% across prison systems, with an overall rate of 0.71%. (57) This is markedly 
different from the results among Greek male prisoners, where self-harm behaviour was 
reported among 49.4%. (135) Potential reasons for this discrepancy may be the differing 
classifications of self-harm, differences in the samples (cultural, diagnostic, offender 
demographic etc.), and the mode of data collection. It may be worth noting that the 
Greek data (135) were derived from face to face prisoner interviews, whereas the 
American prison system data (57) were derived from recorded events within prison 
institutions. 
Given this discrepancy in reported prevalence rates, it is important to note how self-
harm data is gathered. In the UK, the most complete data is likely to come directly from 
the offender management statistics. (136) These statistics are regularly published and 
are therefore likely to be the most up-to-date estimates that are available. Although 
there may be some deviation between individual institutions, these statistics relate to 
actual recorded self-harm events, so the classification of a ‘self-harm event’ is likely to 
be broadly consistent across all institutions. However, it should be noted that 
unreported and untreated self-harm events will not be accounted for.  
The number of incidents of self-harm in UK prisons rose rapidly between 2003 and 2005. 
By 2005 there were 23,781 incidents of self-harm in UK prisons, rising from 16,393 
incidents in 2003. This rise of 45% was over eleven times the rise in the overall UK prison 
population for the same period, which was just over 4%. Since 2005, the incidence of 
self-harm in prison seems to have largely stabilised (see Figure 2). This stabilisation could 
possibly be due to the prison response to the previously observed rise.   
34 
 
According to the Ministry of Justice, (129) in 2014 there were 25,775 incidents of self-
harm reported, with roughly three-quarters of these attributed to the male inmate 
population. These self-harm events were carried out by 7,722 individuals, with 86% of 
these being males. 
 
 
Figure 2. Changes in the overall UK prison population and the number of reported self-
harm incidents 2003-2014. 
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An overall incidence rate cannot be accurately calculated due to the transient nature of 
prisoners within the system and the lack of available statistics regarding the turnover of 
prisoners. However, using the number of individuals self-harming, along with the 
average number of prisoners within the prison system in any given year, an overall 
approximate yearly incidence of self-harm within prisons can be calculated. This rate has 
shown a general trend of overall growth from 7.02% in 2004 to 9.05% in 2014, which is 
a relative increase of 29% over this time period. 
For males, this rate has shown the same general trend of overall growth as the total 
rates, steadily increasing from 5.7% in 2004 to 8.13% in 2014, which is a relative increase 
of 43% over this time period. As males make up the vast majority of the prison 
population, this similarity in trend with the total prison system is not surprising. 
For females, the rate showed a general growth from 27.9% in 2004, to a peak rate of 
37.7% in 2009 (a 35% increase). Since 2009, this rate steadily decreased back to around 
the 2004 rates, with a low of 26.9% in 2013, and a rate of 28.3% in 2014 (See Figure 3).  
Although prison turnover has not been taken into account, these values are 
approximately twice those reported in the Corston report (137), where it was stated 
that 16% of women self-harm in prison compared to 3% of men. 
 
 
Figure 3. Overall rate of self-harm in prisons from 2004 to 2014. 
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In terms of self-harm incidents, although the total amount of self-harm incidents has 
remained reasonably stable around 25,000 per year, it should be noted that there has 
been a shift in trend for the amount of incidents attributable to males and females. 
For males, the rate has risen from 141 self-harm incidents per 1000 prisoners in 2004, 
to 233 self-harm incidents per 1000 prisoners in 2014, marking a 65% increase over the 
time period (see Figure 4). 
For females, since 2010 the rate has dramatically dropped from 2,982 self-harm 
incidents per 1000 prisoners, to 1,546 self-harm incidents per 1000 prisoners in 2013, 
marking a 48% decrease over the time period. In 2014 the rate increased again slightly 
to 1,736 self-harm incidents per 1000 prisoners (see Figure 5). 
Taking the 2014 values, among the individuals that self-harm, males report an average 
of 2.9 self-harm incidents per individual and females report an average of 6.1 self-harm 
incidents per individual.  
It should be noted that over the entire period of 2004-2014, although the proportion of 
total self-harm incidents that require hospital attendance has risen slightly from 5.5% in 
2004 to 6.8% in 2014 (a 24% increase), this proportion has remained fairly stable within 
each of the gender groups. For males, around 9% of incidents require hospital 
attendance, and for females around 2% of incidents require hospital attendance (see 
Table 2).  
In addition to the self-harm incidents that have occurred within prison, there is also 
around 1 self-inflicted death per 1,000 prisoners each year (aggregated rate across all 
prisoners, 2004-2014 = 0.88 self-inflicted deaths per 1,000 prisoners). (136) 
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Figure 4. Number of self-harm incidents per 1,000 male prisoners by year, 2004-2014. 
 
 
Figure 5. Number of self-harm incidents per 1,000 female prisoners by year, 2004-
2014. 
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Table 2. Self-harm incident information by year and sex for all prisoners in England and Wales, 2004-2014.  
Adapted from (136). 
 Year 
 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014 
Total Prison Population 74,658 75,980 78,151 80,380 82,636 83,559 84,725 85,951 86,634 84,249 85,307 
Male 70,209 71,513 73,703 76,006 78,222 79,277 80,489 81,763 82,481 80,359 81,402 
Female 4,449 4,467 4,448 4,374 4,414 4,283 4,236 4,188 4,153 3,890 3,905 
Self-harm incidents 19,702 23,781 23,400 23,000 25,234 24,184 26,979 24,648 23,158 23,230 25,775 
Males 9,874 10,420 11,899 11,592 12,219 13,706 14,347 15,829 16,567 17,216 18,995 
Females 9,828 13,361 11,501 11,408 13,015 10,478 12,632 8,819 6,591 6,014 6,780 
Individuals self-harming 5,243 5,837 6,090 6,296 6,586 7,149 6,767 6,907 6,821 6,942 7,722 
Males 4,003 4,348 4,652 4,847 5,058 5,535 5,418 5,606 5,703 5,897 6,618 
Females 1,240 1,489 1,438 1,449 1,528 1,614 1,349 1,301 1,118 1,045 1,104 
Self-harm incidents per 1,000 prisoners 264 313 299 286 305 289 318 287 267 276 302 
Males 141 146 161 153 156 173 178 194 201 214 233 
Females 2,209 2,991 2,586 2,608 2,949 2,447 2,982 2,106 1,587 1,546 1,736 
Individuals self-harming per 1,000 prisoners 70 77 78 78 80 86 80 80 79 82 91 
Males 57 61 63 64 65 70 67 69 69 73 81 
Females 279 333 323 331 346 377 318 311 269 269 283 
Self-harm incidents per individual 3.8 4.1 3.8 3.7 3.8 3.4 4.0 3.6 3.4 3.3 3.3 
Males 2.5 2.4 2.6 2.4 2.4 2.5 2.6 2.8 2.9 2.9 2.9 
Females 7.9 9.0 8.0 7.9 8.5 6.5 9.4 6.8 5.9 5.8 6.1 
Self-harm related hospital attendances 1,093 1,219 1,214 1,290 1,290 1,304 1,369 1,533 1,547 1,603 1,749 
Males 873 985 1,001 1,104 1,083 1,131 1,193 1,375 1,391 1,484 1,617 
Females 220 234 213 186 207 173 176 158 156 119 132 
Percentage of self-harm incidents requiring 
hospital attendance 
5.5% 5.1% 5.2% 5.6% 5.1% 5.4% 5.1% 6.2% 6.7% 6.9% 6.8% 
Males 8.8% 9.5% 8.4% 9.5% 8.9% 8.3% 8.3% 8.7% 8.4% 8.6% 8.5% 
Females 2.2% 1.8% 1.9% 1.6% 1.6% 1.7% 1.4% 1.8% 2.4% 2.0% 1.9% 
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Cutting or scratching is the most common form of self-harm within prisons, for both 
males and females, accounting for 66% of the male incidents and 50% of the female 
incidents. The rates of all other recorded types of self-harm are much lower across both 
genders, with the exception of self-strangulation which accounts for 28% of the female 
incidents (see Figure 6). 
 
 
Figure 6. Self-harm by type, aggregated across years 2004-2014. 
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The age distribution of the individuals self-harming is fairly evenly spread, with the 
largest majority (24% for male and female groups) being in the 30-39 age bracket. The 
distribution is almost exactly the same across both genders (see Figure 7). 
 
Figure 7. Age distribution by sex of individuals self-harming, aggregated across years 
2004-2014. 
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The majority of self-harm incidents take place among prisoners who have already been 
sentenced, for both males (77% of incidents) and females (66% of incidents). This slight 
difference across genders means that females (21%) have a higher proportion of 
incidents occurring in remand than males (13%) (see Figure 8). 
 
Figure 8. Prisoner sentencing status of individuals self-harming, aggregated across 
years 2004-2014. 
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It should be noted that the overall proportion of incidents occurring by prisoners on 
remand was fairly stable at around 30% until 2010. Since then, this proportion has 
halved, meaning that 15% of incidents were carried out by prisoners on remand in 2014. 
However, this drop in the proportion of remand incidents results in an increase of the 
same magnitude for the proportion of incidents occurring among sentenced prisoners 
(see Figure 9). 
 
Figure 9. Proportion of self-harm incidents by prisoner sentencing status, by year, 
2004-2014. 
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In terms of when self-harm incidents occur, 2% take place on the day of arrival into 
prison, with a further 3% occurring within the first or second full day in prison. This 
cumulatively contributes to 11% of incidents occurring within an individual’s first week 
in prison. 28% of incidents occur within an individual’s first month of being in prison, 
with a further 24% of incidents occurring between one and three months into a prison 
stay (see Figure 10). 
 
 
Figure 10. Proportion of self-harm incidents by time period within prison stay, 
aggregated across years 2004-2014. 
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The average number of self-harm incidents per self-harming individual can be seen in 
Table 2. Overall, this value has ranged from 3.3 incidents (in 2013 and 2014) to 4.1 
incidents (in 2005) per self-harming individual. The female average is more than double 
that of males, with the male average between 2004 and 2014 ranging from 2.4 incidents 
to 2.9 incidents, and the female average ranging from 5.8 incidents to 9.0 incidents per 
self-harming individual. Despite this discrepancy, it can be seen that the majority of self-
harming individuals carry out less than 3 incidents, with 62% of males and 45% of 
females only carrying out a single self-harming incident (see Figure 11). However, 1% of 
male and 7.5% of female self-harming individuals are responsible for more than 20 
repeat incidents of self-harm, which will skew the overall average values. 
 
 
Figure 11. Number of self-harm incidents carried out by each self-harming individual, 
aggregated across years 2004-2014. 
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2.3.2 Operational Self-Harm Practices in Prison 
2.3.2.1 Assessment, Care in Custody, and Teamwork (ACCT) 
Self-harm can present a major challenge and place considerable demand upon prison 
health care systems, (80) the responsibility for which resides with Primary Care Trusts 
(PCTs). In 2005 the Prison Service piloted a care-planning system called ACCT 
(Assessment, Care in Custody, and Teamwork) (4) to improve the care for prisoners at 
risk of suicide or self-harm, and this was implemented nationally in 2007. Full details are 
provided elsewhere,  (138) but briefly, when an ACCT is active it is referred to as ‘open’, 
and any member of prison staff can open an ACCT at any point, thereby identifying a 
prisoner as being ‘at risk’. The ACCT document specifies who opened the ACCT, the date 
that it was opened and the reason(s) why the prisoner is deemed to be at risk of self-
harm or suicide. The ACCT document is designed to ensure prison staff keep a concise 
record of the prisoner's care, needs and problems. When an ACCT is ‘open’, prison staff 
are required to make regular (e.g. random, every 15 min, every 30 min) observations of 
the prisoner and to provide comments on their subjective and objective mood and 
behaviour, along with documenting evidence of engagement or communication with 
the prisoner. The ACCT remains open until the prisoner is no longer perceived to be ‘at 
risk’, at which point the ACCT is ‘closed’, which brings an end to the formal monitoring 
process. (138) 
An important point to mention is that a prisoner only needs to be considered as ‘at risk’ 
for an ACCT to be opened, and the reasons for this are variable. Although an ACCT would 
be opened if a prisoner carried out a self-harm incident, many ACCTs are opened 
without any incidence of self-harm. The initial ACCT assessment effectively establishes 
a care pathway system (CAREMAP) for those deemed to be at risk. However, it does not 
incorporate a standardised diagnostic test to estimate the risk of future self-harm.   
2.3.2.2 Reception Screening 
Although only 11% of (non-fatal) self-harm incidents occur within the first seven days 
of reception into prison (see Section 2.3.1), it has been recognised that prisoners are at 
a heightened risk of suicide upon reception into prison, with a third of all prison 
suicides taking place in the first seven days. (3) 
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Due to the increased vulnerability of prisoners during the reception period, all new 
prisoners are screened upon reception into the prison, using a standardised prison 
questionnaire which was designed to screen for physical and mental health problems. 
(139) Although this screening tool is not intended to predict the risk of self-harm or 
suicide, it does allow for the broad identification of high-risk problems such as self-harm 
or suicide risk, which may warrant further assessment. If a risk of self-harm or suicide is 
deemed to be present, this would also trigger the opening of an ACCT document. (138) 
There is some evidence to suggest that this screening tool can help to identify true cases 
of psychiatric illness upon entry into prison. (139) This early indication of mental and 
physical health problems is beneficial to prison staff in terms of prisoner management, 
but the key issue remains as to whether individuals specifically at risk of self-harm or 
suicide can be identified at reception into prison. (140) Early recognition of this risk could 
lead to increased staff awareness and the initiation of appropriate preventative 
measures being put in place; therefore potentially lowering the rate of self-harm and 
reducing the demand on the prison healthcare system. (58) 
2.3.3 Screening for Self-Harm within Prisons 
One way to approach the development of a screening process would be to assess the 
associated risk factors for self-harm. As seen in Section 2.2.3, there are many risk factors 
associated with self-harm, and it is necessary for these risk factors to be statistically 
obtained as clinical intuition is a notoriously error-prone practice of risk assessment. (58, 
61) These studies on risk factors are indispensable to broaden our knowledge of self-
harm, (58) and they have been used to generate self-harm screening algorithms 
specifically for prison populations, (80, 141) although these have not been tested 
prospectively. Also, with regard to the majority of the risk factors that have been 
identified specifically to self-harm in prisons, a major problem is that there is also 
conflicting evidence to disregard these same risk factors. (58) This is possibly because a 
lot of the factors that have been identified as associated with self-harm are non-specific, 
and are therefore of limited value. (140) When considering the potential of risk factors 
for suicide, although the prevalence of suicide in prisons is greater than in the general 
population, it still remains a relatively rare event, meaning that a lot of associated 
suicide risk factors have a low predictive power. (5, 140) 
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The evidence to support the routine use of any screening instrument for self-harm in 
offender populations is limited, and the transferability of any existing self-harm 
screening instruments is problematic due to the unique environment in which prisoners 
are accommodated. (5) A review article identified four screening instruments across five 
studies that have been used to assess for the risk of suicide and self-harm in adult 
offenders, although three of these instruments were specifically aimed at screening for 
suicide (or suicide risk) rather than self-harm (or risk of self-harm), and two of the studies 
used retrospective methodology which may result in non-comparable information 
between study participants.  Additional limited evidence suggests that the Beck 
Depression Inventory (142) may be predictive of self-harm behaviour among female 
prisoners, (143) and that the Beck Hopelessness Scale (117) may predictive of self-harm 
among offenders with mental disorders, (144), but not among female prisoners. (143) A 
newer scale, Suicide Concerns for Offenders in Prison Environment (SCOPE) (145) has 
been specifically developed to assess vulnerability to risk of suicide and nonfatal self-
harm behaviour in young adult offenders. However, again, this has not been tested with 
regard to implementation for routine prison use, and although it does demonstrate 
some evidence for its prospective predictive validity, this was only demonstrated in a 
female cohort. (143) The limited evidence for the use of screening instruments for self-
harm in prisons led Perry et al. to conclude that: “There is a clear need for additional 
psychometric research on the validity of suicide and self-harm behaviour screening tools 
in offender populations.” (5) 
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2.4 Research Aims and Hypotheses 
In summary, the term ‘self-harm’ refers to a number of physical behaviours that result 
in the intentional direct harming of oneself, although the underlying motivations are 
variable. Self-harm occurs within the general population, but is a lot more prevalent 
among those with mental health conditions. As the majority of prisoners have mental 
health conditions and the prison environment causes additional stresses, the result is a 
very high incidence of self-harm within prisons.  
The ACCT process was introduced into prisons to address and manage any prisoners 
identified as ‘at risk’ of self-harm, but within the process there is not currently any 
standardised instrument which is used for assessing the risk of self-harm. It would 
therefore be helpful to prison staff to introduce a standardised measure during the ACCT 
assessment, so that limited resources can be focussed to the most appropriate areas. 
In response to the perceived need for screening instruments to identify the risk of self-
harm among prisoners, a multi-stage prospective study was undertaken to identify 
potential instruments and determine their predictive validity.  The stages included a 
scoping exercise to identify candidate instruments; a pilot study to test the feasibility of 
a protocol to implement these instruments in a prison setting; a prospective cohort 
study to apply the instruments and identify subsequent self-harm over a specified 
follow-up period, and various psychometric and multivariate analyses to determine the 
best (if any) predictive instrument, or set of items taken from the instruments.     
 
The working hypothesis of this study is therefore that: 
 
 
  
Self-harm within the prison ACCT population can be predicted using a pre-
existing screening instrument. 
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Additionally, the aims of the study are as follows: 
 Identify a range of pre-existing screening instruments, capable of 
potentially predicting self-harm within a prison setting 
 Pilot test these instruments to assess their suitability within a prison 
setting, along with assessing the plausibility of carrying out a 
research project within a prison setting. 
 Carry out a full research project using a refined set of instruments. 
The study sample will be followed up after a certain amount of time 
to obtain information as to whether self-harm was carried out during 
the follow-up period. 
 Psychometrically assess and validate all selected instruments within 
the specific ACCT sample of the study. 
 Assess the predictive validity of each of the selected instruments to 
determine whether they are capable of predicting self-harm. 
 If a stand-alone instrument is not predictive, then determine 
whether any set of demographic or individual instrument items 
combine to predict self-harm. 
 If the instruments are proved to be valid among the ACCT 
population, then determine whether a model of the influencing 
factors can be derived to explain the mechanism of self-harm. 
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3 Pilot Study 
This chapter presents the methodological basis of the study, leading to the 
implementation of the pilot study, which was carried out to ensure that the logistics of 
the study could be delivered practically. There are a lot of individual risk factors for self-
harm, and therefore there are also a large amount of standardised psychometric 
instruments that may be potentially predictive of self-harm. This chapter presents the 
process involved with identifying and refining the selection of instruments that would 
eventually be used in the cohort study. The results of the scoping exercise and pilot 
study are then presented, along with the implications of these results for the cohort 
study. 
3.1 Assessment and Screening of Self-Harm  
Assessment of self-harm can be done via a clinical or psychological professional 
assessment, via a structured or semi-structured interview or via a series of discrete items 
that make up a self-report questionnaire. These forms of assessment are usually carried 
out on a ‘lifetime incidence’ basis, or following an acute self-harm incident, but they may 
relate to a more recent, fixed time period (e.g. previous 6 months). (112) The in-depth 
psychological assessment and structured interviews can reveal a number of elements 
relating to the self-harm incident, including the type, location and extent of the self-
harm, the underlying motivations and personal characteristics that have led to the self-
harm event, and whether the individual is likely to self-harm again. The closed-item 
questionnaires can also extract this information, although these questionnaires vary in 
length, scope and quality, (146) and often tend to focus on a particular element of the 
self-harm; for example, the different types of self-harm behaviour that a person has 
engaged in, (147) or the amount of impulsivity that is present within a person. (148) 
Although structured and semi-structured interviews can reveal a lot of information, they 
are often lengthy and require a lot of resource to carry out. As these assessments are 
more personal, they are also non-standardised, meaning that they are harder to 
compare across cases. Another issue is that most of these interviews and questionnaires 
are designed to be administered specifically after a self-harm event has already taken 
51 
 
place, which is not useful when considering a screening process. There are very few 
measures that adequately screen for suicidal and non-suicidal self-harm, and those that 
do attempt it often focus specifically on ‘suicide attempt’. (112) 
3.2 Scoping Methods 
There are many questionnaires available to assess and/or screen for self-harm, some of 
which relate specifically to self–harm behaviours (e.g. The Self-harm Inventory (39)), and 
some of which relate to other underlying correlates of self-harm such as depression (e.g. 
The Patient Health Questionnaire (149)). The first stage of the project involved a scoping 
exercise to systematically identify available instruments that could be used to screen for 
self-harm. A search was carried out with the SCOPUS database (encompassing MEDLINE, 
PSYCINFO, CINAHL & EMBASE), using appropriate search terms such as ‘Self-harm’, ‘Self 
injury’, ‘Suicide ideation’, ‘Prison’, ‘Jail’, ‘Risk’,  ‘Questionnaire’ and ‘Screen’. All journal 
article titles and abstracts were read for any mention of self-harm measurement, scales 
or instruments. This was followed up with a search of the grey literature (e.g. University 
theses, commissioning reports etc.) and a related internet search. 
Once identified, a range of practical inclusion criteria had to be fulfilled prior to assessing 
the psychometric properties of the applicable scales according to a standardised 
protocol.   
The practical inclusion criteria included the following: 
 The instrument must be able to be administered by generic primary care, 
prison and research staff that may not have had mental health or clinical 
training. 
 The instrument must be able to be administered orally by staff rather than self-
administered (due to low literacy levels among prisoners).  
 The instrument must be able to be administered without specialist training 
specific to the instrument, in line with the circumstances in which it would be 
administered upon ACCT assessment or prison reception. This is also a practical 
point with regard to the implementation of the research project. 
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 The instrument must NOT be specifically designed for administration AFTER a 
self-harm event (people at risk may or may not have actually carried out a self-
harm incident). 
 The instrument must be comprised of closed questions with a discrete 
response format to allow for objectively measured responses and consistency 
among respondents. This response format also allows for direct psychometric 
analysis of individual questions and their corresponding response format. 
 The instrument must be brief, in line with the circumstances in which it would 
be administered in a prison environment. Any instruments containing more 
than 50 individual questions were excluded as inappropriate. 
 The instrument must be available for use within the study. 
 
The psychometric criteria that were assessed included: 
 Has the instrument been used to directly screen for self-harm? 
 Is the instrument directly related to self-harm (or a self-harm correlate)? 
 Has the instrument been validated for an offender population? 
 Have the psychometric properties of the instrument been assessed? 
 
Each instrument was rated in terms of its practical application and psychometric 
properties and then a set of potential instruments was taken forward to an expert panel 
meeting (consisting of two psychometricians, two prison-based clinician researchers, a 
forensic psychologist, a psychological medicine and healthcare researcher, and a service 
user, all with relevant experience), in order to reach a consensus on the instruments to 
be used in the pilot study.  
Within the expert panel discussions, the same practical and psychometric criteria were 
applied to the instruments, along with any further practical information relating to 
prison policy or existing implementation processes. All comparative strengths and 
weaknesses of the instruments were considered. The aim was to select an array of scales 
from the potential set that might have moderately different focus, therefore 
maintaining a range of different screening criteria that could be tested. Where 
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unanimous consensus could not be reached, disagreements were resolved by majority 
vote among panel members. 
3.3 Scoping Results 
Once duplicates were removed, the initial search yielded 955 unique journal article 
records. Following the title and abstract screening, along with the grey literature and 
related internet search, 130 unique potential Self-harm or Suicide screening 
measurement instruments remained. Following the application of the practical and 
psychometric inclusion criteria, 13 potential screening instruments remained. The 
majority of the potential scales were removed due to inappropriate administration 
constraints (i.e. clinician-rated scales), or due to inappropriate or unspecific scale 
content (i.e. a scale specifically focused on anger or suicide rather than self-harm, 
without any self-harm component). Potential scales were also removed if they were only 
to be administered specifically after a self-harm event had occurred, if they were 
deemed to be too long, or if no further information could be found on the identified 
scales. 
The initial 13 potential screening instruments are summarised in Table 3.  
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Table 3. Summary of final set of candidate screening instruments 
 
 
Following the discussions of the expert panel, eight instruments remained. The 
instruments removed at this stage were the RDS, the FASM, the DSHI, the BDI and the 
HADS. The reasons for their removal at this stage are as follows: 
 The RDS is primarily a screening tool for mental health disorders, which was 
developed for use within the United States criminal justice system. This was 
discarded in favour of the PriSnQuest, which was developed to perform a similar 
role within the UK criminal justice system. 
 
 
Name of scale 
Short 
name 
Reference  
Designed to 
measure 
Beck Depression Inventory BDI (142) Depression 
Beck Hopelessness Scale BHS (117) Hopelessness 
Borderline Symptom List-23 BSL-23 (150) Symptoms of BPD 
Clinical Outcomes in Routine 
Evaluation System – Outcome 
Measure 
CORE-OM (151) 
Mental Health 
disorders 
Deliberate Self-Harm Inventory DSHI (25) 
Self-harm 
behaviours 
Depression, Anxiety & Stress Scale DASS-21 (152) 
Depression, Anxiety, 
Stress 
Functional Assessment of Self-
Mutilation 
FASM (64, 153) 
Self-harm 
behaviours 
Hospital Anxiety and Depression 
Scale 
HADS (154) Anxiety, Depression 
Patient Health Questionnaire PHQ-9 (149) Depression 
Prison Screening Questionnaire PriSnQuest (155) 
Mental Health 
disorders 
Self-harm Inventory SHI (39) 
Self-harm 
behaviours 
Suicide Concerns for Offenders in 
Prison Environment 
SCOPE (145) Suicide risk factors 
The Referral Decision Scale RDS (156) 
Mental Health 
disorders 
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 The HADS and BDI are both measures of depression, which is a correlate of self-
harm. These measures were left out in favour of the PHQ-9, which contains 
similar content but is a shorter scale which is already utilised within UK primary 
healthcare services. 
 The DSHI and the FASM are both measures relating to previous self-harm 
behaviours. These were left out in favour of the SHI, which covers similar content 
but has favourable psychometric properties. (157) 
 The eight remaining instruments (PriSnQuest, SHI, BSL-23, SCOPE, BHS, CORE-
OM, DASS-21, PHQ-9) went forward for use in the pilot study. The results of the 
scoping exercise are summarised in Figure 12. 
 
 
Figure 12. Summary of scoping process, from initial search to final instrument selection 
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3.4 Pilot Study Methods & Logistics of Process 
Following the identification of candidate screening instruments, a pilot study was 
undertaken in three prisons in Northern England which were collaborating with the 
Prison and Offender Research in Social Care and Health (PORSCH) network; the male 
institutions Prisons A & C,  along with the female institution (Prison B).  The pilot study 
was undertaken over six weeks to determine several operational aspects of the 
screening process: 
 The operational and safety requirements for introducing a screening procedure, 
identifying the most appropriate times, locations and implications for staffing 
(e.g. Prison Officers time for escorting prisoners).   
 Evaluating the face validity and acceptability of the chosen screening 
instruments to prisoners, to assess for problems in their application.   
 Discussions with ACCT assessors to see if they foresee, and/or have observed any 
problems in administration, reliability and validity of the chosen instruments.   
 Evaluation of the time taken to administer the questionnaire packs, and to gauge 
the opinion of the respondents regarding the burden of responding. 
 
Furthermore, the pilot study also served to provide a sample on which to test the follow-
up process, which additionally led to the provision of a self-harm incidence estimate for 
the follow-up period, which can then be utilised for cohort study power calculations. 
The information gained from the pilot study was to have a direct impact on the final set 
of instruments selected for inclusion in the cohort study. 
To limit the burden of the respondents in the pilot study, a block design with 12 
administration patterns was used, meaning that everyone taking part in the study was 
asked to respond to four of the eight instruments (Table 4). Everyone responded to the 
DASS-21 and the PHQ-9, along with two of the other six instruments.  
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Table 4. The block design of the pilot questionnaire packs that were administered 
PILOT Scale TOTAL 
Administration 
Pattern 
C
O
R
E-
O
M
 
P
ri
Sn
Q
u
es
t 
B
H
S 
B
SL
 
SH
I 
SC
O
P
E 
P
H
Q
-9
 
D
A
SS
-2
1
 
  
A 1 1 0 0 0 0 1 1 4 
B 0 1 1 0 0 0 1 1 4 
C 0 0 1 1 0 0 1 1 4 
D 0 0 0 1 1 0 1 1 4 
E 0 0 0 0 1 1 1 1 4 
F 1 0 0 0 0 1 1 1 4 
G 1 0 1 0 0 0 1 1 4 
H 0 1 0 1 0 0 1 1 4 
I 0 0 1 0 1 0 1 1 4 
J 0 0 0 1 0 1 1 1 4 
K 1 0 0 0 1 0 1 1 4 
L 0 1 0 0 0 1 1 1 4 
TOTAL 4 4 4 4 4 4 12 12   
 
3.4.1 Pilot Study Data Collection 
Within the prison system, any incidence of self-harm, or cause for concern that a 
prisoner may be at risk, triggers the opening of an ACCT Plan. A Unit Manager notifies 
the Assessor Team and arranges for an Assessor to interview the person at risk within 
24 hours. This interview identifies the risk and contributes to the first Case Review. It 
also presents an opportunity to introduce a standardised diagnostic test, which is 
currently not present, for the risk of (further) self-harm.  Thus, in the three prisons 
participating in the study, in all cases where an ACCT was opened, the prisoner was 
approached for inclusion into the pilot study, irrespective of their sentencing status 
(remand prisoners were also included). If the prisoner consented to inclusion in the 
study, the pilot questionnaire pack was administered within 72 hours of the opening of 
the ACCT, where it was safe and sensible to do so. Where it was deemed not safe or 
inappropriate, the prisoner was excluded from the study. The pilot study recruitment 
was undertaken over six weeks. All recruitment and data collection was carried out by 
an experienced on-site prison researcher in two of the prisons, and by members of 
prison psychology staff in the third prison. 
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It is acknowledged that this ACCT-based inception cohort were already a pre-selected 
group considered to be ‘at risk’ of self-harm. However, given the overall purpose of 
identifying suitable predictive screening instruments, rather than a prevalence study, 
together with the practicalities of administering a set of questionnaires within a prison 
institution, it was deemed unfeasible to screen all prisoners within the scope of this 
study. It should also be noted that recruitment was based only upon the index ACCT, 
and subsequent ACCTs by the same individual were discounted, as they were already 
within the follow-up cohort.  
Additionally, when carrying out a project intended to test the predictive properties of 
potential screening instruments, there is a further potential issue to be considered 
which may be viewed as a ‘risk paradox’. This paradox may present when an individual 
is identified as being at risk by one (or more) of the instruments that are being assessed. 
If risk is detected (especially in the case of self-harm risk), then generally something will 
be done in order to alleviate this risk in the individual. In turn, any element of risk 
reduction for a given individual may also reduce the probability of the final outcome 
occurring in the population of interest that was classed as ‘high risk’ by an instrument. 
This process may interfere with any attempts to establish the predictive validity of the 
instruments that are being assessed – the same instrument(s) that identified the risk in 
the first instance. Although it is acknowledged that this may remain an issue in this 
study, it is argued that this risk paradox is unlikely to have a major impact on the results, 
as all study participants are from the prison-ACCT population, and are therefore already 
classified as being at an increased risk of self-harm. 
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3.4.2 Pilot Study Follow-up Process 
Follow-up was carried out after a period of nine months from the date of questionnaire 
completion. Follow-up was carried out by checking the prisoner record on the National 
Offender Management Information System (NOMIS) prison computer record system. 
The follow-up data that were collected for each study participant included the following: 
 Whether the participant had self-harmed during the follow-up period 
 The number of self-harm events during the follow-up period 
 Dates, descriptions and severity coding of any self-harm events 
 The number of ACCTs opened during the follow-up period 
 The current prison status and location of the participant, along with 
corresponding dates of transfer or release 
 Whether the index ACCT event was opened due to an actual self-harm event 
Each study participant had a valid follow-up time of nine months if they were still within 
the prison system, or up to the point of their release from their index prison stay. 
Therefore, the valid follow-up time was variable. If a prisoner had transferred prisons 
within the follow-up period, all necessary follow-up data were still accessible via the 
Global Transfer Report on the NOMIS system. 
The information available on the NOMIS system was restricted by the quality of the data 
that were recorded within the database. The NOMIS system contains data that is 
entered and updated by prison staff, and the information available from an ACCT record 
or a ‘self-harm event alert’ is variable, depending on the extent of the information that 
was entered onto the system. 
3.5 Pilot Study Results 
There were 75 people recruited to the pilot study; 50 (66.7%) were male, and 22 (29.3%) 
were female, with three (4%) having missing gender data. The median age was 28 years, 
ranging from 18 to 62 years (IQR 23-39). Once the data collection routine had been 
established within each prison, there were no problems reported with the process or 
logistics of running the pilot study. 
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3.5.1 Pilot Study Cognitive Debrief 
The mean administration time of the questionnaire packs was 37 minutes (SD 11 
minutes), but the general consensus from the respondents is that they did not find the 
interview process burdensome or onerous. Based on participant feedback and the views 
of the expert panel, a final set of five instruments (from the original eight) were selected 
for use in the cohort study, and the instruments that were eliminated at this point were 
the BHS, the SCOPE and the DASS. The BHS was removed as the prisoner respondents 
found some of the questions confusing. It was also thought that a lot of the questions 
could be taken out of context when applied within a prison setting. The SCOPE was 
removed due to a confusing, inconsistent response structure, along with questions that 
were not applicable to a range of respondents. There were no specific problems found 
with the DASS, but it was eliminated in favour of the PHQ-9 and the CORE-OM, both of 
which covered similar content to the DASS, the former already widely used within UK 
Primary health care. 
3.5.2 Instruments Selected for Cohort Study 
As a result of the cognitive debrief and the discussions of the expert panel, the five 
instruments that were selected for the cohort study were the Borderline Symptom List-
23, the Clinical Outcomes in Routine Evaluation System – Outcome Measure, the Patient 
Health Questionnaire-9, the Prison Screening Questionnaire, and the Self-Harm 
Inventory.  
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3.5.2.1 Borderline Symptom List-23 (BSL-23) 
Please see Appendix A, Questionnaire 3 for a copy of the complete BSL-23 instrument. 
The BSL-23 (150) is the short-form version of the Borderline Symptom List, (158) which 
was developed to reduce patient burden and assessment time. The original Borderline 
Symptom List (now known as the BSL-95) was developed as a self-reported instrument 
to quantify typical borderline symptomatology. The full version of the BSL contains 95 
items across seven domains: ‘self-perception’, ‘affect regulation’, ‘self-destruction’, 
‘dysphoria’, ‘loneliness’, ‘intrusions’ and ‘hostility’. The items of the BSL-95 were derived 
from the criteria of the Diagnostic and Statistical Interview for Borderline Personality 
Disorder, the opinions of clinical experts and the opinions of borderline patients. The 
original BSL-95 was developed in Germany among six different samples, and the BSL-23 
development was based on a sample of 379 borderline patients, before being further 
validated in five different samples, including 659 borderline patients. (150) The internal 
consistency of the BSL-23 was high among all samples, with the Cronbach’s alpha value 
ranging from 0.935-0.969. The test-retest reliability of the BSL-23 (within one week) was 
also reported as being high (r = 0.82; p < 0.0001). (150)  
The items from the BSL-23 were based on the items from the BSL-95 that had the highest 
levels of sensitivity to change and the highest ability to discriminate borderline patients 
from other patient groups. (150, 158) It has 23 items, each with five response categories, 
scored 0-4. However, the original response categories suggested for the scale items did 
not pass the initial face-validity tests for the inclusion of the scales; therefore the 
response categories were adapted for use in the current study. 
The original response categories as suggested by the BSL-23 developers are shown in 
Table 5.  
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Table 5. Original response categories for BSL-23 items 
Response 
Code 
Response 
Wording 
0 Not at all 
1 A little 
2 Rather 
3 Much 
4 Very strong 
 
When applied to the items within the scale, the face validity (possibly due to translation 
issues) of these response categories was questioned by the expert panel (see Section 
3.2). The response categories were therefore amended to those displayed in Table 6. 
Table 6. Adapted response categories for BSL-23-F items 
Response 
Code 
Response Wording 
0 Not at all 
1 Only occasionally 
2 Sometimes 
3 Often 
4 Most or all the time 
 
It is acknowledged that these revised response category options may affect the 
properties of the scale. The revised response options reflect a frequency relating to the 
BSL statements, whereas the original response options were derived to reflect an 
intensity rating. In order to differentiate the revised BSL-23 from the original, the revised 
version will be referred to as the BSL-23-F, with the ‘F’ denoting the frequency element 
of the response category revision.   
The BSL-23 has 23 basic items, with an additional ‘overall personal state’ question, which 
is rated on a 0-100% scale. 
  
63 
 
It also has supplementary items for behaviour assessment. There are 11 of these on the 
original form, but three of these items were removed for the purposes of the study as 
they were deemed to be inappropriate for individuals in prison. The three that were 
removed were as follows: 
During the last week: 
“I got drunk” 
“I took drugs” 
“I displayed high risk behaviour by knowingly driving too fast, running around on the 
roofs of high buildings, balancing on bridges etc.” 
The supplementary behavioural items were scored as in Table 7 (during the last week). 
Table 7. Response categories for BSL-23-Supplement items 
Response 
Code 
Response Wording 
0 Not at all 
1 Once 
2 2-3 times 
3 4-6 times 
4 Daily or more often 
 
3.5.2.2 Clinical Outcomes in Routine Evaluation System – Outcome Measure (CORE-OM) 
Please see Appendix A, Questionnaire 1 for a copy of the complete CORE-OM 
instrument. 
The CORE-OM is a 34-item generic measure of psychological distress with a maximum 
total score of 136, with each individual item scored 0-4 on the same response category 
structure. (151) The items cover the four domains of subjective well-being (four items), 
problems/symptoms (12 items), life functioning (12 items), and risk (to self and to 
others; six items). The CORE-OM was developed in the UK and it has been validated on 
non-clinical (n=1106) and clinical (n=890) samples. The internal consistency (Cronbach’s 
alpha) ranges from 0.75 – 0.9 among the different domains, and is reported as 0.94 
among both clinical and non-clinical samples for the complete item set. Test-retest 
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correlations are reported as 0.9 for the complete item set, and 0.87-0.88 among the 
individual domains, except the Risk domain which delivered a lower correlation value of 
0.64. It is, however, argued that this lower correlation is unsurprising given the 
situational and reactive nature of the items within this domain. (159) 
Within the analysis, the mean item score was generated where less than 10% of items 
were missing, i.e. at least 31/34 items completed, as per the scale scoring instructions. 
The CORE-OM comprises four domains, for which the mean item score was generated 
where there was no more than one item missing within each domain. The non-risk items 
also form a 28 item subscale, in which the mean item score was generated where less 
than 10% items were missing i.e. at least 26/28 items were completed. 
3.5.2.3 Patient Health Questionnaire-9 (PHQ-9) 
Please see Appendix A, Questionnaire 5 for a copy of the complete PHQ-9 instrument. 
The PHQ-9 is a nine-item depression scale with 0-3 rating available for each item, 
resulting in a maximum total score of 27. (149) The items consist of the nine criteria 
upon which diagnosis of depressive disorders is based, according to the Diagnostic and 
Statistical Manual of Mental Disorders, 4th Edition (DSM-IV).  The PHQ-9 was originally 
developed in the United States for use in primary care, and among this primary care 
sample (N=3000) the internal consistency (Cronbach’s alpha) was 0.89, and the test-
retest reliability was reported as ‘excellent’ (r=0.84). (149) 
Depression severity with the PHQ-9 is graded as: 0-4 = minimal; 5-9 = mild; 10-14 = 
moderate; 15-19 = moderately severe; 20-27 = severe. (149) 
Within the analysis, a total score was generated where at least eight out of the nine 
items were completed, in which the mean item score is imputed for a missing item.  Also, 
the first two items of the PHQ-9 form an initial assessment (known as the PHQ-2), (160) 
which has a maximum total score of six. The PHQ-2 total score was generated where a 
response to both items was available. 
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3.5.2.4 Prison Screening Questionnaire (PriSnQuest) 
Please see Appendix A, Questionnaire 2 for a copy of the complete PriSnQuest 
instrument. 
The PriSnQuest is an eight-item instrument with a maximum total score of eight. (155) 
The PriSnQuest was developed in the UK, building on the development of the Referral 
Decision Scale (RDS) in the United States. It was developed to screen for mental health 
problems within the UK criminal justice system. The internal consistency and test-retest 
reliability of the PriSnQuest have not been reported  
Within the analysis, the total score was generated where at least seven out of the eight 
items were completed, in which the mean item score was imputed for a missing item.   
3.5.2.5 Self-Harm Inventory (SHI) 
Please see Appendix A, Questionnaire 4 for a copy of the complete SHI instrument. 
The SHI is a 22-item questionnaire with a dichotomous response format, resulting in a 
maximum total score of 22. (39) The items all relate to previous engagement in different 
self-harm behaviours, and as such, the scale screens for the lifetime prevalence of these 
behaviours. The scale was initially developed in the United States, among samples taken 
from mental health and non-mental health settings, as a way of linking self-harm 
behaviours to a diagnosis of borderline personality disorder. The internal consistency 
was not reported in the initial development work, but it has subsequently been reported 
as between 0.8-0.9. (161-163) Additionally, the SHI has been shown to satisfy the 
requirements of Rasch scaling assumptions among a non-clinical sample. (157) 
For the analysis, a total score was generated where less than 10% of items were missing 
i.e. at least 20/22 items completed.  The SHI has demonstrated accuracy in diagnosis of 
borderline personality disorder (BPD) of 84% at a cut off score of five. (39) 
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3.5.3 Pilot Study Follow-up 
At follow-up, 25 (33.3%) of the prisoners were still housed in the original prison, 28 
(37.3%) had been released, 20 (26.7%) had been transferred, and the status of two of 
them (2.7%) was not known (Table 8).  
The mean valid follow-up time was 172 days (SD 100 days). During the follow-up period, 
30 (40%) prisoners had carried out at least one self-harm event (Table 9). However, the 
rate of self-harm varied by prison (Table 10). The number of self-harm events carried 
out by each individual during follow-up are summarised in Figure 13. 
Of those that self-harmed, the median time to the first self-harm event (after the 
administration of the questionnaires) was 45 days. Importantly, there was only one 
incidence where the first self-harm event was beyond six months (see Figure 14), and 
the rate of self-harm did not increase substantially as the follow-up time increased 
(Table 11).  Table 11 also shows the cumulative self-harm rate and the number of 
prisoners lost to full follow up via release and transfer for various follow up periods.  
Pilot data suggests a loss to follow up rate of 18.7% at 6 months (11 transferred without 
data available after transfer and three were missing all follow-up data) and 22.6% at 9 
months (14 transferred without data available after transfer and three were missing all 
follow up data). 
Table 8. Status of prisoner at follow-up 
Follow-up status N (%) 
Still in original prison 25 (33.3%) 
Released 28 (37.3%) 
Transferred 20 (26.7%) 
Missing status at follow-up 2 (2.7%) 
Total 75 (100%) 
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Table 9. Summary statistics for follow-up time, and time to first self-harm event 
  
Follow-up time 
(in days) 
Time to first self-
harm event (days) 
Study population       
Valid N   72 30 
Missing N   3 45 
Number of days       
Mean 171.65 64.8 
Median 216.5 45 
Range (min, max) 306 (1, 307) 233 (1,234) 
Percentile 25 73.25 18.75 
50 216.5 45 
75 253 106.75 
 
 
 
Figure 13. The amount of self-harm events carried out by each individual during 
follow-up, presented as a percentage of the full pilot sample (n=75) 
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Figure 14. Time to incidence of first self-harm event during pilot study follow-up 
 
Table 10. Self-harm rate by prison 
*95% CI for overall self-harm rate: (28.9%, 51.1%) 
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Number of self-harm incidents
Cumulative number of self-harm incidents
  Prison 
Self-harm 
A 
N (%) 
B 
N (%) 
C 
N (%) 
Total 
N (%) 
No 10 (47.6%) 8 (34.8%) 24 (77.4%) 42 (56.0%) 
Yes 11 (52.4%) 12 (52.2%) 7 (22.6%) 30 (40.0%)* 
Missing 0 (0.0%) 3 (13.0%) 0 (0.0%) 3 (4.0%) 
Total 21 (100%) 23 (100%) 31 (100%) 75 (100%) 
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Table 11. Cumulative self-harm rate and loss to follow-up rate due to release and 
transfer by follow-up time point 
Follow up 
to: 
Self-Harm rate  
N (%) 
Released or 
Transferred with no 
further follow up  
N (%) 
Loss to follow up – 
Transferred with no 
further follow up*  
N (%) 
5 months 28 (37.3%) 28 (37.3%) 13 (17.3%) 
6 months 29 (38.7%) 31 (41.3%) 14 (18.7%) 
7 months 29 (38.7%) 36 (48.0%) 16 (21.3%) 
8 months 30 (40.0%) 39 (52.0%) 17 (22.6%) 
9 months 30 (40.0%) 42 (56.0%) 17 (22.6%) 
 *Includes the additional 3 prisoners missing all follow up data 
 
3.6 Implications for Cohort Study 
3.6.1 Process 
The pilot study was designed to inform the cohort study, and a number of implications 
were forthcoming. Firstly, the data collection process and study logistics worked well, 
so it was agreed amongst the study team that the process for the main cohort study 
would remain largely unchanged. However, researchers reported difficulty in trying to 
conduct all interviews within 72 hours of the index ACCT being opened; therefore some 
potential recruits were missed during the pilot study. This was due to two reasons, the 
first of which was the logistics of the researcher actually being able to contact the 
prisoner within this timeframe. The second reason was the unstable, unsafe or 
vulnerable state of some prisoners within the first 72 hours of the ACCT being opened, 
which precluded them being approached for inclusion. To address this situation, the 
timeframe was changed from ‘72 hours of the ACCT being opened’, to ‘within two weeks 
of a prisoner being on an active ACCT’. This was done in order to maximise study 
recruitment, and it would also allow for the potential inclusion of people who are on a 
long-term ACCT (some ACCTs never get closed). 
Additionally, due to the results of the time to first self-harm event witnessed in the pilot 
study, the active follow-up period in the cohort study was reduced from nine to six 
months. Decreasing the follow-up time maximises potential recruitment time for the 
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study, whilst maintaining the opportunity to capture the vast majority of self-harm 
events (of those who self-harmed within the pilot study, 29/30 (96.7%) self-harmed 
within six months of the interview). 
3.6.2 Initial Sample Size 
The original protocol sample size required approximately 1400 prisoners to be recruited 
into the study. These would all be administered a small set of questionnaires in an 
overlapping block design. It was originally anticipated that a total of four screening 
instruments would be administered, and that each prisoner that consented to take part 
in the study would only respond to two screening instruments, in order to minimise the 
responder burden. Therefore, a scale administration block design was utilised, in which 
there were six combinations of two-scale administrations (see Table 12). 
The initial sample size was primarily determined by the need to compare the Area under 
the Curve (AUC) between each pair of self-harm screening instruments. A secondary 
requirement was to achieve the relevant degree of precision required by the 
psychometric analysis (Mokken and Rasch Analysis). 
A previous prison audit revealed that approximately 20% of inmates are assigned an 
ACCT in any given year.  Other work has shown that up to a quarter of females could 
self-harm during their current prison term. (33, 164) Thus, assuming a 20% prevalence 
rate for self-harm, it was estimated that a sample of 405 prisoners would be required to 
achieve 80% power to detect a difference of 0.1 between a diagnostic test with a 
receiver operating characteristic (ROC) area under the curve (AUC) of 0.8 and another 
diagnostic test with an AUC of 0.9, using a two-sided z-test with a 5% significance level. 
This calculation was based on discrete (rating scale) responses, and assumed: similar 
levels of variation for responses in prisoners with and without self-harm for both 
diagnostic tests (i.e. the ratio of the standard deviation of responses of prisoners with 
self-harm to those without was 1.0 for both diagnostic tests); and a correlation between 
the two diagnostic tests for both the prisoners with and without self-harm of 0.6 [PASS 
2008 (NCSS, LLC, Kaysville, UT, USA)]. 
Given that an ACCT is an indicator in itself of potential risk for self-harm, it was thought 
that the self-harm prevalence in this group may be substantially higher than the 
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general estimated level of 20%. As such, the above quoted sample size of 405 would 
then have sufficient power to detect smaller differences between the AUC of any two 
diagnostic tests.  Consequently, for the comparison of each pair of instruments, a 
sample size of 405 was required. Given the original block design of six two-instrument 
combinations, a sample of 840 would provide 420 prisoners who could be compared 
on any pair of screening instruments (Table 12). With a degree of uncertainty 
surrounding the follow-up rate that would be achieved, a conservative estimate led to 
deliberate over-sampling of approximately 70%, meaning that the initial aim was to 
assess approximately 1400 prisoners. This would allow for recruitment of 840 
participants with sufficient follow-up information available for a reliable AUC analysis.  
Table 12. Two-scale combinations and administration numbers 
Two-instrument combinations 
Combination Instrument 1 Instrument 2 n 
1 A B 140 
2 A C 140 
3 A D 140 
4 B C 140 
5 B D 140 
6 C D 140 
  Total n 840 
n of Scale A completed 420 
n of Scale B completed 420 
n of Scale C completed 420 
n of Scale D completed 420 
 
For the Rasch analysis that will be carried out, sample size is primarily concerned with 
the degree of precision of the item calibrations for any given scale.  A sample size of 400 
respondents for any given instrument would estimate the item difficulty calibrations to 
within ± 0.3 logits, with a significance level of 0.01. This is the minimum practical level 
of stability expected for most variables. (165) 
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3.6.3 Sample Size Re-estimates 
The pilot study brought about several changes to the protocol, including the estimated 
sample size required for the study.  
As shown in Table 11 and Figure 14 the rate of self-harm did not increase substantially 
as the follow-up time increased beyond six months, suggesting that follow-up time could 
be restricted to a six month period in order to maximize the recruitment period in the 
cohort study. 
The original sample size was inflated by approximately 70% to allow for a final sample 
with sufficient follow-up time for a reliable AUC analysis.  However, after further 
consideration it was agreed that as the focus of the study was self-harm during the 
follow-up period post-ACCT or the time to release (whichever was sooner), prisoners 
who were released prior to the end of the follow-up period would not be considered 
lost to follow-up, assuming that full data would be available for them during their time 
in prison post ACCT. A prisoner would therefore only be considered lost to follow-up if 
they were transferred prior to the end of the follow-up period with no available 
information after their transfer date, or if no follow-up data are available at all.  Given 
the loss to follow-up rates observed in the pilot study (Table 11) in which a loss to follow-
up rate of 18.7% was observed at six months and 22.6% at nine months, it was agreed 
that a loss to follow-up rate of 20% at six months could be assumed for the cohort study. 
The original sample size estimates assumed a self-harm rate of 20%. However, the 
overall self-harm rate observed during the pilot study was 40% with an overall 95% 
confidence interval of 28.9% to 51.1%. The proportion of prisoners recruited from each 
prison in the cohort study is expected to be similar to that in the pilot. However, 
considerably lower rates were observed in Prison C compared to prisons A and B.  It was 
also planned that the follow-up period in the cohort study would reduce from nine to 
six months.  Thus, when considering the sample size re-estimates, an expected self-harm 
rate of approximately 30% was considered appropriate, based on the lower limit of the 
95% confidence interval in order to limit the deviation from the prior assumption of 20%.  
Given the results of the pilot study, the sample size for the AUC analysis was re-
estimated assuming a self-harm prevalence rate of 30% and loss to follow-up rate of 
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20% at six months. These estimates provided a sample size of 359 prisoners to provide 
80% power to detect a difference of 0.1 between the AUC for two diagnostic tests at the 
5% significance level.  Similarly, 475 prisoners would provide 90% power to detect such 
a difference (Table 13). As per the original sample size assumptions it was assumed that: 
the detection of a difference of 0.1 between the AUC for two diagnostic tests would 
involve one test with an AUC of 0.8 and the other with an AUC of 0.9; similar levels of 
variation for responses in prisoners with and without self-harm for both diagnostic tests 
(i.e. the ratio of the standard deviation of responses of prisoners with self-harm to those 
without was 1.0 for both diagnostic tests); and that the correlation between the two 
diagnostic tests for both the prisoners with and without self-harm was 0.6. 
Table 13. Sample size requirements for AUC analysis under levels of power 
Self-harm prevalence 30% 30% 
Power 80% 90% 
N - Sample size (number who Self-Harm) 287(86) 380 (114) 
N - Sample size accounting for 20% loss to follow 
up (number who Self-Harm) 
359 (108) 475 (143) 
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3.7 Summary of Pilot Study and Implications for Cohort Study 
The pilot study showed that it was possible to administer a set of screening instruments 
in a prison setting. It also showed that the prisoners themselves were happy to spend 
time in an interview setting, and were able to answer questions from a broad range of 
instruments. Approximately 60% of the pilot study participants were still within the 
prison system at the time of follow-up, and the loss to follow-up rate at nine months 
was found to be 22.6%. The self-harm rate was found to be 40%, with the vast majority 
of these events occurring within six months of the baseline interview.  
Given these findings, the block randomisation of instruments was abandoned, and all 
prisoners were to be administered all of the chosen instruments at the same time, built 
into a single questionnaire pack (Appendix A). Using a conservative rate of 30% for self-
harm and a six month follow-up period with a 20% loss to follow-up rate, it was 
calculated that 359-475 cases would be sufficient to give 80%-90% power, respectively, 
for the AUC analysis. This sample size would also, as before, be sufficient for the Rasch 
analysis. The same prisons involved with the pilot study would be used for the cohort 
study.     
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4 Methods 
There are a number of different methodologies used within this thesis, and this chapter 
provides a description of each of the relevant methodologies. Firstly, the cohort study is 
described in terms of the setting and participants, including the data collection process. 
An introduction to measurement and psychometrics is provided, including information 
regarding the confirmatory factor analysis (CFA) and Mokken scaling methodologies, 
and a more detailed description of Rasch analysis, which was the predominant 
methodology utilised for the purpose of instrument validation. The methodologies 
involved in ascribing the predictive validity of each instrument are then described, along 
with the process used to identify individually predictive items, and how these may be 
combined into a predictive item set using a logistic regression. Finally, an introduction 
to structural equation modelling (SEM) is provided, which is a methodology that can be 
used to explore the complex interaction between traits (variables), in terms of the causal 
pathway to the final outcome of whether or not self-harm occurred. 
4.1 Cohort Study Protocol 
4.1.1 Process 
The process for the cohort study was the same as in the pilot study, as described in 
Section 3.4, with the changes described in Sections 3.6 and 3.7. 
Briefly, all prisoners who have an ACCT opened were approached to participate in the 
study. After being given a study information sheet (Appendix B) to consider, all potential 
participants were asked to provide written, informed consent to take part in the study 
(Appendix C). Although prisoners were recruited in their prison setting there was, in 
practice, a variable amount of time available for considering the study information 
sheet. Following consent, each participant was administered a questionnaire pack 
featuring five standardised instruments and a range of other sociodemographic and 
sentencing information which was thought relevant to the study (Appendix A). All 
questions were read aloud by one of the research team, and responses were directly 
recorded in the questionnaire pack by the researcher.    
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Follow-up was carried out by checking the prisoner record on the National Offender 
Management Information System (NOMIS) prison computer record system, to primarily 
determine whether the participant had self-harmed during the follow-up period.  Each 
study participant had a valid follow-up time of six months if they were still within the 
prison system, or up to the point of their release from their index prison stay.  
In an unanticipated change from the pilot study, the follow-up process was forcibly 
amended following a change to the prison NOMIS computer system. In the time period 
between the pilot study follow-up being carried out and the cohort study follow-up 
being carried out, a nationwide system change of the NOMIS computer system was 
implemented, with the result being that the Global Transfer Report was no longer 
available. 
During the pilot study follow-up, if a prisoner was still housed within the original 
institution, or had been released, then the required follow-up information was available 
on the NOMIS system. If a prisoner was still within the prison system but had been 
transferred to a different establishment, the required follow-up information was 
available from the Global Transfer Report section of the NOMIS system. As the Global 
Transfer Report had been removed from the NOMIS system for the cohort study follow-
up, the required follow-up information was no longer directly available for the 
transferred prisoners. 
An amended protocol was therefore implemented to obtain the required follow-up 
information for transferred prisoners. The amended protocol involved the identification 
of the establishment to where the prisoner had been transferred, and then making 
direct contact with the relevant establishment to obtain the required follow-up 
information. This approach required the cooperation of the prison governors in the 
study institutions to provide a letter of reference for the prison-based researchers. It 
also required the cooperation and goodwill of prison staff within the institutions where 
transferred study participants were housed at the time of follow-up. 
This unforeseen amendment made the follow-up process more difficult and time 
consuming, although the relevant follow-up information was still eventually obtained 
for the vast majority of cases.  
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4.1.2 Ethics 
Ethical approval was granted by the National Research Ethics Committee, the Ministry 
of Justice, with local approval from each local NHS R&D office. The University of Leeds 
was the sponsor for the study. The Project Steering Committee consisted of the Chief 
Investigator, an independent chair, and an independent member.  The Study 
Management Group (SMG) consisted of the Chief Investigator, co-applicants, research 
staff, and a service-user representative. 
 
  
78 
 
4.2 Measurement and Psychometrics 
Measurement is an imperative feature of scientific research, and it is therefore 
important that variables and outcomes are quantified in the most appropriate manner. 
Some things, such as distance and mass, can be measured directly using calibrated 
measuring instruments. Other things, however, cannot be measured directly, and we 
are therefore reliant on observing certain manifestations of these traits in order to 
quantify them. These are known as latent traits, and they are commonplace in 
healthcare research, with examples including depression, anxiety, pain, independence 
and function. 
The basic idea with any measurement is to place a person upon a continuum of 
whatever is being measured. In this way, the level of a trait that a person exhibits can 
be quantified and persons can be compared upon the continuum. This is depicted 
simply in Figure 15, where the trait in question ranges from a low level through to a 
high level, although this may be reversed depending upon the nature of the scale and 
the scoring direction. 
 
Figure 15. A measurement continuum 
 
When traits can be measured directly (as in the physical sciences) using calibrated 
measuring instruments, all measures are taken in standardised units (e.g. centimetres, 
Newtons, degrees Celsius etc.) on either an interval or a ratio scale. Interval and ratio 
scales are equivalent in terms of the standardisation of the fixed unit, but they differ in 
that a ratio scale always has an implied absolute zero point (e.g. centimetres), whereas 
an interval scale has an arbitrary zero value, which is applied as a matter of convention 
or convenience (e.g. degrees Celsius). (166) With regard to the fixed unit, this means 
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that the ‘distance’ between two consecutive unit points on the scale is always uniform 
and consistent across the entire range of the scale. Where latent traits are concerned, 
score values (from questionnaires or patient reported outcome measures, for example) 
are assigned to represent the magnitude of the trait that is present within a person, but 
the measurement units from these scales are not (by their nature) standardised. This 
means that the raw scores from these types of observations are, at best, only ever 
ordinal in nature, and that the ‘distance’ between two consecutive unit points on a scale 
is not uniform and consistent across the entire range of the scale. Figure 16 can be seen 
to depict representations of an ordinal scale and an interval scale (or a ratio scale, if the 
zero is absolute, as it would be here) on opposing sides of the ruler, where the difference 
between the measurement units can be observed. 
 
Figure 16. Difference between ordinal and interval scaling properties (provided 
courtesy of A. Tennant) 
 
Additionally, where measures of latent traits are concerned, there are a series of 
underlying assumptions that should be tested to ascertain whether the rating scale 
measure is actually functioning as is intended. The study of these methods for measuring 
latent  (psychological and non-psychological) variables is known as psychometrics, and 
the purpose of a psychometric analysis is to determine whether a rating scale is 
functioning correctly; therefore establishing the extent to which a quantitative 
conceptualisation of a trait has been successfully operationalised (167, 168). 
The cohort study incorporated five standardised questionnaires into a single 
questionnaire pack, along with other socio-demographic and sentencing information 
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which was thought to be relevant, and the primary aim of the study was to see if any of 
the selected extant questionnaires are predictive of self-harm over a six-month time 
period. All of these pre-existing questionnaires have been developed to measure a 
particular thing, but none were specifically designed to predict future self-harm events. 
Nevertheless, a critical element of the measurement process is to determine whether 
the selected scales are operating properly within the reference frame of the study, 
specifically the on-ACCT prison population from which the sample was derived. A 
psychometric analysis will determine whether these questionnaires hold certain 
properties which are consistent with quality measurement, and test whether it is valid 
to sum the scale items into a total score that represents the latent trait under 
consideration. These desirable psychometric properties qualities include reliability 
(whether it measures consistently), validity (whether it measures what it intends to 
measure), and unidimensionality (whether it measures a single construct) and these are 
described more fully elsewhere (168-170).    
The field of psychometrics is broadly partitioned into two areas: traditional 
psychometrics, which concerns classical test theory (CTT); and modern test theory 
(MTT), which concerns the more modern and advanced psychometrics methodologies 
of item response theory (IRT) and Rasch measurement theory (RMT).   
4.2.1 Classical Test Theory 
Classical test theory was largely developed through the work of Charles Spearman at the 
turn of the 20th century, (171) and the concept is based around the notion that a 
person’s observed score on a set of items is made up of their ‘true score’ plus an error 
value. This is represented by the following formula: 
O = T + E 
Where O represents the observed score, T represents the true (real) score of the 
individual, and E represents the (measurement) error. The score that is observed is 
therefore is mixture of relevant information and error. (172) The premise is that a set of 
items can be summed without any weighting or standardisation to produce a total score, 
(173) and this forms the basis of well-known psychometric methodologies such as factor 
analysis. (172) Classical test theory remains popular due to its familiarity and 
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accessibility among prominent statistics packages, (172) and it is recognised that it 
provides a useful model that has served scale developers for many years. (168, 174) 
However, CTT also has a number of limitations. (168, 172) Perhaps the most important 
of these limitations is that the actual values of the true score (T) and the error score (E) 
cannot be determined, and therefore the assumptions underpinning the theory cannot 
be tested. (168) A further limitation is that the scores used within CTT analyses are 
treated as interval measures when they are, at best, only ordinal counts. (168, 172) 
Additionally, properties of CTT-derived items and scales are sample-dependent, results 
obtained for samples are scale-dependent, and the standard error of measurement for 
a person on a scale is assumed to be a constant value, regardless of that person’s score 
on the scale. (168) Although the methodology is widely used, it has been recognised that 
as the theory of CTT cannot be verified in data; therefore the analysis of total scores as 
true measurements is problematic. (168) 
4.2.2 Modern Test Theory 
The origins of modern test theory (MTT) are based on the work of Louis Thurstone, (175) 
who was the first person to attempt to apply a strong theoretical and mathematical basis 
to rating scales. (168) Thurstone recognised key attributes that should hold when 
measuring latent variables, and these requirements included: 
 Rating scale items should define a continuum and should be located across the 
continuum as markers of different levels of the construct of interest 
 Rating scales should only measure one clearly defined single aspect 
 Rating scales should measure that entity on an equal-interval (interval level) 
scale 
 The scale should transcend the group measured, in that the scale estimates 
should not be sample-dependent, and the sample estimates should not be 
scale dependent 
(168, 175) 
These principles form the foundations of modern test theory, and these are distinctly 
different from the basis of CTT. Whereas CTT applies successive integers to successive 
rating scores and treats them as interval measurement, in MTT (both IRT and RMT) some 
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modifications are applied to this process. (176) In MTT, the focus is shifted to the 
relationship between a person’s unobservable measurement on an underlying 
continuum, and that person’s probability of responding to a specific response category 
within a rating scale. (168) Within this framework, the focus is shifted from the total 
scale score level (as in CTT), to the item score level. The main differences from CTT are 
that the models used in MTT are probabilistic in nature, response categories are not 
assumed to be the same size, and the number of response categories is explicitly finite. 
(176) Because of these differences, the assumptions of the underlying models can be 
formally tested, thus forming a stronger basis for measurement. 
However, within modern test theory, there is still a further separation into item 
response theory (IRT) and Rasch measurement theory (RMT). Although these two 
approaches share the similarities outlined above, they also diverge around a key 
epistemological point. These two paradigms have been termed as experimental 
measurement (RMT) and statistical modelling (IRT) as these terms characterise the key 
feature of the analysis approach. (176, 177) Within the statistical modelling paradigm 
(where IRT sits), the process involves selecting a model which best represents the 
observed data, and the justification for the model selection is the empirical evidence of 
its suitability to the observed data. (176, 178) Within the experimental measurement 
paradigm (where RMT sits), the emphasis is placed on the primacy of the mathematical 
model, where the observed data are analysed to check whether they meet a priori 
specifications. (168, 176) This approach is taken not because it describes any particular 
set of data, but because the inherent properties of the (Rasch) models provide the 
optimum criterion for fundamental measurement, thus allowing for invariant 
comparisons within a specified frame of reference. (168, 176) 
A further complication between IRT and RMT is that the Rasch model is mathematically 
equivalent to the one-parameter logistic model that is used within IRT, so the Rasch 
model is often viewed as a special case within the IRT field. Although this equivalence 
exists, the fundamental difference between IRT and RMT is the approach to the research 
agenda. (168, 177) 
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Measures of latent variables that are provided by rating scales or questionnaires 
normally produce ordinal scaled scores, where respondents are ranked in order of 
magnitude of the construct being measured. However, where data are shown to satisfy 
the requirements of the Rasch measurement model (179), a distinct advantage is that 
these scale scores can then be transformed into interval scaled measurement where 
increments in score are of equal units (179, 180). Determining if this is the case, the 
process of Rasch analysis tests if data accord with model expectations, and provide 
further diagnostics as to the issues that may attributed to an item. Thus, Rasch 
measurement theory offers detailed diagnostic information on the way that scales work, 
and provides a unified framework to perform the inclusive analysis.  
Consequently, for all candidate screening instruments going forward into the cohort 
study, elements of both classical and modern test characteristics are reported. These 
include an assessment of unidimensionality through a Confirmatory Factor Analysis 
(CFA); an assessment of ordinal scaling through a Mokken analysis, and an assessment 
of interval scaling and other associated properties through Rasch analysis. 
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4.3 Confirmatory Factor Analysis (CFA) 
A fundamental assumption of test theory is that a set of items should measure just one 
attribute or dimension; else the score is not interpretable. (170, 181, 182). This 
unidimensionality is an assumption where a set of items are to be summated to provide 
a total score. As the name would suggest, confirmatory factor analysis (CFA) is a 
confirmatory procedure which makes it possible to test whether the hypothesized factor 
structure of a questionnaire (based either on empirical data or on theory) is supported 
by actual data. (183) Confirmatory factor analysis may be in the form of a single set of 
items (questions) which purport to measure a single domain, or it may seek to confirm 
that a larger set of items map onto a specific number of pre-specified domains. 
Consequently, analysis of the dimensional structure of the candidate screening tools 
which were chosen for the current study represents the foundation of the psychometric 
analysis, as all further stages have the assumption of unidimensionality.  CFA is 
undertaken with the MPlus package (184), and is based upon a polychoric correlation 
matrix for polytomous variables, and a tetrachoric correlation matrix for dichotomous 
variables. The polychoric and tetrachoric correlation coefficients are a measure of 
association for ordinal variables, which rest upon an assumption of an underlying joint 
continuous distribution. These correlation matrices therefore provide the most 
appropriate basis of carrying out a CFA upon an ordinal item set, as the basis of any 
other CFA assumes that scale scores represent interval level (parametric) data. 
While a strict CFA interpretation would require uncorrelated errors between scale items, 
it is quite common in health-related scales (e.g. depression) to find items which are 
linked in some fashion such that errors should be correlated. Although this would be 
indicative of a certain dependency between items, sometimes this reflects certain 
nuances of a construct that may still be important for clinical decision making. Although 
these items may breach the assumption of local independence, simply discarding these 
items is not always appropriate due to the clinically relevant information that they 
contain. The correlation of errors will therefore be allowed within the CFA, as this takes 
account of any between-item dependency which may be present. 
85 
 
Several fit statistics will be used to determine if the CFA is satisfactory. The primary 
measure is the Chi-square statistic where a non-significant value indicates that the data 
conform to expectations. (185) Supplementary fit statistics include the Root Mean 
Square Error of Approximation (RMSEA) where a value of <0.08 would be considered 
sufficient. A Tucker-Lewis Index (TLI) and Comparative Fit index (CFI) value of >0.95 
would also support the proposed data structure.    
Given these fit parameters, scales can be graded as summarised in Table 14, indicating 
the degree of support for unidimensionality: 
Table 14. CFA fit parameter guidelines 
Quality of Support Chi-Square RMSEA TLI CFI 
Strong >0.05 <0.08 ≥0.95 ≥0.95 
Medium >0.01 <0.08 ≥0.90 ≥0.90 
Weak <0.01 <0.08 ≥0.90 ≥0.90 
 
If a scale provides sufficient evidence of conforming to a CFA, this suggests that the items 
are unidimensional to a degree, and therefore that it is a valid procedure to obtain a 
total score from the set of items within the scale. Although this does not confirm any 
particular level of measurement, it does provide a basis for the validity of any cut points 
which are stated for the relevant scales.  
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4.4 Mokken Scaling 
Mokken scale analysis is used for scaling items and measuring respondents on an ordinal 
scale. (186, 187) It is a nonparametric probabilistic version of Guttman scaling (188), and 
it is used similarly to other techniques for data reduction that allow for the 
unidimensional measurement of latent variables.  Building on the basis of the CFA, the 
stochastic cumulative scaling model offered by this approach is ideally suited when the 
intention is to score an underlying latent trait by simple addition of the item response 
values. (189) It has been shown to have a number of advantages over some other 
measurement models; for example, it includes an item parameter that shows how items 
differ in their distribution, it is probabilistic rather than deterministic, and it can be 
applied in situations in which latent variables must be operationalized with only a small 
number of indicators. (190) 
The process has a number of assumptions which are to be found in most non-parametric 
and parametric (e.g. Rasch model) Item Response Theory (IRT) Models. These are 
unidimensionality, local dependence and monotonicity (the probability of affirming an 
item increases as the underlying level of the construct increases). As with Guttman 
scaling, model violation is crucial to interpretation, and this revolves around the relative 
responses upon items (e.g.  If a>b and b>c, then it always follows that a>c) and the 
difference between what is expected within the model, and what is observed within the 
data. The scalability of the scale is measured by Loevinger's coefficient H, which 
compares the actual Guttman errors to the expected number of errors if the items would 
be unrelated. (191) In practice this reflects the amount of discrimination of an item 
where, for example, very low values of H would indicate poor discrimination (a flat item 
response function). Consequently, many computer programmes adopt a minimum 
requirement of H > 0.3 for item selection.  The MSP module (192) of STATA 13 (193) was 
used to carry out the Mokken analysis, and the interpretation of levels of scaling based 
upon H values are reported in Table 15.  
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Table 15. Interpretation of Loevinger’s H values 
Hij Value Interpretation 
< 0.3 poor/no scalability 
0.3-0.4 useful but weak scalability 
0.4-0.5 medium scalability 
>0.5 good scalability 
 
As with the CFA, the use of Mokken scaling in the current study is designed to provide 
information to support the summation of a set of items to provide an ordinal scale, thus 
validating any associated cut points. As it has the assumption of unidimensionality, this 
analysis follows the CFA of the candidate scales.  
Given the double monotone homogeneity of the procedure, which orders both persons 
and items, it can also be considered a prelude to Rasch analysis, in that failure to satisfy 
Mokken scaling criteria would indicate that it would be unlikely to satisfy Rasch model 
assumptions. Alternatively, if a Rasch analysis were carried out first, then Mokken 
scaling may be seen as an appropriate model to use if the item set does not conform to 
the strict requirements of a Rasch model. This would determine whether the item set 
was unidimensional and ordinal, but failed to satisfy the assumptions necessary to 
obtain interval level measurement.    
Despite Mokken scaling generally being seen as a useful process, some concerns have 
been expressed about its merits.  It has been argued that Loevinger’s H is not a measure 
of monotone homogeneity, and that it is not sample independent. (194) In practice, 
these two aspects are satisfied by only the Rasch model. 
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4.5 Rasch Analysis 
While Mokken scaling offers a test to see if a set of items form an ordinal scale, fit of the 
data to the Rasch measurement model tests to see if the data satisfy the requirements 
of a quantitative structure, so providing interval scale measurement. (179, 195) 
Essentially, the Rasch model provides the optimum criterion for fundamental 
measurement. (168, 180) 
Whereas ordinal scales should be comprised of a unidimensional item set with a specific 
hierarchical (difficulty) ordering, an item set which satisfies the Rasch model also 
delivers the properties of additivity and specific objectivity. The additivity property 
relates to the standardised common unit within the Rasch framework (the logit) which 
is not present within an ordinal measure (see Figure 16). With regard to specific 
objectivity, this means that the (logit) location estimates of the people being measured 
do not depend on the sampling distribution of the items, and, likewise, the location of 
the items does not depend on the sampling distribution of the persons, although a mis-
targeted distribution of persons and items will have an impact upon the precision and 
error surrounding these estimates. To phrase this slightly differently, this means that 
the relative locations of any two people does not depend on the items to which they 
responded, and that the relative locations of any two items does not depend on the 
people from whom the item estimates are generated. (168, 177) 
A distinct advantage of scales which satisfy both Rasch and Mokken scale model 
assumptions is that the items form a unidimensional scale where the raw score is a 
sufficient statistic, meaning that the total score on the scale gives you an estimate of the 
person’s ability at the ordinal level, and that you do not require any additional 
information. (196) However, unlike the raw score from a Mokken scale, the raw score 
from a Rasch scale can be transformed to interval scaling, meaning that mathematical 
operations such as change scores and parametric statistical techniques can be carried 
out (given appropriate distributional properties). 
Although the Rasch model is mathematically equivalent to a one-parameter logistic 
model within the field of item response theory (IRT), it has been argued that the practical 
application of the Rasch model is fundamentally and epistemologically different from 
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the application within an IRT framework. (177) Whereas the IRT paradigm seeks to 
explain variance within the data by applying different extensions of the model, in the 
Rasch paradigm the primacy of the model is emphasised due to the inherent 
measurement properties of the model. (168) In short, the Rasch model provides a 
practical definition of measurement; the model is fixed and the data are explored to 
investigate deviations from the model. In other IRT models, the data remains fixed and 
a range of models are explored to best describe the data. (168, 177, 197, 198) 
4.5.1 The Rasch Measurement Model 
The Rasch model is a unidimensional measurement model which is based on a 
probabilistic form of Guttman scaling. It asserts that the ‘easier’ the question, the more 
likely it will be answered ‘correctly’ (or affirmed). The context of this is variable, 
depending upon the nature of the trait that is being measured. The original work of 
Rasch (179) was set in the field of attainment, and therefore most of the early work was 
carried out in the education domain, in the field of assessment and attainment. In the 
context of education, the levels of a trait as represented by an item or a person are 
commonly referred to as ‘item difficulty’ and ‘person ability’, and the principles behind 
the model are fairly straightforward to interpret. Within this reference frame, the model 
asserts that the more able a person, the more likely they will answer an item correctly 
compared to a less able person. The model assumes that the probability that a person 
will affirm an item is a logistic function of the difference between the person’s ability [β] 
and the difficulty of the question [δ], and only a function of that difference. (199) 
𝑃𝑛𝑖 =
𝑒𝛽𝑛−𝛿𝑖
1 + 𝑒𝛽𝑛−𝛿𝑖
 
 
From this, the expected pattern of responses to a set of questions is determined given 
the estimated β and δ. When the observed response pattern does not deviate too much 
from the expected response pattern, then the questions constitute a true Rasch scale. 
Where  is the probability that person n will affirm item i (or answer the item 
‘correctly’), β is person ability parameter, and δ is the item difficulty parameter.   
nip
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One of the main advantages of the Rasch model is that the item difficulty and person 
ability parameters are derived independently, and therefore the item analysis is not 
dependent upon the sample from which it was taken (specific objectivity). (200, 201) 
The Rasch model is a unidimensional model, and thus it assumes that any set of items 
within an analysis is purported to be unidimensional. As previously suggested, the 
purpose of a Rasch analysis is not to sort out a set of items into a varying number of 
underlying factors, but to assess the relationship between a set of items that are 
supposed to be unidimensional. Any substantive anomalies to the assumed underlying 
probabilistic relationship within the item set will be highlighted by the analysis process, 
which allows for a better understanding of the trait that is being measured. (177, 197)  
4.5.2 Rasch Analysis Methodology 
A Rasch analysis examines the extent to which the observed data (persons’ actual 
responses to scale items) are concurrent with (‘fit’) predictions of those responses from 
the Rasch model. Thus, the difference between expected and observed scores indicates 
the degree to which rigorous measurement is achieved.  
The RUMM2030 computer software (202) was used to carry out all Rasch analytic 
procedures, and in brief, Rasch analysis will be used to evaluate: overall scale fit and 
reliability; individual item fit; item response threshold ordering; targeting; response 
dependency; differential item functioning (item bias); and unidimensionality. 
4.5.3 Item Fit 
To determine how well each question fits the Rasch model, and so contributes to 
defining a single dimension, a set of fit statistics are used. These statistics include overall 
fit statistics as well as fit statistics for individual questions.  Statistics indicating fit to the 
model test how far the observed data match the model expectation. An item-trait 
interaction statistic, reported as a Chi-Square, reflects the property of invariance across 
the trait. A significant Chi-Square value indicates that the hierarchical ordering of the 
items is variable across the trait, indicating a lack of the desired scale invariance. In 
addition, individual item-fit statistics are presented, both as residuals (a summation of 
individual person and item deviations, standardised into a z-score) and as a chi square 
statistic (deviation from the model by trait-level ordered groups of people, known as 
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class intervals).  Most standardised item-fit residuals should fall between the 
conventionally accepted ranges of +/- 2.5. (198, 200) 
Misfit of an item indicates a lack of the expected probabilistic relationship between the 
item and other items in the scale, and largely manifests in three main ways: (a) over-
discrimination, (b) under-discrimination, (c) no pattern in the data. These are illustrated 
in Figure 17. 
 
Figure 17. Discrimination patterns 
 
Each plot shows an Item Characteristic Curve for one question.  The grey curve 
represents the Rasch model expected pattern of the responses, and the purple dots 
represent the actual average response of groups of people of the same overall level of 
ability (class intervals).  The x-axis on the figure represents both the level of ability of the 
persons and the difficulty of the question in logits, (low-high).  The y-axis represents the 
response score.  
Over-discrimination:  This type of discrimination is not desirable since it indicates a 
more deterministic response pattern than is expected. This often occurs when an item 
is redundant or dependent, which could artificially inflate the scale score. Over-
discrimination is characterised by a high negative Fit Residual statistic on an item. 
Under-discrimination:  This pattern is extremely undesirable as it indicates that the 
response to the item is not being influenced by (i.e. is not related to) the trait that is 
being measured by the rest of the items. Under-discrimination is characterised by a high 
positive Fit Residual statistic on an item. 
No Pattern:  This pattern is also undesirable. The trait under consideration is not 
influencing the response to this question; therefore meaning that the responses to the 
question are largely random. 
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4.5.4 Response Category Ordering 
When responding to, or scoring an item, the response categories should progress in a 
logical progressive manner in terms of their ordering. i.e. the individual response 
categories should progress from a response representing ‘less’ to ‘more’ of the trait in 
question, or vice versa. Following this logic, the thresholds (crossover points) between 
adjacent response categories should also progress in the same logical manner, with 
reference to the underlying trait that is being measured. (203) 
As progress is made along the underlying trait continuum, each response category 
should emerge as the most likely response at some point, and this pattern can be seen 
in Figure 18. 
 
Figure 18. Example of an item with ordered response categories 
If the response categories do not work as intended, then this logical structure is not 
seen. One or more response categories will never emerge as the most likely response, 
and the ordering of the thresholds becomes disordered, or reversed, as can be seen in 
Figure 19. 
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Figure 19. Example of an item with disordered response categories 
As can be seen in Figure 19, at no point along the continuum is response 3 the most 
likely response. Also, the threshold between response categories 3 & 4 falls before the 
threshold between response categories 2 & 3 on the underlying continuum. This is 
illogical in measurement terms. 
4.5.4.1 Rescoring 
Where response options were found not to work as intended across the whole item set, 
a generic rescore was considered. This is a post-hoc adjustment of the original response 
categories which treats two (or more) adjacent response categories as equivalent. It is 
necessary to do this as the disordering of the original response categories implies that 
the respondents (i.e. the prisoners in this case) do not distinguish between the 
presented response categories, meaning that the intended discrete, ordered response 
category structure is not working in the way that it was originally designed. When 
rescoring, it is logical for this to be guided by the content and wording of each response 
category. It is often possible to see where the confusion may arise (where response 
options are similar or overlap), and linking these response options back to the observed 
threshold patterns helps to inform rescore options. (197, 198, 201) 
4.5.5 Person Fit 
In the same way that items can misfit the model, certain individual response patterns 
may show up as misfitting if they are unexpected or contain too much dependence. 
Most standardised person Fit Residuals should fall between +/- 2.5, with a high positive 
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residual value indicating an unexpected response pattern, and a high negative residual 
value indicating a certain dependency or predictability within the response pattern. 
(198, 200) 
4.5.6 Response Dependency 
Response dependency occurs when the response to one item has a direct influence on 
the response to another item, over and above the level that is explained by the common 
trait. Response dependency is indicated by a correlation in the Residuals between items. 
A fixed criterion residual positive correlation value of 0.2 was used to indicate 
dependency in this study. (204) However, it has recently been shown that the criterion 
response dependency value is actually relative, and that a response dependency 
between items is generally indicated with a positive correlation of 0.2 above the average 
residual correlation of the complete item set. (205) If dependency is present, then the 
nature of the probabilistic relationship between items does not hold, as a more 
deterministic pattern is present. This can affect the apparent unidimensionality of a 
scale, as well as artificially inflating the overall scale score and the reliability statistics.  
4.5.7 Differential Item Functioning (DIF) 
Within the framework of Rasch measurement, the scale should work in the same way, 
irrespective of which group is being assessed. Thus, the probability of a person affirming 
an item – at a given level of ability – should be the same for younger or older persons, 
males and females, and so on. This type of analysis is given the name Differential Item 
Functioning (DIF).   The basis of the DIF approach lies in the proportion of individuals at 
the same ability level who correctly answer a question. Under the requirement that the 
ability under consideration is unidimensional, if the question measures the same ability 
across groups then, except for random variations, the same response pattern is found 
irrespective of the nature of the group for whom a function is plotted. Questions that 
do not yield the same pattern for two or more groups display DIF and are violating the 
requirement of invariance. (197, 198) 
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In graphical terms, when you plot the results for different groups, they should fall 
roughly on top of each other, as in the example shown in Figure 20. For an item 
displaying DIF, a degree of separation will be apparent between the plots, as shown in 
Figure 21. The formal test of whether an item is displaying DIF is done via an ANOVA, 
although the graphical output is also available for each item. 
 
Figure 20. Example of item with no DIF 
 
 
Figure 21. Example of item displaying DIF 
 
Within this study, the DIF variables tested for group invariance were: Prison, Gender, 
Age Group (up to 29 Vs 30 plus), Remand Status (on remand Vs sentenced), Age left full-
time education (less than age 16 Vs 16 years plus) and Religion (whether prisoner stated 
that they practiced a religion or not). It should be noted that if group sizes become too 
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small, then this is likely to mean that the statistical DIF tests are underpowered, and it 
was due to this fact that no test of ethnicity DIF was carried out. 
4.5.8 Unidimensionality 
The Rasch model is a unidimensional measurement model. Unidimensionality is a key 
concept in the measurement of anything, in that only one thing should ever be 
measured at one time. (182, 206) 
Rasch analysis is a confirmatory procedure, which has the assumption that all of the 
items belong to a single unidimensional structure. The analysis process will then 
highlight anomalies within this assumed unidimensional framework. Additionally, a 
post-hoc test of unidimensionality is also available, following the recommendations by 
Smith. (207) Within this procedure, independent sets of items are used to generate two 
estimates for every individual, which are then compared by a t-test.  
If any conceptual grouping of items is present within a measure (e.g. into similar, but 
perhaps overlapping domains), then unidimensionality assessment should be made on 
this conceptual basis. (182) If no conceptual grouping is present within an item set, then 
the unidimensionality can be assessed by looking for patterns in the residuals. This 
process will identify the sets of items within the scale that are the ‘most different’ from 
each other. Two separate person ability (location) estimates are then generated based 
on these two subsets of items. If the scale is unidimensional, then there should be no 
difference between the estimates that have been generated from the two subsets of 
items. The two separate person ability estimates are compared for each individual in the 
analysis via a series of t-tests. The number of significant t-tests should be below 5% of 
the sample tested (or the lower bound of the binomial confidence interval for 
proportions should be less than 5%) in order to confirm the unidimensionality of the 
scale. (182, 197, 198) 
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4.5.9 Targeting 
Targeting is the name given to the relative person and item distributions when they are 
placed upon the same underlying scale. Ideally, the item and person locations should 
have an approximately equal distribution, as this is when the information from the scale 
and population is maximised. An example of a well-targeted scale is given in Figure 22. 
 
Figure 22. Example of a person-item threshold distribution, otherwise known as a 
targeting plot 
 
Individual persons that score minimally or maximally upon the scale (traditionally, at the 
floor or ceiling) are known as extreme cases. These persons fall outside the 
measurement range of the scale in question, and are therefore removed from the 
calibration equations, although logit location estimates are extrapolated for these 
persons. 
Included in the targeting plots are the test information curves (the green lines). These 
curves show the distribution of the information that is obtained from the item set. This 
should ideally be a single-peaked curve, which would typically be based around the mid-
point of the scale. If the distribution of the person-sample generally falls under this 
information curve, then the item set is well-targeted to the population, and the full 
measurement continuum is represented. When this is the case, a high person-
separation reliability index will also generally be found. 
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In the case of a poorly-targeted scale, the person-sample distribution will be skewed to 
the left or right of the information curve, meaning that the information extraction of the 
scale is not optimal. If this type of distribution is observed, and the intention is to 
measure this population across the full range of the trait that is being measured, then it 
suggests that it would be beneficial to introduce additional items to the item set. These 
additional items would have to be developed in order to specifically target people at 
either the floor or the ceiling of the scale, depending on which way the skew is observed 
and the scoring direction of the items. If the skew is showing that a lot of people are 
scoring maximally, then new items would need to be introduced that were more difficult 
to endorse. If the skew is showing that a lot of people are scoring minimally, then new 
items would need to be introduced that were easier to endorse. In both scenarios, this 
would introduce more separation (and information) at the skewed end of the scale, 
which would also have the effect of shifting the skew and the information curves to a 
more central, better targeted position. 
This type of skewed distribution is often found among screening tools, meaning that 
measurement across the continuum is not optimal. However, the primary function of a 
screening tool is to separate a population into risk groups at a criterion cut-point, rather 
than to measure individuals incrementally across a continuum, so this type of skewed 
distribution would perhaps be advantageous in this context. (208)  
4.5.10 Rasch Sample Size Considerations  
The purposes for carrying out a Rasch analysis are variable, and therefore the 
appropriate sample size will also vary depending upon the purpose. However, published 
guidelines suggest that a sample size of approximately 250 cases will give 99% 
confidence that item calibrations will be stable to within half a logit (even under the 
condition of poor targeting), and that a sample size of 500 cases is robust. (165) 
4.5.11 Rasch Missing Data Considerations  
Rasch analysis is not dependent on imputing missing data, as the estimates are only 
generated on the data that are present. Therefore the whole dataset can be used 
without eliminating participants or imputing response values, and this will not affect the 
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model or the derived fit statistics, although standard errors of measurement will be 
larger where missing data are present.  
4.5.12 Rasch Analytic Strategy 
Although the same indicators were assessed throughout the analytical process, the 
Rasch analytic strategy was progressed in alternative ways, with each strategy offering 
a different resolution to any issues that may appear within a set of items. These 
alternative strategies are summarised in the form of Resolutions A & B: 
4.5.12.1 Resolution A 
Where misfit anomalies were found, attempts were made to account for the misfit that 
had been highlighted. In the case of response dependency, where the apparent 
dependency has a conceptual basis, this can be accounted for by subtesting the related 
items. This effectively groups the dependent items into one ‘testlet’, meaning that the 
total raw score derived from the items does not change, but the dependent relationship 
between the items has been eliminated. (209) 
In the case of DIF, an ‘item-split’ can be carried out which affectively creates a new item 
specific to each selected factor grouping. For example, if an item displays a DIF-by-
gender, then to split this item by gender would result in two new items – one specific to 
males and one specific to females. Split items remain anchored to the common set of 
items, but the logit location (item difficulty estimate) will be independent for each split-
item. 
These amendments are post-hoc adjustments of the apparent misfit, which will account 
for the effects of the misfit within the constraints of a particular analysis. Therefore, the 
person logit estimates will be comparable within this particular analysis whilst 
maintaining as many of the original scale items as possible. However, it should be 
pointed out that these post-hoc adjustments do not account for the problems that are 
inherent to a scale when applied to this particular population. 
Resolution A sought to maintain as many original scale items as possible by making the 
appropriate amendments to account for response dependency and DIF. Where 
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amendments could not be made to account for the source of misfit, individual items 
were removed from the item set. 
4.5.12.2 Resolution B 
A second approach was to remove misfitting items iteratively, to try and obtain a set of 
items which satisfied all fit parameters. When all individual misfit anomalies had been 
removed, this provides a ‘pure’ item set on which to base comparable person estimates. 
When adequate fit statistics were displayed by the ‘pure’ item set, the removed items 
were individually re-introduced back into the pure set to see whether the original source 
of misfit was still apparent. If the source of misfit was still present within the refined 
item set, then the item would again be removed. If, however, the original source of 
misfit was no longer apparent, then the item would be marked for re-introduction back 
into the final item set. 
Resolution B sought to find a set of items, free from any form of significant individual or 
collective misfit, which act together to form a unidimensional scale. 
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4.6 Area Under the Curve (AUC) Analysis 
The premise of screening was introduced in Section 2.1, where it was stated that in an 
ideal situation a screening test would correctly identify and classify all true cases and all 
individuals who are not at risk. When evaluating a screening test, certain terms are used 
to describe particular features of the test; these are sensitivity, specificity, positive 
predictive value (PPV), and negative predictive value (NPV). 
Sensitivity refers to the ability of a test to correctly identify true positives (i.e. those that 
DO have the health condition of interest). Alternatively, in the context of this study; the 
proportion (or %) of people who DO self-harm, whom the test correctly identifies as 
SELF-HARMING. (12, 210) 
Specificity refers to the ability of a test to correctly identify true negatives (i.e. those 
that DO NOT have the health condition of interest). Alternatively, in the context of this 
study; the proportion (or %) of people who DO NOT self-harm, whom the test correctly 
identifies as NOT SELF-HARMING. (12, 210) 
Both sensitivity and specificity are characteristics of the specific test, and they are 
independent of the population that is being subjected to the test. (12) 
Positive predictive value (PPV) refers to the proportion (or %) of people that the test 
identifies as having the condition, who do truly have it. Alternatively, in the context of 
this study it answers the question of ‘how likely is it that this prisoner will self-harm 
given that the test says that they will self-harm?’ (12, 210) 
Negative predictive value (NPV) refers to the proportion (or %) of people that the test 
identifies as not having the condition, who do truly do not have it. Alternatively, in the 
context of this study it answers the question of ‘how likely is it that this prisoner will not 
self-harm given that the test result says that they will not self-harm?’ (12, 210) 
The positive and negative predictive values are characteristics of the test that are 
variable depending on the prevalence of the condition in the population of interest. (12) 
The sensitivity, specificity, PPV and NPV are all calculated using a classic two-by-two 
table, as depicted in Table 16. 
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Table 16. Results of a screening test 
  Self-Harm  
  Yes  No Total 
Result of 
screening test 
Will Self-Harm a b a + b 
Will not Self-Harm c d c + d 
 Total a + c b + d a + b + c + d 
 
a = True positive: the individual does self-harm and the test says that they will self-harm. 
b = False positive: the individual does not self-harm but the test says that they will self-
harm.  
c = False negative: the individual does self-harm but the test says that they will not self-
harm. 
d = True negative: the individual does not self-harm and the test says that they will not 
self-harm. 
Sensitivity = 
𝑎
𝑎+𝑐
 
Specificity = 
𝑑
𝑏+𝑑
 
Positive Predictive Value = 
𝑎
𝑎+𝑏
 
Negative Predictive Value = 
𝑑
𝑐+𝑑
  
(211) 
The evaluation of any screening instrument tends to involve a trade-off between 
sensitivity and specificity, which is done by manipulating the cut-off score that is used 
to identify a case. (5) In the context of this study, the accuracy of a predictive test 
depends on how well the test separates the group subsequently self-harming from those 
who do not self-harm. The optimum cut-off point of a test can be determined by plotting 
each cut-off point onto a receiver operating characteristic (ROC) curve; which is a plot 
of sensitivity (the true positive rate) on the vertical axis, against 1 minus the specificity 
(the false positive rate) on the horizontal axis. (210) The optimal cut-off point is the point 
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which maximises the area under the curve (AUC), which is the point which lies the 
closest to the top left corner of the curve (Figure 23). In practice, the AUC value is 
calculated for each cut-off point and the optimal cut-off point is taken as the point at 
which the AUC value is maximised. (210) An AUC value of 1 represents a perfect test; an 
AUC of 0.5 represents a worthless test (represented by the dotted line on Figure 23. A 
rule of thumb to the magnitude of the AUC is summarised in Table 17. (212) All AUC 
analyses were carried out using SPSS (version 21) software package. (213) 
 
Figure 23. A receiver operating characteristic (ROC) curve 
Table 17. Interpretation of AUC values 
AUC Value Judgment 
.90-1 Excellent 
.80-.90 Good 
.70-.80 Fair 
.60-.70 Poor 
.50-.60 Fail 
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4.7 Predictive Item Set 
The 105 items in the candidate instruments also formed an item pool of potential risk 
indicators, together with the other items regarding socio-demographic and sentencing 
criteria which were present in the questionnaire pack.   
In the case that none of the selected complete instruments operate sufficiently to 
adequately predict the occurrence of self-harm with the ACCT population, then it was 
planned that all of the individual items would be assessed in terms of their individual 
predictive value. This exploratory analysis will identify items which could be considered 
to combine to form a predictive algorithm.  From this analysis, those items that were 
individually associated with future SH at p=0.10 (as indicated by crosstab chi-square 
tests) were refined through a logistic regression procedure in order to identify the 
algorithm that maximised the predictive AUC value. Within this process, all items that 
were individually identified as potential predictors were entered into a backwards 
stepwise binary logistic regression, under a likelihood-ratio removal process (p removal 
0.1), as recommended by Field. (214) All statistical analyses were carried out using SPSS 
21. (213) 
4.8 Structural Equation Modelling (SEM) 
As described in Section 2.2, self-harm is a complex issue, and it can be the result of a 
wide range of influencing factors, which can be both internal and external in nature. The 
complex interaction of these factors has produced many explanatory models of the 
resultant self-harm behaviour (see Section 2.2.2). The primary aim of the study is to 
assess whether any pre-existing, standardised scale is predictive of self-harm, but the 
resulting data set from this study allows for the investigation into an explanatory model 
of self-harm among prisoners that are on an ACCT. Although this will not help to achieve 
the goal of introducing a standardised risk assessment tool into the ACCT process, if an 
explanatory model can be confirmed, then this could be informative for care pathways 
and future interventional studies.  
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4.8.1 Overview of Structural Equation Modelling 
Structural Equation Modelling (SEM) builds on the foundations of correlation models 
and multiple regression approaches, to offer a more complete view of how a number of 
variables interact with each other with regard to a focal relationship. 
4.8.1.1 Correlation 
In order to explore a relationship between two variables, a correlation analysis between 
the two variables can be performed. This will provide an indicator of the strength of the 
association between the variables. However, this type of analysis is restricted in that 
there is no direction (causality) attached to the association. Although a correlation 
matrix may be created in order to assess the pairwise associations between a number 
of variables, only one association (between two variables) can be assessed at any one 
time, meaning that more complex multi-variate relationships cannot be evaluated 
through this methodology. (214) 
4.8.1.2 Regression 
To evaluate the impact of a number of independent variables on a single dependent 
variable, regression analysis can be performed. This can be a linear regression if the 
variables are continuous in nature, or a logistic regression if the dependent variable is 
categorical. This type of analysis is very useful in ascertaining the impact that each 
individual independent variable has upon the dependent variable, when all variables are 
considered together in the model. Additionally, regression analysis provides an index 
(R2) of the amount of the dependent variable that is explained by the combined impact 
of the independent variables. However, a restriction of regression analysis is that the 
direction of the relationship is fixed upon the dependent variable in the model, of which 
there can only be one. In this sense, what is modelled is the direct impact of each 
independent variable upon the dependent variable, but not the impact of each of the 
independent variables upon each other. (214) 
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4.8.1.3 Structural Equation Modelling (SEM) 
Structural Equation Modelling is a statistical methodology that is used for specifying and 
estimating models of linear relationships among variables. (215) It can therefore be used 
to assess the directional relationships between a number of independent and 
dependent variables. A key component of SEM is that it takes a confirmatory approach 
to the analysis of a structural theory; therefore providing a comprehensive method for 
the testing and quantification of substantive theories. (216, 217) Within an SEM 
framework, any directly observed variables can be utilised as they would be in other 
regression models. However, unlike other regression models, latent (unobserved) 
variables can also be incorporated into SEM through a measurement model component 
that also assesses the individual indicators (items) of the implied latent construct. 
Another element of SEM that differs from other (more traditional) multivariate 
procedures is that measurement error is incorporated into the models, where it can be 
assessed and taken into account.  An additional benefit of SEM is that it is the only easily 
applied methodology that also models the indirect effects of relationships, along with 
the direct effects. (216) 
SEM consists of two main elements: the Factor Analysis (measurement) element, which 
concerns the individual items that represent an underlying latent variable; and the Path 
Analysis element, which concerns the interaction and relationships between the 
independent and dependent (observed or latent) variables in the model. A Full 
Structural Model would include both of these elements, but this study is primarily 
concerned with the path analysis element of SEM, as the measurement element has 
already been dealt with through the Rasch analysis. All latent variables (from the 
instruments included in the study) have been assessed, amended as necessary, and 
converted into interval-equivalent measures through the Rasch analytic process.   
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4.8.1.4 Mediation 
SEM assesses the relationships between variables in a model, and some of these 
variables within the model may act as mediators. In general terms, a variable is said to 
function as a mediator to the extent that it accounts for the relation between the 
predictor and the dependent variable. (218) Mediators often represent properties of a 
person that transform the predictor variables in some way. (218) 
In simple terms, when considering a third variable (labelled C in Figure 24) in the 
relationship between an independent (predictor) variable (A) and a dependent 
(outcome) variable (B), a mediator variable is one that can be said to explain the 
relationship between the two other variables. A variable functions as a mediator when 
variations in the levels of an independent variable account for variations in the assumed 
mediator (Path y), and then the variations in this mediator account for variations in the 
dependent variable (Path z). In the case of full mediation, then when these two 
relationships are controlled, a previously significant relation between the independent 
and dependent variables (Path x) will no longer be significant. (218) In other words, 
although initially it may appear that A directly influences B, in reality A directly influences 
C (the mediator variable), and, in turn, C directly influences B. In the case of full 
mediation, when paths y and z are in place, A actually has no (significant) direct on 
influence on B, even though that relationship was initially thought to be present. 
 
Figure 24. Path diagram of a mediating relationship 
Although the terms are often used interchangeably, mediation should not be confused 
with moderation, which represents a different kind of relationship. In general terms, a 
moderator is a variable (either qualitative or quantitative) that affects the direction 
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and/or strength of the relationship between an independent or predictor variable and a 
dependent or criterion variable. (218) Moderation implies that the causal relation 
between two variables changes as a function of the moderator variable. Moderator 
variables always function as independent variables, whereas mediating events shift 
roles from effects to causes, depending on the focus of the analysis. 
In simple terms, when considering a third variable (C) in the relationship between an 
independent (predictor) variable (A) and a dependent (outcome) variable (B), a 
moderator variable is one that influences the strength of a relationship between two 
other variables (Figure 25), and a mediator variable is one that explains the relationship 
between the two other variables (Figure 24). 
 
Figure 25. Path diagram of a moderating relationship 
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All path analysis relationships are summarised are summarised in Figure 26, which has 
been adapted from Wang et al. (219) It can be seen that if two independent variables 
both have direct effects on the outcome variable, but are correlated with each other, 
then this would be seen as a confounding relationship as it is not known which 
independent variable is affecting the outcome variable. 
 
Figure 26. Path analysis relationships between variables 
 
  
110 
 
4.8.2 SEM Graphical Conventions 
Although structural equation models can be specified non-graphically, it is usual for 
them to be represented graphically, thus providing an easier way to visualise the 
relationships and interaction between the variables. The models are graphically 
portrayed using configurations of four geometric symbols: an oval (or circle), which 
represents a latent variable; a rectangle (or square), which represents a directly 
observed variable; a single-headed arrow, which represent the impact of one variable 
upon another; and a double-headed arrow, which represents covariance or correlations 
between pairs of variables. (216) 
4.8.3 SEM Process 
As previously stated, SEM is considered to be a confirmatory procedure, but this covers 
three different scenarios. (220) A strictly confirmatory strategy would involve a theory-
led model to be proposed, data to be collected, and then the hypothesised model to be 
tested. In this scenario, the proposed model is accepted or rejected without any further 
modification. An alternative models strategy involves the proposition of several 
alternative theory-led models, which are each tested against a single data set. The most 
appropriate model is then selected as the one which best represents the data, again, 
with no further modification. A model-generating strategy involves the testing of a 
theoretically derived model, which is then rejected on the basis of poor fit to the sample 
data. Following this, the researcher proceeds in an exploratory way to modify and re-
estimate the model, with the primary focus being to eradicate the sources of misfit to 
specify a model which best characterises the data. Model re-specification can be either 
theory or data-driven, with the ultimate objective being to find a model that makes 
conceptual sense, as well as being statistically well-fitting. (220) 
Although it is not the purest form of SEM, it has been identified (216) that the model-
generating strategy is the most commonly used, with modification specification 
searches becoming a common practice within the process of SEM. (217) However, it 
must be emphasised that any model modification must also be justified on a conceptual 
basis, and be consistent with pre-existing theories or results of previous research. (217) 
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4.8.4 Fit Indices 
Within SEM there are a number of statistics relating to model testing and evaluating fit, 
but no decision on goodness-of-fit should be based on one single indicator, regardless 
of how favourable that single indicator may be. (217) Each indicator of fit represents 
something slightly different, and therefore any decision to reject or retain a model 
should be based on multiple fit indices. (217) 
The fit indices used in the SEM component of this study were the Chi-square goodness-
of-fit statistic, the Root Mean Square Error of Approximation (RMSEA), the Comparative 
Fit Index (CFI), the Tucker-Lewis Index (TLI), and the Weighted Root Mean Square 
Residual (WRMR). These are summarised in Table 18. 
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Table 18. Summary of fit indices used in structural equation modelling 
Statistic Abbreviation Interpretation 
Ideal Fit 
Criteria 
Acceptable 
Fit Criteria 
Chi-square fit 
statistic 
χ2 
Tests the null 
hypothesis that the 
specified model fits 
the corresponding 
population matrix 
perfectly. χ2 p-value 
should be non-
significant to 
indicate model fit 
p>0.05   
Root Mean 
Square Error 
of 
Approximation 
RMSEA 
Measures the extent 
to which the 
specified model is an 
approximation of 
the analysed data. 
RMSEA<0.05 RMSEA<0.08 
Comparative 
Fit Index 
CFI 
Compares the 
specified model with 
the null model 
assumption of no 
relationship 
between variables 
CFI>0.95 CFI>0.90 
Tucker Lewis 
Index 
TLI 
Tests the difference 
between the chi-
square value of the 
specified model with 
the chi-square value 
of the null (no 
relationship) model, 
adjusted for model 
complexity 
TLI>0.95 TLI>0.90 
Weighted 
Root Mean 
Square 
Residual 
WRMR 
Alternative fit index 
recommended for 
models with 
categorical observed 
variables 
WRMR<0.9 WRMR<1.0 
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4.8.4.1 Chi-Square 
The Chi-square (χ2) fit statistic tests the null hypothesis that the specified model fits the 
corresponding population matrix perfectly. The χ2 p-value should be non-significant to 
indicate model fit. This is an inferential fit index, meaning the result is generalisable to 
the studied population. However, the χ2 index and its p-value are vulnerable to 
variations in sample size, meaning that as a stand-alone statistic it cannot be fully trusted 
as a means of model evaluation. (217) 
4.8.4.2 Root Mean Square Error of Approximation 
The Root Mean Square Error of Approximation (RMSEA) offers an alternative 
perspective to the χ2 test. Whereas the χ2 test starts from the default position of 
assuming that the model is perfect and tests whether there is any deviation from this, 
the RMSEA assumes that no model is 'true', and therefore this test evaluates the extent 
to which the model fails to fit the data. The RMSEA is robust for large sample sizes, but 
can be misleading in the case of very small sample sizes. It has been suggested that an 
RMSEA value of less than 0.05 is indicative of good fit, and that values of 0.08 represents 
a reasonable approximation to the data that have been analysed. (221) 
4.8.4.3 Comparative Fit Index 
The Comparative Fit Index (CFI) compares the specified model with the null model 
assumption of ‘no relationship’ between variables. (222) The CFI reflects the ratio of 
improvement when moving from the null model to the specified model, and CFI values 
close to 1 are generally considered to indicate well-fitting models. However, there are 
no strict norms for the CFI, and therefore there are no fixed upper or lower indicators of 
models that could be deemed as ‘good’ or ‘poor’ respectively. It has been suggested that 
models provide a good approximation of the data if they demonstrate a CFI in the mid-
nineties or above. (217) 
4.8.4.4 Tucker-Lewis Index 
The Tucker-Lewis Index (TLI) is also known as the non-normed fit index (NNFI). Again, 
the NNFI is based on the comparison between the specified model and the null model 
assumption of ‘no relationship’ between variables. (223) This is computed through the 
comparison of the chi-square value of the null model and the chi-square value of the 
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specified model, which gives an idea of how good the specified model is, compared to 
the ‘worst’ (null) model. This is an adjusted index, which takes the complexity of the 
model into account through the associated degrees of freedom of the specified model. 
As with the CFI, there are no strict norms for the TLI, and it has again been suggested 
that models provide a good approximation of the data if they demonstrate a TLI in the 
mid-nineties or above. (224) 
4.8.4.5 Weighted Root Mean Square Residual 
The weighted root mean square residual (WRMR) is an alternative fit index that has been 
recommended for models that contain categorical observed variables. WRMR measures 
the weighted average differences between the sample and population variances and 
covariances. (225) It has been suggested that a WRMR value of less than or equal to 1.0 
is an indication of good fit. (226) 
4.8.5 SEM Analysis Strategy 
For all SEM analyses, the MPlus 7 (184) software was used, due to the fact that binary 
outcome variables (self-harm Vs no self-harm) are accommodated within this program. 
Additionally, a polychoric correlation matrix is used as the basis for any models 
containing ordinal variables. Although this is the most appropriate basis for models of 
this type, it is not available in all SEM software packages. 
Prior to entry into MPlus 7, all variables entered into the SEM procedure were tested for 
multicollinearity using SPSS 21, (213) and all independent variables satisfied the 
requirement of having a variance inflation factor (VIF) value below 10, and of having a 
tolerance (1/VIF) value greater than 0.2. (214) 
The data were then read into the SEM software, with variables stated as categorical 
where appropriate. When utilising the outcomes from the study instruments (CORE-OM 
subscales, BSL-23-F, PHQ-9, PriSnQuest, SHI), the Rasch-transformed ‘Resolution B’ (See 
Section 4.5.12.2) values were used as single-value outcomes to represent the latent 
constructs. Resolution B is derived from a ‘pure’ set of items, meaning that no additional 
modelling is necessary to extract a valid summed score. This option was used in order 
to try and maintain the practicality of the outcomes. As Rasch analysis provides 
individual person estimates even when missing data points are present, using the Rasch-
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transformed values maximises the sample size (n) that can be utilised within the SEM as 
cases will not be removed from the analysis on the basis of missing data.  
Despite the strength of the conceptual basis of an initial underlying model, it is unlikely 
that a good model fit will be obtained at the first time of asking, and therefore SEM 
becomes an iterative process. A number of different models may be formulated and 
tested individually to see whether they are accepted or rejected. Alternatively or 
additionally, models may be amended iteratively, based on adjustments that are 
suggested through the tests-of-fit and modification indices provided by the software. 
Any modifications to the model that are made on this basis should also make conceptual 
sense. The newly specified model is then retested and the modification process may be 
repeated until a parsimonious model is achieved. 
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5 Results of Cohort Study 
This chapter presents the descriptive results of the cohort study, including details of 
study recruitment, participant characteristics and the self-harm incidence that was 
observed within the study cohort. 
5.1 Recruitment 
The cohort study began recruitment in May 2011, and concluded in May 2012, followed 
by the six month follow-up, which meant that the study data collection ranged from May 
2011 until the end of November 2012. Prisoners recruited to the pilot study were not 
included in the cohort study sample. Three prisons were included in the study, and the 
basic descriptive information of these prisons is presented in Table 19. 
Table 19. Basic descriptive information of recruiting prisons 
Prison Gender Era built Category Capacity Wings Location Type 
A Male 
Early 19th 
century 
B 1001 7 
North of 
England 
Remand 
B Female 
Mid-20th 
century 
Closed 336 8 
North of 
England 
Regional 
C Male 
Mid-19th 
century 
B 1212 6 
North of 
England 
Local 
 
A flow chart of the total recruitment is given in Figure 27. During the recruitment period 
590 prisoners were eligible for inclusion, of which 452 (76.6%) consented (see Table 20). 
Two prisoners subsequently withdrew making the baseline sample 450. Recruitment 
rate was similar across prisons, ranging from 70.7%-79.0%.  
Table 20. Participation consent rate, presented for individual prisons 
  Prison A Prison B Prison C Total 
Approached 135 164 291 590 
Refused participation 29 48 61 138 
Consented 106 116 230 452 
% Consented 78.5% 70.7% 79.0% 76.6% 
Withdrew from study 1 1 0 2 
Total included 105 115 230 450 
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Figure 27. Flowchart of study sample recruitment 
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Of the 450 participants recruited, full evaluable follow-up information was available for 
433 (96.2%). Of the 17 records with incomplete follow-up data, 1 participant was lost to 
follow-up, 12 participants had inaccessible records and 4 participants had full follow-up 
but with inconclusive information in their records. 
5.2 Study Participant Characteristics 
The mean age of the 450 participants consenting to the study was 31.2 years, which did 
not vary across the three prisons (see Table 21). On average, they left full time education 
at 15 years old, with over two-fifths leaving without qualifications of any sort. However, 
this varied by prison, with twice as many without qualifications in one male prison 
compared with the other. Almost half of participants (49.4%) had children, but only one-
in-seven (14.3%) reported receiving a visit during the past seven days.  
As an indicator of the prevalence of mental health issues within the sample, the three 
mental health screening items from the prison reception screening tool (139) were 
summed into a composite item. Only 4.9% (n=22) of the sample responded negatively 
to all three questions, with 94.4% (n=425) affirming one or more of the items (1=16.2%, 
2=32.2%, 3=46%). 
Table 21. Demographic and sentence characteristics of participants recruited. 
Significance displayed across prisons 
Characteristic 
Prison 
A 
Prison 
B 
Prison 
C Total Significance* N 
Mean Age (Years) 31.2 29.6 32 31.2 0.102 450 
Age leaving full-time 
education 15.3 15.5 15.3 15.3 0.896 440 
% without any 
qualifications 26.7 36.8 55.3 43.8 <0.001 447 
Have Children (%) 51.4 44.3 51.1 49.4 0.447 449 
Received visit in last 7 
days (%) 15.2 14.8 13.6 14.3 0.858 448 
% on remand 56.2 22.6 52.2 45.6 <0.001 245 
Of those sentenced             
-          Tariff in months  53.8 44.6 32.1 41 0.394 225 
-          Served 9.8 17.2 14.8 14.7 0.388 239 
N 105 115 230 450   
 
119 
 
The prisons differed in their function, with the male prisons also being remand facilities. 
Consequently the proportion on remand differed considerably with just over half the 
participants on remand in the male prisons, compared with just over one fifth (22.6%) 
in the female prison. The average tariff of those sentenced was 41 months, of which 
14.7 months had been served.       
The median time to interview from initiation of the ACCT was 6 days (see Table 22). This 
differed between the male (A & C) and female (B) prisons, with females being 
interviewed somewhat later, with a median of 8 days compared to 5 days in the male 
prisons.    
Table 22. Number of days between index ACCT being opened and interview being 
carried out 
 
Prison 
A 
Prison 
B 
Prison 
C Total 
N 105 115 230 450 
Mean 6.07 8.96 4.96 6.24 
Std. Deviation 3.693 5.287 3.201 4.268 
Median 5 8 5 6 
IQR 3 - 9 6 - 12 3 - 7 3 - 8 
Minimum 1 0 0 0 
Maximum 16 30 18 30 
 
5.3 Follow-up Time 
The time included in the follow-up period was variable, with the aim being to complete 
a 6-month follow-up period. In some cases this was not possible due to the prisoner 
being released, but in some cases the records allowed for a longer follow-up time. 
Where a longer follow-up was possible, the information has been included for the full 
follow-up period. However, for the predictive element of the study, the follow-up period 
was restricted to 198 days (6.5 months). Only one person reported their first self-harm 
event after this cut-off point. During follow-up, 126 people actually carried out a self-
harm event, but only 125 of these were within the valid time frame. 
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5.4 Incidence of Self-Harm  
Recorded across all prisons, the basic self-harm incidence during follow-up was 29.1%, 
although this varied between a minimum of 16.67% (Prison A) and 33.33% (Prison B). 
During the follow up period a total of 423 self-harm events were reported, based upon 
126 individuals, followed up for 66,789 prisoner days. This gives an ‘event incidence’ of 
6.33 per 1,000 prisoner days of those who had been placed upon an ACCT, or ‘prisoner 
incidence’ of 1.84 per 1,000 days. For example, if 20% of the current prison 
establishment had previously been on an ACCT, then with a prison housing 1000 
inmates, one self-harm act per day could be expected. However, this is only the average 
from the current study, and it is noticeable that this varies considerably by gender (see 
Table 23), and to a lesser extent, between prisons. Thus, the event incidence rate in the 
female prison is much higher, at 15.83 per 1000 prisoner days, as opposed to the male 
event average of 4.02 per 1000. Looking at persons rather than events, there is a clear 
gradient across prisons, increasing from the person incidence of 1.26 per 1000 prisoner 
days in the male Prison A, through to the much higher person incidence of 2.83 in the 
female prison B. There is also a marked difference here between males and females, 
with the male incidence at 1.66 against the female rate of 2.83.   
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Table 23. Incidence of self-harm in follow-up separated by prison and gender 
 Prison A 
Prison B 
(Female) 
Prison C Total 
Male 
Prisons 
N 105 115 230 450 335 
N with valid follow up 102 111 220 433 322 
Total number of self-harm 
events reported during 
follow-up 
50 207 166 423 216 
Total number of prisoner 
follow-up days 
13470 13074 40245 66789 53715 
Event incidence per 1000 
prisoner-days 
3.71 15.83 4.12 6.33 4.02 
Total number of people with 
self-harm events reported 
during follow-up 
17 37 72 126 89 
Person self-harm incidence 
per 1000 prisoner-days 
1.26 2.83 1.79 1.89 1.66 
Self-Harm event/person ratio 2.94 5.59 2.31 3.36 2.43 
Basic self-harm incidence 
during follow-up 
16.67% 33.33% 32.73% 29.1% 27.64% 
 
The ratio of persons to events is also different across prisons, with the female ratio more 
than twice that of the male ratio. The frequency of events is shown in more detail in 
Figure 28. 
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Figure 28. The amount of self-harm events carried out by each individual during 
follow-up, presented as a percentage of the full cohort study sample (n=450) 
 
The median time to a first follow-up self-harm event was 37 days, with a range of 0-
190 days for those within the valid follow-up time (n=125), and 0-245 days for all those 
recorded with self-harm (n=126) (see Figure 29). The conditional probability of an 
ACCT Index self-harm event, given previously reported self-harm was 0.33; of 
subsequent self-harm (i.e. during follow up) given reported previous self-harm was 
0.28; and of subsequent self-harm, given a known self-harm ACCT Index event, was 
0.47.  Additional detail about the nature of the first self-harm events in follow-up is 
given in Tables 24 and 25. 
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Figure 29.Time (in days) to first self-harm event (of those that self-harmed) 
 
Table 24. Severity details of the first self-harm events during follow-up 
Severity of first self-harm event n (% of total) 
Self-harm that was near lethal with intent to die 3 (2.4%) 
Self-harm that was near lethal without intent to die 6 (4.8%) 
Major (required medical attention at an off-site hospital) 3 (2.4%) 
Moderate (required medical attention on-site) 38 (30.2%) 
Minor (superficial) 55 (43.7%) 
Not known 21 (16.7%) 
Total 126 (100.0%) 
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Table 25. Types of first self-harm events reported during follow-up 
Type of first self-harm event n (% of total) 
Cutting 64 (50.8%) 
Unspecified Self-Harm 30 (23.8%) 
Attempted Hanging / Ligatures / Self-Strangulation 8 (6.3%) 
Self-Poisoning 8 (6.3%) 
Scratching 2 (1.6%) 
Self-Suffocation 2 (1.6%) 
Hunger Strike 2 (1.6%) 
Opening Old Wounds 2 (1.6%) 
Punching things (wall/door etc.) 2 (1.6%) 
Swallowed razor blade 2 (1.6%) 
Head banging 1 (0.8%) 
Biting self 1 (0.8%) 
Burning self 1 (0.8%) 
Setting fire to own cell 1 (0.8%) 
Total 126 (100.0%) 
 
5.5 Personal Characteristics Associated with Self-Harm 
As was described in Section 2.2.3, various characteristics may be considered as potential 
risks or mediating factors for self-harm, and data regarding some of these characteristics 
was collected during the study. Here, it was reported that 42.2% of people practiced a 
religion, although this was much more predominant in one of the male prisons (prison 
C) (see Table 26). Over a third of the participants reported being homeless in the 12 
months prior to prison, and 57.9% reported seeing a psychiatrist outside of prison. 
Almost three-quarters (74.4%) reported receiving medication for mental health 
problems, and results were almost equivalent for alcohol dependency and drug 
dependency, with around a third of participants affirming each. Almost four-in-five 
(78%) reported that they had self-harmed outside of prison, and over three-in-five 
(61.7%) within prison. Females were much more likely to have self-harmed in prison, but 
not so outside of prison. Just over four-in-five (82.1%) were recruited from their first 
ACCT during their current stay in prison, but females were much less likely than males 
to be on their first ACCT.  
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Table 26. Potential risk factors for self-harm. Significance reported across prison 
Characteristic 
Prison 
A 
Prison 
B 
Prison 
C 
Total Significance* N 
% who practice a 
religion 
30.5 35.7 50.9 42.2 0.001 450 
% Homeless in 12 
months prior to 
prison 
31.4 34.8 37.6 35.4 0.692 449 
% Seen psychiatrist 
outside prison 
62.5 60 54.8 57.9 0.369 447 
% Received mental 
health medication 
68.6 81.7 73.4 74.4 0.072 449 
% Dependent upon 
alcohol 
29.8 26.3 36.7 32.4 0.125 447 
% Dependent upon 
drugs 
29.5 31.3 35.4 33 0.52 449 
% who have self-
harmed outside 
prison 
83.8 83.5 72.5 78 0.017 449 
% who have self-
harmed within prison 
59 78.3 54.6 61.7 <0.001 449 
First time on ACCT in 
current Tariff 
82.7 60.5 92.6 82.1 <0.001 447 
* F-test for continuous variables; Chi-Square for proportions  
 
Given the frequency of reported previous self-harm was so high, it could be instructive 
to examine the type and number of behaviours that have been previously engaged. 
The Self-Harm Inventory is comprised of a series of different self-harm behaviours, 
where respondents report on their lifetime history of engaging in each specific 
behaviour. The affirmation of these behaviours range from ‘Tortured self with self-
defeating thoughts’, reported by four-in-five (79.7%), through to ‘Abused laxatives to 
hurt self’ reported by just 5.2% (most of whom were female). Over three-quarters 
(77.9%) reported that they had attempted suicide sometime in the past, which showed 
a significant difference across prisons. One in five reported a suicide attempt within 
the last week (taken from the BSL Supplementary items), but this did not show any 
difference across prisons. More than half of the behaviours showed a significant 
difference in reported frequency across prisons, many of which (e.g. engaged in 
sexually abusive relationships), but not all, related to gender differences.  On average, 
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participants who had self-harmed reported nine behaviours, but there were significant 
differences in the number of behaviours reported, and the patterns of those 
behaviours.  These previous self-harm behaviours are reported across the full sample 
(n=450) in Table 27, and for the group that carried out self-harm during follow-up 
(n=126) in Table 28. 
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Table 27. Reported lifetime self-harm behaviours across full sample (n=450). 
Significance reported across prison 
  
% affirming behaviour in 
lifetime  
SHI 
Item Self-Harm Behaviour 
Prison 
A 
Prison 
B 
Prison 
C 
Total Significance* 
20 
Tortured self with self-
defeating thoughts  
68.3 76.5 86.5 79.7 0.001 
18 Attempted Suicide  85.1 82.6 72.1 77.9 0.012 
1 Overdosed  71.3 85.2 65.6 72.0 0.001 
2 Cut self on Purpose  75.2 78.3 65.9 71.3 0.036 
6 Abused Alcohol  68.3 68.7 65.5 67.0 n.s. 
5 Banged Head on Purpose  67.3 59.1 50.4 56.6 0.014 
13 
Abused prescription 
medication  
54.5 54.8 47.5 51.0 n.s. 
21 Starved self  to hurt self  38.6 53.9 43.9 45.3 n.s. 
10 
Made medical situations 
worse  
27.2 36.5 55.2 44.0 <0.001 
4 Hit Self  35.6 47 39.7 40.7 n.s. 
9 
Prevented wounds from 
healing  
51.5 47 31.2 40.0 0.001 
15 
Engaged in emotionally 
abusive relationships  
35.6 65.2 23.2 37.2 <0.001 
7 
Driven recklessly on 
Purpose  
37.6 12.2 33.5 28.9 <0.001 
11 Been promiscuous  37.6 24.3 27 28.8 n.s. 
8 Scratched Self on Purpose  27.7 42.6 21 28.2 <0.001 
17 Lost Job on Purpose  25.7 14.8 25.1 22.6 n.s. 
3 Burned Self on Purpose  20.8 24.3 19.2 20.9 n.s. 
14 
Distanced yourself from 
God  
15.8 12.2 22.9 18.5 0.042 
12 
Set relationship to be 
rejected  
18.8 20.9 16.3 18.1 n.s. 
19 
Exercised an injury on 
purpose  
14.9 13.9 19 16.7 n.s. 
16 
Engaged in sexually 
abusive relationships  
5.9 26.1 1.9 9.3 <0.001 
22 
Abused laxatives to hurt 
self  
0 16.5 1.8 5.2 <0.001 
*Chi-Square 
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Table 28. Reported lifetime self-harm behaviours across participants that self-harmed 
in follow-up (n=126). Significance across prison 
  
% affirming behaviour in 
lifetime  
SHI 
Item 
Self-Harm Behaviour 
Prison 
A 
Prison 
B 
Prison 
C 
Total Significance* 
2 Cut self on purpose  100.0 91.9 80.9 86.7 n.s. 
20 
Tortured self with self-
defeating thoughts  
66.7 83.8 84.1 81.8 n.s. 
18 Attempted suicide  80.0 83.8 79.7 81.0 n.s. 
1 Overdosed  66.7 91.9 68.1 75.2 0.019 
6 Abused alcohol  60.0 70.3 58.0 62.0 n.s. 
5 Banged head on purpose  66.7 67.6 52.2 58.7 n.s. 
13 
Abused prescription 
medication  
60.0 62.2 50.7 55.4 n.s. 
21 Starved self to hurt self  60.0 67.6 42.6 52.5 0.042 
10 
Made medical situations 
worse  
20.0 51.4 58.0 51.2 0.029 
9 
Prevented wounds from 
healing  
60.0 62.2 39.1 48.8 0.05 
4 Hit self  40.0 51.4 43.5 45.5 n.s. 
8 Scratched self on purpose  40.0 59.5 21.7 35.5 0.001 
15 
Engaged in emotionally 
abusive relationships  
46.7 64.9 16.2 35.0 <0.001 
11 Been promiscuous  40.0 32.4 23.5 28.3 n.s. 
3 Burned self on purpose  33.3 37.8 20.3 27.3 n.s. 
7 
Driven recklessly on 
purpose  
33.3 16.2 26.1 24.0 n.s. 
19 
Exercised an injury on 
purpose  
26.7 21.6 24.6 24.0 n.s. 
12 
Set up relationship to be 
rejected  
33.3 18.9 22.4 22.7 n.s. 
17 Lost job on purpose  20.0 13.5 27.5 22.3 n.s. 
14 
Distanced yourself from 
God  
0.0 18.9 26.1 20.7 n.s. 
16 
Engaged in sexually abusive 
relationships  
6.7 24.3 1.5 9.4 0.001 
22 Abused laxatives to hurt self  0.0 21.6 2.9 8.3 0.002 
*Chi-Square 
A range of additional baseline and follow-up characteristics regarding the sample are 
summarised in Appendix D.  
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6 Psychometric Analysis of Scales 
Various methodologies were used to assess the psychometric properties of the separate 
five instruments that were utilised within the cohort study. The results of these 
psychometric analyses are presented in this chapter. This includes information regarding 
the basic psychometric details for each of the instruments, followed by the CFA and 
Mokken scaling results. A more-detailed breakdown of the Rasch analysis is presented 
for each of the instruments, which includes information relating to each of the 
instruments at both the scale level and the individual item level. Furthermore, the 
results of two separate Rasch-based resolution approaches are presented for each 
instrument, where these were appropriate. 
6.1 Basic Characteristics of Utilised Instruments 
The basic characteristics of the five instruments used in the study are summarised in 
Table 29.  Compliance at the scale level was good; the PriSnQuest recorded the lowest 
proportion of cases with complete data (91.6%). In terms of individual item compliance, 
this was also good across all items. The mean individual item completion rate was 98.3% 
(SD 0.91%) across all items. The lowest individual item completion rate was 95.1% (22 
non-responses) for item 16 of the SHI: ‘Engaged in sexually abusive relationships’. 
The high compliance rate across all scales and individual items would suggest that there 
is no evidence of responder burnout. Participants were free to stop the questionnaire 
administration at any point in the process, but very few of them did so, meaning that 
complete data were present in almost all cases. 
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Table 29. Basic descriptive and compliance statistics for the five utilised instruments 
Characteristic 
BSL-23-
F 
CORE-
OM 
PriSnQuest PHQ-9 SHI 
Number of items in scale 23 34 8 9 22 
Number of response 
categories for each item 
5 5 2 4 2 
Response category scoring 
for scale items 
0-4 0-4 0-1 0-3 0-1 
Total scale scoring range 0-92 0-136 0-8 0-27 0-22 
Number of cases with 
missing scale data 
22 24 38 13 31 
Percentage of cases with 
complete data (n=450) 
95.10% 94.70% 91.60% 97.10% 93.10% 
Number of cases with 
missing evaluable scale 
data 
14 6 16 9 12 
Percentage of cases with 
evaluable scores 
(according to scale 
instructions) 
96.90% 98.70% 96.40% 98.00% 97.30% 
Median 50 77 5 19 9 
IQR 35-65 60-90 4-6 13.5-23 6-12 
Range 0-92 7-122 0-8 0-27 0-22 
Internal Consistency 
Reliability α 
0.93 0.9 0.63 0.82 0.78 
 
The medians and inter-quartile ranges (IQR) of all of the instruments are reported in 
Table 30 for the complete sample across all three prisons. These statistics are based on 
the evaluable scores for each instrument, as per the scoring instructions for the 
individual scales. Note that some scales have low reliability in this setting. 
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Table 30. Basic descriptive statistics for the five instruments across the prisons 
 
 
 
BSL-23-F 
CORE-
OM 
PriSnQuest PHQ-9 SHI 
Prison 
A 
Median 51 77 5 18 8 
IQR 34.3-65.0 57.0-90.0 3-6 13-21 6.0-11.5 
Range 0-92 12-122 0-8 0-27 0-17 
B 
Median 49 74.5 5 17 10 
IQR 34.5-63.0 54.8-86.0 4-6 12-22 7-13 
Range 0-92 12-116 0-8 1-27 0-22 
C 
Median 52 79 5 20 8 
IQR 36.0-65.0 62.9-75.0 3.43-6 14-24 5-11 
Range 6-92 7-118 0-8 0-27 0-20 
 
6.2 BSL-23-F 
Refer to Appendix A, Questionnaire 3 for a copy of the complete BSL-23-F instrument. 
6.2.1 Confirmatory Factor Analysis and Mokken Scaling Analysis 
The results of the CFA and Mokken scaling analysis are summarised in Table 31. Weak 
support was offered for the unidimensionality of the BSL-23-F once error correlations 
had been added to the model (to account for inter-item dependency), and the item set 
satisfied Mokken scaling criteria without the removal of any items. This suggests that 
although some dependency is present between items, the BSL-23-F item set forms an 
ordinal scale that is robust enough (within this setting) for a scale cut point to be valid 
for use in an AUC analysis. 
The BSL Supplement displayed more favourable results, with the CFA showing strong 
support for unidimensionality once error correlations had been added to the model. 
Additionally, the item set satisfied Mokken scaling criteria without the removal of any 
items, suggesting that the item set forms an ordinal scale, even though the item set is 
only provided to elicit further information regarding specific self-harming behaviours. 
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Table 31. CFA and Mokken scaling statistics for the BSL-23-F and BSL Supplement 
 
Borderline Symptom List-
23-F 
BSL Supplement 
 
Original 
structure 
With 
Correlated 
errors 
Original 
structure 
With 
Correlated 
errors 
Original Number of scale 
items 
23 23 8 8 
CFA Results 
Chi-Square (df) 
1043 
(230) 
400 (205) 44 (20) 28 (19) 
P value <0.0001 <0.0001 0.0014 0.0934 
RMSEA 0.089 0.046 0.053 0.032 
CFI 0.928 0.983 0.891 0.962 
TLI 0.92 0.979 0.848 0.944 
Quality of support None Weak None Strong 
Mokken Results 
Number of items removed 
to form final scale 
0 - 0 - 
Loevinger's H 0.57 - 0.71 - 
Interpretation of Scalability Good   Good   
 
6.2.2 Rasch Analysis 
Initial analysis of the BSL-23-F revealed that the items in the scale failed to meet Rasch 
model expectations (see Table 33 - initial). Individual item fit revealed evidence of a 
number of problematic items displaying fit parameters outside of the normally expected 
and accepted range. Additionally, ALL items displayed disordered thresholds, meaning 
that the response categories were not functioning as intended. At this initial stage, only 
two items displayed DIF at the Bonferroni-adjusted level. Item 13 (I suffered from 
shame) displayed DIF-by-age group and Item 16 (Criticism had a devastating effect on 
me) displayed DIF by both prison and gender, although the prison DIF is likely to just be 
an interactive manifestation of the gender DIF that is present. 
Rescore 
As the response options were not working as intended across the whole item set, and 
the observed response patterns were similar for most items, a generic rescore was 
implemented (see Table 32). 
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Table 32. Generic rescore implemented across all BSL-23-F items 
Original Response Code Response Wording Rescored Response Code 
0 Not at all 0 
1 Only occasionally 1 
2 Sometimes 1 
3 Often 2 
4 Most or all the time 2 
 
This rescore also has the follow-on effect of reducing the total scale score. Originally the 
scale would be scored 0-92, but with the rescore in place the total scale score is 
contracted to 0-46. 
Following the generic recode, all items displayed ordered categories except Item 15 (I 
suffered from voices and noises from inside or outside my head). 
The summary fit statistics at this stage are presented in Table 33 (rescored), along with 
the plot of relative item threshold difficulties and person abilities (the targeting plot - 
Figure 30). 
Sources of individual item misfit at this stage are summarised in Table 34. 
 
Figure 30. Targeting plot for the BSL-23-F following rescoring 
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Table 33. Summary Rasch fit statistics for the BSL-23-F 
 
* = not sufficient power in t-test procedure (i.e. < 10 thresholds used to generate comparative estimates) 
  
 Item Location 
Person 
Location 
Item Fit 
Residual 
Person Fit 
Residual 
Chi Square 
Interaction 
PSI 
Alpha 
Unidimensionality T-Tests (CI) 
Analysis CInt Mean SD Mean SD Mean SD Mean SD Value df p 
with 
extrms 
NO 
extrms 
number 
of signif. 
tests 
out 
of: 
% 
lower 
bound 
95% CI 
Initial 7 0 0.39 0.15 0.9 0.77 3 -0.12 1.7 479 138 0 0.918 0.921 0.932 37 436 8.49% 6.40% 
Rescored 7 0 0.69 0.65 1.29 0.05 2.7 -0.13 1.3 416.7 138 0 0.895 0.893 0.918 39 431 9.05% 7.00% 
Resolution A 7 0 0.77 0.56 1.19 0.25 1.3 -0.18 1.1 116.9 84 0.01 0.852 0.843 0.853 22 424 5.19% 3.10% 
Resolution B 7 0 0.73 0.9 1.38 0.33 1.4 -0.18 1.1 99.07 78 0.05 0.823 0.807 0.875 18 414 4.35% - 
Resolution B2 7 0 0.75 0.83 1.38 0.33 1.3 -0.18 1.1 96.08 84 0.17 0.838 0.823 0.882 19 417 4.56% - 
Supplement 
Rescored 
4 0 1.36 -1.62 1.04 0.09 2.0 -0.10 0.4 67.11 24 0 0.018 -0.27 0.486 0 336 0%* - 
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Table 34. Summary of individual sources of misfit within the BSL-23-F item set, 
following a generic recode (misfit sources highlighted in red) 
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Even when Item 15 is rescored in an alternative rescore pattern to resolve the 
disordered thresholds, the reported misfit is still present.  
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6.2.2.1 Scale Refinement 
6.2.2.1.1 Resolution A 
Following the generic rescore, Resolution A was reached following the removal of five 
items (Item 3: ‘I was absent-minded and unable to remember what I was actually doing’, 
Item 6: ‘I didn’t trust other people’, Item 15: ‘I suffered from voices and noises from 
inside or outside my head’, Item 22: ‘I felt as if I was far away from myself’, and Item 23: 
‘I felt worthless’). Additionally, subtests (testlets) were created from Items 1 & 2 (‘It was 
hard for me to concentrate’ & ‘I felt helpless’), Items 7, 11 & 12 (‘I didn’t believe in my 
right to live’, ‘I hated myself’ & ‘I wanted to punish myself’), and Items 4, 13 and 21(‘I 
felt disgust’, ‘I suffered from shame’ & ‘I felt disgusted by myself’). Also, Item 16 
(‘Criticism had a devastating effect on me’) was split for DIF-by-gender.  
The summary fit statistics at this stage are presented in Table 33 (Resolution A). 
6.2.2.1.2 Resolution B 
Following the generic rescore, Resolution B was reached following the removal of 10 
items (Item 3: ‘I was absent-minded and unable to remember what I was actually doing’, 
Item 6: ‘I didn’t trust other people’, Item 10: ‘I had images that I was very much afraid 
of’, Item 11: ‘I hated myself’, Item 12: ‘I wanted to punish myself’, Item 15: ‘I suffered 
from voices and noises from inside or outside my head’, Item 16: ‘Criticism had a 
devastating effect on me’, Item 18: ‘The idea of death had a certain fascination for me’, 
Item 21: ‘I felt disgusted by myself’, and Item 23: ‘I felt worthless’).  
The summary fit statistics at this stage are presented in Table 33 (Resolution B). 
The summary fit statistics are also presented at the stage prior to Item 16 (‘Criticism had 
a devastating effect on me’) being removed for DIF-by-gender. See Table 33 (Resolution 
B2). 
6.2.2.2 BSL Supplement 
The 8 items of the supplement were also looked at as a separate scale. 
All thresholds were disordered with category probability response patterns tending 
towards a dichotomous structure. All items were therefore dichotomised, which 
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resulted in an extremely low person separation index (0.02), along with other 
unfavourable fit statistics. See Table 33 (Supplement Rescored) for the BSL Supplement 
summary fit statistics at this stage. This analysis was not progressed due to the lack of 
power in the tests of fit, as indicated by the low person separation index. 
6.3 CORE-OM 
Refer to Appendix A, Questionnaire 1 for a copy of the complete CORE-OM instrument. 
6.3.1 Confirmatory Factor Analysis and Mokken Scaling Analysis 
The CORE-OM is made up of 34-items that can be assessed as a single total score, or 
broken down into separate domains of Well-being (4 items), Problems or Symptoms (12 
items), Functioning (12 items), and Risk (6 items). The CORE-OM is also commonly 
summed with the Risk domain excluded (CORE minus Risk). Additionally, the short-form 
10-item screening tool, the CORE-10, is embedded within the larger 34-item scale. The 
overall single total score of the CORE-OM was not initially supported by the single-factor 
CFA, but a weak level of support was displayed once errors had been correlated (to 
account for the dependency within the item set). The CORE-OM subscales, including the 
CORE-10, all displayed moderate support once errors had been correlated, with the 
exception of the Well Being subscale, which displayed strong support of its 
unidimensionality, without the addition of any error correlations to the model. 
For the Mokken scaling, the individual subscale domains of  ‘Well Being’, ‘Problems’ and 
‘Risk’ displayed moderate scalability, with some item-removal modifications made to 
the domain item sets. The functioning subscale is more problematic, splitting into two 
smaller scales; one with weak scaling properties and one with moderate scaling 
properties. The CORE-10 also initially failed, requiring removal of three items to satisfy 
moderate scaling criteria.  The results of the CFA and Mokken scaling analysis are 
summarised in Table 35. 
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Table 35. CFA and Mokken scaling statistics for the CORE-OM 
 
Overall CORE-OM 
Well-
Being 
Domain 
Problems Domain Functioning Domain Risk Domain CORE-10 
 Original 
structure 
With 
Correlated 
errors 
Original 
structure 
Original 
structure 
With 
Correlated 
errors 
Original 
structure 
With 
Correlated 
errors 
Original 
structure 
With 
Correlated 
errors 
Original 
structure 
With 
Correlated 
errors 
Original Number of 
scale items 
34 34 4 12 12 12 12 6 6 10 10 
CFA Results 
Chi-Square (df) 
1854 
(521) 
929 (490) 1.546 (2) 170 (54) 76 (48) 405 (54) 79 (46) 36 (9) 16 (8) 122 (35) 50 (30) 
P value <0.0001 <0.0001 0.4617 <0.0001 0.0059 <0.0001 0.0019 <0.0001 0.0425 <0.0001 0.0138 
RMSEA 0.076 0.045 0 0.07 0.037 0.122 0.04 0.083 0.048 0.074 0.038 
CFI 0.856 0.952 1 0.938 0.985 0.831 0.984 0.885 0.966 0.959 0.991 
TLI 0.845 0.946 1 0.925 0.98 0.794 0.977 0.809 0.937 0.947 0.986 
Quality of support None Weak Strong None Moderate None Moderate None Moderate None Moderate 
Mokken Results 
      Functioning 
Set 1 
Functioning 
Set 2 
    
Number of items 
removed to form 
final scale 
- - 1 2 - 8 8 1 - 3 - 
Loevinger's H - - 0.42 0.42 - 0.42 0.36 0.5 - 0.41 - 
Interpretation of 
Scalability 
- - Medium Medium - Medium 
Useful but 
Weak 
Medium/ 
Good 
- Medium - 
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6.3.2 Rasch Analysis 
The CORE-OM can be assessed as a single total score (representing a single dimension), 
or as separate domains, along with the CORE-10 short-form.  It is postulated that the 4 
domains all contribute to a higher order construct, but, prior to this being formed, it 
holds that each individual domain should function independently. Firstly, the results of 
the complete CORE-OM will be presented, followed by the independent domains and 
the CORE-10. 
6.3.2.1 The CORE-OM complete scale 
Initial analysis of the CORE-OM revealed the scale to be problematic in terms of fit to 
the Rasch model. The summary fit statistics at this stage are presented in Table 37 
(initial). Individual item fit revealed evidence of a number of problematic items 
displaying fit parameters outside of the normally expected and accepted range. 
Additionally, the observed response patterns for the items were very similar to those 
observed for the BSL-23-F as all items initially displayed disordered thresholds, 
meaning that the response categories were not functioning as intended. 
Rescore 
As the response options were not working as intended across the whole item set, and 
the observed response patterns were similar for most items, a generic rescore was 
again implemented, although this rescore was different for regular scored items and 
reverse scored items. This recode is presented in Table 36. 
Table 36. Generic rescore implemented across CORE-OM items 
Original 
Response 
Code 
Original 
Reversed 
Response 
Code 
Response 
Wording 
Rescored 
Response 
Code 
Rescored 
Reversed 
Response 
Code 
0 4 Not at all 0 2 
1 3 
Only 
occasionally 
1 1 
2 2 Sometimes 1 1 
3 1 Often 2 0 
4 0 
Most or all the 
time 
2 0 
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This rescore also has the follow-on effect of reducing the total scale score. Originally the 
scale would be scored 0-136, but with the rescore in place the total scale score is 
contracted to 0-68. 
Following the generic recode, 28 items displayed ordered thresholds, but six items still 
displayed disordered thresholds. Despite the remaining disorder, this response 
structure was maintained across the item set. 
The summary fit statistics at this stage are presented in Table 37 (rescored), along with 
the targeting plot (Figure 31). 
Sources of individual item misfit at this stage are summarised in Table 38. 
 
 
Figure 31. Targeting plot for the CORE-OM following rescoring 
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Table 37. Summary Rasch fit statistics for the CORE-OM, separate CORE domains and CORE-10 
  Item 
Location 
Person 
Location 
Item Fit 
Residual 
Person Fit 
Residual 
Chi Square Interaction PSI 
Alpha 
Unidimensionality T-Tests (CI) 
Analysis CInt Mean SD Mean SD Mean SD Mean SD Value df p 
with 
extrms 
NO 
extrms 
number 
of signif. 
tests 
out 
of: 
% 
lower 
bound 
95% CI 
CORE-OM 
initial 
8 0 0.48 0.09 0.48 0.83 3.47 -0.02 1.43 1074 238 0 0.9 0.9 0.9 77 448 17.19% 15.20% 
CORE-OM 
rescored 
8 0 0.84 0.34 0.83 0.38 3.26 -0.07 1.23 849.7 238 0 0.89 0.89 0.9 59 448 13.17% 11.20% 
Bifactor 
resolution 
5 0 0.69 0.15 0.71 0.41 0.91 -0.32 0.97 27.22 28 0.507 0.856 0.856 - 20 445 4.49% - 
CORE-OM 
Resolution B 
7 0 0.83 0.32 0.94 0.28 1.11 -0.15 0.98 104.04 102 0.425 0.815 0.81 0.83 25 448 5.58% 3.60% 
                     
Well-being 
initial 
8 0 0.18 0.45 0.71 0.55 1.7 -0.31 1.2 80.3 28 0 0.43 0.3 0.58 0 448 0.00%* - 
Well-being 
rescored 
5 0 0.26 0.68 1.02 0.99 2.03 -0.29 1.36 63.2 16 0 0.26 0.03 0.54 0 383 0.00%* - 
                     
Prob/Symp 
initial 
8 0 0.33 0.37 0.76 0.82 2.64 -0.17 1.36 221.8 84 0 0.82 0.81 0.85 26 441 5.90% 3.90% 
Prob/Symp 
rescored 
7 0 0.59 1.01 1.17 0.02 2.19 -0.12 0.95 154.1 72 0 0.75 0.73 0.83 12 425 2.82% - 
Prob/Symp 
Resolution A 
5 0 0.47 0.96 1.21 0.03 1.48 -0.23 1.11 44.7 32 0.067 0.686 0.64 0.8 7 410 1.71%* - 
Prob/Symp 
Resolution B 
4 0 0.62 1.06 1.21 0.02 1.15 -0.21 1.1 43.03 24 0.0099 0.652 0.594 0.78 9 407 2.21%* - 
* = not sufficient power in t-test procedure (i.e. < 10 thresholds used to generate comparative estimates)
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* = not sufficient power in t-test procedure (i.e. < 10 thresholds used to generate comparative estimates
  Item 
Location 
Person 
Location 
Item Fit 
Residual 
Person Fit 
Residual 
Chi Square Interaction PSI 
Alpha 
Unidimensionality T-Tests (CI) 
Analysis CInt Mean SD Mean SD Mean SD Mean SD Value df p 
with 
extrms 
NO 
extrms 
number 
of signif. 
tests 
out 
of: 
% 
lower 
bound 
95% CI 
Func initial 7 0 0.38 0.07 0.5 1.05 2.59 -0.08 1.34 201 72 0 0.75 0.74 0.74 37 448 8.26% 6.20% 
Func 
rescored 
7 0 0.43 0.12 0.86 0.86 2.71 -0.07 1.34 223.95 72 0 72 69 0.78 36 444 8.11% 6.10% 
Func 
Resolution 
A 
6 0 0.47 0.23 0.99 0.52 1.17 -0.23 1.52 61.94 50 0.1198 0.72 0.671 0.74 19 437 4.35% - 
Func 
Resolution 
B 
6 0 0.44 0.05 1.03 0.72 1.26 -0.19 1.31 62.96 45 0.0396 0.708 0.638 0.74 12 431 2.78%* - 
                     
Risk1 initial 7 0 0.68 -0.61 0.86 -0.38 1.08 -0.32 0.65 129.2 36 0 0.65 0.6 0.73 23 404 5.69%* 3.60% 
Risk2 
rescored 
7 0 1.34 -0.7 1.38 -0.4 1.11 -0.34 0.69 94.8 36 0 0.65 0.53 0.72 27 401 6.73%* 4.60% 
                     
CORE-10 
Initial 
6 0 0.4 0.3 0.65 0.71 2.61 -0.16 1.16 195.97 50 0 0.764 0.751 0.79 22 446 4.93% - 
CORE-10 
Rescored 
7 0 0.74 0.73 1.04 0.12 2.6 -0.14 0.92 170.75 60 0 0.71 0.693 0.77 11 442 2.49% - 
CORE-10 
Resolution 
7 0 0.83 0.78 1.1 0.11 1.24 -0.18 0.85 69.2 48 0.024 0.659 0.612 0.73 5 434 1.15%* - 
144 
 
Table 38. Summary of individual sources of misfit within the CORE-OM item set, 
following a generic recode (misfit sources highlighted in red) 
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Although the items with disordered thresholds can be recoded in an alternative rescore 
pattern to resolve the disordered thresholds, the reported misfit is still present.  
6.3.2.1.1 Scale Refinement 
6.3.2.1.1.1 Bifactor Resolution 
As the CORE-OM has four underlying domains, a bifactor resolution was sought. A 
bifactor analysis treats each independent domain as a testlet item, and the analysis is 
based on the shared component of the domains, with the unique component excluded. 
(209, 227) 
The items displaying as clear underdiscriminating measurement anomalies within each 
domain were removed prior to the formation of the domain subtests (testlets). This 
meant that Items 2, 8 and 30 were removed from the Problems/Symptoms domain, and 
Items 3 and 8 were removed from the Functioning domain. 
The initial domain grouping revealed various DIF issues. The final bifactor resolution 
involved splitting the Well-being domain for DIF-by-Gender, and splitting the Risk and 
Functioning domains for DIF-by-Age group. 
The summary fit statistics for the final bifactor resolution are presented in Table 37 
(Bifactor resolution). 
6.3.2.1.1.2 Resolution B 
Following the generic rescore, Resolution B was reached following the removal of 17 
items. 
The summary fit statistics at this stage are presented in Table 37 (CORE-OM Resolution 
B). 
The removed items, along with the reason for removal are summarised in Table 39. 
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Table 39. Items removed from CORE-OM to reach Resolution B 
Misfit parameter Items removed 
Underdiscrimination 3 / 8 / 19 / 21 / 31 / 34 
Overdiscrimination 2 / 9 / 17 / 23 
Response Dependence (Corr>0.2) 9 / 22 / 24 / 28 / 32 / 33 / 34 
Prison DIF   
Gender DIF 14 
Age DIF 34 
Religion DIF   
 
6.3.2.1.1.3 Removed Items 
An additional analysis was run on the removed items to see whether they formed an 
alternative unidimensional item set. However, this item set displayed a high degree of 
misfitting parameters, both collectively and on an individual item basis. 
 
6.3.2.2 Individual CORE Domains 
The initial summary statistics for each domain can be found in Table 37 (headed Well-
being initial, Prob/Symp initial, Func initial and Risk initial). All domains displayed the 
same threshold disordering as was present in the CORE-OM; therefore the same generic 
rescoring pattern was applied to each individual domain (see Table 36). The summary 
statistics for each domain following the generic recode can be found in Table 37 (headed 
Well-being rescored, Prob/Symp rescored, Func rescored and Risk rescored), and the 
sources of individual item misfit at this stage are summarised in Table 40. 
6.3.2.2.1 Well-being & Risk Domains 
Following rescoring, the Well-being and Risk domains still displayed a large degree of 
misfit from a number of sources. Due to the limited number of items within these 
domains, along with the apparent misfit of various forms, neither resolution was 
reached for either domain. This means that these subscales did not conform to the strict 
requirements of Rasch scaling, but they may still conform to ordinal scale requirements, 
or have use as a series of single-indicator items. This does not preclude the domains 
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being used as part of a bifactor analysis, but as independent domains these item sets 
fail to conform to the expectations of Rasch analysis. 
6.3.2.2.2 Problems/Symptoms Domain 
After the application of the generic recode, Resolution A was reached following the 
removal of Items 2, 8 and 20, and subtesting Items 23 & 27 to account for the response 
dependency between the items. 
The summary fit statistics at this stage are presented in Table 37 (Prob/Symp Resolution 
A). 
Following the generic rescore, Resolution B was reached following the removal of Items 
2, 8, 20 and 23. The summary fit statistics at this stage are presented in Table 37 
(Prob/Symp Resolution B). 
6.3.2.2.3 Functioning Domain 
After the application of the generic recode, Resolution A was reached following the 
removal of Items 3 and 19, and subtesting items 25 & 33 to account for the response 
dependency between the items. Additionally, Item 1 was split for DIF-by-Gender. 
The summary fit statistics at this stage are presented in Table 37 (Func Resolution A). 
Following the generic rescore, Resolution B was reached following the removal of Items 
1, 3 and 19. The summary fit statistics at this stage are presented in Table 37 (Func 
Resolution B). 
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Table 40. Summary of individual sources of misfit within the CORE domains, following 
a generic recode (misfit sources highlighted in red) 
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6.3.2.2.4 CORE-10 
The initial summary statistics for the CORE-10 short form can be found in Table 37 
(headed CORE-10 initial). All CORE-10 items displayed the same threshold disordering as 
was present in the CORE-OM; therefore the same generic rescoring pattern was applied 
(see Table 36). The summary statistics for the CORE-10 following the generic recode can 
be found in Table 37 (headed CORE-10 rescored), and the sources of individual item 
misfit at this stage are summarised in Table 41. 
After the application of the generic recode, both Resolutions A and B were reached 
following the removal of Items 3 and 23. 
The summary fit statistics at this stage are presented in Table 37 (CORE-10 Resolution). 
Table 41. Summary of individual sources of misfit within the CORE-10, following a 
generic recode (misfit sources highlighted in red) 
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6.4 PHQ-9 
Refer to Appendix A, Questionnaire 5 for a copy of the complete PHQ-9 instrument. 
6.4.1 Confirmatory Factor Analysis and Mokken Scaling Analysis 
The results of the CFA and Mokken scaling analysis are summarised in Table 42. Weak 
support was offered for the unidimensionality of the PHQ-9 when error correlations had 
been added to the model, and the item set satisfied Mokken scaling criteria without the 
removal of any items. This suggests that some dependency is present between items, 
but the PHQ-9 item set forms an ordinal scale that is robust enough (within this setting) 
for a scale cut point to be valid for use in an AUC analysis. 
Table 42. CFA and Mokken scaling statistics for the PHQ-9 
 PHQ-9 
 
Original 
structure 
With 
Correlated 
errors 
Original Number of scale 
items 
9 9 
CFA Results 
Chi-Square (df) 142 (27) 52 (22) 
P value <0.0001 0.0003 
RMSEA 0.098 0.056 
CFI 0.941 0.984 
TLI 0.921 0.974 
Quality of support None Weak 
Mokken Results 
Number of items removed to 
form final scale 
0 - 
Loevinger's H 0.66 - 
Interpretation of Scalability Good   
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6.4.2 Rasch Analysis 
Initial analysis of the PHQ-9 showed that the scale failed to satisfy Rasch model 
expectations. The summary fit statistics at this stage are presented in Table 44 (initial). 
Individual item fit revealed evidence of relatively few problematic items displaying fit 
parameters outside of the normally expected and accepted range. 
However, all items except one (Item 4: ‘Feeling tired or having little energy’) displayed 
disordered thresholds, meaning that the response categories were not functioning as 
intended. 
Rescore 
As the response options were not working as intended across almost the whole item set, 
and the observed response patterns were similar for most items, a generic rescore was 
implemented.  
Table 43. Generic rescore implemented across all PHQ-9 items 
Original Response 
Code 
Response Wording Rescored Response Code 
0 Not at all 0 
1 Several Days 1 
2 More than half the days 1 
3 Nearly every day 2 
 
This rescore also has the follow-on effect of reducing the total scale score. Originally the 
scale would be scored 0-27, but with the rescore in place the total scale score is 
contracted to 0-18. 
Following the generic recode, all items displayed ordered categories. 
The summary fit statistics at this stage are presented in Table 44 (rescored), along with 
the targeting plot (Figure 32). 
Sources of individual item misfit at this stage are summarised in Table 45. 
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Figure 32. Targeting plot for the PHQ-9 following rescoring 
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Table 44. Summary Rasch fit statistics for the PHQ-9 
  Item 
Location 
Person 
Location 
Item Fit 
Residual 
Person Fit 
Residual 
Chi Square 
Interaction 
PSI 
Alpha 
Unidimensionality T-Tests (CI) 
Analysis CInt Mean SD Mean SD Mean SD Mean SD Value df p 
with 
extrms 
NO 
extrms 
number of 
signif. 
tests 
out 
of: 
% 
lower 
bound 
95% CI 
PHQ-9 
initial 
7 0 0.44 0.6 0.96 0.28 1.4 -0.2 1.15 90.2 54 0.0015 0.746 0.717 0.82 14 412 3.40% - 
PHQ-9 
rescored 
6 0 0.64 0.88 1.32 0.32 1.28 -0.27 1.3 70.18 45 0.0095 0.743 0.702 0.81 13 412 3.16%* - 
PHQ-9 
Resolution 
A 
6 0 0.55 0.8 1.26 0.31 1.13 -0.28 1.27 46.44 40 0.224 0.732 0.69 0.79 13 412 3.16%* - 
PHQ-9 
Resolution 
B 
6 0 0.51 0.73 1.24 0.41 0.95 -0.29 1.32 50.75 40 0.119 0.7 0.649 0.78 8 411 1.95%* - 
* = not sufficient power in t-test procedure (i.e. < 10 thresholds used to generate comparative estimates)
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Table 45. Summary of individual sources of misfit within the PHQ-9 item set, following 
a generic recode (misfit sources highlighted in red) 
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6.4.2.1 Scale Refinement 
6.4.2.1.1 Resolution A 
It can be seen in Table 45 that following the generic rescore there are very few sources 
of underlying misfit to amend in order to reach Resolution A. Despite no response 
dependency being apparent at a residual correlation of 0.2, a lower level dependency 
was present between Items 1 and 2. This dependency also holds on a conceptual level, 
as Items 1 and 2 are the two ‘summary’ items that make up the PHQ-2 short form. 
Resolution A was reached following the subtesting of Items 1 and 2 into a testlet to 
account for underlying conceptual dependency. 
The summary fit statistics at this stage are presented in Table 44 (Resolution A). 
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6.4.2.1.2 Resolution B 
Following the generic rescore, Resolution B was reached following the removal of Item 
2.  
The summary fit statistics at this stage are presented in Table 44 (Resolution B). 
6.5 PriSnQuest 
Refer to Appendix A, Questionnaire 2 for a copy of the complete PriSnQuest instrument. 
6.5.1 Confirmatory Factor Analysis and Mokken Scaling Analysis 
The results of the CFA and Mokken scaling analysis are summarised in Table 46. Strong 
support was offered for the unidimensionality of the PriSnQuest once error correlations 
had been added to the model, and the item set satisfied Mokken scaling criteria to a 
medium level without the removal of any items. This suggests that although some 
dependency is present between items, the PriSnQuest item set forms an ordinal scale 
that is robust enough (within this setting) for a scale cut point to be valid for use in an 
AUC analysis. 
Table 46. CFA and Mokken scaling statistics for the PriSnQuest 
 PriSnQuest 
 
Original 
structure 
With 
Correlated 
errors 
Original Number of scale 
items 
8 8 
CFA Results 
Chi-Square (df) 126 (20) 26 (17) 
P value <0.0001 0.0714 
RMSEA 0.109 0.035 
CFI 0.909 0.992 
TLI 0.872 0.987 
Quality of support None Strong 
Mokken Results 
Number of items removed to 
form final scale 
0 - 
Loevinger's H 0.48 - 
Interpretation of Scalability Medium - 
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6.5.2 Rasch Analysis 
Initial analysis of the PriSnQuest showed the scale to be problematic in terms of fit to 
the Rasch model. The summary fit statistics at this stage are presented in Table 47 
(initial), along with the initial targeting plot Figure 33. Individual item fit revealed 
evidence of some items displaying fit parameters outside of the normally expected and 
accepted range, but the individual item misfit did not suggest the same level of misfit as 
was found in the overall scale fit statistics. 
As the PriSnQuest items are all dichotomously scored, there is no opportunity for item 
thresholds to be disordered as each item only has a single measurement threshold. 
Therefore no rescoring is necessary, or possible, among the PriSnQuest items. The 
sources of individual item misfit at this stage are summarised in Table 48. 
 
Figure 33. Targeting plot for the PriSnQuest 
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Table 47. Summary Rasch fit statistics for the PriSnQuest 
  Item 
Location 
Person 
Location 
Item Fit 
Residual 
Person Fit 
Residual 
Chi Square 
Interaction 
PSI 
Alpha 
Unidimensionality T-Tests (CI) 
Analysis CInt Mean SD Mean SD Mean SD Mean SD Value df p 
with 
extrms 
NO 
extrms 
number of 
signif. 
tests 
out 
of: 
% 
lower 
bound 
95% 
CI 
PriSnQuest 
initial 
6 0 0.84 0.51 1.21 0.41 1.61 -0.12 0.84 82 40 0 0.44 0.26 0.63 8 405 1.98%* - 
Prisn 
subtest 
6 0 0.67 0.31 1.1 0.84 1.36 -0.03 0.74 70.9 35 0.0003 0.36 0.16 0.58 2 404 0.5%* - 
Prisn Male 5 0 0.87 0.5 1.24 0.26 1.3 -0.12 0.83 54.41 32 0.008 0.45 0.28 0.65 5 300 1.67%* - 
Prisn 
Female 
3 0 0.84 0.55 1.19 0.2 0.94 -0.12 0.87 21.66 16 0.155 0.43 0.23 0.6 0  0%* - 
* = not sufficient power in t-test procedure (i.e. < 10 thresholds used to generate comparative estimates) 
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Table 48. Summary of individual sources of misfit within the PriSnQuest (misfit sources 
highlighted in red) 
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6.5.2.1 Scale Refinement 
At this initial stage, the main anomaly seemed to be the sizeable response dependency 
that was apparent between Item 4: ‘Have you recently felt that life isn’t worth living?’, 
and Item 5: ‘Have you recently found yourself wishing you were dead and away from it 
all?’ (Residual correlation = 0.505). This apparent dependency was accounted for 
through subtesting the affected items, and the summary statistics following this 
amendment are presented in Table 47 (Prisn subtest). 
Despite accounting for this item dependency, the PriSnQuest appeared similar to the 
CORE Well-being and Risk domains, in that the PriSnQuest has a limited number of items 
within the scale, and even after accounting for various forms of apparent misfit, neither 
Resolution A or Resolution B was applicable to this set of items. Again, this means this 
scale did not conform to the strict requirements of Rasch scaling, but this does not 
159 
 
preclude it conforming to ordinal scale requirements, or having use as a screening tool 
or a series of single-indicator items.  
However, the PriSnQuest appeared to function differently in male and female 
populations, suggested by the Gender DIF that is apparent in the initial analysis. 
Consequently, it may be useful to treat the PriSnQuest as a different scale among male 
and female ACCT populations. The summary statistics of the initial PriSnQuest for the 
separate male and female samples are presented in Table 47 (Headed Prisn Male and 
Prisn Female). Although the fit of the scale to the model is weak for males, it does appear 
that a separate gender-based solution is more appropriate. 
6.6 Self-Harm Inventory 
Refer to Appendix A, Questionnaire 4 for a copy of the complete Self-Harm Inventory 
(SHI) instrument. 
6.6.1 Confirmatory Factor Analysis and Mokken Scaling Analysis 
The results of the CFA and Mokken scaling analysis are summarised in Table 49. Weak 
support was offered for the unidimensionality of the SHI once error correlations had 
been added to the model, but an excellent level of Mokken scalability was displayed 
without the removal of any items. This again suggests that some dependency is 
present between some items, but that the SHI item set forms an ordinal scale that is 
robust enough (within this setting) for a scale cut point to be valid for use in an AUC 
analysis.  
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Table 49. CFA and Mokken scaling statistics for the SHI 
 SHI 
 
Original 
structure 
With 
Correlated 
errors 
Original Number of scale 
items 
22 22 
CFA Results 
Chi-Square (df) 1924 (231) 277 (198) 
P value <0.0000 0.0002 
RMSEA 0.053 0.03 
CFI 0.846 0.953 
TLI 0.83 0.946 
Quality of support None Weak 
Mokken Results 
Number of items removed to 
form final scale 
0 - 
Loevinger's H 0.91 - 
Interpretation of Scalability Good - 
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6.6.2 Rasch Analysis 
Initial analysis of the SHI revealed a few individual elements of misfit, but the overall 
scale did not appear to be too problematic in terms of fit to the Rasch model. Individual 
item analysis, however, revealed evidence of some items displaying fit parameters 
outside of the normally expected and accepted range. The majority of this misfit was 
attributable to DIF parameters – mainly in the form of Gender DIF, but Prison DIF 
(unrelated to the Gender DIF) was also present.  
As the SHI items are all dichotomously scored, there is no opportunity for item 
thresholds to be disordered as each item only has a single measurement threshold. 
Therefore no rescoring is necessary, or possible, among the SHI items. 
The initial summary statistics for the SHI can be found in Table 50 (initial), along with the 
targeting plot (Figure 34). The sources of individual item misfit at this stage are 
summarised in Table 51. 
 
 
Figure 34. Targeting plot for the SHI 
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Table 50. Summary Rasch fit statistics for the SHI 
  Item 
Location 
Person 
Location 
Item Fit 
Residual 
Person Fit 
Residual 
Chi Square Interaction PSI 
Alpha 
Unidimensionality T-Tests (CI) 
Analysis CInt Mean SD Mean SD Mean SD Mean SD Value df p 
with 
extrms 
NO 
extrms 
number 
of signif. 
tests 
out 
of: 
% 
lower 
bound 
95% CI 
SHI initial 6 0 1.32 -0.61 1.16 -0.1 1.25 -0.19 0.86 141.5 110 0.023 0.76 0.74 0.78 36 435 8.28% 6.20% 
SHI 
Resolution 
A 
6 0 1.58 -0.81 1.13 -0.1 1.05 -0.18 0.66 160 140 0.113 0.75 0.74 0.76 29 435 6.67% 4.60% 
SHI 
Resolution 
B 
6 0 1.13 -0.41 1.23 -0.04 1.07 -0.19 0.87 67.61 65 0.3881 0.651 0.61 0.71 7 427 1.64%* - 
                    
SHI Male 6 0 1.63 -0.8 1.16 -0.07 1.07 -0.16 0.56 128.38 110 0.111 0.753 0.748 0.78 16 322 4.97% - 
SHI Female 2 0 1.41 -0.37 1.22 -0.15 0.65 -0.18 0.91 17.91 22 0.7116 0.781 0.744 0.78 11 113 9.73% 5.70% 
* = not sufficient power in t-test procedure (i.e. < 10 thresholds used to generate comparative estimates) 
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Table 51. Summary of individual sources of misfit within the SHI (misfit sources 
highlighted in red) 
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At this initial stage, there was response dependency that was apparent between Item 1: 
‘Overdosed?’, and Item 18: ‘Attempted suicide?’ (residual correlation = 0.347), along 
with a lower level dependency apparent between Item 11: ‘Been promiscuous?’ and 
Item 12: ‘Set yourself up in a relationship to be rejected?’. 
However, the majority of the misfit was attributable to DIF parameters – mainly in the 
form of Gender DIF, but Prison DIF (unrelated to the Gender DIF) was also present. 
Religion DIF was also present for Item 14: ‘Distanced yourself from God as punishment?’. 
This was the only Religion DIF present across any of the scales. 
6.6.2.1 Scale Refinement 
6.6.2.1.1 Resolution A 
Resolution A was reached by subtesting Items 1 and 18 together, and Items 11 and 12 
together, into separate testlets to account for the apparent response dependency. 
Additionally, a number of items were sequentially split to account for the apparent DIF. 
Items 7, 8, 15, 16 and 22 were split for DIF-by-gender, Items 10 and 20 were split for DIF-
by-Prison, with only Prison C separated, and Item 14 was split for DIF-by-Gender. 
The summary fit statistics at this stage are presented in Table 50 (Resolution A). 
6.6.2.1.2 Resolution B 
Resolution B was reached following the sequential removal of 9 items; all of which were 
presenting with some form of DIF. Items 1, 7, 8, 10, 14, 15, 16, 20 and 22 were removed 
in order to create a set of items which was free from any form of misfit.  
The summary fit statistics at this stage are presented in Table 50 (Resolution B). 
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6.6.2.1.3 Gender Separation  
The large amount of Gender DIF that is apparent in the initial SHI analysis suggests that 
the SHI is functioning differently for males and females. It may therefore be beneficial 
to treat the SHI as a different scale among male and female ACCT populations. The 
summary statistics of the initial SHI analysis for the separate male and female samples 
are presented in Table 50 (labelled SHI Male and SHI Female, respectively). An example 
of an item displaying a clear Gender DIF is presented in Figure 35. 
The sources of individual item misfit for the separate Male and Female samples are also 
summarised in Table 52 (Males) and Table 53 (Females). 
 
 
Figure 35. An example of an item (‘emotionally abusive relationships’) displaying 
Gender DIF, with females obtaining a higher affirmation rate at all levels of the 
underlying trait 
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Table 52. Summary of individual sources of misfit within the SHI – Male sample only 
(misfit sources highlighted in red) 
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Table 53. Summary of individual sources of misfit within the SHI – Female sample only 
(misfit sources highlighted in red) 
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6.7 Summary of Psychometric Properties of Instruments 
Through the Confirmatory Factor Analysis, all of the five candidate instruments 
displayed some level of evidence for the unidimensionality assumption, although this 
mostly involved some degree of error-correlation to account for apparent dependency 
within the sets of items. Additionally, although the overall CORE-OM showed no 
scalability, all of the other instruments displayed at least a moderate level of Mokken 
criteria scalability, without the need for any scale modifications to be made. The 
individual CORE domains did display a moderate degree of scalability, but this required 
some degree of modification in all cases.  
Therefore, with the exception of the CORE-OM, it seems that these instruments can be 
used in their original format within the prison ACCT population to provide ordinal 
estimates of their respective constructs (i.e. with respect to the magnitude). The CORE-
OM in its various subscale forms, however, will require some modification to support 
internal construct validity in this setting.  
The Rasch model is more demanding with regard to its quest for quantitative structure, 
and this is reflected where data from the instruments are fitted to the model. In their 
original form, none of the selected instruments completely satisfy all of the 
requirements of the Rasch model. However, with some refinement, most of the 
instruments contain a set of items which conform to Rasch model expectations, 
although the analysis and refinement capabilities are rather limited for the shorter 
instruments and subscales. Although it is not necessary for an item set to conform to 
Rasch model measurement standards for the purpose of carrying out an Area Under the 
Curve analysis, the Rasch analytic process is useful in determining the item-level details 
and structure regarding the entire instrument. Additionally, it offers the opportunity to 
refine an item set to a level where interval level measurement can be achieved. 
The psychometric analyses that were carried out provide details regarding the internal 
construct validity of the instruments, meaning that they assess whether all of the items 
within a scale are measuring the same thing in a reliable way. However, what this does 
not provide is evidence that the instruments measure what they intend to measure, 
which is provided by a sound conceptual basis and evidence of external construct 
validity that should be part of the scale development process. 
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7 Predictive Analysis 
This chapter reports on the results of the predictive validity element of the study. This 
includes the results of the area-under-the-curve (AUC) analysis for each of the 
instruments that were used within the cohort study, along with the corresponding 
receiver-operating-characteristic (ROC) curves where appropriate. Additionally, this 
chapter reports the results from the exploratory analysis of individual predictors of self-
harm, and how a logistic regression can be used to combine these individual items in 
order to create a screening algorithm instrument that could potentially be used as part 
of the self-harm monitoring process. 
7.1 Area Under the Curve Analysis 
The Area Under the Curve (AUC) analysis was run on all of the instruments (and 
subscales) to assess the predictive capabilities of each scale, in terms of the final 
outcome of whether a prisoner carried out a self-harm event during the follow-up 
period.  
 
7.1.1 AUC on Original Total Instrument Scores 
 
The AUC results for all original total instrument scores are summarised in Table 54.  An 
AUC of 1 represents a scale that can perfectly discriminate between prisoners who will 
and will not self-harm, and an AUC of 0.5 represents as scale giving a 50:50 chance of 
correctly discriminating between prisoners who will and will not self-harm. Where the 
AUC is significantly different from the null hypothesis assuming an AUC 0.5, the Receiver 
Operating Characteristic (ROC) curves are presented.  
The only instrument scores which offered a significant predictive value on the original 
total score were the PriSnQuest and the Self-Harm Inventory. The corresponding ROC 
curves for these instruments are presented in Figure 36 and Figure 37. 
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Table 54. Summary of AUC analysis for all instrument and subscale scores, with 
original scoring applied (significant results are highlighted in green) 
    
Asymptotic 95% 
Confidence 
Interval 
Instrument Area 
Std. 
Errora 
Asymptotic 
Sig.b 
Lower 
Bound 
Upper 
Bound 
BSL-23-F Total Score 0.524 0.031 0.443 0.463 0.585 
Average BSL-23-F 0.529 0.031 0.353 0.468 0.59 
CORE - Total OM 0.52 0.032 0.525 0.458 0.583 
Average CORE - Total OM 0.52 0.031 0.515 0.459 0.581 
CORE-Well-Being 0.491 0.032 0.779 0.429 0.554 
Average CORE Well-Being 0.492 0.031 0.802 0.431 0.554 
CORE-Problems 0.501 0.031 0.971 0.44 0.562 
Average CORE-Problems 0.501 0.031 0.967 0.441 0.562 
CORE-Functioning 0.517 0.031 0.583 0.457 0.578 
Average CORE-Functioning 0.522 0.03 0.486 0.462 0.581 
CORE-Risk 0.543 0.031 0.162 0.481 0.605 
Average CORE-Risk 0.543 0.031 0.163 0.481 0.604 
CORE - non Risk 0.504 0.032 0.89 0.442 0.567 
Average CORE - non Risk 0.508 0.031 0.796 0.447 0.569 
CORE-10 0.496 0.03 0.889 0.436 0.555 
Average CORE-10 score 0.491 0.03 0.773 0.432 0.55 
PHQ-9 Total Score 0.503 0.031 0.928 0.443 0.563 
PHQ-2 Total Score 0.509 0.031 0.762 0.449 0.57 
PriSnQuest Total score 0.565 0.03 0.038 0.506 0.624 
SHI Total Score 0.566 0.031 0.035 0.506 0.626 
a. Under the nonparametric assumption b. Null hypothesis: true area = 0.5 
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Figure 36. ROC curve of the PriSnQuest 
 
 
Figure 37. ROC curve of the Self-Harm Inventory 
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7.1.2 AUC on Rasch-refined Instrument Scores 
Additionally, the AUC analysis was run for the optimal resolution resulting from the 
Rasch analysis for each scale and subscale (see Table 55). The logit estimates for each 
person were converted back into an equivalent raw score for the items (and scoring 
parameters) which comprised the final item set. Resolution B was used in the majority 
of instances, but where this was not available, the rescored scale analysis was used. If 
no rescore was applicable, then the conversion was based on the initial analysis (as per 
Table 55). The PHQ-9 also offers a Resolution A to utilise, and the PriSnQuest was 
separated into gender specific conversions, as suggested by the Rasch analysis (see 
Section 6.5.2). 
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Table 55. Summary of AUC analysis for all instrument and subscale Rasch converted 
scores (significant results are highlighted in green) 
    
Asymptotic 95% 
Confidence 
Interval 
Instrument Area 
Std. 
Errora 
Asymptotic 
Sig.b 
Lower 
Bound 
Upper 
Bound 
BSL-23-F Resolution B 
conversion 0-28 
0.507 0.031 0.831 0.447 0.567 
CORE-OM Resolution B 
conversion 0-34 
0.527 0.031 0.387 0.466 0.587 
CORE Well Being rescored 
conversion 0-8 
0.511 0.031 0.725 0.45 0.572 
CORE Problems Resolution B 
conversion 0-16 
0.506 0.031 0.833 0.447 0.566 
CORE Functioning Resolution B 
conversion 0-18 
0.531 0.03 0.319 0.472 0.59 
CORE Risk rescored conversion 
0-12 
0.54 0.031 0.194 0.479 0.601 
CORE Non-Risk Resolution B 
conversion 0-30 
0.525 0.031 0.412 0.465 0.585 
CORE10 Resolution B 
conversion 0-16 
0.493 0.03 0.814 0.434 0.551 
PHQ9 Resolution A conversion 
0-18 
0.508 0.031 0.809 0.447 0.568 
PHQ9 Resolution B conversion 
0-16 
0.511 0.031 0.732 0.45 0.571 
PHQ 2 Location conversion 0-6 0.511 0.031 0.719 0.451 0.572 
PriSnQuest initial conversion 0-
8 
0.567 0.03 0.03 0.508 0.626 
PriSnQuest male subtest 
conversion 0-8 
0.58 0.036 0.028 0.51 0.65 
PriSnQuest female subtest 
conversion 0-8 
0.53 0.057 0.606 0.418 0.642 
SHI Resolution B conversion 0-
13 
0.581 0.03 0.009 0.521 0.641 
a. Under the nonparametric assumption b. Null hypothesis: true area = 0.5 
 
Again, the only scale scores which offered a significant predictive value were the 
PriSnQuest (initial and male specific resolution) and the Self-Harm Inventory. The 
corresponding ROC curves are presented in Figure 38, Figure 39, and Figure 40. 
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Figure 38. ROC curve of the PriSnQuest initial, converted from Rasch estimates 
 
 
Figure 39. ROC curve of the PriSnQuest (male specific), converted from Rasch 
estimates 
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Figure 40. ROC curve of the Self-Harm Inventory, converted from Rasch estimates 
 
7.1.3 Gender-specific AUC 
Based on indications in the literature, (137, 228) along with the indications provided 
within the Rasch analysis, the AUC analysis was repeated on a gender specific basis to 
assess whether gender-specific results differed from the results of the collated (not 
gender-specific) analysis. 
7.1.3.1 Male-specific AUC 
The male-specific AUC results for the original scoring across all instruments are 
summarised in Table 56. 
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Table 56. Summary of male-specific AUC analysis for all scale and subscale scores 
(significant results are highlighted in green) 
    
Asymptotic 95% 
Confidence 
Interval 
Instrument Area 
Std. 
Errora 
Asymptotic 
Sig.b 
Lower 
Bound 
Upper 
Bound 
BSL-23-F Total Score 0.541 0.037 0.273 0.469 0.614 
Average BSL-23-F 0.545 0.037 0.229 0.472 0.617 
CORE - Total OM 0.542 0.037 0.268 0.47 0.614 
Average CORE - Total OM 0.541 0.036 0.266 0.471 0.611 
CORE-Well-Being 0.486 0.038 0.711 0.413 0.56 
Average CORE Well-Being 0.488 0.037 0.738 0.415 0.561 
CORE-Problems 0.54 0.037 0.282 0.469 0.612 
Average CORE-Problems 0.538 0.036 0.294 0.468 0.609 
CORE-Functioning 0.524 0.036 0.518 0.454 0.594 
Average CORE-Functioning 0.532 0.035 0.385 0.463 0.601 
CORE-Risk 0.56 0.037 0.098 0.488 0.633 
Average CORE-Risk 0.56 0.037 0.099 0.488 0.632 
CORE - non Risk 0.527 0.037 0.48 0.454 0.599 
Average CORE - non Risk 0.531 0.036 0.397 0.461 0.601 
CORE-10 0.515 0.035 0.682 0.446 0.585 
Average CORE-10 score 0.509 0.035 0.801 0.441 0.578 
PHQ-9 Total Score 0.543 0.036 0.243 0.473 0.614 
PHQ-2 Total Score 0.536 0.036 0.33 0.465 0.607 
PriSnQuest Total score 0.577 0.036 0.04 0.506 0.647 
SHI Total Score 0.517 0.038 0.656 0.443 0.59 
a. Under the nonparametric assumption b. Null hypothesis: true area = 0.5 
 
With the original scoring applied, the only instrument which offered a significant 
predictive value among the male sample was the PriSnQuest. The corresponding ROC 
curve is presented in Figure 41. 
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Figure 41. ROC curve of the PriSnQuest (original scoring) for males 
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Again, the analysis was repeated among the male-specific sample, utilising the Rasch-
transformed scores for the instruments in the AUC analysis. 
The male-specific Rasch-transformed AUC results for all scales are summarised in Table 
57.  
Table 57. Summary of AUC analysis for all instrument and subscale Rasch converted 
scores for males (significant results are highlighted in green) 
    
Asymptotic 95% 
Confidence Interval 
Instrument Area 
Std. 
Errora 
Asymptotic 
Sig.b 
Lower 
Bound 
Upper 
Bound 
BSL-23-F Resolution B 
conversion 0-28 
0.518 0.036 0.618 0.448 0.589 
CORE-OM Resolution B 
conversion 0-34 
0.546 0.035 0.21 0.476 0.615 
CORE-OM Resolution B 
conversion 0-34 
0.546 0.035 0.21 0.476 0.615 
CORE Well Being rescored 
conversion 0-8 
0.51 0.037 0.78 0.438 0.582 
CORE Problems Resolution B 
conversion 0-16 
0.529 0.035 0.418 0.46 0.599 
CORE Functioning Resolution B 
conversion 0-18 
0.547 0.034 0.194 0.48 0.615 
CORE Risk rescored conversion 
0-12 
0.556 0.036 0.122 0.485 0.628 
CORE Non-Risk Resolution B 
conversion 0-30 
0.552 0.035 0.151 0.484 0.621 
CORE10 Resolution B 
conversion 0-16 
0.515 0.035 0.681 0.447 0.583 
PHQ9 Resolution A conversion 
0-18 
0.545 0.036 0.225 0.474 0.616 
PHQ9 Resolution B conversion 
0-16 
0.546 0.036 0.209 0.476 0.617 
PHQ 2 Location conversion 0-6 0.538 0.036 0.307 0.466 0.609 
PriSnQuest initial conversion 0-
8 
0.579 0.036 0.031 0.509 0.648 
PriSnQuest male subtest 
conversion 0-8 
0.58 0.036 0.028 0.51 0.65 
SHI Resolution B conversion 0-
13 
0.549 0.038 0.19 0.475 0.622 
a. Under the nonparametric assumption b. Null hypothesis: true area = 0.5 
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The only instrument scores which offered a significant predictive value for males were 
the two alternative conversions of the PriSnQuest (initial and male-specific resolution). 
The corresponding ROC curves are presented in Figure 42 and Figure 43. 
 
 
Figure 42. ROC curve of the PriSnQuest initial for males, converted from Rasch 
estimates 
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Figure 43. ROC curve of the PriSnQuest (male specific conversion) for males, 
converted from Rasch estimates 
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7.1.3.2 Female-specific AUC 
The female-specific AUC results for the original scoring across all instruments are 
summarised in Table 58. 
Table 58. Summary of female-specific AUC analysis for all scales and subscale scores 
(significant results are highlighted in green) 
    
Asymptotic 95% 
Confidence 
Interval 
Instrument Area 
Std. 
Errora 
Asymptotic 
Sig.b 
Lower 
Bound 
Upper 
Bound 
BSL-23-F Total Score 0.483 0.058 0.773 0.369 0.597 
Average BSL-23-F 0.494 0.058 0.92 0.381 0.607 
CORE - Total OM 0.474 0.062 0.653 0.352 0.595 
Average CORE - Total OM 0.473 0.062 0.641 0.351 0.594 
CORE-Well-Being 0.499 0.059 0.98 0.382 0.615 
Average CORE Well-Being 0.499 0.059 0.98 0.382 0.615 
CORE-Problems 0.416 0.058 0.151 0.302 0.53 
Average CORE-Problems 0.416 0.058 0.151 0.302 0.53 
CORE-Functioning 0.504 0.06 0.947 0.386 0.622 
Average CORE-Functioning 0.499 0.06 0.99 0.381 0.617 
CORE-Risk 0.511 0.059 0.854 0.395 0.627 
Average CORE-Risk 0.511 0.059 0.854 0.395 0.627 
CORE - non Risk 0.458 0.061 0.471 0.337 0.578 
Average CORE - non Risk 0.456 0.061 0.455 0.336 0.577 
CORE-10 0.456 0.058 0.457 0.343 0.57 
Average CORE-10 score 0.453 0.058 0.418 0.339 0.566 
PHQ-9 Total Score 0.417 0.057 0.154 0.305 0.528 
PHQ-2 Total Score 0.466 0.058 0.563 0.353 0.579 
PriSnQuest Total score 0.53 0.057 0.606 0.418 0.642 
SHI Total Score 0.671 0.051 0.003 0.57 0.771 
a. Under the nonparametric assumption b. Null hypothesis: true area = 0.5 
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The only instrument score which offered a significant predictive value among the female 
sample was the SHI. The corresponding ROC curve is presented in Figure 44. 
 
Figure 44. ROC curve of the SHI for females 
This analysis was repeated among the female-specific sample, utilising the Rasch-
transformed scores for the instruments in the AUC analysis. 
The female-specific Rasch-transformed AUC results for all scales are summarised in 
Table 59. 
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Table 59. Summary of AUC analysis for all scales and subscale Rasch converted scores 
for females (significant results are highlighted in green) 
 
As with the original instrument scoring, the only scale score which offered a significant 
predictive value for females was the conversion of the SHI Resolution B. The 
corresponding ROC curve is presented in Figure 45. 
  
    
Asymptotic 95% 
Confidence Interval 
Instrument Area 
Std. 
Errora 
Asymptotic 
Sig.b 
Lower 
Bound 
Upper 
Bound 
BSL-23-F Resolution B 
conversion 0-28 
0.493 0.058 0.898 0.379 0.606 
CORE-OM Resolution B 
conversion 0-34 
0.476 0.061 0.687 0.356 0.597 
CORE Well Being rescored 
conversion 0-8 
0.511 0.059 0.856 0.394 0.627 
CORE Problems Resolution B 
conversion 0-16 
0.455 0.06 0.436 0.338 0.571 
CORE Functioning Resolution B 
conversion 0-18 
0.492 0.059 0.893 0.376 0.609 
CORE Risk rescored conversion 
0-12 
0.514 0.059 0.805 0.399 0.63 
CORE Non-Risk Resolution B 
conversion 0-30 
0.456 0.06 0.453 0.338 0.575 
CORE10 Resolution B conversion 
0-16 
0.446 0.059 0.359 0.331 0.562 
PHQ9 Resolution A conversion 
0-18 
0.422 0.057 0.18 0.31 0.533 
PHQ9 Resolution B conversion 
0-16 
0.427 0.057 0.21 0.314 0.539 
PHQ 2 Location conversion 0-6 0.466 0.058 0.561 0.353 0.579 
PriSnQuest initial conversion 0-8 0.53 0.057 0.606 0.418 0.642 
PriSnQuest female subtest 
conversion 0-8 
0.53 0.057 0.606 0.418 0.642 
SHI Resolution B conversion 0-
13 
0.654 0.052 0.009 0.552 0.756 
a. Under the nonparametric assumption b. Null hypothesis: true area = 0.5 
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Figure 45. ROC curve of the SHI Resolution B for females, converted from Rasch 
estimates 
 
7.1.4 AUC Analysis Summary 
The primary aim of the study was to determine whether any pre-existing instruments 
could predict self-harm among an ACCT population. From the candidate instruments 
that were selected for the study, none of these performed the task adequately enough 
to be considered a useful aid for prison staff to utilise as part of a standardised ACCT 
process. Although two scales demonstrated an AUC significantly different from 0.5, all 
scales failed to have any meaningful predictive value. The utilisation of Rasch-
transformed scores within the AUC analysis had very little effect on the results, although 
the Rasch analytic process revealed useful diagnostic information regarding the items 
within the instruments, and highlighted the gender biases that were present within the 
SHI, which informed the AUC analysis in terms of gender separation.   Although the 
results of the AUC analysis were improved to an extent when gender separation was 
considered, there were still no meaningful predictive values observed among the 
instruments. Across all analyses, the highest observed AUC value was 0.671 (for the 
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female-specific SHI), and even this should not be considered as anything greater than a 
‘poor’ level of discrimination.   
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7.2 Self-Harm Predictive Algorithm 
The failure of the candidate screening instruments to predict future self-harm, while 
disappointing, was not entirely unexpected. Each of the scales may contain some items 
that do discriminate with regard to predicting self-harm, but they also probably contain 
many items that do not discriminate for self-harm. Due to this dilution of the 
discriminating questions, the instrument total scores on which the AUC analysis is based 
may be compromised with respect to predicting self-harm. It was the hope that one of 
the extant, standardised instruments would be predictive of self-harm, but it was 
recognised that this may not be the case. It was therefore anticipated that it may be 
necessary to examine the potential of individual items as predictors, with one of the 
study aims stating; “If a stand-alone instrument is not predictive, then determine 
whether any set of demographic or individual instrument items combine to predict self-
harm”.  
7.2.1 Predictive Assessment of Individual Items 
The candidate instruments contain 105 individual items, and these form an item pool of 
potential risk indicators together with other socio-demographic and sentencing criteria 
(e.g. a prisoner’s education level, or remand status etc.). The psychometric and AUC 
analysis is also informative in that there seems to be a gender difference in the way in 
which instruments (and their constituent items) worked, and therefore this assessment 
of individual predictor items was carried out on a gender-specific basis.  
Therefore, to refine the item set down to an appropriate number to enter into a logistic 
regression, all items were assessed for their capacity to potentially indicate risk of self-
harm. This exploratory analysis was achieved by running individual item crosstab chi-
square tests, with all items individually associated with future self-harm at p=0.10 
progressing on to the logistic regression. To account for the small number of self-harm 
cases within individual response category groups, all items with multi-category response 
options were dichotomised into categories that represented a ‘complete absence’ and 
‘some presence’ of either a sign or symptom. The individual items that were statistically 
significantly associated with future self-harm at p=0.05 are included in Table 60. 
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Table 60. Items and other indicators associated (p<0.05) with future self-harm, separated by gender 
Male Risk Factors 
Variable (Odds Ratios refer to affirmation of variable) p-value OR CI Sensitivity Specificity PPV NPV 
Prisoner has no qualifications (no qualifications = 1) 0.001 2.335 1.409-3.872 62.10% 58.80% 36.00% 80.60% 
BSL1. In the last week it was hard for me to concentrate 0.017 >100 not calculated 100% 6.50% 27.80% 100% 
BSL S8. During the last week I had uncontrollable sexual encounters 
of which I was later ashamed or which made me angry 
0.028 8.475 0.869-82.65 3.60% 99.60% 75% 73.90% 
Ever Self-Harmed in prison 0 3.423 1.967-5.958 75.90% 52.10% 37.10% 85.30% 
Index ACCT due to Self-Harm? 0 3.42 1.986-6.836 71.40% 59.60% 46.70% 80.80% 
SHI2. Have you ever cut yourself on purpose? 0 3.075 1.604-5.894 84.10% 36.70% 32.20% 86.60% 
PQuest2. In the past year have you been taking longer over the 
things you do? 
0.024 2 1.086-3.685 80.70% 32.30% 29.90% 82.40% 
Ever received medication for mental health problems 0.023 1.981 1.091-3.596 80.50% 32.50% 30.70% 81.70% 
SHI19. Have you ever exercised an injury on purpose? 0.045 1.858 1.007-3.427 25.30% 84.60% 37.50% 75.60% 
PQuest1. In the past year have you previously seen a psychiatrist? 0.018 1.821 1.105-3.001 54.70% 60.20% 33.80% 78.10% 
Acquisitive Crime (Burglary, Robbery, Theft) 0.043 1.712 1.015-2.89 38.80% 73.00% 34.40% 76.60% 
         
Male Protective Factors 
Age left full time education (16+ = 1) 0.034 0.578 0.348-0.962 37.60% 48.90% 21.30% 68.10% 
SHI6. Have you ever Abused alcohol? 0.028 0.559 0.332-0.941 57.80% 28.90% 22.90% 65.30% 
Dependent on alcohol 0.013 0.497 0.284-0.867 24.10% 60.90% 18.80% 68.30% 
CORE19. Over the last week I have felt warmth or affection for 
someone (with scoring reversed) 1=Less than all the time 
0.003 0.476 0.288-0.786 49.40% 32.80% 21.60% 63.30% 
                
189 
 
 
Female Risk Factors 
Variable (Odds Ratios refer to affirmation of variable) p-value OR CI Sensitivity Specificity PPV NPV 
Life or indefinite sentence 0 8.4 2.479-28.46 32.40% 94.60% 75% 73.70% 
SHI2. Have you ever cut yourself on purpose? 0.01 4.795 1.331-17.269 91.90% 29.70% 39.60% 88% 
PHQ-9-7. Over the last 2 weeks - Trouble concentrating on things, 
such as reading the newspaper or watching television 
0.04 4.449 0.96-20.619 94.60% 20.30% 37.20% 88.20% 
PQuest8.  In the past year have you recently heard voices saying a 
few words or sentences when there was no one around to account 
for this? 
0.001 4.19 1.768-9.928 73% 60.80% 48.20% 81.80% 
CORE 25. Over the last week I have felt criticised by other people 0.003 3.544 1.501-8.366 73% 56.80% 45.80% 80.80% 
SHI3. Have you ever Burned yourself on purpose? 0.011 3.145 1.269-7.793 37.80% 83.80% 53.80% 72.90% 
Ever Self-Harmed in prison 0.05 3.056 0.96-9.723 89.20% 27% 37.90% 83.30% 
Index ACCT due to Self-Harm? 0.017 2.9 1.189-7.084 63.30% 62.70% 43.20% 79.20% 
SHI8. Have you ever Scratched yourself on purpose? 0.015 2.708 1.203-6.096 59.50% 64.90% 45.80% 76.20% 
SHI10.Have you ever made medical situations worse on purpose 
(e.g. skipped medication)? 
0.017 2.664 1.174-6.044 51.40% 71.60% 47.50% 74.60% 
BSL S4. During the last week I had episodes of binge eating 0.031 2.609 1.079-6.309 37.80% 81.10% 50% 72.30% 
SHI21. Have you ever starved yourself to hurt yourself? 0.022 2.588 1.132-5.918 67.60% 55.40% 43.10% 77.40% 
SHI9. Have you ever prevented wounds from healing? 0.032 2.41 1.071-5.419 62.20% 59.50% 43.40% 75.90% 
BSL 15. Over the last week I suffered from voices and noises from 
inside or outside my head 
0.032 2.41 1.071-5.419 62.20% 59.50% 43.40% 75.90% 
        
Female Protective Factor 
First time on an ACCT? 0 0.224 0.096-0.523 36.10% 28.40% 19.70% 47.70% 
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7.2.2 Logistic Regression  
Following the exploratory analysis into which individual items could be considered for a 
predictive algorithm, all items which were individually significant at p=0.10 were tested 
for tolerance and multicollinearity, and then entered into a backwards stepwise binary 
logistic regression, under a likelihood-ratio removal process (p removal 0.1). (214) This 
was carried out separately for the male and female samples. 
Following the initial analysis run, a composite item of ‘Prison self-harm history’ was 
created from three individual items: ‘Have you ever self-harmed in prison?’, ‘Was the 
prisoner’s index ACCT due to self-harm?’, and Item 1 of the BSL supplement ‘During the 
last week I hurt myself by cutting, burning, strangling, head banging etc.’. This grouped 
the prisoners into three categories: those that had never self-harmed in prison; those 
that had self-harmed in prison, but not recently (not within the previous two weeks); 
and those that had self-harmed in prison recently (within the previous two weeks). The 
composite item was significantly predictive for the male sample, so it was used instead 
of the constituent items. It was not significantly predictive for the female sample, so the 
individual items were retained. 
Additionally at this point, the male sample statistical analysis was switched from SPSS to 
STATA 13 (193), as STATA offered the opportunity to apply a Firth adjustment (229) 
following the discovery of complete separation within the data set, which can occur 
when the (self-harm) event numbers are limited. Where complete separation occurs 
within the data, the maximum likelihood values of the logistic regression cannot be 
estimated, and the Firth adjustment allows for the convergence of finite estimates; 
therefore reducing the bias within the analysis. (230)  
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The final models contained 11 independent variables for men (see Table 61) and seven 
independent variables for women (see Table 62). Both models were statistically 
significant, (male model: χ2 (df 12, N = 301) = 47.57, p < 0.001; and female model: χ2 (df 
7, N = 94) = 53.46, p < 0.001) indicating that the models were able to distinguish between 
prisoners who went on to carry out a self-harm event in the follow-up, and those who 
did not. Seven of the 11 independent variables in the male model, and five of the seven 
independent variables in the female model made a unique statistically significant 
contribution to the final models.   
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Table 61. Logistic Regression predicting likelihood of self-harm during follow-up for males (STATA output) 
Variable B S.E. z Sig. 
95% C.I. 
Lower Upper 
Do you have any qualifications? (yes=0, no=1) 1.122977 0.31065 3.61 0 0.514114 1.731839 
Have you accessed healthcare during this prison stay? -1.14773 0.442399 -2.59 0.009 -2.01481 -0.28064 
In the past year, have you previously seen a psychiatrist? 0.660485 0.308926 2.14 0.033 0.055001 1.26597 
Have you ever cut yourself on purpose? 0.785021 0.396684 1.98 0.048 0.007535 1.562508 
Have you ever abused alcohol? -1.06009 0.331151 -3.2 0.001 -1.70914 -0.41105 
Have you ever driven recklessly on purpose? -0.6994 0.32734 -2.14 0.033 -1.34098 -0.05783 
Have you ever intentionally exercised an injury to hurt 
yourself? 
0.670756 0.370553 1.81 0.07 -0.05551 1.397025 
In the last week have you felt warmth or affection for 
someone? 
-0.532 0.304642 -1.75 0.081 -1.12909 0.065083 
In the last week, have you thought that you are to blame for 
your problems and difficulties 
1.029772 0.58036 1.77 0.076 -0.10771 2.167257 
In the last week, has it been hard for you to concentrate? 1.998831 1.518229 2.84* 0.092** -0.97684 4.974505 
Prisoners self-harm history in prison:    11.36* 0.003***   
(‘no prison self-harm history’ is reference category) 
self-harmed, but not recently 0.922775 0.557201 1.66 0.098 -0.16932 2.014869 
self-harmed recently 1.526448 0.468689 3.26 0.001 0.607833 2.445062 
Constant -4.36395 1.648187 -2.65 0.008 -7.59434 -1.13357 
* Chi-square value ** Firth-adjusted p-value ***Overall significance of categorical item
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Table 62. Logistic Regression predicting likelihood of self-harm during follow-up for females (SPSS output) 
Variable B S.E. Wald df Sig. 
Odds 
Ratio 
95% C.I. for Odds Ratio 
Lower Upper 
Life or indeterminate sentence? 2.016 1.143 3.112 1 0.078 7.506 0.799 70.488 
Has prisoner had ANY sort of correspondence during stay (yes 
or no)? 
3.698 1.985 3.471 1 0.062 40.351 0.825 1973.135 
Have you ever seen a psychiatrist outside prison? 1.453 0.739 3.867 1 0.049 4.274 1.005 18.183 
Is this the first time in this sentence that you have been put 
on an ACCT? 
-2.027 0.762 7.086 1 0.008 0.132 0.03 0.586 
Have you ever intentionally scratched yourself on purpose? 2.362 0.74 10.2 1 0.001 10.617 2.491 45.252 
During the last week I had episodes of binge eating. 2.714 0.867 9.806 1 0.002 15.096 2.761 82.544 
During the last week I took medication that had not been 
prescribed or if had been prescribed, I took more than the 
prescribed dose. 
2.213 0.878 6.349 1 0.012 9.139 1.635 51.093 
Constant -7.022 2.4 8.563 1 0.003 0.001   
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For each prisoner on an ACCT, a risk score can be calculated by multiplying each variable 
with the regression coefficient of the prediction model. To create a more easily 
applicable prediction rule, regression coefficients were rounded to half points and then 
doubled to form simple summative indices of complete numbers. (231) This was again 
done separately for males and females. The receiver operating characteristic (ROC) 
curve for the male prediction model is displayed as Figure 46, and the ROC curve for the 
female prediction model is displayed as Figure 47. When maximising the Kappa value in 
the agreement between the prediction model and the outcome of self-harm, 
corresponding AUC values are 0.81 for males and 0.867 for females. The properties of 
the gender-specific predictive models are summarised in Table 63. 
Table 63. Properties of the gender-specific predictive models 
Predictive 
Algorithm AUC Sensitivity Specificity PPV NPV 
Correctly 
Classified 
Male 0.81 55% 85.5% 57.9% 84% 77.4% 
Female 0.867 71.4% 93.1% 83.3% 87% 86% 
 
 
Figure 46. ROC curve for male predictive risk model (AUC = 0.81) 
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Figure 47. ROC curve for female predictive risk model (AUC = 0.867) 
 
For these values that are presented, it should be noted that specificity and sensitivity 
are properties of the instrument, whereas PPV and NPV differ by the self-harm 
prevalence rate within a given population. As the self-harm rate varied by prison, the 
PPV and NPV will therefore differ across institutions, although this will only apply to 
the male institutions as the female institution was considered separately. 
For the sensitivity and specificity values obtained within the male prisons, where the 
self-harm prevalence rate is lower (i.e. Prison A), the PPV will also be lower, but the 
NPV will be higher. This means that there will be a higher proportion of false positive 
results of the screening test, but a lower proportion of false negatives. 
Where the self-harm prevalence rate is higher (i.e. Prison C), the PPV will also be 
higher, but the NPV will be lower. This means that there will be a lower proportion of 
false positive results of the screening test, but a higher proportion of false negatives. 
In order to put the sensitivity and specificity values of these prediction models into 
context, and to demonstrate the absolute numbers that would be found, a range of 
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example scenarios are presented that replicate the institutional findings within this 
study. In each scenario, the values relate to the inferred screening of one thousand 
prisoners. These examples are presented for comparison in Table 64. Refer back to 
Table 16 (Section 4.6) for a further description of the values that are presented. 
Example 1 represents the male predictive model, as applied to the complete male 
sample in the study, with an overall self-harm rate of 28%. 
Example 2 represents the male predictive model, as applied to the Prison A male 
sample in the study, with an overall self-harm rate of 17%. 
Example 3 represents the male predictive model, as applied to the Prison C male 
sample in the study, with an overall self-harm rate of 33%. 
Example 4 represents the null model (a random 50:50 chance) as applied to the 
complete male sample in the study, with an overall self-harm rate of 28%. 
Example 5 represents the female predictive model, as applied to the complete female 
sample in the study, with an overall self-harm rate of 33%. 
Example 6 represents the null model (a random 50:50 chance) as applied to the 
complete female sample in the study, with an overall self-harm rate of 33%. 
Table 64. Comparison of identified case numbers across a range of scenarios for 
n=1000 inferred screening administrations 
Example 1 2 3 4 5 6 
Self-Harm Rate 28% 17% 33% 28% 33% 33% 
Sensitivity 55% 55% 55% 50% 71% 50% 
Specificity 86% 86% 86% 50% 93% 50% 
PPV 60% 44% 65% 28% 83% 33% 
NPV 83% 90% 79% 72% 87% 67% 
True positives (a) 154 94 182 140 234 165 
False positives (b) 104 120 97 360 47 335 
False negatives (c) 126 76 148 140 96 165 
True negatives (d) 616 710 573 360 623 335 
Total n 1000 1000 1000 1000 1000 1000 
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These values are presented at the single cut-point where sensitivity and specificity were 
maximised. Although it can be seen that the risk classification of the prediction models 
(Examples 1,2,3 and 5) is far superior to the null models (Examples 4 and 6), none of the 
individual cut values presents a compelling argument for the use of the screening 
algorithms, as there are still a lot of false positives and false negatives identified. 
However, with the introduction of variable cut points for specific purposes, the number 
of false positives or negatives could be minimised. 
By examining crosstabs of different cut points relative to the sensitivity and specificity 
achieved, it is possible to create a low-medium-high risk classification for the risk of self-
harm. A ‘low’ risk classification seeks to maximise the sensitivity of the prediction model, 
meaning that among those that do self-harm, their identification is maximised. This 
provides a low cut-point, above which true positive identification is maximised. This 
cannot be used as single cut point as it also maximises the amount of false positives, but 
it is useful as it minimises the false negatives identified (i.e. anyone below the cut point 
value is highly unlikely to self-harm). A ‘high’ risk classification seeks to maximise the 
specificity of the prediction model, meaning that among those that do not self-harm, 
their identification is maximised. This provides a high cut-point, below which true 
negative identification is maximised. This cannot be used as single cut point as it also 
maximises the amount of false negatives, but it is useful as it minimises the false 
positives identified (i.e. anyone above the cut point value is highly likely to self-harm). 
In order to exemplify why these should not be taken as single cut points, four further 
examples are presented in Table 65 which replicate the cut points for the male and 
female screening models across 1000 inferred screening administrations. 
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Table 65. Replication of predictive model cut points across n=1000 inferred screening 
administrations 
 Male Female 
Cut point Low High Low High 
Self-Harm Rate 28% 28% 33% 33% 
Sensitivity 100% 16% 100% 40% 
Specificity 8% 100% 8% 99% 
PPV 30% 94% 35% 94% 
NPV 100% 75% 100% 77% 
True positives (a) 280 45 330 132 
False positives (b) 661 3 614 9 
False negatives (c) 0 235 0 198 
True negatives (d) 59 717 56 661 
Total n 1000 1000 1000 1000 
 
For males, a cut point of 1 maximises the sensitivity of the prediction model at 100%, 
also producing an NPV of 100% (specificity 8.1%, PPV 28.3%). A cut point of 10 maximises 
the specificity of the prediction model at 99.5%, producing a PPV of 92.9% (sensitivity 
16.3%, NPV 76.7%). 
For females, a cut point of 2 maximises the sensitivity of the prediction model at 100%, 
also producing an NPV of 100% (specificity 8.3%, PPV 34.7%). A cut point of 16 results in 
the specificity of the prediction model being 98.6%, also producing a PPV of 93.3% 
(sensitivity 40.0%, NPV 77.2%). 
When all individuals are classified (post-hoc) within these risk categories, both genders 
have a minimal level of self-harm among those categorised as low risk, and those 
classified as high risk subsequently self-harmed in almost 75% of the male cases, and 
almost 90% of the female cases. This categorisation by level of risk could contribute to 
identifying appropriate care pathways and, given the strength of the negative tests, may 
facilitate sign-off from the ACCT. It is plausible that the respective gender-specific item 
sets, which resulted from the logistic regression, could form single page clinical decision 
aids which could be administered by any prison staff within a few minutes. 
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Table 66. Levels of risk for self-harm from gender-specific predictive algorithm 
Predictive algorithm results expressed as 
level of risk 
% Males 
who SH 
% Females 
who SH 
Low 
0 0 
(Males: <2, Females: <3) 
Medium 
21.2 23.8 
(Males: 2<9, Females: 3<15) 
High 
73.7 88.2 
 (Males: 10+, Females: 16+) 
 
When considering the use of any screening instrument or algorithm, the potential 
costs have to be measured against the potential gains, which is variable depending on 
the trade-off between sensitivity and specificity. In order to maximise sensitivity and 
capture all true cases, there will also be an associated increase in false positives 
identified. If a very large amount of false positives are identified, this would swamp the 
system, and the added cost and resource of monitoring all of these cases would not be 
sustainable. However, this would have to be considered alongside any potential 
reduction in self-harm or suicide events, where it has been estimated that each self-
harm episode costs an average of £809 to treat in a hospital setting, (232) and that 
each completed suicide could cost between £1.7 million and £3.2 million. (233) If the 
amount of false positives could be limited to a manageable amount, then the 
implementation of a screening instrument could be beneficial both in real terms (less 
self-harm) as well as financially.  
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7.3 Summary of Predictive Analysis 
The primary aim of the study was to determine whether any pre-existing instruments 
could predict self-harm among an ACCT population, and an AUC analysis was carried out 
on five candidate instruments to determine whether they could be considered useful 
for prison staff to incorporate into a standardised ACCT process. Although two scales 
demonstrated an AUC significantly different from 0.5, all scales failed to have any 
meaningful predictive value, and the utilisation of Rasch-transformed scores within the 
AUC analysis had very little effect.  When gender separation was considered, the results 
of the AUC analysis were improved to an extent, but there were still no meaningful 
predictive values observed among the instruments.  
As none of the candidate instruments were usefully predictive, the pool of items was 
assessed for individual items that may be predictive of self-harm. These potentially 
useful items were then entered into a gender-specific logistic regression analysis, which 
resulted in the production of gender-specific predictive algorithms that were statistically 
significant in predicting future self-harm. However, as this analysis was carried out post-
hoc, although it is plausible that these item sets could be useful, their direct predictive 
capacity and operational functionality remains unknown. 
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8 Explanatory Model of Self-Harm 
This chapter explores possible explanatory mechanisms that may contribute to the final 
outcome of self-harm. Although none of the pre-existing instruments used in the study 
were predictive of self-harm, they were all shown to display some level of measurement 
validity within the specific ACCT population that was under consideration. All of these 
instruments were originally developed to measure different constructs, and a structural 
equation modelling approach offers the opportunity to assess the conceptual 
relationship between some of these constructs in terms of their impact on self-harm 
being carried out. An explanatory model of self-harm in the ACCT population may be 
useful as it could potentially contribute to the understanding of the process that leads 
to self-harm. This, in turn, could then help to inform care pathways and targeted 
interventions. 
8.1 Model Development 
The initial model of an SEM analysis should be conceptually derived, based on pre-
existing models and empirical evidence that are presented in the research literature. 
Although SEM is technically a confirmatory approach, there is an exploratory element 
of the process that may reveal the relationships between a number of variables.  
Based on the indications in the literature, (137, 140) and supported by the differing self-
harm incidence and predictive analysis results of this study, it was decided that separate 
models for males and females should be pursued. Although the conceptual model basis 
is equivalent for males and females, it was thought that the varying relationships and 
pathways would manifest differently for males and females, and that a gender-
equivalent model may be difficult to achieve. 
8.2 Model Basis 
The conceptual basis of the tested models was framed on Joiner’s Interpersonal-
Psychological Theory of Suicidal Behaviour (IPTSB), (76, 234) which was developed 
further, by Ireland & York, (78) who proposed an Integrated Model of Self-Injurious 
Activity (see Figure 48). 
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Figure 48. Integrated model of self-injurious activity (Ireland & York, 2012) 
 
This model suggests that self-harm is largely predicted by the central facets of an 
‘increased propensity’ and ‘increased capacity’ to carry out self-harm. An ‘increased 
capacity’ refers to the engagement in a range of self-damaging behaviours, with an 
increased history, an increased number of different self-harm behaviours, and an 
increased involvement in general risk-taking behaviour representing the concept. This 
view is supported by the finding that the number of different self-harm behaviours is the 
single best predictor of future suicide. (54) 
An ‘increased propensity’ refers both to factors of temperament such as personality 
type and coping strategies, and factors of current state such as psychological 
distress.(78) Self-harm is a (failed) coping-mechanism that is used to deal with excess 
stress. At times of increased stress, this is when people that self-harm are at their most 
vulnerable and are therefore more likely to self-harm. The ‘propensity’ of a prisoner to 
self-harm is therefore likely to be impacted by the level of current psychological distress 
that is experienced, along with the ability of the prisoner to apply a coping strategy to 
alleviate any increased stress.  
Within the integrated model, the ‘negative environmental factors’ element is reflected 
by the context of the prison setting, with this being influenced by a person’s sense of 
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‘thwarted belongingness’ (76) through being in prison. The context of the prison setting 
also has the practical influence of affecting the availability of different methods of self-
harm.  
A number of simplified variations on Ireland & York’s model (78) were therefore used as 
the conceptual basis for model testing, focused around the key elements of increased 
capacity and increased propensity for self-harm. Although an initial model could be 
more conceptually complete, along with having many inclusions as risk-factor or 
protective-factor contributors (see Section 2.2.3), it was decided that it would be 
technically beneficial to derive an initial model that was as simple as possible, as added 
complexity may add complications to the specification and interpretation of the model. 
Within the path models that were specified, the Self-Harm Inventory score was used as 
the sole indicator of increased capacity, as it provides a count of different self-harm 
behaviours and risk-taking activities that a person has previously engaged in. This 
signifies the extent to which previous self-harm behaviour has escalated, and a capacity 
to self-harm has increased. The ‘increased propensity’ within the models is represented 
by a number of different variables, which were specified to interact in different ways 
through the various models that were tested. This propensity element variably included 
indicators of: depression (as represented by the PHQ-9), coping (as represented by the 
‘functioning’ subscale of the CORE-OM), and borderline personality disorder 
symptomology (as represented by the BSL-23-F). Additionally, in some of the male 
models that were tested, the PriSnQuest was used as an overall measure of self-harm 
propensity, as this includes individual risk factors relating to background, depression and 
borderline symptoms. Within the male sample, the PriSnQuest was also shown to be the 
best single instrument at predicting the risk of self-harm in follow-up. The CORE-Risk 
subscale was also used in some of the male models, as an indicator of the current 
propensity to engage in high-risk behaviours associated with self-harm.  
Although it has been previously recognised as an independent risk factor, the variable 
of prisoner age was included in many of the models as a technical addition in order for 
the specified models to have the necessary degrees of freedom for the model to run. 
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Table 67 includes all abbreviations that were used in the SEM path analysis to indicate 
the different variables and relationships that were specified within the different models. 
Table 67. Abbreviations used in path analysis model specification 
Abbreviation Meaning 
BORDERLINE BSL-23-F scale score 
COPING CORE-OM Functioning subscale score 
DEP PHQ-9 scale score 
ON Regressed on 
PQUEST PriSnQuest scale score 
RISK CORE-OM Risk subscale score 
SHFU Self-harm in follow-up 
SHI Self-Harm Inventory scale score 
WITH Correlated with 
 
8.3 Female Model 
The female models were derived first for two main reasons. Firstly, the overall rate of 
self-harm was greater for females than it was for males, and it was thought that an 
explanatory model may be more straightforward where the outcome incidence was 
greater. Secondly, within the predictive analysis of the cohort study, for females, the SHI 
was identified as the best single instrument at predicting the risk of self-harm in follow-
up. Self-harm capacity (as measured by the SHI) is a key component of the conceptual 
model, (76, 78) and therefore the female models were based around the focal 
relationship of self-harm capacity being the key indicator of self-harm in follow-up. 
8.3.1 Results 
The models that were tested are summarised in Table 68, along with the corresponding 
fit indices of each specified model. It can be seen that models F5-F8 all offer support for 
the specified models, with all individual relationships being significant, and no further 
relationships suggested by the modification indices. 
The models F5-F8 are all presented as individual schematic diagrams in Figure 49 to 
Figure 52. 
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Table 68. Female path analysis model fit 
   Chi-square RMSEA    
Model Descriptor/Modification N Value df p Estimate 
90% 
C.I. 
90% 
C.I. 
Probability 
RMSEA 
<=0.05 
CFI TLI WRMR 
F1 SHFU ON COPING, SHI. COPING WITH DEP 115 15.4 3 0.0015 0.19 0.103 0.288 0.006 0.707 0.413 1.147 
F2 SHFU ON DEP, SHI. COPING WITH DEP 115 12.9 3 0.005 0.169 0.082 0.269 0.016 0.766 0.532 1.057 
F3 
SHFU ON COPING, SHI. COPING WITH DEP. 
COPING ON SHI. SHI ON AGE 
115 11.82 5 0.037 0.109 0.024 0.191 0.099 0.843 0.686 0.789 
F4 
SHFU ON DEP, SHI. COPING WITH DEP. DEP ON 
SHI. SHI ON AGE 
115 11.06 5 0.0502 0.103 0 0.185 0.123 0.86 0.721 0.774 
F5 
SHFU ON SHI.SHI ON COPING, AGE. COPING 
WITH DEP 
115 7.47 6 0.2797 0.046 0 0.136 0.45 0.966 0.944 0.622 
F6 
SHFU ON SHI.SHI ON DEP, AGE. COPING WITH 
DEP 
115 6.437 6 0.376 0.025 0 0.126 0.55 0.99 0.983 0.565 
F7 
SHFU ON SHI.SHI ON COPING, AGE. COPING 
WITH BORDERLINE 
115 3.748 6 0.71 0 0 0.091 0.827 1 1.056 0.395 
F8 
SHFU ON SHI.SHI ON BORDERLINE, AGE. COPING 
WITH BORDERLINE 
115 3.035 6 0.8044 0 0 0.077 0.889 1 1.074 0.336 
Guide Ideal Fit Criteria    p>0.05 <0.05    >0.95 >0.95 <0.90 
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Figure 49. Schematic diagram of female model F5 
 
 
Figure 50. Schematic diagram of female model F6 
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Figure 51. Schematic diagram of female model F7 
 
 
 
Figure 52. Schematic diagram of female model F8 
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8.3.2 Interpretation 
All models were tested as potential pathways of the relationship between the capacity 
to self-harm and the propensity to self-harm, to see if any one of these eight models 
(F1-F8) would offer a valid solution. It would appear that models F5-F8 all offer 
potentially useful models with regard to explaining the pathway to self-harm when on 
an ACCT. These models are all very similar, and as they all seem to be supported by the 
model fit statistics it seems that some indicators relating to the ‘propensity’ element 
may be interchangeable. Crucially, the ‘capacity’ element remains steady across all of 
the working models, and this consistently appears to influence the self-harm study 
outcome, with the likelihood of carrying out self-harm increasing as the self-harm 
capacity (SHI score) increases. This finding offers support to Joiner’s Interpersonal-
Psychological Theory of Suicidal Behaviour (76) along with Ireland & York’s Integrated 
Model of Self-Injurious Activity. (78) This also ties in with the work of Latimer et al., (235) 
who proposed an item bank of self-harm behaviours that represents an increasing scale 
of self-harm capacity. 
Interestingly, the propensity to self-harm seems to be fully mediated by the capacity to 
self-harm within these models. The fully-mediated relationships specified in models F5-
F8 are supported by the model fit results, whereas the partially-mediated relationships 
specified in models F1-F4 were not supported, either by the total model results or the 
direct relationships between the propensity indicators and the self-harm outcome 
variable. This full-mediation suggests that perhaps a critical threshold of ‘capacity’ needs 
to be reached before any self-harm is carried out. Alternatively, it may be that those 
with a decreased capacity actually did carry out self-harm, but that this was self-
managed and therefore not picked up by the prison recording system. Either way, the 
interaction between propensity and capacity appears to be supported.  
As noted, the propensity indicator of coping, as represented by the CORE-OM function 
subscale, seemed to be highly correlated with both the depression and borderline 
symptom variables, which appeared to be interchangeable in terms of their position 
within the model. This also makes sense conceptually, as a higher level of depression 
will generally reduce the ability to cope with a situation, and the lower the ability to 
cope with a situation, then generally the higher the resulting depression will become.  
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However, despite the fit-statistics and significant individual relationships suggesting that 
models F5-F8 are all well-fitting models, it should also be noted that the R2 values for 
each of these models is fairly limited. For models F5-F8, the R2 values vary from 0.094 
(F6) to 0.113 (F7), meaning that as a maximum, model F7 explains 11.3% of the variance 
in the dependent variable (self-harm in follow-up). Therefore, although these models 
may be potentially useful, this highlights that a more proficient explanatory model may 
also be more complex. Alternatively, it may highlight the restrictions of trying to identify 
a generalisable model within the complex and highly individualised process of self-harm. 
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8.4 Male Model 
It was postulated that the conceptual model would remain similar for both males and 
females, but that it would manifest in a slightly different way across genders, meaning 
that a common model may be more difficult to achieve. Nevertheless, the same eight 
initial models (as specified in F1-F8) were also tested separately for males (labelled as 
M1-M8). 
Although the model fit results offered support for models M5 and M8 (see Table 69), 
the focal relationship of self-harm capacity (SHI score) directly influencing the self-harm 
outcome variable was not significant in either model (in M5: β = .103, SE = .067, p = .121; 
in M8: β = .092, SE = .068, p = .175). See Figure 53 and Figure 54 for the individual path 
results of models M5 and M8, respectively. 
As these models were not fully supported, a number of additional models were also 
tested. These were largely based around the focal relationship of the PriSnQuest directly 
influencing the self-harm outcome variable, as the PriSnQuest was the best single 
instrument at predicting the risk of self-harm in follow-up.  
 
8.4.1 Results 
The models that were tested are summarised in Table 69, along with the corresponding 
fit indices of each specified model. It can be seen that a number of the models appear 
to be supported by the model fit statistics (M5, M8, M16, M18 – M21). However, only 
models M16 and M21 appeared to be fully supported, with all individual relationships 
being significant, and no further relationships suggested by the modification indices. 
The models M16 and M21 are presented as individual schematic diagrams in Figure 55 
and Figure 56, respectively. 
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Table 69. Male path analysis model fit 
   Chi-square RMSEA    
Model Descriptor/Modification N Value df p Estimate 90% CI 90% CI 
Probability 
RMSEA 
<=0.05 
CFI TLI WRMR 
M1 SHFU ON COPING, SHI. COPING WITH DEP. 326 41.3 3 0 0.198 0.147 0.254 0 0.612 0.224 1.894 
M2 SHFU ON DEP, SHI. COPING WITH DEP. 326 40.8 3 0 0.197 0.146 0.252 0 0.617 0.234 1.893 
M3 
SHFU ON COPING, SHI. COPING WITH DEP. 
COPING ON SHI. SHI ON AGE. 
335 16.95 5 0.0046 0.084 0.043 0.13 0.083 0.89 0.78 0.963 
M4 
SHFU ON DEP, SHI. COPING WITH DEP. DEP ON 
SHI. SHI ON AGE. 
335 36.3 5 0 0.137 0.097 0.18 0 0.712 0.424 1.432 
M5 
SHFU ON SHI.SHI ON COPING, AGE. COPING WITH 
DEP. 
335 8.963 6 0.1757 0.038 0 0.087 0.589 0.973 0.955 0.694 
M6 
SHFU ON SHI.SHI ON DEP, AGE. COPING WITH 
DEP. 
335 17.134 6 0.0088 0.074 0.034 0.117 0.139 0.898 0.829 0.973 
M7 
SHFU ON SHI.SHI ON COPING, AGE. COPING WITH 
BORDERLINE. 
335 13.46 6 0.0363 0.061 0.014 0.105 0.29 0.961 0.935 0.842 
M8 
SHFU ON SHI.SHI ON BORDERLINE, AGE. COPING 
WITH BORDERLINE. 
335 7.072 6 0.3142 0.023 0 0.077 0.733 0.994 0.991 0.585 
M9 
SHFU ON BORDERLINE. COPING WITH 
BORDERLINE. BORDERLINE ON SHI. SHI ON AGE. 
335 40.219 
6 0 0.13 0.094 0.17 0 0.822 0.703 1.462 
M10 
SHFU ON PQUEST.PQUEST ON SHI. SHI ON 
BORDERLINE, AGE. COPING WITH BORDERLINE. 
335 47.368 
10 0 0.106 0.076 0.137 0.001 0.876 0.813 1.227 
Guide Ideal Fit Criteria    p>0.05 <0.05    >0.95 >0.95 <0.90 
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   Chi-square RMSEA    
Model Descriptor/Modification N Value df p Estimate 90% CI 90% CI 
Probability 
RMSEA 
<=0.05 
CFI TLI WRMR 
M11 
SHFU ON RISK. RISK ON SHI. SHI ON BORDERLINE, AGE. 
COPING WITH BORDERLINE. 
335 97.04 10 0 0.16 0.133 0.191 0 0.739 0.608 1.766 
M12 
SHFU ON BORDERLINE, SHI. BORDERLINE ON 
PQUEST.BORDERLINE WITH COPING. SHI WITH RISK. 
332 325.32 9 0 0.325 0.296 0.356 0 0.376 -0.04 3.738 
M13 SHFU ON PQUEST, COPING, SHI. COPING ON PQUEST. 325 5 1 0.025 0.111 0.032 0.216 0.091 0.898 0.492 0.792 
M14 
SHFU ON PQUEST, AGE. PQUEST ON SHI. SHI WITH 
COPING. 
335 28.36 6 0.0001 0.105 0.068 0.146 0.009 0.83 0.716 1.221 
M15 
SHFU ON PQUEST, AGE. PQUEST WITH SHI, COPING. 
SHI WITH COPING. 
335 11.12 5 0.049 0.06 0.004 0.109 0.302 0.953 0.907 0.776 
M16 
SHFU ON PQUEST. PQUEST WITH SHI, COPING. SHI 
WITH COPING. SHI ON AGE. 
335 5.64 4 0.228 0.035 0 0.095 0.578 0.988 0.969 0.56 
M17 
SHFU ON PQUEST. PQUEST WITH SHI, COPING. SHI 
WITH COPING. SHI ON AGE, BORDERLINE. 
328 473.21 7 0 0.451 0.417 0.486 0 0.141 -0.72 4.78 
M18 
SHFU ON PQUEST. PQUEST ON SHI, COPING, 
BORDERLINE. COPING ON BORDERLINE, SHI. SHI ON 
AGE, BORDERLINE. 
328 7.234 6 0.2997 0.025 0 0.079 0.715 0.998 0.995 0.558 
M19 
SHFU ON PQUEST. PQUEST ON SHI, COPING, 
BORDERLINE. COPING ON BORDERLINE, SHI ON AGE, 
BORDERLINE. 
328 8.835 7 0.2647 0.028 0 0.077 0.712 0.997 0.993 0.623 
M20 
SHFU ON PQUEST. PQUEST ON SHI, BORDERLINE. 
COPING ON BORDERLINE. SHI ON AGE, BORDERLINE, 
COPING. 
328 9.92 7 0.1934 0.036 0 0.082 0.636 0.995 0.989 0.648 
M21 
SHFU ON PQUEST. PQUEST ON SHI, BORDERLINE. SHI 
ON AGE, BORDERLINE. 
328 5.146 4 0.2727 0.03 0 0.093 0.621 0.994 0.987 0.566 
Guide Ideal Fit Criteria    p>0.05 <0.05    >0.95 >0.95 <0.90 
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Figure 53. Schematic diagram of male model M5 
 
 
 
Figure 54. Schematic diagram of male model M8 
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Figure 55. Schematic diagram of male model M16 
 
 
 
Figure 56. Schematic diagram of male model M21 
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8.4.2 Interpretation 
Within the male models, the ‘capacity’ element of self-harm was shown not to have a 
direct significant impact on self-harm in follow-up; therefore the conceptual model 
seems to manifest slightly differently for males and females. Although ‘capacity’ is still 
included as a key component of the male model, the ‘propensity’ element provides the 
focal relationship. This is provided in this instance by the PriSnQuest, which was the best 
overall single indicator of self-harm in the male sample. 
The M16 model (see Figure 55) shows that the SHI, the PriSnQuest and the CORE 
Functioning subscale (coping) are all significantly associated with each other, with the 
direct impact on self-harm provided by the PriSnQuest.  The PriSnQuest and the CORE 
Functioning (coping) subscale both represent different elements of ‘propensity’, and 
therefore this model does not deviate too far from the conceptual relationship proposed 
by Ireland & York. (78) Only the PriSnQuest has a direct impact on the final self-harm 
outcome, but self-harm capacity (SHI) and coping (CORE-Functioning) may also have an 
indirect impact through the association with the PriSnQuest. This model fits well, and 
confirms the associational relationships between self-harm current-state risk factors 
(PriSnQuest), self-harm capacity, and coping. This model alludes to a complex 
relationship between different contributing factors of self-harm, suggesting that the 
pathway to self-harm is not straightforward, even when only a limited number of 
variables are examined.  
As in the M16 model, the M21 model (see Figure 56) also shows that the PriSnQuest is 
the only variable with a direct impact on self-harm during follow-up. However, in this 
model the PriSnQuest is directly influenced by the self-harm capacity (SHI), and also by 
borderline symptomology (BSL-23-F), both directly and indirectly (partially mediated 
through self-harm capacity). Again, this model colludes with Ireland & York’s model, 
where self-harm capacity and propensity are associated, and are influenced by the 
underlying temperament of a person. Although borderline symptomology could be 
viewed as an indicator of self-harm propensity in itself, it could also represent the 
underlying ‘temperament’ of a person as specified in the Integrated Model of Self-
Injurious Activity (see Figure 48). 
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Despite the overall concordance of male models M16 and M21 to the Integrated Model 
of Self-Injurious Activity, it can be seen that the pathway to self-harm does manifest 
slightly differently to the female models F5-F8. With regard to the relationship between 
self-harm capacity and propensity, the male models suggest that the impact of self-harm 
capacity upon self-harm in follow-up is fully mediated through self-harm propensity, 
whereas the female models suggest that the relationship is the other way around. If this 
is true, then this could help to explain the differing pathways to self-harm exhibited by 
males and females. 
However, despite the fit-statistics and significant individual relationships suggesting that 
models M16 and M21 are well-fitting models, it should again be noted that the R2 values 
for each of these models is even more limited than it was for the female models. Both 
models M16 and M21 exhibit R2 values lower than 0.04, meaning that less than 4% of 
the variance in the dependent variable (self-harm in follow-up) is explained. Therefore, 
although these models may be potentially useful, this again highlights that a more 
complete explanatory model is also likely to be more complex. Additionally, this may 
also be lower than in the female models due to the reduced overall self-harm rate within 
the male sample. 
8.5 A Joint Model, Moderated by Gender 
The broad conceptual model basis was common across both males and females, 
although it was thought that this would manifest slightly differently across genders. 
Through running a number of common models across genders (F/M1-F/M8), it was seen 
that models F/M5 and F/M8 were both supported by the model fit statistics. These 
models appear to work across both genders, although the focal relationship of self-harm 
capacity (SHI score) directly influencing the self-harm outcome variable was different 
across genders, being a significant relationship for females, but not for males. These 
findings appear to suggest that it may be appropriate to introduce gender as a 
moderator on the focal relationship of the model, with all the other specified 
relationships within the model held constant across gender groups. The representation 
of this can be seen in Figure 57 and Figure 58, where gender is specified as a moderator 
which only impacts upon the focal relationship of the models. 
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Figure 57. Schematic diagram of joint model FM5, with gender specified as an effect 
moderator 
 
 
 
Figure 58. Schematic diagram of joint model FM8, with gender specified as an effect 
moderator 
 
In order to test the common structure across gender groups, each model was run three 
times. Firstly, the model was applied across the full sample (n=450), with no gender 
grouping variable introduced (labelled as FM5 and FM8 within Table 70). Secondly, the 
gender grouping variable was introduced, and all of the individual relationships in the 
model were constrained to be equal across groups except for the focal relationship 
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between SHI and the self-harm outcome variable, which was allowed to differ across 
gender groups. This specification therefore treats gender as a moderator on the focal 
relationship (labelled as FM5a and FM8a within Table 70). Thirdly, the gender grouping 
variable was retained, but in this case all of the individual relationships in the model 
were constrained to be equal across groups (labelled as FMb and FM8b within Table 70). 
Using the DIFFTEST function within MPlus, this specification allows us to formally test 
(using a chi-square test) whether there is any difference between the ‘a’ and the ‘b’ 
models, thus determining whether the moderator effect is significant.  
8.5.1 Results 
The results are summarised in Table 70, along with the corresponding fit indices of each 
specified model. The model path results are reported separately for each version of the 
models FM5 and FM8. These are presented in Tables 71 to 76. 
It can be seen that all three versions of each model (FM5 and FM8) are supported by the 
model fit statistics, and within the common models (FM5, FM5b, FM8 and FM8b) all 
individual relationships are significant (see Table 71, Table 73, Table 74 and Table 76). 
However, the gender-moderated models (FM5a and FM8a) are perhaps more 
interesting. All of the constrained individual relationships are significant, but the gender-
moderated focal relationships are only significant for females, and not for males (see 
Tables 72 and 75). 
Despite this apparent gender moderation, the Chi-Square test of model difference 
determined that there was no difference between the gender-moderated model (the ‘a’ 
model) and the fully-constrained model (the ‘b’ model) in either case (FM5 or FM8). 
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Table 70. Gender-moderated path analysis model fit 
   Chi-square RMSEA    
Model Descriptor/Modification N Value df p Estimate 
90% 
C.I. 
90% 
C.I. 
Probability 
RMSEA 
<=0.05 
CFI TLI WRMR 
FM5 
SHFU ON SHI.SHI ON COPING, AGE. COPING 
WITH DEP. 
450 8.926 6 0.1778 0.033 0 0.075 0.699 0.981 0.968 0.693 
FM5a 
As above, with group variable added. All 
relationships constrained to be equal across 
groups, EXCEPT SHFU on SHI. 
450 16.64 15 0.3409 0.022 0 0.069 0.797 0.989 0.986 0.959 
FM5b 
As above, with group variable added. All 
relationships constrained to be equal across 
groups to test for model difference with FM5a 
450 18.453 16 0.2981 0.026 0 0.069 0.777 0.984 0.98 1.019 
DIFFTEST 
Chi-square test for model difference between 
FM5a & FM5b 
 1.824 1 0.1768  
FM8 
SHFU ON SHI.SHI ON BORDERLINE, AGE. COPING 
WITH BORDERLINE. 
450 7.16 6 0.3063 0.021 0 0.067 0.813 0.996 0.993 0.597 
FM8a 
As above, with group variable added. All 
relationships constrained to be equal across 
groups, EXCEPT SHFU on SHI. 
450 12.891 15 0.6107 0 0 0.055 0.928 1 1.011 0.807 
FM8b 
As above, with group variable added. All 
relationships constrained to be equal across 
groups to test for model difference with FM8a 
450 14.904 16 0.5317 0 0 0.058 0.906 1 1.005 0.886 
DIFFTEST 
Chi-square test for model difference between 
FM8a & FM8b 
 1.898 1 0.1683  
Guide Ideal Fit Criteria    p>0.05 <0.05    >0.95 >0.95 <0.90 
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Table 71. Individual path results for joint model FM5 
Variable Relationship Variable 
Beta 
Estimate S.E. p-value 
R2 
SHI → SHFU 0.150 0.057 0.009 0.033 
COPING → SHI 0.331 0.053 0.000  
AGE → SHI -0.022 0.006 0.000  
COPING ↔ DEP 0.674 0.064 0.000  
 
Table 72. Individual path results for joint model FM5a, with unconstrained focal 
relationship across gender groups 
 
Variable Relationship Variable 
Beta 
Estimate S.E. p-value 
R2 
FEMALE SHI → SHFU 0.277 0.115 0.016 0.101 
MALE SHI → SHFU 0.102 0.066 0.123 0.016 
 COPING → SHI 0.334 0.051 0.000  
 AGE → SHI -0.021 0.006 0.000  
 COPING ↔ DEP 0.667 0.063 0.000  
 
Table 73. Individual path results for joint model FM5b, with all relationships 
constrained to be equal across gender groups 
Variable Relationship Variable 
Beta 
Estimate S.E. p-value 
R2 
SHI → SHFU 0.149 0.058 0.010 0.032 
COPING → SHI 0.339 0.050 0.000  
AGE → SHI -0.021 0.006 0.000  
COPING ↔ DEP 0.669 0.063 0.000  
 
Table 74. Individual path results for joint model FM8 
Variable Relationship Variable 
Beta 
Estimate S.E. 
p-
value 
R2 
SHI → SHFU 0.138 0.058 0.018 0.028 
BORDERLINE → SHI 0.299 0.040 0.000  
AGE → SHI -0.022 0.006 0.000  
COPING ↔ BORDERLINE 0.974 0.067 0.000  
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Table 75. Individual path results for joint model FM8a, with unconstrained focal 
relationship across gender groups 
 
Variable Relationship Variable 
Beta 
Estimate S.E. 
p-
value 
R2 
FEMALE SHI → SHFU 0.272 0.116 0.019 0.098 
MALE SHI → SHFU 0.092 0.068 0.174 0.013 
 BORDERLINE → SHI 0.304 0.039 0.000  
 AGE → SHI -0.021 0.006 0.000  
 COPING ↔ BORDERLINE 0.965 0.066 0.000  
 
Table 76. Individual path results for joint model FM8b, with all relationships 
constrained to be equal across gender groups 
Variable Relationship Variable 
Beta 
Estimate S.E. p-value 
R2 
SHI → SHFU 0.139 0.059 0.018 0.028 
BORDERLINE → SHI 0.306 0.038 0.000  
AGE → SHI -0.021 0.006 0.000  
COPING ↔ BORDERLINE 0.965 0.066 0.000  
 
8.5.2 Interpretation 
Both of the models, FM5 and FM8, appear to work well for both males and females 
together when specified as a single-group analysis. For each of these models, when a 
gender moderator is included on the focal relationship, this shows that despite the 
relationship being significant for females and non-significant for males, that the 
difference between groups (the moderator effect) is actually non-significant, meaning 
that the path models are valid across both gender groups. 
To look further into this, the difference between the male and female beta-estimates in 
model FM5 can be quantified as 0.175, and the 95% confidence intervals of this 
difference are -0.085 to 0.435. Similarly, the difference between the male and female 
beta-estimates in model FM8 is 0.180, and the 95% confidence intervals of this 
difference are -0.084 to 0.444. 
For both models, we therefore cannot reject the null hypothesis that the female and 
male versions are equivalent. As this null hypothesis cannot be rejected, we must 
conclude that the same model applies for both groups. However, it could be argued that 
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the effects may actually be different across groups, and the size of this difference is 
quantified by the confidence intervals. So, for both models, there may be no moderator 
effect, or it may be 0.44. 
It should be noted that across all of the models (female, male and joint), the age variable 
was only included as a technical addition in order for the models to remain identified. 
However, the relationship between age and SHI was often shown to be significant. 
Across all models, the relationship consistently suggests that as age increases, the SHI 
(‘capacity’) decreases. As the SHI is a lifetime self-harm behaviour count, then obviously 
this relationship cannot hold as a causal relationship. However, this does suggest that at 
the particular cross-section taken within this sample, younger people tend to have a 
higher capacity (measured by SHI score), although this is very slight in real terms. 
Regardless of the significance, this relationship is retained within the analysis in order 
for the technical identification of the models. 
Again, it should be noted that the R2 values for each of these models is limited, and it 
can be seen how this value varies between males and females in Tables 72 and 75. For 
the joint models FM5 and FM8, the R2 values are 0.032 and 0.028 respectively, meaning 
that both models only explain around 3% of the variance in the dependent variable (self-
harm in follow-up); therefore again highlighting a restriction with these models.  
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8.6 Summary of Path Analysis 
Valid path models of self-harm have been found separately for males, females and 
jointly. It was hypothesised that the pathway to self-harm would manifest differently for 
males and females, and this was supported through the separate gender-specific models 
that were derived. However, the joint analysis that included gender as a moderating 
factor revealed that the joint models were equivalent across genders, despite the focal 
relationship being non-significant for males. 
Supporting Ireland & York’s Integrated Model of Self-Injurious Activity, (78) the 
relationships that have been observed between the variables are both conceptually and 
statistically sound and are perhaps more intuitive than the results of the logistic 
regression analysis. This owes to the unique benefits of the structural equation 
modelling process, where the direct and indirect relationships of variables can be 
assessed simultaneously, not only with regard to a single dependent final outcome 
variable, but also with regard to each other. These relationships are masked in the 
logistic regression analysis, as this process only considers the direct relationship of each 
individual item on the final outcome of self-harm in follow-up.  
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9 Discussion and Summary 
This final chapter presents a discussion of the results in relevance to the existing body 
of literature, along with the practical implications of the results within the prison setting. 
The limitations of the different elements of the thesis studies are also presented, along 
with recommendations for further study. This chapter concludes with a concise 
summary of the research that is presented within this thesis. 
9.1 Summary of Findings and Overview 
This thesis has investigated whether it is possible to predict self-harm among an adult 
offender population within a prison setting, using pre-existing standardised instruments 
that could be used for screening purposes. Firstly, a scoping exercise and pilot study 
were carried out in order to identify and refine a selection of instruments that had the 
potential to predict self-harm in this setting. A large prospective cohort study was then 
undertaken across three prisons in order to assess the predictive properties of the 
selected instruments within a specified follow-up time. Additionally, each instrument 
was psychometrically assessed using several different methodologies, in order to 
provide a rigorous assessment of the validity of each instrument within the specific 
population used in the study.  
As none of the standardised instruments proved to be usefully predictive, an extension 
to the predictive work was carried out, where each individual instrument item was 
assessed for its predictive properties alongside a range of demographic items. A logistic 
regression then led to the identification of gender-specific item sets, which can form 
predictive algorithms which appear to potentially have useful clinical application. Finally, 
a path analysis was carried out within a structural equation modelling framework, in 
order to explore the factors which may influence self-harm through direct and indirect 
pathways. 
The hypothesis of this thesis as stated in chapter 2 was “self-harm within the prison 
ACCT population can be predicted using a pre-existing screening instrument.” 
Although the study obviously did not test all pre-existing instruments that are currently 
available, the work contained within this thesis fails to support the hypothesis. 
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Although the hypothesis is not supported, all of the study aims (as outlined in Chapter 
2) were met. A number of interesting findings were observed, which could be important 
in informing and influencing future research in the area. The major findings will be 
presented and discussed in this chapter, along with the limitations of the research and 
recommendations for future study. Firstly, to date, this is the largest prospective cohort 
study of its type, producing accurate figures of self-harm incidence within the specific 
ACCT population that was studied. Secondly, the psychometric assessment revealed that 
most of the instruments displayed a degree of validity within the study setting, but that 
each instrument had its own specific limitations. Thirdly, none of the selected 
instruments displayed meaningful properties of predicting self-harm. However, a set of 
gender-specific individual items was identified that appeared to be usefully predictive. 
Finally, a path analysis supported the view that capacity and propensity are integral 
elements to the self-harm pathway, although the relationship may be slightly different 
for males and females. For females, self-harm propensity was fully-mediated by self-
harm capacity, but this relationship was reversed for males, where self-harm capacity 
was fully-mediated by self-harm propensity. 
9.2 Self-Harm Rates 
The basic self-harm incidence during the six-month follow-up was 29.1%, although this 
value was variable across prison and gender. Moreover, the ‘event incidence’ among 
study participants was 6.33 per 1,000 prisoner days, and ‘prisoner incidence’ was 1.84 
per 1,000 days. This varies considerably by gender, with the event incidence rate in the 
female prison (15.83 per 1000 prisoner days) being much higher than the male event 
average (4.02 per 1000 prisoner days). Looking at persons rather than events, there is 
still a marked difference between genders, with the male incidence at 1.66 per 1000 
prisoner days against the female rate of 2.83.   
This overall rate of 29.1% would appear to relate very closely to the 30% that has been 
previously reported by Brooker et al. (132) However, this value refers to whether any 
self-harm occurs during the full term of incarceration, whereas the value in this study 
relates to the specific follow-up period. 
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It is important to note that the overall basic self-harm incidence during the six-month 
follow-up (of 29.1%) refers to new incidents of self-harm, whereas a lot of the published 
research refers to the lifetime prevalence of self-harm among specific populations. Of 
the research listed in Section 2.3.1, the highest recorded prevalence was among Greek 
male prisoners, at 49.4%. (135) In the current study, the lifetime prevalence of self-harm 
was (self) reported at 88%. Although this is far higher than all other recorded rates, it 
should be considered that the study population is specifically targeted as those who are 
on an ACCT, meaning that they have been identified as being at particular risk of self-
harm (or further self-harm), so this is not directly comparable to other general prison 
populations. 
The overall incidence rate recorded for males during follow-up was 27.6%, which is more 
than three times higher than the self-harm incidence rate of 8.13% recorded among the 
general male prison population in 2014. (129)  This difference in rates would probably 
be expected, given the difference of study populations. For females, the overall 
incidence rate recorded during follow-up was 33.3%, which is not markedly higher than 
the self-harm incidence rate of 28.3% recorded among the general female prison 
population in 2014, and is actually lower than the peak rate of 37.7% recorded in 2009. 
(129) This suggests that the ACCT population in female prisons may appear to be quite 
similar to the more general female prison population in terms of self-harm activity. 
In follow-up, among the individuals that self-harm, males recorded an average of 2.4 
self-harm incidents per individual and females report an average of 5.6 self-harm 
incidents per individual. This is comparable to the values recorded in 2014 among the 
general prison population, where males recorded an average of 2.9 self-harm incidents 
per individual and females recorded an average of 6.1 self-harm incidents per individual, 
although the difference in data collection time scales should be taken into consideration. 
Unfortunately, the data were not available in order to calculate the event incidence per 
1000 prisoner-days among the general prison population, in which case the recorded 
rates would be directly comparable. 
The most common type of self-harm recorded in follow-up was cutting (51%), which is 
the same as the most common type previously reported,  although the rate is not as 
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high as the previously reported 75%. (236) However, 24% of the recorded follow-up self-
harm events were classified as ‘unspecified’, so the proportion of cutting events may 
actually be higher than recorded. The difference in study populations may also be 
attributable for this divergence, as the specific ACCT population may be more prone to 
carrying out more different types of self-harm behaviour. 
As mentioned in Section 2.2.1, the specific definition of self-harm that is being used in 
any particular study also needs to be taken into account when results are being 
compared. In this instance, self-harm was defined and classified as “self-poisoning or 
self-injury, irrespective of the apparent purpose of the act”. This is quite a broad 
definition, and therefore may be more inclusive of some self-harm events when 
compared to other studies that have a narrower definition. However, it should also be 
noted that the active definition of self-harm and the numbers reported within this study 
do not include indirect, psychological, or unreported self-harm events, meaning that 
there will be an under-reporting of self-harm incidence compared to when these types 
of self-harm events are considered. 
9.3 Psychometric Properties of Scales 
The psychometric analysis of the potential screening instruments showed that four out 
of the selected five were found to have acceptable psychometric properties. This means 
that the instruments were acting as valid ordinal scales, and therefore the raw scores 
act as a sufficient statistic to justify the use of cut points within the AUC analysis. The 
CORE-OM, however, would require some modification for use in this setting, if it were 
to be used as a single total score.  
Cronbach’s alpha levels across all instruments were largely comparable to those 
previously reported (Table 77), meaning that the reliability recorded among the present 
sample is largely consistent with what has been reported in other (different) samples. 
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Table 77. Reported reliability levels of study instruments 
Instrument 
Alpha in 
present 
study 
Person 
Separation 
Index 
Alpha reported 
in previous 
study Reference 
BSL-23-F 0.93 0.92 0.94 - 0.97 (150) 
CORE-OM 0.9 0.9 0.75 - 0.9 (159) 
PriSnQuest 0.63 0.44 - - 
PHQ-9 0.82 0.75 0.89 (149) 
SHI 0.78 0.76 0.8 - 0.9 (161-163) 
 
It should be noted, however, that there are certain limitations to the Cronbach’s alpha 
value which should be considered. For example, the Cronbach’s alpha value is 
sometimes seen as a measure of unidimensionality, whereas unidimensionality of an 
item set is actually an assumption that must hold for the Cronbach’s alpha value to be 
valid. (237) Additionally, alpha does not take the relative distribution of items and 
persons (targeting) of a scale into consideration, meaning that the alpha value will 
always be inflated in the case of mis-targeting, and where there are large floor or ceiling 
effects. The person separation index (PSI) from the Rasch analysis does take the 
targeting into account, and therefore a difference between the PSI and alpha values 
(with the PSI reporting a lower value) often indicates that a mismatch in targeting is 
present, as is the case for the PHQ-9 and PriSnQuest. Also, both the Cronbach’s alpha 
and the PSI values will be artificially inflated where response dependency is present 
within the item set, (238) which was apparent to varying degrees across all of the study 
instruments (see Section 6). This means that the full-scale Cronbach’s alpha values, as 
presented here and within other studies, may be misleading as it is likely that the 
reported reliability levels are over-estimated. 
When using the Rasch analytic approach for instrument development, validation and 
refinement, a notable benefit is that it provides feedback at the individual item level 
that can then be related back to the underlying conceptual basis of the instrument. If an 
item is found not to work in the manner that it was intended, this provides the 
opportunity to amend the items based on the evidence provided from the analysis. For 
example, it may be beneficial to change the wording of a particular item, or to amend 
the number of response categories that are presented, or the labels that are attached 
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to them. If the situation allows, the amended items could then be retested within the 
same population in order to complete the experimental cycle.  
This was not the intention of the present study, but certain post-hoc amendments were 
made within each resolution in order to account for some of the anomalies that were 
evidenced. For example, the original response categories of the CORE-OM, BSL-23-F and 
PHQ-9 instruments were shown not to operate within this particular sample. Although 
this was accounted for through a post-hoc response category rescore, if the intention 
was to amend the instruments then it would be recommended that less response 
categories (with appropriate labels) are presented and retested within this population. 
A significant advantage of the Rasch analytic approach is that it offers a unified 
framework in which to investigate multiple elements regarding an instrument as whole, 
and the relationships between each of its component items. When the instruments were 
assessed within the Rasch analytic framework, this identified several weaknesses within 
each. Instruments with a polytomous response structure almost always required 
rescoring, as the response categories did not appear to work well within this setting. A 
degree of response dependency and misfit were also present within the instruments, 
although it is likely that these issues are related. A minimal amount of age and prison 
DIF was present in some of the instruments, suggesting that the impact was fairly 
limited, but the presence of Gender DIF was more widespread. Fit to the Rasch model 
was resolved in most cases, through two resolutions. The first resolution (A) involved 
retaining as many items and as much information as possible within each instrument by, 
where appropriate, accounting for the misfit issues by adjusting the model within the 
Rasch analytic framework. The second resolution involved the iterative removal of 
misfitting items so that only a ‘pure’ set remained; this approach may offer practical 
advantages when considering the function and setting of the intended instruments. In 
both cases, item deletion was often involved, providing a solution which, although more 
valid, is not necessarily optimal. 
The psychometric analysis results for the CORE-OM were largely in agreement with 
other work that has assessed its psychometric properties using principal components 
analysis and Mokken Scaling, (239) and Rasch Analysis, (240) where the complete item 
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set was found to be multidimensional, to have disordered response categories, and to 
have a large amount of dependency and redundancy within the item set. (239, 240) 
Likewise, a Rasch analysis of the PHQ-9 within a different sample (241) also 
demonstrated similar results to the current analysis. Although the response categories 
of the items were all ordered, whereas in the present study they were not, there was 
some consistent misfit among the first two items of the PHQ-9. This apparent misfit is 
potentially due to a dependency between these two items, which relate to ‘depressed 
mood’ and ‘anhedonia’ respectively. These two items summarise the major symptoms 
of depression, and perhaps should not be considered alongside the other items of the 
PHQ-9. (241) Interestingly, these two items make up the PHQ-2, which is the short form 
of the PHQ-9. (160) 
A previous Rasch analysis of the SHI displayed a largely robust structure among a group 
of University students. (157) Although these properties of the SHI are again consistent 
with the psychometric properties reported in the current analysis, there are some 
interesting differences between the populations in terms of the SHI item set. Among 
both populations, the item set seems to work well. However, the ‘difficulty’ order (in 
terms of affirmation rates) is markedly different for a few items. Item 20 of the SHI: ‘Self-
defeating thoughts’, is the ‘easiest’ item to affirm among both populations. This means 
that the empirical frequency count is the highest, and that this item represents the 
lowest point on the self-harm behavioural spectrum among both populations. Likewise, 
Items 16: ‘Sexually abusive relationship’ and 22: ‘Abused laxatives’ are the two most 
‘difficult’ items to affirm among both populations, marking the upper end of the self-
harm behavioural spectrum as measured by the SHI. However, the main divergence 
among the populations comes with Items 18: ‘Attempted suicide’ and 1: ‘Overdosed’, 
which are placed in hierarchical orders 18 and 19 respectively (out of 22, with position 
22 being the most difficult) in the University population, but are placed in hierarchical 
orders 2 and 3 respectively in the current, prison ACCT population. This puts these two 
items at opposite ends of the behavioural spectrum, depending on the population in 
question. Given the differences between the study populations, it is understandable 
why this divergence is apparent. However, it also emphasises the point that 
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measurement instruments should be separately validated and calibrated within each 
different population of intended use. 
Although a Rasch analysis has not previously been carried out on the BSL-23, the French 
version of the instrument has been psychometrically assessed among BPD patients, 
including a one-factor confirmatory factor analysis of the instrument. (242) Despite the 
differences in language, population and response format, the results appeared to be 
largely similar to those reported here; that is, the instrument did not completely support 
a single-factor structure as 23 separate items, and this seemed to be due to the 
dependency that was present in the scale. There was also some consistency in the items 
that were identified as having dependency, with both analyses reporting this present 
among Items 7, 11, 12, 21, and 23. (242) Although the BSL-23-F has never been tested 
in this modified format, with the response categories now reflecting frequency rather 
than intensity, it is interesting to note the similarities in the analysis results. This offers 
support to the modification that was made, suggesting that either intensity or frequency 
responses are relevant. 
It would appear as though Rasch analysis has not previously been carried out on the 
PriSnQuest. Although the PriSnQuest relies on a total score, and should therefore be 
unidimensional to a degree, it should be considered that the primary purpose of the 
PriSnQuest is as a screening tool, rather than an outcome measure. (208) It is therefore 
not necessary for this instrument to satisfy the properties of the Rasch model, as it acts 
as a binary indicator at a specific cut point, to determine whether a prisoner should 
receive a more in-depth psychological assessment upon entry into prison. 
Despite each of the instruments displaying individual limitations to a varying extent, the 
majority of the questionnaires were still shown to have a certain level of internal 
construct validity in a prison setting. As the total scores are valid at an ordinal level, they 
could therefore be used for screening purposes to identify, for example, depression or 
borderline symptoms among this population.   
Going forward into the predictive validity and SEM stages, the Rasch resolution B of each 
instrument was used, as this was seen as the most practical. Resolution A takes account 
of some of the issues within each scale by adjusting the item-modelling within the Rasch 
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framework. This strategy retains more information, but it may not be as practical to use 
in a day-to-day setting, particularly as the raw score of the item set may no longer be a 
sufficient statistic if some DIF adjustment has been carried out. 
The resolution B retains a pure set of items from each instrument, so in practical terms, 
any progress or predictive path that was observed from these scores would be easier to 
implement into practice within a prison setting. 
9.3.1 Alternative Psychometric Approach 
When assessing the psychometric properties of the selected instruments, the adopted 
approach was to fit the instrument data to the Rasch model, so that the measurement 
properties of the instruments could be formally tested against the known criteria of the 
pre-defined measurement model. An alternative approach could have been to apply a 
less constrained model, such as a two parameter logistic (2PL) model. (243) The addition 
of model parameters often offers a better-fitting model that can explain more of the 
variance within a dataset. However, the measurement properties remain specific to the 
particular dataset and the raw score is not a sufficient statistic to allow for interval 
transformation. 
Within the context of this study, the Rasch approach was preferred for a number of 
reasons. Firstly, it was the intention to fully investigate the measurement properties of 
the instruments under consideration. The only model that offers fully-testable 
assumptions under a unified framework is the Rasch model. (168) For example, the 
additional discrimination parameter that is utilised in the 2PL model is also influenced 
by the inter-dependency between individual items, or by specific items and the trait 
itself. (244) Without any sort of conceptual investigation, the increased discrimination 
parameter of an item may be readily accepted as a function of the model, whereas it 
may truly represent a departure from the assumption of items being statistically 
independent. (244) 
Secondly, the two parameter logistic model does not have the property of specific 
objectivity, meaning that the item and person calibrations remain specific to the dataset 
that has been used. This would render the psychometric assessment less generalizable 
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for use outside of the current study, as the discrimination parameters are likely to be 
variable.  
Thirdly, only the Rasch model offers the benefit of the raw score being a sufficient 
statistic for interval-level measurement transformation. (180) Although an interval-level 
transformation is not necessary for the predictive risk element of the study, it does 
provide a robust platform for the explanatory modelling (SEM) element of the study. 
Additionally, if this can be provided on the basis of a raw-score sufficiency statistic, then 
this would also provide a pragmatic basis for its implementation and further assessment. 
Within the psychometric assessment of each of the instruments, the focus was on the 
investigation of the items, rather than to explain the variance within the dataset. (176) 
This approach also provides useful information at the item level, which could be used to 
inform any future formulation of measurement instruments within this population. 
9.4 Predictive Validity  
The primary aim of the study was to determine whether any pre-existing instruments 
could predict self-harm among an ACCT population. The AUC analysis that was carried 
out on the candidate instruments determined that none of these performed the task 
adequately enough to be considered a useful aid for prison staff to utilise as part of a 
standardised ACCT process.  
Although the final outcome being studied was different, this result supports the findings 
of a recent systematic review that investigated the prediction of suicide following self-
harm. (245) In this review, as in the present study, none of the individual scales assessed 
were found to have sufficient evidence to support their use for predictive purposes. 
Although it was disappointing that none of the instruments predicted self-harm at 
follow-up, this was not entirely unexpected, as each of the instruments was made up of 
individual items with varying levels of discrimination. The entire item set was therefore 
re-assessed as an item pool of potentially individually predictive items, alongside a range 
of other background, socio-demographic and sentencing information. Using a logistic 
regression approach, these potential indicators of risk were combined to create gender-
specific risk algorithms, where each indicator was weighted by its adjusted beta value of 
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observing self-harm during follow-up. The resulting predictive algorithms displayed 
reasonable AUC values of 0.81 for males and 0.867 for females. The corresponding 
positive and negative predictive values indicate that both of these algorithms are better 
at screening out risk, rather than screening in risk of self-harm (see Table 63). 
Additionally, three levels of risk can be identified, with both genders displaying zero 
subsequent self-harm when categorised as low risk (see Table 66). 
As a set of indicator items, it was not expected that these items hold a probabilistic 
relationship to one another, or that the risk of future self-harm was a latent construct 
which determined the responses to the various indicators. The purpose of the item set 
is merely to discriminate between those who went on to self-harm and those that did 
not, with a predictive usefulness that is greater than would be obtained by chance alone. 
(208) This risk factor approach has often been used to incorporate individual risk factors 
into composite scales to assess for the risk of suicide following self-harm, (245) and 
these are commonly used in clinical practice, with a wide variety of scales being used 
across different healthcare settings. (246) In a prison setting, Blaauw et al. (141) used 
this approach for the identification of inmates that carried out suicide. 
A similar approach was utilised by Lanes (80) and Barton et al., (247) in order to identify 
self-harm (self-injurious behaviour) in male prisoners. These studies produced AUC 
values of 0.89 (80) and 0.91, (247) with 93% (80) and 87% (247) of cases correctly 
classified, both of which are superior to the values obtained in the present study. 
However, both of these studies used retrospective data to classify the difference 
between prisoners with and without a history of self-harm, whereas the current study 
used prospective data to classify whether self-harm occurred among an ACCT 
population during an active follow-up period. 
An issue with these risk factor item sets, as is the case in the present study, is that 
although these item sets seem to work statistically, it is likely that the identified items 
involve an element of capitalisation on chance within the specific dataset that is used. 
Due to this restriction, it is vital that any of these risk factor items sets are revalidated 
prospectively. Another major issue with a lot of the scales that have been derived in this 
way are that they use solely retrospective data, and they are never further validated 
prospectively, meaning that along with the chance capitalisation, no process of causality 
can be assumed. 
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Additionally, the practical implementation of risk factor item sets may be limited for a 
number of reasons.  The identified risk factors are often comparatively common in the 
populations of interest, (245) meaning that an impractical amount of false negatives 
would be identified. Another issue with the item set identified in the present study, is 
that many of the items are static in nature. These static items refer to background and 
lifetime information which cannot change once the item has been affirmed. For 
example, for the item ‘Have you ever cut yourself on purpose?’, then if this has been 
affirmed then this response is fixed as it cannot be ‘undone’. This impracticality was 
highlighted by Vollm & Dolan, (248) who identified that although these simple check lists 
may be useful to identify those at risk of self-harm upon prison reception, this risk is not 
static; therefore risk assessment has to be a continuous process and should not be 
restricted to reception screening. 
Within the final gender-specific item sets that were identified, there are a mixture of 
items relating to indicator correlates, specific self-harm behaviours and prison-
demographic and sentencing information. Within both item sets, there are some items 
which may seem irregular upon first viewing. For males, one such item may be ‘alcohol 
dependency’, which was found to be a protective factor, meaning that if this item were 
affirmed, then self-harm during follow-up would be less likely. Alcohol dependency is 
often viewed as a self-harm risk-factor, (29, 68, 86, 105-109) so this finding may be seen 
as an anomaly. However, within this same data set, this finding was replicated with the 
SHI item ‘have you ever abused alcohol’, which also had a negative relationship with 
outcome self-harm.  
In and of itself, this finding may seem a little absurd, as it would seem to suggest that to 
reduce self-harm in prisons, you should make people dependent on alcohol. However, 
there are a number of plausible reasons for this discovery. One explanation may be that 
some people only physically harm themselves when under the influence of excessive 
alcohol. It is recognised that alcohol may trigger self-harm by increasing impulsivity, 
impairing judgement and increasing the pain threshold. (86) When within a prison 
setting, the chances of excessive alcohol intake are reduced; therefore resulting in an 
apparent protection against self-harm. Also, within prison, those that are considered as 
alcohol dependent may be offered entry into a support network such as Alcoholics 
Anonymous (or a similar prison support group, intervention or initiative). This 
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supportive network may then offer an unseen confounding ‘protection’ against self-
harm, which appears as though being dependent on alcohol offers protection against 
self-harm. One further explanation may be that the abuse of alcohol is the coping 
strategy that is employed by some people, without further escalating to physical self-
harm; therefore resulting in an apparent negative relationship with self-harm in follow-
up. This same coping strategy explanation may also hold for the apparent protective 
item of ‘driving dangerously’.  
Within the female set, one potentially irregular finding was that ‘any form of 
correspondence during the prison stay’ was found to increase the chances of self-harm 
in follow-up. Again, this may not appear immediately intuitive, as it would be imagined 
that correspondence would offer a supporting role. However, it may be that this 
correspondence serves as a reminder of a person’s life outside of prison, which, with 
further reinforcement, may act as a trigger to a self-harm event. Also, although 
correspondence is generally viewed as a good thing, it may also be used for the delivery 
of bad news, adverse family events or the breakdown of a relationship, all of which may 
increase stress levels enough to result in self-harm. Despite these plausible 
explanations, it remains likely that this finding is the result of a capitalisation on chance 
within this data set, which is why any risk factor item set must also be further validated 
prospectively in order to assess its stability and integrity. 
Although a few items appeared to offer a protective value in the final male set, the only 
protective factor in the final female item set was whether the index ACCT within the 
study was the first time that they had been placed on an ACCT. This may imply that the 
monitoring and supportive system is more active for people on their first ACCT, or, in 
support of the observed female path model (see Section 8.3) it may reflect that women 
on a first-time ACCT are less likely to have reached the required level of ‘capacity’ that 
is necessary to carry out self-harm. 
9.4.1 Alternative Predictive Approach – Machine Learning 
The primary purpose of this study was to assess the predictive capacity of pre-existing, 
standardised measurement instruments, to see whether any of them were useful in 
identifying prospective self-harm. As this was shown not to be the case, an experimental 
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prediction element was carried out using a classical logistic regression methodology, in 
order to try and generate a usefully predictive algorithm from the information available 
within the collected dataset. 
In terms of the generation of this predictive algorithm, an alternative approach would 
be to explore the possibilities of a machine learning application. Machine learning is a 
relatively new, but rapidly expanding technical field, which is at the intersection of 
informatics and statistics. (249) It is closely connected with data science and knowledge 
discovery, and it can potentially have extremely useful applications in healthcare, where 
many problems involve dealing with uncertainty. (250) 
The fundamental basis of machine learning is the artificial generation of knowledge from 
experience, (251) which occurs when a system can learn from new information in order 
to complete a specified task. Machine learning can generally be categorised into two 
categories: unsupervised learning (predictive learning), where the goal is to use input 
data to predict an outcome; and supervised learning (descriptive learning), where there 
is no outcome data, and the goal is to discover patterns in the data. (250) Machine 
learning is a broad field, and it largely deals with the problem of how to extract features 
from data in order to solve predictive tasks. (250) As the problem in this study is one of 
prediction, the application of a machine learning process seems appropriate.   
When conventional prediction models are utilised in a health research setting, these are 
often based on the principle that there are only a relatively small number of important 
risk factors, and that the successful outcome of the prediction depends on the selection 
of these key variables. (252) However, many risk factors typically interact with each 
other in a complicated and generally unknown way, and are therefore eliminated from 
conventional prediction models meaning that potentially useful indicators may remain 
unidentified. (252) 
Inductive machine learning approaches can account for this complexity, as they are able 
to discover relevant structural and/or temporal patterns in data, which are often hidden 
and inaccessible to the human expert. (250) Additionally, these machine learning 
techniques have been shown to be superior to classical statistical models in predicting 
health outcomes. (252) 
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However, a major criticism of fully-automatic machine learning techniques is that they 
often represent a ‘black box’, meaning that the algorithms and interactions involved in 
the prediction remain unknown, thus detracting from their full acceptance. (250) This 
could certainly be viewed as a limitation when applied in the context of predicting self-
harm, as there would no explanatory process presented. If this methodology were 
applied, it would perhaps hinder the understanding of the nature of self-harm within a 
prison setting, as the risk indicators and their interactions would not be revealed. This 
could also limit the development and application of any potential interventions, as it 
would not be possible to target an intervention at a specific risk indicator. Furthermore, 
it has been identified that health research and biomedical data sets can often contain a 
lot of uncertainty and incompleteness, and also that some medical problems are just 
difficult to solve, which makes the application of fully automated machine learning to 
be difficult or impossible. (250) There are also additional issues associated with machine 
learning applications, including that classical supervised machine learning techniques 
require a large amount of training data, which is often not available in the field of health 
research. Additionally, especially with fully-automated procedures, there is often a 
danger of modelling artifacts (i.e. undesired outcomes or errors). (250) 
Despite the issues associated with a fully-automated machine learning, it is recognised 
that in such circumstances as are often found in health research, that some human 
expert input could greatly enhance the results of the machine learning, thus an 
interactive or ensemble approach could be highly successful. (250) A distinct advantage 
of keeping a human agent in the loop, is that they are able to perceive the complete 
context of a situation in a very short amount of time, which is something that a computer 
cannot do. (250) It would not be recommended that a decision-making process based 
completely on computer-derived information should replace the human decision-
making process within most healthcare applications, but machine learning may help to 
inform certain choices for the human decision maker. This would especially be the case 
within the context of self-harm prediction, but the potential benefits and insights that 
could be provided by machine learning should not be overlooked. 
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9.5 Path Analysis and Explanatory Models 
The path analysis revealed separate models of self-harm for males and females, along 
with a joint model. Path analysis models supported the view that capacity and 
propensity are integral elements to the self-harm pathway, (76, 78) although this 
appeared to manifest slightly differently among males and females. However, when 
gender was included as a moderating factor on a common model, this revealed that the 
joint model was equivalent across genders, despite the focal relationship being non-
significant for males. 
Self-harm is the result of excessive stress that an individual experiences, and this may 
be triggered by a huge array of potential variables, many of which are likely to be of an 
acute nature. Although models F5-F8, M16, M21, FM5 and FM8 all displayed good model 
fit statistics, and seemed to offer a valid representation of the relationship between 
factors that contribute to self-harm, it is recognised that there will also be additional 
variables that will contribute towards this process. This restriction is also highlighted by 
the limited R2 values that were observed in the models, meaning that very little of the 
variance in the final outcome of self-harm is actually explained by the models. An ideal 
model would undoubtedly include other variables that were either not captured, not 
specified, or that are too individualised to be generalisable. Specifically, the particular 
variable(s) which create the additional stress that may trigger a self-harm event will be 
numerous, and likely to be different among individuals, depending on their personal 
circumstances. Although this particular unspecified stressor was not captured within this 
study, it would remain difficult to accurately capture (at the group level) whatever 
stressor this may be. 
Additionally, the explanatory variables that are included in the models are all based 
upon a person’s responses at the specific time that the interview was carried out (and 
the data collected). Some of this information is based on a person’s individual history, 
so therefore the reference point remains relatively fixed. However, other elements that 
were captured at the point of interview are transient, and are likely to fluctuate 
throughout the period of follow-up. Unfortunately, due to the way that the study was 
designed, it is unlikely that any acute stressor variables that may trigger self-harm are 
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captured consistently within the present dataset, although the stressor event may 
potentially be captured among the participants that had a short time span between the 
data collection and the first self-harm event in follow-up. 
Alongside the non-capture of an acute trigger event, it should also be recognised that 
the instruments used within the study cover different time periods. For example, the 
PHQ-9 covers the time period two weeks prior to completion, whereas the SHI covers 
the lifetime period up to the point of completion. Due to the single data-collection point, 
and the different time periods covered by the variables in the path analysis, the direct 
specification of a causal model is difficult to achieve as the chronological order of events 
is not fully captured within the study data. This fact should be taken into account when 
viewing the path models, as the temporal relationship is only valid between the points 
of data collection and follow-up. 
Also, as a number of different models were tested, it is recognised that there is an 
experimental element to the modelling within this study. SEM is supposed to be a 
confirmatory procedure, and once modification specifications are followed, the analysis 
enters a more exploratory phase. Although the practicalities of SEM almost always lead 
to an experimental aspect, (216) it has been pointed out that any results obtained 
through a modification specification search may be unique to the dataset, and that 
capitalisation on chance can occur within the provided modification indices. (217) 
Within the final models that have been stated, there remains the possibility that the 
apparently well-fitting models are the result of chance fluctuations. (215, 217) 
Therefore, as with the predictive item sets, the results of the path analysis should be 
viewed with a degree of caution, and the final models should be cross-validated before 
any real validity can be claimed. (217) 
9.6 Research Findings in Context 
It is recognised that a prison population are at increased risk of self-harm, but the 
reasons for this may be variable. It may not actually be being in prison per se that is the 
reason for the high risk, as it may just be that a prison population is made up of a higher 
proportion of people with a propensity to self-harm, due to the large proportion of 
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prisoners with mental health issues. (54, 108) The specific ACCT population that were 
considered within the present study, screened positive for mental issues in 94.4% of 
cases, highlighting this overlap. 
Although the prison setting may not be the root cause of the observed self-harm, it is 
likely that it contributes through certain stressors that are specific to the prison setting, 
which may ultimately trigger the self-harm that occurs. It has been observed that the 
high rates of self-harm behaviour in prisons cannot be addressed without adequate 
attention being paid to the high rates of psychiatric disorder and vulnerability factors in 
prisoners, (2) and that steps should be taken to improve the prison experience for those 
with mental health issues. (128) 
Self-harm remains a significant problem in prisons, and the identification of those most 
at risk would help towards the introduction of timely coping strategies which could be 
key for the successful management of self-harm within a prison setting, especially as 
self-harm is associated with a disproportionate utilisation of health resources. (34) 
Screening measures are important for early recognition of risk, (58, 253) and a 
standardised measure may also provide legal protection. (58, 254) 
This study failed to support any standardised measures for the prediction of self-harm, 
which has also been the case when using standardised measures to predict suicide 
following self-harm. (245) It has been warned that the use of these standardised scales, 
or an over-reliance on the identification of risk factors in clinical practice, may provide 
false reassurance that could be potentially dangerous. (245) 
Following a self-harm event, it is suggested that comprehensive psychosocial 
assessments of the risks and needs that are specific to the individual should be central 
to the management of people who have self-harmed. (245) This may be a plausible 
approach following a self-harm event, or perhaps if a prisoner had been identified as 
being at high risk of self-harm, but considering the limited resources within the prison 
system, the use of comprehensive assessment instruments would not be feasible in day-
to-day practise, especially when being used for early risk assessment at prison reception. 
(248)  
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The gender-specific predictive risk item sets identified in this study may be useful in this 
regard, as they offer the opportunity to classify three levels differing levels of risk that 
could be used at reception into prison. If the risk classification was medium or high, then 
a further in-depth assessment could be carried out, as per the recommendations of 
Chan. (245) Given the high negative predictive values, the predictive item sets appear to 
function better at screening out self-harm than screening it in. This could therefore be 
potentially useful to assist the ‘sign-off’ from an ACCT, if the clinician or ACCT team 
worker deemed it safe to do so. Although this is not the ideal intention, it could still help 
to save time and focus the limited resources that are available. 
Despite an apparently limited predictive power, the implementation of a screening 
process that is specific to self-harm could certainly contribute to an increased awareness 
of self-harm and mental health issues amongst prison staff. It has been identified that 
29% of prison staff have not received any ACCT training, and 82% have not received any 
training in mental health awareness. (255) This is consistent with other reports of a lack 
of staff training and policy, along with an inconsistency in response to self-harm 
behaviour. (256) Additionally, in over 20% of suicide cases, non-medical staff had 
documented signs of suicidality, but no referral or further action was taken. (257) This 
evidence leads to the critical point that an improvement in staff awareness and attitude, 
along with further training, are important factors which may help prevent self-harm and 
suicide in prisons. (138, 140, 258). Although this staff awareness shortfall has been 
identified and is being addressed, it has been acknowledged that much work remains to 
be done. (259) 
9.7 Limitations of the Study 
There are a number of limitations with the study, further to those which have been 
covered in the individual sections.  
With regard to the final predictive item sets that were derived from the logistic 
regression, it has already been pointed out that should these predictive item sets be 
implemented as clinical decision aids, then further testing would be essential to ensure 
that the predictive properties remain when the predictive algorithm is applied in new 
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samples. It has also been identified that the practical application of the item sets may 
be limited due to the static nature of the items within them. If monitoring needs to be 
carried out on a regular basis, then the items within any decision-making tool should 
also be dynamic, although it may still be potentially useful to apply a non-dynamic 
instrument on a singular basis, perhaps on initial reception into prison. 
However, if these predictive item sets were to be administered to all prisoners upon 
reception, then it is acknowledged that the item sets may not have been derived on the 
most appropriate sample, as this study is specific to the high-risk ACCT population, 
rather than the general prison population. This reiterates the need to revalidate the 
predictive validity of the item sets, should they be used in this way. Despite this 
limitation, it should be remembered that the primary aim of the study was to assess the 
predictive capabilities of pre-existing instruments among high-risk prisoners; the 
intention was not to develop a new instrument. The ACCT population were chosen for 
the study as they were seen as the most vulnerable ‘at risk’ prisoners, and therefore 
they are the prisoners where a risk tool would be more applicable. As the majority of 
ACCTs are closed within 24 hours due to the risk of SH being considered as ‘low’, the 
idea was to identify a pre-existing, brief questionnaire that may be helpful in predicting 
risk, so that staff time and resource could be better focused on those that need more 
help. The ACCT population were also chosen due to their increased self-harm rate, so 
that the AUC analysis could be carried out on an appropriate sample, whilst retaining a 
study that was practical to complete in terms of logistics, staffing and cost. Additionally, 
the ACCT process also offers a natural home for the establishment of a standardised risk 
assessment, if a suitable instrument had been identified. It would not be logistically 
feasible for this study to have been run with all new prisoner admissions, and although 
self-harm incidence may be higher within prison than in a general population, the self-
harm rate among the general prison population would still not have been high enough 
to power a predictive analysis without recruiting a very large sample. 
A further limitation of the study concerns the primary outcome that was used in the 
study, which was a simple binary outcome of whether or not any self-harm was carried 
out during the follow-up period. It may be argued that alternative outcomes could have 
been used, but each of these may also present their own difficulties. For example, the 
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number of self-harm events could have been used as the primary outcome, but this 
would have made it more difficult to classify risk, as the risk level should still be 
perceived as high where there is any occurrence of a self-harm event. Additionally, a 
count of numerous minor, superficial, self-harm events may be far less severe than a 
single suicide attempt. With this in mind, severity may also have been considered as an 
alternative outcome. However, the intended severity of an incident is not always known 
a priori by the person carrying out the self-harm. For this reason, it has been stated that 
lethality can be misleading as an indicator of the severity of self-harm, as there is a 
variable gap between objective and subjective lethality. (16) 
It was seen in Chapter 2.2.3 (Predictors of Self-Harm) that there are many factors that 
have been associated with an increased risk of self-harm, and it is recognised that not 
all of these factors were represented in the dataset that was collected. For example, 
there is evidence to suggest that a major contributing factor to the occurrence of self-
harm is when an individual has experience of adolescent sexual molestation or physical 
assault, (260) but this historical information was not collected as part of the study. 
Information relating to other prison-specific (e.g. shared cell status), general (e.g. recent 
arguments, emotional trauma), and more specific (e.g. anxiety, impulsivity, psychotic 
tendencies, neuroticism, extroversion, etc.) potential self-harm indicators is also missing 
from the dataset. Although this may be seen as a limitation of the study, it would have 
been impractical to collect information relating to all potential self-harm indicators, and 
again, the primary aim of the study should be taken into consideration. 
On a similar theme, it is acknowledged that although none of the pre-existing 
instruments were usefully predictive, only five instruments were selected for the study. 
A scoping exercise was performed to identify the most appropriate instruments for the 
study, as it is not possible test all available pre-existing scales that relate to different 
self-harm risk factors. A number of potential instruments were therefore not selected 
for the study, but of those identified and considered this was largely due to them being 
deemed inappropriate in some way. A large amount of instruments did not satisfy the 
practical criteria that had been specified for a useful application within a prison setting, 
and a number of other instruments were rejected following the pilot study. The final 
selection of five instruments all satisfied the criteria that anyone can administer them 
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(with no formal training), they are not specific to being post self-harm, they are brief 
(<50 items) and understandable (demonstrating good face validity among prisoners).  
Additionally, the sample size of the study may not have been powered appropriately, 
but it is likely that this had little effect on the final outcome. The AUC values that were 
used for the initial power calculations (0.8 Vs 0.9) turned out to be an optimistic 
estimate, as the highest AUC observed in the study was 0.671. However, it is likely that 
the implications of this inflated estimate are limited, as the direct comparison of two 
competing instruments was not necessary due to the poor performance across all 
instruments. The sample size remained adequate for all psychometric analyses, (165) 
although it may be considered a limitation of the logistic regression and structural 
equation modelling, especially among the female sample. 
Furthermore, this study only considered whether or not a self-harm event occurred 
during the follow-up period. However, this follow-up period was variable for each 
individual, as it was classified as ‘six months after the date of questionnaire completion, 
or up to the point of release from index prison stay (whichever is sooner)’. This follow-
up time frame was intended to be variable, as this would also be the case for the 
practical implementation of any potential screening instrument. An alternative 
approach to the assessment methodology would have been to consider a time-coded 
model (i.e. survival analysis), where the variable follow-up time is taken into account. 
This survival analysis approach was assessed alongside the utilised methodology within 
the broader HTA study, (261) and it was found to largely replicate the findings of the 
non-time coded analysis. Although there was very little difference, in this particular 
application any major difference in the findings would probably have limited practical 
relevance. Within the context of this study, the intention was to identify a screening 
instrument which would be valid within a given time-frame (up to six months). Usually 
when time-coded models are applied, the intention is to model the time-to-event data, 
in order to estimate survival time following some clinical episode. (210) Although this 
approach could potentially be useful if reduction in time-to-self-harm were being 
investigated (and interventions were being compared), it has limited value when 
assessing the prospective prediction of a given outcome within a particular time frame. 
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Other elements of the study may also have had an unknown impact on the outcome.  
Firstly, the active recruitment period was amended from 24 hours post-ACCT to two 
weeks following the initiation of the ACCT. Initially, the intention was to recruit 
responders within the acute phase of their ACCT. However, this proved to be logistically 
difficult, especially when prison staff deemed certain prisoners as too vulnerable to 
approach for recruitment. Although this amendment to the study was necessary, if the 
intention is to administer a questionnaire as part of a standardised ACCT interview, then 
it is acknowledged that the difference in the results obtained at an acute and non-acute 
stage may be variable.  
Secondly, the wording of the scoring categories of the BSL-23 was changed, resulting in 
score categories that are more reflective of frequency rather than intensity of 
symptoms. It is acknowledged that this could impact upon the responses, and therefore 
the predictive validity of the instrument, but the face-validity of the original response 
categories was limited, possibly due to translation issues, so this amendment was 
justified.  
Thirdly, all of the items within the questionnaire pack were verbally delivered to address 
the issue of low literacy among a prison population. (262) As all responses back to the 
researcher were also verbal, this may impact upon the responses that were given, due 
to the prisoner-researcher interaction. For example, prisoner responses may be affected 
for reasons of posturing, shame, sensitivity, manipulation, or a fear of reprisal. (59) 
Lastly, some of the recorded self-harm events may have been carried out for 
manipulative purposes, and the impact of this is unknown. However, it has been 
identified that there are not many self-injurious behaviours that are concurrently 
manipulative, of low lethality, and performed with low or no suicidal intent. (263) Even 
when they are carried out in order to manipulate, self-injurious behaviours can still be 
performed with suicidal intent and may result in death or serious injury. (264) With this 
in mind, along with the practicalities of classification within the prison system, the active 
definition of self-harm within the study is again seen as the most appropriate, as the 
intent of any self-harm is immaterial.  
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9.8 Recommendations for Future Research 
Within this study, a logistic regression analysis revealed sets of risk indicator items that 
were statistically significant in predicting future self-harm. Any item set which is derived 
in this way should always be re-tested and validated before it is implemented into 
practice. 
Going forward, the specific purpose of any standardised instrument needs to be 
considered. From a measurement perspective, different properties are required of 
instruments depending on the purpose, and sometimes these properties are of 
competing interest. (208) The functionality of the predictive algorithms as monitoring 
tools may be limited by the static nature of the items, so it is suggested that the specific 
function, target population and timing of administration are considered for any 
predictive item set or clinical decision aid. It is therefore recommended that future 
research could consider two areas where a standardised instrument may be 
appropriate:  
Firstly, a brief screening tool that could be administered to all new receptions into 
prison, to identify those that are considered particularly vulnerable, or at high risk of 
self-harm. This would be a singular administration, so the incorporation of static items 
would not present an issue. A positive identification would lead to a more in-depth 
psychological assessment, and potentially an individualised care plan. Although there is 
already a brief screening tool which is utilised upon reception into prison, (139) this is 
designed to broadly identify physical and mental health issues rather than a specific 
vulnerability to self-harm, so a brief self-harm-specific screening tool could provide 
additional useful information at this point.  
Secondly, a dynamic self-harm risk assessment instrument that could be used for 
monitoring purposes. This element may focus more on the present affective state of the 
individual, which is more likely to fluctuate over time. 
It is possible that it may be more appropriate to create a composite model of risk 
assessment that incorporates both a (more) static element alongside a dynamic 
element. Potentially, this may correspond with the two areas of self-harm capacity and 
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self-harm propensity that have been identified as key contributors. Although it is 
recommended that more research should be carried out in this area relating to the 
explanatory model, it is acknowledged that it may be difficult to create a standardised 
instrument from this due to the complex and individualised circumstances of each 
person. This view is supported by Chan et al., (245) who state that the idea of risk 
assessment as risk prediction is a fallacy, as we are unable to say with any certainty who 
will and will not go on to have poor outcomes. 
Given that it is so difficult to predict self-harm, even with the large amount of apparent 
risk factors which have been previously identified, it may be beneficial to run a future 
study that placed the emphasis on investigating the protective factors of self-harm. It 
has been recognised that there is not much known about protective factors, (58, 247, 
265, 266) and perhaps understanding more about these factors would help to improve 
the validity of risk assessment. If research in this area were successful, then perhaps this 
would also be more directly transferable into targeting effective interventions. 
This study investigated the moderator effects of gender on self-harm within an SEM 
framework. It is recognised that there are a vast number of potential moderators and 
mediators which may have an impact on prospective self-harm and could inform 
interventional practice, and it is recommended that future research be carried out in 
this area. However, any research in this area should be conceptually derived, with a 
confirmatory approach applied to the modelling. 
The primary aim of this study was to determine whether any pre-existing instruments 
could predict self-harm among an ACCT population. When this was shown not to be the 
case, an exploratory logistic regression analysis did reveal predictive algorithms which 
were statistically significant in predicting future self-harm, although the operational 
functionality of these may be limited. With regard to maximising the predictive capacity 
of available data, it would be recommended that a machine learning approach is utilised 
in order to investigate this. The potential benefits of machine learning are presented in 
Section 9.4.1, and although it would be recommended that a human should remain in 
any final decision-making process, the potential of machine learning techniques should 
be explored in order to aid and optimise the prediction of self-harm. 
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Additionally, this study only considered the binary primary outcome of whether or not 
a self-harm event occurred during the follow-up period. An area for potential future 
research may be to consider different self-harm types and patterns, and for each of 
these to be considered separately. If these separate types of self-harm were 
investigated as different outcomes, it may again be beneficial to implement machine 
learning algorithms. It is likely that separate pathways and indicators will lead to 
different outcomes, and machine learning methodologies could provide a way to cope 
with the additional complexity that is being modelled. 
Finally, another direction for future research may be to focus on one specific type of 
self-harm that is more clinically relevant, rather than considering self-harm as a single 
inclusive outcome. This could be a specific type (e.g. non-severe cutting) that is perhaps 
more clinically manageable, and where treatment-management or interventions may 
be more readily introduced. Alternatively, the focus may be on more extreme types of 
self-harm, where prevention would be more appropriate than a managed-treatment 
approach. 
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9.9 Summary 
The key findings from this body of work can be summarised as follows:  
i. Self-harm is a common occurrence among the prison ACCT population, with 
29.1% of the study participants deliberately self-harming during the follow up 
period, although this varied considerably across gender and participating 
prisons. 
ii. Four of the five selected instruments did display a certain level of psychometric 
validity among the study population; therefore validating the cut-points for the 
predictive analysis. However, all instruments required some refinement to meet 
the strict measurement criteria of the Rasch model. 
iii. Of the five pre-existing instruments that were selected for the study, none of 
these displayed a meaningful predictive validity. 
iv. Logistic regression analysis did reveal gender-specific item sets, producing 
predictive algorithms which were statistically significant in predicting future self-
harm; however, the operational functionality of these item sets may be limited. 
v. Structural equation modelling revealed an insightful explanatory model of the 
process that may be involved in the culmination of self-harm in prison. Path 
analysis models supported the view that capacity and propensity are integral 
elements to the self-harm pathway, although the complete explanatory model is 
likely to be more complex.  
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11.3 APPENDIX C: Study Consent Form 
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11.4 APPENDIX D: Additional Study Participant Characteristics 
Variable Detail 
Full 
Population 
(n=450) 
Evaluable 
Population 
(n=433) 
Age (years) 
Mean (standard deviation) 31.2 ( 9.89) 31.2 ( 9.96) 
Median 29 29 
IQR 24-36 24-36 
Range 16-80 16-80 
<30 years 233 (51.8%) 222 (51.3%) 
>=30 years 217 (48.2%) 211 (48.7%) 
Prison 
A 105 (23.3%) 102 (23.6%) 
B 115 (25.6%) 111 (25.6%) 
C 230 (51.1%) 220 (50.8%) 
Gender 
Male 335 (74.4%) 322 (74.4%) 
Female 115 (25.6%) 111 (25.6%) 
Ethnicity 
White (British / Irish / other) 407 (90.4%) 391 (90.3%) 
Other ethnic background 39 (8.7%) 38 (8.8%) 
Missing 4 (0.9%) 4 (0.9%) 
Religion 
No 260 (57.8%) 254 (58.7%) 
Yes 190 (42.2%) 179 (41.3%) 
Children under 16 
No 227 (50.4%) 219 (50.6%) 
Yes 222 (49.3%) 213 (49.2%) 
Missing 1 (0.2%) 1 (0.2%) 
Age when finished full 
time education (years) 
Number of prisoners 440 424 
Number of patients with missing data 10 9 
Mean (standard deviation) 15.3 ( 3.49) 15.4 ( 3.45) 
Median 15 15 
IQR 14-16 14-16 
Range 0-45 0-45 
<16 years 242 (53.8%) 232 (53.6%) 
>=16 years 208 (46.2%) 201 (46.4%) 
Total 
450 
(100.0%) 
433 
(100.0%) 
Education or training 
received in prison 
No 204 (45.3%) 200 (46.2%) 
Yes 245 (54.4%) 232 (53.6%) 
Missing 1 (0.2%) 1 (0.2%) 
Received a visit in the past 
7 days 
No 382 (84.9%) 368 (85.0%) 
Yes 64 (14.2%) 61 (14.1%) 
Missing 4 (0.9%) 4 (0.9%) 
Sentenced 
No 203 (45.1%) 198 (45.7%) 
Yes 245 (54.4%) 233 (53.8%) 
Missing 2 (0.4%) 2 (0.5%) 
Homeless at any point in 
the 12 months before 
coming to prison 
No 289 (64.2%) 278 (64.2%) 
Yes 159 (35.3%) 153 (35.3%) 
Missing 2 (0.4%) 2 (0.5%) 
Seen a psychiatrist outside 
prison 
No 188 (41.8%) 183 (42.3%) 
Yes 259 (57.6%) 247 (57.0%) 
Missing 3 (0.7%) 3 (0.7%) 
Received medication for 
mental health problems 
No 115 (25.6%) 111 (25.6%) 
Yes 334 (74.2%) 321 (74.1%) 
Missing 1 (0.2%) 1 (0.2%) 
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Variable Detail 
Full 
Population 
(n=450) 
Evaluable 
Population 
(n=433) 
Ever self-harmed in prison 
No 172 (38.2%) 167 (38.6%) 
Yes 277 (61.6%) 265 (61.2%) 
Missing 1 (0.2%) 1 (0.2%) 
Ever self-harmed outside 
prison 
No 99 (22.0%) 96 (22.2%) 
Yes 350 (77.8%) 336 (77.6%) 
Missing 1 (0.2%) 1 (0.2%) 
First ACCT 
No 80 (17.8%) 77 (17.8%) 
Yes 367 (81.6%) 353 (81.5%) 
Missing 3 (0.7%) 3 (0.7%) 
Accessed listener services 
in prison 
No 316 (70.2%) 306 (70.7%) 
Yes 133 (29.6%) 126 (29.1%) 
Missing 1 (0.2%) 1 (0.2%) 
Dependent on alcohol 
No 302 (67.1%) 289 (66.7%) 
Yes 145 (32.2%) 141 (32.6%) 
Missing 3 (0.7%) 3 (0.7%) 
Dependent on drugs 
No 301 (66.9%) 290 (67.0%) 
Yes 148 (32.9%) 142 (32.8%) 
Missing 1 (0.2%) 1 (0.2%) 
Length of sentence 
remaining 
On remand / < 1 year 312 (69.3%) 303 (70.0%) 
>=1year 138 (30.7%) 130 (30.0%) 
Violent or sexual related 
offence committed 
Violent/sexual offence 186 (41.3%) 173 (40.0%) 
Other crime 264 (58.7%) 260 (60.0%) 
Violent or sexual or drug 
or theft related offence 
committed 
Violent/sexual/Drug/Burglary offence 310 (68.9%) 296 (68.4%) 
Other crime 140 (31.1%) 137 (31.6%) 
Index ACCT due to self-
harm 
No 158 (35.1%) 157 (36.3%) 
Yes 154 (34.2%) 151 (34.9%) 
Not Known 138 (30.7%) 125 (28.9%) 
Days between index ACCT 
and baseline interview 
Number of prisoners 450 433 
Mean (standard deviation) 6.2 ( 4.27) 6.2 ( 4.22) 
Median 6 6 
IQR 3-8 3-8 
Range 0-30 0-30 
Total 
450 
(100.0%) 
433 
(100.0%) 
Prison status at follow up 
Still in original prison 120 (26.7%) 118 (27.3%) 
Released 191 (42.4%) 189 (43.6%) 
Transferred but still in prison 98 (21.8%) 86 (19.9%) 
Transferred and subsequently released 16 (3.6%) 16 (3.7%) 
Back in original prison after multiple 
transfers 4 (0.9%) 4 (0.9%) 
Back in prison system after release and 
re-arrest 19 (4.2%) 19 (4.4%) 
Not known 2 (0.4%) 1 (0.2%) 
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Variable Detail 
Full 
Population 
(n=450) 
Evaluable 
Population 
(n=433) 
Length of follow up by 
prison status at follow up 
Released with less than 6 months follow 
up 177 (39.3%) 175 (40.4%) 
Released with at least 6 months follow 
up 49 (10.9%) 49 (11.3%) 
Still in prison with less than 6 months 
follow up 45 (10.0%) 41 (9.5%) 
Still in prison with at least 6 months 
follow up 177 (39.3%) 167 (38.6%) 
At least 6 months follow up, prison 
status not known 1 (0.2%) 1 (0.2%) 
Lost to follow up 1 (0.2%)   
Length of follow up 
(Months) 
Number of prisoners 449 433 
Number of prisoners with missing data 1 0 
Mean (standard deviation) 5.1 ( 3.16) 5.1 ( 3.14) 
Median 5.5 5.5 
IQR 2.5-6.9 2.4-6.8 
Range 0-16.4 0-16.4 
Total 
450 
(100.0%) 
433 
(100.0%) 
Self-harm in follow-up 
No 307 (68.2%) 307 (70.9%) 
Yes 126 (28.0%) 126 (29.1%) 
Not Known 17 (3.8%)   
Number of Self-harm 
events in follow-up 
Number of prisoners 433 433 
Number of prisoners with missing data 17 0 
Mean (standard deviation) 1.0 ( 2.82) 1.0 ( 2.82) 
Median 0 0 
IQR 0-1 0-1 
Range 0-26 0-26 
Total 
450 
(100.0%) 
433 
(100.0%) 
Previous SH in and out of 
prison 
No previous SH 54 (12%)  
Previous SH OUTSIDE prison only 118 (26.2%)  
Previous SH INSIDE prison only 45 (10%)  
Previous SH INSIDE & OUTSIDE prison 232 (51.6%)  
Missing 1 (0.2%)  
Previous SH yes/no 
No previous SH 54 (12%)  
Previous SH (anywhere) 395 (87.8%)  
Missing 1 (0.2%)  
 
 
