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Abstract
In this work we propose a novel Convolutional Neural
Network (CNN) architecture for the matching of pairs
of image patches acquired by different sensors. Our ap-
proach utilizes two CNN sub-networks, where the first is
a Siamese CNN and the second is a subnetwork consist-
ing of dual non-weight-sharing CNNs. This allows simul-
taneous joint and disjoint processing of the input pair of
multimodal image patches. The convergence of the train-
ing and the test accuracy is improved by introducing aux-
iliary losses, and a corresponding hard negative mining
scheme. The proposed approach is experimentally shown
to compare favorably with contemporary state-of-the-art
schemes when applied to multiple datasets of multimodal
images. The code implementing the proposed scheme was
made publicly available.
1 Introduction
The matching of feature points in images is a fundamen-
tal task in computer vision and image processing, that is
applied in common computer vision applications such as
image registration [29], dense image matching, [24], and
3D reconstruction [1], to name a few. The term feature
point relates to the center of an image patch, where a fea-
ture point is expected to be salient and to be identified in
multiple images of the same scene, that might differ by
pose and lighting conditions [18]. A detector identifies
the location of a feature points, and the surrounding patch
is encoded by a descriptor.
The matching of feature points in images acquired by
different image modalities, as depicted in Fig. 1, is of
Figure 1: The multisensor patch matching problem. The
matched optical (left) and IR (right) images differ by sig-
nificant appearance changes due to the different physical
characteristics captured by the different sensors. The im-
ages are part of the LWIR-RGB dataset [2].
particular interest in remote sensing [14, 17, 15, 12] and
medical imaging [21], as the fusion of multi-spectral im-
ages provides information synergy. The acquisition of the
same scenes by different sensors might result in signif-
icant appearance variations, that might be nonlinear and
unknown apriori, such as non-monotonic intensity map-
pings, contrast reversal, and non-corresponding edges and
textures.
Given multimodal input images I1 and I2, their reg-
istration can be formulated as the direct estimation of a
parametric global transformation T , such as rigid, and
affine transformations, by minimizing an appearance in-
variant similarity measures φ(I1, I2), such as mutual in-
formation [26], with respect to the global geometric trans-
formation T
T ∗ = argmin
T
φ(I1, T (I2)), (1)
where T (I2) is the image I2 warped to I1 based on T .
Gradient-based approaches were applied by Irani et al.
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[14], and Keller et al. [15] to appearance-invariant image
representations to solve Eq. 1 iteratively.
Other multimodal registration schemes are based on
matching local image features such as patches, contours
[17] and corners. Such approaches match the set of inter-
est points S1 ∈ I1 to the set S2 ∈ I2, where each feature
points si ∈ Si is first detected, and then encoded by a
robust appearance-invariant representation, denoted as a
descriptor, such that D (s) is the descriptor of the point
s, and a pair of descriptors can be matched by computing
their L2 distance
d(s1, s2) = ||D (s1)−D (s2) ||2. (2)
Such descriptors were commonly derived by extending
unimodal descriptors such as SIFT and Daisy [18, 23] to
the multimodal case [8, 13, 2, 3, 16].
Convolutional Neural Networks (CNNs) were applied
to feature point matching [20, 4], by learning to compute
data-driven multimodal image descriptors.
These CNNs are trained by optimizing a metric such
as the Hinge Loss, while others [28, 5, 10] aim to com-
pute a similarity score between image patches by optimiz-
ing a Softmax loss by classifying each pair of patches as
same/not-same. Such approaches utilize Siamese CNNs
[4] consisting of weight sharing sub-networks.
The upside of L2-based representations compared to
those computed using the Softmax loss, is their reduced
computational complexity when applied to matching sets
of feature points detected in a pair or set of images. K
nearest neighbors (KNN) similarity search via L2-based
representations can be computationally accelerated using
metric embedding schemes such as LSH [11] and Min-
Hash [6].
In this work we propose a CNN-based metric learning
approach for unimodal feature points matching, that esti-
mates the similarity of pairs of image patches acquired by
different sensors. In particular, we extend the Siamese ar-
chitecture and present the Hybrid CNN architecture con-
sisting of both a Siamese sub-network and a dual-channel
non-weight-sharing asymmetric sub-network. The use of
the asymmetric sub-network is due to the inherent asym-
metry in the multisensor matching problem, where the
heterogeneous inputs might differ significantly, and thus
require different processing implemented by the asymmet-
ric sub-network. In particular, each branch of the asym-
metric sub-network estimates a modality-specific adaptive
representation of the multisensor patches.
Thus, we aim to leverage both the joint and disjoint in-
formation in the multimodal images, using the Siamese
and Asymmetric subnets, respectively. Siamese sub-
networks were previously shown [4] to yield accurate
matching results, and are outperformed by the proposed
Hybrid scheme. The Siamese and Asymmetric subnets
are optimized by corresponding auxiliary losses, and their
outputs are merged and optimized to yield the final re-
sults. We derive a corresponding hard mining scheme to
improve the classification accuracy and training conver-
gence.
In particular, we propose the following contributions:
First, we propose a novel hybrid CNN architec-
ture consisting of both a Siamese and asymmetric sub-
networks, able to leverage both the joint and disjoint in-
formation in multimodal patches, to determine their simi-
larity.
Second, we show that the use of auxiliary losses in hy-
brid architectures improves the convergence of each sub-
network during training, and the convergence of the hy-
brid model.
Third, we propose an effective and computationally ef-
ficient hard negative mining scheme that is shown to sig-
nificantly improve the matching accuracy.
Last, the proposed scheme was experimentally shown
to compare favorably with contemporary schemes when
applied to state-of-the-art multimodal image matching
benchmarks [4, 10] and the corresponding source-code
was made available publicly1.
2 Related work
Common approaches for computing appearance-invariant
image representations of multisensor images, utilize im-
age edges and contours that are salient in multimodal im-
ages. Irani et al. [14] suggested a coarse-to-fine scheme
for estimating the global parametric motion (affine, rigid)
between multimodal images, using the magnitudes of di-
rectional derivatives as a robust image representation. The
correlation between these representations is maximized
using iterative gradient methods, and a coarse-to-fine for-
mulation.
1https://github.com/eladbb/HybridSiamese
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Keller et al. [15] proposed the “Implicit Similarity” for-
mulation that is an iterative scheme utilizing gradient in-
formation for global alignment. A set of pixels with max-
imal gradient magnitude is detected in one of the input
images, rather than contours and edges as in [14]. The
gradient of the corresponding points in the second image
is maximized with respect to a global parametric motion,
without explicitly maximizing a similarity measure.
The seminal work of Viola and Wells [26] on apply-
ing the mutual information (MI) similarity to multisensor
image matching, utilized a statistical representation of the
images, while optimizing their mutual information with
respect to the motion parameters. Due to the nonlinearity
of the MI functional, its optimization entails numerical
difficulties.
Modality-invariant descriptors were often designed by
modifying the seminal SIFT [18] descriptor [8]. Contrast-
invariance was achieved by mapping the gradient orienta-
tions of the interest points from [0, 2pi) to [0, pi) by mir-
roring and averaging. Hasan et al. showed that such de-
scriptors reduce the matching accuracy [13], and further
modified the SIFT descriptor [12] by thresholding gradi-
ent values to reduce the effect of strong edges. An en-
larged spatial window with additional sub-windows was
used to improve the spatial resolution.
Aguilera et al. [2] used a histogram of contours and
edges instead of a gradients histogram to avoid the am-
biguity of the SIFT descriptor when applied to multi-
modal images, while the dominant orientation was de-
termined similarly. This approach was improved by the
same anthers by applying multi-oriented and multi-scale
Log-Gabor filters [3]. The Duality Descriptor (DUDE)
multimodal descriptor was proposed by Kwon et al. [16],
where each line segment near a keypoint is encoded by
a 3D histogram of radial, angular and length parameters.
This approach encodes the geometry of the line segment
and is invariant to appearance variations.
With the emergence of CNNs as the state-of-the-art
approach to a gamut of computer vision problems, such
approaches were applied to patch matching. Zagoruyko
and Komodakis [28] proposed several CNN architectures
for matching single modality patches, such as a Siamese
CNN with an L2 or a Softmax loss, and a CNN where
the input patches are stacked as different image channels,
and the stacked image is classified by the CNN. Aguilera
et al. [4] applied Zagoruyko and Komodakis’ approaches
[28] to matching multimodal patches and showed that the
resulting CNN outperformed the state-of-the-art multi-
modal descriptors. The stacked CNN architecture proved
to be the most accurate.
To alleviate the significant computational complexity
of the stacked approach when applied to sets of feature
points, Aguilera et al. proposed the Q-Net CNN [5] that
was trained using an L2 loss. The Q-Net CNN consists of
four weight sharing sub-networks and two corresponding
pairs of input patches, that allow hard negative mining.
This approach was shown to achieve state-of-the-art ac-
curacy when applied to the Vis-Nir benchmark [4] using
L2 matching.
Recent work by En et al. [10] introduced a hybrid
Siamese CNN, similar to the proposed scheme, denoted
as TS-Net, for multimodal patch matching, consisting of
Siamese and asymmetric sub-networks, utilizing a Soft-
max loss on top. Compared to the proposed scheme, this
approach does not compute L2-optimized patch encod-
ings that are essential for the matching of images, that
typically consist of multiple (O (100)) patches per image,
as discussed in Section 3.1. Each of the sub-networks out-
puts a scalar Softmax output that is merged using an FC
layer of dimension four. Our proposed scheme is exper-
imentally shown in Section 4 to compare favorably with
the TS-Net [10] results.
3 Multimodal image matching us-
ing Hybrid metric learning
In this section, we present the proposed hybrid multisen-
sor matching scheme depicted in Fig. 2. Let xi ∈ I1 and
yi ∈ I2 be a pair of multi-dimensional image patches ac-
quired by different modalities. We aim to compute a cor-
responding representation, x̂i and ŷi , respectively. The
descriptors are optimized with respect to two objectives.
The first is the Hinge Loss applied to the L2 distance,
while the second, infers a binary classification using a
Softmax loss.
The Hybrid network learns both the joint and disjoint
characteristics of multisensor patches, using a Siamese
and asymmetric (non-weight-sharing) sub-networks. The
Siamese sub-network learns a single mapping for both in-
put modalities, denoted as Ws(xi) and Ws(yi), respec-
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Figure 2: The proposed hybrid matching model, consisting of two sub-networks: a Siamese sub-network and an
asymmetric sub-network with non-shared weights.
tively, in Fig. 2, while the asymmetric sub-network es-
timates a different, modality-specific mapping for each
modality, Wx(xi) and Wy(yi), respectively. The outputs
of the sub-networks are concatenated, such that
Hx(xi) = [Ws(xi),Wx(xi)]
T
, (3)
Hy(yi) = [Ws(yi),Wy(yi)]
T
,
and the FC layers FCS and FCA are applied to Hx(xi)
and Hy(yi), respectively. Such that
x̂i = FCx(Hx(xi)), (4)
ŷi = FCy(Hy(yi))
are the Hybrid encodings x̂i and ŷi of the inputs xi and
yi, respectively. x̂i and ŷi are computed by optimizing
the hybrid loss LH (x̂i, ŷi), being either a Softmax or L2
losses.
The choice of the loss relates to the task of the overall
network. The Softmax estimates the matching probability,
while the L2 loss yields a descriptor-based representation
of the matched images, that can be utilized in large-scale
patch retrieval schemes, as a K nearest neighbors (KNN)
L2 search can be computationally accelerated by applying
approximate KNN schemes such as LSH [11] and Min-
Hash [6].
To improve the convergence of the proposed
scheme, the auxiliary losses Ls (Ws(xi),Ws(yi))
and LA (Wx(xi),Wy(yi)), are applied to the outputs of
the Siamese and asymmetric sub-networks, respectively.
These losses are the same as the one used in the main
Hybrid loss.
3.1 Computationally efficient multimodal
matching
The proposed scheme allows matching a pair of patches
xi ∈ X and yi ∈ Y. Yet, in common image matching
problems one aims to match sets of points {xi} ∈ X and
{yj} ∈ Y, such that for each point xi ∈ X we aim to
find the K ≥ 1 points {yj} ∈ Y that are the nearest to
xi regarding the L2 norm or (Softmax-based) matching
probability.
The use of the proposed scheme allows computing x̂i
and ŷi, the descriptors encoding the images xi and yi,
4
separately. In particular, the encodings of separate batches
of the input images {xi} and {yi} can be efficiently com-
puted. Thus, given the encodings {x̂i} and {ŷi} a fast L2
KNN search can be applied [11, 6].
The estimation of the Softmax measure between a pair
of samples xi and yi requires to apply the Softmax func-
tion to x̂i+ŷi. The following derivation shows that apply-
ing an FC layer to the concatenation [Hx (xi) Hy (yi)]
T
is equivalent to summing the encodings.
FC
[
Hx (xi)
Hy (yi)
]
=
[
FCx FCy
] [Hx (xi)
Hy (yi)
]
=
[
FCx 0
] [Hx (xi)
Hy (yi)
]
+
[
0 FCy
] [Hx (xi)
Hy (xi)
]
= FCx ·Hx (xi) + FCy ·Hy (xi) = x̂i + ŷi
3.2 Hybrid CNN architecture
For both L2 and Softmax losses, the same architecture
was used for both Siamese and asymmetric sub-network.
The CNN for the L2 loss is detailed in Table 1, consisting
of five convolution layers followed by RELU activations,
as well as two pooling layers after the first three convolu-
tion layers. We use an FC layer at the end of each branch
alongside unit norm normalization.
Layer Output Kernel Stride Pad
Conv0 64× 64× 32 5× 5 1 2
Pooling 32× 32× 32 3× 3 2 -
Conv1 32× 32× 64 5× 5 1 2
Pooling 16× 16× 64 3× 3 2 -
Conv2 16× 16× 128 3× 3 1 1
Pooling 8× 8× 128 3× 3 2 -
Conv3 6× 6× 256 3× 3 1 0
Conv4 4× 4× 256 3× 3 1 0
FC 1× 128 - - -
Unit norm 1× 128 - - -
Table 1: The CNN architecture of the sub-networks using
the L2 Hinge loss. Each sub-network accepts a 64 × 64
patch and outputs a 128× 1 descriptor.
The output of each sub-network is optimized by the
auxiliary losses, LS and LA, where a Hinge loss was ap-
plied to the L2 distance
L(xi,yi) =
{
||D(xi))−D(yj)||2; xi = yj
max(0, C − ||D(xi))−D(yj)||2); xi 6= yj
(5)
and we set C = 1. A similar CNN architecture, detailed
in Table 2, was applied for the Softmax loss CNN.
Layer Output Kernel Stride Pad
Conv0 64× 64× 32 5× 5 1 2
Pooling 32× 32× 32 3× 3 2 -
Conv1 32× 32× 64 5× 5 1 2
Pooling 16× 16× 64 3× 3 2 -
Conv2 16× 16× 128 3× 3 1 1
Pooling 8× 8× 128 3× 3 2 -
Conv3 6× 6× 256 3× 3 1 0
Conv4 4× 4× 256 3× 3 1 0
Conv5 2× 2× 256 3× 3 1 0
FC 1× 128 - - -
Table 2: The CNN architecture of the sub-networks using
the Softmax loss. Each sub-network accepts a 64 × 64
patch and outputs a 128× 1 descriptor.
3.3 Hard negative mining
In patch matching the number of negative training sam-
ples is significantly larger than that of positive ones,
and the common approach of generating negative train-
ing samples by randomly pairing non-matching patches
[22, 5, 20], might lead to ‘easy’, non-informative negative
pairs with large negative classification margins m. Such
margins m > C will result in zero gradients in the L2
Hinge Loss as in Eq. 5, and in the saturation range of the
Softmax loss, as depicted in Fig. 3.
To harness the relatively small fraction of informa-
tive negative patches, we propose a hard negative min-
ing scheme [22, 20, 9] adapted to the patch matching
problem. As the training set consists of pairs of patches,
where each patch is acquired by a different sensor, for
each set of N positive pairs, one can utilize N − 1 neg-
ative pairs. Computing all N (N − 1) similarity scores
(using L2 or Softmax) directly to find the hardest nega-
tives might prove computationally exhaustive.
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(a) Source patch (b) Positive
match
(c) Random neg-
ative
(d) Hard nega-
tive
Figure 3: The matching of positive and negative pairs of
multimodal image patches.
Hence, we utilize the proposed CNN to compute de-
scriptors, such that given N pairs of patches, we compute
the corresponding 2N encodings {x̂i} and {ŷi}, choose
M random patches from {x̂i}, and search in {ŷi} for the
corresponding hardest negative samples. The remaining
N − M negative pairs are randomly drawn. This hard
mining approach is experimentally shown in Section 4 to
improve the matching accuracy significantly.
4 Experimental Results
The proposed Hybrid scheme was experimentally verified
by applying it to multi-spectral image datasets and bench-
marks used in contemporary state-of-the-art schemes.
The first was suggested by Aguilera et al. [4] consisting of
a set of matching and non-matching pairs of patches, ex-
tracted from nine categories of the public VIS-NIR scene
dataset [7]. The feature points were detected by an inter-
est point detector and matched manually. The generated
dataset as well as some of the images from the dataset are
depicted in Fig. 4.
We also used the Vehicle Detection in Aerial Imagery
(VEDAI) [19] dataset of multispectral aerial images, and
the CUHK [27] dataset consisting of 188 faces and cor-
responding artist drawn sketches. These multimodal
datasets are spatially pre-aligned, same as the VIS-NIR
dataset, and were used by En et al. [10] to create an an-
notated training and test sets by extracting corresponding
pairs of patches on a lattice grid. We evaluated the pro-
posed scheme using the experimental setups and datasets
used by Aguilera et al. [4, 5] and En et al. [10] and the
results are detailed in Sections 4.3 and 4.4, respectively.
The Hybrid was trained using stochastic gradient descent
with a momentum of 0.9 and batch size of 128, learning
Figure 4: Positive and negative pairs of multimodal im-
ages patches extracted from the VIS-NIR dataset [4]. The
positive pair is marked in green, while the negative one is
marked in red.
rate of 0.01 and weight decay of 0.0005, where the same
hyperparameters were used for training both L2 and Soft-
max loses. The learning rate was reduced by a factor of
0.1 after 75 epochs and again after 20 additional epochs.
Early stoppage was applied to avoid overfitting where no
loss reduction was archived in ten training iterations.
The networks parameters were initialized by a normal
distribution, where the asymmetric subnets were initial-
ized identically to improve convergence. In particular,
this proved useful while training using the L2 loss.
In both setups, patches of 64x64 pixels were extracted
and augmented by horizontal and vertical flipping, and
the patches of each modality were normalized separately
by subtracting their mean, and dividing by their standard
deviation. The hard negative mining, detailed in Section
3, was applied using hm = 0.8, and we study the optimal
choice of hm in Section 4.2. The matching accuracy is
quantified by the false positive rate at 95% recall (FPR95),
same as in [4, 5].
The Hybrid CNN was implemented using the MatCon-
vNet [25] deep learning framework, where we trained
both configurations using a single NVIDIA TitanX GPU.
The source-code of the proposed scheme was made avail-
able publicly2.
The applicability of the auxiliary loss and hard negative
mining is studied in Sections 4.1 and 4.2, respectively. We
compare the results of the proposed Hybrid scheme using
both L2 and Softmax losses to contemporary state-of-the-
art approaches in Sections 4.3 and 4.4.
2https://github.com/eladbb/HybridSiamese
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4.1 Auxiliary losses
The auxiliary losses, detailed in Section 3, were added
on top of each of the sub-networks of the Hybrid model,
such that when the main loss is an L2 hinge loss, both
auxiliary losses are L2 hinge losses. The same mutatis
mutandis applies when using a Softmax loss. To evaluate
their effectivity, we trained multiple configurations of the
patch matching CNN, consisting of Siamese, asymmet-
ric and Hybrid CNNs, where the hybrid CNN is applied
with/without auxiliary losses and report the training and
validation loss at the network output in Fig. 5. It fol-
lows that the Hybrid CNN outperforms the Siamese and
asymmetric CNNs in terms of the loss, and that using the
auxiliary losses allows to further reduce both the training
and validation losses for both L2 and Softmax losses.
4.2 Hard negative mining
As most negative training examples chosen randomly
might become non-informative after a few training
epochs, we proposed in Section 3.3 to apply a hard nega-
tive mining scheme, where at each iteration, givenN pos-
itive pairs we find the hmN, hm ∈ [0, 1] negative pairs
having the largest similarity probability, or minimal L2
distance for the Softmax and L2 losses, respectively. As
hm → 1 the number of negative pairs increases as well
as the computational complexity required for their com-
putation. The effectivity of this approach is exemplified
in Fig. 6 where we depict the validation classification ac-
curacy of the VIS-NIR benchmark test set in terms of the
FPR95, using the proposed Hybrid scheme.
4.3 VIS-NIR benchmark results
The proposed Hybrid scheme was experimentally evalu-
ated using the VIS-NIR dataset [4], and was compared to
the state-of-the-art results of Aguilera et al. [4, 5] and En
et al. [10] using the same experimental setup. As Aguilera
et al. [4, 5] report on this dataset and experimental setup,
we quote their results, while we evaluated the approach of
En et al. [10] by training their publicly available code 3.
All of the schemes were trained using the ’Country’
category, where we utilized 80% of the given training
3https://github.com/ensv/TS-Net
pairs of patches for training the Hybrid scheme using the
Softmax loss, and L2 Hinge loss.
The results are reported in Table 3, where it follows that
the proposed Hybrid scheme compares favorably with the
previous schemes in terms of the mean error of 2.77 com-
pared to a mean error of 4.47 of the previously leading
scheme [4]. It also outperforms the previous schemes in
all but two image categories.
4.4 En et al. [10] benchmark results
We also evaluated the proposed scheme using the experi-
mental setup proposed by En et al. [10] where the VEDAI
[19], CUHK [27] and VIS-NIR [4] datasets were sampled
on a uniform lattice grid, and the results are reported in
Table 4.
We quote the results reported by En et al. [10] on
these datasets and setup, and trained the publicly avail-
able code4 of Aguilera et al. [4, 5] and the proposed Hy-
brid scheme, using 70% of the data in each dataset for
training, 10% for validation and 20% for testing. We also
applied the modality-invariant descriptors [3] of Aguilera
et al. using their publicly available code 5 and the SIFT
descriptor [18].
It follows that the proposed scheme outperformed
the previous schemes significantly for the VIS-NIR and
CUHK datasets yielding an average error that is three fold
smaller. For the VEDAI dataset, both Aguilera et al. [4]
and the proposed scheme achieved a zero error.
5 Conclusions
In this work we presented a Deep-Learning-based ap-
proach for the matching of image patches in multimodal
images, that utilizes a novel Hybrid formulation consist-
ing of two CNN sub-networks. The first is a Siamese
(dual weigh-sharing) CNN, while the second is an asym-
metric (dual non-weigh-sharing) CNN. We show that the
training convergence and test accuracy are improved by
applying auxiliary losses to the Siamese and asymmet-
ric sub-networks, alongside the main output loss. We
also propose a negative mining scheme adapted for the
4https://github.com/ngunsu/lcsis
https://github.com/ngunsu/qnet
5https://github.com/ngunsu/LGHD
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Network/descriptor Field Forest Indoor Mountain Old building Street Urban Water Mean
SIFT [18] 39.44 11.39 10.13 28.63 19.69 31.14 10.85 40.33 23.95
LGHD [3] 16.52 3.78 7.91 10.66 7.91 6.55 7.21 12.76 9.16
Siamese [4] 15.79 10.76 11.6 11.15 5.27 7.51 4.6 10.21 9.61
Pseudo Siamese [4] 17.01 9.82 11.17 11.86 6.75 8.25 5.65 12.04 10.32
2Channe l[4] 9.96 0.12 4.4 8.89 2.3 2.18 1.58 6.4 4.47
Q-Net 2P-4N [5] 26.03 5 9.46 18.21 7.75 11.16 5.46 17.8 12.60
TS-Net [10] 25.45 31.44 33.96 21.46 22.82 21.09 21.9 21.02 24.89
Hybrid-Softmax 10.12 6.4 9.34 7.82 4.31 5.01 3.11 7.09 6.74
Hybrid-Softmax-HM 5.88 1.45 6.93 3.5 2.25 2.37 0.99 3.06 2.97
Hybrid-L2 19.95 19.49 18.98 18.79 13.99 14.26 14.5 17.46 17.7
Hybrid-L2- HM 5.65 0.75 3.72 3.99 2.62 2.21 2.04 3.06 2.77
Table 3: Patch matching results evaluated using the VIS-NIR dataset and the patches extracted as in Aguilera et al.
[4, 5]. The accuracy is given in terms of the FPR95 score, and the leading results are marked in bold. The schemes
names in bold are variations of the proposed scheme, and the acronym HM relates to using the proposed hard mining
scheme.
patch matching problem. The proposed scheme is exper-
imentally shown to compares favorably with contempo-
rary state-of-the-art approaches when applied to multiple
multimodal image datasets.
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Figure 5: The training and validation losses for different
patch matching CNN architectures: symmetric (Siamese),
asymmetric, Hybrid and hybrid with auxiliary losses
CNNs. The Softmax and L2 losses are shown in (a) and
(b), respectively.
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Figure 6: Classification accuracy of the validation set in
terms of the FPR95 score, for different values of the hard
negative mining measure hm. As hm → 1 the number of
negative pairs increases. The results of training using the
Softmax and L2 losses are shown in (a) and (b), respec-
tively.
10
