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In den letzten 4-5 Jahren sind die statistischen Methoden für die differentielle Expressionsana-
lyse von Hochdurchsatz-Sequenzierungsdaten (z.B. RNA-Sequenzierungsdaten) stark ausge-
reift und verfeinert worden. Die Zielstellung meiner 4-jährigen Doktorarbeit war es, angepass-
te statistische Methoden zu verwenden um robuste Analyse-Lösungen zur Interpretation von
(hochdimensionellen) Hochdurchsatz-Sequenzierungsdaten zu entwickeln und existierende
Ansätze zu verbessern.
Zunächst werde ich die Doktorarbeit und den nötigen wissenschaftlichen Hintergrund vor-
stellen. Dies umfasst unter anderem die RNA-Sequenzierungs (RNA-seq)-Technologie, die
gängigen Methoden für die RNA-seq Datenanalyse, den konzeptuellen Rahmen zur Model-
lierung von Zähldaten (z.B. edgeR), Ausreisser und robuste Methoden sowie die aktuellen
Entwicklungen und Fortschritte in der differentiellen Expressionsanalyse von Transkripten.
Zusätzlich werden meine Forschungsziele und die damit verknüpften Herausforderungen
dargestellt. Eine kurze Zusammenfassung der einzelnen Kapitel werden im Nachfolgenden
präsentiert.
Im Anschluss an die Einführung präsentiere ich eine robuste statistische Methode zur differen-
tiellen Expressionanalyse von RNA-seq-Daten unter Verwendung von Observation-Weights.
Der Effekt von Ausreissern in RNA-seq-Daten kann nicht ignoriert werden, weil ausreichende
Stichprobengrössen aufgrund der hohen Kosten für RNA-seq oft nicht möglich sind. Aller-
dings ist (statistische) Robustheit bei kleinen Stichproben extrem schwer zu erzielen. Derzei-
tige differentielle Expressions (DE)-Methoden implementieren im Besonderen eine komplexe
Struktur um Informationen des ganzen Datensatzes nutzen zu können und dadurch die sta-
tistischen Schlussfolgerungen zu verbessern. In dieser Dissertation wurde eine neue robuste
statistische Methode im Rahmen des Generalisierten Linearen Modells (GLM)/Moderated-
Dispersion-to-Trend entwickelt um die Auswirkungen von Ausreissern in RNA-seq zu dämp-
fen. Zusätzlich wurde ein offenes Programmiergerüst für Simulationen von Zähldaten, basie-
rend auf R Code, entwickelt um die Reproduzierbarkeit zu fördern und eine Anpassung des
Benchmark-Test zu ermöglichen wenn neue Methoden entwickelt werden. Weiter Informatio-
nen dazu gibt es in Kapitel I.
Als Nächstes werde ich ein R-Paket names benchmarkR vorstellen, das mithilfe von verschie-
denen maßsgeschneiderte metrische Grafiken ein allgemeines Benchmarking von genomwei-
ten Methoden für Datensätze mit einer unabhängigen Wahrheit (z.B. Simulationen) erlaubt.
Wenn eine neue statistische Methode zur Entdeckung von differentielle Expression in Ge-
nomdatensätzen entwickelt wird, sind Vergleiche mit bestehenden Methoden, die eine Leis-
tungsverbesserung zeigen, notwendig, aber schwierig und zeitaufwändig. Die Motivation bei
der Entwicklung des benchmarkR-Pakets war den Aufwand für solche Vergleichen zu verrin-
gern und eine objektive, umfangreiche und visualisierte Lösung für das Benchmarking von
genomweiten Methoden zur Verfügung zu stellen. Die grösste Neuerung des Pakets ist eine
flexible grafische Darstellung der True Positive Rate (TPR) versus erzielter False Discovery
Rate (FDR), in der die zwei wertvollsten Metriken, TPR und FDR, gleichzeitig gezeigt werden.
Insbesondere gibt diese Darstellung Auskunft darüber wie gut die Methoden kalibriert sind,
das heisst, ob die evaluierten Methoden die geschätzte FDR (z.B. 5% FDR) erreichen. Genaue-
re Informationen sind in Kapitel II beschrieben.
Anschliessend habe ich die Leistungsfähigkeit von differentiellen Expressionsmethoden für
Zähldaten untersucht wenn Gene in nur einer der Versuchsbedingungen exprimiert sind. Fast
alle RNA-seq Experimente enthalten eine Teilmenge von Genen, die keine nachweisbaren
Reads in einer der getesteten Versuchsbedingungen haben aufgrund von sehr geringer oder
fehlender Expression, dennoch sollten diese Gene auffindbar sein. Diese Teilmengen werden
mit “Zero-Count” bezeichnet. Ein Bericht von Rapaport und seinen Mitautoren in Genome
Biology, in dem behauptet wird, dass Zähldaten-basierte Methoden (z.B. edgeR) bei Zero-
Count Daten eine geringe Leistungsfähigkeit zum Entdecken von differentiellen Expressions
Merkmalen haben, hat unsere Aufmerksamkeit auf sich gezogen. Wir haben die Auswirkun-
gen von Zero-Count auf echte Datensätze und simulierte Zähldaten-basierte Datensätze ana-
lysiert und die Ergebnisse in einem Correspondence Artikel zusammengefasst (Kapitel III).
Zum Schluss präsentiere ich ein frühes Projekt in dem Normalisierungsmethoden für microRNA-
Sequenzierungsdaten evaluiert wurden. Funktionieren die aktuell gängigen Normalisierungs-
methoden für messenger RNA Sequenzierungs (mRNA-Seq)-Daten, wie zum Beispiel Trim-
med Mean of M-values (“TMM”), auch für micoRNA Sequenzierungsdaten? Um diese Frage
zu beantworten, haben Garmire und Subramaniam in ihrem Papier einen Vergleich zwischen
verschiedenen Normalisierungsmethoden für microRNA Sequenzierungsdaten gemacht (ein-
schließslich spezialierter Methoden für mRNA-seq Daten und anderer populärer Methoden
für biologische Daten) und festgestellt, dass die Leistung von TMM schlecht ist. Wir stimmen
diesem Ergebnis nicht zu und präsentieren unsere Neuanalyse in einem Letter to the Editor
(Kapitel IV).
Abschliessend diskutiere ich einige offene Problemstellungen in Bezug auf die robuste Metho-
de, die wir entwickelt haben, berichte über meine Fortschritte in der Forschung und meinen
Beitrag zur DTE-Analyse und gebe einen Ausblick (Kapitel V).
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Abstract
Statistical methods for differential expression analysis of high-throughput sequencing data
(e.g., RNA-sequencing data) have become quite mature and refined during the last 4-5 years.
The overarching goal during my 4 years’ PhD research was to develop robust analysis solu-
tions and improve existing approaches for interpreting (high-dimensional) high-throughput
sequencing data using tailored statistical methods.
First, I introduce the dissertation. Some necessary scientific background are introduced, in-
cluding RNA-sequencing (RNA-seq) technologies, popular methods for RNA-seq data anal-
ysis, the main conceptual frameworks for modeling of count data (e.g., edgeR), outliers and
robust methods and current development and progress in differential transcript expression
analysis. Additionally, my research objectives and challenges in my research field are pre-
sented. A short summary of following chapters are subsequently represented.
Following the Introduction, I present a robust statistical method for detecting differential ex-
pression in RNA-seq data using observation weights. The effect of outliers in RNA-seq data
cannot be ignored because sufficient sample sizes are often not possible due to the high cost
of RNA-seq. However, (statistical) robustness is extremely challenging in small samples. In
particular, current differential expression (DE) methods implement a complex structure for
sharing information across the whole dataset to improve inferences. A new robust statisti-
cal method was designed to dampen the effect of outliers in RNA-seq within the existing
generalized linear model (GLM)/moderated-dispersion-to-trend framework. Additionally, an
open framework of count-based simulation based on R code was developed to promote repro-
ducibility and allow the benchmark to move forward as new methods are developed. Further
information can be found in Chapter I.
Next, I introduce an R package named benchmarkR for general benchmarking of genome-
scale methods for datasets that have an independent truth (e.g., simulations), via several cus-
tomized metric plots. When a new statistical method for detecting differential expression in
genomic datasets is developed, comparisons against existing methods that show improved
performance are necessary but difficult and time-consuming. The motivation for develop-
ing the benchmarkR package was to reduce the burden during comparisons and provide an
objective, comprehensive and visualized solution for benchmarking genome-scale methods.
The main innovation of the package is a flexible true positive rate (TPR)-versus-achieved false
discovery rate (FDR) plot, representing the two most valuable metrics TPR and FDR at the
same time. Notably, this plot can be used to show information on how well the methods are
calibrated. That is, whether the evaluated methods achieve the estimated FDR (e.g., 5% FDR).
More detailed information is described in Chapter II.
Subsequently, I made some contribution to investigating the performance of count-based dif-
ferential expression methods when genes are expressed in only one condition. Almost all
RNA-seq experiments include a subset of genes that have no detectable read counts in one of
the tested conditions due to very low or lack of expression, but they appears to be detected.
These subsets are so-called “zero-counts”. A report in Genome Biology from Rapaport and
co-authors that claimed a low performance of count-based methods (e.g., edgeR) to detect dif-
ferential expression features for zero-count data drew our attention. We analyzed the effect of
zero-count on real datasets and simulated count-based datasets and summarized the results
as a Correspondence article (Chapter III).
Then, I present an early project evaluating normalization methods for microRNA sequenc-
ing data. Do currently popular normalization methods used for messenger RNA sequenc-
ing (mRNA-seq) data, such as Trimmed Mean of M-values (“TMM”), still work well for mi-
croRNA sequencing data? To address this question, Garmire and Subramaniam in their paper
made a comparison between several normalization methods (including methods specialized
for mRNA-seq data and other popular methods for biological data) for microRNA sequencing
data and concluded a poor performance of TMM. We disagreed with their results and pre-
sented our reanalysis as a Letter to the Editor (Chapter IV).
Finally, I discuss some issues related to the robust method we developed and report my cur-
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1.1.1 A short summary of RNA-seq technology
Ribonucleic acid (RNA) plays an important role in carrying the genetic information of organ-
isms (along with deoxyribonucleic acid (DNA)). RNA usually appears as a single-stranded
chain of nucleotides; each nucleotide is made up of any one of four nitrogenous bases, includ-
ing adenine (A), cytosine (C), guanine (G) and uracil (U). RNA plays a central role as a bridge
connecting between DNA and proteins, famously known as the central dogma of molecular
biology. The central dogma firstly introduced by Francis Crick [9] explains the flow of genetic
information in biological systems from DNA to RNA to protein. This flow can be summarized
as two steps: transcription and translation. During the transcription process double-stranded
DNA is converted to single-stranded RNA; RNA carries information from DNA (i.e., mes-
senger RNA (mRNA) is produced.). During translation, mRNAs find a way to the ribosome,
where they are translated into protein.
RNA-sequencing (RNA-seq) technology has revolutionized the exploration of the presence
and quantification of RNA in biological samples. Generally speaking, current mature meth-
ods of RNA-seq that can produce millions of reads (i.e., fragments) share the following critical
steps: i) RNA extraction from biological samples, ii) selection of subpopulation of interest (e.g.,
polyA-enriched or ribosomal RNA depletion), iii) reverse transcription into complementary
DNA (cDNA) and iv) library preparation and fragmentation. Notably, these reads can be
basically partitioned as two types: i) single-end reads that sequence only one end of a frag-
ment and ii) paired-end reads that sequence both ends. RNA-seq is a reverse-engineering
technology to quantify the features of biological interest in biological samples from the digi-
tal readout (i.e., counts of fragments) for both well-known and less characterized organisms.
For well-annotated organisms, the observed fragments (reads) are put in the context of exist-
ing annotation (i.e., the reads are aligned/mapped to a reference genome.). In the absence
of annotation, catalogs of transcripts are generated by (de novo) assembly [16]. Compared
to the earlier biological technologies, such as microarrays, RNA-seq offers “an open system,
higher resolution, lower relative cost and less bias” [55]. Using RNA-seq technology, it became
practical and affordable to study entire transcriptomes—the complete set of RNA transcripts
expressed by one cell or a population of cells. RNA-seq is commonly used for detecting dif-
ferential expression in comparative experiments for delineating alternative splicing patterns,
RNA editing, discovering novel transcripts and profiling of allele-specific expression.
This thesis focuses on the most common application of RNA-seq: detecting changes in expres-
sion between experimental conditions or treatments. In this case, the primary goal of RNA-seq
experiments is to find which biological features (e.g., genes) are statistically significant (i.e.,
the differences are larger relative to their random variations). To satisfy this task, it is neces-
sary to carefully consider the experimental design. Two basic properties cannot be ignored:
sufficient replication and sequencing depth. However, considering that RNA-seq remains ex-
pensive, researchers have to consider the tradeoff between getting more reads (depth) or more
sample replicates within a limited budget. Not surprisingly, recent research has suggested
that increasing the number of replicate samples is preferred to increased sequencing depth
for improving detection power [38]. Additionally, tailored statistical methods for detection
of differential expression for RNA-seq data should be applied, which can handle the biolog-
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ical variability in count data, and allow a much broader class of experimental designs to be
analyzed, such as batch effects (discussed in Section 1.2.3 and 1.3).
1.1.2 RNA-seq analysis
A typical RNA-seq data analysis workflow (presented in Figure 1) can be simplified as four
steps: quality control (QC), mapping, quantification and differential analysis. In the QC step,
the raw data is evaluated by a series of metrics for quality assessment, including sequence
quality, sequencing depth, guanine-cytosine (GC) bias and so on. In the mapping step, the
raw reads (cDNA fragments) produced by the sequencing machine are mapped to a reference
genome or (assembled) transcriptome by an alignment algorithm, such as TopHat [51] or
bowtie [23]. In the quantification step, there are two distinct approaches, either: exon-union
counting where the aligned reads that overlap the target genomic regions-exon-union sets
(e.g., gene) are counted; or transcript abundance estimation that estimates the expected count
of the aligned reads originating from a transcript by a probabilistic manner (e.g., multinomial
model). Notably, for estimating transcript abundance, some tools can skip the traditional
mapping step to quantify abundances (see Section). In the step of differential analysis, the
(expected) count-table constructed previously can be analyzed in different ways, depending



















Figure 1.: RNA-seq data analysis workflow.
RNA-seq analyses can be used to address diverse biological questions, such as allele-specific
expression, RNA editing, gene co-expression networks, rare transcript detection but most
commonly, for differential expression and differential splicing between experimental condi-
tions or treatments. Focusing on comparing the transcriptional output between different con-
ditions, we can partition most of the RNA-seq studies into either: differential gene/transcript
expression (DGE/DTE) or differential transcript/exon usage (DTU/DEU) studies. Their rela-
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Figure 2.: Schematic illustration of relationship among DGE, DTE, DTU and DEU between conditions A and B, for a gene with
two transcripts (isoforms). (a), (d) and (g) schematically illustrate cases of DTE, DTU and DEU; for the cases of DTE and
DTU, their integrated gene level expression are correspondingly shown in (b) and (e); for the case of DEU, the illustration
in form of DTU is presented in (h); and the proportions of cases of DTE, DTU and DEU are shown in (c), (f) and (i).
Differential gene/transcript expression
A feature (e.g., gene or transcript) is declared differentially expressed if an observed change
in (normalized) expression across different experimental conditions is unlikely to occur by
chance under some specification of a null model. Models for count data are usually preferred
for differential expression (DE) analysis because the data type of final output from an RNA-seq
experiment is count data, although there are variously alternative solutions (e.g., the approach
that transforms the count data into the ordinary linear model [24]). As shown in Figure 2
(a) and (b), DTE analysis is focused on whether individual transcripts have changed across
experimental conditions but requires estimating transcript abundance. Thus, there are addi-
tional challenges since there are the uncertainties introduced during estimation (discussed in
Section 1.6.2). By contrast, DGE analysis looks at whether the overall transcriptional output
has changed to find out which genes are up- or down-regulated in each condition. The over-
all transcriptional output (i.e., gene abundance) can be achieved by either aggregating all the
transcripts per million (TPMs) within a gene or directly counting aligned reads at the gene
level. The approach of simple summing all the reads overlapping the target gene (i.e., union
counting) may not accurately reflect the true gene expression in case of multiple isoforms
within a gene, since for the same level of expression, longer transcripts contribute more reads
on average [50]. DTE may or may not imply DGE: it depends on all the information of tran-
scripts within a gene. For example, as shown in Figure 2 (d) and (e), when two transcripts
are both differentially expressed but inversely regulated, the difference in the gene level may




A modified version of the definition of relative usage of a feature (e.g., transcript or exon) can
be found from the vignette of DEXSeq [40]:
expression of a feature
expression of the gene containing this feature
. (1)
DTU/DEU analysis considers changes in the relative usage of transcripts/exons across differ-
ent experimental conditions. This is shown in Figure 2 (d), (f), (g) and (i). DTU and DEU both
emphasize that feature proportions change across different experimental conditions, where
features can be: transcripts or exons (or non-overlapping exon bins [4]). Analysis of DTU fo-
cuses on the proportions of the individual transcripts in comparative experimental conditions
within a gene, while DTE analysis only looks at an observed change of individual transcripts
across experimental conditions regardless of whether other transcripts within the gene are
changing [48]. For instance, in Figure 2 (d), we observed two transcripts that are changing
inversely resulting in a proportional change in Figure 2 (f), while in Figure 2 (c), the propor-
tion change may not be observed. Regardless of what happens at the overall gene level, DTE
may not imply DTU when the proportions of the individual transcripts do not change or the
proportional changes do not achieve a certain level. On the other hand, DTU implies one or
more changes in transcript expression [1, 48]. In Figure 2 (d), the expression of transcript A
and B change accompanied by DTU. For relationship of DTU and DEU, DEU is an “indica-
tor” of DTU: DEU is sufficient for DTU. For instance, in Figure 2 (d), the exon 2 will imply
the change of proportions of transcript A and B resulting in DTU. For relationship between
DTU/DEU and DGE, DTU/DEU can result in DGE if the sum of overall transcript outputs
differs large enough across experimental conditions. In Figure 2 (e), the overall change at the
gene level is small, since its corresponding transcripts are changing inversely. On the other
hand, DTU/DEU may still exist, regardless of presence/absence of DGE.
1.2 Current popular methods for RNA-seq analysis
There are many bioinformatics tools available for processing and analyzing RNA-seq data and
the number is still increasing rapidly. Selected representative tools are introduced as follows.
1.2.1 Alignment algorithms
Once sequencing reads are generated, the next task is to align raw reads to a reference genome
or (assembled) transcriptome. This task needs to satisfy the following basic requirements: i)
it is robust allowing for a certain level of insertions/deletions caused by genomic variations,
mismatches caused by sequencing errors during calling the sequencer and other errors from
the experimental preparation (e.g., RNA priming preference [18]). ii) it can identify splice
junction structures (or non-continuous genomic regions), which is of particular interest for
studying alternative splicing. Combining those requirements together makes the procedure
of aligning reads very computationally intensive. Two representative and popular used align-
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ment algorithms are represented here.
TopHat
TopHat is a widely used sequence alignment algorithm for aligning sequencing reads to a
reference genome or (assembled) transcriptome [51]. TopHat was developed based on a well
known short DNA sequence aligner bowtie [23] to provide an ability to align RNA-seq reads
without relying on known spliced junctions. The basic idea is summarized as the follow-
ing steps: i) aligning non-junction reads to a whole genome using the aligner bowtie and
assembling the mapped reads by the algorithm, Map [27], to generate consensus sequence
regions; ii) finding all potential flanking donor/acceptor junction sites within neighboring
regions (i.e., exons) to identify the splice junction structures; and, finally, mapping initially
unmapped reads from bowtie to these splice junctions. The current version of TopHat, named
TopHat2, improves the performance in several cases, including various lengths of reads, in-
sertions, deletions and gene fusions [22].
STAR
STAR was developed to solve the computational bottleneck of the task to align millions of
reads [10]. Similar to TopHat, STAR can identify splice junction structures. However, the prin-
ciple of STAR for alignments is completely different from TopHat. STAR can directly align
non-contiguous reads to splice junction structures, while TopHat is an extension of bowtie re-
lying on aligning non-junction reads to generate consensus sequence regions. The algorithm
of STAR can be summarized as 2 steps: seed searching and stitching steps. For seed searching
step, STAR will find the seed (i.e., the fragment of the read) mapped to the donor junction site
by searching a Maximal Mappable Prefix (MMP) [10], then the MMP search is repeated for
the unmapped positions of the read to the acceptor junction site. For the stitching step, STAR
will build the entire alignments by stitching all the seeds that are generated by the first step
together. This approach has been shown to give a great improvement in computational speed
[12]. Additionally, STAR can provide estimates of the relative probabilities of the alignments,
in which a read can be mapped to multiple loci. This alignment algorithm became popular
and widely used since the ENCODE project was started [5].
1.2.2 Tools for RNA-seq quantification
There are a range of approaches for RNA-seq quantification, including i) simple counting of
the aligned reads overlapping the target genomic regions (e.g., HTSeq [2] and featureCounts)
and ii) estimating or quantifying the abundances of individual transcripts through probabilis-
tic models that probabilistically assign the alignments to isoforms of a gene (e.g., Cufflinks
[52], RSEM [26], kallisto [6] and Salmon [33]). The simple counting approach and its down-
stream analysis pipeline are mature but this approach may not reflect the true expression
change [50]. Compared to the simple counting approach, estimating transcript abundance
provides a higher resolution at the transcript level, but it requires paying a special effort to
process ambiguously mapping reads (see Section 1.6.2). Moreover, this approach may not be
practical for a complex situation where a gene has many isoforms. One extreme example is
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the DSCAM gene in Drosophila melanogaster, which has 38,016 isoforms [32]; no algorithm
can provide enough statistical power to estimate abundance for all the possible isoforms. Se-
lected programs for RNA-seq quantification are presented as follows:
HTSeq (htseq-count) and featureCounts
htseq-count (implemented in HTSeq) and featureCounts are both widely used to count the
overlap of reads with a catalog of features (i.e., annotation relative to reference genome). A
read is considered to overlap a feature if any overlap (i.e., hit) between the read and the feature
is found [29]. HTSeq and featureCounts count the number of reads from biological samples
overlapping the target features of interest given SAM/BAM files containing aligned reads
and a GTF/GFF file recording detailed information of biological features (e.g, transcripts or
genes). They can provide the result in the form of a count-table that records the expression
of each feature for each biological sample. This count-table can be provided to downstream
analysis (e.g., DGE analyses using methods such as DESeq2 [30] or edgeR). For reads overlap-
ping multiple features, both tools recommend excluding them by default during counting.
Cufflinks2 and RSEM
Cufflinks2 is used to assemble transcripts and estimate transcript abundance for RNA-Seq
data [53]. For sequencing data where the genome sequence is unknown, the algorithm can as-
semble the aligned reads into a parsimonious set of transcripts (i.e., minimal set of transcripts
to explore the dataset) without relying on prior knowledge of genomic annotation. For data
with a known genome sequence in a situation where annotation suffers from low quality or is
incomplete, Cufflinks2 can assemble novel transcripts in the context of an existing annotation
to improve annotation quality [41]. For estimating transcript abundance, Cufflinks2 firstly
fits alignments to each RNA molecule, which is based on the assumption that each align-
ment follows a normal distribution [53]. Then Cufflinks2 probabilistically assigns alignments
to gene isoforms given the probability predicted by the RNA molecule. Finally Cufflinks2
estimates (relative) transcript abundance by maximizing the likelihood of all possible sets of
assignments. The variability of assigning alignments can be considered as the uncertainty of
transcript abundance estimation.
For estimating transcript abundance, RSEM uses a similar strategy to assign alignments to iso-
forms, but uses an advanced estimator, which is the expectation-maximization (EM) algorithm
instead of maximum likelihood to estimate abundances [26]. This approach is computation-
ally intensive but has a better estimation accuracy in the case where reads are ambiguously
mapping to multiple isoforms due to high similarities among transcripts [26].
BitSeq
BitSeq uses a Bayesian approach for estimation of transcript abundance. It is based on a
probabilistic model frame that probabilistically assigns alignments to isoforms, similar to the
model of Cufflinks2 and RSEM, to account for ambiguous alignment caused by complex iso-
form structures. The posterior distributions of model parameters are generated by a Markov
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chain Monte Carlo (MCMC) algorithm. Compared to Cufflinks2 and RSEM, BitSeq is compu-
tationally intensive.
Sailfish, Salmon and kallisto
Some quantification methods, which are so-called alignment-free methods (e.g., Sailfish [34],
Salmon [33] and kallisto [6]), are designed to estimate transcript abundance without relying
on alignments provided by an external aligner. In fact, these quantification methods still need
to make a similar calculation as alignment to determine the concordance between reads and
transcripts, but they do not do the full alignment that requires spending the computational
resources for determining the optimal alignment, and hence the speed of these methods is
fast. The idea of these methods is to transform the original data (including raw reads and
reference transcripts) to small units in terms of k-mers and get a summary statistic based on
k-mers. Here, k-mers refers to all the possible subsequences of a read or transcript of length k.
Sailfish firstly builds a k-mer based index of reference transcripts in the form of a hash table,
then quantifies abundances by matching k-mer unit reads using the hash table. This approach
can dramatically reduce the cost of computational resources compared to the full alignment.
However, it has been shown to lead to a loss of estimation accuracy in the case of a simulated
dataset [6] and in the case of complex mixtures of isoforms [33]. To address this practical
issue, Salmon, the successor of Sailfish, and kallisto were developed to reduce errors while
still keeping a fast computational speed. Both programs focus on reducing the errors caused
by the usage of k-mer based approach: Salmon uses lightweight alignments based on chains
of maximal exact matches instead of k-mer hashing and adds two-phase algorithms (online
and offline inference) to improve the accuracy [33]. kallisto applies pseudoalignments, which
computes the k-mer units of reads to paths in whole transcripts (constructing a transcriptome
De Bruijn graph (T-DBG)), to remove the redundancy of k-mers from computation for reduc-
ing the errors [6].
1.2.3 Tools for differential expression (DE) analysis
Statistical methods for DE analysis of RNA-seq experiments across different experimental
conditions or treatments have become mature after several years of development. There are
various methods available for the biological and statistical communities, including parametric
and non-parametric methods. Compared to non-parametric methods (e.g., NOISeq [49] and
SAMseq [28]), parametric methods (e.g., edgeR [42] and DESeq2 [30]) are more popular, since
parametric models following an appropriate model assumption are more powerful for most
cases of RNA-seq data in which replicates of experiments are limited. For parametric models,
they can be mainly classified as either: i) methods directly working on the count data, which
are usually based on count regression models, such as the negative binomial (NB) model (e.g.,
edgeR) and ii) methods transforming the counts and propagating transformed values into the
ordinary linear regression model (e.g., voom [24]). Focusing on statistical inference, the meth-
ods can be partitioned into i) frequentistic inference methods (e.g., edgeR) using hypothesis
tests (e.g., likelihood ratio test) to detect DE features, ii) Bayesian inference methods (e.g.,
baySeq [20] and BitSeq) that can directly provide false discovery rates to identify DE features.
Developing robust and tailored statistical methods to detect DE features is one of the major
research directions of the Robinson Statistical Bioinformatics group. In particular, my su-
pervisor, Prof. Mark Robinson co-authored one of the most widely used R-packages, edgeR.
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Improving statistical methods for DE analysis is the core task of my PhD study and the core
content of this dissertation. In the following Sections 1.2.3, 1.3.1, 1.3.2 and 1.3.3, we will intro-
duce selected popular DE methods, the NB model framework and advanced methodologies
of edgeR in detail.
edgeR
edgeR is a widely-used package for RNA-seq differential expression (with biological replica-
tion) within the R/Bioconductor software development project [14]. It implements a range
of statistical methodologies, including the NB model in generalized linear model framework,
exact tests, likelihood ratio tests and quasi-likelihood tests. Additionally, several specific ad-
vanced approaches, such as adjusted profile likelihood and moderated NB dispersion estima-
tion, are developed to handle the challenges caused by genome-scale count data. As well as
RNA-seq, this tool can also be applied to any other genome-scale count data, such as ChIP-
seq, where the aim is to find differentially regions of the genome.
The tool is designed to calculate statistical evidence for changes in expression levels across
tens of thousands of features in the case where the degrees of freedom of the regression
model of each feature are limited (e.g., ≯ 8). Since increasing the sample size (i.e, biological
replicates) is not usually possible due to the relatively high cost of RNA-seq, an alternative so-
lution, learned from experience in analyzing microarray data, is to use an empirical Bayesian
approach that shares information over the whole dataset to improve inference. In particular,
edgeR applies an advanced approach that allows sharing of information (in terms of disper-
sion estimation) between “neighbours” of features that have similarity in average expression.
This tool moderates dispersion estimates towards a trended-by-mean estimate by maximizing
adjusted profile likelihood (APL) [31] (see Section 1.3.2 and 1.3.3). edgeR makes parametric
assumptions for inference; in particular, the NB distribution is assumed in the context of a
generalized linear model [31], thus allowing complex experimental designs to be analyzed.
DESeq2
DESeq2 [30], as the successor of DESeq [3], is similar in many respects to edgeR. For dispersion
estimation, DESeq2 uses a similar approach to edgeR, shrinking the individual dispersion
estimation toward the fitted curve that is estimated from the individual dispersion against the
expression value. DESeq2 is also based on the NB model via a GLM framework. However,
there are several distinctions between them: i) DESeq2 takes additional shrinkage for fold-
change estimation to improve stability of low read counts and thus applies Wald tests instead
of likelihood ratio tests for tests of significance [30]. In addition, ii) DESeq2 and edgeR use
different normalization methods for RNA-seq data: Trimmed Mean of M-values (“TMM”) for
edgeR and median ratio method introduced by Anders and Huber [3] for DESeq2.
Cuffdiff2
Cuffdiff2 [50], a program implemented in Cufflinks2, can be used for DE analysis. For DTE
analysis, its model based on a beta NB distribution that can be interpreted as a mixture of
NB distributions can account not only for biological and technical variability, but also for the
uncertainty of transcript estimation. The uncertainty is estimated by Cufflinks2. If there is
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no uncertainty, it reduces to a NB model. For DGE analysis, it should follow a NB model
(the details are not clear). The mean and variance parameters in a gene are estimated from a
group of transcripts of this gene: the total mean is calculated by summing the corresponding
(normalized) transcript abundances and the variance is obtained by summing covariances of
(normalized) transcript abundances. Then the estimated mean and variance at the gene level
are used for fitting the NB model.
limma-voom
voom [24], an extension of limma, specializes for DE analysis of RNA-seq data. limma [45] is a
powerful R/Bioconductor package for analyzing microarray data using an empirical Bayesian
approach based on linear models. voom can be considered as a transformation method that
puts a log2 transformation of the normalized counts and observation weights into the exist-
ing limma analysis pipeline. The weights for each observation estimated from the dataset are
used to account for the heteroscedastic variances in transforming count data with a logarithm.
Compared to methods based on the GLM framework, such as edgeR, the advantage of voom
is its fast speed and good false discovery control. The disadvantage is that it suffers from
somewhat lower power to detect DE features (e.g., genes) in the case of small numbers of
biological replicates [46].
NOISeq(BIO)
NOISeq is a non-parametric method for DE analysis for RNA-seq data with technical repli-
cates or no replications [49]. It focuses on log fold change (i.e., log-ratio of average expression
values) for the two experimental conditions and the absolute expression difference as statistics
to test for significance. NOISeqBIO joined the existing model framework of NOISeq with an
empirical Bayesian approach introduced by Efron et al. [11]. This approach was originally
developed for microarray data in which a Z statistic was defined to measure differential ex-
pression across two experimental conditions. The distribution of the Z statistic consists of a
mixture of components between the null set (when a feature is not differentially expressed
between two conditions) and the DE set (when a feature is differentially expressed) with their
corresponding probabilities (i.e., weights). Then, the local false discovery rate (FDR) based on
the mixture distribution and distribution of the null set is calculated. The innovation within
NOISeqBIO is to define the Z statistic for RNA-seq data as an equal combination between log
fold change and the expression difference with an adjustment for biological variance to reflect
the variations in biological replicates.
1.3 The count model framework of edgeR
1.3.1 The NB model in generalized linear models (GLM) framework
The GLM formula for fitting count data Yij, representing the read counts in sample j for fea-
ture i, with a canonical logarithm link is as follows:
log(µij) = Xβi + log Nj, (2)
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where X is the design matrix containing the covariates (e.g., experimental conditions, batch
effects, etc.), βi is a vector of regression parameters and Nj is the (effective) library size for
sample j. In our setting, Yij is assumed to follow a NB distribution with mean µij and disper-
sion φi, denoted by Yij ∼ NB(µij, φi).
This framework within edgeR (and DESeq) has been constructed as a “two-stage estimation”:
firstly estimating the dispersion φi; then estimating βi [31]. Given an estimated dispersion φ̂i
that is assumed known up to a constant (discussed in Section 1.3.2 and 1.3.3), the estimated
value, β̂i, can be obtained by the iteratively re-weighted least squares (IRLS) algorithm.
1.3.2 Adjusted profile likelihood
For this model, a key question is how to estimate dispersion reliably in presence of a nuisance
parameter (regression parameter β). An early strategy using conditional likelihood has been
shown to give an excellent performance but cannot be implemented within a GLM framework
[43, 44]. Instead, approximate conditional inference introduced by Cox and Reid [8] is used
here to remove the effect of the nuisance parameter. The adjusted profile likelihood (APL) for
the dispersion φi, penalized for the estimation of the regression parameters, βi, is presented
as follows:




where yi is the vector of counts for feature i, β̂i is the estimated coefficient vector, ℓ() is the
log-likelihood function, Ii is the Fisher information matrix and |.| is the determinant.
1.3.3 Moderation: APL via weights
Due to the limited sample size of typical RNA-seq experiments, some further efforts to im-
prove estimate (e.g., dispersion) reliability are necessary. An empirical Bayesian strategy
seems a good solution for RNA-seq count data and has been successful for microarray data
[45]. However, empirical Bayesian approach cannot easily be implemented in the NB model,
since there is no conjugate prior distribution for estimating the NB dispersion [7]. An alterna-
tive solution is to moderate estimates toward a common trend via weighted likelihood. The
weight in the weighted likelihood is equivalent to a prior in the empirical Bayesian distribu-
tion [7]. In the edgeR framework, the strategy to accomplish moderation for the dispersion
is by squeezing the (genewise) individual dispersion toward a trended dispersion that is a
smooth curve between individual dispersion and abundance. This approach involves maxi-
mizing the linear weighting of the individual likelihood and the trended likelihood, the two
terms, respectively, in:
arg max {APLi(φi) + αi · APLtrend(φi)} , (4)
where αi is a suitably chosen prior weight, APLtrend(φi) is the APL of a trend dispersion that
depends on the overall level of expression. A dispersion-mean relationship commonly exists
in the read counts of RNA-seq; many examples with further details can be found in the case
studies of edgeR user guide. The moderated/trended dispersion-mean relationship for one
example dataset is presented in Figure 3. The strategy to moderate dispersion via weighted
likelihood can efficiently make use of the dispersion-mean relationship allowing a certain level
of sharing of information between features with similar average expression to improve accu-
racy of dispersion estimation.
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Additionally, the current version of edgeR can automatically estimate the degrees of freedom
of prior weight αi [7]. Simply speaking, the idea can be summarized as: firstly estimating
the mean residual deviance of the GLM framework fitted to the counts Yij for feature i using
a quasi-likelihood; then propagating the mean residual deviance into a scaled inverse χ2





























































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































● Moderated individual dispersion (gene)
Trend dispersion
Figure 3.: The scatter plot of moderated individual (gene) and trended dispersion versus abundance (average log2 CPM) for
an example of RNA-seq dataset (10 samples from the Pickrell dataset [36]). Trended dispersion is labeled in blue.
1.3.4 Strategies of sharing information in other popular methods
Beyond the moderation strategy used in edgeR (discussed in Section 1.3.3), popular strategies
of sharing information to improve the accuracy of estimated dispersion/variance in other
popular methods are presented as following:
Shrinkage estimation for dispersion and fold change
DESeq2 uses the same model framework of edgeR (i.e., the NB model and APL estimator).
Compared with edgeR, dispersion in DESeq2 is additionally assumed following a lognormal
distribution. The estimate of dispersion is:




, µ and σ are empirically estimated from the raw count data
(more details can be found in [30]). Here variance σ2 represents the strength of shrinkage that
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is analogous to the prior degree of freedom in edgeR model framework (Equation 4).
Moreover, DESeq2 shrinks estimated coefficients (i.e., estimated log fold changes (LFCs)) to-
ward zero using ridge regression. The basic idea can be summarized as: estimated coefficients
with high variance maybe would get a large penalty in the ridge regression. The final estimate
of coefficients are achieving by minimizing the following equation:
L(β) = −(l(β) + 0.5λ||β||2, (6)
where λ, the penalty factor, is estimated from empirical quantile match procedure (the ratio
between quantile of observed LFCs against theoretical quantile) [30].
Conjugate prior in classical linear models
The conjugate prior can be directly used in DE methods based on the normality assumption of
the error distribution, such as limma, for sharing information to improve variance estimation.















where s0 and d0 are hyperparameters. In practice, s0 and d0 are estimated from the marginal









This posterior value shrinking the observed variance towards the prior value with a certain
level of degree of shrinkage is named as the empirical Bayes moderated variance estimator.
The level of degree of shrinkage depends on the relative sizes of the observation and prior
degrees of freedom. When d0 = ∞, the moderated variance equals the prior value; if d0 = 0, it
is observed variance. The moderated variance could be given to the moderated t-statistic [45].
1.4 Outliers in RNA-seq data and robust methods
In statistics, outliers refer to the observations that are distant from other observed values [17].
In RNA-seq count data, outliers may come from various sources. In some cases, technical
artifacts appear to explain some outliers (e.g. sample-specific GC content) [19]. In other cases,
they seem to not follow the distribution assumption. The origin of outliers may not be traced.
Maybe they come from the black box (see Section 2.6.2). Rather than discovering the origin
of outliers in RNA-seq count data, we take more interest on how to treat with outliers and
reduce the impact of them. Currently, there are two ways of thinking of outliers in RNA-seq
data: feature-level and observation-level outliers. For feature-level outliers (e.g., gene-level
outliers), Phipson et al. considered the features with extreme variances as outliers [35]. They
pointed out that most of the features of RNA-seq data should follow a common prior distribu-
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tion, while some of them (considered as outliers) with unusual large variances would largely
affect the hyperparameter estimators. As a result, the outliers would decease the efficiency
of sharing information of empirical Bayes models (i.e., reduce degrees of freedom of prior).
Compared to feature-level outliers, observation-level outliers are focused at a higher resolu-
tion in which extreme observations of features are considered as potential outliers [58]. Given
the types of outliers, different robust methods have been developed: i) robust hyperparameter
estimation isolating the abnormal priors with extremely high variance reducing the influence
of feature-level outliers [35] and ii) robust dispersion estimation via weighted likelihood us-
ing observation weights dampening the effect of observation-level outliers [58]. The second
approach of robust methods is my main research topic of my PhD studies. Its details are
presented in Chapter I.
1.5 Zero-counts in RNA-seq data
Zero-counts refer to the subsets of features of RNA-seq data that are expressed in only one
condition or treatment. Zero-counts are a boundary condition of the parameter space (i.e., µ
is 0 for one condition) and this may cause some numerical instabilities. Rapaport et al. in
their comparative publication pointed out the problems caused by zero-counts [38]. In the
manuscript, they found that all of the count-based DE methods based on the NB model (e.g.
edgeR and DESeq [3]) exhibited the same poor performance in this case: the low correlation
between signal-to-noise and confidence in differential expression as measured by adjusted P
values (Figure 4). One possible explanation of this is that the generalized linear model (GLM)
framework implied in edgeR and DESeq suffers from lack of robustness when many zero ob-
servations are present in one condition. GLMs require iterative fitting and more complicated
dispersion estimation machinery [31]. The dispersion estimation machinery (as mentioned in
Section 1.3.2) may be stable in the non-zero condition but unstable in the all-zero situation.
The detail discussion related to zero-counts is shown in Chapter III. Currently, edgeR and
DESeq2 can handle with data contaminated with zero-counts, since log fold changes (LFCs)
are always shrunk in these methods. Note that edgeR and DESeq2 use different shrinkage
strategies of LFCs: in edgeR, a small prior counts proportion to the library sizes are added
into all the raw counts to calculate LFCs; in DESeq2 LFCs are estimated by a ridge regression.
1.6 DTE analysis
1.6.1 Current progress of DTE analysis
Much of the focus of the statistical methods so far has been on gene level differential expres-
sion. However, the biological and bioinformatics community is interested in looking beyond
DE analyses that focus on differences only at a gene level. Current analyses of the transcrip-
tome studies are instead increasingly focused on the connection between biological variation
and the diversity and relative abundance of transcripts in a gene. In particular, researchers
are taking more interest in understanding alternative splicing events and other forms of alter-
native isoform expression that play a significant role in tissue specific differentiation or can
cause some human diseases. For instance, the splicing factor Tra2-beta1 in the human CD44
gene has been shown to be associated with breast cancer [56]. Hence, there is a great need to
detect differential expression at the transcription level between experimental samples. How-
ever, tailored DTE methods are still under development. The difficulty of DTE analysis is the
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Figure 4.: (adapted from [38])ROC curves for detection of DE.
uncertainty introduced by the process of estimating transcript abundance. The uncertainty is
caused by reads that align to shared subsequences of transcripts, since it is not possible to tell
which transcript they originate from. The effect of the uncertainty for DTE analysis is not well
understood. A naive example is presented in Figure 5. The statistical evidence for differential
expression differs considerably when uncertainty of estimation is taken into account. For in-
stance, the variability of the estimate of the fold change for the high uncertainty case should
be much larger than for the low uncertainty case. This variability may be present in a certain
proportion of the significance for testing differential expression of this transcript. Currently,
only a handful of methods can handle the uncertainty of transcript abundance estimation, in-
cluding Cuffdiff2 [52], BitSeq [15], MetaDiff [21] and Sleuth [37]. However, some methods are
computationally intensive or their performance for real datasets lack complete examination
by existing gold standards.
1.6.2 Challenges for estimating transcript abundance
The major challenge for estimating transcript abundance is the assignment of reads ambigu-
ously mapped to multiple transcripts of a gene with many complex isoforms. Current efforts
by the bioinformatics community to solve this problem are to process the estimation in a
probabilistic manner. Common procedures (used in Cufflinks2 [52]) and RSEM [26]), can be
summarized in the following steps: building models that probabilistically assigns aligned
reads to gene isoforms (i.e., setting up a probabilistic model); calculating the fraction of
a read that is derived from each transcript using specific algorithms (e.g., the expectation-
maximization (EM) algorithm or Markov chain Monte Carlo (MCMC) algorithm); and finally,
providing the results as an expected count-table; optionally, reporting the errors in estima-
tion of transcript abundance (e.g., Cufflinks2 reports the standard errors based on importance







Figure 5.: Schematic illustration of the effect of uncertainty of transcript abundance estimation for DTE analysis in a case of
a two group comparison (3 versus 3). The variability of estimation of the fold change for the high uncertainty case is much
larger than for the low uncertainty case.
Cufflinks2, its incomplete usage of the EM algorithm would cause a loss of estimation accu-
racy for multi-mapping reads (i.e., the strategy of Cufflinks2 to resolve ambiguous mapping
reads was considered as one iteration of the EM algorithm of RSEM [26]). RSEM can achieve
a high accuracy but its approach based on the EM algorithm is computationally intensive.
For BitSeq, its Bayesian approach of using the MCMC algorithm for estimation of transcript
abundances is also computationally intensive. Recently new methods were designed to di-
rectly estimate transcript abundance from raw reads without relying on alignments, so-called
alignment-free methods (e.g., Sailfish [34], Salmon [33] and kallisto [6]). They successfully
solved computational bottlenecks during estimation of transcript abundance; this allows boot-
strapping of reads with replacement and re-estimation within a reasonable amount of time.
Using the bootstraps, the uncertainty of estimation can be quantified and the next challenge
is to propagate this to the DTE analysis.
1.6.3 Current methods for DTE analysis
There are various tools for DTE analysis. Many tools provide a combined solution that in-
cludes transcript abundance estimation and DE analysis (e.g., kallisto plus Sleuth, RSEM plus
EBSeq , Cufflinks2 plus Cuffdiff2 and BitSeq). Here focusing on the detection of differentially
expressed transcripts, methods can be basically classified into two approaches: i) directly
using count-based methods such as edgeR given a transcript-abundance-table (i.e., ignoring
uncertainty in estimation) and ii) specific statistical models that can handle the uncertainty
of transcript abundance estimation, but require pre-computed technical variance of transcript
abundance provided by quantitation tools (e.g., MetaDiff requires estimated standard errors
of transcript abundance from Cufflinks [53].).
The first approach is considered an extension of detecting DE genes given a transcript-abundance-
table instead of a gene-abundance-table. This straightforward strategy (e.g., ignoring uncer-
tainty in estimation) can directly inherit many advantages from the count-based methods.
For instance, edgeR, primarily designed to focus on differences at the gene level, contains the
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following features for count data: the GLM framework allowing a flexible design matrix, the
NB model naturally fitting overdispersed data well, and moderated dispersion estimation to-
wards a trend-by-mean by maximizing adjusted Cox-Reid profile likelihood (APL) increasing
the power of estimation. This approach has been shown to give good performances across a
range of simulated and experimental datasets [47].
The second approach is to treat the transcript abundance estimation error as a measurement
error in a model framework (e.g., Sleuth, MetaDiff and MMSEQ [54]). For Sleuth, the esti-
mated variance of transcript abundance comes from bootstrapping samples. MetaDiff approx-
imates (asymptotic) variances of transcript abundance from Cufflinks using the delta method
and borrows ideas from meta-regression to handle different sources of variability: within-
and between-study variation, allowing adjustment of a variance component between vari-
abilities in isoform expression estimation (within-study) and variations in isoform expression
levels across samples (between-study). However, this approach lacks an appropriate shrink-
age or moderation procedure to improve variance (or dispersion) estimation accuracy. Sleuth
makes use of the bootstrap to estimate technical variation in experiments and passes them
to a response error measurement model to adjust for the uncertainty of transcript abundance
estimation. MMSEQ, based on a Bayesian model, summarizes the uncertainty from the pos-
terior distribution of each expression parameter. EBSeq firstly partitions whole transcripts
into groups according to isoform complexity then estimates the model parameters of each
subgroup independently using an empirical Bayesian model [25]. Cuffdiff2 based on mixing
NB distributions can handle not only biological and technical variation from sample replicates
but also the uncertainty of transcript abundance estimation. Methods that can handle the un-
certainty of estimation are theoretically superior. However, the performance of these methods
on real data is unknown.
2 Research objectives and challenges
2.1 Research objectives
2.2 Objective 1: a robust statistical method for detecting differential expression in
RNA-seq data
Building a robust method for DE analysis was the core task of my PhD studies:
1. Investigate the patterns of outliers existing in real RNA-seq data (e.g., their identification
and frequency).
2. Investigate the influence of outliers on model inference.
3. Build an open simulation framework that reflects as best as possible the reality of RNA-
seq count data (with and without outliers).
• Characterize properties of real data. For instance, both in terms of how many genes
that should be differential expressed and what should be the relative expressed
level? This can be learned from existing datasets.
• Which model could represent the reality of the RNA-seq data best? Should be
the classical parametric model, such as the negative binomial model, or a non-
parametric model, such as plasmode model [39] or any others?
• Formalize outlier mechanism in simulation framework. What is the methodology
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to add an outlier?
4. Build a robust model framework that can dampen the effect of outliers and comparing
its performance agains current existing methods.
• Choose a good strategy to dampen the effect of outliers (e.g., weighted likelihood
or robust M-estimator), which can be possibly adopted into current edgeR model
framework.
• Make comparison to existing methods (i.e., benchmark).
Although we built a robust method and a simulation framework, we still made some efforts
to make DE method more comparison convenient, reproducible and visualizable through the
use of web-based applications.
2.3 Objective 2: an open framework based on R code for benchmarking
genome-scale methods
I will focus on the following points for this project:
1. Make a simple container, which can store p-value, labels and other necessary values for
quantifying performance of DE methods.
2. Build customized metrics, such as partial ROC curves and power curves, providing a
flexible, visual and correct benchmark result to evaluate performance of selected DE
methods.
2.4 Objective 3: zero-counts
For this, I mainly focus on:
1. Investigating the reality of zero-count for real datasets. How many genes contains zero-
counts in a real RNA-seq dataset?
2. Researching the global effect of zero-counts on moderated dispersion estimates. Should
the moderation make the results worse when faced with zero-counts?
3. Identifying mechanisms that can identify this pattern.
2.5 Objective 4: DTE analysis
The primary goals of this project are the following:
1. As a baseline, investigate the feasibility using edgeR (and similar tools) with RNA-seq
quantitation methods in DTE analysis (e.g, ignoring uncertainty).
2. Investigate additional models, such as random effects, weighting, bootstrapping etc for
the propagation of abundance estimation uncertainty.
3. Build a complete, extensible and open simulation framework for the pipeline of DTE
analysis.
• Read-based simulation
• Large parameter space of simulation settings (e.g., number of replicates, genes and
transcripts)
• The NB model
• Empirical parameters generated from real data
• Read errors from real data
4. Tailored metrics for benchmarking DTE methods.
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5. Make best-practice recommendations for the community.
2.6 Research challenges
2.6.1 Limitation of existing model framework
The current moderation procedure of edgeR that can shrink dispersion estimates towards a
common trend via a weighted APL framework (as mention in Section 4 ) is developed because
there is no conjugate prior of NB model. This framework plays the role of an approximate
empirical Bayesian model, which improves the reliability and accuracy of estimation with
limited replicates. Since it has been successful over several years, new methodology should
inherit from the existing moderation framework, or else the gain of new method may not be
compensate for the loss of giving up the existing framework. However, current framework is
difficult to directly add extensions to. For instance, mixed NB model without a close form
of marginal likelihood requiring a certain approximation (e.g., Laplace) is difficult to imple-
ment into this framework. If it was possible, the computational time would not be acceptable.
Additionally, for developing robust methods, the robust M-estimator that is conventionally
useful for robust methods, is difficult to add into this framework. This is the motivation we
developed robust method based weighted likelihood estimation using observation weights.
2.6.2 Errors from (external) quantification tools
For DTE analysis, bootstrapping sample (BS) counts generated by some quantification tools
(e.g., kallisto) would be useful for handling the uncertainty of transcript abundance estima-
tion. However, we are concerned that current quantification tools may produce the errors into
BS counts during the bootstraps. Practically, we found that technical replicates of inferred
counts (counts within one BS) with zero uncertainty do not follow a Poisson distribution. If
BS counts are propagated to DTE model (see Section 2.1), a potential loss would be caused
by the errors particularly in case of datasets with low uncertainty. In a certain point of view,
the process of bootstraps by quantification tool seems like a black box: currently, its internal
process could not be traced. More efforts (e.g., providing more options and more information
of BS) on the quantification tools would be necessary for developing tailored DTE methods.
3 Thesis Summary
This thesis consists of five chapters: four papers and one chapter of discussion and perspec-
tive. Their content and contribution are briefly summarized below.
Chapter I
Robustly detecting differential expression in RNA sequencing data using observation weights
by Xiaobei Zhou, Helen Lindsay and Mark D. Robinson [58]
This paper introduces a new robust approach that can dampen the effect of outliers in RNA-
seq within the existing GLM/moderated-dispersion-to-trend framework. It is available in
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the current version of R/Bioconductor edgeR package. In addition, a prototype of an exten-
sible simulation framework is developed for generating count tables reflective of real data
to facilitate comprehensive testing of current and future methods. The robust method em-
ploys strategies from classical robust statistics using a weight-and-re-estimate methodology
according to some definition of model fit (e.g., Pearson residual or Deviance residual) and
a score that controls the influence of each observation (e.g., Huber function). The idea is to
attach a weight to each observation; observations that deviate strongly from the model fit are
given lower weight in the next iteration of estimation. In particular, Pearson residuals from
the current fit are sent through a weight function, which gets passed to the next iteration of
estimation. The dispersion estimation machinery (i.e., trended APL) also receives the same
observation weight, so that the influence of outliers is dampened on both the regression and
dispersion estimates. This method achieves the desired result: resistance to outliers while
maintaining high power.
Chapter II
benchmarkR: an R package for benchmarking genome-scale methods
by Xiaobei Zhou, Charity W. Law and Mark D. Robinson [57]
In this paper, we introduce benchmarkR, an R package designed to assess and visualize the
performance of statistical methods for datasets that have an independent truth. This package
provides several standard metric plots with customized modifications, such as “rocX” (ROC
plot with an X point marking the location of the method’s FDR). The main innovation of the
package is a flexible power-versus-achieved FDR plot providing a visualized solution to ob-
serve the trend or tradeoff between power detection and FDR control of evaluated methods.
Additionally, this metric can provide information on how well the methods are calibrated
(i.e., whether they achieve their expected FDR control). The benchmarkR package is avail-
able from: https://github.com/markrobinsonuzh/benchmarkR with a detailed vignette. The
main manuscript is currently under review.
Chapter III
Do count-based differential expression methods perform poorly when genes are expressed
in only one condition?
by Xiaobei Zhou and Mark D. Robinson [60]
Genes expressed in only one condition occur in almost all RNA-seq experiments. A report
in Genome Biology from Rapaport and co-authors claimed that count-based methods (e.g.,
edgeR) drop in power when genes are expressed in only one condition [38]. This result
drew our interest to understand how aspects of all-zero-in-one-condition manifest undesirable
properties in count-based models (e.g., estimates on the boundary of the parameter space).
Through further analysis of this result, several findings are pointed out in a Correspondence
article: i) Rapaport et al. made an error in the signal-to-noise (S/N) calculation for edgeR. ii)
A customized simulation suggests that count-based methods perform as well or better than
other methods, counter to the original conclusion. iii) We add to the discussion about how
various choices in benchmarking affect the results.
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Chapter IV
miRNA-Seq normalization comparisons need improvement
by Xiaobei Zhou, Alicia Oshlack and Mark D. Robinson [59]
This paper is a Letter to the Editor referring to “Evaluation of normalization methods in mam-
malian microRNA-Seq data” by Garmire and Subramaniam [13]. Garmire et al. comprehen-
sively evaluated several normalization methods for microRNA sequencing data (miRNA-Seq)
with partial truth labels from quantitative PCR results. The comparison contains the methods
currently popular for messenger RNA sequencing (mRNA-Seq) data, such as total-depth nor-
malization (“raw”) and Trimmed Mean of M-values (“TMM”). Additionally, several methods
that are commonly used for biological data, such as global scaling and quantile normalization
(QN) are also included. Their conclusion of poor performance and “abnormal results” of the
TMM method motivated us to explore the situation of how well the normalization methods
primary designed for mRNA-Seq can apply to miRNA-Seq. After investigating, we presented
reproducible reanalyses to claim that poor performance of TMM was the result of a coding
error that shifted log-ratios in the wrong direction. Furthermore, we pointed out that various
practical issues, such as the sensitivities of ROC results when there is a limited number of true
labels (see Supplementary Note), were not satisfyingly discussed.
Chapter V
Discussion and perspectives
This chapter discusses the issues of our robust method in edgeR, including the robust esti-
mator selection and (potential) relationship between poor false discovery control and inap-
propriate weights used in our robust edgeR method. In addition, my early stage research on
differential transcript expression analysis are discussed as future perspectives. Several model
frameworks developed for incorporating bootstrapping sample counts provided by quantifi-
cation tool for differential transcript expression analysis are described here.
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ABSTRACT
A popular approach for comparing gene expression
levels between (replicated) conditions of RNA se-
quencing data relies on counting reads that map
to features of interest. Within such count-based
methods, many flexible and advanced statistical ap-
proaches now exist and offer the ability to adjust for
covariates (e.g. batch effects). Often, these meth-
ods include some sort of ‘sharing of information’
across features to improve inferences in small sam-
ples. It is important to achieve an appropriate trade-
off between statistical power and protection against
outliers. Here, we study the robustness of existing
approaches for count-based differential expression
analysis and propose a new strategy based on ob-
servation weights that can be used within existing
frameworks. The results suggest that outliers can
have a global effect on differential analyses. We
demonstrate the effectiveness of our new approach
with real data and simulated data that reflects prop-
erties of real datasets (e.g. dispersion-mean trend)
and develop an extensible framework for comprehen-
sive testing of current and future methods. In addi-
tion, we explore the origin of such outliers, in some
cases highlighting additional biological or techni-
cal factors within the experiment. Further details
can be downloaded from the project website: http:
//imlspenticton.uzh.ch/robinson lab/edgeR robust/.
INTRODUCTION
RNA sequencing (RNA-seq) is widely used for numerous
biological applications, including the detection of alter-
native splice forms, ribonucleicacid (RNA) editing, allele-
specific expression profiling, novel transcript discovery but
most commonly, for detecting changes in expression be-
tween experimental conditions or treatments. Compared to
microarray technology, RNA-seq offers an open system,
higher resolution, lower relative cost and less bias (1). A typ-
ical RNA-seq experiment includes: (i) capture of an RNA
subpopulation (e.g. polyA-enriched, depleted of ribosomal
ribonucleicacid) from cells of interest; (ii) reverse transcrip-
tion into complementary DNA (cDNA); (iii) preparation
and sequencing ofmillions of short cDNA fragments (∼200
bp); (iv) mapping to a reference genome or (assembled)
transcriptome; (v) counting according to a catalog of fea-
tures. This last counting step can be conducted by exclud-
ing ambiguous reads between genes (2), or with advanced
tools that portion ambiguous reads to transcripts (3) or can
be done in combination with assembly tools (4). The focus
here is on methods for count-based differential expression
(DE) analyses and the robustness thereof; thus, the starting
point here is a count table of features-by-samples, such as
those available from the ReCount project (5).
Considerable recent effort has been paid by the statis-
tical community to the discovery of DE features, given a
count table; recent comparisons have shown that nomethod
dominates the spectrum of possible situations (6,7). RNA-
seq remains expensive and in many cases researchers are
studying precious samples or rare cell types, so the num-
ber of biological replicates is often limiting. It is clear that
the most successful methods implement some form of ‘in-
formation sharing’ across the whole dataset to improve DE
inference (2), and this becomes an intricate exercise to trade-
off power, false discovery control and protection against
outliers. To highlight this distinction, we describe two pop-
ular software implementations for the negative binomial
(NB) model, which arguably is the de facto standard for
accounting for biological variability in such genome-scale
count datasets. The latest version of edgeR moderates dis-
persion estimates toward a trended-by-mean estimate (8),
whereas DESeq takes the maximum of a fitted dispersion-
mean trend or the individual feature-wise dispersion esti-
mate (9). The effect imposed on features with ‘outliers’ is
illustrated in Figure 1. Ten randomly selected samples from
individuals from the HapMap project (denoted as Pickrell
(10)) are divided into two groups of 5, forming an artificial
‘null’ scenario. While very little true differential expression
is expected, a low rate of false detections occur; in partic-
ular, edgeR detects a small number of genes with low esti-
mated false discovery rate that exhibit one or two observa-
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Figure 1. From Pickrell (10) data, 10 randomly selected samples from in-
dividuals are divided into two groups of 5, forming an artificial ‘null’ sce-
nario. (a), (b) and (c) show barplots of log-counts-per-million (CPMs) of
three genes from the top 10 DE genes with one or two extremely large ob-
servations. Dashed lines represent group-wise average log-CPMs. (d) and
(e) plot genewise biological coefficient of variation (BCV) against gene
abundance (in log2 counts per million) for edgeR andDESeq. In panel (d),





degrees of freedom = 0). Steel blue dots show moderated biological BCV
with prior degree 10 (default setting for edgeR). Three outlier genes on (a),
(b) and (c) are labeled by large blue dots. For (e), DESeq uses themaximum
(steel blue dots) of a fitted dispersion-mean trend (red line) or the individ-
ual feature-wise (tagwise) dispersion estimate. Three outlier genes are also
pointed out by large blue dots.
tions that are generally much higher in expression (Figure
1a–c). We believe that there are two causes for this: (i) the
sensitivity of relative expression estimates to these ‘outlying’
observations; (ii) moderation of the dispersion estimates to-
ward the trend. In contrast, DESeq remains largely unaf-
fected by these outliers, since the dispersion estimation pol-
icy is to keep the maximum; in what follows, we will explore
the effect of this maximum policy on power. All computed
statistics for this dataset are stored in Supplementary Table
S1.
The downstream effect of these dispersion estimation
strategies suggest: (i) DESeq is generally conservative but
robust; (ii) edgeR can be sensitive to outliers when there
is sufficient dispersion smoothing toward the trend (effec-
tively underestimating the dispersion in the shrinking pro-
cess), but should be more powerful in the absence of such
extreme observations (2). Our goal in the current study is
to achieve a suitable middle ground, perhaps forfeiting a
small amount in statistical efficiency, similar to established
robustness frameworks, to reduce the influence of extreme
observations in differential expression calls. As hinted above
and in general, robustness is not solely determined by the
dispersion parameter, but also by controlling the influence
of outliers to other parameters in the model (e.g. those rep-
resenting changes in expression). We explore these aspects
in both simulated and real data, provide a extensible frame-
work for evaluating the tradeoffs and highlight some in-
stances of biology or technical factors that may give out-
liers.
The literature is rich in alternatives for count-based DE
analyses and in particular, dispersion estimation, yet it re-
mains increasingly difficult to assess the performance across
the range of possibilities. For example, recent evidence sug-
gests that one can suitably transform count data and ana-
lyze with methods developed for microarrays, with special
treatment (11). The mainstream strategy is to directly fit
count data to extensions of the Poissonmodel and in partic-
ular, the NB model. Many implementations are available as
R/Bioconductor packages (12), such as edgeR (13), DESeq
(9), ShrinkBayes (14), baySeq (15) and variations of disper-
sion estimation that can be used within existing implemen-
tations (16); the main differences lie in the estimation of the
dispersion or in the inference machinery (e.g. Bayesian ver-
sus frequentist). Recent comparisons and summaries of the
methods available can be found in (2), (6) and (7).
Some early and existing count-based DE analysis tools
only allowed two-group comparisons. That is, they could
not handle more complex situations, such as paired sam-
ples, time courses or batch effects. Recently, McCarthy et
al. developed generalized linear model (GLM) capabilities
in edgeR (8), allowing a much broader class of experimen-
tal designs to be analyzed and other frameworks have fol-
lowed suit. However, GLMs require iterative fitting and
more complicated dispersion estimation machinery (8). As
shown in Figure 1, this framework can suffer a lack of
robustness, whereby even a single extreme value (outlier)
could largely affect estimates of regression parameters (e.g.
mean of experimental condition), as highlighted by recent
comparative studies (6) (see also Figure 1). In addition, the
moderation of the dispersion parameter toward a trended
value is actually contributing to the lack of robustness, forc-
ing the dispersion to be underestimated (Figure 1). DESeq2
(successor ofDESeq) takes an altogether different stance on
robustness: using a Cook’s distance metric, features that ex-
hibit an extreme value are not considered for downstream
statistical testing.
The strategy proposed in this paper is that of ‘observation
weights’, effectively down-weighting outliers to dampen
their influence. There is already some precedent for do-
ing this in GLM settings: Carroll and Pederson (17) in-
troduced weighted maximum likelihood estimators for the
logistic model; Cantoni (18) presented a robust quasi-
likelihood approach for inference in binomial and Poisson
models; Agostinelli and Alqallaf (19) derived weighted like-
lihood equation for GLMs by directly inserting ‘observa-
tion weights’ into iterative re-weighted least squares algo-
rithm (IRLS). Of particular importance, after adding ob-
servation weights, the asymptotic theory suggests that like-
lihood ratio statistics of model parameters still converge to
approximate chi-squared distributions under the null hy-
pothesis (20). At present, no ‘off-the-shelf ’ robust approach
is readily available for the negative binomial model in the
context of genome-scale computations. In this paper, we
build an outlier-resistant framework that maintains high
power and achieves decent false discovery control andmake
it available in the edgeR software package; the same strat-
egy could be employed in other frameworks.We benchmark
its performance on real and simulated data and explore the
origins of outlying observations.
MATERIALS AND METHODS
A standard setup of NB model in GLM framework
To most easily explain the addition of observation weights,
we follow closely the notation used in McCarthy et al. (8).
Let theYgi be the read count in sample i for feature g (g= 1,
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and dispersionφg, denoted byYgi ∼NB(μgi,φg). Feature g’s
variance equals μgi + φg · μgi2, while the dispersion φg rep-
resents the square of the ’biological coefficient of variation’
(8). In the GLM setting, the mean response, μgi, is linked
to a linear predictor, here with the canonical logarithm link
according to:
log(μgi ) = Xβg + log Ni , (1)
where X is the design matrix containing the covariates (e.g.
experimental conditions, batch effects, etc.), βg is a vector
of regression parameters (a subset of which are of interest
for differential expression inference) andNi is the (effective)
library size for sample i.
For estimation of the regression parameters, maximum
likelihood estimation is used. The derivative of the log-
likelihood, l(βg), with respect to the coefficient βg is X
Tzzg,
where zzgi = (ygi − μgi)/(1 + φgμgi). The estimated value of






where XTΩgX is the Fisher information matrix (also de-
noted below as IgIg) andΩg is the diagonalmatrix of work-
ing weights, which are μg/(1 + φgμg) for the NB model.
Moderated and trended dispersion estimates
The adjusted profile likelihood (APL) introduced by Cox
and Reid (21) has shown good performance for dispersion
estimation in the context of genome-scale count data (8,22).
The APLg is a likelihood in terms of φg, penalized for the
estimation of the regression parameters, βg, as follows:




where ygyg is the vector of counts for gene g, β̂gβ̂g is the es-
timated coefficient vector, ℓ(·) is the log-likelihood function,
IgIg is the Fisher information matrix and |·| is the determi-
nant. The early strategy to accomplish moderation for the
dispersionwas by squeezing the tagwise dispersion toward a
common dispersion that is estimated over all features (23).
This weighted likelihood approach involves maximizing a
linear weighting of the individual likelihood and the com-
mon (averaged) likelihood, the two terms, respectively, in
argmax
{









where α is a suitably chosen weight.
A slight variation on this, which is now commonly
applied after experience in many datasets showing a
dispersion–mean relationship, is to shrink toward a disper-
sion estimated from features with similar average expression
level (8). This so-called trended dispersion is constructed us-
ing local shared log-likelihood for feature g (more precisely,
a smooth fit to common dispersions that are calculated in
bins of averaged counts permillion) and its neighboring fea-
tures in terms of expression strength. Specifically, individual
tagwise estimates for each feature can be estimated by max-
imizing a linearly weighted function between individual dis-
Figure 2. The flow chart of the robust algorithm implemented in edgeR.
β̂β̂ is the estimated GLM regression coefficient and φ̂φ̂ is the moderated
dispersion estimate bymaximizingAPLww (Equation (10)). rgi is the Pear-
son residual corresponding to count ygi from Equation (7).wwgi is the ob-
servation weight from Equation (8). LRT (glmLRT in edgeR) computes
likelihood ratio tests using the weights.
persion and local shared dispersion:
φ̂g = argmax
{
APLg(φg) + γ · APLSg (φg)
}
, (5)
where φ̂gφ̂g is moderated tagwise dispersion, γ is the prior







where the set C represents features that are close to feature
g in average log counts per million.
A robust negative binomial GLM
Our approach to induce robustness is to attach a weight to
each observation; observations that deviate strongly from
the model fit are given lower weight. In particular, Pear-
son residuals from the current fit are sent through a weight
function, which gets passed to the next iteration of esti-
mation. The dispersion estimation machinery (i.e. trended
APL) also receives the same observation weight, so that the
influence of outliers is dampened on both the regression and
dispersion estimates.The robust iterative estimation proce-
dure using weights is described in Figure 2. The Pearson

















































μ̂gi (1 + φ̂gμ̂gi )
(7)
where μ̂gi μ̂gi is the fitted value (from β̂β̂) and φ̂gφ̂g is the
moderated dispersion estimate. The Pearson residual is con-
verted to weights using, e.g. the Huber function:




, for abs(rgi ) > k
1, for abs(rgi ) ≤ k
(8)
where k represents a tuning constant for Huber estimator
and is usually set to 1.345 in normally distributed settings
to achieve 95% efficiency (24). This weight, wwgi, gets used
in the next iteration of GLM fitting; the IRLS equation be-
comes:
βW-newg = βg
W-old + (XT[Wgg]X)−1XT[Wg]zg (9)
where Wg is the diagonal matrix of observation weights
for feature g. The Fisher information matrix with observa-
tion weight becomes IWg = XT[Wgg]XIWg = XT[Wgg]X.
In this approach, the APL for dispersion φg with observa-
tion weights can be written as
APLWg (φg) = ℓ
W(φg; yg, β̂g) −
1
2
log |IWg |, (10)
where ℓW(·) ≡
∑
iwwgil(·) is the weighted log-likelihood
function and IWg IWg is the Fisher information matrix with
observation weights. Then, using these dispersion estimates,
the regression parameters are estimated, again using the ob-
servation weights.
For users of edgeR, only a small change in the standard
pipeline is required.
A simulation framework with parameters based on the joint
distribution of mean and dispersion estimates from RNA-seq
data
We built a simulation framework that aims to accurately re-
flect the reality of RNA sequencing data. In order to evalu-
ate the performance of our robust method and other meth-
ods across a variety of reasonable conditions, we created
several options:
(1) nTags: total number of features,
(2) group: factor containing the experimental conditions,
(3) pDiff: proportion of DE features,
(4) foldDiff: relative expression level of truly DE features,
(5) pUp: proportion of DE features that increase in expres-
sion,
(6) dataset: dataset to take model parameters from,
(7) pOutlier: proportion of outliers to introduce,
(8) outlierMech: outlier generation mechanism to use.
We generate true NB model parameters, μ and φ, using
the joint distribution of estimates, μ̂μ̂ and φ̂φ̂, estimated
using edgeR from real datasets, such as the published count
tables at ReCount (5): Pickrell (10), Cheung et al. (25,26). In
particular, the joint distribution preserves the dispersion–
mean trend, which can vary from dataset to dataset. After
the removal of extremely high dispersions and low means
(analogous to typical recommended filters; see Supplemen-
tary Figure S1), the derived-from-real-data parameters are
used to simulate the counts, from aNB distribution and op-
tionally with true DE.
To test robustness, we add outliers to the simulated
counts. Outliers are large values and can be produced by two
different mechanisms (outlierMech): first, counts are multi-
plied by a random factor between 1.5 and 10, as employed
by Soneson and Delorenzi (6), and includes both the ‘sim-
ple’ (S) and ‘random’ (R) method. In S, a gene is chosen at
some probability to have a single outlier randomly added. In
R, each observation can become an outlier with some prob-
ability. In the second mechanism, called ‘model’ (M), each
observation can become an outlier with some probability
and if so, is sampled from a second NB distribution with
larger μ (original μ multiplied by random factor between
1.5 and 10); R andMmethods induce the same overall out-
lier rate.
Recently, van de Wiel et al. modeled genome-scale count
data as zero-inflated negative binomial model (ZINB),
which seemed to explain some of the dispersion–mean re-
lationship (4). We have not considered simulations from
ZINB distributions, since they do not appear to explain
all of the observed dispersion–mean relationship in the
datasets that we tested (see Supplementary Figure S2).
Methods compared
We evaluated and compared several methods for DE anal-
ysis, including edgeR, edgeR-robust, limma-voom, DESeq-
pool, DESeq-glm, DESeq2, baySeq, SAMseq (27), EBSeq
(28) and ShrinkBayes; the performance evaluation system
that we developed allows arbitrary additions (assuming
they are implemented in R). limma-voom is an extension
to DE analysis of RNA-seq count data from limma (11);
it transforms the count data with special treatment given
to fitting the mean–variance relationship. DESeq is tested
as two separate methods: DESeq-pool is the default setting
method to estimate the empirical dispersion from all the
conditions with replicates; DESeq-glm fits models accord-
ing to a design matrix and estimates dispersion bymaximiz-
ing APL. edgeR, DESeq and DESeq2 differ in how the dis-
persion is estimated: edgeR moderates dispersion toward a
trended estimate (8), edgeR-robust expands this with ob-
servation weights, DESeq takes the maximum of a fitted
trend of dispersion or the individual feature-wise dispersion
estimate (9). DESeq2 offers a zero-mean normal prior on
the log-fold-changes for moderation and a proper modera-
tion of dispersion estimates to a trended value, except when
the feature exhibits variability much greater than other fea-
tures at the same expression strength; for outlier protection,
a Cook’s distance is calculated and those features with an
extreme value are not promoted to formal statistical test-
ing i.e. P-values are set to NA; in our simulations, these P-
values are set to 1 so as to not remove features. The default
normalization method is also different among edgeR, DE-
Seq and DESeq2. edgeR uses trimmed-mean-of-M-values
(TMM) (29), while DESeq and DESeq2 use a relative-log-
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employs Wilcoxon rank-sum statistics to estimate false dis-
covery rate (FDR) through sample permutations.
baySeq, EBSeq and ShrinkBayes use Bayesian inference.
baySeq employs the NB model and assumes that samples
can be classified as different groups by their treatment con-
ditions; samples within the same group should follow the
same distribution and share parameters. Using an empiri-
cal Bayes approach, baySeq estimates the posterior prob-
ability of the null state. ShrinkBayes introduces the ZINB
and performs inference using integrated nested Laplace ap-
proximations (INLA) (30,31) and provides Bayesian FDR
and local false discovery rate (lfdr) (32) estimates. Since
the computational cost of ShrinkBayes is high, some com-
parisons are skipped. EBSeq is similar to baySeq, provid-
ing posterior probability of DE, as well as EE (equally ex-
pressed), based on a parametric mixture model. Compared
with other methods tested here, EBSeq can also detect DE
isoforms in EE features, yet this is not our primary question
here.
Notably, new methods, or variations of existing ones can
be easily added to our comparison framework, simply by
providing a wrapper to an R function that contains the cor-
rect inputs (count table, grouping variable) and outputs (P-
values). See Supplementary web site for details.
Comparison metrics
To test the performance of each DE method in the pres-
ence of outliers, we employ several standard metrics and
plots: false discovery (FD) plots, receiver operating charac-
teristic (ROC) curves, partial ROC curves and power curves.
Power (TP) curves and (partial) ROC curves (i.e. up to a cer-
tain false positive rate) evaluate the ability to distinguish,
through statistical evidence, DE and non-DE. FD proce-
dures gauge the control of the expected proportion of in-
correctly rejected null hypotheses (33). Another useful plot
is the relationship between TP rate and achieved false dis-
covery rate across multiple thresholds.
An open graphical tool and R code for re-analysis: evaluating
DE analysis methods
One disadvantage of current method comparisons (e.g.
(6,7)) and those that accompany every new method pub-
lished, is that they are a snapshot in time. If new meth-
ods come along, the developer must demonstrate that their
method is better, by some metric. This task is important
but somewhat repetitive, because many of the same met-
rics, plots and simulation models are (re-)implemented. We
endeavored to create a system for performing standardized
simulation-based testing.
In addition, all analyses presented in this paper are freely
available from our website. Moreover, our simulation and
evaluation framework is made available as a web-sourceable
script that consists of three modules: simulation, evaluation
(running of the software packages) and metric computa-
tion. Each module can be extended, using simple wrapper
functions to existing R-based code, ensuring that our com-
parison results are reproducible, extensible and relatively
easy for the user to track exactly what code segments (and
versions) were run.
Figure 3. (a) For the random 5 versus 5 split of the Pickrell data (10)
shown in Figure 1, the trajectories of overall trended dispersion and for the
three individual genes are shown over six iterations of the edgeR-robust
re-weighted estimation scheme. (b) A bar plot of miR-133b expression
from Witten et al. (25), including an observation with very high count. (c)
weights for miR-133b after six iterations of the re-estimation from edgeR-
robust. Dashed lines in panel (b) shown the group-wise CPM before and
after weighting.
In addition to R code, we make available a web-based
shiny ‘app’ that can be used to look at simulation results
across a wide number of conditions (34). Since there are
often too many methods to be easily displayed together,
our app gives users the ability to present results for a user-
selected subset of methods; the results update automatically
as the user selects different simulation settings.
Functional category analysis for outliers
To explore potential biological or technical factors that
may manifest as outliers, we performed hypergeometric-
based functional category analyses on the set of genes with
weights less than some cutoff (here, set to 1) separately for
each sample. Our goal with such an analysis is to identify
possible biological or technical factors that affect a sub-
set of genes for a particular experimental unit. In some
cases, this may shed light on why the expression levels of
some genes for a given sample are very different than that
of their replicates. Furthermore, we can investigate whether
the down-weighting is driven by technical factors. As a pos-
itive control for this, we compared the observed weights to
the sample-specific guanine-cytosine (GC) effects observed
in the Pickrell dataset (10,35).
RESULTS
edgeR-robust dampens the effect of outliers
To highlight how edgeR-robust dampens the influence of
outliers, we return to the dataset shown in Figure 1. Figure
3a shows the trajectories for the three outliers in terms of
their average log-CPM and dispersion estimates and how
the dispersion-mean trend changes over six iterations of the
edgeR-robust re-weighted estimation scheme. Although we
have not studied convergence in depth, Supplementary Fig-
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tion; most features ‘converge’ after a small number of itera-
tions and we use a fixed number of iterations as a stopping
rule. As expected, the outliers appear ‘extreme’ according to
themodel, as also reflected by their residuals. Extreme resid-
uals are then down weighted, iteratively, and both the dis-
persion and average log-CPMestimates are updated (Figure
3a). In particular, we notice large changes to the regression
(e.g. log-fold-change) and dispersion parameter estimates,
which impose better accordance, in terms of dispersion–
mean relationship, with the other features in the dataset.
Notably, Figure 3a highlights a global drop in dispersion-
mean trend after the iterative robust estimation, which sug-
gests that outliers present in sufficient frequency may have
a global effect on the statistical detection of DE within a
dataset. Thus, we speculate that gains in statistical power
(see sections below) may be achieved in part by this global
drop in trended dispersion.
In theirmanuscript, Li and Tibshirani (27) show some ex-
treme examples of outliers affecting differential count anal-
ysis of miRNA-seq data (in particular, see their Figure 2).
Figure 3b shows one of those examples, mir-133b, and high-
lights the estimated mean CPM by group, before and after
down-weighting; the observation weights after six iterations
are shown in Figure 3c. Notably, for this example, there still
exists strong evidence for differential expression, even after
careful reassessment of the outlying observations.
Supplementary Table S1 gives the full details of these
analyses, before and after re-weighting.
Simulation reflects real data
To test the method on a wide range of simulated settings, we
first generate count data from amodel that reflects real data
as well as possible. As described in the ’Materials andMeth-
ods’ section, we choose to take the joint distribution of esti-
mated log-CPM and dispersion from a large dataset as the
basis for the parameter settings and we use library sizes that
mimic those from typical datasets. For example, the Pickrell
dataset (10) consists of >50 replicates, which should repre-
sent a reasonably accurate reflection of the range of abun-
dances observed, as well as, in particular, the dispersion–
mean relationship. We generate all data from the NBmodel
and introduce outliers by various mechanisms (see ’Materi-
als andMethods’ section). Supplementary Figure S4 shows
the dispersion-mean trend for the Pickrell dataset (top left)
and an example simulated dataset based on the estimated
parameters (top right), respectively, as well as the marginal
distributions of both log-CPMs and dispersion. The frame-
work for these simulations (see ’Materials and Methods’
section) is designed to take an initial dataset that seeds the
simulation parameters, so datasets spanning the range of
biological variation could easily be tested. Notably, we ex-
plored the Pickrell dataset for both the frequency of outliers
(as detected by down-weighting; Supplementary Figure S5
gives cumulative distributions of weights) and the magni-
tude of the outliers relative to non-down-weighted observa-
tions (Supplementary Figure S6) to justify the use of sim-
ulation parameters. In particular, we note that the range of
outlier deviations is within the range we use (e.g. multiplica-
tion factor between 1.5 and 10; Supplementary Figure S6).
Meanwhile, samples from the Pickrell dataset exhibit outlier
rates of 2–10% ‘per sample’ (depending on where a weight
threshold is set), suggesting our choice of 10% (of features
with a single outlier) is in fact a conservative amount of out-
liers that may be present.
Standard metrics across various methods for various simula-
tion settings
Next, we present a representative simulation and perfor-
mance results under a single ‘reasonable’ setting of the pa-
rameters. We sampled NB model parameters μ and φ from
the joint distribution of estimates from the Pickrell data (10)
(dataset); we filtered out the top 10% of the extreme disper-
sion values (analogous to filtering; see Supplementary Fig-
ure S1); 10 000 features were generated (nTags), with a 5
versus 5 two-group comparison (group); 10% of them are
defined as DE genes (pDiff=.1), symmetrically (pUp=.5)
with fold difference 3 (foldDiff=3); outliers are introduced
to 10% of the features (pOutlier=.1) using the ‘simple’ out-
lier generation mechanism (outlierMech=“S”); outliers are
randomly distributed among all features; further details are
described in the ’Materials and Methods’ section. Original
simulated counts and the counts with outliers introduced
are separately recorded and all methods were run on both.
Figure 4 shows the set of standard metrics: panels (a)–
(c) and (d)–(f) show false discovery plots, ROC curves and
power numbers, respectively, for the original and original-
with-outliers datasets under the setting of simulation pa-
rameters discussed above. Overall, the introduction of out-
liers results in more false positives (Figure 4a versus d)
and/or less true positives at the same false positive rate
(Figure 4b versus e). In the absence of outliers, all meth-
ods exhibit similar patterns of false discovery rates, with
the Bayesian methods, ShrinkBayes and EBSeq having a
slightly higher rate. Similarly, in terms of separating the
trulyDE fromnon-DE features using aP-value (orP-value-
like score in the case of Bayesian methods), all methods
are very close in performance. Furthermore, in the absence
of outliers, edgeR, edgeR-robust and DESeq2 appear to
have a slight edge in power at the method’s 5% FDR, albeit
the advantage is small (Figure 4c). When outliers are intro-
duced, edgeR-robust shows some advantages over edgeR.
In terms of statistical power, all methods drop in overall
power with the introduction of outliers (Figure 4c versus f),
while DESeq exhibits a spectacular drop. Notably, DESeq
still maintains a good ranking of P-values (Figure 4f), but
becomes very conservative due to the maximum-of-trend-
and-individual dispersion policy; in this respect, presence of
outliers affect the whole dataset (see Supplementary Figure
S7).
Since the direction of differential expression and the out-
lier introduction are applied at random, we can further split
the DE features according to the position of the outlier rel-
ative to the direction of change in abundance (Figure 4g–
i); ‘DEupOutlier’ represents the situation where the out-
lier is added to the higher expressed group; ‘DEdownOut-
lier’ represents those features where the outlier was added
to the lower expressed condition; ‘DEnoOutlier’ represents
DE features with no introduced outlier). Notably, edgeR
shows the highest power in the ‘DEupOutlier’ setting, but
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Figure 4. (a), (b) and (c) present FD, partial ROC (up to FP rate of 40%)
and power plots (at each methods’ 5% FDR) across several tested methods
for datasets with no introduced outliers; (d), (e) and (f) show corresponding
plots with datasets containing 10% outliers (i.e. 10% of genes have a single
outlier) using ‘S’ method. (g), (h) and (i) split the results from panel (f) into
three categories: features without outliers (g); outliers in the higher expres-
sion group (h); outliers in the lower expression group (i). All power results
are shown as overall (single dot on the left of the plot) and split across five
equally-sized average-log-CPM groups. The X on panels (b) and (e) high-
lights the achieved power (TP) according to eachmethod’s 5%FDR cutoff.
Note that while panel (g) presents the situation with no outliers, there are
outliers present in other features within the dataset and is therefore differ-
ent from panel (c).
tually helps detection. The ‘DEdownOutlier’ is the situ-
ation where edgeR-robust comes to the forefront, as ex-
pected, given that outliers strongly eliminate the differen-
tial expression. In the absence of outliers, edgeR-robust still
remains a strong competitor, closely followed by DESeq2,
ShrinkBayes, limma-voom and edgeR.
It is also interesting, as a byproduct, to consider how
well the methods identify outliers. In particular, we com-
pared edgeR-robust’s observation weights (using both Pear-
son andDeviance residuals) withDESeq2’s Cook’s distance
metric (both at observation level and feature-wise maxi-
mum) to separate the simulated outliers. Supplementary
Figure S8 shows an ROC curve depicting how well the ob-
servation weights (and other scores) separate outliers from
non-outliers. Similarly, the default setting of DESeq2 leads
to a similar tradeoff between false positives (here, falsely de-
tected as an outlier) and false negatives (failing to identify
an outlier) and Pearson residuals appear superior and are
used for all further analyses with edgeR-robust. Notably,
the edgeR-robust strategy smoothly identifies outliers and
down-weights them according to the magnitude of discor-
dance, instead of setting a hard threshold where statisti-
cal tests are no longer conducted. One byproduct of DE-
Seq2’s hard threshold is a loss of power (e.g. Figure 4 pan-
els h and i), since genes with true differential expression as
Figure 5. Power-to-achieved-FDR across hard (foldDiff ∈ [2, 2.2]),
medium (foldDiff ∈ [3, 3.3]) and easy (foldDiff ∈ [6, 6.6]) simulation set-
tings. (a) No outliers; (b) 10% outliers. Y-axis shows TP rate and X-axis
shows FD rate. Five simulations are shown for each method and each set-
ting. Points are taken according to eachmethod’s FDR cutoffs at 0.02, 0.05
and 0.1.
well as outliers are excluded from statistical testing. We also
tested DESeq2 after turning off the Cook’s distance metric,
which results in an expected sensitivity to outliers (Supple-
mentary Figure S9). Although the focus has been on higher-
in-magnitude outliers and indeed that is what we see more
of (Supplementary Figure S6), lower outliers can be suf-
ficiently detected and down-weighted (e.g. Supplementary
Figure S10).
A shiny app to display pre-computed simulation results
The above discussion was in regard to a single dataset un-
der a single set of simulation parameters. To provide amuch
wider scope of simulation settings, we created a web-based
shiny app, that serves up pre-computed results over a range
of simulation parameters, including different datasets, sam-
ple sizes and so on. In addition, it allows users to plot re-
sults for only the subset of desired methods and metrics
from Figure 4. While new methods can only be added to
the shiny app by us, existing simulations can be easily recre-
ated in a local R environment or additional settings can be
added, as described in the Supplementary Note. In general,
the conclusions observed from the broader range of simula-
tion settings (e.g. different magnitudes of DE, sample sizes)
are in agreement with those mentioned above (see also Sup-
plementary Figure S11).
Across multiple simulations over a range of settings, edgeR-
robust is somewhat liberal but maintains a strong power-to-
achieved-FDR tradeoff
To complement the simulation results for individual param-
eter settings, we endeavored to create a compact summary
of a wider range of simulations and explore another impor-
tant aspect of the comparison: do methods accurately con-
trol false discovery rate? Figure 5 shows a series of 15 simu-
lations divided into three different blocks based on the de-
gree of difficulty: ‘hard’ (foldDiff ∈ [2, 2.2]), ‘medium’ (fold-
Diff ∈ [3, 3.3]) and ‘easy’ (foldDiff ∈ [6, 6.6]), including five
simulations within each group to illustrate sampling vari-
ability. For each dataset, lines connect the true positive rates
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FDR (0.02, 0.05, 0.1). The rest of the simulation parameters
are kept fixed: the NB model parameters originate from the
Pickrell dataset (10), there are 10 000 features, we consider a
two-group comparison (5 versus 5), 10% of features are DE
and each dataset contains 10% ‘S’ outliers; comparisons for
3 versus 3 and 10 versus 10 are shown in Supplementary
Figure S12.
Overall, there is a broad range of power-to-achieved-
FDR tradeoffs and no method dominates. EBSeq appears
to lack power and can be both liberal and conservative. In
general, DESeq is conservative and achieves lower power, as
reported earlier (6). Altogether, the collection of methods,
such as limma-voom, edgeR, edgeR-robust and DESeq2
achieve similar power-to-achieved-FDR tradeoffs across
the sample sizes, with perhaps a tendency to be more lib-
eral in large sample sizes for edgeR and edgeR-robust. As
expected and as highlighted above, edgeR-robust appears to
have advantages in the presence of outliers, with only a mi-
nor decrease in power when no outliers are present. Thus,
edgeR-robust achieves a good tradeoff between power at the
same achieved FDR, even if the target FDR is not quite
met. Notably, DESeq2 offers a small advantage in power at
low log-fold-changes while suffering a little bit in power for
higher log-fold-changes. In all cases, limma-voom controls
FDR well and maintains high power.
Outliers may originate from technical or biological sources
While the strategy based on observation weights appears
useful for dampening the effect of outliers in differential
expression analysis, it may also be of interest to investi-
gate the origin of such outlying observations. In some cases,
we know of technical artefacts that affect the profile of
RNA-seq expression data, such as sample-specific GC con-
tent biases, as highlighted and mitigated by the analyses of
the HapMap consortium as well as in follow-up methodol-
ogy development (e.g. conditional quantile normalization
(35)). In this dataset, there are no experimental conditions
to detect differential expression, so we fit an intercept-only
model, using the iterative robust estimation scheme. Not
surprisingly, we first observe that the two samples high-
lighted by Hansen et al. also exhibit a relatively higher
number of down weighted observations (Figure 6a). As ex-
pected, the degree of down-weighting is strongly related to
the GC content of the cDNA sequences of the genes in-
volved (Figure 6b).
In an unrelated dataset from Blekhman (36) comparing
expression in humanmale and female livers, we observe that
the most significantly overrepresented functional categories
were strongly associated with the set of down-weighted
genes from a single sample (SRX014822and3, green cir-
cles in Figure 6c). These include several categories involving
the extracellular matrix, as well as collagen catabolism and
plasmamembrane.We show the thirdmost overrepresented
category, ‘extracellular matrix’ (Figure 6c) because the size
of this category allows individual genes to be visualized (fur-
ther details are given in Supplementary Table S2). Although
we cannot confirm the exact cause of the overrepresented
gene ontology categories, we note that accumulation of col-
lagen and excessive production of extracellular matrix pro-
teins are associated with the development of liver fibrosis
Figure 6. Technical ((a) and (b)) and biological (c) sources of outlier
genes. The number of down weighted observations (a) and distribution of
outlier weights as a function of the gene GC% in three samples from the
HapMap RNA-Seq data (10) are plotted (b). Two of the samples shown
(NA11918 and NA12761) were shown by Hansen et al. to have strong, op-
posing relationships betweenGC%andmapped reads per kilobase permil-
lion reads (RPKM). The third sample (NA12156) had the least number of
genes down weighted after applying our robust down weighting procedure.
(c) The log(CPM) and the inverse of the down weighting value for genes
in the ‘extracellular matrix’ gene ontology category, where a value of one
indicates no down weighting and larger inverse weights indicate stronger
down weighting.
(e.g. 37,38), and we suggest that analyses such as these may
assist biologists in identifying the source of outliers in gene
expression.
DISCUSSION
Various method developers have shown that statistical
methods for discerning differential expression from RNA-
seq data represented as counts can be sensitive to outlying
observations. In this report, we have studied in detail the
effects of outliers on various approaches and developed a
new method based on observation weights that can detect
and dampen the effect of outliers. In fact, it requires a deli-
cate tradeoff to maintain high power while at the same time
achieving a decent resistance to the presence of outliers. In
particular, it is difficult to know exactly what an outlier is
and where the line should be drawn to identify it as such.
In this respect, we take a ‘smooth’ approach of dampening
their effects, when there is evidence to support departure
from the model. We have also explored the origin of such
outliers and in some cases, we may be able to identify ei-
ther a technical or biological effect to explain them. Our
robust approach follows the strategy of classical robustness
methods that are commonly applied to the linear regression
problem. In our approach, we adopted the calculation of the
residuals and observationweights to the specifics of the flex-
ible dispersion estimation and standardGLMregression es-
timation of the negative binomial model.
As mentioned above, one reason that edgeR is sensi-
tive to outlying observations is that the dispersion esti-
mate used in the downstream inference is pulled toward the
dispersion-mean trend, which may underestimate the vari-
ability. Therefore, another way to dampen the effect of out-
liers is to decrease the degree of moderation toward the
dispersion-mean trend. Although we have not studied it
here, there is again a delicate tradeoff between the degree of
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it still remains an open question as to how exactly to set this
value for a given dataset.
Though motivated and tested on real datasets, we em-
ployed simulations to explore the broad range of possible
settings and developed a comprehensive system for such
evaluations. Our strategy to mimick real datasets is to take
the joint distribution ofmean and dispersion estimates from
a large dataset as the basis for parameters to sample from.
From such a dataset, outliers and differential expression at
a specified level can be readily introduced. In fact, because
these are estimates and not true values, we expect the sam-
pled dispersion to potentially exhibit more variation than
observed in a real dataset. In terms of evaluating the dif-
ferent methods across the spectrum of simulation settings,
it is important to consider it from all points of view: false
discoveries amongst the list of top called features, the abil-
ity to separate the truly differential from non-differential
(i.e. ranking by statistical evidence), the statistical power at
thresholds that are typically used in practice and the degree
to which methods achieve their purported false discovery
rates.
Overall, the observation weight robust method performs
well and achieves the goal of suffering only minimal loss of
power, while maintaining resistance to introduced outliers.
We have investigated the outlier policy in other packages
and highlight that smoothly down-weighting outlying ob-
servations appear preferable. In DESeq, a hard line against
outliers is taken by using the maximum of a dispersion-
mean trend and the individual estimate; with the addition
of outliers, this has a global effect of increasing the vari-
ance to all features and gives a resulting loss of power. In
DESeq2, a Cook’s distance metric is used to remove fea-
tures with outliers entirely from further consideration; in
this case, features that have outliers and differential expres-
sion are excluded, with a potential loss of power. It is some-
what of a philosophical decision as towhether to completely
filter out features or to down-weight them; the observation
weight strategy allows both.
Another important consideration is the required sample
size to be able to achieve estimators that are resistant to out-
liers. Indeed, the lowest levels of replication (e.g. two sam-
ples per condition) will not be sufficient. Theminimum level
of replication to dampen effects of outliers is three samples
per condition, but this is the limit of any robust procedure.
With the simulation system that we have created, we can
now make a call to the community of both developers and
users to check the effect of various settings. All that is re-
quired to test a new method and compare it against exist-
ing methods is to write a wrapper function with the correct
inputs and outputs. In addition, if the exact simulation set-
tings that we use in this report are not adequate, we can
easily extend this framework into an open testing system
that allows additional variations on the sampling model,
perhaps including additional distributions or constructed
truths, such as plasmodes (39).
The current edgeR framework does not always achieve
its false discovery rate target. However, even if it is forced
to be more conservative, it still achieves power as good or
better than existing approaches across the simulation set-
tings that we have tested, even with the addition of observa-
tion weights. The exact source of the liberality is beyond the
scope of the current investigation, but there may be room
for improvement, such as borrowing ideas from small sam-
ple asymptotic approximations (40).
CONCLUSION
We developed an approach to dampen the effect of out-
liers on count-based differential expression analyses. Over-
all, the method appears to achieve the desired ‘efficiency’:
a resistance to outliers while maintaining high power. We
provided an implementation for the edgeR Bioconductor
package, but the re-weighting idea could easily be adopted
to other packages. In addition, we developed an extensi-
ble simulation system (at the count table level) that readily
performs the simulations based on an existing dataset and
provides the infrastructure for producing the standard bat-
tery of evaluations. In particular, this allows new methods
or variations (e.g. alternative settings) of existing packages
to be quickly explored. Instead of preparing a large num-
ber of Supplementary Figures, we provide an interactive
web-based shiny ‘app’ to display simulation results across
a broad range of simulation settings.
SUPPLEMENTARY DATA
Supplementary Data are available at NAR Online, includ-
ing [1,2].
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benchmarkR is an R package designed to assess and visualize the performance
of statistical methods for datasets that have an independent truth (e.g., simu-
lations or datasets with large-scale validation), in particular for methods that
claim to control false discovery rates (FDR). We augment some of the stan-
dard performance plots (e.g., receiver operating characteristic, or ROC, curves)
with information about how well the methods are calibrated (i.e., whether they
achieve their expected FDR control). For example, performance plots are ex-
tended with a point to highlight the power or FDR at a user-set threshold
(e.g., at a method’s estimated 5% FDR). The package contains general contain-
ers to store simulation results (SimResults) and methods to create graphical
summaries, such as receiver operating characteristic curves (rocX), false dis-
covery plots (fdX) and power-to-achieved FDR plots (powerFDR); each plot is
augmented with some form of calibration information. We find these plots to
be an improved way to interpret relative performance of statistical methods for
genomic datasets where many hypothesis tests are performed. The strategies,
however, are general and will find applications in other domains.
2 Availability:
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4 Introduction
The burden of proof in developing new statistical methods for inferring differ-
ences (e.g., changes in abundance) in genomic datasets is improved performance
against existing methods. Methodologists typically resort to simulations since
there is limited availability of large-scale validation datasets. To evaluate simu-
lation performance (or performance with sufficient validation information), var-
ious metrics and plots are typically used, including but not limited to receiver
operating characteristics (ROC) curves, which shows the tradeoff between true
positive rates (TPR, or sensitivity, or power) and false positive rate across many
cutoffs [1, 2], or false discovery (FD) plots, which highlight the cumulative num-
ber of false discoveries amongst the top ranked features.
While a method’s ability to give a good ranking is important, statistical
methods typically build in some kind of adjustment to control the rate of errors
made; in genomics, this typically takes the form of false discovery rate (FDR)
control. Therefore, in these settings, it is of interest not only to know about
detection performance (i.e., how well a statistical method separates true changes
from false), but if and how well the error is controlled. To allow ourselves and the
community more flexible ways to visualize additional information with respect
to “calibration” in standard plots, such as ROC and FD plots, we developed
the R-based benchmarkR package. In particular, we promote the use of a new
variation: power-to-achieved-FDR plots at a small number of typical thresholds
to directly contrast detection performance and error control. We find this plot











































































































































































Figure 1: A hypothetical example of a calibrated, liberal and conservative sta-
tistical method in genomics. Panels (a)-(c) should P-value distributions. Panels
(d), (e), (f) show an ROC curve (rocX), a false discovery plot (fdX) and a power-
versus-achieved-FDR plot (powerFDR), respectively. The code to regenerate this
plot is available as Supplementary Material.
Figure 1 gives a simple but illustrative example. Suppose there is a sim-
ulation with a total of 10,000 features, of which 1,000 are truly differential.
In this toy example, all features were generated for 3 replicates versus 3 repli-
cates from a normal distribution with mean 0 and variance 1, except for the
1,000 differential features, which had a shifted mean (R code is available as
1
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Supplementary Material). If a method happens to systematically under- or
overestimate the variance, this will lead to some initial clues in the distribution
of raw P-values, but it may not compromise the method’s ability to rank differ-
ential features. A calibrated method should show a mixture of uniform P-values
with the differential features showing strong statistical evidence as a peak at the
low end (Figure 1a). A (systematically) liberal method will tend to overstate
the statistical evidence and push all P-values toward 0 (Figure 1b), whereas
a conservative method will push P-values towards 1 (Figure 1c), relative to a
calibrated method (in our toy example, this calibration is modified through the
variance estimates). In practice, P-value distributions may be hard to diagnose
since a combination of factors will affect their overall shape and other problems
may arise, such as correlation of observations, model misspecification or outliers.
Importantly, calibration is not well represented in an ROC curve (Figure 1d).
Despite the differences in statistical calibration that we have introduced to the
toy example, the ROC curve cannot relay any difference in performance (in the
toy example, the calibration does not strongly affect the ranking). In addition,
ROC curves can actually be misleading because it is not known where a partic-
ular usage of a method (e.g., FDR=5%) will lie on the curve. For example, a
method could have a great ability to rank features (a high ROC curve and area
under the curve), but it may be extremely conservative and thus not very useful
in practice. The ROC curve plotted using the benchmarkR package (Figure
1d; rocX method) highlights the point on each ROC curve that corresponds to
the method’s estimated 5% FDR threshold; however, it is important to note
that the method does not necessarily achieve this level of control. An alterna-
tive method to look at simulation results is an FD plot (Figure 1e), where the
cumulative number of false discoveries is displayed amongst the top ranked dif-
ferential features; fewer FDs are desirable. The benchmarkR package provides
a variation of this plot (using the fdX method) that adds the location of the
method’s operating position (e.g., FDR=5%). This allows the methodologist to
get a sense of whether methods are adequately controlling their FDR. Pushing
this further, we find a power-to-achieved-FDR plot (via the powerFDR method)
to be a concise summary of both angles (Figure 1f). In this plot, several typical
FDR thresholds are used (e.g., FDR=1%, 5%, 10%) and for each threshold, the
method’s performance in terms of power and achieved FDR are plotted, with a
line joining the different cutoffs. For these plots, it is desirable when the method
is able to control the FDR, which would require the method’s X-axis point to
be on the left side of the corresponding threshold line; if this occurs, the default
plotting system in benchmarkR will use a filled-in symbol whereas if the error
is not controlled, an open symbol will be used.
5 Implementation
A typical use of the benchmarkR package may look like the following:
library("benchmarkR")
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where pval (a vector or matrix) and labels (a vector) give the scores and
labels, respectively. The benchmarkR function is simply a wrapper that makes
a 3-panel plot consisting of rocX, fdX and powerFDR. Each individual plot is
highly customizable; see the package vignette for further details.
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Background
Statistical methods for determining transcriptional
changes between (replicated) groups of cell populations
using RNA sequencing (RNA-seq) data are now quite
mature. Several themes that emerged from the past
decade of modeling microarray data apply analogously to
RNA-seq data: parameter moderation is critical, multiple
testing corrections are necessary and flexible frameworks
(e.g., linear models) to account for the effect of covariates
are essential. For RNA-seq data, popular packages such as
edgeR, DESeq and DESeq2 [1–3] perform detailed mod-
eling of the dispersion–mean relationship, with variations
on fitting a dispersion by mean trend and moderating
estimates toward the trend. Likewise, careful modeling of
the mean–variance relationship of transformed data has
been proven effective, essentially ‘unlocking’ the world of
heteroskedastic linear regression [4].
A recent report in Genome Biology from Rapaport and
co-authors claimed that some methods, namely Poisson-
Seq [5] and limma [6], ‘have improved modeling of genes
expressed in one condition’, where they showed a striking
difference in the ability to separate differential expres-
sion (DE) [7]. From a methodological perspective, this
result caught our interest and prompted us to understand
how aspects of the all-zero-in-one-condition manifest
*Correspondence: mark.robinson@imls.uzh.ch
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undesirable properties in count-based models. Briefly, (i)
we found a coding error in the calculation of edgeR’s
signal-to-noise (S/N) metric and (ii) our re-analysis sug-
gests that count-based methods perform as well or better
than other methods, counter to the original conclusion.
The Rapaport manuscript is an excellent model of mod-
ern bioinformatics research, in terms of making processed
data and code available that reproduce figures from their
manuscript. Inmany cases, the small details can be impor-
tant and this open-source model facilitates quick access in
understanding precisely what settings were used. We fully
support this model and by default, also make our code
available. In this correspondence, we investigate the gen-
esis of differences in method performance that Rapaport
and co-authors observed and provide our view of how
performance results can be sensitive to decisions made.
Genes expressed in only one condition
We first briefly summarize the analysis that Rapaport and
colleagues reported, with respect to the all-zero-in-one-
condition case.
Using gene-level read counts, they isolated genes that
exhibit zero-counts across all replicates of a single con-
dition; in general, the number of such genes is related
to the depth of sequencing dedicated to each sample,
with deeper sequencing resulting in fewer such cases. The
dataset in question, comparing GM12892 cells to H1-
hESC cells [8], with three and four replicates, respectively,
had typical read depths for such experiments (16–39 mil-
lion mapped reads). They used the following pipeline: (i)
from the count table, generate DE P values for several
© 2015 Zhou and Robinson. Open Access This article is distributed under the terms of the Creative Commons Attribution 4.0
International License (http://creativecommons.org/licenses/by/4.0/), which permits unrestricted use, distribution, and
reproduction in any medium, provided you give appropriate credit to the original author(s) and the source, provide a link to the
Creative Commons license, and indicate if changes were made. The Creative Commons Public Domain Dedication waiver
(http://creativecommons.org/publicdomain/zero/1.0/) applies to the data made available in this article, unless otherwise stated.
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methods; (ii) calculate S/N using ‘normalized’ data; (iii)
plot negative log P value versus S/N, where they expect
a monotonic positive dependency (correlation); and, (iv)
generate receiver operating characteristic (ROC) curves
with thresholds on the S/N to illustrate the ability to
separate low S/N (<3) from high S/N (>3).
They highlighted that count-based methods such as
DESeq and edgeR, which infer changes in expression via
the negative binomial (NB) model, do not perform very
well in this case. It is worth noting that this is a non-
standard use of ROC curves: here, all genes are strictly
DE, but they vary in their magnitude of change. So, the
ROC curve represents the ability to separate low S/N from
high S/N. Rapaport and colleagues postulated that the
NB model reduces to Poisson (dispersion ≈ 0) and lacks
the ability to handle the ‘wide variations’ in gene counts
among replicate libraries. Our aim with this report is to
understand the origins of this result, whether it is a short-
coming of the dispersion estimation strategy or in the
inference machinery, since parameter estimates are on the
boundary of the parameter space.
Signal-to-noise has some potential limitations
We became interested in the suitability and robustness
of the S/N metric itself, since it forms the basis for the
‘truth’ in Rapaport’s ROC result. In theory, the S/N of
the non-zero observations should accurately reflect the
significance of model-based P values for the expressed-in-
one-condition versus zero differences. In practice, how-
ever, there are some potential difficulties: the sample sizes
are small and therefore, the S/N itself is subject to con-
siderable estimation uncertainty; it is well known that for
count data the variance is intimately tied to the mean, so
it is not clear whether S/N should be calculated on a lin-
ear scale. In addition, a notable aspect of the Rapaport
ROC comparison is that while the same S/N cutoff (= 3)
is used across all methods, different sets of true and false
DE labels are used; this makes the curves difficult to com-
pare, since both the truth and score change by method.
We explore these issues here.
Table 1 and Fig. 1 give illustrative examples of the dif-
ferences in the originally calculated S/N between edgeR
and voom. Figure 1 gives a scatter plot of S/N calculated
on each method’s normalized data, highlighting in some
cases large differences. Table 1 shows the top ten genes
for both edgeR’s (estimated) false discovery rate (FDR)
and calculated S/N. (The full table of zero-counts, dif-
ferential statistics and S/N is given in Additional file 1.)
Here, it is evident that several genes that show little evi-
dence for DE, have very high S/N for edgeR but not for
voom (e.g., C17orf66, TM4SF19 and NPY1R). However,
the P values seem to reflect appropriately the magnitude
of evidence for DE, although they are on drastically differ-
ent scales between edgeR and voom (see ‘Discussion’ for
further commentary on this). In addition, several genes
that show the largest evidence against the null hypothe-
sis (e.g., PLEK, MS4A1, etc.) show relatively low S/N for
edgeR and would be counted as false discoveries (accord-
ing to a S/N = 3 cutoff ), while voom’s higher S/N would
result in these counted as true positives. Therefore, it is
not clear whether the ROC curve reflects the accuracy
of the S/N calculation itself or of the statistical method’s
capabilities. Upon investigation, the differences in S/N
exhibited in Fig. 1 resulted from a code error in the
original report (see Additional file 2: Fig. S1).
Another aspect to understand is the scale on which the
S/N is calculated. As is well known with count data, the
variance is related to the mean. In particular, using the NB
parameterization with mean µ and variance µ(1 + µφ),






which implies S/N → φ−1/2 with sufficiently large µ.
Thus, depending on the mean, the S/N calculation is cap-
turing the (inverse square root of ) dispersion. For the
ENCODE data, this relationship is shown in Additional
file 2: Fig. S2. Since the S/N calculations are most rel-
evant when the variance is independent of the mean,
we explored how transforming the data, which alters the
mean–variance relationship, affects the results of the ROC
comparisons that Rapaport and co-authors performed.
Figure 2a–c show mean–variance relationships for S/N
calculated on different scales and Fig. 2d–f highlight
their corresponding ROC performances. In all cases, the
true/false labels for the ROC curves are the same across
methods; specifically, counts-per-million from edgeR are
used to base the S/N calculation. Since the scale of data
changes the scale of S/N, true genes are selected accord-
ing to S/N > 40th percentile and false as the lowest
20 % of S/N to give a gray zone of uncertainty in the
middle. (Additional file 2: Fig. S3 gives alternative set-
tings for these cutoffs, but the results are unaffected.)
Figure 2d shows similar results to the original Rapaport
study, whereas Fig. 2e, f show a remarkable reversal in per-
formance, giving clear evidence for our earlier concern
regarding the S/N calculation.
Count-basedmethods performwell on
zero-in-one-condition simulation
Given recent efforts in simulating RNA-seq count tables
[9–11], we tried to create a representative simulation for
the zero-in-one-condition situation. The simulation was
designed as follows: (i) generate a dataset with no DE
and (ii) randomly select genes across the spectrum of
expression levels and set counts for one condition (cho-
sen at random) equal to zero to represent ‘true’ DE genes.
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Table 1 Top ten genes originally calculated using S/N (for edgeR-normalized data; first ten rows) and top ten genes calculated using
FDR for DE (edgeR P values; second ten rows). The table includes the counts-per-million table (A = GM12892 and B = H1-hESC), S/N
and estimated false discovery rate (FDR) for edgeR and limma-voom for the ENCODE dataset comparing three replicates of GM12892
to four replicates of H1-hESC
Id A1 A2 A3 B1 B2 B3 B4 edgeR S/N edgeR FDR voom S/N voom FDR
MIPOL1 0.0 0.0 0.0 237.1 232.5 226.0 227.5 45.75 7.47e−31 3.79 3.32e−07
AQP4 0.0 0.0 0.0 46.1 45.0 46.7 44.4 43.87 1.44e−14 3.90 1.99e−06
FAM19A4 0.0 0.0 0.0 142.1 131.1 143.8 131.4 20.21 1.91e−24 4.06 4.72e−07
C17orf66 2.3 2.1 2.1 0.0 0.0 0.0 0.0 16.96 1.89e−02 2.72 7.40e−04
TM4SF19 3.5 3.2 3.2 0.0 0.0 0.0 0.0 16.96 3.00e−03 2.72 2.39e−04
SOX1 0.0 0.0 0.0 7.5 6.7 6.5 6.3 13.02 8.37e−05 4.33 1.27e−04
HPGD 0.0 0.0 0.0 22.6 21.0 19.6 19.0 12.97 5.08e−09 4.56 7.48e−06
LOC100131176 0.0 0.0 0.0 17.9 15.3 18.7 17.2 12.02 5.14e−08 3.51 1.49e−05
ZNF385D 0.0 0.0 0.0 135.5 155.0 155.0 132.3 11.80 2.60e−25 4.67 3.70e−07
NPY1R 0.0 0.0 0.0 209.8 179.9 179.3 208.5 11.38 1.33e−27 2.95 6.77e−07
PLEK 25 082.8 12 622.5 11 394.8 0.0 0.0 0.0 0.0 2.16 1.79e−216 16.11 9.36e−09
MS4A1 25 455.1 14 937.7 12 886.8 0.0 0.0 0.0 0.0 2.63 2.62e−215 7.26 1.60e−08
SLAMF1 7 407.2 4 859.3 4 283.2 0.0 0.0 0.0 0.0 3.32 2.98e−165 5.11 2.53e−08
CCL3 11 057.5 3 413.1 3 544.1 0.0 0.0 0.0 0.0 1.37 4.62e−165 5.13 2.15e−08
FCRLA 7 742.0 2 979.1 3 879.8 0.0 0.0 0.0 0.0 1.92 1.01e−161 6.08 1.84e−08
RGS1 9 939.5 9 967.3 7 741.6 0.0 0.0 0.0 0.0 7.22 4.53e−159 2.66 1.44e−07
DPPA4 0.0 0.0 0.0 14 580.2 15 215.1 14 745.3 10 617.3 6.47 2.37e−158 12.02 1.84e−08
TDGF1 0.0 0.0 0.0 15 699.8 15 481.1 13 374.5 8 522.5 3.98 6.37e−157 15.48 1.84e−08
SFRP2 0.0 0.0 0.0 14 673.3 15 229.5 13 067.2 7 234.4 3.43 1.84e−153 9.87 2.15e−08
BLK 9 943.0 2 954.7 2 351.8 0.0 0.0 0.0 0.0 1.20 2.98e−147 3.28 5.17e−08
Fig. 1 Scatter plot of S/N (signal-to-noise) for limma-voom and edgeR f
or the ENCODE dataset. S/N is calculated fromthenon-all-zero condition.
More information about the colored points is given in Table 1
As previously, we sampled NB mean and dispersion esti-
mates from the joint distribution of estimates using a large
dataset (here, from [12]) and filtered out extreme disper-
sion values. Altogether, 30,000 features were generated
in a 5 versus 5 two-group comparison and zero-counts
were introduced to 5 % of the features. To reflect that
zeros occur somewhat more often at lower expression
across various datasets (see Additional file 2: Fig. S4), we
increased the frequency of zero-counts at low expression
strength.
Based on the results of this simulation (Fig. 3), ROC
curves with the method’s 5 % FDR highlighted (panel
a) and plots of true positive rate versus achieved FDR
(panel b), we again see that count-based models per-
form well in the zero-in-one-condition situation. In addi-
tion, we explored the postulation that the NB model is
reduced to a Poisson in these zero-count situations. By
comparing the dispersion estimates calculated from the
single non-zero condition to the original non-zero-in-
both-conditions data, it does not appear that the dis-
persion estimates are drastically reduced (see Additional
file 2: Fig. S5).
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Fig. 2 The effect of scale that signal-to-noise is calculated on. a–cMean–variance relationships for different scales of the original all-zero-in-one-
condition data. d–f Corresponding ROC curves for the ENCODE dataset (GM12892 cells to H1-hESC), using S/N to set the true labels. Here, the
signal-to-noise (S/N) is calculated from (trimmed mean of M-values-normalized) counts-per-million and used for all methods. Linear is equivalent to
Rapaport’s method, where S/N is calculated on the counts-per-millions. Log represents S/N calculated on log-transformed counts-per-million. vsn
represents S/N calculated on variance-stabilized data [14]. ROC curves employ the same labels across all methods: the top 40 % of S/N are used as
true DE genes whereas the lowest 20 % are false. Each method’s P value is used for ranking the genes. FPR false positive rate, TPR true positive rate
Fig. 3 Performance for zero-in-one-condition simulation. a ROC curves and b true positive rate (TPR) versus ‘achieved’ FDR curves of DE methods for
the simulation dataset with zero-counts introduced as the true DE genes (overall performance of three simulations). The achieved FDR is the actual
rate of false discoveries at the corresponding cutoff and this rate should ideally be controlled at the desired level. For the ROC curves, the cross on
each curve represents the method’s TPR at the (estimated) 5 % FDR cutoff. For the TPR versus achieved FDR curves, points are plotted at the
following cutoffs: 0.01, 0.05 and 0.1. Filled-in points represent that the method has correctly controlled the error rate at the cutoff. FDR false discovery
rate, FPR false positive rate, roc receiver operating characteristic, TPR true positive rate
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Discussion
As developers and users of bioinformatics strategies, we
are particularly interested in the metrics and methods
that differentiate performance between the available tools.
In this paper, we claim that count-based methods per-
form well when genes are only expressed in one condition,
in contrast to an earlier report. We showed that a code
error and the chosen scale of S/N resulted in the earlier
conclusion that count-based methods suffer performance
in this situation. By calculating the S/N on a different
scale and using the same set of labels across methods, a
reversal of method performance was observed. This high-
lights a sensitivity to decisions made in constructing the
benchmark.
Using a customized simulation that introduces zero-
counts in one experimental condition, we demonstrated
that the performance of the count-based method is actu-
ally on a par with or better than other methods. We
also debunked the postulation that poor performance is
related to dispersion estimation in count models.
In the process of seeking the origins of this statistical
performance difference, we discovered another poten-
tially interesting phenomenon that may affect the inter-
pretation of results. Looking at Table 1 and Additional
file 1, it is evident that the scale of P values is drastically
different between edgeR and voom. Although this obser-
vation appears rather unrelated to the ability to separate
true from false DE genes, it is an indication that the scale
of observations modeled affects the magnitude of statis-
tical evidence derived. Not surprisingly, method perfor-
mance is ultimately dependent on the scales, parameters
and datasets used for the evaluation.
Software
R code and data that can be used to reproduce the figures
in the main manuscript and in the supplement are avail-
able online [13].
Additional files
Additional file 1: Table of statistics for zero-count genes. Table of
zero-counts, differential statistics and S/N for the ENCODE dataset.
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mentioned supplementary figures. (PDF 712 kb)
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BACKGROUND
Currently there is no method of best practice for the nor-
malization of microRNA sequencing data (miRNA-Seq).
Therefore, we read with interest a recent article in RNA by
Garmire and Subramaniam that set out to compare various
normalization strategies specifically for this application
(Garmire and Subramaniam 2012). They compared methods
currently inuse fornormalizationofmessengerRNAsequenc-
ing (mRNA-Seq) data, such as total-depth normalization
(“raw”) and Trimmed Mean of M-values (“TMM”). Addi-
tionally, they compared many methods not used previously
with sequencing data, such as global scaling, and borrowed
from strategies applied tomicroarray studies, such as quantile
normalization (QN). The article attracted our attention for
many reasons, but notably for the claimed poor performance
and “abnormal results” of our TMMmethod (Robinson and
Oshlack 2010). After investigating, we discovered that TMM’s
claimed poor performancewas the result of an error that shift-
ed log-ratios in the wrong direction. Furthermore, we felt that
various practical issues were not satisfyingly discussed; we
comment briefly on these here and provide reproducible re-
analyses to support our claims (see Supplemental Material).
REPRODUCIBILITY
The authors were confused about how to introduce the TMM
normalization factors (private e-mail to usNovember 6, 2010;
code sent privately to us on August 3, 2012).While we did not
answer this question directly in the original exchange, we
pointed them to our online example code where the TMM
normalization factors are introduced to the statistical test.
Importantly, as mentioned in the TMM article (Robinson
and Oshlack 2010), the normalization factors modify the
library size, not the count data. Therefore, Garmire and
Subramaniam’s abnormal TMM results can be attributed
to introducing these factors in the wrong direction (see
Supplemental Note S1 for the correction). We make our R
code publicly available, so others can reproduce our analyses
and test new situations; documentation for applying TMM
in a standard setting is readily available in the edgeR software
package (Robinson et al. 2010). However, it is the user’s re-
sponsibility to ensure correct usage in a nonstandard setting
(e.g., operations on log-ratios instead of differential expres-
sion statistics).
We have reproduced some of the metrics presented in the
Garmire and Subramaniam paper and conclude that the
corrected TMM normalization is an average performer and
represents an improvement over total-depth normalization
(Supplemental Note S2). However, the integration of TMM
normalization factors within an established statistical frame-
work provides a clear path from raw data to interpretable stat-
istical summaries (e.g., P-values), whereas other methods
(e.g., QN)may not, at least in small samples where parametric
models are used. Therefore, we question the validity of some
of Garmire and Subramaniam’s comparisons and also the
overall conclusions of the paper, as discussed below.
MSE AND K-S METRICS ARE NOT APPROPRIATE
IN THIS SETTING
Thepurposeofnormalization is to remove technical biaswhile
maintaining true biological signal. Garmire and Subramani-
am employed mean-squared error (MSE) and the Kolmoro-
gov-Smirnov (K-S) test metrics, among others, to assess
normalization performance. A small MSE or K-S statistic,
applied here to single samples from different biological con-
ditions, was taken by Garmire and Subramaniam to be
evidence of good performance. Unfortunately, this compari-
son gives no consideration to the presence of truly differen-
tially expressed miRNAs, which directly affect these scores.
Low MSE favors normalization that removes all evidence of
differential expression, which is an undesirable property
when true biological differences exist (e.g., here, evidence
from corresponding miRNA qPCR data). Notably, the cited
reference that uses MSE as a performance metric does so
from known (simulated) fold-changes (Xiong et al. 2008). A
more appropriate performance metric would be MSE or
scale-free coefficient of variation between biological replicates
of the same condition, as recently reported for comparing
mRNA-Seq normalization strategies (Dillies et al. 2012).
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The K-S test measures the similarity of two cumulative dis-
tributions. We question the motivation for this, at two levels:
(i) Samples with different “composition” exhibit different
marginal distributions (e.g., comparisons of kidney and liver
tissue; Supplemental Fig. S8 in Additional file 1 of Robinson
and Oshlack 2010); and (ii) QN would always achieve a
zero K-S statistic, were it not for the treatment of ties
(Supplemental Note S3). Therefore, QN is always put in a fa-
vorable light by this comparison, regardless of any nonlinear
effects introduced.
It is worth noting that Garmire and Subramaniam’s perfor-
mance comparisons disregard features that are unobserved in
one of the two conditions (i.e., count of zero), since fold-
changes cannot be computed. However, miRNAs present in
one condition and absent in anothermaybe biologically inter-
esting and should not be ignored, which calls into question
how to applyQN inpractical situations andwhether these per-
formance comparisons are representative of the whole data
set. Discarding data for the purposes of performance evalua-
tion may be permissible, but removing such data in down-
stream analyses is clearly undesirable.
STATISTICAL METHODS FOR COUNT DATA NEED
COUNTS
As mentioned, TMM preserves the count data by introduc-
ing normalization factors as offsets in the statistical model
(Robinson and Oshlack 2010). In contrast, Garmire and
Subramaniam proceeded to use count-based statistical tests
(Fisher exact, Binomial, Poisson, and χ2) to normalized non-
count data. We have two reservations about this approach:
(i) The tests employed do not have the capacity to address bi-
ological variability, which is essential to generalizable conclu-
sions (Hansen et al. 2011); (ii) transforming count data into
nonintegers can distort the mean-variance relationships im-
plied by existing count models (Oshlack and Wakefield
2009). Regardless, clear recommendations of how to apply
normalization in a practical setting are needed.
REFERENCE DATA SETS
In order to make decisive claims about method performance,
“reference” data sets are critical. Such data sets include an in-
dependent truth (e.g., measurements from an independent
platform) that can be used to evaluate the performance of
an algorithm. Garmire and Subramaniam employed receiver
operator characteristic (ROC) curves using miRNA qPCR as
the independent truth to define truly differential (and non-
differential) miRNAs. Our reanalyses of this data set suggest
that ROC results are sensitive to decisions made in determin-
ing the “truth” (Supplemental Note S4). Altogether, we con-
clude that the ROC analysis performed by Garmire and
Subramaniam is not conclusive, without a further sensitivity
analysis of parameters affecting the selection of true positive
and true negatives.
SUMMARY
As developers and users of informatics strategies, we are
keenly interested in the relative merits of competing ap-
proaches. Crucially, there has been relatively little investiga-
tion into normalization strategies for miRNA-Seq data and
the timely article from Garmire and Subramaniam promised
to shed light on this issue. Unfortunately, errors in the imple-
mentation, poor choice of performance metrics (or poor
choice of data set), few details about practical implementa-
tion (e.g., elimination of features containing zero count),
and sensitivity to choices made regarding the reference truth
data set have left many open questions about the best analysis
methods for miRNA-Seq data. In this paper, we have dis-
cussed some of the subtle yet critical parameters that need
to be carefully investigated.
SUPPLEMENTAL MATERIAL
Supplemental material is available for this article.
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1.1 Robust M-Estimator or weighted likelihood estimator for robust method?
As mentioned previously (see Section 2.6.1), the robust M-estimator would be difficult to
implement within the current weighted APL framework of edgeR. Skipping the difficulty of
implementation, robust M-estimator should be valuable in count-based methods based on
the GLM NB model. Robust M-estimator motivated by robust statistics conventionally fit
data contaminated with outliers. William et al. introduced an robust NB model based on
M-estimator [1]. They discussed statistical inference (i.e., asymptotic normality of estimated
coefficients and dispersion) of the robust NB model. In fact, the asymptotic and robust prop-
erties of weighted likelihood estimator has been proved by researchers [19, 20]. In addition,
Markatou et al. compared these two estimators and made conclusions that the performances
of weighted likelihood estimator are exactly equivalent with robust M-estimator in most of
their simulations [18].
1.2 Could poor FDR control be linked to the inappropriate observation weights of
our robust method?
In Chapter I, our robust method has been shown a somewhat liberal performance that suffers
a poor FDR control, particularly for the simulations in absence of outliers. The link between
the liberal results and the inappropriate observation weights used in the robust method in
some case should exist. This might be explained by a naive simulated test: when the truth
(outliers) are known and weights of truth are assigned as 0, our robust method could per-
fectly dampen the effect of the outliers (this has been tested in our simulation framework).
One possible explanation is that our robust method lacks a convergence mechanism. Some-
times weights are not appropriately assigned due to not achieving convergence during the
process of iteratively reweighted least squares. In fact, in real case it is difficult to know ex-
actly what an outlier is and if it is how much it should be down-weighed. A little liberal result
of the robust method is acceptable compromise to achieve a good tradeoff statistical power
and protection against outliers. Beyond the robust approach, an alternative solution in case of
data contaminated with outliers is using Quasi-likelihood inference. However, Quasi-method
[17] seems very conservative in “normal” data without outliers based on the results of our
count-based simulations.
2 Perspectives
2.1 My contribution to DTE analysis
2.1.1 General framework settings
Before representing the models that we developed for DTE analysis, some general notation is
firstly introduced.
For feature (e.g., transcript) i, the original sample (OS) with size of n is denoted as:
[




where yij is the count data for feature i in OS j. Its corresponding bootstrapping samples (BSs)
for feature i (assuming that each experimental unit has the same number of bootstraps m) are:
ẏi11 ẏi21 . . . ẏij1 . . . ẏin1




















where ẏijk is the kth bootstrap-estimated count for feature i in BS j. There are two definitions
that have to be clarified: i) The jth (i.e., j sample) BS (colored green) for feature i is:
[
ẏij1 ẏij2 . . . ẏijk . . . ẏijm
]T
, (3)
denoted as Ẏij◦. ii) The kth subsample of BSs (colored blue) for feature i is:
[
ẏi1k ẏi2k ẏi3k . . . ẏink
]
, (4)
denoted as Ẏi•k. Note that there is no association between the values ẏ.1., ẏ.2. and ẏ.m. in the
same subsample.
2.1.2 Ensembles
Ensembles can improve the predictive performance and robustness of certain estimators or
algorithms, such as linear models with variable selections and the classification and regres-
sion tree (CART) algorithm. The motivation of using ensembles for DTE analysis is to help
count-based methods handle the uncertainty of estimating transcript abundance by combining
multiple estimators (e.g., using estimates from bootstraps) to reduce variability. As we know,
the standard NB model cannot directly handle this uncertainty. The NB mixed model can be
used to handle the uncertainty but it lacks an appropriate shrinkage or moderation procedure
to improve variance (or dispersion) estimation accuracy. The strategy of ensembling individ-
ual predictions of the count-based method for each bootstrapping subsample is therefore an
alternative solution for DTE analysis. The basic idea of the ensembled NB estimator for DTE
analysis is to ensemble single statistics (e.g., likelihood ratio) of BS subsamples fitted by the
NB model together to obtain an overall result. The detailed information of ensemble methods
for DTE analysis is introduced in the next sections.
Bagging of (edgeR) likelihood ratios
Bootstrap aggregating (bagging) was initially used to improve the predictive performance of
tree models. The basic idea of bagging is that of averaging the prediction of individual models
with an equal weight to form a final prediction. For DTE analysis, bagging of likelihood ratios








where LRi•k is the likelihood ratio of the kth subsample of BSs for feature i and m is the num-
ber of bootstrap samples. Here the LRs can come from either edgeR or other DGE methods,
which can provide LRs of data between the null and alternative hypotheses. In fact, this bag-
ging approach is not limited to LR tests but also applies to any method that can provide an
appropriate score or statistic, such as a Wald test or T test statistic.
One major disadvantages of bagging is that it is a biased estimator because bagging would
increase the bias by reducing the variance during a bias-variance tradeoff [5, 6]. Whether a
bias-variance tradeoff exists in case of bagging of LRs for DTE analysis is not clear. Addition-
ally, if a tradeoff existed, the biased estimator of bagging LRs would be potentially harmful
in case of low or no uncertainty of transcript abundance estimation. Another disadvantage is
that it is computationally intensive for a large number of bootstrapping samples.
Combination of p-values
For DTE analysis, another ensemble method is to directly combine multiple p-values of an
subsample of BSs for the same feature to compute an overall p-value. An existing model
framework, which works for the statistical inference for a group of genes (e.g., gene ontology
terms) introduced by Delongchamp et al. [8], can be directly used for DTE analysis. In fact,
this model borrows ideas from meta-analysis methods for combining p-values.
In the case of a DTE analysis, pi•k, the p-value of the kth SB subsample for feature i, is assumed
to follow a uniform distribution under the null hypothesis. Then we get a transformation of
pi•k following the standard normal distribution:
zi•k = Φ
−1(1 − pi•k). (6)
If the set of p-values {pi•k : k = 1, . . . , m} are independent, the form m−1/2 ∑mk=1 zi•k converges
to a standard normal distribution according to the central limit theorem (CLT). Thus the over-
all significance, pi equals:










In fact, subsample of BSs are highly correlated. Ignoring correlations would overstate the
overall statistical significance and therefore an adjustment for correlation is necessary. The
method combining a set of p-values into an overall significance level with an adjustment for
correlation is presented as follows:






where Zi is (zi•1, ..., zi•m)T and 1 is (1, 1, ..., 1)T. The covariance of Zi is Ri. The difficulty here
is to accurately estimate the covariance Ri when the treatment effect of each BS subsample
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appears as a confounding factor. A possible solution is to simplify Ri as a constant term r con-
sidered as a random block effect and estimate r by the existing model framework in limma
(“duplicateCorrelation”).
2.1.3 Parametric bootstrap
In the situation where current transcript quantification tools can provide an unlimited number
of BS subsamples, there are two major advantages of parametric bootstrap applied for DTE
analysis: i) parametric bootstrap (unlike permutation) allows a flexible design matrix, and ii)
parametric bootstrap does not rely on the approximation of the null distribution (e.g., χ2).
It will improve performance in the condition where the uncertainty of transcript abundance
estimation affects the null distribution (this needs further research).
For DTE analysis, parametric bootstrap can be summarized as:
i) Generate a subsample Ỹi•k by simulating from f̂0(Ẏi•k), where f̂0 denotes the fitted
distribution under the null hypothesis and Ẏi•k is the kth BS subsamples for feature i.
ii) Calculate L̃Ri•k for Ỹi•k.
iii) Repeat i) and ii) m times.
v) Calculate LRi for Yi from the OS.
vi) Calculate p-value= nextreme+1m+1 , where nextreme = ∑
m
K=1 I(L̃Ri•k > LRi).
The disadvantage of parametric bootstrap for DTE analysis is the computational cost.
Another application of parametric bootstrap for DTE analysis is to adjust the LR statistic by
a Bartlett correction [7, 11, 13]. The adjusted LRi with a Bartlett correction factor estimated





where EL̃Ri•k = ∑
m
k=1 L̃Ri•k and d is the degrees of freedom of the statistic test.
2.1.4 Meta random-effects regression model
Meta random-effects regression model
In contrast to ensemble methods that combine multiple estimators of a BS subsample for DTE
analysis to account for estimation variability, we also take interest in building a model that can
directly propagate the variances of BSs into the statistical inference. For example, a random-
effects model for meta-analysis introduced by Berkey can be applied for DTE analysis [4].
Compared to (classical) linear models, this model has an additional covariance component
structure allowing for different sources of variability. For DTE analysis, we assume that the
individual sample error vij of counts yij for feature i (i = 1, . . . , z) in OS j (j = 1, . . . , n), which
represents the uncertainty of estimating of transcript abundance, can be estimated from the
jth BS Ẏij◦. The meta random-effects model with individual sample errors in the case of a DTE
analysis is presented as follows:
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µij = Xβi + vij + ǫi, (10)
where X is the design matrix. The response variable µij could be log-counts per million (log-





where Lj is the (normalized) library size for OS j. This transformation is necessary, since count
data should not be directly used in linear models due to its strong mean-variance relation-
ship. vij is the sample-specific estimation uncertainty error that is assumed to be N (0, σ2ij)
distributed, and ǫi is a random error to represent the (pure) feature biological variation as-
sumed to follow:
N (0, τ2i ). (12)












where τ̂i is the estimation of τi and σ̂i is the estimation of σij.
To estimate τ, there are numerous methods suggested in the meta analysis literature [12, 23,
25]. Here for DTE analysis, the Hedges estimator [12] is employed, since it is easy to imple-
ment and less computationally intensive. In fact, the idea of Hedges estimator is equivalent to
feasible generalized least squares (FGLS) estimator in political science, introduced by Lewis







ij − ∑nj σ2ij + tr((XTX)−1XTViX)
n − p , (15)
where p is the dimension of the full-model parameter space, rij is the residual of ordinary
least square (OLS) regression without weights and Vi is a n × n diagonal matrix with σ2ij as the
jth diagonal element.
The σ2ij are assumed to be known for this model. In the case of a DTE analysis, σ
2
ij can be
estimated from BS datasets with sufficient accuracy, depending on the number of BSs. We can
estimate σ2ij as
σ̂2ij = var(Ṁij◦) (16)
where Ṁij◦ is the log-cpm of jth BS for feature i. Practically, we found that certain σ̂ij obtained
from BSs produced by sleuth are extremely large (> 10). This would affect the accuracy of
estimates of biological variance τi in the meta random-effects regression model. We suggest
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to trim the top 5 percentage of σ̂ij as a constant threshold value to dampen their effects.
To increase power to detect differential features, it is necessary to have an appropriate moder-
ation/shrinkage procedure to moderate/shrink the variance/dispersion parameters towards
a prior distribution or trend. Here, the methodology to estimate the mean-variance relation-
ship is the same as in limma-voom: a smooth LOWESS curve fitting the square-root standard








where λ̂ij = µ̂ij + log2(Lj)− log2(106) and µ̂ij = xijβi.
The LOWESS curve is used to define a function l() to shrink variance towards a trended-by-
mean estimate. The shrinkage estimate of biological standard deviation is:
τ̃i = l(λ̂ij). (18)
However, based on prior experience from the DE method study [2], we know that the shrink-
age estimates cannot represent all the variability of features. For certain features, their vari-
ability are much larger than the predicted value of fitted LOWESS curve. We use a similar
strategy as DESeq [2] to process the shrinkage estimate: if the shrinkage estimate is less than
the LOWESS curve, we shift it to the curve; if the shrinkage estimate is larger than the curve,
we keep it as is. The modified shrinkage estimate of biological standard deviation can be
obtained as:
ˆ̂τi = pmax(τ̃i, τ̂i). (19)





, is propagated into the WLS regression to




where Ŵi = diag(ŵi1, ..., ŵin).
Additionally, moderated t-statistic [27] based on an empirical Bayesian approach can be used
in this meta random-effects regression model to increase the detection power. The key point
of the moderated t-statistic is that a posterior estimate of the variance, instead of individual
sample variance, is used. However, there is one difficulty to directly apply this statistic in the
meta random-effects regression model. It has multiple variance components τi and σij, while
the moderated t-statistic that can squeeze the sample variances towards a common value, or
to a global trend based on an empirical Bayesian algorithm is designed to work for models
with only one variance component, such as OLS model.










where di is the degrees of freedom (d.f.) of the meta regression model. Then the posterior








where γ0 is the prior estimated from the marginal distribution and d0 is its estimated d.f.. The





where ˆ̂βij is the estimated coefficient of WLS regression using the shrinkage weights (Equa-
tion 20) and cij is the unscaled standard deviation. In this case, cij equals the jth diagonal
element of (Xi
TŴiXi)
−1, where Ŵi = diag(ŵi1, ..., ŵin). Here, the single elements ŵij are the
shrinkage weights but not the original weights; and this approach is similar to limma-voom.
Comparison between meta random-effects regression model and sleuth
sleuth is similar in many respects to this meta random-effects regression model. Several dis-
tinctions between them are highlighted below:
Firstly, meta random-effects regression model can precisely handle multiple sample errors of
estimation, while the model in sleuth can only work for one single sample error. The current
model in sleuth can be considered as a simplified version of the meta regression model (Equa-
tion 10) with a single sample error, vi, to represent an overall level of variability of transcript
estimation across all the samples:
µij = Xβi + vi + ǫi, (24)
where vi ∼ N (0, σ2i ) and ǫi ∼ N (0, τ2i ). Again, ǫi represents the biological variability, σ2i is the
technical variance of transcript estimation and τ2i is the biological variance andX is the design
matrix.
Secondly, our meta random-effects regression model uses a modified version of the moder-
ated t-statistic, while sleuth uses the likelihood ratio test (LRT) under the full and reduced
model. During the LRT, an estimate of total variance Di is used to generate the likelihood in
sleuth [21]. Di can be expressed in the form of:




i ) + σ̂
2
i (25)
where τ̃2i and τ̂
2
i are the shrinkage and raw estimate of biological variance and σ̂
2
i is the esti-
mate of technical variance of transcript estimation.
Finally, meta random-effects regression model is based on the WLS regression using the obser-
vation weights to handle inconsistency of sample errors (i.e., heteroscedasticity), while sleuth




2.1.5 Modified NB model with additional dispersion parameter to handle the uncertainty
in count data
Compared to a standard NB model, an ideal modified version of NB model that can precisely
account for additional variability of transcript estimation of each biological sample could be
represented by the following formula:
Yij ∼ NB(µij, φi + ψij), (26)
where yij is the count data for feature i in OS j, µij is the mean for feature i in OS j, φi is
the dispersion for feature i related to (pure) biological variation across samples, denoted as
biological dispersion; and ψij is the sample-specific dispersion attributable to transcript abun-
dance estimation, denoted as inferential dispersion. The variance of yij can be represented in
the form of:
var(yij) = µij + (φi + ψij)µij
2 (27)
However, this model with multiple inferential dispersions cannot be easily implemented in
the current model framework of edgeR due to its complex structure while moderating the
dispersion estimates. Similar to the strategy of sleuth, we simplify this model using a single
dispersion ψi that relates to the average variability of transcript abundance estimation across
samples instead of multiple inferential dispersions. The simplified model is presented as:
Yij ∼ NB(µij, φi + ψi). (28)
In the settings of this model, inferential dispersion ψi is feature-specific but not sample spe-
cific as before. It can be estimated from BSs provided by transcript quantification tools (e.g.,
kallisto). For feature i in the jth OS, we can get an estimate of dispersion ψ̂ij, which repre-
sents technical variation for this OS assuming that all the bootstrapping counts for this OS are





Biological dispersion φi can be estimated by the usual methodology of the standard NB model
framework given an estimated ψi assumed known up to a constant. The current existing suc-
cessful model framework from edgeR is used to estimate φi. APL (see Section 1.3.2) can be
employed as a dispersion estimator to reduce the bias introduced by maximum likelihood
estimation (MLE) in presence of a nuisance parameter (regression parameter β); and modera-
tion methodology (see Section 1.3.3) can be used to improve power (i.e., dispersion estimation
precision) based on moderating dispersion towards a trended-by-mean estimate via weighted
likelihood.
However, a situation, where inferential dispersion ψ affects the result of biological dispersion
(φ) estimate, requires additional attention. Generally speaking, the estimate of φi without any
moderation (0 prior d.f.) would be smaller than the result from the standard NB model in
edgeR ignoring information of ψ̂i. Particularly, when ψ̂i is extremely large, the estimated φi
would become 0. One example of comparison between the estimate of φ of the NB model
ignoring/considering ψ is shown in Figure 1. The effect of estimates under high expression
value of ψ (ψ > 5) are colored blue. The sets of high expressed ψ would obviously affect the





















































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































































Figure 1.: The effect of inferential dispersion ψ attributable to transcript abundance estimation on the result of estimate of
biological dispersion φ. The scatterplot of biological dispersion against average of transcript abundance (log2-cpm) for the
standard/modified NB model in edgeR (ignoring/considering inferential dispersion) are shown on (a) and (b). The scatter
points under high expression value of ψ (ψ > 5) are colored blue. The dataset coms from a simulation containing a two
group (4 versus 4) comparison.
solution is to dampen the effect of ψ via feature-level weights. We make a modification to the
existing moderation methodology as follows:
φi = arg max
{










where α is the prior d.f. afforded to the shared likelihood and Ca is local shared set that is
close to feature i in average log counts per million. The weights, wa, can be calculated by the
Huber function:




for abs(ra) > k
1 for abs(ra) ≤ k,
(30)
where k is set to 1.345σ̂, σ̂ = MAR/0.6745 and MAR is the median absolute of ra. ra = φ̇a − φ̃a
is the difference between the estimate of unmoderated dispersion with and without given
information of estimated ψa. The approach to estimate σ is taken from the robust regression
literature [10].
2.1.6 Generalized linear mixed models
For DTE analysis, a generalized linear mixed model (GLMM), as an extension of GLM allow-
ing linear predictors to contain random effects addition to fixed effects, also seems natural
to handle the uncertainty of transcript abundance estimation. For modeling the estimation
error in the case of DTE analysis, it requires a GLMM could process the technical variation
estimated from BSs (offered by the quantification tool) as random-effects and propagate them
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into the regression model whose fixed-effects are fitted from OSs. Unfortunately, current ex-
isting GLMM frameworks could not satisfy this requirement [3, 22, 26]. Moreover, standard
GLMM frameworks lack a shrinkage or moderation procedure that is necessary for fitting
read counts to improve variance estimation accuracy. Additionally, the marginal density of
the NB model (as a de facto model for genome-scale count data) under a GLMM framework
cannot be expressed as a closed form [26]. This requires an approximation approach to the log
likelihood resulting in more difficulties in implementing the moderation procedure. Accord-
ing to these, we develop a modified version of NB mixed model under the GLMM framework
using Bayesian inference (with help from INLA [24]). In our setting, Yij, which are the read
counts in sample j for feature i, are assumed to follow a NB distribution with mean µij and
dispersion φi, denoted by Yij ∼ NB(µij, φi). The GLMM formula for fitting Yij with a canonical
logarithm link is:
log(µij) = Xβi + Zγi + log Nj, (31)
where µij is the mean response variable (j = 1, . . . , n) for feature i, βi is the p × 1 vector of
fixed-effects, X is the n × p design matrix for the fixed effects, γi is the q × 1 vector of random-
effects, Z is the n × q design matrix for the random-effects related and Nj is the (effective)
library size for sample j.
The random-effects, γi, are assumed to follow a Normal distribution with mean 0 and vari-
ance matrix Gi:
γi ∼ N (0, G2i ). (32)
In general settings of GLMMs, referring to the random-effects, the column of Z and struc-
ture of G can be specified according to the factors that the researchers are interested in (e.g.,
experimental conditions, batches, samples). In the case of a DTE analysis, we want to use
observation-level random-effects to model the sample-specific variability of transcript estima-
tion. We only focus on the random-effects related to the variability of transcript abundance
estimation; and other factors are not considered into the model although they may be related
to the random effects. Hence we can define Z as a n × n diagonal matrix with the same diag-
onal element and γi as a n × 1 vector. Gi becomes a diagonal matrix, diag(σ2i1, . . . , σ2in), with σ2ij
as the jth diagonal element representing the variability of transcript abundance estimation in
OS j for feature i. Practically, we assume that σi1 = · · · = σin = σi for easier implementation
and reduction of the computational cost.
As mentioned above, since the marginal density of this model is not a closed form, we apply
Integrated Nested Laplace Approximation, INLA, to generate its marginal density. For the
Bayesian inference, we have to redefine the regression parameters in form of prior distribu-
tions. Each fixed-effects regression coefficient, βij, is assumed to follow a flat prior distribu-
tion:
βij ∼ N (0, 100). (33)
Each random-effects regression coefficient, γij, is assumed to follow:
γij ∼ N (0, σ̂2i ), (34)
where σ̂i is the estimated σi. How to estimate σi will be discussed later. The dispersion prior,
φi, is assumed to follow a Gamma distribution with a sparse shape that makes the variance
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close to zero and the mean equal the estimated φi




where φ̂i is the moderated estimate of dispersion obtained from edgeR.
Here INLA plays a core role to generate the marginal likelihood of the NB mixed model. Given
estimated φi and σi, INLA can calculate the posterior inference of full and null models using
Laplace approximation. Then the marginal likelihoods under full and null models where the
random-effects are integrated out can be computed. Notably, INLA can easily compute the
marginal likelihood by Laplace approximation when its integral expression is not a closed
form. The basic (R-code) pipeline fitting count data to the NB mixed model under the GLMM
framework using INLA is presented in the following lines:
form = mu˜ x+ f ( x , model=” i i d ” , i n i t i a l =log ( prec ) , f i x e d =TRUE)+ o f f s e t ( o )
f i t = i n l a ( form , data=dat , family=” nbinomial ” ,
contro l . family= l i s t ( hyper= l i s t ( p r i o r =”loggamma” ,
param=c ( phi ∗ (1 e +5) ,1 e + 5 ) ) ) , . . . )
l <− exp ( f i t $ mlik [ 1 ] )
Note that prec = 1σ̂i , phi = φ̂i and l is the marginal likelihood of the model.
Rather than providing a significance value (e.g., p-value) of a feature (e.g., gene) by the
frequency-based model, a false discovery rate can be directly calculated by the Bayesian model
framework without any further adjustment. We use the local false discovery rate introduced
by Efron et al. [9] to measure differential expression level of a feature:
l f dri =
p0ML(yi,M0)
p0ML(yi,M0) + (1 − p0)ML(yi,M1)
, (36)
where ML(yi,M0) and ML(yi,M1) are marginal likelihoods under null model M0 and full
model M1; and, respectively, p0 is the probability of (true) null model. Currently, p0 is
temporarily considered as a known constant factor. How to estimate p0 still needs further
research.
The final question is about how to estimate σi. We can estimate σi from the sets of log-fold-
changes (LFCs) from fitting BS subsamples using the standard edgeR pipeline:
σ̂2i = var(Ci), (37)
where Ci = {LFC[i•1]ij , LFC
[i•2]
ij , . . . , LFC
[i•m]
ij }. Each element, LFC
[i•z]
ij , is the estimated LFC of
the parameter interest j (i.e., the jth coefficient to be tested equal to zero in the model) using
the standard edgeR pipeline to fit a BS subsample.
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