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Kapitel 1
Einleitung
”
...es ist von einer gewo¨hnlichen Seifenblase viel mehr zu lernen,
als Menschen, die nur damit spielen, zumeist vermuten.“
(Sir Charles Vernon Boys, [Bo, S. 19])
1.1 Herkunft des isoperimetrischen Problems
Eines der einfachsten und faszinierensten Spielzeuge fu¨r kleine Kinder ist
wohl der Klassiker
”
Pustefix“. Schillernde Seifenblasen, an denen man sich
kurze Zeit erfreuen kann und die dann wieder dem Sprichwort gema¨ß zerplat-
zen. Dieses Naturpha¨nomen und die Erforschung durch Kinder ist bereits auf
alten etruskischen Vasen dargestellt (siehe [HT, 5]). Nicht nur bei Seifenbla-
sen, auch bei Einzellern, bei in O¨l schwebenden Wassertropfen und vielen
weiteren Beispielen aus der Natur ist die isoperimetrische Eigenschaft der
Kugel zu erkennen:
Die Kugel hat unter allen Ko¨rpern des gleichen Volumens die geringste
Oberfla¨che.
Ebenso gibt es die isoperimetrische Eigenschaft des Kreises:
Unter allen ebenen Figuren gleichen Fla¨cheninhalts hat der Kreis den ge-
ringsten Umfang.
1
2 Einleitung
Vom Wortursprung aus dem Griechischen her bedeutet isos gleich und pe-
rimetron Umfang. Gesucht ist beim isoperimtrischen Problem somit unter
allen Figuren gleichen Umfangs die mit gro¨ßtem Fla¨cheninhalt. Das in der
Ebene duale Problem ist unter allen Figuren gleichen Fla¨cheninhalts die mit
kleinstem Umfang zu finden.
Eine Verallgemeinerung dieses Problems, welches ganz natu¨rlich in der Praxis
auftaucht, ist auf alten Stadtpla¨nen zu erkennen. Der Stadtkern ist oftmals
innerhalb einer runden Stadtmauer zu finden, es sei denn, die Stadt liegt
an einem großen Fluss oder einem Gewa¨sser. In diesem Fall hatte man eine
natu¨rliche Begrenzungslinie, die keine Baukosten verursachte und ebenfalls
oft gut zu verteidigen war.
Oder denken wir an den so allta¨glichen Vorgang des Geschirrspu¨lens. Unter
optimalen Bedingungen ko¨nnen wir einzelne Seifenblasen auf der Wassero-
berfla¨che finden, die sich, wenn sie nahe genug an den Rand kommen, dort auf
einmal
”
andocken“. Dabei entsteht aus einer ungefa¨hren Halbkugel eventuell
eine Viertelkugel (je nach Form des Spu¨lbeckens). Auch in Gla¨sern lassen
sich beim Spu¨len faszinierende Formen von Seifenblasen entdecken, die von
Ecken regelrecht
”
angezogen“ zu sein scheinen.
Dies motiviert bereits, die Frage nach einem optimalen Gebiet (also der Sei-
fenblase) nicht nur in der Ebene oder dem Raum zu stellen, sondern auch
in einer Halbebene bzw. einem Halbraum (vgl. Wasseroberfla¨che) oder so-
gar mo¨glichst allgemeinen Gebieten (vgl. die Seifenblase in einem beliebigen
Glas). Dabei wird nur der Teil des Randes gemessen, welcher im Innern der
Menge liegt, analog zur Stadtmauer die nicht am Fluss entlang gebaut wurde.
1.2 Der Inhalt der Arbeit
Das Hauptziel besteht darin, die Existenz isoperimetrischer Gebiete im Pa-
raboloid zu zeigen und damit ein Ergebnis von Benjamini und Cao aus dem
Jahr 1996 in natu¨rlicher Weise auf eine ho¨here Dimension zu verallgemeinern.
Dies wird erreicht, indem die Existenz in einer großen Klasse von Mengen ge-
zeigt wird, zu der insbesondere das Paraboloid dazugeho¨rt. Daneben werden
auch einige Resultate von Ritore´ und Rosales aus dem Jahr 2004 mitbehan-
delt.
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1.3 Der Aufbau der Arbeit
Das Kapitel 2 wird zuna¨chst einen kurzen U¨berblick u¨ber das isoperimetri-
sche Problem in der Geschichte geben, angefangen vom ersten Beweisversuch
durch Zenodorus bis hin zum ersten vollsta¨ndigen Beweis durch Weierstraß.
Mit Hilfe der Theorie der Mengen von endlichem Perimeter wird danach das
isoperimetrische Problem exakt formuliert werden. Im Anschluss an eine kur-
ze Darstellung zweier verwandter Probleme werden wir dann viele Beispiele
kennenlernen, wie isoperimetrische Gebiete aussehen ko¨nnen bzw. in welchen
Fa¨llen die Gestalt noch weitgehend ungekla¨rt ist. Insbesondere werden wir
auch feststellen, dass bereits die Existenz isoperimetrischer Gebiete in unbe-
schra¨nkten Mengen in den meisten Fa¨llen noch vo¨llig unklar ist.
In Kapitel 3 behandeln wir erneut Beispiele. Im Unterschied zum vorherigen
Kapitel betrachten wir aber nur unbeschra¨nkte Mengen, in denen keine iso-
perimetrischen Gebiete existieren. Die jeweils ausgenutzte Eigenschaft, um
die Nicht-Existenz zu beweisen, gibt uns dann Hinweise auf mo¨gliche Vor-
aussetzungen fu¨r die Existenz von isoperimetrischen Gebieten. Deshalb tra¨gt
dieses Kapitel auch das Wort Heuristiken im Titel; denn daraus stellen wir
Vermutungen an, welche Forderungen wir an die Mengen stellen sollten.
In Kapitel 4 werden wir die Hinweise aus dem vorherigen Kapitel aufgreifen,
indem wir zwei geometrische Eigenschaften formulieren, die von den Ge-
genbeispielen nicht erfu¨llt wurden. Der sich anschließende Existenzsatz wird
dann zeigen, dass dies in der Tat bereits geeignete Eigenschaften sind, um
auf isoperimetrische Gebiete schließen zu ko¨nnen.
In Kapitel 5 wird zum Abschluss dann nochmal ein etwas genauerer Blick auf
das Paraboloid geworfen. Insbesondere werden einige Regularita¨tsaussagen
bewiesen wie Beschra¨nktheit und Abscha¨tzungen an den topologischen Typ.
In Kapitel 6 wird nur eine kurze Zusammenfassung der Ergebnisse in Deutsch
und Englisch gegeben.
Im Anhang A werden grundlegende Eigenschaften von BV-Funktionen und
Caccioppoli-Mengen zusammen getragen. Insbesondere wird dort ein spezi-
eller Approximationssatz diskutiert, welcher in der ga¨ngigen Literatur nur
selten zu finden ist.
4 Einleitung
Der Anhang B schließlich behandelt bereits bekannte Regularita¨tssa¨tze aus
der Literatur. Durch eine genaue Analyse der Beweise werden wir erkennen,
dass diese teilweise in einer viel gro¨ßeren Allgemeinheit gelten, als sie meist
formuliert werden.
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Kapitel 2
Das isoperimetrische Problem
In diesem Kapitel werden wir zuna¨chst einen Blick auf die Geschichte des iso-
perimetrischen Problems werfen, insbesondere auf den ersten Beweisversuch
im antiken Griechenland. Danach werden wir das Problem mathematisch ex-
akt formulieren, wobei es fu¨r uns
”
das“ isoperimetrische Problem gar nicht
geben wird, sondern immer das isoperimetrische Problem fu¨r ein konkret ge-
gebenes Gebiet. Nach einem kurzen Exkurs u¨ber zwei verwandte Probleme
behandeln wir danach viele Beispiele, in denen das isoperimetrische Problem
jeweils mehr oder weniger vollsta¨ndig gelo¨st ist.
2.1 Die Geschichte
Einer der Ersten, der sich mit einem Beweis der isoperimetrischen Eigen-
schaft von Kreis bzw. Kugel bescha¨ftigte, war der griechische Mathematiker
Zenodorus, der etwa 200 bis 140 v.Chr. gelebt hat (siehe [CR]). Sein Aufsatz
”
U¨ber isometrische Figuren“ ist leider nicht erhalten, wird aber von Pappus
(etwa 290 bis 350 n.Chr.) in seinen acht Bu¨chern
”
Synagoge“ (zu deutsch et-
wa
”
Sammlung“) zur griechischen Geometrie aufgegriffen. Demnach bewies
Zenodorus:
Unter allen Polygonen gleichen Umfangs und gleicher Seitenzahl hat das
regula¨re Polygon den gro¨ßten Fla¨cheninhalt. Der Kreis hat einen gro¨ßeren
Fla¨cheninhalt als jedes regula¨re Polygon mit gleichem Umfang.
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Die Kugel hat gro¨ßeres Volumen als jeder regelma¨ßige Ko¨rper gleicher
Oberfla¨che. Von zwei verschiedenen regelma¨ßigen Ko¨rpern gleicher Ober-
fla¨che hat der mit der gro¨ßeren Seitenzahl das gro¨ßere Volumen.
Dabei sind die regelma¨ßigen Ko¨rper natu¨rlich die fu¨nf platonischen Ko¨rper
Tetraeder, Wu¨rfel, Oktaeder, Dodekaeder und Ikosaeder.
Leider hatte der Beweis eine Lu¨cke, die erst Weierstraß im 19. Jahrhundert
schließen konnte.
Der zweite Beweis der isoperimetrischen Eigenschaft des Kreises in der Ebe-
ne wurde im Jahr 1842 von J. Steiner (siehe [Ste]) vero¨ffentlicht. Auch in
diesem Beweis gab es eine erst Jahre spa¨ter erkannte Lu¨cke: Die Existenz
einer Lo¨sung wurde angenommen, aber nicht bewiesen. Erst als erkannt wur-
de, dass Variationsprobleme im Allgemeinen keine Lo¨sung besitzen mu¨ssen,
wurde diese Lu¨cke geschlossen, so dass der erste vollsta¨ndige Beweis fu¨r die
isoperimetrische Eigenschaft des Kreises auf Weierstraß und fu¨r die Kugel auf
H.A.Schwarz zuru¨ckgeht (siehe [Sch]). Alle diese Beweise beinhalten bereits
Verfahren, die sich im Laufe der Zeit als sehr nu¨tzlich erwiesen: Symmetrisie-
rungen. Damit war das isoperimetrische Problem in der Ebene und im Raum
vollsta¨ndig gelo¨st.
2.2 Die exakte Fragestellung
Bisher wurde meist von Fla¨cheninhalt und Volumen gesprochen: Zu gege-
benem Volumen wurde ein Gebiet in unserer gegebenen Menge Ω gesucht,
dessen Lebesgue-Maß Ln gerade dem vorgegebenen Volumen und dessen
Fla¨cheninhalt Hn−1 des Randes innerhalb von Ω minimal ist. Diese Begriffe
sind jedoch zuna¨chst in ihrem engen klassischen Versta¨ndnis ungeeignet, da
die richtigen Konvergenzbegriffe dazu fehlen.
Als geeigneter Kontext haben sich insbesondere die Mengen von endlichem
Perimeter oder Caccioppoli-Mengen erwiesen. Eine kurze Zusammenstellung
der wichtigsten Eigenschaften findet sich im Anhang A.
Die korrekte Formulierung des isoperimetrischen Problems zu einer gegebe-
nen Menge Ω ist daher fu¨r uns:
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Es sei Ω ⊂ Rn offen. Eine Lo¨sung des isoperimetrischen
Problems zum Volumen V mit V ∈ [0,Ln(Ω)] ist eine Men-
ge E ⊂ Ω mit Ln(E) = V und∫
Ω
|DϕE | = inf
H⊂Ω
Ln(H)=V
∫
Ω
|DϕH |.
Definition 2.2.1. Eine Menge E ⊂ Ω dieser Gestalt, dass heißt mit
L
n(E) = V und ∫
Ω
|DϕE| = inf
H⊂Ω
Ln(H)=V
∫
Ω
|DϕH|,
heißt isoperimetrisches Gebiet zum Volumen V in Ω.
Bemerkung 2.2.2. Betrachten wir zuna¨chst einmal eine offene und be-
schra¨nkte Menge Ω ⊂ Rn mit Lipschitz-Rand, und ein V ∈ [0,Ln(Ω)]. Zu
einem beliebigen Punkt y ∈ Ω betrachten wir die Kugeln Br(y) ∩ Ω. Deren
Volumen wa¨chst monoton und stetig mit dem Radius. Daher gibt es eine Ku-
gel BR(x)∩Ω mit Volumen V . Diese hat endlichen Perimeter, das Infimum in
der Definition besitzt also einen endlichen reellen Wert. Daher existiert eine
Minimalfolge von Caccioppoli-Mengen (vgl. Bem. 2.2.4) Ek mit L
n(Ek) = V
und ∫
Ω
|DϕEk| −−−→k→∞ I := infH⊂Ω
Ln(H)=V
∫
Ω
|DϕH |.
Nach A.1.10 gibt es eine in L1(Ω) konvergente Teilfolge, also eine Menge E
mit ϕEk −−−→k→∞ ϕE und L
n(E) = V . Nach A.1.6 ist
∫
Ω
|DϕE| ≤ I, somit also∫
Ω
|DϕE| = I und die Menge E ist ein isoperimetrisches Gebiet zum Volu-
men V .
Wenn wir nun die Beschra¨nktheit von Ω nicht mehr fordern, dann gilt die
obige Argumentation nur noch lokal. Wir finden also eine Menge E mit∫
Ω
|DϕE| ≤ I, aber es konvergiert ϕEk −−−→k→∞ ϕE nur noch in L
1
loc(Ω)! So-
mit ist nur Ln(E) ≤ V , und die Argumentationskette bricht an dieser Stelle
ab.
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Der Fall einer unbeschra¨nkten Menge Ω la¨sst sich also nicht mit der direk-
ten Methode der Variationsrechnung behandeln, denn unsere Schwierigkeit
besteht genau darin, zu zeigen, dass Ln(E) = V gilt.
Bemerkung 2.2.3. Wie wir im Folgenden noch sehen werden, sind die iso-
perimetrischen Gebiete im ganzen Rn die Kugeln. Aber beispielsweise die
Menge
B1(0) ∪
∞⋃
i=2
{(i, 0, 0, ..., 0) ∈ Rn}
unterscheidet sich von der Menge B1(0) weder in Volumen noch in Perime-
ter, ist also ebenfalls nach unserer bisherigen Definition ein isoperimetrisches
Gebiet. Mit einem isoperimetrischem Gebiet erhalten wir daher eine Vielzahl
solcher Gebiete, die sich von dem gegebenen nur auf Nullmengen unterschei-
den. Dies mo¨chten wir eingrenzen, um Mengen wie die obige auszuschließen.
Aufgrund von A.1.14 fordern wir fu¨r isoperimetrische Gebiete daher immer,
dass sie in der Form der dort beschriebenen a¨quivalenten Menge E˜ gegeben
sind, dass also
0 < Ln(E ∩ Bρ(x)) < Ln(B1(0))ρn (2.1)
gilt fu¨r alle x ∈ ∂E und alle ρ > 0.
Allerdings ist damit noch keine Eindeutigkeit gegeben in dem Sinne, dass
sowohl die Menge B1(0) als auch die Menge B1(0) diese Bedingung erfu¨llen,
eine Mehrdeutigkeit, die wir aber zulassen werden. 3
Bemerkung 2.2.4. In der Formulierung des isoperimetrischen Problems
kann man sich ohne Einschra¨nkung direkt auf den Fall zuru¨ckziehen, dass
sowohl E als auch H Caccioppoli-Mengen sind. Fu¨r eine Menge H ist dies
sofort klar, da andernfalls der Perimeter unendlich wird. Um einzusehen, dass
auch E endlichen Perimeter hat, genu¨gt es, eine einzige Caccioppoli-Menge
des erforderlichen Volumens anzugeben. Dazu betrachtet man die Kugeln
vom Radius r um den Nullpunkt und schneidet diese mit Ω. Das Volumen
dieser Mengen ist damit eine monotone und stetige Funktion, die von Null
gegen Ln(Ω) wa¨chst, insbesondere existiert eine solche Menge, die Volumen
V hat. Diese Menge ist somit eine zula¨ssige Menge endlichen Perimeters fu¨r
die rechte Seite, somit hat E also endlichen Perimeter. 3
Bemerkung 2.2.5. Hier und im Folgenden steht Volumen fu¨r das n-dimen-
sionale Maß in einer n-dimensionalen Mannigfaltigkeit und Fla¨cheninhalt
fu¨r das (n − 1)-dimensionale Maß. Im Fall des Rn ist das Volumen also
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durch das n-dimensionale Lebesgue-Maß Ln und der Fla¨cheninhalt durch
das (n − 1)-dimensionale Hausdorff-Maß Hn−1 gegeben. Fu¨r glatte Mengen
wird der Fla¨cheninhalt des Randes von E auch durch den Perimeter
∫
Rn
|DϕE|
gemessen, bzw. der Fla¨cheninhalt des Randes von E im Innern einer Menge Ω
wird durch
∫
Ω
|DϕE| gemessen. Eine ausfu¨hrlichere Darstellung findet sich im
Anhang A. 3
Bemerkung 2.2.6. Im Rahmen der Regularita¨tstheorie stellt man spa¨ter
wieder fest, dass fu¨r die so gefundenen Lo¨sungen auch die klassischen Begriffe
wie z.B. Fla¨cheninhalt Sinn ergeben. Wir werden im zentralen Existenzsatz
aber bereits direkt zu Beginn eine Approximation durchfu¨hren ko¨nnen, so
dass wir mit glatten Mengen operieren und daher auch Begriffe wie z.B.
Fla¨cheninhalt benutzen ko¨nnen. 3
Erst im Jahre 1976 wurden von Almgren in [Al], im Rahmen einer weit
allgemeineren Klasse von Problemen, Sa¨tze hergeleitet, die als Anwendung
unter anderem ein Existenzresultat fu¨r Lo¨sungen des isoperimetrischen Pro-
blems beinhalten. Speziell betrachtet Almgren Mengen, die unter Lipschitz-
Abbildungen ein bestimmtes Verhalten zeigen, was neben dem isoperimetri-
schen Problem auf eine Vielzahl geometrischer Variationsprobleme zutrifft.
In dieser Arbeit wurde auch bereits in dem allgemeinen Kontext auf die Frage
nach der Regularita¨t eingegangen. Spa¨ter konnten die Ergebnisse im Spezial-
fall des isoperimetrischen Problems fu¨r die innere Regularita¨t von Gonzalez,
Massari und Tamanini in [GMT] und fu¨r die Randregularita¨t von Gru¨ter
in [Gr2] stark verbessert werden. Insgesamt ergibt sich dabei das folgende
Ergebis (vgl. [Ro2, Thm. 1]):
Satz 2.2.7. Es sei Ω eine n-dimensionale kompakte Riemannsche Mannig-
faltigkeit (eventuell mit Rand) und Volumen V (Ω). Dann existiert fu¨r alle
t zwischen 0 und V (Ω) eine kompakte Menge E ⊂ Ω mit Volumen t, de-
ren Rand Σ = ∂E unter allen Mengen dieses Volumens den Fla¨cheninhalt
minimiert.
Der Rand Σ la¨sst sich zerlegen in eine abgeschlossene singula¨re Menge mit
Hausdorff-Dimension maximal n− 8 und einen regula¨ren Teil, der eine glat-
te eingebettete Hyperfla¨che mit konstanter mittlerer Kru¨mmung ist. Falls
Σ ∩ ∂Ω 6= ∅ ist, muss Σ senkrecht auf den Rand auftreffen.
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Bemerkung 2.2.8. Hierbei sind die beiden Fa¨lle t = 0 und t = V (Ω) nicht
enthalten, da in diesen Fa¨llen das Problem trivialerweise bereits von E = ∅
bzw. E = Ω gelo¨st wird. Die Randfla¨che ist somit jeweils leer und hat Maß
0.
Aus formalen Gru¨nden, um einige Bedingungen spa¨ter einfacher formulieren
zu ko¨nnen, werden wir aber auch diese Fa¨lle jeweils einschließen und sowohl
die leere Menge ∅ als auch die ganze Menge Ω als isoperimetrische Mengen
ansehen. 3
2.3 Zwei verwandte Probleme
2.3.1 Ein a¨hnliches isoperimetrisches Problem
Ein in der Formulierung sehr a¨hnliches Problem besteht darin, nicht
∫
Ω
|DϕH |
sondern
∫
Ω
|DϕH| zu minimieren. Fu¨r eine exakte Definition vergleiche man
wiederum den Anhang A. Geometrisch bedeutet dies – zumindest fu¨r glatte
Mengen – dass der komplette Fla¨cheninhalt des Randes der Menge H vom
Funktional gemessen wird, wa¨hrend in der Formulierung, die uns in dieser
Arbeit interessiert, der Fla¨chenanteil im Rand der Menge Ω keine Beru¨cksich-
tigung findet. Dieses andere Funktional werden wir hier nicht weiter beach-
ten, denn zum einen wird der physikalische Hintergrund von Seifenblasen in
realen Beha¨ltern genau durch unsere Formulierung modeliert. Zum anderen
sind wir spa¨ter insbesondere an Mengen Ω interessiert, die sehr große Kugeln
enthalten, so dass die Minimierung von
∫
Ω¯
|DϕH | trivial wird, da dann die
Lo¨sung automatisch eine Kugel ist. Dieses Problem ist also gerade dann in-
teressant, wenn die Geometrie des Gebietes keine Kugeln des entsprechenden
Volumens zula¨sst, zum Beispiel ein Einheitswu¨rfel, der nur Kugeln bis zum
Durchmesser 1 entha¨lt. Ein physikalisches Problem dazu, das durch dieses
Funktional modeliert wird, wa¨re z.B. ein Luftballon, der in einem Wu¨rfel
eingequetscht ist.
2.3.2 Der sitzende Tropfen
Nichtkompakte Mannigfaltigkeiten sowie unbeschra¨nkte Mengen wurden bis-
her sehr wenig untersucht, und es gibt daher auch nur wenige spezielle Ergeb-
nisse. In [Gi2] werden sehr allgemeine unbeschra¨nkte Gebiete Ω behandelt,
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allerdings mit einem zusa¨tzlichen Gravitationsterm der gegen die Richtung
der xn-Achse wirkt, das heißt: minimiert wird in dieser Arbeit nicht allein
der Perimeter
∫
Ω
|DϕE|, sondern das Funktional
Fg(E) :=
∫
Ω
|DϕE|+ g
∫
Ω
xnϕEdL
n +
∫
∂Ω
cos δϕEdH
n−1.
Der Randterm entha¨lt eine weitere physikalische Gro¨ße, den Kontaktwinkel
δ. Dieser kann zwar noch als rechter Winkel angenommen werden, so dass
der dritte Term verschwindet, aber die Bedingung g > 0 ist wesentlich, wie
in der Arbeit auch explizit bemerkt wird. Mit dem Gravitationsterm kann
die Existenz eines Minimierers bereits unter sehr einfachen Voraussetzungen
gezeigt werden. Es genu¨gt, dass
Ω = epigraphω
ist mit einer reinen Unbeschra¨nktheitsbedingung
ω(x) −−−→
x→∞
∞
an die Funktion ω.
Insbesondere werden wir im na¨chsten Kapitel an einem Beispiel sehen, dass
dieses Resultat im allgemeinen Kontext ohne Gravitationsterm falsch wird.
2.4 Der euklidische Fall
Wir werden nun zuna¨chst einige konkrete Beispiele fu¨r isoperimetrische Men-
gen genauer anschauen. Eine sehr gute U¨bersicht u¨ber den aktuellen Stand
des isoperimetrischen Problems mit vielen Beispielen gibt [Ro2].
Alle Beispiele in diesem Abschnitt sind gegeben durch Teilmengen Ω ⊂ Rn
mit echt positivem Lebesgue-Maß Ln(Ω). Die Begriffe Volumen und Fla¨che
sind also durch Ln und Hn−1 gegeben.
2.4.1 Der ganze n-dimensionale Raum
Wie in der Ebene und im Raum sind auch allgemein im Rn die Lo¨sungen des
isoperimetrischen Problems durch n-dimensionale Kugeln gegeben.
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Ein sehr einfacher Beweis benutzt eine Symmetrisierungsmethode von Hsiang
(dargestellt in [Hs] bzw. [Ro2]), dabei wird im wesentlichen gezeigt, dass in
jeder Richtung eine Ebene existiert, bezu¨glich der die Lo¨sung symmetrisch
ist. Daraus folgt sogleich, dass die Lo¨sung eine Kugel ist.
2.4.2 Der Halbraum
Im Fall des Halbraums Rn+ = {(x1, ..., xn) : xn > 0} sind die Lo¨sungen
durch Halbkugeln gegeben, die auf dem Rand aufsitzen. Ein mo¨glicher Beweis
benutzt wiederum die Symmetrisierungsmethode von Hsiang.
Bemerkung 2.4.1. In diesem und auch im vorherigen Beispiel folgt die
Existenz der Lo¨sung nicht aus dem Satz von Almgren in der obigen Versi-
on von Satz 2.2.7, da keine Kompaktheit vorliegt. Die Existenz kann man
in diesen Fa¨llen zum Beispiel beweisen, indem man jeweils eine isoperime-
trische Ungleichung beweist. Da die Kugel beziehungsweise Halbkugel diese
mit Gleichheit erfu¨llt, stellt sie eine isoperimetrische Menge dar. Nachdem
damit die Existenz gesichert ist, kann aus dem oben erwa¨hnten Symmetri-
sierungsverfahren die Eindeutigkeit gefolgert werden. 3
2.4.3 Die
”
Platte“
Eine natu¨rliche Verallgemeinerung des Halbraums ist eine
”
Platte“ zwischen
zwei parallelen Ebenen, also ohne Einschra¨nkung M := Rn−1 × [0, 1] ⊂ Rn.
Bei dieser Problemstellung existieren fu¨r alle Dimensionen n und alle Vo-
lumina V Lo¨sungen, wiederum mit Hilfe der Symmetrisierungsmethode von
Hsiang. Fu¨r n ≤ 8 ist die Lo¨sung in Abha¨ngigkeit vom Volumen V ent-
weder eine Halbkugel oder ein Zylinder. Fu¨r n ≥ 10 treten bei gewissen
Volumenwerten auch Unduloide, also Rotationsfla¨chen konstanter mittlerer
Kru¨mmung ungleich Null, als Lo¨sung auf. Im Fall n = 9 ist noch nicht be-
kannt, ob sich die Lo¨sungen wie im Fall n ≤ 8 oder wie im Fall n ≥ 10
verhalten.
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Abbildung 2.1: Eine Halbkugel, ein Unduloid und ein Zylinder.
2.4.4 Der Quader
Es sei nun Ω ein Quader ]0, a1[× · · ·×]0, an[ mit den Kantenla¨ngen a1 bis an.
Hier greift die direkte Methode der Variationsrechnung wie wir in Bem. 2.2.2
sahen, so dass zu jedem Volumen V zwischen 0 und a1a2 · · ·an eine entspre-
chende isoperimetrische Menge existiert. Allerdings ist die konkrete Gestalt
nicht bekannt.
Man findet sehr leicht Kandidaten fu¨r die isoperimetrischen Mengen: den
Schnitt einer Kugel um eine Ecke des Quaders mit dem Quader selbst; ein
Zylinder um eine Quaderkante, der ebenfalls mit dem Quader geschnitten
wird; ein Halbraum der mit dem Quader geschnitten wird. Man kann sich
direkt u¨berzeugen, dass in Abha¨ngigkeit von den konkreten Werten der eine
oder andere Kandidat jeweils wegfa¨llt. Aber es gibt noch weitere Kandida-
ten, die als Graphen u¨ber den Seitenfla¨chen gegeben sein mu¨ssen und diese
ko¨nnen nicht ausgeschlossen werden. In der Arbeit [Ri] beweist Ritore´ im Fall
n = 3, dass die Lo¨sung zu einem der Typen aus Abbildung 2.2 geho¨rt. Selbst
im Falle eines dreidimensionalen Einheitswu¨rfels, das heißt a1 = a2 = a3 = 1,
ist die konkrete Gestalt noch nicht fu¨r alle Volumina bekannt.
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Abbildung 2.2: Kandidaten fu¨r isoperimetrische Mengen im Quader
2.4.5 Die Kugel
Im Fall der Kugel ist das isoperimetrische Problem vollsta¨ndig gelo¨st (siehe
[BS] oder [Ro2]). Die Lo¨sungen sind in dem Fall die Halbkugel fu¨r das halbe
Volumen und das von einer senkrecht auftreffenden Kugelkappe begrenzte
Gebiet sonst.
S2
Abbildung 2.3: Die Kugel mit einem von einer Kugelkappe begrenzten iso-
perimetrischen Gebiet.
Hier muß man bereits im Fall n = 3 weitere Kandidaten ausschließen, die zum
Beispiel topologisch vom Typ des Kreisrings sind. Danach folgt die Aussage
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relativ leicht durch zuna¨chst ein Symmetrisierungsargument und anschlie-
ßenden Vergleich mit einer geeigneten Kugel.
2.4.6 Der Kegel
Die ersten Resultate zu isoperimetrischen Gebieten in unbeschra¨nkten und
gekru¨mmten Mengen wurden 1990 von Lions und Pacella fu¨r konvexe Ke-
gel in [LP] und 2004 von Ritore´ und Rosales fu¨r beliebige Kegel in [RR3]
vero¨ffentlicht:
S2
α
M1
M2
C1
C2
Abbildung 2.4: Ein konvexer Kegel M1 mit O¨ffnungswinkel α und ein allge-
meiner Kegel M2.
Satz 2.4.2. Es sei M ⊂ Rn ein Kegel u¨ber einer glatten und offenen Menge
C ⊂ Sn−1. Dann existieren entweder isoperimetrische Gebiete zu jedem Vo-
lumen V oder es existieren zu keinem Volumen V isoperimetrische Gebiete.
Eine konkrete Anwendung u¨ber Mengen, in denen isoperimetrische Gebiete
existieren, ist:
Satz 2.4.3. Es sei M ⊂ Rn ein Kegel u¨ber einer glatten und offenen Menge
C ⊂ Sn−1 mit Hn−1(C) < Hn−1(Sn−1)/2. Dann existiert fu¨r alle V > 0 ein
isoperimetrisches Gebiet in M .
16 Das isoperimetrische Problem
Im Fall von Kegeln M kann man Mengen skalieren. Die Abbildung
Sλ : R
n → Rn
x 7→ λx
bildet eine Menge A ⊂ M wieder auf eine Menge SλA ⊂M ab mit Volumen
L
n(SλA) = λ
n
L
n(A)
und Perimeter in M ∫
M
|DϕSλA| = λn−1
∫
M
|DϕA|.
Damit kann das isoperimetrische Profil
IM(V ) := inf


∫
M
|DϕE| : E ⊂M,Ln(E) = V


des Kegels M bis auf einen Faktor explizit bestimmt und mit dem des Halb-
raums verglichen werden.
2.5 Der nicht-euklidische Fall
Auch im Folgenden betrachten wir eine Menge Ω ⊂ Rn, allerdings besitzt
diese nicht mehr ein positives Lebesgue-Maß Ln, sondern ist als niederdi-
mensionale Mannigfaltigkeit gegeben. Die Begriffe Volumen und Fla¨che ste-
hen hier fu¨r die entsprechenden Maße auf der Mannigfaltigkeit.
Das erste Ergebnis fu¨r isoperimetrische Gebiete in gekru¨mmten unbeschra¨nk-
ten Mannigfaltigkeiten wurde 1996 von Benjamini und Cao erzielt (siehe
[MHH]):
Satz 2.5.1. Auf dem Paraboloid
Ω := {(x, y, z) : z = x2 + y2} ⊂ R3
hat unter allen Gebieten vorgegebenen Fla¨cheninhalts das von einem rotati-
onssymmetrischen Kreis berandete den geringsten Umfang.
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Abbildung 2.5: Das Paraboloid mit einem isoperimetrischen Gebiet
Der Beweis benutzt eine Verallgemeinerung der Bol-Fiala Ungleichung
L2 ≥ 4piA−K0A2.
Hierbei ist L die La¨nge der Kurve und A der umrandete Fla¨cheninhalt; zudem
liegt die Kurve in einer Fla¨che S mit Gaußscher Kru¨mmung K ≤ K0. Mit
Hilfe der Formel von Gauß-Bonnet wird diese Ungleichung verallgemeinert
zu
L2 ≥ 4pi(χ− c+ 1)− 2
A∫
0
G(t)dt,
wobei nun c die Anzahl der Komponenten und χ die Euler-Charakteristik
des umrandeten Gebiets ist. Die Funktion G(t) ist das Supremum der Total-
kru¨mmung u¨ber allen Gebieten mit Fla¨cheninhalt t. Der obige Satz la¨sst sich
dann auf die allgemeinere Situation einer vollsta¨ndigen, rotationssymmetri-
schen Fla¨che mit monoton fallender Gaußscher Kru¨mmung u¨bertragen. Eine
U¨bertragung des Ergebnisses auf ho¨here Dimensionen scheitert bereits am
Fehlen sowohl einer entsprechenden Ungleichung als auch einem Analogon
zum Satz von Gauß-Bonnet.
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Bemerkung 2.5.2. Dieses Beispiel stellt in gewisser Weise den roten Faden
fu¨r die Fragestellung der Arbeit dar. Denn das zentrale Ziel besteht darin die
Existenz isoperimetrischer Gebiete im vollen Paraboloid
{(x, y, z) : z >x2 + y2} ⊂ R3
zu zeigen. Wichtig ist es zu beachten, dass wir fu¨r das volle Paraboloid wieder
im euklidischen Fall sind. 3
Kapitel 3
Beispiele und Heuristiken
In diesem Kapitel werden wir an drei einfachen Beispielen die besondere
Problematik unbeschra¨nkter Mengen erkennen. Zuna¨chst werden wir sehen,
dass sich unsere Situation fundamental vom
”
Gravitationsfall“ aus [Gi2] un-
terscheidet, indem wir eine Menge angeben, die viele
”
Ausstu¨lpungen“ be-
sitzt, welche die Existenz von Lo¨sungen verhindern. In einem zweiten Beispiel
werden wir erkennen, dass auch ein
”
immer flacherer“ Rand, der also keine
solchen
”
Ausstu¨lpungen“ wie im ersten Beispiel zula¨sst, keine Garantie fu¨r
die Existenz isoperimetrischer Gebiete bietet. In einem dritten und letzten
Beispiel sehen wir schließlich, dass alleine Bedingungen an den Rand nicht
ausreichen ko¨nnen, indem wir einen Blick auf die Parabel werfen und versu-
chen isoperimetrische Gebiete im A¨ußern zu finden. Fu¨r dieses Beispiel ist
es natu¨rlich wichtig erneut darauf hinzuweisen, dass Ziel dieser Arbeit die
Existenz isoperimetrischer Gebiete im Innern des Paraboloids ist.
3.1 Epigraphen
In der Arbeit [Gi2] wurde explizit auf die Notwendigkeit des Gravitations-
terms in den dortigen Ergebnissen hingewiesen (vgl. Abschnitt 2.3.2). Es
stellt sich daher die Frage, ob es u¨berhaupt fu¨r die Existenz einer Lo¨sung
ausreichen kann, wenn wir eine Menge
Ω = epigraphω = {(x1, ..., xn) ∈ Rn : xn > ω(x1, ..., xn−1)}
allein mit der Zusatzannahme
ω(x) −−−→
x→∞ ∞ (3.1)
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betrachten, was im dortigen Fall bereits die Existenz von Minimierern im-
pliziert. In unserem Fall ko¨nnen wir direkt ein Gegenbeispiel konstruieren,
dazu betrachten wir die Funktion
ω(x) := 2|x|+ |x| sin(x2)
auf der reellen Achse.
2|x|+|x|*sin(x^2)
 
5
10
15
20
–6 –4 –2 2 4 6
x
x
Abbildung 3.1: Der Graph von ω.
Die Idee bei der Entwicklung des Gegenbeispiels war es, eine Menge mit vie-
len Vertiefungen zu finden, so dass ein konstantes Volumen (hier: Fla¨che)
durch immer kleiner werdenden Fla¨cheninhalt (hier: Randla¨nge) abgeschlos-
sen werden kann. Um dieses einzusehen, bemerken wir, dass der Graph im
ersten Quadranten die Gerade mit der Steigung 2 unendlich oft schneidet,
und zwar fu¨r xk =
√
kpi (k ∈ N) im Punkt Pk(xk, 2xk). Die Verbindungslinie
zwischen Pk und Pk+1 ist fu¨r ungerades k ganz in Ω enthalten und hat La¨nge
d(Pk, Pk+1) =
√
5
(√
(k + 1)pi −
√
kpi
)
−−−→
k→∞
0.
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Die Fla¨che zwischen der Verbindungslinie und dem Graphen ist
Ak = −
√
(k+1)pi∫
√
kpi
x sin(x2)dx
=
[
1
2
cos(x2)
]√(k+1)pi
√
kpi
= 1.
Somit ko¨nnen wir zum Fla¨cheninhalt 1 Mengen mit dieser Fla¨che und be-
liebig kleiner Randla¨nge finden. Durch mehrere entsprechende Mengen und
andere geeignet gewa¨hlte Verbindungslinien gilt dies natu¨rlich auch fu¨r jeden
anderen Fla¨cheninhalt. Damit ist
inf
H⊂Ω
Ln(H)=V
∫
Ω
|DϕH | = 0
fu¨r jedes Volumen V , und es kann außer der leeren Menge keine nichttrivialen
isoperimetrischen Gebiete geben.
Es genu¨gt also nicht Epigraphen zu betrachten, die im Unendlichen gegen
Unendlich konvergieren. Wenn die Menge immer la¨ngere
”
Ausstu¨lpungen“
hat, in denen ein festes Volumen mit immer kleinerem Fla¨cheninhalt unter-
gebracht werden kann, so existiert keine Lo¨sung.
Bemerkung 3.1.1. Der wesentliche Unterschied zur Arbeit von Giusti liegt
darin, dass bereits aus der Bedingung (3.1) und dem mittleren Term
g
∫
Ω
xnϕEdL
n
im dort untersuchten Funktional (vgl. 2.3.2) eine a-priori-Abscha¨tzung an
die Ho¨he, d.h. xn, folgt und damit Minimalfolgen automatisch gleichma¨ßig
beschra¨nkt sind. 3
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3.2 Mengen mit flachem Rand
Um solche Ausstu¨lpungen wie an der Menge im obigen Beispiel zu vermeiden,
betrachten wir nun eine Menge, deren Rand sogar asymptotisch flach ist.
Dabei bedeutet asymptotisch flach, dass die Metrik der Fla¨che schnell gegen
die euklidische Metrik konvergiert, genauer:
Definition 3.2.1. [SY, 217] Eine glatte n-dimensionale Mannigfaltigkeit
(M, g) heißt asymptotisch flach von Ordnung τ , wenn M = M0 ∪M∞ ist,
wobei M0 kompakt ist und M∞ diffeomorph ist zu Rn \ BR (R > 0) und fu¨r
das durch den Diffeomorphismus gegebene Koordinatensystem {yi} gilt
gij = δij +O(|y|−τ), ∂kgij = δij +O(|y|−τ−1), ∂k∂lgij = δij +O(|y|−τ−2).
Bemerkung 3.2.2. Wir werden im Folgenden einen anderen Flachheits-
begriff, den der geometrischen asymptotischen Flachheit, definieren, die hier
gegebene Definition asymptotischer Flachheit werden wir nicht weiter beno¨ti-
gen. 3
Es sei
Ω :=
{
(x, y) : x > 1, |y| < 1
x
}
∪ B√2(0) ⊂ R2.
–1
–0.5
0
0.5
1
2 4 6 8 10
Abbildung 3.2: Die Menge Ω mit asymptotisch flachen Rand
In dieser Menge Ω betrachten wir nun das Gebiet
Eab := Ω ∩ [a, b]× R.
Die Fla¨che von Eab betra¨gt fu¨r 1 < a < b
L
2(Eab) = 2 (ln(b)− ln(a)) ,
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strebt also gegen unendlich bei jedem festen Wert a, wenn b beliebig groß
wird. Die La¨nge der Randkurve in Ω betra¨gt
∫
Ω
|DϕEab| =
2
a
+
2
b
<
4
a
,
wird also beliebig klein fu¨r genu¨gend große a.
Somit hat auch diese Menge keine isoperimetrischen Gebiete.
Bemerkung 3.2.3. Der Rand der hier betrachteten Menge Ω ist als glatte
eindimensionale Menge natu¨rlich asymptotisch flach, jedoch ist dieser Begriff
erst fu¨r Dimension n ≥ 2 von wirklicher Aussagekraft.
Das Beispiel la¨sst sich jedoch in einfacher Weise auf ho¨here Dimension ver-
allgemeinern: Zum Beispiel ko¨nnen wir Ω × R ⊂ R3 betrachten. Bei dieser
Menge untersuchen wir aus der Menge Ω herausfu¨hrende Zylinder in Rich-
tung y-Achse um P (x, 0, 0) mit Radius r. Eine gleichzeitige Skalierung von
dem Wert x um den Faktor 2 und dem Radius r um den Faktor
√
2 wird das
Volumen in etwa konstant lassen (Grundfla¨che verdoppelt sich, die
”
mittle-
re“ Ho¨he halbiert sich) wa¨hrend sich die Oberfla¨che des Mantels um einen
Faktor
√
2 verringert (Umfang wa¨chst nur linear, also mit
√
2, die
”
mittlere“
Ho¨he halbiert sich). 3
Eine reine Flachheitsbedingung an den Rand genu¨gt also auch nicht. Wenn
Randpunkte, die im Rand weit auseinander liegen, sich in der Menge beliebig
nahekommen ko¨nnen, kann dazwischen auch Volumen mit immer geringerem
Aufwand an Fla¨cheninhalt eingesperrt werden.
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3.3 Mengen mit flachem Rand und Abstands-
bedingung
Betrachten wir als letztes Beispiel
Ω := {(x, y) : y < x2} ⊂ R2.
Diese Menge hat wiederum einen asymptotisch flachen Rand. Zusa¨tzlich
sind aber auch zwei Randpunkte P1, P2, die im R
2 nahe beieinander liegen,
auch im Rand nahe beieinander. Dazu beachten wir, dass die Entfernung im
Rand gegeben ist durch die La¨nge der Randkurve zwischen P1(x1, x
2
1) und
P2(x2, x
2
2) (o.E. sei x1 < x2), also
d∂Ω(P1, P2) =
x2∫
x1
√
1 + 4t2 dt ≤
x2∫
x1
1 + 2t dt
= (x2 − x1) + (x22 − x21) ≤ dR2(P1, P2) + d2R2(P1, P2).
Ω
Abbildung 3.3: Die Menge Ω als Subgraph der Normalparabel.
Nehmen wir an, dass E ⊂ Ω ein isoperimetrisches Gebiet zum Volumen
V > 0 sei. Nach den Regularita¨tsergebnissen von [GMT] und [Gr2], vgl. Satz
B.2.3, ist die Randkurve dann regula¨r, hat konstante Kru¨mmung und trifft
senkrecht am Rand auf. Somit ist sie als ebene Kurve eine Gerade oder ein
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Kreisbogen. Da sie zusammen mit der Parabel ein endliches Volumen ein-
schließt, muss die Randkurve folglich aus einem oder mehreren Kreisbo¨gen
bestehen.
Betrachten wir nun einen einzelnen solchen Kreisbogen und das von ihm und
der Parabel umschlossene Gebiet E ′. Der Kreisbogen treffe in den beiden
Punkten P1 und P2 auf. Da die Menge R
2 \ Ω strikt konvex ist, liegt die
Verbindungsstrecke außerhalb von Ω. Durch Hinzunahme des Gebietes zwi-
schen dieser Verbindungsstrecke und der Parabel wird der Fla¨cheninhalt also
echt gro¨ßer. Zugleich hat die Menge bezu¨glich des Halbraumes, in dem sie
liegt (die Gerade durch die Punkte P1 und P2 zerlegt den R
2 in zwei ent-
sprechende Halbra¨ume), aber den gleichen Perimeter, na¨mlich die La¨nge des
Kreisbogens. Damit muss die Menge E ′ einen echt kleineren Fla¨cheninhalt
haben als ein Halbkreis mit gleicher Randla¨nge des Kreisbogens. Dement-
sprechend hat auch das gesamte Gebiet E einen echt kleineren Fla¨cheninhalt
als ein einziger Halbkreis mit
∫
Ω
|Dϕ| als La¨nge des Kreisbogens. Dem Halb-
kreis kann man sich aber beliebig gut anna¨hern, wenn man Punkte P1 und
P2 sehr weit außen betrachtet. Die Menge E kann also kein isoperimetrisches
Gebiet sein.
Auch bei einer Flachheitsbedingung zusammen mit einer Bedingung an den
Rand muss es also noch keine isoperimetrischen Gebiete geben. In diesem Fall
hier hat die Kru¨mmung nach innen es verhindert, dass
”
bessere“ Mengen als
der Halbkreis existieren.
Kapitel 4
Formulierung und Beweis des
Existenzsatzes
Nachdem wir in dem vorherigen Kapitel Beispiele gesehen haben, in denen
keine isoperimetrischen Gebiete existieren ko¨nnen, werden wir zuna¨chst zwei
geometrische Bedingungen formulieren, die gerade solche Beispiele wie zu-
vor ausschließen. Dies wird zum einen eine Flachheitsbedingung sein, die auf
eine Art allgemeiner als der Begriff der asymptotischen Flachheit ist, ande-
rerseits aber dennoch sta¨rker, indem weit entfernte Randpunkte nicht nahe
zusammenkommen ko¨nnen. Der zweite Begriff ist die Volumenvergleichsbe-
dingung, die u.a. eine Aussage daru¨ber macht, dass die Menge u¨berhaupt
Gebiete enthalten muss, die besser als Halbkugeln sind. Fu¨r das Paraboloid
werden wir uns direkt u¨berzeugen, dass beide Bedingungen von dieser Menge
erfu¨llt werden. Im anschließenden Beweis werden wir zeigen, dass diese bei-
den Bedingungen mit sehr geringen Regularita¨tsbedingungen an den Rand
der Menge bereits genu¨gen, um die Existenz isoperimetrischer Gebiete zu
sichern.
4.1 Definitionen und Vorbemerkungen
Definition 4.1.1. Eine offene Menge Ω ⊂ Rn heißt geometrisch asympto-
tisch flach (bis zum Radius R), wenn zu jedem ε > 0 ein K > 0 existiert, so
dass gilt:
Zu jedem y ∈ ∂Ω mit |y| > K gibt es ein A ∈ SO(n) und eine stetige
27
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Funktion g : Bn−1R (0) → R, |g| < ε, so dass
∂Ω ∩BR(y) ⊂ y + A graph g.
Der Rand einer Menge, die geometrisch asymptotisch flach ist, la¨sst sich somit
lokal bis zum Abstand R von einem Punkt aus als Graph mit geringer Ho¨he
u¨ber einer geeigneten Ebene schreiben. Die Existenz einer Tangentialebene
ist nicht gefordert!
Ω
R
y ∈ ∂Ω
∂Ω
ε
ε
Abbildung 4.1: Ein Randpunkt mit dem verschobenen und rotierten Gra-
phen.
Bemerkung 4.1.2. Die Bedingung der geometrischen asymptotischen Flach-
heit impliziert natu¨rlich keine asymptotische Flachheit des Randes, da kei-
nerlei Differenzierbarkeit vorausgesetzt wird. Die Umkehrung gilt aber auch
nicht ohne weitere geometrische Voraussetzung. Zum Beispiel ist die Menge
Ω = R × (0, 1) offen, und der Rand besteht aus zwei Geraden, also ist sie
insbesondere asymptotisch flach. Die geometrische asymptotische Flachheit
gilt aber nur bis zum Radius R = 1, da fu¨r gro¨ßere Radien ∂Ω ∩ BR(y) um
einen beliebigen Punkt y ∈ ∂Ω aus mehreren Teilen besteht und sich nicht
mehr als Graph schreiben la¨sst.
Ebenso ist der Rand der Menge Ω′ :=
{
(x, y) ∈ R2 : |y| ≤ 1|x|+1
}
bis auf die
Punkte (0, 1) und (0,−1) glatt und asymptotisch flach. Die Menge ist aber
zu keinem Radius R geometrisch asymptotisch flach, da der Rand aus zwei
sich im Unendlichen anna¨hernden Linien besteht.
Durch Hinzunahme einer weiteren Bedingung wie zum Beispiel einer geeigne-
ten Bogen-Sehnen-Bedingung kann aus der asymptotischen Flachheit die geo-
metrische asymptotische Flachheit gefolgert werden. Aus der Bogen-Sehnen-
Bedingung folgt zuna¨chst, dass ∂Ω ∩BR(y) aus nur einem Teil besteht, und
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danach kann der Rand als Graph u¨ber der Tangentialfla¨che geschrieben wer-
den. Aus der asymptotischen Flachheit folgt nun die Kleinheitsbedingung an
die Ho¨he der Funktion. 3
Lemma 4.1.3. Das Paraboloid
Ω = epigraphω =
{
(x1, x2, x3) ∈ R3 : x3 > ω(x1, x2) = x21 + x22
}
ist geometrisch asymptotisch flach.
Beweis. Es seien R und ε > 0 gegeben. Aufgrund der Rotationssymmetrie
ko¨nnen wir den Randpunkt y ohne Einschra¨nkung als von der Form (y1, 0, y
2
1)
mit y1 ≥ 0 annehmen. Die Tangentialebene im Punkt y ist dann in Punkt-
normalenform gegeben durch
e :
(−2y1, 0, 1)√
1 + 4y21
· (p− (y1, 0, y21)) = 0.
Der Punkt P (y1 + h1, h2, (y1 + h1)
2 + h22), aus dem Rand von Ω, hat also von
der Tangentialebene den Abstand
h21+h
2
2√
1+4y21
, und fu¨r Punkte aus ∂Ω ∩ BR(y)
ist der Abstand zur Tangentialebene damit abgescha¨tzt durch R
2√
1+4y21
. Nun
wa¨hlen wir zuna¨chst einmal K so, dass R
2√
1+4K2
< ε ist.
U¨ber einem festen Punkt der Tangentialebene ko¨nnen in Normalenrichtung
allerdings zwei Punkte aus dem Rand des Paraboloids liegen. Aufgrund un-
serer speziellen Wahl von y hat maximal einer dieser beiden Punkte eine
positive x1-Koordinate. Daher fordern wir nun auch K > R, somit kann nur
einer der beiden Punkte in ∂Ω∩BR(y) liegen und ∂Ω∩BR(y) la¨sst sich folg-
lich injektiv auf die Tangentialebene projizieren. Damit setzen wir g als die
Ho¨he des Punktes u¨ber der Tangentialebene fest und A ∈ SO(3) ist dadurch
bestimmt, dass sie den R2 ⊂ R3 auf die Tangentialebene abbildet.
Da R beliebig war, ist das Paraboloid geometrisch asymptotisch flach zu
jedem Radius R > 0.
Definition 4.1.4. Eine offene Menge Ω ⊂ Rn erfu¨llt eine Volumenver-
gleichsbedingung zum Volumen V0, wenn fu¨r alle V ∈ (0, V0] und alle iso-
perimetrischen Gebiete E ′ ⊂ Ω mit Ln(E ′) = V ′ < V eine Menge EV ⊂ Ω
existiert mit Ln(EV ) = V und∫
Ω
|DϕEV | < Hn−1(∂E ′ ∩ Ω) +
1
2
H
n−1(∂B2(V −V ′)),
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wobei B2(V−V ′) eine Kugel mit Volumen 2(V − V ′) ist.
Bemerkung 4.1.5. Die Menge EV , deren Existenz gefordert wird, darf da-
bei eine beliebige Caccioppoli-Menge sein, daher ist das sinnvolle Maß fu¨r
den Rand innerhalb von Ω der Perimeter. Die Menge E ′ ist als festes isope-
rimetrisches Gebiet vorausgesetzt, nach Satz B.1.1 ist daher der Ausdruck
H
n−1(∂E ′ ∩ Ω) wohldefiniert und sinnvoll. Der letzte Term schließlich ist ei-
ne reine Konstante, die nur von der Dimension n und der Volumendifferenz
V − V ′ abha¨ngt. 3
Bemerkung 4.1.6. In dieser Definition kommen isoperimetrische Gebiete
vor, insbesondere za¨hlt hier auch die leere Menge dazu, da diese ein isoperi-
metrisches Gebiet zum Volumen 0 darstellt. Dieser, auch bereits an fru¨herer
Stelle erwa¨hnte, Sonderfall muss dringend mitbeachtet werden, da in der An-
wendung spa¨ter keine Kontrolle nach unten des Volumens der aufzufu¨llenden
Menge mo¨glich ist. 3
Bemerkung 4.1.7. Hier und im Folgenden werden Kugeln sowohl in der No-
tation Br(0) als auch in der Notation BV erscheinen. Das Erste bezeichnet
eine Kugel um den Nullpunkt vom Radius r, mit der i.A. Mengen geschnit-
ten werden, das Zweite eine beliebige Kugel des Volumens V , mit der keine
andere Menge geschnitten wird, sondern deren Oberfla¨chenmaß als Vergleich
herangezogen wird.
Sofern die Dimension der Kugel nicht direkt aus dem Zusammenhang klar ist,
wird diese ebenfalls als Index angegeben, wie z.B. bei Bn−1r (0) ⊂ Rn−1 ⊂ Rn.
3
Die Volumenvergleichsbedingung zum Volumen V0 bedeutet also, dass vorge-
gebene Mengen immer auf ein gewu¨nschtes Volumen (maximal V0) aufgefu¨llt
werden ko¨nnen bzw. durch eine neue Menge komplett ersetzt werden ko¨nnen,
wobei der Zugewinn an Randfla¨che gegenu¨ber der alten Menge weniger ist, als
bei der Hinzunahme einer Halbkugel mit dem entsprechenden Fehlvolumen.
Bemerkung 4.1.8 (Der Halbraum). Auf den ersten Blick kann man viel-
leicht erwarten, dass der Halbraum selbst eine Volumenvergleichsbedingung
erfu¨llt. Da die isoperimetrischen Gebiete in diesem Fall vollsta¨ndig bekannt
sind (als Halbkugeln, vgl. 2.4.2) kann man sich in der Tat u¨berzeugen, dass
die Ungleichung fu¨r alle isoperimetrischen Mengen E ′ mit Ln(E ′) > 0 erfu¨llt
ist. Fu¨r den Fall der leeren Menge, also zum Volumen 0, haben wir aber
die Gleichheit beider Seiten. Der Halbraum erfu¨llt somit keine Volumenver-
gleichsbedingung. 3
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E′
B2(V −V ′)
EV
Ω
EV
EV
Abbildung 4.2: Die Menge E ′ und drei mo¨gliche Mengen EV sowie die Ver-
gleichskugel.
Lemma 4.1.9. Die Menge
Ω = epigraphω = {(x1, ..., xn) ∈ Rn : xn > ω(x1, ..., xn−1)}
sei strikt konvex und, sofern eine isoperimetrische Menge in Ω existiert, sei
diese beschra¨nkt. Dann erfu¨llt Ω eine Volumenvergleichsbedingung fu¨r alle
V0 > 0.
Beweis. Das Volumen V < V0 und die isoperimetrische Menge EV ′ seien
fixiert. Da nach Voraussetzung die Menge EV ′ beschra¨nkt ist, gibt es somit
ein y ∈ Rn−1 und ein r > 0 derart, dass mit B := Bnr (y, ω(y)) gilt
B ∩ EV ′ = ∅
und
L
n(B ∩ Ω) = V − V ′.
Aufgrund der strikten Konvexita¨t von Ω ist der endliche Kegel K mit Spitze
(y, ω(y)) u¨ber ∂B ∩ Ω echt in B ∩ Ω enthalten und somit ist
H
n−1(∂B ∩ Ω) = Hn−1((∂K ∩ ∂B) ∩ Ω)
= Hn−1(∂B)
L
n(K)
Ln(B)
< Hn−1(∂B)
L
n(B ∩ Ω)
Ln(B)
=
H
n−1(∂B)
Ln(B)
L
n(B ∩ Ω).
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Da Hn−1(∂Bnr )/L
n(Bnr ) fu¨r Kugeln im R
n eine monoton fallende Funktion
des Radius und B2(V −V ′) ⊂ B ist, folgt
H
n−1(∂B ∩ Ω) < H
n−1(∂B2(V −V ′))
Ln(B2(V −V ′))
L
n(B ∩ Ω)
=
1
2
H
n−1(∂B2(V −V ′))
Mit E := EV ′ ∪B folgt also die Volumenvergleichsbedingung.
Korollar 4.1.10. Das Paraboloid erfu¨llt die Volumenvergleichsbedingung fu¨r
alle V0 > 0.
Beweis. Da das Paraboloid strikt konvex ist, mu¨ssen wir aufgrund des Lem-
mas nur noch zeigen, dass isoperimetrische Mengen beschra¨nkt sein mu¨ssen.
Es sei also E eine gegebene isoperimetrische Menge. Wir unterscheiden zwei
Fa¨lle:
1. Die Menge E ist die leere Menge, diese ist trivialerweise beschra¨nkt.
2. Es sei nun E nichtleer, habe also insbesondere positves Volumen. Nach
5.1.1 erfu¨llt das Paraboloid somit eine isoperimetrische Ungleichung.
Nach 5.3.1 impliziert diese isoperimetrische Ungleichung bereits die
Beschra¨nktheit aller isoperimetrischen Gebiete, also ist insbesondere
auch die gegebene Menge E beschra¨nkt. Wichtig ist hier hervorzuhe-
ben, dass sowohl in 5.1.1 als auch in 5.3.1 nur die Existenz einer einzigen
isoperimetrischen Menge vorausgesetzt wird, noch nicht die allgemeine
Lo¨sbarkeit des isoperimetrischen Problems im Paraboloid!
Damit folgt die Aussage aus dem vorherigen Lemma.
Bemerkung 4.1.11. Ein weiteres Beispiel fu¨r eine Menge ohne Volumen-
vergleichsbedingung ist das A¨ußere des Paraboloids. Hierbei ist wiederum
wichtig zu bemerken, dass die leere Menge eine isoperimetrische Menge zum
Volumen 0 ist. 3
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Ω
B
2(V−V ′)
EV
Abbildung 4.3: Eine Menge Ω, die bereits bzgl. E ′ = ∅ keine Volumenver-
gleichsbedingung erfu¨llt, vgl. 4.1.11.
Lemma 4.1.12. Die offene Menge Ω ⊂ Rn erfu¨lle die Volumenvergleichs-
bedingung bis zum Volumen V0 > 0, und es sei V˜ ∈ (0, V0). Fu¨r festes iso-
perimetrisches E ′ mit Ln(E ′) = V ′ < V˜ existiert ein ε > 0, so dass fu¨r
V ∈ [V˜ , V0] und EV sowie B2(V−V ′) wie in der Definition∫
Ω
|DϕEV | < Hn−1(∂E ′ ∩ Ω) +
1
2
H
n−1(∂B2(V −V ′))− ε (4.1)
gilt. Das heißt, die Bedingung wird auf kompakten Teilmengen von (0, V0]
gleichma¨ßig erfu¨llt.
Beweis. Es sei V ∈ [V˜ , V0] beliebig. Die Menge Ω erfu¨llt die Volumenver-
gleichsbedingung, also existiert eine Menge EV mit L
n(EV ) = V und∫
Ω
|DϕEV | = Hn−1(∂E ′ ∩ Ω) +
1
2
H
n−1(∂B2(V −V ′))− εV ,
wobei B2(V−V ′) eine Kugel mit Volumen 2(V − V ′) ist und εV > 0.
Es sei nun y ∈ ∂EV ∩ Ω. Wir definieren die Mengen
Et := EV \B|t|(y) fu¨r t < 0
und
Et := EV ∪ Bt(y) fu¨r t > 0.
Fu¨r hinreichend kleines t > 0 ist immer noch Et ⊂ Ω, da y ∈ Ω und Ω
offen ist. Dann ist V (t) = Ln(Et) eine fu¨r |t| < t0 streng monoton wachsende
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(vgl. 2.1) und stetige Funktion in t mit V (0) = V . Fu¨r den Perimeter von Et
erhalten wir ∫
Ω
|DϕEt| ≤
∫
Ω
|DϕEV |+ Hn−1(∂B|t|(y)).
Fu¨r genu¨gend kleine |t| < t1 ist also∫
Ω
|DϕEt| <
∫
Ω
|DϕEV |+
εV
4
= Hn−1(∂E ′ ∩ Ω) + 1
2
H
n−1(∂B2(V −V ′))− 3εV
4
≤ Hn−1(∂E ′ ∩ Ω) + 1
2
H
n−1(∂B2(V (t)−V ′))− εV
2
Somit existiert also zu dem beliebigen V ein ε = εV /2 derart, dass in einer
kleinen Umgebung von V die geforderte Ungleichung mit ε gilt. Nach der
Heine-Borelschen U¨berdeckungseigenschaft existiert somit ein universelles ε
wie behauptet.
4.2 Formulierung und Beweis des Theorems
Theorem 4.2.1. Die Menge Ω ⊂ Rn sei unbeschra¨nkt, geometrisch asympto-
tisch flach, mit Lipschitz-Rand und erfu¨lle die Volumenvergleichsbedingung
bis zum Volumen V0. Dann ist das Partitionsproblem fu¨r jedes V ∈ [0, V0]
lo¨sbar, das heißt, es existiert jeweils eine isoperimetrische Teilmenge EV mit
Volumen V .
Gliederung des Beweises:
Wir werden zuna¨chst eine beliebige Minimalfolge Ek von Caccioppoli-Mengen
betrachten. Durch ein Approximationsargument werden wir uns direkt auf
den Fall einer Minimalfolge beschra¨nkter und glatter Mengen zuru¨ckziehen
ko¨nnen.
Danach werden wir den Beweis in 6 Schritten fu¨hren:
Zuna¨chst werden wir sehen, dass eine Teilfolge der Minimalfolge bereits in
geeigneten L1-Ra¨umen gegen eine Menge E konvergiert bzw. lokal konver-
giert.
Im zweiten Schritt beweisen wir, dass diese Menge E auf jeden Fall bereits
eine isoperimetrische Menge ist.
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Der wesentliche Punkt ist nun an dieser Stelle, dass in unbeschra¨nkten Ge-
bieten diese Menge E a priori vom Volumen her kleiner als die jeweiligen
Mengen Ek sein kann, es ist i.A. keine Konvergenz in ganz L
1(Ω) gegeben!
Die Schritte 3-6 sind daher darauf ausgerichtet zu zeigen, dass durch die bei-
den geometrischen Bedingungen an Ω die Menge E das volle Maß hat. Dies
wird durch einen indirekten Beweis geschehen, also die Annahme, dass E
nicht das gewu¨nschte Volumen hat.
Dazu werden wir in Schritt 3 zeigen, dass, wenn Volumen verloren ginge, dies
in einem gewissen Sinn gleichma¨ßig geschehen muss.
In Schritt 4 werden wir die einzelnen Glieder der Minimalfolge in gleichma¨-
ßig beschra¨nkte Teile zerlegen. Dabei werden neue
”
Randfla¨chen“entstehen,
deren Gro¨ße wir genau kontrollieren mu¨ssen.
Schritt 5 wird diese beschra¨nkten Teile genauer daraufhin untersuchen, wie
groß der jeweilige Beitrag sowohl zu Perimeter als auch zu Volumen ist. Dabei
werden wir feststellen, dass dies fu¨r Teile, die weit außen liegen, gleichma¨ßig
abscha¨tzbar ist. An dieser Stelle wird die geometrische asymptotische Flach-
heit entscheidend eingehen.
Schritt 6 wird schließlich all diese Ergebnisse zusammensetzen. Wir werden
eine einzelne Menge Ek der Minimalfolge betrachten beziehungsweise ihre
Zerlegung in beschra¨nkte Teile. Einige Teile davon, die weit außen liegen,
werden gema¨ß der Volumenvergleichsbedingung durch einen anderen Teil er-
setzt werden. Durch sowohl die Kontrolle u¨ber den Zuwachs in Schritt 4 als
auch eine nach Schritt 3 gleichma¨ßige Verbesserung bei dieser Ersetzung wer-
den wir insgesamt den Widerspruch erhalten.
Beweis. Wir fixieren ein V ∈ (0, V0], denn fu¨r V = 0 ist bereits die leere
Menge eine Lo¨sung des Partitionsproblems.
Zuna¨chst stellen wir fest, dass aufgrund der Unbeschra¨nktheit und der geom-
trischen asymptotischen Flachheit die Menge Ω Kugeln mit beliebigem Radi-
us entha¨lt. Also existiert auf jeden Fall eine Caccioppoli-Menge zum Volumen
V . Fu¨r eine unbeschra¨nkte Caccioppoli-Menge E zum Volumen V betrachten
wir zuna¨chst die Mengen ER := E∩Ω. Es gilt Ln(ER) ↗ V bei R→∞. Fu¨r
ε > 0 finden wir nach der Kofla¨chenformel (vgl. Argumentation in Schritt
2) beliebig große Radien R mit
∫
Ω
|DϕER| <
∫
Ω
|DϕE| + ε. Wir wa¨hlen nun
einen Radius so groß, dass die Oberfla¨che von BV−Ln(ER) ebenfalls durch ε
abgescha¨tzt ist. Indem wir die Menge ER durch eine entsprechende Kugel
erga¨nzen (diese existiert, vgl. oben) erhalten wir eine Menge E ′R vom Volu-
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men V und Perimeter maximal
∫
Ω
|DϕE|+ 2ε. Da ε beliebig war, ko¨nnen wir
in einer Minimalfolge die Caccioppoli-Mengen somit ohne Einschra¨nkung als
beschra¨nkt annehmen.
Es sei nun Ek eine Minimalfolge von beschra¨nkten Caccioppoli-Mengen, das
heißt Ek ⊂ Ω, Ln(Ek) = V und
∫
Ω
|DϕEk| −−−→k→∞ infH⊂Ω
Ln(H)=V
∫
Ω
|DϕH |.
Nach Satz A.2.2 la¨sst sich eine beschra¨nkte Caccioppoli-Menge C durch eine
beschra¨nkte Folge Cj von C
∞-Mengen approximieren und es gilt
∫
Ω
|ϕCj − ϕC |dLn −−−→j→∞ 0,
∫
Ω
|DϕCj | −−−→j→∞
∫
Ω
|DϕC|.
Von der Menge Ek werden wir nun zuna¨chst eine kleine Kugel Bρ(x) um
einen Punkt x ∈ Ek entfernen, so dass fu¨r die entstehende Menge E ′k gilt:
V − 1
k
≤ Ln(E ′k) < V,
∫
Ω
|DϕE′k| ≤
∫
Ω
|DϕEk|+
1
k
.
Zu E ′k existiert daher eine glatte Menge E
′′
k mit
V − 2
k
≤ Ln(E ′′k) < V,
∫
Ω
|DϕE′′k | ≤
∫
Ω
|DϕEk|+
2
k
.
Da diese Menge E ′′k beschra¨nkt ist, ko¨nnen wir das Volumen durch Hinzunah-
me einer kleinen disjunkten Kugel (die existiert, s.o.) auffu¨llen und erhalten
eine glatte Menge E ′′′k mit
L
n(E ′′′k ) = V und
∫
Ω
|DϕE′′′
k
| ≤
∫
Ω
|DϕEk|+
2
k
+ α(k) mit α(k) −−−→
k→∞
0.
Daher ko¨nnen wir bereits ohne Einschra¨nkung unsere Minimalfolge Ek als
Folge beschra¨nkter und glatter Mengen voraussetzen, d.h. der Rand ∂Ek ∩Ω
ist glatt.
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1. Der Grenzwert der Minimalfolge:
Im kompakten Fall kann man direkt aufgrund des Kompaktheitssatzes fu¨r
BV -Funktionen zum Grenzwert u¨bergehen und erha¨lt zusammen mit der
Unterhalbstetigkeit des Perimeters, dass die Grenzmenge ein Minimierer ist.
Dieses Verfahren werden wir nun auf kompakten Teilmengen von Ω ausnu¨tzen.
Wir setzen Ωr := Ω ∩ Br(0). Nach dem Kompaktheitssatz (siehe [EG, 5.2.3]
oder [Gi1, 1.19]) gibt es auf Ωr eine in L
1(Ωr) konvergente Teilfolge der Ek.
Mit Hilfe einer Folge von Radien r → ∞ und einer Diagonalfolgenauswahl
erhalten wir eine, wiederum mit Ek bezeichnete, Teilfolge und eine Funktion
f ∈ L1loc(Ω), so dass
ϕEk −→
k→∞
f (4.2)
in L1loc(Ω) konvergiert sowie in L
1(Ωr) fu¨r jedes r. Nach einer erneuten Teil-
folgenauswahl haben wir auch eine punktweise Konvergenz fast u¨berall, also
ist f = ϕE fu¨r ein geeignetes E ⊂ Ω. Da die L1-Norm der ϕEk gleichma¨ßig
beschra¨nkt ist, gilt nach dem Lemma von Fatou [EG, 1.3]
L
n(E) =
∫
Ω
ϕEdL
n =
∫
Ω
fdLn =
∫
Ω
lim inf
k→∞
ϕEkdL
n
≤ lim inf
k→∞
∫
Ω
ϕEkdL
n = V
(4.3)
und aufgrund der Unterhalbstetigkeit des Perimeters (siehe [Gi1, 1.9] bzw.
A.1.6) ∫
Ω
|DϕE| ≤ lim inf
k→∞
∫
Ω
|DϕEk |. (4.4)
2. Die Menge E ist isoperimetrisch zu ihrem eigenen Volumen:
Dieser Schritt benutzt nun eine Idee, die bereits in [RR3, 2.1] angedeutet
wird.
Mit der Kofla¨chenformel erhalten wir
r2∫
r1
H
n−1(Ek ∩ ∂Br(0))dr ≤ Ln(Ek) = V. (4.5)
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Fu¨r r2−r1 ≥ k exisitiert nun ein rk zwischen r1 und r2, so dass der Integrand
an dieser Stelle klein wird, das heißt mit
H
n−1(Ek ∩ ∂Brk(0)) ≤
V
r2 − r1 ≤
V
k
. (4.6)
Wir definieren nun induktiv eine Teilfolge Ekj und eine Folge von Radien rkj
folgendermaßen:
Zuerst wa¨hlen wir als Startwerte (j = 1) unseren Index k1 und die zugeho¨rige
Menge Ek1 so, dass nach (4.2)∫
Ω3
|ϕEk1 − ϕE|dLn ≤
1
1
ist. Wir definieren den Radius r1 ∈ (0, 1) so, dass mit (4.6)
H
n−1(Ek1 ∩ ∂Br1(0)) ≤
V
1
gilt.
Im induktiven Schritt seien nun Ekj und rj bereits festgelegt, wir wa¨hlen nun
ein kj+1 so groß, dass ∫
Ωrj+2j
|ϕEkj+1 − ϕE|dLn ≤
1
j
.
Dies ko¨nnen wir so wa¨hlen, da fu¨r jedes r nach (4.2) ϕEk −−−→k→∞ ϕE in L
1(Ωr)
konvergiert. Nun bestimmen wir ein rj+1 im Bereich zwischen rj+j und rj+2j
so, dass nach (4.6)
H
n−1(Ekj+1 ∩ ∂Brj+1(0)) ≤
V
j
gilt.
Wenn wir nun diese Teilfolge wiederum mit Ek bezeichnen und die Folge der
Radien mit rk, so schreiben sich diese Eigenschaften als:
rk+1 − rk ≥ k,
H
n−1(Ek ∩ ∂Brk(0)) ≤
V
k
,∫
Brk+1
|ϕEk − ϕE|dLn ≤
1
k
.
(4.7)
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Die Mengen Ek zerlegen wir nun in jeweils zwei disjunkte Teile, einen be-
schra¨nkten Teil
Ebk := Ek ∩ Brk+1(0)
und einen unbeschra¨nkten
Euk := Ek \Brk+1(0),
so dass Ln(E) = Ln(Ebk) + L
n(Euk ) ist. Aufgrund der Glattheit der Mengen
Ek ko¨nnen wir schließen∫
Ω
|DϕEbk | ≤
∫
Brk+1
|DϕEk|+ Hn−1(Ek ∩ ∂Brk+1(0)) (4.8)
sowie ∫
Ω
|DϕEu
k
| ≤
∫
Ω\B¯rk+1
|DϕEk|+ Hn−1(Ek ∩ ∂Brk+1(0)). (4.9)
Ferner haben wir aufgrund von (4.7) auch∫
Ω
|ϕEb
k
− ϕE|dLn =
∫
Brk+1(0)
|ϕEk − ϕE|dLn +
∫
Ω\B¯rk+1 (0)
|ϕE|dLn
≤ 1
k
+ Ln(E ∩ B¯rk+1(0)) −−−→k→∞ 0
und damit
ϕEb
k
−−−→
k→∞
ϕE in L
1(Ω). (4.10)
Hier ist es wichtig festzuhalten, dass eine Konvergenz in ganz L1(Ω) vorliegt,
nicht nur lokale Konvergenz. Außerdem haben wir gesehen, dass bereits der
Teil Ebk konvergiert, nicht ganz Ek.
Annahme: Die Menge E sei nicht minimierend zu ihrem Volumen, das
heißt es existiert eine Menge F ⊂ Ω mit
L
n(F ) = Ln(E),
∫
Ω
|DϕF | =
∫
Ω
|DϕE| − c (4.11)
fu¨r ein c > 0.
Wir wollen nun einen Widerspruch zur Tatsache herleiten, dass die Men-
gen Ek eine Minimalfolge bilden. Dazu werden wir im wesentlichen den be-
schra¨nkten Teil Ebk durch einen entsprechenden beschra¨nkten Teil der Menge
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F ersetzen. Dies wird uns zusammen mit einer Volumenanpassung eine ver-
besserte Minimalfolge zum Volumen V und damit den gewu¨nschten Wider-
spruch geben.
Da rk+1 − rk ≥ k ist, finden wir wie oben mit Hilfe der Kofla¨chenformel nun
auch zur Menge F einen Radius tk ∈ (rk, rk+1), so dass
H
n−1(F ∩ ∂Btk(0)) ≤
L
n(F )
k
ist, und fu¨r F ′tk := F ∩ Btk(0) gilt
L
n(F ′tk) −−−→k→∞ L
n(F ) = Ln(E). (4.12)
Da tk < rk+1 ist, gilt
F ′tk ∩ Euk = ∅.
Somit konvergiert das Volumen von F ′tk ∪Euk gegen das richtige Volumen V ,
die Menge F ′tk fu¨llen wir daher mit einer passenden Kugel um einen geeigneten
Punkt zur Menge Ftk auf, so dass
L
n(Ftk) + L
n(Euk ) = V
ist und ∫
Ω
|DϕFtk | ≤
∫
Ω
|DϕF ′tk |+ α(k),
wobei α(k) −−−→
k→∞
0 konvergiert, da nach (4.10) und (4.12) der Volumenaus-
gleich gegen Null geht.
Die passende Kugel um den geeigneten Punkt muss dabei nicht disjunkt zur
u¨brigen Menge liegen. Da unser Gebiet unendlich groß ist, ko¨nnen wir darin
jedoch beliebig viele disjunkte Kugeln mit Volumen 1 finden. Um dies einzuse-
hen, wenden wir die Bedingung der geometrischen asymptotischen Flachheit
zu den Werten ε = 1 und zum Radius R = 3 an. Nach Voraussetzung exi-
stiert damit ein K > 0, so dass fu¨r alle y ∈ ∂Ω mit |y| > K gilt: ∂Ω ∩BR(y)
ist in einem geeigneten rotierten Graphen der maximalen Ho¨he 1 enthalten.
Damit entha¨lt aber Ω∩BR(y) eine Kugelkappe der Ho¨he 2 und vom Radius 3,
darin ist eine Kugel vom Radius 1 und somit vom Volumen sogar gro¨ßer als 1
enthalten. Durch die Unbeschra¨nktheit des Gebietes Ω ko¨nnen wir unendlich
viele solche Punkte y finden, die jeweils Abstand mindestens 6 untereinander
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haben, und damit unendlich viele disjunkte Kugeln vom Volumen 1.
Da die Menge Euk endliches Volumen hat, finden wir eine Kugel, in welcher
maximal η << 1 des Volumens von Euk liegt. Hier platzieren wir nun unsere
Kugel um den Mittelpunkt mit einem geeigneten Radius zum Volumenaus-
gleich. Wenn wir nun eine Folge ηk nehmen, die gegen Null konvergiert, wird
der Radius und damit auch α(k) gegen Null konvergieren. Somit ist die pas-
sende Kugel um einen geeigneten Punkt gefunden.
Damit hat Ftk ∪ Euk das richtige Volumen V und es gilt∫
Ω
|DϕFtk∪Euk | ≤
∫
Btk (0)
|DϕF |+ Hn−1(F ∩ ∂Btk(0)) + α(k) +
∫
Ω
|DϕEu
k
|
≤
∫
Ω
|DϕF |+ L
n(E)
k
+ α(k) +
∫
Ω
|DϕEu
k
|.
Aufgrund von (4.11) gilt aber damit auch∫
Ω
|DϕFtk∪Euk | ≤
∫
Ω
|DϕE|+ L
n(E)
k
+ α(k) +
∫
Ω
|DϕEuk | − c
sowie nach (4.10)
∫
Ω
|DϕFtk∪Euk | ≤

lim inf
k→∞
∫
Ω
|DϕEb
k
|

 + Ln(E)
k
+ α(k) +
∫
Ω
|DϕEuk | − c.
Dabei ist es hier, wie schon vorher angemerkt, von entscheidender Bedeutung,
dass in (4.10) bereits eine Konvergenz der Mengen Ebk vorliegt, nicht nur
von Ek! Dies ist notwendig, damit auch der Teil
∫
Ω
|DϕEu
k
| weiterverarbeitet
werden kann, denn fu¨r k →∞ folgt daraus nun
lim inf
k→∞
∫
Ω
|DϕFtk∪Euk |+ c
≤

lim inf
k→∞
∫
Ω
|DϕEb
k
|

 +

lim inf
k→∞
∫
Ω
|DϕEu
k
|


≤ lim inf
k→∞

∫
Ω
|DϕEbk|+
∫
Ω
|DϕEu
k
|

 ,
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da L
n(E)
k
+ α(k) −−−→
k→∞
0 konvergiert und
lim inf
n→∞
(an + bn) ≥ lim inf
n→∞
an + lim inf
n→∞
bn
ist. Hierauf ko¨nnen wir nun (4.8) und (4.9) anwenden, so dass wir
lim inf
k→∞
∫
Ω
|DϕFtk∪Euk |+ c ≤ lim infk→∞

∫
Ω
|DϕEk |+ 2Hn−1(Ek ∩ ∂Brk+1(0))


erhalten. Eine Anwendung von (4.7) liefert endlich
lim inf
k→∞
∫
Ω
|DϕFtk∪Euk |+ c ≤ lim infk→∞

∫
Ω
|DϕEk|+ 2
V
k


und damit einen Widerspruch dazu, dass die Folge Ek eine Minimalfolge ist.
Somit ist E ein isoperimetrisches Gebiet zum Volumen Ln(E) und Schritt 2
ist beendet.
Es bleibt nunmehr nur noch zu zeigen, dass die Menge E auch das
”
rich-
tige“ Volumen V hat. Im kompakten Fall gilt in Gleichung (4.3) direkt die
Gleichheit aufgrund von Konvergenz der Ek in ganz L
1(Ω), im Allgemeinen
ist das natu¨rlich bei nur lokaler Konvergenz falsch. Unser Ziel ist nun zu
zeigen, dass in dieser speziellen Situation von geometrischer asymptotischer
Flachheit und einer Volumenvergleichsbedingung die Menge E auch das volle
Maß V hat.
Zu zeigen ist also nur noch Ln(E) = V .
Zum Beweis dieser Aussage nehmen wir daher in den na¨chsten Schritten an,
dass
L
n(E) < V (4.13)
ist.
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3. Ein gleichma¨ßiger Volumenverlust:
Der
”
Volumenverlust“der Mengen Ek ist gleichma¨ßig, das heißt, es existiert
δ = V − Ln(E) > 0, so dass fu¨r alle fixierten Radien R > 0 gilt
L
n(Ek ∩ {|x| > R}) =
∫
Ω\BR(0)
ϕEkdL
n
= V −
∫
Ω∩BR(0)
ϕEkdL
n
≥ V −
∫
Ω∩BR(0)
|ϕE − ϕEk |dLn −
∫
Ω∩BR(0)
ϕEdL
n
≥ V − Ln(E)−
∫
Ω∩BR(0)
|ϕE − ϕEk |dLn
(4.7)−−−→
k→∞
V − Ln(E) = δ (4.13)> 0.
(4.14)
Dies bedeutet, wir ko¨nnen immer einen Index k0 = k0(R) finden, so dass alle
Mengen Ek mit k > k0 mindestens das Volumen
δ
2
außerhalb der Kugel vom
Radius R haben. Dieses δ ist dabei eine Konstante, die nicht von k oder R
abha¨ngt; lediglich k0 ist abha¨ngig von R.
Damit sind nun die Voraussetzungen von Lemma 4.1.12 erfu¨llt mit Volumen
V˜ := V − δ
2
, der isoperimetrischen (nach Schritt 2) Hindernismenge E mit
Volumen V − δ < V˜ , und wir erhalten daher ein ε gema¨ß Formel (4.1).
Dabei sind jetzt sowohl δ als auch ε fixiert und nicht von einem Radius R
oder einem Index k abha¨ngig!
4. Zerlegen der Minimalfolgen in beschra¨nkte Teile:
Fu¨r die Mengen Ek sind a priori keine Schranken an den Durchmesser vor-
handen. Deshalb werden wir durch geschicktes Einfu¨gen von Trennfla¨chen die
Mengen
”
zerlegen“. Dabei werden wir die Menge Ek nicht wirklich vera¨ndern,
sondern nur jeweils einen kleinen Teil betrachten, von dem wir den Durch-
messer kontrollieren ko¨nnen, und dabei werden wir sozusagen durch unseren
eingeengten Blick auf das Teilstu¨ck neue Perimeteranteile in den Trennfla¨chen
erhalten. Den dadurch entstehenden Zuwachs im Perimeter werden wir kon-
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trollieren ko¨nnen.
Mit Hilfe des Satzes von Fubini erhalten wir fu¨r das Volumen von Ek in einer
beliebigen der n Koordinatenrichtungen xi und fu¨r eine beliebige Schrittweite
l > 0
V = Ln(Ek) =
∞∫
−∞
H
n−1(Ek ∩ {xi = t})dt
=
∞∑
j=−∞
(j+1)l∫
jl
H
n−1(Ek ∩ {xi = t})dt
MWS≥
∞∑
j=−∞
lHn−1(Ek ∩ {xi = tij})
mit tij ∈ [jl, (j + 1)l]. Dabei ist
{xi = t} := {(x1, ..., xn) ∈ Rn : xi = t}
eine kurze Schreibweise fu¨r die Hyperebene durch (0, ..., 0, t, 0, ..., 0) mit Nor-
malenvektor (0, ..., 0, 1, 0, ..., 0) (der Eintrag ist jeweils an der i-ten Stelle).
Der Integrationsbereich R wird in abza¨hlbar unendlich viele Stu¨cke der La¨nge
l zerlegt und auf jedem dieser Stu¨cke wird der Mittelwertsatz angewandt.
In jeder der n Koordinatenrichtungen erhalten wir damit eine Familie von
Hyperebenen {xi = tij}j, die durch j von −∞ bis ∞ indiziert ist, mit
∞∑
j=−∞
H
n−1(Ek ∩ {xi = tij}) ≤
V
l
,
und fu¨r l ≥ 4nV
ε
werden wir die Menge Ek nun entlang dieser Hyperebenen
”
zerschneiden“. Das bedeutet, wir zerlegen den Rn entlang dieser Hyperebe-
nen in abza¨hlbar unendlich viele Quader der Form (ji ∈ Z fu¨r 1 ≤ i ≤ n)
Wj1,··· ,jn := [t
1
j1, t
1
j1+1)× · · · × [tnjn , tnjn+1).
Da dies abza¨hlbar unendlich viele Quader sind, indizieren wir sie kurz mit
(Wm)m∈N. Jede Kantenla¨nge eines solchen Quaders ist jeweils kleiner oder
gleich 2l, somit ist auch der Durchmesser beschra¨nkt durch 2l
√
n.
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Abbildung 4.4: Die Zerlegung einer Menge Ek durch Rechtecke im R
2.
Wir definieren nun
Gmk := Ek ∩Wm.
Damit erhalten wir eine neue Sicht unserer Minimalfolge als Vereinigung
dieser nun ebenfalls im Durchmesser beschra¨nkten Mengen:
Ek =
∞·∪
m=1
Gmk ,
L
n(Ek) = V,∫
Ω
|DϕEk| ≤
∞∑
m=1
∫
Ω
|DϕGmk | ≤
∫
Ω
|DϕEk|+
ε
2
,
diam(Gmk ) ≤ 2l
√
n.
(4.15)
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Diese Aussagen sind bis auf den zweiten Teil der dritten Zeile allesamt klar,
und diese sehen wir folgendermaßen ein:
Die Menge Gmk ist enthalten in W
m, und somit ist
∫
Ω
|DϕGm
k
| ≤
∫
W m∩Ω
|DϕGm
k
|
≤
∫
◦
W m∩Ω
|DϕGmk |+ Hn−1(Gmk ∩ ∂Wm).
Damit ist dann (es sei Wm = [x1m,u, x
1
m,o)× · · · × [xnm,u, xnm,o))
∞∑
m=1
∫
Ω
|DϕGmk | ≤
∞∑
m=1


∫
◦
W m∩Ω
|DϕGmk |+ Hn−1(Gmk ∩ ∂Wm)


≤
∫
Ω
|DϕEk |+
∞∑
m=1
H
n−1(Gmk ∩ ∂Wm)
≤
∫
Ω
|DϕEk |+
∞∑
m=1
n∑
i=1
H
n−1(Gmk ∩ {xi = xim,u ∨ xi = xim,o})
≤
∫
Ω
|DϕEk |+ 2
n∑
i=1
∞∑
m=1
H
n−1(Gmk ∩ {xi = xim,u})
≤
∫
Ω
|DϕEk |+ 2
n∑
i=1
∞∑
m=1
H
n−1(Ek ∩Wm ∩ {xi = xim,u})
≤
∫
Ω
|DϕEk |+ 2
n∑
i=1
∞∑
j=−∞
H
n−1(Ek ∩ {xi = tij})
≤
∫
Ω
|DϕEk |+ 2n
V
l
)
≤
∫
Ω
|DϕEk |+
ε
2
.
Man beachte, dass die Reihen nur nicht-negative Glieder haben. Somit du¨rfen
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wir beliebig umordnen.
Die Familie von Hyperebenen kann natu¨rlich fu¨r jede Menge Ek unterschied-
lich sein, wichtig ist nur der Umstand, dass solch eine Zerlegung jeweils exi-
stiert und die Abscha¨tzungen (4.15) universell gelten. Damit meinen wir,
dass der Perimeter bei jeder Menge Ek um maximal
ε
2
ansteigt, wenn wir zur
Summe der Perimeter der Gmk u¨bergehen. Auch der Durchmesser dieser G
m
k
ist gleichma¨ßig beschra¨nkt und zwar ohne eine Abha¨ngigkeit von dem Index
k. Es ist lediglich eine Abha¨ngigkeit von der Dimension n, dem Volumen V
(die beide natu¨rlich unerheblich sind, da fest vorgegeben) und dem bereits
fixierten ε gegeben.
5. Untersuchung der einzelnen Teile:
Wir werden nun ein beliebiges, aber fest fixiertes, Segment Gmk betrachten
und in Abha¨ngigkeit von seiner Position Abscha¨tzungen an Volumen und
Perimeter erhalten.
Dazu wa¨hlen wir zuna¨chst ein K > 0 gema¨ß der Definition von geometrisch
asymptotisch flach mit dem Radius R = 5l
√
n und der Ho¨he ε∗ < δ
4M
, wobei
M eine obere Schranke an
∫
Ω
|DϕGmk | ist.
Wir halten dabei fest, dass ein solches K nur von ε∗ abha¨ngt, welches wir
wiederum noch vollkommen frei wa¨hlen ko¨nnen.
Aufgrund der Konstruktion der Gmk und von Gleichung (4.14) ist auch
lim inf
k→∞
L
n
( ∞·∪
m=1
Gmk ∩ {|x| > K}
)
≥ δ (4.16)
fu¨r jedes feste K. Sofern k hinreichend groß ist, wird es also immer Mengen
Gmk geben, die einen Punkt y mit |y| > K enthalten. Diese werden wir nun
speziell untersuchen indem wir zwei Fa¨lle unterscheiden:
Fall 1: Gmk ∩ ∂Ω = ∅.
In diesem Fall einer sozusagen
”
inneren“ Menge, die den Rand von Ω nicht
trifft, ist der gesamte Rand der Menge Gnk in der Menge Ω enthalten und
somit ist der Perimeter in Ω gleich dem Perimeter im Rn. Daher ist das
Verha¨ltnis von Perimeter und Volumen ho¨chstens so gut wie im Fall des Rn,
das heißt exakt ∫
Ω
|DϕGmk | =
∫
Rn
|DϕGmk | ≥ Hn−1(∂BLn(Gmk )).
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Fall 2: Gmk ∩ ∂Ω 3 y.
Nach Definition von geometrisch asymptotisch flach existiert nun eine Ro-
tation A ∈ SO(n) und eine Funktion g : Bn−1R (0) → R mit |g| < ε∗, so
dass
G˜mk := A · (Gmk − y) ⊂ epigraph g.
Die Projektion auf den Rn−1 liefert
L
n(G˜mk ∩ {xn > ε∗}) ≥ Ln(G˜mk )− 2ε∗
∫
Ω
|DϕG˜m
k
|. (4.17)
Dies sehen wir wie folgt ein: Zuna¨chst ist die Projektion
pi : Rn → Rn−1
eine Lipschitz-stetige Abbildung und damit ist
L
n(pi(A)× [−ε∗, ε∗]) = 2ε∗Hn−1(pi(A)) ≤ 2ε∗Hn−1(∂A),
da pi(A) ⊂ pi(∂A ∩ epigraph g) ist fu¨r eine beliebige offene Menge
A ⊂ epigraph g. Dazu betrachten wir zu einem x ∈ pi(A) den Punkt
xp := sup(pi
−1(A)), indem wir dies als eindimensionale nichtleere Menge an-
sehen, deren Supremum folglich existiert und automatisch einen Punkt aus
∂A ∩ epigraph g darstellt.
Damit folgt nun die Abscha¨tzung (4.17), wenn wir zudem
G˜mk ∩ {xn ≤ ε∗} ⊂ pi(G˜mk )× [−ε∗, ε∗]
beachten.
Kehren wir nun wieder zur Menge Gmk zuru¨ck. Wir haben aufgrund der Ro-
tation des Koordinatensystems und der Beschra¨nktheit von Gmk∫
Ω
|DϕGmk | =
∫
epigraph g
|DϕG˜mk |.
Weiter erhalten wir ∫
epigraph g
|DϕG˜m
k
| ≥
∫
epigraph g∩{xn>ε∗}
|DϕG˜m
k
|
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Rn−1
R
A
A′
x
xp
pi(A) pi(A′)
Abbildung 4.5: Die Projektion einer Menge im Epigraphen sowie ein Punkt
x mit dem ausgezeichneten Urbildpunkt xp.
und damit insgesamt (wiederum durch die Beschra¨nktheit der Menge Gmk )∫
Ω
|DϕGm
k
| ≥
∫
epigraph g∩{xn>ε∗}
|DϕG˜m
k
∩{xn>ε∗}|
=
∫
Rn∩{xn>ε∗}
|DϕG˜mk ∩{xn>ε∗}|.
Da die Menge G˜mk ∩ {xn > ε∗} in einem Halbraum enthalten ist, kann ihr
Verha¨ltnis von Perimeter und Volumen nunmehr ho¨chstens so gut wie im
Halbraum sein; oder anders ausgedru¨ckt: sie hat mindestens den Perimeter
einer Halbkugel des entsprechenden Volumens im Halbraum. Folglich ergibt
sich ∫
Ω
|DϕGm
k
| ≥ 1
2
H
n−1(∂B2Ln(G˜m
k
∩{xn>ε∗})).
Damit haben wir in beiden Fa¨llen eine Abscha¨tzung des Perimeters nach
unten. Die Ungleichung im 1. Fall ist dabei noch wesentlich besser (da sie
eine gro¨ßere untere Schranke liefert). Wir ko¨nnen somit in beiden Fa¨llen den
Perimeter nach unten gegen den einer geeigneten (also im Volumen eventuell
etwas verringerten) Halbkugel abscha¨tzen.
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Aufgrund von (4.16) finden wir zu jedem K und τ > 0 ein k = k(K, τ) so
groß, dass gilt
L
n
( ∞·∪
m=1
Gmk ∩ {|x| > K}
)
≥ δ − τ.
Zusammen mit (4.17) folgt damit aber, dass fu¨r k groß genug (in Abha¨ngig-
keit von K, τ und ε∗) mindestens δ − τ − 2ε∗M an Volumen außerhalb der
Kugel vom Radius K liegt und in einer Menge enthalten ist, deren Perime-
ter sich gegen den einer Halbkugel des entsprechenden Volumens abscha¨tzen
la¨sst. Also ist
∞∑
m=0
Gm
k
∩{|x|<K}=∅
∫
Ω
|DϕGm
k
| ≥ 1
2
H
n−1(∂B2(δ−τ−2ε∗M)). (4.18)
6. Umbau zu einer neuen Folge:
Mit Hilfe der Volumenvergleichsbedingung werden wir nun eine neue verbes-
serte Folge konstruieren. Dazu bemerken wir als erstes, dass
∫
Ω
|DϕEk|
(4.15)
≥
∞∑
m=0
∫
Ω
|DϕGmk | −
ε
2
=
∞∑
m=0
Gm
k
∩{|x|<K}6=∅
∫
Ω
|DϕGmk |+
∞∑
m=0
Gm
k
∩{|x|<K}=∅
∫
Ω
|DϕGmk | −
ε
2
.
Um die erste Summe zu verarbeiten, verlangen wir o.E., dass K bereits so
groß ist, dass ∫
ΩK
|DϕE| ≥
∫
Ω
|DϕE| − ε
8
.
Die erste Summe entha¨lt aber auf jeden Fall Gk ∩BK(0) mit Gk :=
∞·∪
m=0
Gmk ,
also ist
∞∑
m=0
Gm
k
∩{|x|<K}6=∅
∫
Ω
|DϕGm
k
| ≥
∫
ΩK
|DϕGk |.
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Da nach (4.2) ϕGk −−−→k→∞ ϕE in L
1(Ωr) konvergiert, folgt damit fu¨r k wieder
groß genug
∞∑
m=0
Gm
k
∩{|x|<K}6=∅
∫
Ω
|DϕGm
k
| ≥
∫
Ω
|DϕE| − ε
4
.
Damit haben wir bereits∫
Ω
|DϕEk| ≥
∫
Ω
|DϕE|+
∞∑
m=0
Gm
k
∩{|x|<K}=∅
∫
Ω
|DϕGm
k
| − 3ε
4
.
Da sich nach (4.18) gerade die zweite Summe abscha¨tzen la¨sst, erhalten wir
weiter ∫
Ω
|DϕEk| ≥
∫
Ω
|DϕE|+ 1
2
H
n−1(B2(δ−τ−2ε∗M))− 3ε
4
.
Fu¨r ε∗ und τ genu¨gend klein ist dann∫
Ω
|DϕEk| ≥
∫
Ω
|DϕE|+ 1
2
H
n−1(B2(δ))− 7ε
8
.
Dabei haben wir insgesamt zuna¨chst eine Mindestgro¨ße fu¨r K und k fest-
gesetzt, danach τ und ε∗ genu¨gend klein gewa¨hlt und dann K endgu¨ltig
gewa¨hlt. Mit Hilfe von k genu¨gend groß folgt wiederum (4.18).
Nun ko¨nnen wir, da die Menge Ω die Volumenvergleichsbedingung erfu¨llt,
nach Lemma 4.1.12 die Menge E zu einer Menge H des richtigen Volumens
auffu¨llen und sparen dabei mindestens ε gegenu¨ber der entsprechenden Halb-
kugel, also ∫
Ω
|DϕH | <
∫
Ω
|DϕE|+ 1
2
H
n−1(B2(Ln(H)−Ln(E)))− ε.
Da Ln(H)− Ln(E) = V − Ln(E) = δ ist, ergibt dies∫
Ω
|DϕEk| ≥
∫
Ω
|DϕH |+ ε− 7ε
8
=
∫
Ω
|DϕH|+ ε
8
.
52 Formulierung und Beweis des Existenzsatzes
Dies ist ein Widerspruch dazu, dass Ek eine Minimalfolge ist, also ist die
Annahme (4.13) falsch. Das heißt Ln(E) = V , und der Beweis ist somit
beendet.
Korollar 4.2.2. Das Paraboloid besitzt fu¨r alle V > 0 ein isoperimetrisches
Gebiet.
Beweis. Nach Korollar 4.1.3 und Korollar 4.1.10 sind die Voraussetzungen
des Theorems erfu¨llt.
Bemerkung 4.2.3. Nach dem Beweis kann man leicht den Eindruck haben,
dass damit auch die Beschra¨nktheit der isoperimetrischen Gebiete gezeigt
wurde. Immerhin wurden mit Hilfe der Vergleichsbedingung die unbeschra¨nk-
ten Teile durch eine
”
bessere“ Menge ersetzt. Allerdings geschah dies unter
der Voraussetzung, dass die Menge E nicht das volle Maß hat. Im Allge-
meinen ko¨nnen wir dieses Verfahren nicht durchfu¨hren, dazu mu¨ssten wir
eine modifizierte Volumenvergleichsbedingung haben, die beliebige Mengen
auffu¨llen kann, nicht nur isoperimetrische. Solch eine Bedingung ist aller-
dings bereits fu¨r das Paraboloid schwer nachzupru¨fen. 3
Korollar 4.2.4. [RR3, 3.5] Es sei M ⊂ Rn+1 ein Kegel u¨ber einem glatten
Gebiet C ⊂ Sn mit Hn(C) < Hn(Sn)/2. Dann existiert fu¨r alle V > 0 ein
isoperimetrisches Gebiet in M .
Bemerkung 4.2.5. In [RR3, 3.5] ist zusa¨tzlich noch der Fall der Gleichheit
H
n(C) = Hn(Sn)/2 enthalten, der hier nicht behandelt werden kann.
In der Tat ist mit unserer Methode selbst der Halbraumfall nicht behan-
delbar, da er keine Volumenvergleichsbedingung erfu¨llt. Dazu mu¨ssten im
Halbraum Mengen existieren, die besser als Mengen im Halbraum sind. 3
Beweis des Korollars. Aus der Glattheit von C folgt die geometrische asym-
ptotische Flachheit, da sich die Kugeln BR(y) fu¨r |y| > K um einen Rand-
punkt des Kegels herunterskalieren zu einer Kugel BR/|y|(y/|y|) um einen
Randpunkt von C. Um diesen Punkt la¨sst sich nun C als glattes Gebiet als
Graph u¨ber seiner Tangentialfla¨che schreiben, sofern R/|y| < R/K genu¨gend
klein ist. Die Kompaktheit von C impliziert nun die Existenz eines K, so dass
dieses fu¨r alle y mit |y| > K gilt.
Die Volumenvergleichsbedingung folgt aus der Betrachtung von Mengen
M ∩Br(0) bzw. aus dem Aufblasen der Vergleichsmenge. Sei also E ′ eine
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isoperimetrische Menge mit Volumen 0 < V ′ < V . Da E ′ eine isoperimetri-
sche Menge ist, folgt insbesondere, dass sie mindestens so gut wie M ∩Br(0)
fu¨r geeignetes r ist, das heißt
H
n(E ′) ≤ c C(n)V ′ nn+1 ,
wobei c := Hn(C)/Hn(Sn) und C(n) = (n+1)ω
1
n+1
n+1 eine dimensionsabha¨ngige
Konstante ist mit
ωn+1 := L
n+1(Bn+11 (0)).
Fu¨r die aufgeblasene, das heißt mit λ = (V/V ′)
1
n+1 > 1 geeignet skalierte
Menge λE ′ ⊂M gilt dann
H
n(λE ′) ≤ Hn(E ′) + (λn − 1)cC(n)V ′ nn+1
= Hn(E ′) + cC(n)(V
n
n+1 − V ′ nn+1 )
≤ Hn(E ′) + cC(n)(V − V ′) nn+1
≤ Hn(E ′) + 1
2
C(n)(2(V − V ′)) nn+1
= Hn(E ′) +
1
2
H
n(∂B2(V −V ′))
und somit die geforderte Volumenvergleichsbedingung.
Im Fall V ′ = 0, das heißt E ′ = ∅, folgt die Bedingung direkt.
Kapitel 5
Das Paraboloid
In diesem Kapitel werden wir zuna¨chst fu¨r beliebiege Teilmengen des Para-
boloids eine isoperimetrische Ungleichung beweisen, die zwar nicht optimal
sein kann, aber fu¨r unsere Zwecke ausreichen wird. Mit Hilfe eines Exkurses
u¨ber Normale Variationen werden wir damit und mit der isoperimetrischen
Ungleichung endlich die Beschra¨nktheit der isoperimetrischen Gebiete im Pa-
raboloid zeigen ko¨nnen. Zum Abschluß ko¨nnen wir wiederum auf Ergebnisse
von Ros und Vergasta zuru¨ckgreifen, um auch eine Abscha¨tzung fu¨r den to-
pologischen Typ der Lo¨sung zu erhalten.
Im Folgenden sei nun
Ω :=
{
(x, y, z) : z > x2 + y2
} ⊂ R3.
Bemerkung 5.0.6. Da wir im Fall n = 3 sind, haben wir nach B.2.3 insbe-
sondere volle Regularita¨t, d.h. fu¨r isoperimetrische Gebiete ist der singula¨re
Teil des Randes jeweils leer. 3
Bemerkung 5.0.7. Wir erinnern daran, dass wir im Beweis von Korollar
4.1.10 bereits auf Ergebnisse dieses Kapitels zuru¨ckgreifen. Die hier bewiese-
nen Sa¨tze setzen daher zum Teil die Existenz einer isoperimetrischen Menge
explizit voraus, da ein Verweis auf Korollar 4.2.2 nicht zula¨ssig ist. Speziell
werden wir zeigen: Wenn ein isoperimetrisches Gebiet existiert, dann muß es
auch beschra¨nkt sein. Diese Aussage wurde fu¨r 4.1.10 beno¨tigt, damit folgt
dann die Existenz beliebiger isoperimetrischer Gebiete nach 4.2.2. Wiederum
folgt aus den Ergebnissen dieses Kapitels, dass diese u.a. allesamt beschra¨nkt
sein mu¨ssen. 3
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5.1 Eine isoperimetrische Ungleichung
Lemma 5.1.1. Es existiere eine isoperimetrische Menge E mit Volumen V0.
Es sei A ⊂ Ω mit L3(A) < V0. Dann ist∫
Ω
|DϕA| ≥ C(L3(A)) 34 , (5.1)
fu¨r eine Konstante C, die von E aber nicht von A abha¨ngt.
Beweis. Dazu betrachten wir nun auf dem Paraboloid die Selbstabbildungen
Sλ : R
3 → R3
(x, y, z) 7→ (λx, λy, λ2z)
fu¨r λ > 1. Diese bilden eine Menge A ⊂ Ω wieder auf eine Menge SλA ⊂ Ω
ab mit Volumen
L
3(SλA) = λ
4
L
3(A) (5.2)
und Perimeter
λ2
∫
Ω
|DϕA| ≤
∫
Ω
|DϕSλA| ≤ λ3
∫
Ω
|DϕA|. (5.3)
Fu¨r eine Menge A mit Volumen L3(A) = V < V0 definieren wir nun
λ :=
(
V0
V
) 1
4
> 1,
so dass
L
3(SλA)
(5.2)
= V0 (5.4)
und ∫
Ω
|DϕA|
(5.3)
≥ 1
λ3
∫
Ω
|DϕSλA|
(5.4)
≥ 1
λ3
∫
Ω
|DϕE|
= V
3
4V
− 1
4
0
∫
Ω
|DϕE|.
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Mit C := V
− 1
4
0
∫
Ω
|DϕE|, dem skalierten Perimeter der existierenden isoperi-
metrischen Menge E zum Volumen V0, erhalten wir also die Behauptung.
Bemerkung 5.1.2. Fu¨r V > V0 ko¨nnen wir durch Betrachtung von Sλ fu¨r
λ < 1 ebenso eine isoperimetrische Ungleichung erhalten, diese ergibt sich zu∫
Ω
|DϕA| ≥ CV 12 .
3
Bemerkung 5.1.3. Diese isoperimetrische Ungleichung ist nicht optimal, da
sie nicht die richtige Skalierung besitzt. Eine isoperimetrische Ungleichung
wie im ganzen R3 ist aber weder zu erwarten noch fu¨r das Folgende notwen-
dig. 3
5.2 Normale Variationen
Es sei wiederum E ein isoperimetrisches Gebiet mit Rand Σ := ∂E ∩ Ω.
Wir betrachten eine Variation von Σ in Richtung ihrer a¨ußeren Normalen,
das heißt, es sei
fε : Σ → Bild(fε) := Σε ⊂ R3
mit
∂
∂ε
fε|ε=0 = ϕνΣ
und
∂2
∂ε2
fε|ε=0 = ψνΣ + Z,
wobei νΣ die a¨ußere Einheitsnormale an Σ ist, ϕ, ψ : Σ → R vorgegebene
reelle Funktionen sind und Z : Σ → R3 ein gegebenes tangentiales Vektorfeld
ist. Mit II∂Ω bezeichnen wir die zweite Fundamentalform von ∂Ω bezu¨glich
der a¨ußeren Einheitsnormale νΩ an ∂Ω.
Bemerkung 5.2.1. In den Arbeiten [Ku] und [SZ1] wird diese Konstruktion
fu¨r lokale Minimierer E und beschra¨nkte Mengen Ω durchgefu¨hrt, was beim
Paraboloid erneut nicht gegeben ist. Da wir in der Anwendung (siehe 5.3)
aber nur normale Variationen fu¨r einen beschra¨nkten Teil betrachten werden,
stellt dies keine Einschra¨nkung dar. 3
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Bemerkung 5.2.2. Analog zu [Ku] und [SZ1] existiert fu¨r
ϕ2II∂Ω(νΣ, νΣ)+ < νΩ, Z >= 0
eine solche Variation mit
fε(Σ ∩ ∂Ω) ⊂ ∂Ω
fu¨r alle |ε| < ε0.
Als Menge Eε bezeichnen wir die von Σε berandete Menge, es ist also fu¨r
0 ≤ ε < ε0:
Eε := E ∪
ε⋃
t=0
Σt ⊂ Ω.
3
Lemma 5.2.3. Fu¨r eine solche normale Variation gilt
d
dε
H
2(Σε)|ε=0 = 2H
∫
Σ
ϕdH2,
d
dε
L
3(Eε)|ε=0 =
∫
Σ
ϕdH2,
d2
dε2
H
2(Σε)|ε=0 = (n− 1)H
∫
Σ
ψdH2
+
∫
Σ
(|∇ϕ|2 + ((n− 1)2H2 − |IIΣ|2)ϕ2)ϕdH2
−
∫
∂Σ
II∂Ω(νΣ, νΣ)ϕ
2dH1,
d2
dε2
L
3(Eε)|ε=0 =
∫
Σ
ψdH2 + 2H
∫
Σ
ϕ2dH2.
(5.5)
Beweis. Der Beweis ist eine elementare, aber lange Rechnung, die man in
[SZ1, 2.2 und 2.5] findet.
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Bemerkung 5.2.4. Diese Formeln gelten auch im Fall beliebiger Dimension,
allerdings sind sie etwas technischer in der Formulierung, da mit Hilfe einer
Abschneidefunktion die singula¨re Menge des Randes ausgenommen werden
muss. Fu¨r unsere Zwecke genu¨gt diese spezielle Formulierung. Ferner wer-
den wir bereits die Formeln fu¨r die zweiten Ableitungen im Folgenden nicht
beno¨tigten. 3
5.3 Charakterisierung der isoperimetrischen
Gebiete
Wir betrachten nun in Analogie zum Beweis der Beschra¨nktheit der isoperi-
metrischen Gebiete im Rn (vgl. [Mo, 13.6]) fu¨r ein isoperimetrisches Gebiet E:
V (r) := L3(E \Br(0)),
M(r) := H2(E ∩ ∂Br(0))
sowie
A(r) := H2(Σ ∩ (Ω \Br(0))).
M(r)
V (r)
A(r)
rΩ
Abbildung 5.1: Das Paraboloid mit einem Schnitt beim Radius r.
Dann ist V eine monoton fallende Funktion mit V (r) −−−→
r→∞ 0, und nach der
Kofla¨chenformel gilt fu¨r fast alle r
M(r) = −V ′(r).
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Nach (5.5) ko¨nnen wir mit einer normalen Variation das Volumen steigern
und steigern gleichzeitig auch die Fla¨che nur um ein Vielfaches des Volu-
menzuwachses (eine Erga¨nzung mit einer Kugel wu¨rde (∆V )
2
3
”
kosten“). Da
die Menge E den Perimeter minimiert, folgt durch einen Vergleich mit einer
normalen Variation von E ∩Br(0) (dazu setzen wir einfach ϕ = 0 außerhalb
Br(0)) daher mit einer Konstanten c1 > 0
−V ′(r) + c1V (r) ≥ A(r). (5.6)
Andererseits ergibt eine Anwendung der isoperimetrischen Ungleichung (5.1)
fu¨r eine geeignete Konstante c2 > 0 (beachte: Es existiert nun eine isoperi-
metrische Menge E):
−V ′(r) + A(r) ≥ c2V (r) 34 . (5.7)
Addition von (5.6) und (5.7) ergibt nun mit Konstanten c3, c4 > 0
−2V ′(r) ≥ c2V (r) 34 − c1V (r) = c2V (r) 34 (1− c3V 14 )
und damit fu¨r r genu¨gend groß
−V ′(r) ≥ c4V (r) 34 .
Falls nun V (r) 6= 0 ist fu¨r alle r, ko¨nnen wir schließen
4(V
1
4 )′ = V −
3
4V ′ ≤ −c4 < 0.
Dies ist aber ein Widerspruch dazu, dass V (r) immer positiv ist. Also ist
V (r) = 0 fu¨r ein r > 0. Damit haben wir folgenden Satz bewiesen:
Satz 5.3.1. Es sei E ein isoperimetrisches Gebiet im Paraboloid. Dann ist
E beschra¨nkt.
Mit der Beschra¨nktheit ist der wichtigste Schritt in der Charakterisierung
der isoperimetrischen Gebiete getan. Aus den Arbeiten [SZ1] und [RV] folgt
nun direkt der Zusammenhang der Lo¨sung und auch eine Abscha¨tzung an
das topologische Geschlecht:
Satz 5.3.2. Es sei E ein isoperimetrisches Gebiet im Paraboloid, dann ist
E zusammenha¨ngend. Fu¨r den Rand Σ sei χ(Σ) = 2− 2g− r, dabei ist g das
Geschlecht und r die Anzahl der Zusammenhangskomponenten von ∂Σ (hier
ist natu¨rlich der topologische Rand gemeint). Dann gibt es fu¨r g und r nur
die Mo¨glichkeiten
(i) g = 0 und r = 1, 2 oder 3;
(ii) g = 2 oder 3 und r = 1.
Kapitel 6
Schlussbemerkungen
6.1 Zusammenfassung und Ausblick
Mein Ausgangspunkt war die isoperimetrische Eigenschaft der Kugel im Rn
sowie Verallgemeinerungen dieser Eigenschaft auf andere Gebiete, speziell
das Ergebnis von Benjamini und Cao fu¨r Fla¨chen auf dem Rand des Para-
boloids.
Das Ziel war eine Verallgemeinerung ihres Resultats auf das ganze Parabo-
loid.
Verschiedene Beispiele gaben erste Hinweise, in welchen Fa¨llen u¨berhaupt
Lo¨sungen des isoperimetrischen Problems zu erwarten sind. Nach einer Ein-
fu¨hrung des Begriffs geometrisch asymptotisch flach und dem der Volumen-
vergleichsbedingung konnte ich die Existenz einer Lo¨sung des isoperimetri-
schen Problems in einer großen Klasse von Mengen beweisen, darunter auch
fu¨r das Paraboloid.
Die Regularita¨tstheorie konnte dann im Fall des Paraboloids gut weiterent-
wickelt werden, indem mit Hilfe einer isoperimetrischen Ungleichung die Be-
schra¨nktheit gezeigt werden konnte.
Was immer noch fehlt, ist die konkrete Form der isoperimetrischen Gebiete.
Hier kann man eventuell eine Rotationssymmetrie vermuten. Dazu muss man
aber die spezielle Geometrie des Paraboloids ausnutzen, da fu¨r allgemeine
rotationssymmetrische Mengen eine isoperimetrische Menge nicht rotations-
symmetrisch sein muss. In der Tat ist die Frage nach der konkreten Gestalt
bei vielen Mengen noch ungekla¨rt.
61
62 Schlussbemerkungen
6.2 Abstract
My starting point was the isoperimetric property of the sphere in Rn and
some abstractions on other sets, especially the results of Benjamini and Cao
on the boundary of a paraboloid.
The aim was to extend their result on the full paraboloid.
Starting with some examples I tried to get the right properties for existence
of isoperimetric domains. Two properties turned out to be very useful: geo-
metric asymptotic flatness and a volume comparison condition. They are
enough to prove the existence of solutions. Both conditions are fulfilled by
the paraboloid.
There’s still a big open problem: the concrete shape of isoperimetric domains.
In some way it seems to be okay to conjecture rotational symmetry, but there
are counter-examples, if we have just existence of the solutions and rotational
symmetry of the set.
Anhang A
BV-Funktionen
”
Das ist keine Funktion, sondern eine Zumutung.“
(F.B.)
Entgegen der Vermutungen, die sich durch obiges Zitat einer Person (der ich
an dieser Stelle herzlich danke, dass sie mir erlaubte, dieses Zitat zu benut-
zen) eventuell einstellen, sind BV-Funktionen ausgesprochen hilfreich und ein
a¨ußerst starkes Hilfsmittel, wenn auch vielleicht manchmal nicht so intuitiv.
Eine ausfu¨hrliche Einfu¨hrung in die Theorie der Funktionen von beschra¨nkter
Variation findet sich in [EG], [GMS], [Gi1], [Zi] und [AFP]. An dieser Stelle
fassen wir nur zuna¨chst die wichtigsten Definitionen und Eigenschaften ohne
Beweise zusammen. Danach betrachten wir ausfu¨hrlicher einen Approxima-
tionssatz fu¨r Caccioppoli-Mengen, der meist nur in einer viel schwa¨cheren
Form in der Literatur zu finden ist, den wir aber in der hier bewiesenen star-
ken Form beno¨tigen.
Die Menge Ω ⊂ Rn wird immer als offen vorausgesetzt.
A.1 Definitionen und elementare Eigenschaf-
ten
Alle Definitionen und Sa¨tze aus diesem Abschnitt sind den ersten vier Kapi-
teln aus [Gi1] entnommen.
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Definition A.1.1. Es sei f ∈ L1(Ω). Wir definieren
∫
Ω
|Df | := sup


∫
Ω
f div g dLn : g = (g1, ..., gn) ∈ C10(Ω,Rn) und |g| ≤ 1

 .
Die Funktion f heißt von beschra¨nkter Variation, wenn
∫
Ω
|Df | <∞ ist.
Die Menge aller Funktionen von beschra¨nkter Variation auf Ω bezeichnen wir
mit BV (Ω). Zusammen mit der Norm
||f ||BV := ||f ||L1 +
∫
Ω
|Df |
wird BV (Ω) zu einem Banach-Raum.
Bemerkung A.1.2. Es sei f ∈ BV (Ω) und Df sei die Ableitung im Sin-
ne der Distributionen. Dann ist Df ein vektorwertiges Radon-Maß mit der
totalen Variation
∫
Ω
|Df | auf Ω. In diesem Sinn ist nun auch ∫
A
|Df | fu¨r be-
liebige Mengen A ⊂ Ω wohldefiniert, die nicht notwendigerweise offen sind.
Insbesondere ist der Ausdruck
∫
Ω
|Df | damit auch wohldefiniert. 3
Definition A.1.3. Es sei E ⊂ Rn eine Borel-Menge. Wir definieren den
Perimeter von E in Ω als
P (E,Ω) :=
∫
Ω
|DϕE|.
Wenn die Menge E lokal endlichen Perimeter hat, das heißt, wenn
P (E,Ω) <∞ ist fu¨r alle beschra¨nkten Ω ⊂ Rn, so ist E eine Caccioppoli-
Menge.
Damit haben wir eine Verallgemeinerung des Fla¨cheninhaltes vom Rand einer
Menge in folgendem Sinne gefunden:
Satz A.1.4. Fu¨r eine Menge E ⊂ Rn mit C2-Rand ist
P (E,Ω) = Hn−1(∂E ∩ Ω).
Im Allgemeinen gilt dies aber nicht, wie das folgende Beispiel zeigt.
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Beispiel A.1.5. Es sei (xi)i∈N eine Aufza¨hlung aller Punkte des Qn ⊂ Rn,
dann definieren wir
F :=
⋃
i∈N
Fi :=
⋃
i∈N
{x ∈ Rn : |x− xi| < 2−i}.
Mit Hilfe des Satzes A.1.6 u¨ber die Unterhalbstetigkeit der Halbnorm folgt,
dass die Menge F endlichen Perimeter hat. Dazu betrachtet man die Fol-
ge F j :=
j⋃
i=0
Fi bzw. die zugeho¨rigen charakteristischen Funktionen. Es ist
(beachte wiederum A.1.7)
∫
Ω
|DϕF j | ≤
j∑
i=0
∫
Ω
|DϕFi| ≤
j∑
i=0
2pi2−i −−−→
j→∞ 4pi.
Andererseits liegt die Menge dicht in Rn, der Abschluß ist also ganz Rn. Da
die Menge selbst endliches Volumen hat ist somit Ln(∂E) = ∞ und damit
auch Hn−1(∂E) = ∞.
Satz A.1.6 (Unterhalbstetigkeit der Halbnorm). Es sei (fj)j∈N eine
Folge in BV (Ω), die in L1loc(Ω) gegen f konvergiert. Dann ist∫
Ω
|Df | ≤ lim inf
j→∞
∫
Ω
|Dfj|.
Satz A.1.7 (Eigenschaften von Caccioppoli-Mengen).
1. Es sei Ω ⊂ Ω1, dann ist
∫
Ω
|DϕE| ≤
∫
Ω1
|DϕE|, mit Gleichheit im Fall
E⊂⊂Ω.
2. Es ist
∫
Ω
|DϕE1∪E2 | ≤
∫
Ω
|DϕE1|+
∫
Ω
|DϕE2|, mit Gleichheit im Fall
dist(E1, E2) > 0.
3. Aus Ln(E) = 0 folgt
∫
Ω
|DϕE| = 0.
Satz A.1.8. Es sei (fj)j∈N eine Folge in BV (Ω), die in L1loc(Ω) gegen f
konvergiert und es sei lim
j→∞
∫
Ω
|Dfj| =
∫
Ω
|Df |. Dann ist fu¨r alle offenen A ⊂ Ω
∫
A¯∩Ω
|Df | ≥ lim sup
j→∞
∫
A¯∩Ω
|Dfj|.
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Satz A.1.9 (Approximation in C∞).
1. Es sei f ∈ BV (Ω), dann existiert eine Folge (fj)j∈N ⊂ C∞(Ω), so dass
lim
j→∞
∫
Ω
|f − fj|dLn = 0
und
lim
j→∞
∫
Ω
|Dfj|dLn =
∫
Ω
|Df |.
2. Es sei E eine beschra¨nkte Caccioppoli-Menge, dann existiert eine Folge
Ej von C
∞-Mengen, so dass
lim
j→∞
∫
Rn
|ϕE − ϕEj |dLn = 0
und
lim
j→∞
∫
Rn
|DϕEj | =
∫
Rn
|DϕE|.
Satz A.1.10 (Kompaktheit). Es sei Ω ⊂ Rn beschra¨nkt und der Rand sei
Lipschitz-stetig. Dann sind beschra¨nkte Mengen in BV (Ω) relativ kompakt in
L1(Ω).
Satz A.1.11 (Kofla¨chenformel fu¨r BV-Funktionen). Es sei f ∈ BV (Ω)
und
Ft := {x ∈ Ω : f(x) < t}.
Dann ist ∫
Ω
|Df | =
∞∫
−∞

∫
Ω
|DϕFt|

 dt.
Satz A.1.12 (Isoperimetrische Ungleichung). Es sei E ⊂ Rn eine
Caccioppoli-Menge. Dann ist
L
n(E)
n−1
n ≤ c(n)
∫
Rn
|DϕE|.
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Definition A.1.13 (Spur einer BV -Funktion). Es sei Ω ⊂ Rn beschra¨nkt
und der Rand sei Lipschitz-stetig. Zu f ∈ BV (Ω) existiert dann φ ∈ L1(∂Ω),
die Spur von f auf dem Rand, so dass fu¨r Hn−1-fast alle x ∈ ∂Ω gilt
lim
r→0
∫
Br(x)∩Ω
|f(z)− φ(x)|dLn(z) = 0.
Lemma A.1.14 (Die Wahl eines Vertreters). Es sei E eine Borel-
Menge, dann gibt es eine Borel-Menge E˜, die zu E a¨quivalent ist (d.h.
L
n((E \ E˜) ∪ (E˜ \ E)) = 0) und fu¨r die
0 < Ln(E ∩Bρ(x)) < Ln(B1(0))ρn
gilt fu¨r alle x ∈ ∂E˜ und alle ρ > 0.
Definition A.1.15 (Der reduzierte Rand). Der reduzierte Rand ∂∗E
einer Caccioppoli-Menge E ⊂ Rn besteht aus allen Punkten x ∈ Rn, fu¨r die
folgende drei Bedingungen gelten:
1.
∫
Bρ(x)
|DϕE| > 0 fu¨r alle ρ > 0,
2. der Grenzwert ν(x) := lim
ρ→0
R
Bρ(x)
DϕE
R
Bρ(x)
|DϕE | existiert und
3. |ν(x)| = 1.
Satz A.1.16. Fu¨r |DϕE|-fast alle x ∈ Rn existiert die verallgemeinerte Nor-
male ν(x) mit |ν(x)| = 1, und es ist DϕE = ν|DϕE|.
Bemerkung A.1.17. Fu¨r eine Menge E mit C1-Rand ist ∂∗E = ∂E. 3
Definition A.1.18. Fu¨r einen Punkt x ∈ ∂∗E definieren wir den Tangen-
tialraum
T (x) := {y ∈ Rn : ν(x) · (x− y) = 0}
und die beiden Halbra¨ume
T+(x) := {y ∈ Rn : ν(x) · (x− y) > 0}
und
T−(x) := {y ∈ Rn : ν(x) · (x− y) < 0}
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Satz A.1.19. Fu¨r Punkte x aus dem reduzierten Rand ∂∗E gilt
lim
ρ↘0
L
n(E ∩ Bρ ∩ T−)
ρn
= 0
und
lim
ρ↘0
L
n((Bρ \ E) ∩ T+)
ρn
= 0.
Satz A.1.20 (Struktur des reduzierten Randes). Es sei E eine Caccioppoli-
Menge, dann ist
∂∗E =
⋃
i∈N
Ci ∪N,
wobei die Ci kompakte C
1-Hyperfla¨chen sind und
∫
N
|DϕE| = 0. Des Weiteren
gilt fu¨r alle Teilmengen B ⊂ ∂∗E∫
B
|DϕE| = Hn−1(B)
und fu¨r alle offenen Teilmengen Ω ⊂ Rn∫
Ω
|DϕE| = Hn−1(∂∗E ∩ Ω).
Außerdem ist
∂∗E = ∂E.
A.2 Ein spezieller Approximationssatz
Lemma A.2.1 (Lemma von Sard, [Mil]).
1. Es sei U ⊂ Rm offen und f : U → Rn glatt (n ≤ m). Die Menge der
kritischen Punkte von f ist definiert als
C := {x ∈ U : rangDf|x < n}.
Dann ist Ln(f(C)) = 0.
2. Es sei y /∈ f(C), dann ist f−1(y) ⊂ U eine glatte Mannigfaltigkeit der
Dimension m− n.
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Satz A.2.2. [GMS, S.343] Es sei Ω ⊂ Rn offen und E ⊂ Ω eine Caccioppoli-
Menge. Dann existiert eine Folge von Mengen Ej mit
• ϕEj −−−→j→∞ ϕE in L
1(Ω),
• ∫
Ω
|DϕEj | −−−→j→∞
∫
Ω
|DϕE|, und
• ∂Ej ∩ Ω ist glatt.
Sofern die Menge E beschra¨nkt ist, ko¨nnen wir auch die Mengen Ej be-
schra¨nkt wa¨hlen.
Bemerkung A.2.3. In der angegebenen Quelle wird der Satz ohne den
Zusatz der Beschra¨nktheit formuliert und bewiesen, diese ist aber in unserer
Anwendung notwendig.
Beweis. Nach A.1.9 la¨sst sich ϕE durch eine Folge (fj)j∈N ⊂ C∞(Ω) appro-
ximieren mit
lim
j→∞
∫
Ω
|ϕE − fj|dLn = 0
und
lim
j→∞
∫
Ω
|Dfj|dLn =
∫
Ω
|DϕE|. (A.1)
Dabei ko¨nnen die Funktionen fj, wie in [Gi1, Thm. 1.17] ausgefu¨hrt, durch
eine Mollifizierung gebildet werden. Wir ko¨nnen also im Falle der Beschra¨nkt-
heit von E ohne Einschra¨nkung annehmen, dass die Tra¨ger der Funktionen
fj ebenfalls alle in einer etwas gro¨ßeren Kugel enthalten sind. Es sei in dem
Fall ohne Einschra¨nkung E ⊂ BD(0), und deshalb ist bei geeigneter Wahl
der Mollifier spt fj ⊂ BD+1(0) fu¨r alle j ∈ N.
Als na¨chstes beachten wir, dass fu¨r eine Funktion f mit Werten in [a, b] auch
jede Mollifizierung Werte in [a, b] hat. Somit haben, da ϕE nur die Werte 0
und 1 annimmt, die Funktionen fj allesamt Werte im Bereich [0, 1].
Exkurs: Im Beweis von [GMS] wird an dieser Stelle eine glatte Abschnei-
defunktion ηj mit 0 ≤ η ≤ 1, ηj(x) = x fu¨r x ∈ (1j , 1− 1j ) und 0 ≤ η′j ≤ 1
benutzt. Die Funktionenfolge fj wird dann durch ηj(fj) ersetzt. Fu¨r jedes j
ist dann aber ηj(0) > 0, die so definierten Funktionen mu¨ssen daher noch
nicht einmal mehr in L1(Ω) liegen! Ein triviales Gegenbeispiel wa¨re die leere
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Menge als Teilmenge des ganzen Rn und eine Approximation durch die kon-
stante Folge fj ≡ 0.
Durch den Hinweis auf die Mollifizierung haben wir diesen Schritt gespart,
da die Folge nun bereits a priori Werte in [0, 1] hat. 3
Ohne Einschra¨nkungen ko¨nnen wir aufgrund der L1-Konvergenz auch anneh-
men, dass fj → ϕE Ln-fast u¨berall konvergiert.
Wir definieren nun die Mengen
Ej(t) := {x ∈ Ω : fj(x) > t}.
Dann gilt
1∫
0
lim inf
j→∞

∫
Ω
|DϕEj(t)|

 dt L.v.Fatou≤ lim inf
j→∞
1∫
0

∫
Ω
|DϕEj(t)|

 dt
Kofl.
= lim inf
j→∞
∫
Ω
|Dfj|dLn
A.1
=
∫
Ω
|DϕE|.
Da die fj fast u¨berall gegen die charakteristische Funktion von E konvergie-
ren, und
∫
Ω
|ϕEj(t) − ϕE|dLn = Ln({x ∈ Ω : fj(x) > t ∧ ϕE(x) = 0})
+ Ln({x ∈ Ω : fj(x) ≤ t ∧ ϕE(x) = 1})
ist, konvergiert auch fu¨r jedes t ∈ (0, 1) die Funktion ϕEj(t) in L1(Ω) gegen
ϕE. Es folgt nach A.1.6∫
Ω
|DϕE| ≤ lim inf
j→∞
∫
Ω
|DϕEj(t)|.
Ein Vergleich mit der vorherigen Ungleichung liefert somit
∫
Ω
|DϕE| = lim inf
j→∞
∫
Ω
|DϕEj(t)|
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fu¨r fast alle t ∈ (0, 1). Nach dem Lemma von Sard A.2.1 ist die Menge der kri-
tischen Werte von fj eine Lebesgue-Nullmenge und damit ∂Ej(t) ∩ Ω ⊂ f−1j (t)
fu¨r fast alle t ∈ (0, 1) eine glatte Mannigfaltigkeit.
Wir fixieren nun ein t ∈ (0, 1) derart, dass beide Aussagen fu¨r das fixierte t
und alle j gelten.
Indem wir Ej := Ej(t) setzen, erhalten wir
• ϕEj → ϕE in L1(Ω),
• ∫
Ω
|DϕE| = lim inf
j→∞
∫
Ω
|DϕEj | und
• ∂Ej(t) ∩ Ω ist eine glatte Mannigfaltigkeit.
Eine erneute Teilfolgenauswahl liefert somit die Behauptung.
Da Ej im Tra¨ger von fj enthalten ist, folgt auch automatisch die Beschra¨nkt-
heit, falls bereits E beschra¨nkt war.
Anhang B
Regularita¨tstheorie
Zuna¨chst werden wir ein Ergebnis von Gonzalez, Massari und Tamanini zur
inneren Regularita¨t betrachten, welches sich in einem gewissen Sinn bereits
als optimal erweisen wird. Im zweiten, ausfu¨hrlicheren, Teil gehen wir auf die
Arbeit von Gru¨ter zur Randregularita¨t ein. Insbesondere werden wir feststel-
len, dass das aus [Gr2] bekannte Ergebnis sogar in einem viel allgemeineren
Kontext gilt. Diese Verallgemeinerung wird insbesondere unsere betrachteten
Mengen abdecken.
B.1 Die Arbeit von Gonzalez, Massari, Ta-
manini zur inneren Regularita¨t
In [GMT] wird in Theorem 2 folgende Regularita¨tsaussage bewiesen:
Satz B.1.1. Es sei Ω ⊂ Rn (n ≥ 2) offen und E minimiere den Perimeter
in Ω zu einem festen Volumen. Dann ist ∂∗E ∩ Ω eine analytische (n − 1)-
dimensionale Mannigfaltigkeit und es ist Hs((∂E \ ∂∗E) ∩ Ω) = 0 fu¨r alle
s > n− 8.
Die Menge der singula¨ren Randpunkte von E in Ω hat also somit Hausdorff-
Dimension von maximal (n− 8).
Damit ist das Problem der inneren Regularita¨t aber bereits vollsta¨ndig gelo¨st,
da diese Grenze optimal ist. Dies wird durch das Beispiel des Simon-Kegels
S := {x ∈ R8 : x21 + x22 + x23 + x24 = x25 + x26 + x27 + x28}
(siehe zum Beispiel [Gi1]) demonstriert, dass im Allgemeinen durchaus
(n− 8)-dimensionale Singularita¨ten vorkommen ko¨nnen.
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B.2 Die Arbeit von Gru¨ter zur Randregula-
rita¨t
In der Arbeit [Gr2] wird auf die Randregularita¨t eingegangen, allerdings unter
sta¨rkeren Voraussetzungen an das Gebiet Ω. Dazu sei Ω ⊂ Rn offen und
beschra¨nkt mit C2-Rand. Fu¨r einen Parameter 0 < σ < 1 wird die Klasse der
Vergleichsmengen definiert als
C := C(Ω, σ) =

E ⊂ Ω :
∫
Ω
|DϕE| <∞, Ln(E) = σLn(Ω)

 .
Satz B.2.1. 1. Fu¨r alle σ zwischen 0 und 1 existiert ein Minimierer in
der Klasse C, d.h. eine Menge Eσ ∈ C mit∫
Ω
|DϕEσ | ≤
∫
Ω
|DϕL|
fu¨r alle L ∈ C.
2. Fu¨r den Strom Tσ := ∂JEσKxΩ gilt
• sing Tσ = ∅ fu¨r n ≤ 7,
• sing Tσ ist diskret fu¨r n = 8,
• dim(sing Tσ) ≤ n− 8 fu¨r n ≥ 8.
3. Es sei Vσ die zu Tσ assoziierte n−Varifaltigkeit. Dann hat Vσ konstan-
te verallgemeinerte mittlere Kru¨mmung. Insbesondere existiert fu¨r alle
regula¨ren Punkte von sptTσ∩Ω der mittlere Kru¨mmungsvektor in einer
ganzen Umgebung und hat konstante, von x unabha¨ngige La¨nge.
Am Rand gilt in Punkten x ∈ reg Tσ ∩ ∂Ω, dass sich spt Tσ und ∂Ω in
einer Umgebung von x senkrecht treffen.
Bemerkung B.2.2. Fu¨r eine genaue Definition der obigen Begriffe Strom,
n-Varifaltigkeit und Tra¨ger verweisen wir an dieser Stelle nur auf die Arbeit
[Si]. 3
Den in der obigen Notation auftretenden Term σ bzw. σLn(Ω) fu¨r das zu
minimierende Volumen ersetzen wir zuna¨chst durch den Parameter v. Bei
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nunmehr fixiertem v schreiben wir fu¨r den Strom Tv dann kurz T .
Der Beweis der ersten Aussage, also Existenz der Lo¨sung, macht dabei ent-
scheidenden Gebrauch von der Beschra¨nktheit der Menge Ω.
Die zweite Aussage folgt im Innern, also fu¨r sing T ∩ Ω, unmittelbar aus der
Arbeit [GMT], siehe B.1.1. Hierbei wird die Beschra¨nktheit nicht beno¨tigt.
Die Kernaussage der Arbeit liegt in der Randregularita¨t. Dabei wird in der
Arbeit [Gr2] mit rein lokalen Argumenten nachgewiesen, wieso sich die Ar-
gumente aus [GJ] und [Gr3] auch im diesem Fall (also nicht nur fu¨r Mini-
malfla¨chen) u¨bertragen lassen.
Zuna¨chst wird ein beliebiger Randpunkt x0 ∈ ∂Ω ∩ sptT gewa¨hlt. In ei-
ner Umgebung davon wird nachgewiesen, dass sich spt T und Ω in einem
schwachen Sinn senkrecht treffen und dass ein verallgemeinerter mittlerer
Kru¨mmungsvektor konstanter La¨nge existiert. Aus [GJ] folgt damit dann
bereits, dass die Varifaltigkeit V in einer Umgebung des Randpunktes eine
C1-Untermannigfaltigkeit mit Rand ist.
Als na¨chstes wird, wiederum lokal um x0, eine sogenannte ”
fast-minimierende“
Eigenschaft fu¨r T nachgewiesen. Damit wiederum wird eine Abscha¨tzung fu¨r
die Masse des Stromes T in einer Kugel Bρ, die nahe bei x0 liegt, bewiesen.
Schließlich wird hieraus, nach [Gr3], die Existenz minimierender orientierter
Tangentialkegel bewiesen und daraus die Randregularita¨t gefolgert.
Somit wird, bis auf den ersten Teil, keine Beschra¨nktheit von Ω benutzt.
Daher ist mit [Gr2] sogar folgendes Ergebnis bewiesen (nun wieder aus der
Sprache der Stro¨me u¨bersetzt):
Satz B.2.3. Es sei Ω ⊂ Rn (n ≥ 2) offen mit C2-Rand und E minimiere
den Perimeter in Ω zu einem festen Volumen. Dann hat ∂E ∩ Ω konstante
verallgemeinerte mittlere Kru¨mmung und der singula¨re Teil von ∂E ∩ Ω hat
Hausdorff-Dimension kleinergleich (n− 8).
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