I.
Introduction:
Let be a non-negative random variable denoting the life time of a system, a component or living organism with probability density function , distribution function and reliability function . It is assumed that the component is functioning at = 0 and it will fail to some > 0 so that 0 = 1. The basic characteristics of interest in the reliability theory are = ( > ), the survival function, ℎ = ( ) , the hazard rate function and where ′ is the derivative of ( ) with respect to . Shannon 16 defined the basic measure of uncertainty associated with the random variable is given by
The entropy is interpreted as the expected uncertainty contained in ( ) about the predictability of an outcome of the random variable . Mathai-Haubold 7 introduced the generalized information measure
For various properties and applications of (1.2), one should refer to 7, 
II. Some Characterization Results:
Based on the measure defined in (1.2), we introduce the new kind of information measure that takes the current age of the system into consideration and generalizes (1.3) as
As → 1, (2.1) reduces to (1.3). We now show that ; uniquely determines the ( ). = 0. Case II: Let 0 < < 1, then ′′ ( ) < 0. Thus ( ) attains maximum at . Also, 0 < 0 and ∞ = ∞. Further, ( ) increase for 0 < < and decrease for > . So = ℎ( ) is a unique solution to = 0. Combining both the cases, we conclude that ; uniquely determines ℎ( ), which uniquely determines .
Theorem 2.2:
The uniform distribution over , , < can be characterized by decreasing generalized residual entropy. Proof: Let ~ , , < < . Differentiating both sides with respect to , we get 1 ℎ = 2 − = say .
Thus,
where > 0 is a constant. Now if we let, = , = 1 , then ℎ = 1+ , which is the hazard rate function of Pareto II distribution.
(iii) Let follow beta distribution with p.d.f
The hazard rate function is given by ℎ = 1− . The proof of first part follows from direct calculation. For the converse part, < 0, the proof follows easily from (2.5).
Hooda and Kumar 6 characterize exponential distribution based on certain functional relation ship between the generalized residual entropy function and the mean residual function. In the next theorem, we characterize exponential distribution based on functional relation ship between the generalized residual entropy function defined in (2.1) and mean residual function, THEOREM 2.5: Let be a continuous random variable, if ( ) and ; be mean residual life function and generalized residual entropy function, where ( ) is defined as 
IV. Generalized Residual Entropy Expressions for Some Life Time Models:
Belzuence et. al 2 derive the residual entropy expression for some continuous distribution functions.
Corresponding to these distributions, we derive the generalized residual entropy function based on the measure defined in ( (ii) Uniform Distribution:
On Some Characterization Results of Life Time Distributions using Mathai-Haubold Residual
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