Abstract-Statistical methods are of paramount importance in discovering the modes of variation in visual data. The Principal Component Analysis (PCA) is probably the most prominent method for extracting a single mode of variation in the data. However, in practice, several factors contribute to the appearance of visual objects including pose, illumination, and deformation, to mention a few. To extract these modes of variations from visual data, several supervised methods, such as the TensorFaces relying on multilinear (tensor) decomposition have been developed. The main drawbacks of such methods is that they require both labels regarding the modes of variations and the same number of samples under all modes of variations (e.g., the same face under different expressions, poses etc.). Therefore, their applicability is limited to well-organised data, usually captured in well-controlled conditions. In this paper, we propose a novel general multilinear matrix decomposition method that discovers the multilinear structure of possibly incomplete sets of visual data in unsupervised setting (i.e., without the presence of labels). We also propose extensions of the method with sparsity and low-rank constraints in order to handle noisy data, captured in unconstrained conditions. Besides that, a graph-regularised variant of the method is also developed in order to exploit available geometric or label information for some modes of variations. We demonstrate the applicability of the proposed method in several computer vision tasks, including Shape from Shading (SfS) (in the wild and with occlusion removal), expression transfer, and estimation of surface normals from images captured in the wild.
INTRODUCTION
S TATISTICAL methods that explain variability among observed measurements (data) in terms of a potentially lower number of unobserved, latent, variables are cornerstones in data analysis, image and signal processing, and computer vision.
Factor analysis [1] and the closely related Principal Component Analysis (PCA) [2] and Singular Value Decomposition (SVD) are probably the most popular statistical methods to find a single mode of variation that explains the data. Nevertheless, most forms of (visual) data have many different and possibly independent, modes of variations and hence methods such as the PCA are not able to identify them. Consider, for example, a population of faces with differing identities and expressions observed under different views (poses) where the appearance of each face is a result of some multifactor confluence due to identity, expression, and pose variation. In order to disentangle multiple but independent modes of variations, several multilinear (tensor) decompositions have been employed [3] , [4] , [5] , [6] , [7] . For instance, the High Order SVD (HOSVD) [4] is able to identify different modes of variation for identities, expressions, and poses per pixel, from a population of faces, by decomposing a carefully designed data tensor. This method is known as TensorFaces [8] .
The main limitation of the above multilinear decompositions in disentangling multiple modes of variation is that they require a complete data tensor, which has to be built using labels for each mode of variation. That is, in the aforementioned example of faces with varying expression, identity and pose, one needs facial images for every possible expression and pose for each and every person in order to build the required complete tensor. 1 Clearly, this requirement limits the applicability of multilinear decompositions to data captured in controlled conditions (e.g., PIE [12] , Multi-PIE [13] and BU-3DFE [14] ), where all the necessary data variations along with their labels are available.
In this paper, we investigate the problem of disentangling the modes of variation in unlabelled and possibly incomplete data. In particular, we focus on sets of data that are incomplete in the sense that access to samples exhibiting every possible type of variation is not guaranteed. To this end, we propose the first unsupervised multilinear decomposition which uncovers the potential multilinear structure of incomplete sets of data and the corresponding low-dimensional latent variables (coefficients) explaining different types of variation. The proposed model is schematically summarised in Fig. 1 . In the depicted example, each image x i is generated as tensor to vector product [6] of a tensor B B capturing the multilinear structure of the data and some coefficients corresponding to a meaningful variation. Here, l i represents lighting coefficients, e i expression coefficients and c i identity coefficients. The number of differed types of variation is assumed to be known and specifies the order of the multilinear basis B B.
The contributions here significantly extend the preliminary version of the paper [15] and are organized as follows:
A novel multilinear decomposition of matrices that recovers the multilinear structure and hence disentangles an arbitrary number of different modes of variation from possibly incomplete set of (visual) data is proposed in Section 4.1. To compute the proposed multilinear matrix decomposition, an efficient alternating least squares type of algorithm is developed in Section 4.1. The proposed method is extended to handle data contaminated by sparse noise of large magnitude and outliers in Section 4.2. To this end, a suitable ' 1 -norm regularized problem is solved allowing the estimation of different modes of variation in the presence of noise. A second variant of the proposed decomposition allowing the estimation of low-rank latent coefficients is introduced in Section 4.3. Latent coefficients with low-rank structure naturally appear in applications such as video analysis where consecutive video frames are highly correlated In practice, partial information regarding labels or the geometry of a subset of modes of variation is available. To exploit such information a graphregularized extension of the proposed decomposition is proposed in Section 4.4. To demonstrate the generality of the proposed models, in Section 5 extensive experiments on computer vision tasks are conducted including facial expression transfer, Shape from Shading (SfS), and estimation of surface normals directly from "in-thewild" images. In the latter task, we demonstrate that by feeding the estimated normals from the proposed decomposition into a deep neural network, facial reconstruction can be achieved using a single nonaligned image captured in the wild. Furthermore, it is worth mentioning that the methods for SfS in [16] , [17] are only special cases of the proposed multilinear decomposition.
NOTATIONS AND MULTILINEAR ALGEBRA BASICS
Throughout the paper, matrices (vectors) are denoted by uppercase (lowercase) boldface letters e.g., X, (x). I denotes the identity matrix of compatible dimensions. The ith column of X is denoted as x i . Tensors are considered as the multidimensional equivalent of matrices (second-order tensors) and vectors (first-order tensors) and denoted by calligraphic letters, e.g., X X . The order of a tensor is the number of indices needed to address its elements. Consequently, each element of an Mth-order tensor X X is addressed by M indices, i.e., ðX XÞ 
The mode-m vector product of a tensor X X 2 R
with a vector x 2 R Im , denoted by X X Â n x 2 Fig. 1 . Visualisation of the unsupervised multilinear decomposition and its applications. A sample vector x i is assumed to be generated by a common multilinear structure B and sample specific weights e.g., l i , e i and c i . We assume the weights correspond to variations in the data (l i to lighting, e i to expression and c i to identity). By varying e i only, we expect to see changes in expression but no change in identity or lighting. Similarly, if we vary c i only we expect the expression and lighting to remain the same but the identities to change. Additionally if we remove the lighting l i , we expect the remaining information to correspond to the 3D shape of the object. 
In order to simplify the notation, we denote
. The Khatri-Rao (column-wise Kronecker product) product of matrices A 2 R IÂN and B 2 R JÂN is denoted by A B and yields a matrix of dimensions ðIJÞ Â N. Furthermore, the Khatri-Rao of a set of matrices fX ðmÞ 2
is denoted by X ð1Þ X ð2Þ Á Á Á X ðMÞ ¼ : J M m¼1 X ðmÞ . More details on tensors and multilinear operators can be found in [18] for example.
Finally, k Á k F denotes the Frobenius norm, k Á k Ã the nuclear norm and k Á k 1 the l 1 -norm.
RELATED WORKS
For the past fifteen years, the computer vision community has made considerable efforts to collect databases in controlled conditions that can capture the variations of visual objects such as human faces. Arguably, the most comprehensive efforts were made in order to collect the so-called PIE [12] and Multi-PIE [13] databases. These databases contain a number of people (i.e., multiple identities) captured under different poses and illuminations, displaying a variety of facial expressions. Thus, this data sets contain many different modes of variation. These datasets motivated the use of multilinear decompositions, such as HOSVD [4] , in order to disentangle the different modes of variations. The TensorFaces [8] is probably the most popular method in this category.
Concretely, let X be a complete data tensor (see Fig. 2 ), TensorFaces [8] disentangle the modes of variation by seeking a decomposition of the form
where B is the core tensor of the same size as X representing the interactions between the factors A A n , for n ¼ 1; . . . ; N. Equation (2) directly corresponds to the HOSVD [4] formulation. For example, on the Weizmann face dataset of 28 subjects in 5 viewpoints, 4 illuminations, 3 expressions and 7,943 pixels per image, X is a 28 Â 5 Â 4 Â 3 Â 7943 tensor. The aim is then to decompose X as
where B is the 28 Â 5 Â 4 Â 3 Â 7943 core tensor. [8] proposes the following N-mode SVD algorithm to recover this representation: 1) For n 2 fpeople; views; illumns; expres; pixelsg, flatten X into the matrix X X ðnÞ and compute the SVD:
Even though TensorFaces and related methods e.g., [19] succeed in recovering the modes of variation, their applicability is rather limited since they not only require the data to be labelled but also the data tensor must contain all samples in all different variations. This is the primary reason that such methods are still mainly applied to tightly controlled databases such as PIE and Multi-PIE, visualised in Fig. 2 , and not to possibly not complete data captured "in-the-wild" data A seemingly unrelated area of research that relies heavily on data decomposition is that of facial SfS [20] and Uncalibrated Photometric Stereo in General Lighting (UPS) [21] . The recovery of 3D shape from images represents an illposed and challenging problem. In its most difficult form, this involves recovering a representation of shape for an object from a single image, under arbitrary illumination. However, for any given image, there are an infinite number of shape, illumination and reflectance inputs that can reproduce the image [22] . Therefore, shape recovery is commonly performed by relaxing the problem by introducing prior information or by adding constraints, such as in SfS [20] . In particular, Class-specific UPS seeks to recover the shape of the object by exploiting the similarity within the object class. In the case of faces, there are millions of available images that can be utilised to build in-the-wild models. However, recovering shape from these images is incredibly challenging, as they have been captured in completely unconstrained conditions. No knowledge of the lighting conditions, the facial location or the camera geometric properties are provided with the images.
Recent class-specific UPS techniques [16] , [17] proposed to recover a class-specific spherical harmonic (SH) basis that exploits the low-rank structure of faces [23] , [24] . Spherical harmonics are ideal for this purpose as they can be approximated by a low-dimensional linear subspace [23] , [25] . By using the first order SH, 87.5 percent of the low-frequency component of the lighting is approximated. The first order SH can then be used to recover 3D shape as their discrete approximation directly incorporates the normals of the object. These normals can be integrated to provide a dense 3D surface [26] . The recovered SH basis can be robustly learnt from automatically aligned, "in-the-wild" images. [16], [17] attempt to build a subspace that explicitly separates shape and appearance by performing a rank constrained Khatri-Rao (KR) factorization [27] . The first paper where the decomposition has been proposed and applied in 3D facial shape reconstruction is [16] . The method in [16] was inspired by the decomposition techniques employed in the related area of Structure-from-Motion [28] . Recently, [17] made the link between the KR factorisation and the UPS and utilised the method by [29] to solve the KR factorisation. [17] proposed a robust decomposition in place of the optical flow [30] based registration used by [16] to remove outliers from the images. In this paper, we show that the decompositions proposed in [16] , [17] are very special cases of the proposed unsupervised tensor decomposition.
To alleviate the aforementioned limitations and disentangle an arbitrary number of modes of variation without having labels and complete data a novel multilinear matrix decomposition as well as several extensions are presented in detail next.
PROPOSED METHODS

Basic Model
Let X X ¼ ½x x 1 ; x x 2 ; . . . ; x x N 2 R dÂN be a matrix of observations, where each of the N columns represent a vectorised image of d pixels. In order to discover M À 1 different modes of variation we propose the following decomposition:
where B B 2 R dÂK 2 ÂÁÁÁÂK M representing the common multilinear basis of X X and the set of vectors fa a
represents the variation coefficients in each mode specific to the vectorised image x x i .
Therefore, for the observation matrix X X, and by exploiting the properties of multilinear operators e.g., [18] , the above decomposition is written in matrix form as 
Optimisation problem (6) is non-convex. Therefore, we propose to solve (6) 
Solving (7): Problem (7) is an orthogonal Procrustes problem, whose solution is given by [31] : B ð1Þ
Solving (8): Due to the unitary invariance of the Frobenius norm (7) is equivalent to arg min
which is a Khatri-Rao factorisation problem [29] . Let
Let us partitioni into a set
such thati ¼ ½q q
This partitioning enables us to rearranging the ele-
Therefore, based on (10), Q Q i is written as
Equation (11) indicates that we can recover the set of vectors fa
and therefore the set of matrices fA ðmÞ g M m¼2 , by seeking a best (in the least squares sense) rank-1 approximation of Q Q i , for i ¼ 1; 2; . . . ; N. An efficient way to find the best rank-1 approximation of Q Q i is to exploit the truncated HOSVD [4] . That is
where fu
is the the set of the first higher order singular vector along M À 1 modes of tensor Q Q i and s ¼ ðS SÞ 1;1;...;1 is the first high-order singular value stored as a first element in the core tensor S S. Consequently, the columns of the variation coefficient matrices fA ðmÞ g M m¼2 can be estimated by a a
for m ¼ 2; 3; . . . ; M. Interestingly, the estimation of the variation coefficients according to (13) resolves the inherent scaling ambiguity in (9) by assigning the same euclideannorm to each column of A ðmÞ . The procedure of solving (6) is summarised in Algorithm 1.
Remarks. In the special case of 2 modes and where k 2 ¼ 4,
where
Equation (15) corresponds to the formulation used by [16] . P P ¼ L L C C has been implied by [16] but not explicitly formulated as such. Hence this shows that [16] represents a special case of our general decomposition.
Algorithm 1. Multilinear Data Decomposition Algorithm
for each mode m = 2 ...M do
7:
a a
end for 9: end for 10: 
Robust Decomposition
Equation (14) corresponds to the formulation used by [17] with the only difference being the separation of X X into a low-rank part BP BP and sparse, non-Gaussian error E E. [17] used these to add robustness to the decomposition due to occlusion that is present in images captured in unconstrained conditions (also referred to as "in-the-wild"), as well as to account for the high frequency errors introduced by the coarse geometric alignment of the images. 
The nuclear norm and the l 1 -norm promote low-rank and sparsity respectively. To solve (16) , the Alternating Directions Method (ADM) [32] is employed. To this end, the following augmented Lagrangian function should be minimised 
while not converged do 3: Update P P ½t þ 1 by
½S S i ; U U i HOSVDðQ Q i Þ 10:
for each mode m = 2 ...M do 11:
end for 13: end for 14: Update Lagrange multipliers by
Update m by m ¼ minðrm; 10 À6 Þ 16: Check convergence condition: 
l
B ð1Þ ½t þ 1 by
Update Lagrange multipliers by
14: Update m by m ¼ minðrm; 10 À6 Þ 15: Check convergence condition:
18: end while
Rank-Constrained Decomposition
We propose another variation to the problem formulated in (6) 
with respect to B ð1Þ B ð1Þ T B ð1Þ B ð1Þ ¼ I. L L ðmÞ are the Lagrangian multipliers. Let t denote the iteration index.
An ADM-Solver for (19) can be found in Algorithm 3, while its derivation is similar to that of Algorithm 2 in Section 4.2 and it can be found in the supplementary material, available online.
Graph-Regularised Decomposition
In practical applications, there might be available side information about the geometric and topological properties of some modes of variation or even available labels. A typical example is a set of facial images with known identities captured under unknown illuminations conditions. To capture such geometric or label information, the graph embedding framework [34] can be employed by defining a suitable Laplacian graph capturing the available geometric or discriminant information. Therefore, a graph-regularized version of the proposed method is as follows:
arg min 
This decomposition can be applied in unsupervised, semi-supervised and supervised manner. Depending on the Laplacian matrix, different graph embeddings can be incorporated [34] . To apply this in a unsupervised manner, L L ðsÞ can be specified to learn a manifold structure that conserves local structure such as used in Laplacianfaces [35] . In ISO-MAP [36] the Laplacian is specified to preserve the geodesic distances of the data points.
In the case of semi-supervised learning, we specify L L ðsÞ for specific modes s and include labelled information in L L ðsÞ where available. For the samples where the labels are absent, we complete their entries in L L ðsÞ by adding connections to their nearest neighbours. This type of semisupervision has been previously used in [37] . For supervised learning, we can use the labels to form L L ðsÞ . The Laplacian can also be specified as the graph embedding corresponding to LDA [38] .
The algorithm and its derivation can be found in the supplementary material, available online.
EXPERIMENTS
In this section, we provide a number of experimental results in order to demonstrate the ability of the proposed method in recovering meaningful modes of variations. Unless otherwise stated, all the data used have been aligned to a reference shape to achieve pixel-wise correspondence.
We first investigate synthetic 3D facial data that contains both facial expression and identity variations. As there is no texture variability, we provide a proof of concept of our methodology on 3D faces disentangling expression and identity. Then we consider 2D data captured in controlled conditions that simultaneously contains lighting, expression and identity variations. As a proof of concept, we show that the decomposition is able to disentangle the 3 different modes of variations. These experiments prove that the model is able to extract meaningful modes of variations from visual data. Third we investigate "in-the-wild" datasets of faces and ears. Here, the l 1 optimisation is required to provide robustness as it is able to disregard noise and occlusions in the data. We robustly disentangle shape and illumination on the "in-the-wild" datasets. We also show that the robust decomposition is able to achieve better reconstruction results than the non-robust version. In a separate experiment, we consider "in-the-wild" videos of a single person. The use of the low-rank constraint allows us to disentangle shape and illumination and reconstruct the face despite synthetic or natural occlusions. We also show how our graph-regularised decomposition can be applied to disentangle expression and identity in a semi-supervised setting. We then test the resulting expression components for classification and find that they become more discriminative. Finally, we show that the low-rank subspace of shape we obtained from prior decompositions is extremely powerful. We create an unsupervised learning normal estimation pipeline in which we feed the estimated normals from our decomposition method on an "in-the-wild" dataset of faces as the input data to a deep neural network. The resulting deep network is then able to reconstruct faces from a single non-aligned "in-the-wild" image. Overall, we demonstrate that our method requires neither complete well-organised data (e.g., all the objects under the same number of lighting conditions), nor labels to find the underlying multilinear structure. We also show that the extended decomposition methods can be applied to "in-the-wild" datasets of different objects to achieve superior performance.
Disentangling Expression and Identity
In this set of experiments we synthetically generate a dataset of 3D faces where the only variations are identity and expression. The dataset has been created using the Large Scale 3D Morphable Model [39] and put in correspondence with the blendshapes of the FaceWarehouse [40] so that we can allow for expressions. We used 200 components to describe identity and 10 components for expression. The dataset with 2,000 3D facial meshes consists of 10 facial expressions and 200 identities. We wanted to examine whether our decomposition is able to find a space of identity variation that did not contain expressions. To this purpose we ensured that the facial expressions included in the data did not contain the neutral expression. A sample of the dataset is shown in Fig. 4 .
The decomposition becomes X X ¼ B ð1Þ B ð1Þ ðE E C CÞ;
where B ð1Þ B ð1Þ 2 R dÂek is the orthogonal mode-1 matricisation of tensor B B. E E 2 R eÂn is the matrix of expression coefficients. e should be set to the approximate number of differing expressions in the data. C C 2 R kÂn is assumed to be a matrix of identity coefficients. Evidently, this is a special case of our proposed decomposition in (5) . The choice of k is subject to a trade-off between reconstruction detail of the data and the ability of the decomposition to separate expression and identity.
Given this setting and an appropriate choice for k, we performed a number of experiments to show that our decomposition is able to separate expression from identity. Setting e ¼ 10 and k ¼ 50, we apply the decomposition to discover that B B 2 R dÂeÂk becomes a basis of expression and identity. We note that AEB B :i: are bases corresponding to expressions in the dataset. The first 10 components of the first 3 bases are plotted in Fig. 3 . We also discover that the first basis AEB B :0: , visualised in Fig. 3a , is a basis of neutral expressions. This is impressive as the neutral expression did not exist in the original dataset. 2 2. Nevertheless some, e.g., the 5th column of Fig. 3 from the left do show some expression. This is mainly because we applied arbitrary scaling to the component (we could have normalized the scaling to the variance associated with this component). The experiments that can conclusively show that our method indeed decoupled identity and expression are shown in Figs. 5 and 6 (transferring expression by changing only the components in E E).
Thus we can use the neutral expression basis to create synthetic neutral faces of people using the following method. Let B B 0 denote the neutral expression basis B B :0:
where x x 0 i denotes the resulting neutral face of the person in x x i . The results are visualised in Fig. 5 .
By decoupling E E, the matrix of expression coefficients and C C, the matrix representing identities, the decomposition allows us to transfer expressions across identities. Facial expression transfer results are in Fig. 6 .
Disentangling Illumination, Expression and Identity
In this experiment, we test our decomposition on data that simultaneously contains lighting, facial expression variations as well as multiple identities such as the Multi-PIE [13] dataset. We select 147 identities, 5 expressions and 5 illuminations from the overall dataset. Our subset consists of 3,675 images. We rigidly align the data to a mean shape in order to conserve the facial expression variations. Frequently, lighting becomes the first mode of variation in visual data. We model illumination using first order spherical harmonics consisting of 4 components [41] . The decomposition can be adapted in this manner
where L L 2 R 4Ân is the matrix of first order spherical harmonic light coefficients, E E 2 R eÂn and C C 2 R kÂn represent expression and identity coefficients respectively. B ð1Þ , subject to orthogonality constraints, corresponds to a spherical harmonics basis and can be applied to estimate the normals and albedo of the object. The estimated normals are then warped back into the original space of the image and integrated using the method of [42] to recover the 3D reconstruction, see Fig. 7 .
As the decomposition also decouples expression and identity variations into E E and C C, we can use this to transfer facial expressions from one person to another person. Adapting the Equation (4) to this decomposition (23), we specify for images x x i and x x j where the two images are of different people and expressions x x i ¼ B B Â 2 l l i Â 3 e e i Â 4 c c i ; x x j ¼ B B Â 2 l l j Â 3 e e j Â 4 c c j :
By swapping c c i with c c j , the identity coefficients, we can create a synthetic image x x i j containing the expression of person i and identity of person j
In this way, a synthetic dataset of people with new expressions are created. Sample results of the expression transfer experiment are shown in Fig. 8 . Some of the examples are challenging ones such as transferring expressions across gender. The Multi-PIE [13] dataset contains a number of people wearing glasses which lead to artefacts in the area around the eyes in the synthetic images. We test this synthetic data via an expression classification experiment to verify that the new synthetic expressions are recognisable. Specifically, we trained a linear SVM model with the original dataset and respective expression labels and used the synthetic dataset as test data. The prediction results are listed in Table 1 . The high accuracy of 85.1 percent shows that the synthetic data manages to model the expressions contained in the original data.
Robust Disentanglement of Illumination and Shape
Using the robust decomposition method from Section 4.2, we show on two different dataset that the method is able to robustly reconstruct objects "in-the-wild". As "in-the-wild" data often contain noise and natural occlusions, a robust decomposition seems to be ideal in this case to separate the noise from the actual shape. Fig. 8 . Expression transfer on Multi-PIE. As our decomposition reduces the dimensionality of the images in the dataset, we show the images with the transferred expression next to the reconstructed image of the ground truth from the dataset. Given the decomposition, the reconstruction represents the result of a plausible expression transfer. The decomposition applied in the below experiments is
where L L 2 R 4Ân is the the matrix of first order spherical harmonic light coefficients, C C 2 R kÂn is a matrix of shape and identity coefficients and E E 2 R dÂn represents the matrix of sparse errors. A sparsity constraint has been put on E E in the problem formulation. This is a special case of our proposed decomposition in (16) .
In order to validate the usefulness of the robust decomposition, we have added 1 percent salt&pepper noise on the Photoface dataset. We then compare the estimated normals of our robust and non-robust decompositions on this noisy Photoface dataset. The "ground truth" normals were obtained from the clean Photoface dataset using PS [20] . Fig. 12 shows the sample reconstructions from this experiment. From the 3D shape, we observe that the non-robust reconstruction also reconstructs the noise. The robust reconstruction obtains a smooth shape without the noise. The result of the quantitative evaluation can be found in Table 2 . This clearly demonstrates that the robust decomposition outperforms the non-robust decomposition on noisy data.
We then show on two different "in-the-wild" datasets that the robust method outperforms the non-robust version.
Faces " In-the-wild"
In this experiment, we show that our method is able to robustly reconstruct a large number of "in-the-wild" images. We use the HELEN [43] dataset containing 2,000 identities with 1 image per person. We used the 68 facial landmarks from [44] for the warping to/from the mean reference shape. Fig. 9 shows the results on a number of challenging images for k ¼ 200. Clearly the robust method is able to separate illumination and appearance better than the non-robust method.
Ears " In-the-wild"
In this experiment, we show that our method works on other objects apart from faces. We collected 605 "in-thewild" images of ears and annotated them with 55 landmarks. The landmarks were used for the warping to/from the mean reference shape. Setting k ¼ 100, we apply our decomposition and show the results in Fig. 10 . The results indicate that the robust decomposition method outperforms the non-robust method.
Disentanglement of Illumination and Shape with
Low-Rank Constraints
Videos of a single person can specifically profit from the rank-constrained decomposition method from Section 4.3.
As the rank-constrained decomposition also incorporates the l 1 norm, we can apply this method on noisy data. We show this using two experiments: In the first experiment, we synthetically occlude part of a video with baboon patches. 20 percent of the frames in the video has been occluded by baboon patches. For each of those occluded frames, the baboon patch covers 10 percent of the frame. In the second experiment, we run the same method on videos where some frames have been naturally occluded by hands or hair. Fig. 11 shows the qualitative result of the two experiments. In both situations, we were able to reconstruct the faces quite well despite the occlusions. We can see how the reconstruction strongly resembles the person in the video. Table 3 shows the quantitative result in the case of synthetic occlusion. The ground truth are the normals estimated without low-rank constraints on videos without occlusion (k ¼ 20). We compare our methods with and without low-rank constraints (k ¼ 20) on the videos containing occlusions. Clearly, our method with low-rank constraints is robust to occlusions and outperforms our method without low-rank constraints.
Semi-Supervised Disentanglement of Expression and Identity
We have collected a new 3D database of people displaying 6 different expressions (happiness, disgust, anger, surprise, sadness and fear). We used NICP [45] to bring them in correspondence with the basel face model. In total we collect samples from 200 people, each sample was annotated with the expression label of the 6 different expressions. We applied the unsupervised version of the decomposition without graphregularisation using the 6 labels. Keeping the identity parameters fixed to the ones of the mean face, we randomly sample values for E E. Fig. 13 shows how we can generate 3D faces corresponding to each of the 6 expressions using this approach. Then we split our dataset into 5 random splits, each time keeping 1,000 samples for training and 200 for testing. We apply both the unsupervised and graph-regularised semi-supervised decomposition on the data and use a nearest neighbour classifier on E E to predict the expressions of the test set. Table 4 shows how incorporating supervision via graph-regularisation strongly improves the expression classification accuracy.
Unsupervised Normal Estimation Using Deep Learning
In this experiment, we use the normals estimated on the HELEN dataset [43] using the proposed method to train a 'fully convolutional' network to perform normal estimation on faces. This fully unsupervised pipeline consists of obtaining normals estimated using our decomposition and then feeding them as input data to a deep network. We use the network based on ResNet-50 [47] and the UberNet architecture [48] . UberNet used a Deep Convolutional Neural Network (DCNN) for surface normal estimation among a series of other tasks. The network architecture is in the supplementary material, available online. In order to quantitatively estimate the performance of the learned deep model, we require some level of ground truth data. Photoface [49] is a photometric stereo dataset containing single-view images of people taken under 4 different illumination conditions. We annotated 68 facial landmarks on 57 people from the dataset. The landmarks are used for Fig. 12 . Sample reconstruction from the Photoface dataset with 1 percent salt&pepper noise using non-robust and robust decomposition. Fig. 10 . Ear reconstructions. Images from the Ear dataset. Fig. 11 . Face reconstructions from occluded video frames using the rank-constrained decomposition.
the warping of the images into/from the mean reference shape for our proposed decomposition from Section 4.1. In the absence of ground truth depth or normal data, we use normals recovered from Photometric Stereo (PS) [20] as our ground truth. However, the normals from PS may be biased by outliers so these normals serve as a weak ground truth.
By testing our learned deep model on a previously unseen dataset such as Photoface is challenging as the images have been taken under different conditions to the ones in the HELEN training dataset. We plotted the mean angular error between our decomposition method (Section 4.1) results and the "ground truth" ones from PS [20] in Fig. 15 and compare against our learned deep model.
Our decomposition method uses 2 randomly selected images of a person under different lighting conditions. The method in [21] requires 4 images of a person under different lighting conditions. [46] is a generic state-of-the-art network which reconstructs from one image. Our deep model similarly only requires one image per person. From the quantitative results in Table 5 , our deep model obtains a mean angular error of 28.53 degree across 273 people against 38.77 degree using [46] . It clearly shows that the deep model works very well on the Photoface test data and performs comparably and even slightly better than our decomposition method. The deep model obtains a mean angular error of 28.53 degree against 33.37 degree using the decomposition method. The reason for the strong performance is the variation of k. As the decomposition method is restricted by the number of annotated images in the Photoface dataset, the k used is 40. The deep model is trained on the larger HELEN dataset with k ¼ 400. This suggests that the deep model may be able to extract more reconstruction details from the Photoface images than the decomposition method.
The results are extremely encouraging as they indicate that we can apply this unsupervised deep model directly to "in-the-wild" internet images of faces. Unlike the proposed decomposition method, the deep model does not require any warping of the images to/from the reference frame. This also is very beneficial for "in-the-wild" images. Fig. 14 shows the reconstruction results of our deep model on internet images. The reconstructions nicely mirrors the facial expressions contained in the images.
In addition, we trained a separate network with the images from the HELEN and Ear datasets. The ground truth normals used were again the result of our decomposition method. We tested the model on human faces and found that it reconstructs more details. Then we tested this additionally on internet images of cats and found that due to the similar facial structure (eyes and nose), the model is able to reconstruct cat faces. The reconstructions can be seen in [21] and a generic state-of-theart network [46] . The error has been calculated against the estimated normals from photometric stereo [20] . Fig. 16 . The model even manages to reconstruct the fur details, which is impressive.
CONCLUSION
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