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A time-dependent perturbation theory simulation showed that the signatures
of QuI in the ionic continuum vanish when measuring total electron yield, but appear
in energy-resolved electron yields. The second set of experiments measured photo-
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βs ratio of subordinate peak field amplitude to main peak field amplitude
γ Keldysh parameter
δl change in l
∆φ relative phase between peaks of the twin-peaked pulse
∆φ
(E)
0 phase offset of ion yield oscillations
∆φ
(M)
0 phase offset of model intensity oscillations
∆λFWHM wavelength bandwidth of pulse, full width at half maximum
∆νFWHM frequency bandwidth of pulse, full width at half maximum
∆t sech2 pulse duration (= 0.568∆tFWHM)
∆tFWHM full width at half maximum pulse duration
δτ change in τ
∆ω sech2 angular frequency bandwidth (= 2π · 0.568 ·∆νFWHM)
ε0 vacuum permittivity
ηBBO BBO conversion efficiency
θ carrier envelope phase
λ wavelength
λ0 center wavelength of pulse
ν frequency
ν0 central frequency of the laser pulse
ρ radius (spherical coordinates)
σ standard deviation
σY standard deviation of charged particle yield
σ(m) m-photon generalized cross section
σ[m] m-photon cross section
τ temporal delay between peak of the twin-peaked pulse
τs temporal delay between a main peak and subordinate peak
xvi
φ phase
φp pedestal phase (relative to main peak)
ϕ azimuthal angle (spherical and cylindrical coordinates)
χ nonlinear susceptibility
ω angular frequency
ω0 central angular frequency of the pulse





For approximately thirty years, ultrafast lasers have captured the interest of
scientists in many fields for their potential to image and control molecular dynamics
[1–4]. These ultrafast pulses, with a temporal duration between 10−15 and 10−12
seconds, are sometimes referred to as “photonic reagents” due to their potential to
guide chemical reactions to a final state.
Extremely high intensities are attainable in ultrafast experiments, even for
modest pulse energies due to the short pulse duration1, enabling processes such
as multiphoton ionization [5], tunneling ionization [6–10], high harmonic generation
(HHG) [11–13], and attosecond pulse generation [14–17]. At the same time, ultrafast
pulses are uniquely suited to image and control chemical reactions because they can
stimulate and probe dynamics on a femtosecond time scale. Figure 1.1 shows the
1 For instance, a 3 mJ pulse of 50 fs duration, focused to a spot size of 10 µm, has a peak




= 3.5× 1016 W/cm2, where
ε0 is the vacuum permittivity, c is the speed of light, e is the unit charge, and a0 = 5.28 × 10−11
m is the Bohr radius). In other words, the peak instantaneous electric field produced by such a
pulse is comparable to the Coulomb field experienced by the electron in a hydrogen atom.
relevant time scales for selected physical, chemical, and biological processes in atoms
and molecules [18]. Pulses of tens to hundreds of femtoseconds have a duration
commensurate with the time scales of molecular dynamics such as vibration and
rotation, as well as nuclear motion during chemical reactions.
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Fig. 1.1: Approximate time scales for a selection of processes in atoms and molecules.
Ultrafast pulses, those with a duration of 10−15 to 10−12 seconds, allow investigation
of molecular vibration, rotation, and chemical reaction dynamics. This figure has
been modified from a figure in Ref. [18].
The unique applicability of ultrafast pulses to probing molecular dynamics led
to the rapid and sustained growth of the field of femtochemistry, which seeks to
either observe the evolution of chemical reactions and/or molecular dynamics (often
referred to as a “molecular movie” [19–23]) or control their outcome. Coherent con-
trol of chemical reaction and molecular dynamics has been facilitated by successful
applications of frequency-domain pulse shaping2, in which the spectral profile of an
ultrafast pulse (or combination of pulses) is changed in order to maximize a desired
outcome of the target system. [3,4,24]. The complexity of molecules makes analytic
2 One example of a pulse shaper is described in detail in Sec. 3.2.
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determination of the optimal control pulse (OCP) exceedingly difficult.
Instead, the OCP can be determined by intelligent searches of the parame-
ter space via a feedback algorithm, called closed-loop control [24–27]. In such an
algorithm, a laser pulse interacts with a molecule, and a measurement related to
the dynamics of interest is made. The value of this measurement, which depends
on the shape of the applied pulse, is referred to as a fitness function(al). Based
on how close the outcome is to the target value of the fitness functional, the pulse
shape is changed, and the fitness functional is measured again. This process is re-
peated until an OCP is found and the fitness functional is maximized. Commonly,
this feedback algorithm is a genetic algorithm (GA), in which a number of electric
field “genes” are defined. These genes are subsequently mutated from generation to
generation, with preference given to preserve those genes that improve the fitness
functional [26,28,29].
Many experiments in ultrafast molecular dynamics have found great success
in closed-loop control using a GA [24–26,28,29]. What is often not known, however,
is why these OCPs are optimal – that is, how these pulses guide the molecule on
the way to its end state. Deconstruction of OCPs has proven to be a difficult and
arduous task. Efforts have involved studying the control landscape [28, 30, 31], the
role of chirped pulses [32], and individual degrees of freedom [28,30,32,33], all with
limited success. Nevertheless, the goal of “unpacking” the OCP (that is, focusing on
a small number of defining characteristics of the pulse shape to simplify the problem)
represents the best hope one has of understanding how an OCP works. The research
presented in this dissertation is primarily concerned with this goal, focusing on
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the relative phase between components of an OCP – a prominent feature of many
optimal pulses that has received comparatively little attention in the literature.
1.2 Research background
The study presented in this dissertation takes as its inspiration a previous set
of experiments [28], which will be summarized briefly here3. In these experiments, a
GA was used to find optimal pulses for maximizing the bending vibration amplitude
of a CO6+2 molecular ion prior to Coulomb explosion, a process in which a highly-
charged molecular ion dissociates into individual atomic ions due to their mutual
Coulomb repulsion [34, 35]. Several different OCPs were found, two of which are
shown in Ref. [28]. These OCPs were compared with both transform-limited (TL)
pulses4 and phase-reversed counterparts (a phase-reversed counterpart is identical
to its corresponding OCP except that the spectral phase has been reversed, φ(ω)→
−φ(ω)). It was found that the two optimal control pulses significantly enhanced
the bending amplitude when compared with either a transform limited pulse at the
same intensity or their respective phase-reversed counterparts.
3 The findings of Ref. [28] will be visited in more detail in Chap. 5. There, the results of the
“Ions” experiments described in Chaps. 3 and 4 will be related back to optimal control in the
context of Ref. [28].
4 A transform-limited pulse is a pulse which minimizes the time-bandwidth product
∆νFWHM∆tFWHM , where ∆νFWHM is the full width at half maximum (FWHM) of the op-
tical frequency spectrum and ∆tFWHM is the FWHM pulse duration [36]. For a Gaussian
frequency spectrum, ∆νFWHM∆tFWHM ≥ 0.441; for a hyperbolic secant frequency spectrum,
∆νFWHM∆tFWHM ≥ 0.315.
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Both of the OCPs in Ref. [28] consisted of a sequence of peaks with well-
defined relative phases. Sequences of peaks, referred to as pulse trains, are not
uncommon in control experiments. Phase-locked pulse trains and pulse pairs have
been studied for decades in the context of pump-probe experiments, see for example
Refs. [37–40]More recently, pulse trains have been deliberately synthesized and used
to control such processes as photoelectron angular distributions [41, 42], magneti-
zation [43], and molecular vibration and rotation [44, 45]. Pulse trains have also
appeared as solutions in optimal control experiments similar to Ref. [28], see for
example Refs. [46–49].
Furthermore, optimal control experiments on other Coulomb explosion dy-
namics in CO2 performed in this group have also found pulse train OCPs. Of
particular interest here is an experiment that sought to maximize the Coulomb
explosion branching ratio (221)/(222), where (lmn) refers to a CO
(l+m+n)+
2 →
Ol+ + Cm+ + On+ Coulomb explosion event. This branching ratio can be triv-
ially increased by decreasing the laser intensity – higher intensities are required, in
general, to produce CO6+2 than CO
5+
2 . The OCP, shown in Fig. 1.2, enhanced the
branching ratio beyond what was observed by simply lowering the intensity. This
pulse presumably induced an optimally increased (221)/(222) branching ratio. The
pulse shape is dominated by a pair of nearly-identical peaks with a well-defined
relative phase and an approximately constant phase across each peak.
The influence of the relative phase on molecular dynamics has received little
attention in experiments compared to more dominant features (e.g., intensity, pulse
width, chirp), presumably because of the perceived limited dynamic range, 0 − 2π
5
Fig. 1.2: Temporal intensity (black) and phase (red) of an OCP that controlled
the branching ratio of CO2 Coulomb explosion products. The shape of this OCP is
dominated by a twin-peaked pulse, with several small satellite pulses before and after
the main peaks. The small features are not likely to be simply noise, as determined
in Sec. 4.1.2.
rad. To address this void, the relative phase between peaks was chosen to be the
key feature around which to unpack the pulse-train OCPs of Ref. [28]. To make the
study as quantitative and straightforward as possible, two further simplifications
were made:
• The simplest case of a pulse train is considered, a pair of identical pulses.
• Only ionization, the first step of the dynamics in Ref. [28], is considered.
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The first simplification takes the prohibitively large parameter space of an
arbitrary OCP and reduces it to a single parameter – the relative phase between
the two pulses. This pair of pulses will be referred to in this work as a twin-peaked
pulse (TPP). The term “twin-peaked pulse” is used instead of “double pulse” or
“pulse pair” to emphasize that the pulse is being treated as a single composite unit
– a single pulse of complicated temporal structure.
While the second point may seem at first glance to be a drastic oversimpli-
fication of the problem at hand, the influence of pulse trains on ionization is of
significant interest in strong-field optimal control. At intensities in excess of 1014
W/cm2 at a wavelength near 1 µm, ionization will occur in almost every atomic and
molecular species. Removal of multiple electrons occurs at intensities near or above
1015 W/cm2 [5]. These intensities are common in strong-field control experiments,
so ionization is usually involved as either an early step in the dynamics or concomi-
tant with the dynamics of interest. Particularly, ionization is required in Ref. [28]
to reach the high charge states of CO2 to induce Coulomb explosion. To further
simplify the experiment, ionization of an atom (Xe), will be considered along with
ionization of CO2.
In ionization with a TPP, interference will play a key role. Two types of inter-
ference are distinguished here: optical interference (OI), in which the electric fields
of the individual peaks of the TPP interfere, leading to a variation in the energy
and intensity of the composite pulse; and quantum interference (QuI), where the
continuum electron wavepackets produced by each peak interfere. Quantum inter-
ference has been clearly observed between bound states, see for example, Ref. [50],
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but it has not been unambiguously observed the continuum with linearly polarized
light. As such, it remains an open question whether QuI could influence ionization
and subsequent dynamics in strong-field control experiments like the one described
in Ref. [28].
1.3 Contributions of this study
This dissertation considers two questions:
• What role does the relative phase play in controlling ionization from a TPP,
and how does it in turn influence coherent control of molecular dynamics?
• Can quantum interference play any role in strong-field ionization and quantum
control?
As mentioned above, these questions were explored over the limited, but well-defined
domain associated with TPPs. Two separate sets of experiments were designed and
performed on ionization with twin-peaked pulses to answer these two questions
separately. The two sets are distinguished by the species of particle detected. In the
first set of experiments, called the “Ions” experiments, atomic/molecular ions were
detected after ionization using a time-of-flight mass spectrometer – this approach
turned out only to address the first question, as will be explained later. In the
second set of experiments, called the “Electrons” experiments, the photoelectron
energy distributions were measured using a velocity map imager; these experiments
supplemented the answer to the first question and provided an answer to the second
question.
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The manuscript is organized as follows. Chapter 2 provides a brief overview
of laser-induced ionization and also considers optical and quantum interferences in
ionization yields. The laser apparatus and design of the “Ions” experiments is de-
scribed in Chap. 3; presentation and discussion of the results of these experiments is
found in Chap. 4. The findings of the “Ions” experiments are related back to optimal
control experiments, particularly Ref. [28], in Chap. 5, providing an answer to the
first question from above. A simulation of quantum interference in ionization from
TPPs, using time-dependent perturbation theory, is developed in Chap. 6. This
simulation provides an answer as to why QuI is not observed in the “Ions” exper-
iments and motivates the “Electrons” experiments. The design of the “Electrons”
experiments is given in Chap. 7, and the results are the topic of Chap. 8. Chap-
ter 9 proposes future “Electrons” experiments at lower intensities that will enable
detection of QuI in ionization with a linearly-polarized TPP. Chapter 10 gives the
conclusions of this work.
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Chapter 2: Interference in Ionization
This chapter considers ionization of atoms and molecules under the influence
of a TPP. A review of ionization in the multiphoton and tunneling regimes is given in
Sec. 2.1. The mathematical definition of a TPP will be given in Sec. 2.2. Interference
will play a key role in ionization induced by TPPs when the separation between peaks
is small enough that the peaks partially overlap. This is often the case in strong-
field control experiments, particularly in Ref. [28]. Optical interference, Sec. 2.3,
and quantum interference, Sec. 2.4, are considered here.
2.1 Ionization regimes
Non-resonant light-induced ionization of atoms and molecules occurs in two
different intensity regimes, broadly speaking. The working regime is determined by












e is the elementary charge, me is the electron mass, ω0 is the laser (central) frequency,
ε0 is the vacuum permittivity, c is the speed of light in vacuum, and I is the laser
intensity1.
The two regimes are shown in Fig. 2.1. The Keldysh parameter is equivalent
to the ratio of the optical cycle time and the tunneling time, the time required for an
electron to tunnel out of the deformed atomic/molecular potential. When γ  1, the
optical cycle time is much longer than the tunneling time. Multiphoton ionization
(MPI) dominates, meaning that ionization proceeds by the sequential absorption of
a number of photons that increase its energy above the ionization energy of the atom
or molecule. The ionization can be treated perturbatively in this case [51–53]. The
number of ions generated increases monotonically with the laser intensity I, going
as Im, where m is the number of photons required to ionize. The MPI regime with
γ  1 can be reached by lowering the intensity and/or increasing the laser frequency.
If there is an intermediate state in the atom or molecule that is resonant with
the absorption of q photons, where q < m, then resonance-enhanced multiphoton
ionization (REMPI) occurs [54,55]. Ionization occurs much more readily in REMPI
than in non-resonant MPI.
As γ decreases, the optical field distorts the atomic potential more strongly.
Perturbation theory breaks down and intermediate states shift in and out of reso-
nance, leading to a breakdown of the multiphoton treatment [7,9,56–58]. Eventually,



















Multiphoton ionization Tunneling ionization
low intensity, large laser wavelength high intensity, small laser wavelength
Fig. 2.1: Comparison of multiphoton (left) and tunneling (right) ionization of an
atom. In both cases, the green hollow circle represents the initial (usually ground)
state of the electron; the green filled circle is the free electron after ionization. The
atomic potential is given by the solid blue curves. In multiphoton ionization, the
optical field (dashed black line) does not distort the atomic potential very much and
ionization proceeds by sequential absorption of a number of photons (red arrows)
until the electron energy is larger than Ip (measured relative to the initial state
indicated by the solid black line at 0 energy). In the tunneling regime, the much
stronger optical field distorts the atomic potential to the point that the electron can
tunnel out of the well.
the atomic potential distorts to the point than an electron can readily tunnel out
within an optical cycle. This process is called tunneling ionization, and dominates
when γ  1. The tunneling ionization regime can be reached by increasing the laser
intensity and/or lowering the laser frequency.
For γ ' 1, MPI and tunneling ionization are mixed; more exotic processes
12
tend to occur, e.g. above-threshold ionization [5]. The total number of ions gener-
ally increases monotonically with the laser intensity for all γ. At sufficiently high
intensities, the ionization saturates2 in the target population, which can cause a
leveling-off or decrease in the ionization yield [55]. However, as the intensity in-
creases, the volume in which ionization occurs increases as well, and so a monotonic
increase in ion yield is typically observed over all intensities when collecting the ions
over the entire focal volume [59,60].
This monotonic increase is observed with TL pulses. More complex envelopes,
such as the pulse trains considered in this work, do not always obey this trend [61],
and therefore may induce ionization stabilization, a term used here to describe any
effect where, in the absence of saturation, the ionization rate decreases with increas-
ing pulse intensity [62–64]. Ionization stabilization received considerable experi-
mental and theoretical interest in the past, see for example Refs. [65–76]. Quantum
interference, if it changes the total ionization yield, would be considered a form of
ionization stabilization.
2.2 Definition of a twin-peaked pulse (TPP)
An ideal TPP consists of two identical, transform-limited peaks. Assuming
hyperbolic-secant shape for the individual peaks, the electric field of an ideal TPP
is given by
2 The saturation intensity is the intensity where the yield deviates from a straight line on a
log-log plot.
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where E0 is the electric field amplitude of a single peak, ω0 (= 2πν0) is the central
frequency of the pulse spectrum, 1.76∆t = ∆tFWHM is the intensity full width at
half maximum (FWHM) of each peak when the peaks are well separated in time, τ is
the inter-peak delay, and ∆φ ≡ φ2−φ1 is the relative phase between peaks; φ1 (φ2)
is the phase of the earlier (later) peak, each measured relative to the maximum of
the earlier peak envelope. The phase of a pulse is commonly defined as the phase of
the electric field at the maximum of the envelope; this is called the carrier envelope
phase (CEP). Taking the CEP of the earlier (later) peak to be θ1 (θ2), then
φ1 ≡ θ1, φ2 ≡ θ2 + ω0τ and ∆φ = θ2 − θ1 + ω0τ. (2.4)
The temporal intensity of the TPP is ITPP (τ,∆φ; t) = (cε0n0/2) (E(τ,∆φ; t))2, ε0 is
the vacuum permittivity, and n0 is the refractive index. To simplify the expression

















For a many-cycle pulse (∆t  1/ν0), the envelope of Eq. 2.3 does not change
appreciably over one optical period. In this case, one averages (ETPP (τ,∆φ; t))2
over all φ1 to determine the time-dependent intensity. This is known as the analytic
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signal approximation [77, 78], and gives ITPP (τ,∆φ; t) ∝ |ETPP (τ,∆φ; t)|2. With
Eq. 2.5, the intensity becomes

























where I0 = (cε0n0/2)E20 is the single-peak intensity.
2.3 Optical interference (OI)
The total ionization yield induced by a TPP can change as a function of ∆φ
due to OI, the interference between individual peak electric fields when the peaks
overlap. When the peaks are in phase (∆φ = 0), the fields constructively interfere,
so the maximum intensity (and energy) of the TPP increases. When the peaks
are out of phase (∆φ = π rad), destructive interference causes the intensity and
energy of the TPP to decrease. This can be seen directly by calculating I
(max)
TPP , the
















which exhibits sinusoidal oscillations in ∆φ, with the oscillation amplitude falling
off with increasing |τ |. The oscillation amplitude is also referred to as the fringe
visibility, which will be defined in this context in Chap. 4. In the rest of this thesis,
I
(max)
TPP will be used to refer to the maximum intensity of this ideal TPP, while
15
I(max) will be used to refer to the maximum intensity of a pulse of arbitrary shape.
The energy of the TPP can be found by integrating Eq. 2.6 over all time; it also
oscillates sinusoidally. It is clear from Eq. 2.7 and 2.4 that the oscillation period of








As described in Sec. 2.1, the ionization yield is typically a monotonically-increasing
function of the pulse intensity, so this periodic oscillation in the pulse intensity
causes an oscillation (with the same period) in the ion yield.
2.4 Quantum interference (QuI)
In addition to the well-known OI, a more exotic quantum-mechanical interfer-
ence can occur. For atomic ionization, there are at least three possible mechanisms
through which QuI could arise.
2.4.1 Mechanism I
A two-level model atom illustrating QuI Mechanism I is shown in the left panel
of Fig. 2.2. In this mechanism, the first peak of the TPP creates a superposition
between the lower state |g〉 and the upper state |e〉 of the atom3. This superposition
will result in a population oscillation (Rabi oscillations [79]) between these two states
3 In a real atom, QuI Mechanism I occurs between any two states. In Ref. [50], the two states
involved were the ground state and a pair of excited states, hence the state labels |g〉 and |e〉 in
Fig. 2.2. If the upper state is the ionic continuum, Mechanism III applies instead.
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on a timescale of h/Uge where h is Planck’s constant. The second peak of the TPP
interacts with the superposition. This can cause an oscillation of the population in
the |e〉 state with a period of h/Uge. If the transition to the excited state is resonant
with the absorption of m photons, the oscillation period is topt/m.
2.4.2 Mechanism II
A model atom that illustrates Mechanism II is shown in the middle panel of
Fig. 2.2. In this model, a second excited state |e′〉 is added to the Mechanism I model
atom. The two excited states are closely-spaced, close enough that the bandwidth
of the pulse is sufficient to excite both bound states. In other words, the energy
difference between |e〉 and |e′〉 is Uee′ < h∆νFWHM . When multiple photons are
required to reach the excited state, this further implies Uee′  Uge. In addition
to the two Mechanism I population oscillations, a beat note occurs with a period
h/Uee′ . Mechanisms I and II occur simultaneously. If more excited states are added,
more beat notes occur [79].
Blanchet et al. [50] observed QuI and were able to distinguish Mechanisms
I and II in a (2+1)-photon ionization of Cs through the 72D3/2 and 7
2D5/2 states
with a 150 fs TPP at 768 nm (topt = 2.45 fs). The excited bound states were
reached by a 2-photon transition. The population in the excited state was detected
by observing Cs+ ions that resulted from the absorption of an additional photon.
Their ion signal showed the expected modulation with a period topt/2 (Mechanism
I) with a beat note with a time scale set by the energy separation of the two excited




























Mechanism I Mechanism II Mechanism III
Fig. 2.2: Model atoms demonstrating the three different QuI Mechanisms. A TPP
with temporal delay τ is shown in all three panels. Left panel: Mechanism I, in
which the TPP probes interference in the multiphoton transition between a ground
state |g〉 and an excited state |e〉. Middle panel: Mechanism II, similar to Mecha-
nism I except that the multiphoton transition populates two closely-spaced excited
states with energy separation Uee′  Uge. Right panel: Mechanism III, in which
the interference occurs in the ionic continuum. If intermediate resonant states are
present, Mechanisms I and II may occur simultaneously with Mechanism III.
when the peaks overlapped (due to OI). In contrast to the OI modulations, the QuI
Mechanisms I and II oscillations continued well outside the temporal region where
the peaks were overlapping, due to the comparatively long excited state lifetimes.
2.4.3 Mechanism III
A third QuI, Mechanism III, is shown schematically in the right panel of
Fig. 2.2 and occurs in (multiphoton) transitions to the ionic continuum. It can be
thought of as a limiting case of Mechanism II, when the density of excited states
tends towards infinity, as described in Ref. [79]. In this mechanism, each peak of the
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TPP generates a continuum electron wavepacket. The wavepackets interfere when
they overlap spatially and temporally at the detector, resulting in a modulation of
the photoelectron signal due to ambiguity in knowledge of which peak was respon-
sible for the birth of the electron. This can be viewed as a temporal analogue to
a Young’s double slit arrangement. Much like Mechanism I, the oscillation period
from an m-photon transition has a period topt/m in Mechanism III. However, unlike
Mechanism I and II, the strength of Mechanism III follows that of OI4; as the peaks
separate, the uncertainty in which peak was the electron progenitor is gradually
lost and the oscillation amplitude decreases. In other words, the two photoelectron
wavepackets must overlap at the detector in order to interfere.
One additional case worth mentioning is the case when an intermediate res-
onant state enhances the ionization. In this case, QuI Mechanism I, between the
ground and resonant states, can occur simultaneously with QuI Mechanism III. If
there are several intermediate resonant states, QuI Mechanism II can occur alongside
Mechanisms I and III. This thesis is primarily concerned with ionization of Xe with
800 nm pulses (hν0 = 1.55 eV, topt = 2.35 fs); there are no field-free intermediate
resonances in Xe for this photon energy. However, there is a state approximately 0.3
eV below the energy corresponding to the absorption of seven photons. Depending
on the field intensity, the ac-Stark effect could shift this state into a seven-photon
resonance [57,58], which could leave excited state population less than 1.5 eV below
the ionization threshold after the first peak. A (7+1)-photon ionization could lead to
modulation of period topt/7 (Mechanism I) with the possibility of much longer beat
4 This is shown in a simulation in Ch. 6.
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notes due to two or more intermediate states being populated coherently (Mech-
anism II). Finally, a less direct QuI Mechanism III could occur resulting from a
(7+1)-photon ionization from the first peak of the TPP and a single-photon ion-
ization of the residual population in the excited state from the second peak. This
indirect QuI Mechanism III will be referred to in this work as Mechanism III’. Be-
cause QuI Mechanisms III’ results from a single-photon ionization, m = 1, it would
have a period of topt.
Wollenhaupt et al. [80] interpreted their single-photon ionization of an inco-
herently pre-populated 5p state of K with a 790 nm fs TPP (topt = 2.39 fs) in terms
of Mechanism III. However, it is difficult to separate OI and QuI Mechanism III in
their experiment, as both decay as τ increases and both have the same oscillation
period because m = 1. The authors in Ref. [80] recognize this, stating that the
observed interference pattern “...might also be explained in terms of spectral [i.e.,
optical] interference projected onto the ionic continuum.” The authors go on to say
“...distinction between optical and wave packet interferences can be achieved with
multiphoton transitions.” In a multiphoton ionization, the periods of OI and QuI
differ. Wollenhaupt et al. reference the work of Blanchet et al. [50,81] as an example
of QuI in multiphoton ionization. However, these experiments differentiate OI from
QuI in bound state transitions. Ionization was accomplished from a single-photon
transition to the continuum, resulting in a Mechanism III’ QuI with a period of
topt. To the author’s knowledge, no experiment showing QuI Mechanism III in non-
resonant, multiphoton transitions to the continuum (and clearly distinguishing this
interference from OI) has been done.
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Chapter 3: Experiment 1, “Ions”: Experimental Setup
This chapter describes the apparatus used in the first set of experiments, re-
ferred to as the “Ions” experiments [82]. A diagram of the experimental setup is
shown in Fig. 3.1. Each component shown in Fig. 3.1 will be described in more
detail in the following sections. The laser system, as well as the parameters of the
pulses produced by the amplifier, will be described in Sec. 3.1. Twin-peaked pulses
were produced with two distinct pulse shaping methodologies – with a spatial light
modulator (SLM) and with a Mach-Zehnder interferometer (MZ). Both of these
pulse shapers will be described in Sec. 3.2. Characterization of the temporal profile
of the shaped and unshaped pulses is the topic of Sec. 3.3. Finally, the measurement
of the atomic and molecular ions, including the vacuum chamber and time-of-flight
mass spectrometer, will be described in Sec. 3.4.
3.1 Laser system
The femtosecond pulses used in the experiments are produced by a laser system
composed of four individual lasers (see Fig. 3.1). Seed pulses are produced from an
femtosecond oscillator (Kapteyn-Murnane Laboratories MTS) that is pumped by
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4.1: Lasers 4.2: Pulse Shapers 4.3: Pulse Measurement 4.4: Ion Detection
Fig. 3.1: High-level schematic of the “Ions” experiments. The experimental appa-
ratus is divided into four sections, described in the four sections of this chapter.
amplified by a regenerative amplifier (Spectra-Physics Spitfire Pro40HP), which has
its own pulsed pump laser (Quantronix Darwin-527). The oscillator and amplifier
will be described in the following two subsections, followed by a description of the
parameters of the amplified pulse.
3.1.1 Oscillator
The KM Labs oscillator provides weak seed pulses that can be amplified by
the Spitfire. The gain medium inside the oscillator is a titanium-doped sapphire
(Ti:sapphire) crystal. A simplified energy level diagram of Ti:sapphire, taken from
Ref. [83] is shown in Fig. 3.2. The ground state is split into a pair of vibrationally-
broadened levels. Absorption of 532 nm photons causes a transition of electron
population from the ground state to an excited state. The excited state decays
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to upper vibrational level of the ground state, causing fluorescence of 600-1000 nm
photons. The oscillator is pumped by the Verdi, a diode-pumped, frequency-doubled
Neodymium Vanadate (Nd:YVO4) laser. The Verdi produces a CW beam at 532
nm (< 5 MHz RMS linewidth) [84].
Only the wavelengths λ that satisfy the boundary conditions of the cavity
are amplified; this requires L = jλ/2, where L is the length of the cavity and
j is a positive integer. The wavelengths that satisfy this condition are referred
to as longitudinal modes; typically, only a few longitudinal mode survive (narrow
bandwidth) and the oscillator operates in CW mode. It can be made to produce
ultrashort pulses, however, by a technique known as mode-locking. A thorough
discussion of mode-locking is given in reference [85]. When the oscillator cavity
is mode-locked, many longitudinal modes oscillate together, with a well-defined
relationship between the phases of different modes. The locked phase means that the
modes only constructively interfere for a short amount of time, while destructively
interfering at all others. This produces an ultrashort pulse, the exact duration of
which is roughly determined by the bandwidth of supported longitudinal modes.
The time between pulses is 2L/c, the time for a pulse to make one round-trip in the
oscillator cavity.
Mode-locking can be imposed on a laser cavity in many different ways, typically
divided into two categories: active mode-locking, which will not be discussed here,
and passive mode-locking. In passive mode-locking, a saturable absorber (an optical
component that has a higher transmittance at high intensities than low intensities)
is placed in the laser cavity. Pulses have a higher intensity than CW beams, because
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Fig. 3.2: Simplified energy-level diagram of Ti:sapphire, taken from Ref. [83]. Ab-
sorption of 532 nm photons promotes electrons to the excited state, which decay
to an upper vibrational level of the ground state, leading to the fluorescence of
near-infrared, 600-1000 nm photons.
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the energy is concentrated in a short amount of time; therefore, the presence of a
saturable absorber favors the production of ultrashort pulses in the laser cavity.
In the KM Labs oscillator used in this study, the Ti:sapphire crystal itself
acts as the saturable absorber due to the optical Kerr effect. The optical Kerr
effect is a third-order nonlinear effect that changes the index of refraction n due to
the intensity of light I. The index of refraction is modified from its original value
n0 as n(I) = n0 + n2I. The resulting spatially-dependent refractive index leads
to a focusing of the pulses, a process known as self-focusing. The laser cavity is
designed such that self-focusing leads to a better overlap of the pulsed beam with
the pump (and consequently better amplification), compared to a CW beam. In
this way, the Kerr medium acts as a saturable absorber, and mode-locked operation
is favored [86].
The optical elements in the oscillator are dispersive, and so a spectral chirp
is introduced into the pulse. Spectral chirp is a frequency-dependent group delay,
which causes the pulse to broaden beyond the transform limit. In order to have
the shortest possible mode-locked pulse, spectral chirp must be compensated. The
chirp is compensated in the KM Labs oscillator by a prism pair [87].
The oscillator produces pulses at a repetition rate of 93.4 MHz, with an average
power of ∼ 200 mW. This corresponds to ∼ 2.1 nJ per pulse. The pulses were
observed to have a center wavelength of ∼ 805 nm. The FWHM bandwidth of the
pulses was ∼ 25 nm. The duration of the pulses was not measured, but the minimum







where ∆tFWHM is the FWHM pulse duration, ∆νFWHM and ∆λFWHM are the spec-
tral FWHM bandwidths in frequency and wavelength, respectively, λ0 is the center
wavelength of the pulse, and c is the speed of light. Using the center wavelength
and FWHM bandwidth above, the pulse duration was at least 27 fs.
3.1.2 Amplifier
The seed pulses produced by the oscillator were amplified in the Spectra-
Physics Spitfire. The path of the seed pulses in the Spitfire is shown in Fig. 3.3 [83].
Amplifying the seed pulses directly is not feasible, because the high intensity of the
amplified pulses would damage the optics in the amplifier cavity. Instead, the seed
pulses were amplified through a process called chirped pulse amplification (CPA).
The seed pulse is first sent into a stretcher, where the pulse duration is broad-
ened substantially (to approximately 100 ps). This is accomplished in the Spitfire
by means of a series of diffraction gratings. The spectrum of the seed pulses is
dispersed spatially by the first pair of gratings, and then the second pair of gratings
undoes this spatial dispersion. By carefully selecting the geometry of the gratings,
one can impose that the blue (lower wavelength) side of the spatially-dispersed pulse
has a longer path in the stretcher than the red (higher wavelength) side – this is
positive group velocity dispersion (GVD) [83]. The amount of GVD can be changed
by changing the distance between the mirror grating pairs. For ease of alignment in
the Spitfire, several fold mirrors (M1 and M2 in Fig. 3.3) are used so that the beam
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Fig. 3.3: Schematic of the seed pulses in the amplifier, taken from Ref. [83].
is incident on one grating four times, rather than four gratings one time each.
Next, the stretched pulses are sent into a regenerative amplifier, consisting of
a gain medium (a Ti:sapphire crystal here) in an optical resonator. The stretched
pulses are amplified by multiple passes through the gain medium in the optical res-
onator. The Ti:sapphire is pumped with the Darwin laser, which is a Q-switched,
neodymium-doped yttrium lithium fluoride (Nd:YLF) laser with the following pa-
rameters: wavelength, 527 nm; repetition rate, 1 kHz; average power, 13 W; beam
diameter, 2.5 mm [88]. As the repetition rate of the stretched seed pulses (93.5 MHz)
is much larger than the repetition rate of the pump laser, only a small percentage
of the seed pulses must be selected for amplification and the others discarded. This
is accomplished in the Spitfire by placing two Pockels cells and a polarizer in the
regenerative amplifier cavity. The Pockels cells act as voltage-controlled quarter
waveplate (QWP); two passes through a Pockels cell that is “on” (i.e., has an ap-
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plied voltage to put it in the QWP configuration) rotates the polarization of the
pulse by 90 degrees. By selecting the “on” times of the two Pockels cells carefully,
only one pulse every millisecond is amplified. The rest are discarded by the polarizer
after one or fewer round trips in the cavity. The full details of the Pockels cell timing
and cavity geometry are given in reference [83]. The pulses out of the amplifier have
been increased in energy from the seed pulses by approximately a factor of 106 but
are still on the order of hundreds of picoseconds long.
Finally, the amplified pulses are sent to the compressor. The compressor uses
another combination of a grating and fold mirrors, set up in a geometry that intro-
duces negative GVD to undo the positive GVD from the stretcher. The fold mirror
is mounted on a motorized translation stage so that the amount of added GVD can
be controlled, allowing for optimal recompression of the pulses.
3.1.3 Amplified pulse characteristics
Pulses were ejected from the Spitfire with a repetition rate of 1 kHz, with an
energy of ∼ 1 mJ per pulse. The nominal pulse duration was 70 fs–a full temporal
characterization of the pulses will be given in Sec. 3.3. The pulses had a central
wavelength of λ0 ∼ 807 ± 1 nm (central frequency ν0 = 0.372 fs−1, central angular
frequency ω0 ' 2.34 rad/fs), with a FWHM bandwidth of ∼ 20 nm (0.060 rad/fs
angular frequency FWHM bandwidth). An example spectrum of an amplified pulse
is given in Fig. 3.4.
In order to predict the focal intensity in ionization experiments, it is essential
to be able to predict with some degree of accuracy the focal spot size of the beam
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Fig. 3.4: (blue solid) Spectrum of the pulses directly after amplification (referred
to as the input pulses for these experiments). (red dotted) A fit of the amplified
spectrum to a sech2 function, which finds ω0 = 2.34 rad/fs, ∆ωFWHM = 0.060 rad/fs.
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leaving the amplifier. For a beam with diffraction-limited divergence, the focused





where f is the focal length of the lens, and wm is the beam radius (at 1/e
2 prior
to the focusing element) [36]. The diffraction-limited spot size wDLf is also a 1/e
2
radius. If the beam divergence is not diffraction-limited, the actual spot size will be
larger than predicted by this equation.
In order to determine the beam divergence, the Spitfire output was focused
using a concave mirror with a radius of curvature of 3 m (focal length f = 1.5 m).
The input beam reflected off of the concave mirror with an angle of reflection of 2.8
degrees, which is small enough to be ignored here.
The beam radius was measured 10 in before hitting the concave mirror by
knife-edging. The knife-edge measurement was done in both the horizontal and
vertical directions to check the beam radius was the same in both directions. Knife-
edging was accomplished by attaching a razor blade to a manual translation stage
and incrementally blocking the beam. A Gaussian laser beam travelling in the ẑ
direction has a fluence (energy per unit area) distribution of







where xc (yc) and wx (wy) are the center and 1/e
2 radius of the beam in the x (y)









If, however, a knife-edge blocks the portion of the beam for which x > xk from















The energy as a function of xk was measured using a power meter, and was then
fit to Eq. 3.5 to recover the width of the beam in the x direction (a constant term
is added to Eq. 3.5 during fitting to account for an offset in the power meter). By
orienting the knife-edge to travel in the y direction, wy was determined in the same
fashion.
A knife-edge measurement of the beam profile before the focusing mirror is
shown in Figs. 3.5 and 3.6 (x and y directions, respectively). The fit values of the
beam width were wx = 4.18± 0.08 mm and wy = 4.29± 0.05 mm.
After the beam radius was measured, the beam divergence was able to be
measured. Using Eq. 3.2 with f = 1.5 m and λ0 = 807 nm and wm = wx, the
predicted beam waist is wDLf = 92 µm. The uncertainty in f is ∼ 10% [86], which
is a considerably larger fraction than the relative uncertainties in the wavelength
and beam radius; therefore, a 10% uncertainty in focal length corresponds to a 10%
uncertainty in beam waist.
It was observed by eye that the brightest spot of the focus was about 1.6 m
from the curved mirror. To find the beam waist, it was necessary to take many
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Fig. 3.5: Transmitted beam power vs. knife-edge position for horizontal knife-edge
travel, taken before the focusing mirror. The data were fit to Eq. 3.5 (red solid
curve) to determine the beam width, wx = 4.18± 0.08 mm.
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Fig. 3.6: Same as Fig. 3.5, but for vertical knife-edge travel. A fit of the data to
Eq. 3.5 (red solid curve) yielded a beam width of wy = 4.29± 0.05 mm.
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where wf is the beam waist, zc is the position of the focus and zR = πw
2
f/λ0 is the
Rayleigh length. In order to fit the data to Eq. 3.6 accurately, beam radii must be
measured over at least 2zR, centered at zc. For the diffraction-limited beam waist of
92 µm, the Rayleigh length is ∼ 3.3 cm. If the beam divergence is not diffraction-
limited, the Rayleigh range will be even larger. With this in mind, 14 knife-edges
were taken of the beam, in 0.5-inch (1.27 cm) increments, over a range of 7 inches
(18 cm). The uncertainty in the position was 0.1 inches (0.25 cm).
Knife-edging was done in the same ways as the unfocused beam (only in the x
direction). The resolution of the translation stage used in knife-edge measurements
was 0.001 inches (25.4 µm). The recovered beam radius as a function of position
(the mirror was located at z = 0 is shown in Fig. 3.7. The red dotted line is a fit
to Eq. 3.6. The recovered parameters from this fit are wf = 143.6 ± 3.7µm and
zR = 3.27 ± 0.28 inches (83.1 ± 7.1 mm). Also, the focal length of the mirror was
measured to be 64.30± 0.19 inches (1633± 7 mm). One can use zR to confirm the






in good agreement with the measured value. The measured beam waist is ∼1.5
times the predicted beam waist. Therefore, Eq. 3.2 must be modified to
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Fig. 3.7: Fit value of beam width, w(z), vs knife-edge position z. The focusing
mirror is taken to be at position z = 0. The data were fit to Eq. 3.6 (red dotted






If the beam waist wf is known, along with the beam average power Pavg, laser






where T is the transmittance of the vacuum chamber entrance window (92%) [36,86].
Equation 3.9 is only valid for TL pulses. A determination of the maximum intensity
of non-TL pulses is made in Sec. 3.3.3.
3.2 Pulse shapers
The pulses produced by the Spitfire–referred to as input pulses in this work
– were near-transform limited1. In order to probe QuI in ionization, these input
pulses must be shaped into twin-peaked pulses. This section describes the two ways
in which TPPs were produced.
3.2.1 Spatial light modulator
The first way that input pulses were shaped to produce twin-peaked pulses
was with frequency-domain pulse shaper (PS) which used a spatial light modulator
(SLM). A TPP produced with the PS will be referred to as a TPPPS in this work.
1 This will be confirmed in Sec. 3.3.1
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The PS leverages a major advantage in ultrafast pulse shaping – that the complex
electric field of the pulse can be fully described as a function of either time or
frequency, and that the two functions are related through a Fourier transform. In
other words, for a desired complex field E(t), the corresponding field in frequency
space is





where ω = 2πν is the angular frequency and F is the Fourier transform operator. For




























are useful. In addition, the hyperbolic secant term can be
factored out, which leads to









The spectral intensity is
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where Ĩ0 ≡ 4Ẽ20 . The spectral intensity for four different TPPs with λ0 = 807
nm (ω0 = 2.34 rad/fs), ∆ω = 0.034 rad/fs (⇒ ∆ωFWHM = 0.060 rad/fs, same as
Fig. 3.4), and various combinations of τ and ∆φ are plotted in Fig. 3.8. The spectral
intensity profile consists of an envelope (the same envelope as the input pulse) with
sinusoidal interference fringes. Because ω0 and ∆ω are fixed by the input pulse, τ
and ∆φ determine the period and phase of the fringes, respectively (see Fig. 3.8). A
TPP can be produced if a device is able to modulate the intensity of the input pulse
spectrum in this way. More generally, an arbitrary shaped pulse can be synthesized
from the input pulse if a device exists that can change both the intensity (Ĩ(ω)) and
the phase (φ(ω)) of the frequency-domain input field.
One device that meets this requirement is an SLM. An SLM is an array of
birefringent liquid crystal pixels, each with a voltage-controlled index of refraction
for light polarized parallel to the crystal extraordinary axis (e-axis). Depending on
the relative alignment of the light polarization and crystal axis, the phase or the
polarization state of the input light can be altered [89]. There are three main modes
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Fig. 3.8: Normalized spectral intensity ĨTPP (ω)/Ĩ0 for TPPs with ω0 = 2.34 rad/fs,
∆ω = 0.034 rad/fs, which matches the input pulse shown in Fig. 3.4, and: (a)
τ = 150 fs, ∆φ = 0; (b) τ = 150 fs, ∆φ = π; (c) τ = 250 fs, ∆φ = 0; and (d)
τ = 250 fs, ∆φ = π.
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Fig. 3.9: Three operation modes of an SLM, taken from Ref. [89].
40
The first operation mode (top panel of Fig. 3.9) is for input light polarized
parallel to the crystal e-axis. In this case, the SLM acts as a retarder, modifying
the phase of the input light at each pixel. Light polarized along the ordinary axis
(o-axis) is unaffected. By placing a polarizer before the SLM, o-axis light can be
removed. If the input light has been spectrally dispersed (by, e.g., a diffraction
grating), each pixel of the SLM will correspond to a particular frequency, and in
this way φ(ω) can be modified.
In the second operation mode (middle panel of Fig. 3.9), the e-axis of the
crystals are oriented at 45◦ to the input light polarization. In this case, each pixel
acts as a voltage-controlled waveplate, and the polarization state of the spectrally-
dispersed input light can be changed as a function of frequency. An exit polarizer
selects a single linear polarization. In this way, I(ω) can be modulated.
The third operation mode (bottom panel of Fig. 3.9) allows for simultaneous
intensity and phase modulation, and is accomplished by placing two back-to-back
arrays of liquid crystal pixels, with the e-axes oriented orthogonal to each other
and both 45◦ to the input light polarization. The common mode variation of the
pixels (i.e., the sum of the two modulations) modulates the phase of the input light,
and the differential mode variation (the difference of the two modulations) rotates
the polarization. The SLM used in these experiments, a Cambridge Research and
Instrumentation SLM-128, uses the third operation mode, and consists of two sets
of 128 liquid crystal pixels aligned horizontally in a one-dimensional array. The two
arrays are referred to as the master and slave arrays.
A complete description of shaping ultrafast pulses with spatial light modula-
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Fig. 3.10: Schematic of a 4f pulse shaper apparatus, taken from Ref. [90]. The first
grating disperses the input pulse, which is then collimated by the first cylindrical
lens. A spatial light modulator is placed at the MASK position to change the
spectral intensity and phase of the input pulse. The output pulse spectrum is
then recombined by a matched lens-grating pair. In the pulse shaper used in this
thesis, cylindrical mirrors are used instead of lenses to collimate the beam, to reduce
dispersion. Also, a mirror behind the mask reflects the beam back on itself, enabling
only one mirror and grating to be used in the setup.
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tors is given in Refs. [90, 91]. The PS was constructed by placing the SLM in the
center of a grating-lens apparatus in a 4f geometry, pictured in Fig. 3.10 (taken from
Ref. [90]). A 4f geometry PS consists of two gratings and two cylindrical lenses,
where the distance between grating and lens is f , the focal length of the lens. The
distance between the two lenses is 2f , and the SLM is placed at the midpoint of
the two lenses. In this way, the pulse spectra are spatially dispersed and collimated
onto the face of the SLM, so that each pixel of the SLM corresponds to a different
wavelength. This allows the intensity and phase to be adjusted at each wavelength
increment. The spatial dispersion is undone by the second lens-grating pair. In
practice, the matching of the pair of lenses and pair of gratings is difficult, as is
the precise calibration of the distances between components. Because of this, most
pulse shaping experiments (including the experiments here) use a folded-4f geome-
try, where a mirror is placed on the back of the SLM to retro-reflect the beam; in
this case, only one grating and one lens are needed. The pulse shaper used in this
thesis uses a cylindrical mirror instead of a lens, to eliminate the dispersion caused
by passage through the lens material.
In order to use the SLM for pulse shaping, its voltage response must be cal-
ibrated. Figure 3.11 shows the phase retardance of the SLM as a function of the
applied voltage, from 0 to 4000 V. This retardance was calculated for a folded-4f
geometry, i.e., the light passes through the pixel arrays twice. The largest possible
retardance of the SLM is approximately 8π. In the experiments, the working volt-
















Fig. 3.11: Phase retardance (phase difference between extraordinary and ordinary
light) vs SLM applied voltage. The typical operating voltage in the experiments is
shown by the shaded area, 850 V to 2500 V.
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   (a)    (b)
   (c)    (d)
Fig. 3.12: Intensity (black solid) and phase (red dashed) of two TPPs, in the time
and frequency domains. (a) Temporal profile of a TPP with τ = 150 fs and ∆φ =
0.5π. (b) Spectral intensity and phase of the same TPP, obtained by performing
a Fourier transform of the TPP in (a). (c) Temporal intensity and phase of an
approximate TPP (referred to nonideal) with the same τ and ∆φ as (a). The
temporal field of this TPP was computed as a numerical inverse Fourier transform
of (d). In (d), the cos2 variation in intensity seen in (b) is replaced by notches at the
phase jumps in order to minimize energy loss through the spatial light modulator.
The two main peaks in (c) combined contain about 75% of the total TPP energy.
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One disadvantage of using the SLM to produce TPPs is that approximately
half of the input pulse energy is absorbed by the SLM in order to create the fringes
in frequency space. One way to circumvent this problem is to synthesize an approx-
imate TPP by modifying the intensity mask. This is shown in Fig. 3.12. The mask
shown in Fig. 3.12(d) consists of replacing the sinusoidal modulation with a series





= 0. This creates a
nonideal version of a TPPPS (shown in Fig. 3.12(c)), so this mask will be referred
to the nonideal mask. The ideal mask is shown in Fig. 3.12(b); it produces an ideal
TPP (Fig. 3.12(a)). Use of the nonideal mask drastically reduces the amount of en-
ergy absorbed by the SLM. The nonideal TPP was found by performing a numerical
inverse Fourier transform on the nonideal mask. The nonideal TPP has the same
τ and ∆φ as the ideal TPP, but small subordinate are present that are not present
when using the ideal mask.
3.2.2 Mach-Zehnder interferometer
The second way that TPPs were produced from input pulses was with the
Mach-Zehnder interferometer, which is diagrammed in Fig. 3.13. A TPP produced
by the MZ will be referred to in this work as a TPPMZ. The input pulse was split into
two arms by a 50/50 beam splitter. Both of these arms traveled down a delay line and
were recombined with a second 50/50 beam splitter. The retroreflecting mirror pair
on one delay line was fixed, while the mirrors on the other were placed on a variable
translation stage (Aerotech ALS130 linear motor stage). Upon recombination, the
pair of pulses formed the TPP, and τ was varied by changing the position of the
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variable arm translation stage. The setup of the MZ ensured that each arm traveled
through one beam splitter and was reflected by the other. In this way the amount of
group delay dispersion (GDD) accumulated by the two arms in the MZ was nearly
equal, as long as the beam splitters were the same thickness and material. The
nominal minimum step size of the stage was 10 nm, which caused a total change in
the path length of the variable arm of the MZ of δl = 20 nm. This corresponds to
a change in the delay between the two arms of δτ = 0.067 fs. In other words, τ was





where τ0 is the TPP delay at s = 0 and k0 is found by noting that k0s = 2π when
s = 40.35, i.e., the number of steps to travel one optical period (807 nm at 20 nm per
step). This gives k0 = 0.157 rad/step. Unfortunately, the translation stage used in
the MZ took non-uniform steps, meaning that k0 varied during the experiment. This
variation in k0 could be corrected after the experiment, using a procedure described
in detail in Appendix A.
The post-correction step size can be verified in the MZ power interferometry.
The power interferometry signal is a measurement of the TPP average power P as
a function of τ . Optical interference between the two arms of the MZ will cause
periodic oscillations in P (τ). These interference fringes will be largest when the
pulses overlap (τ = 0) and the oscillation envelope will decrease as |τ | increases.
Before correction, the oscillation period was non-uniform (see Appendix A). The
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10 nm minimum step size
Fig. 3.13: Schematic of the Mach-Zehnder interferometer (MZ) used in these exper-
iments. The translucent rectangles represent 50/50 beam splitters, and the hatched
rectangles represent dielectric-coated mirrors. One of the mirror pairs in the MZ is
mounted on a variable-delay translation stage with 10 nm resolution.
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Fig. 3.14: TPP power P as a function of delay τ , after τ(s) has been calibrated
using the procedure described in Appendix A. The appendix also addresses the four
breaks in the signal, due to a jump in the translation stage every 500 steps.
power interferometry after the step-size correction is shown in Fig. 3.14, showing
uniform, periodic oscillations, other than four breaks in the signal. These were due
to jumps in the translation stage, that were also corrected for by the procedure in
Appendix A. This indicates that the relative value of τ (i.e., the change in τ between
each step) was well-determined.
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3.3 Pulse measurement
Three measurement devices were used to characterize the pulses. The first was
a spectrometer to record the spectra of the input and shaped pulses (i.e., Fig. 3.4).
The spectrometer used was a Photon Control SPM-002. This spectrometer had a
wavelength resolution of 0.189 nm. The second measurement device was a commer-
cial Wizzler (from Fastlite Technologies), described in Sec. 3.3.1. It was suitable
for characterization of the temporal intensity and phase of the input pulses and
the individual arms of the MZ, i.e., near-TL pulses only. The Wizzler is not able
to measure the intensity and phase of complex pulses accurately, which precluded
measurement of the TPPs with this device. The third device was a home-built
self-diffraction frequency-resolved optical gating (SD-FROG), which was used to
characterize both the input pulses and the TPPs. The SD-FROG is described in
Sec. 3.3.2. Section 3.3.3 describes how SD-FROG measurements can be used to find
important parameters of complex pulses, e.g., τ and ∆φ for a TPP.
3.3.1 Wizzler
The input pulses were measured with a Wizzler, which allows characterization
of near-TL pulses through a process called self-referenced spectral interferometry
(SRSI) [92, 93]. Briefly, the device works as follows: the pulse to be measured is
first sent through a birefringent material to produce a time-delayed, polarization-
rotated replica pulse. The main and replica pulses are both focused onto a cross-
polarized wave (XPW) crystal [94, 95]. In the Wizzler, the XPW crystal is BaF2.
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For light polarized along the XPW crystal optical axis, an orthogonally-polarized
XPW field with amplitude EXPW (t) is produced through a third-order nonlinear
optical interaction; EXPW (t) is related to the input field amplitude E(t) by
EXPW (t) ∝ |E(t)|2E(t). (3.15)
Equation 3.15 shows that the XPW field is a replica of the input pulse filtered by the
input pulse intensity. As a result, EXPW (t) is shorter in time and consequently has
a broader spectrum than E(t). This spectral broadening is reminiscent of self-phase
modulation (SPM), and indeed Eq. 3.15 is similar to the equation describing SPM.
The difference between the two is that SPM does not produce a rotated polarization,
and can occur in isotropic media. In contrast, the XPW field is orthogonally-
polarized to the input field and a nonisotropic medium is necessary.
In the Wizzler, the XPW crystal is rotated so that the main pulse produces
an XPW signal but the replica pulse does not. After XPW generation, main pulse
extinction is accomplished by a polarizer, so that only the time-delayed replica pulse
and XPW pulse survive. These two pulses are measured using Fourier transform
spectral interferometry (FTSI) [96, 97]. If the spectral phase of the XPW pulse
is known, the spectral intensity and phase of the replica pulse (and, by a Fourier
transform, the temporal intensity and phase) can be recovered from the interfero-
gram. Because the XPW spectrum is much broader than the replica pulses, to a
first approximation the XPW phase is 0. This approximation is only good if the
spectral phase of the pulse to be measured is nearly constant, i.e., when the input
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Fig. 3.15: Intensity (black) and phase (red) for a input pulse in the temporal (a)
and frequency (b) domains, measured by the Wizzler.
pulse is near-TL. As such, the Wizzler is not able to measure TPPs or other shaped
pulses.
The Wizzler-measured input pulse profile is shown in Fig. 3.15. The temporal
intensity plot shows a small subordinate peak that arrives after the main pulse
at τ ' 150 fs; this subordinate peak is not unique to this measurement, but is
quite robust, appearing in daily measurements from two separate pulse measurement
devices (Wizzler and FROG, see Sec. 3.3.2) over a time period of four years (and
before and after the laser was moved to a new building and realigned). The spectral
profile of the pulse, in Fig. 3.15 gives a clue as to the origin of this subordinate peak.
The spectral phase of the input pulse is not flat, indicating that the input pulse is
chirped. In particular, the shape of the spectral phase roughly approximates a cubic
function, indicating the presence of third-order chirp. Odd-order chirp is known to
lead to pre- or post-pulses in the time domain with a π phase jump between the
main pulse and the subordinate [98].
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3.3.2 SD-FROG
One of the most successful methods developed to completely characterize ul-
trashort pulses is FROG, first developed in the early 1990s by Rick Trebino and
coworkers [99]. The device, shown in Fig. 3.16, is in essence a spectrally-resolved
autocorrelator. The pulse to be measured is divided in two by a 50/50 beam split-
ter. The two arms travel through delay lines, one of which has a variable translation
stage with a resolution of ∼ 100 nm (0.67 fs). In the FROG measurements in this
work, a step size of approximately 0.5 µm (3.3 fs) were used. The two arms are then
focused and crossed onto a nonlinear optical element by a curved mirror. A nonlinear
signal is produced by the pulses when they overlap spatially and temporally. Many
different nonlinear effects have been employed in different FROG geometries. In this
work, the nonlinear process used was self-diffraction, which occurs in any material
with a χ(3) nonlinearity (fused silica here). Due to the third-order nonlinearity, the
two pulses change the index of refraction of the material. When the pulses overlap,
the intensity-dependent index of refraction produces an effective grating inside the
medium, and a portion of the incoming light is diffracted.
The spectrum of the nonlinear signal is measured as a function of the delay
between the two arms. The resulting two-dimensional measurement, called an SD-
FROG trace, is the light intensity as a function of both frequency and delay. An
SD-FROG trace can also be calculated numerically for a given pulse intensity, I(t),
and phase, φ(t). An iterative process of comparing the experimentally-measured
FROG trace with numerical reconstructions allows determination of I(t) and φ(t);
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spherical mirror,






Fig. 3.16: Schematic of the self-diffraction frequency-resolved optical gating (SD-
FROG) used in these experiments. All of the unlabeled optics in this figure are gold
mirrors. The translation stage (light grey rectangle) had a minimum resolution of
∼ 100 nm, corresponding to a temporal delay of 0.67 fs. Typically, a larger step size
of 500 nm was used in the experiments.
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Fig. 3.17: SD-FROG traces (left column) and the corresponding reconstructed in-
tensity and phase in both the spectral (middle) and temporal (right) domains, for
a near-TL pulse (upper row) and a TPP produced by the SLM with a phase mask
set for τ = 150 fs, ∆φ = −0.75π (lower row). The TPP was synthesized using an
nonideal TPP mask, as described in Sec. 3.2.1.
the reconstructed solution is unique [98–100]. Figure 3.17 shows the measured SD-
FROG traces, and the reconstructed intensity and phase in both the time and
frequency domains, for two pulses–a near-TL pulse and a TPP. The TL pulse does
not show the subordinate peak of the input pulse seen in Fig. 3.15(a) because the
higher order spectral phase (Fig. 3.15(b)) was corrected by the PS prior to FROG
measurement. The TPP was produced with the PS using the nonideal mask on the
SLM (see Sec. 3.2.1 and Fig. 3.12), and as a result small subordinate peaks on the
outside edges of the two main peaks were observed.
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3.3.3 Determination of shaped pulse characteristics
The method for determining τ and ∆φ is demonstrated in Fig. 3.18 using an
example TPP from an experiment. First, the TPP intensity was fit to a double-
Gaussian peak function, and the centers of the earlier and later peaks, t1 and t2
respectively, were determined. For the TPP in Fig. 3.18, t1 = −74.0(3) fs and
t2 = 75.8(4) fs. One then finds that τ = t2 − t1 = 149.8(5) fs.
It should be noted that fitting the TPP intensity to a double-Gaussian is only a
rough approximation of the TPP shape; a more thorough fit would be to a modified
version Eq. 2.6 (sech2 peaks) where the widths and heights of the two peaks are
allowed to differ. The interference term in Eq. 2.6 can cause the peak locations to
shift. This shift was measured (by performing both fits) to be as large as 10 fs,
depending on ∆φ.
The phases of the earlier and later peaks, φ1 = 4.79(6) rad and φ2 = 8.01(14)
rad, respectively, were found independently of τ by averaging the FROG-reconstructed
phase φ(t) over the FWHM of each peak. These ranges are shown as solid blue curves
in Fig. 3.18. The relative phase was calculated as ∆φ = φ2 − φ1 = 1.03(5)π rad.
The uncertainty in φ1, φ2 is the standard deviation of the phase over this range; in
this way, the given uncertainty in ∆φ was a rudimentary quantization of the chirp
of the individual peaks.
It is also useful to determine the intensity of the TPPs. The intensity of TL
pulses was derived in Sec. 3.1.3. For a non-TL pulse, the intensity can be determined
from the FROG (or Wizzler) measurement, along with a measurement of the pulse
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Fig. 3.18: SD-FROG reconstructed intensity I(t) (black squares) and phase φ(t)
(blue dotted curve) for a TPP, synthesized using the SLM with an ideal TPP mask
(see Sec: 3.2.1). A fit of the TPP intensity to a double-Gaussian function is also
shown (red solid curve). The center values of the earlier and later peaks, t1 =
−74.0(3) fs and t2 = 75.8(4) fs, respectively, were used to find τ = t2− t1 = 149.8(5)
fs. The average phase of the earlier and later peak, ∆φ1 = 4.79(6) rad and ∆φ1 =
8.01(14) rad, respectively, were found by averaging φ(t) across the FWHM of each
peak. These ranges are shown in solid blue.
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energy. When a pulse (TPP or any arbitrary pulse shape) is measured by the
SD-FROG or Wizzler, the reconstruction returns an intensity normalized so that
the maximum intensity is unity. This normalized intensity will be referred to as
IFROG(t). This intensity is proportional to the intensity in W/cm
2, I(t), i.e.,
IFROG(t) = CI(t), (3.16)
where C is the normalization constant. Finding C, then, allows determination of









The integral of intensity over all time is radiant fluence, F , defined as energy per





Because IFROG(t) and AFROG are known, a determination of the pulse intensity can
be made if the pulse fluence is known. The pulse fluence is
F = U/Aeff , (3.19)
where U is the pulse energy and Aeff = πw
2/2 is the effective mode area (i.e., the
area of a top-hat beam with the same maximum intensity and total energy as the
Gaussian beam, w is the beam radius at 1/e2 intensity.
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The average power of the laser, Pavg, was measured before the vacuum chamber
with a thermopile power meter (Newport 818P-015-19). The energy in each pulse
at the focal spot is U = PavgT /frep, where frep is the repetition rate of the laser (1
kHz) and T is the transmittance of the vacuum chamber entrance window (92 %).












One can confirm this formula for intensities by investigating the appearance
intensities of various charge states of xenon, which have been both calculated [101]
and measured [102] previously. The measured appearance intensities for Xe2+ and
Xe3+ found in Ref. [102] are ∼ 1.8 · 1014 W/cm2 and ∼ 3 · 1014 W/cm2, respectively.
Figure 3.19 shows the time of flight (TOF) mass spectrum (see Sec. 3.4) for
an input pulse (i.e., a single pulse, not a TPP) with Pavg = 21.9(5) mW. For
this pulse, AFROG = 70.75, and with wf = 7.2µm (as determined in Sec. 3.4),
frep = 1000 Hz, and T = 0.92, one finds that this pulse has a maximum intensity
(when IFROG(t) = 1) of 3.34(1)·1014 W/cm2, approximately the appearance intensity
of Xe3+. One can see in the mass spectrum a series of peaks corresponding to the
various isotopes of Xe+ and Xe2+, but there is also a barely-perceptible Xe3+ signal,
confirming that the determination of pulse intensity is correct.
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Fig. 3.19: Time of flight (TOF) mass spectrum for xenon, ionized with a pulse of ∼
70 fs duration and an average laser power of 21.9(5) mW. This power corresponds to
an intensity of 3.34(1) · 1014 W/cm2. The TOF peaks for Xe+, Xe2+, and Xe3+ are
marked. The multiple-peaked structure for each charge state is due to the multiple
stable isotopes of xenon; the relative heights of the peaks within each charge state
were observed to agree with naturally-occurring isotopic abundances.
3.4 Ion measurement
After shaping and characterization, the pulses were sent into a ultrahigh vac-
uum chamber. The energy of the pulses could be changed immediately before en-
trance into the vacuum chamber with a rotatable half-wave plate and linear po-
larizer. A turbomolecular vacuum pump evacuated the chamber to a background
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pressure of ∼ 3 ·10−9 Torr, and the target gas (Xe or CO2) was introduced through a
variable leak valve up to an operating pressure between 7.5 ·10−8 Torr and 1.0 ·10−6
Torr, depending on the experiment. The exact pressure used will be specified in
the description of each experiment’s results. The pulses passed through a fused
silica entrance window and hit a focusing mirror at the opposite end, where they
were reflected and focused in the interaction region. The focal length of the lens
was 75 mm, from which one can calculate the focal spot size using Eq. 3.8, giving
wf = 7.2µm.
The number of xenon ions emanating from the focal spot was measured using
a TOF mass spectrometer, described in detail in Ref. [103]. A diagram of the TOF
spectrometer is shown in Fig. 3.20. The spectrometer consists of three regions:
the first acceleration region, the field-free drift region, and a second acceleration
region. In the first acceleration region, a number of electrostatic rings (ERs) creates
a uniform electric field Ea = (V2 − V1)/(d) = −V1/(2d), where V1 is the voltage
applied to the ER1 (the ER closest to the field-free region) and d is the distance
between ER1 and ER2. The voltages applied always obeyed the relation V1 = 2V2.
In the experiment, the charged particles were born with some initial velocity due to
kinetic energy release, but for atomic and molecular ions, this velocity was negligibly
small compared to the final velocity due to acceleration in the field Ea. Hence, it was
assumed in this calculation that the particles started from rest (the case of nonzero
initial velocity is considered in Ref. [103]). In this case, the time it takes a particle













One sees that the voltages applied to the grids must be negative in order to accelerate
the (positively-charged) ions into the TOF mass spectrometer. In the field free
region, there is no electric field, so the particles traverse this region with velocity









In the second acceleration region, of length d
′
, the particles accelerate through a
field E ′a = −Vfront/d
′
, where Vfront is the voltage applied to the front of the mi-
crochannel plate (MCP) detector and d
′
is the second acceleration region length.
The initial velocity in this region is v(ta). One finds the total travel time in the




































The flight time depends only on the mass-to-charge ratio m/q of the particles and
the applied voltages V1, Vfront. In these experiments, V1 = −2000 V, Vfront = −300
V, d = 38.1 mm, dff = 140 mm, and d
′
= 30 mm.
At the end of the flight tube, the charges were amplified by the MCP, and TOF
waveforms were subsequently captured with a 500 MHz digital oscilloscope (LeCroy
9350AM). One TOF waveform corresponded to one laser shot. Typically, 1000
waveforms were taken per data point. The temporal resolution of the spectrometer
is 10 ns; for Xe+ ions, with a mass of approximately 130 Daltons, the corresponding

































Fig. 3.20: Diagram (not to scale) of the vacuum chamber and TOF mass spec-
trometer. A turbomolecular pump evacuated the chamber and the target gas was
introduced through a variable leak valve. The laser pulses passed through an en-
trance window into the chamber and struck a spherical mirror, F, with a focal length
of 75 mm. The TOF spectrometer consists of a number of electrostatic rings (ER1
through ER4); two additional rings were not used in the experiment. The voltages
applied to the rings were V1 = −2000 V, V2 = V1/2 = −1000 V, V3 = V1/4 = −500
V, V4 = V1/8 = −250 V. The distances between two rings are labeled, d = 38.1
mm. This created a uniform electric field of Ea = V1/(2d) = 26.2 kV/m. Ion were
accelerated to the right through a field-free drift region of length dff = 140 mm.
After a second acceleration region of length d
′
= 30 mm, the ion signal was amplified
using a micro-channel plate (MCP) with front and back voltages Vfront = −300 V
and Vback = −2300 V. The amplified ions were then detected on an oscilloscope.
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Chapter 4: Experiment 1, “Ions”: Results and Discussion
In Sec. 1.3, two goals of the TPP ionization experiments were discussed: first,
to determine the role that pulse trains with well-defined phases play in strong-field
optimal control experiments, and second, to search for multiphoton QuI in strong-
field ionization. The experiments described in this chapter are primarily concerned
with the first goal, in the context of OI. The results of four representative TPP ex-
periments will be presented and discussed. The experiments used TPPs synthesized
from both the pulse shaper (TPPPS) and the Mach-Zehnder interferometer (TPPMZ)
In each experiment, the target was Xe, which has an ionization potential of 12.13
eV. Therefore, eight 800 nm photons are required to reach the ionization threshold.
The first experiment (Sec. 4.1) investigated ionization of Xe with a TPPPS created
using a nonideal mask as described in Sec. 3.2.1 and Fig. 3.12. The ion yield was
measured as a function of ∆φ for a fixed τ . The second experiment (Sec. 4.2) was
similar to the first, except that an ideal mask was used to synthesize the TPPs.
The third experiment measured the ionization of Xe vs τ for a TPPMZ, with a τ
resolution of δτ = 0.67 fs (Sec. 4.3). The experimental results were compared with
two numerical simulations. The fourth experiment again used a TPPMZ to ionize
Xe, this time with a resolution of δτ ' 0.067 fs (Sec. 4.4).
Originally, each successive experiment was viewed as an improvement on the
previous one, in that the TPP phase could be controlled more precisely. While
that is true, each experiment offered its own unique insight into the role of pulse
trains in optimal control. The last experiment utilizes the most ideal (and well-
known) TPP while the earliest experiment has considerable nonidealities in the
TPP field. However, such nonidealities are common in optimal control experiments,
which means that more direct comparison between the TPPPS experiments with
optimal control experiments is possible. This comparison will be done in Chap. 5.
4.1 TPPPS produced with a nonideal mask
4.1.1 Results
The Xe+ yield Y vs ∆φ is plotted in Fig. 4.1(a). Xenon was ionized with a
TPPPS produced with a nonideal mask for three different values of τ (values are
approximate): 140 fs, 150 fs, and 170 fs. Ion yields were calculated by integrating
the composite TOF signal (sum of 1000 individual TOF waveforms) over all Xe+
isotopes, then normalized so that the maximum yield is unity. The yields for 150 fs
and 170 fs have been shifted for ease of viewing. Error bars for ∆φ were determined
as described in Sec. 3.3.3. The error bars in yield were found by measuring the
yield from a sample pulse 10 times in a row. This was done for 13 different sample
pulses at intensities between 0.3 and 0.8 PW/cm2 and was found to be ∼ 5% at all
intensities. As a result, 5% error bars are used in Fig. 4.1(a).
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Fig. 4.1: (a) Yield of Xe+ vs ∆φ for a TPPPS produced with a nonideal mask for
three different set values of τ : 140 fs (black squares), 150 fs (red circles), and 170
fs (blue triangles). The 150 fs (170 fs) curve has been shifted by +1 (+2) for ease
of viewing. The dotted lines on each plot are a fit of the data to Eq. 4.1. (b) The
fit value of ∆φ
(E)
0 for the three data sets, vs τ . (c) Y1/Y0, calculated from the fit
values of Y1 and Y0, vs τ .
All three runs were performed at a gas pressure of 7.5(1) · 10−8 Torr. The
TPPPS energy was adjusted with the half-wave plate and polarizer combination so
that the energy of the twin peaks was 91 µJ. This was the energy of the twin peaks
only, without including additional energy from the small subordinate peaks that
occurred as an artefact of the nonideal SLM mask (see Fig. 3.12). The subordinate
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peaks had an energy between 5% and 20% of the twin peaks energy, so the total
pulse energy was somewhere between 95 and 110 µJ. Each TPPPS was measured with
the SD-FROG to determine AFROG. The maximum intensity of each TPP, denoted
I(max), was calculated from Eq. 3.21. These intensities are shown in Fig. 4.2.
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Fig. 4.2: The maximum intensity I
(max)
TPP of each TPPPS for the three runs shown
in Fig. 4.1(a); (a) 140 fs, (b) 150 fs, and (c) 170 fs. The maximum intensity was
determined from an SD-FROG measurement and Eq. 3.21.
4.1.2 Discussion
Most of the discussion of the SLM experiments will be deferred to Sec. 4.2,
but there are a few observations that can be made from Fig. 4.1. First, all three of
the plots oscillate periodically in ∆φ with a period of 2π, indicative of OI. In fact,
all are well-fit by a cosine function,







0 is the phase shift of the oscillation (the location of the yield maximum
relative to ∆φ = 0). The “E” in this variable stands for “experimental”; it is used
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to distinguish this phase shift from the phase shifts found in model calculations in
Sec. 4.2.2. The fit curves are shown with the data in Fig. 4.1.
Figure 4.1(b) shows ∆φ
(E)
0 for the three values of τ . While the values of ∆φ
(E)
0
for τ = 150 fs and 170 fs are close (within the fit uncertainty), it is clear that ∆φ
(E)
0
for τ = 140 fs is different. The explanation of these phase shifts is deferred to
Sec. 4.2.2.




where max and min are the maximum and minimum values of the function, respec-
tively. In Eq. 4.1, V = Y1/Y0. The visibilities for the three values of τ is plotted
in Fig. 4.1(c). In contrast to ∆φ
(E)
0 , the values of V are the same within the fit
uncertainty, all approximately 0.2.
In this section, a quantification of OI will be presented that will be used
in simulations in Secs. 4.2, 4.3, and 4.4 - namely, the relationship between the
TPP maximum intensity I(max) and the ion yield. Equation 2.7 shows that I(max)
varies periodically in ∆φ due to OI (with a period of 2π). To lowest order (i.e.,
for a TL pulse), Y is a monotonically-increasing function of the pulse intensity, i.e.,
Y ∝ (I(max))m, where m is positive. As described in Sec. 2.1, the value of m depends
on the ionization regime as determined by the Keldysh parameter [7]. For 800 nm
pulses with an intensity of 6 · 1014 W/cm2, γ ' 0.4, placing this experiment in the
tunneling ionization regime [104]. Furthermore, at high intensities the corona of
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Tab. 4.1: Visiblities of I(max), (I(max))3/2, and the fits of Y (∆φ) for different values
of τ .
τ ' 140 fs τ ' 150 fs τ ' 170 fs
I(max) 0.11 0.16 0.22
(I(max))3/2 0.17 0.23 0.33
Fit Y (∆φ) 0.20(4) 0.20(3) 0.23(5)
the pulse is a significant contributor to ionization. Either multiphoton or tunneling
ionization can occur, depending on where in the focus of the laser the atom was
ionized. Eventually, this leads to m = 3/2 at very high intensities [59,60], but space
charge effects due to the corona are present at lower intensities as well [10]. Based
on the results in Ref. [10], m = 3/2 is expected in this experiment.
The numerical visibilities of I(max) were calculated using the data in Fig. 4.2
and Eq. 4.2, with max and min being the largest and smallest data points for each
set, respectively. Visibilities for I(max) for the three runs are shown in Tab. 4.1, as
are the visibilities of (I(max))3/2, which were found by raising the largest and smallest
values of I(max) for each set to the 3/2 power. These visibilities are compared with
the visibilities of the sinusoidal fits of the yield curves (as plotted in Fig. 4.1(c)).
The reasonable agreement between visibilities for (I(max))3/2 and Y for the 140 fs
and 150 fs experiments gives further evidence that the yield oscillations seen in the
experiments are due to OI. The agreement is not as good for the 170 fs experiment;
one possible explanation for this disagreement will be given later, in Sec. 4.2.2.
However, the variations in I(max) plotted in Fig. 4.2 are clearly not periodic
(or at the least, the periodicity is much weaker than the periodicity of Y seen in
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Fig. 4.1(a)). If Y oscillates periodically, then Y ∝ (I(max))3/2 implies that I(max)
will be periodic too. Why is this not observed?















Fig. 4.3: Temporal intensity of every TPP used in the τ = 150 fs PS experiment
with a nonideal mask, reconstructed from an SD-FROG measurement.
It turns out that there is a considerable fluctuation in I(max) due to subordinate
peaks. Figure 4.3 shows the SD-FROG traces of every TPPPS in the τ = 150 fs
experiment. One clearly observes several subordinate peaks in each TPPPS, the
sizes and delays (relative to the main peaks) of the subordinate peaks are different
for each TPPPS. This variation in the subordinate peak size redistributes energy
between the main peaks and the subordinates. Nominally, this was corrected in the
experiment by demanding that the pulse energy of the twin peaks alone be fixed at
91 µJ, but this relies on an accurate determination of the size of the subordinate
peaks. Unfortunately, such an accurate determination could not be made. Six
SD-FROG measurement of the same TPPPS (i.e., with the same mask applied to
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the SLM) are shown in Fig. 4.4. The size of the subordinates varies substantially
here as well. This variation in the size of the subordinates results in a variation in
I(max). Furthermore, some of the subordinate peaks extended beyond the temporal
range of the FROG measurement (notice that some of the subordinate peaks are
cut off in Fig. 4.3), so this extra energy is unaccounted for. As such, it is possible
that I(max) in this experiment is varying sinusoidally, but this sinusoidal variation
is simply being masked by the variation in the subordinate peaks. In the interest of
calculating I(max) more accurately, it is desirable to eliminate the subordinate peaks
by making a TPPPS using the ideal mask. This is done in the next section.












Fig. 4.4: Temporal intensity reconstructions of six SD-FROG measurements of the
same TPPPS (i.e., each TPPPS was synthesized from the same, nonideal mask).)
72
4.2 TPPPS produced with an ideal mask
4.2.1 Results
The Xe+ yield vs ∆φ for a TPPPS with τ ' 150 fs is shown in Fig. 4.5. Each
TPPPS was produced with an ideal TPP mask (see Fig. 3.12). The yield at each
point was calculated by integrating the composite TOF signal (sum of 1000 TOF
waveforms) over all Xe+ isotopes, then normalized so that the maximum yield is
unity.
The experiments were performed at a gas pressure of 4.0(1) · 10−7 Torr. The
TPPPS energy was fixed at 40 µJ by adjusting the half-wave plate and polarizer
combination. Each TPPPS was measured with the SD-FROG to determine τ , ∆φ,
and AFROG. The FROG reconstructions of all 15 TPPs used in the 150 fs experiment
are shown in Fig. 4.6, color-coded to match the colors of the data points in Fig. 4.51
Error bars for ∆φ in Fig. 4.5 were determined as described in Sec. 3.3.3. Because
these TPPs were created with the ideal mask, the energy of any residual subordinate
peaks was negligible (as can be seen in Fig. 4.6). Minor alignment variations and
variations in the SLM mask caused the relative energies of the two peaks to vary by
about 10%.
1 The maroon TPPPS, 2nd column, 2nd row of Fig. 4.6, appears much rougher and noisier than
every other TPP. This is an artefact of the FROG algorithm, which occasionally converges poorly
on the true pulse profile due to the initial guess.
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Fig. 4.5: The phase-dependent Xe+ yield from a TPPPS at τ = 150 fs, summed
over all Xe+ isotopes, and captured from 1000 TOF waveforms. The colors of the
data points match each point with its TPPPS SD-FROG reconstruction shown in
Fig. 4.6. The black dotted curve is the fit of the data to Y ∝ [I(max)]3/2, where the
TPP maximum intensity I(max) is calculated for T = τ/∆t = 3 and assuming an
input pulse with a pedestal, defined in Eq. 4.9 with β = 0.23 and φp = 1.17π (see
Sec. 4.2.2).
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Fig. 4.6: SD-FROG reconstructions of the experimental TPPPS intensity (blue)
and phase (red) from the 150 fs, ideal mask experiment. The colored box in each
plot can be used to match each reconstruction with a data point in Fig. 4.5. The
plots are ordered by increasing ∆φ, from upper left to lower right.
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Figure 4.7 shows Y as a function of intensity for a TL pulse of ∼ 70 fs FWHM
duration, normalized by the same factor as Fig. 4.5. Half of the points (shown as
blue circles) are a composite TOF signal from 10,000 waveforms, the others (red
triangles) are from 1000 waveforms. The standard deviation of Y , σY , at each of
the 10,000-waveform points was found by breaking up the 10,000 waveforms into ten
groups of 1000 waveforms each. Figure 4.8 shows σY vs Y for the 10,000 waveform
points. One sees that σY is approximately linear in Y , with a slope of 0.022(3)
and an intercept of 0.004(1). From this linear fit, the error in the yields can be
estimated. These errors are the error bars in Fig. 4.5 (recall that the data points in
the TPP experiments were found by averaging 1000 waveforms).
4.2.2 Discussion
The results shown in Fig. 4.5 are qualitatively similar to Fig. 4.1. However,
the absence of subordinate peaks on these TPPs (see Fig. 4.6) allows one to make
more quantitative statements about the OI in these experiments. To that end, the
focus of this discussion will be the two main issues introduced in Sec. 4.1.2.
The first of these issues is that the oscillations in Y are dominated by an oscil-
lation at the optical period (2π). The modulation has a large visibility, V =0.74(3).
This large visibility is perhaps unexpected, considering that the overlap between the
two peaks is minimal at τ = 150 fs. For example, consider a single sech2 peak of a
TPP with ∆tFWHM ' 85 fs, or ∆t = 50 fs. At 150 fs away from the main peak, the














Fig. 4.7: Intensity-dependent Xe+ yield Y from a near-TL pulse, displayed on a
log-log scale. The yield has been normalized by the same factor as Fig. 4.5. Points
represented by blue circles were found from an average of 10,000 waveforms; points
represented by red triangles were found from an average of 1,000 waveforms.
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Fig. 4.8: (blue points) Standard deviation of ion yield σY vs average yield Y . (red
line) linear fit of σY vs Y , which finds that σY = 0.022(3)Y + 0.004(1). This linear
fit was used to estimate the yield error, producing the error bars shown in Fig. 4.5.
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Second, the maximum Xe+ yield does not occur at ∆φ = 0 in either exper-
iment. One would naively expect the maximum yield to be at ∆φ = 0; the OI is
constructive when the two pulses are in phase so the TPP intensity should be largest
here. Recall from Sec. 4.1.2 that the value of ∆φ where Y is maximal is notated
∆φ
(E)
0 . In the 150 fs experiment, ∆φ
(E)
0 ' π/4 rad (found by fitting the data in
Fig. 4.5 to Eq. 4.1).
A discussion of the ion yield visibility and phase shift will be given below. In
these discussions, a model of the TPPPS maximum intensity will be developed.
Ion yield visibility
The deceptively large visibility in Y is partially due to an artificial change to
the OI caused by fixing the TPP energy. Consider the intra-peak OI of an ideal
TPPPS—ideal in the sense that the TPP intensity ITPP is given by Eq. 2.6. The
pulse energy is
UTPP (τ,∆φ) = Aeff
∫
pulse
ITPP (τ,∆φ; t)dt, (4.3)
where Aeff is the beam area (see Sec. 3.3.3). Evaluation of the integral over all time
leads to
UTPP (τ,∆φ) = U0(1 + T csch(T ) cos (∆φ)), (4.4)
where U0 = 4AeffI0∆t (∼ 40µJ) is the TPP energy as τ →∞ (i.e., when the pulses
do not overlap at all) and the definition of the scaled peak separation T ≡ τ/∆t
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has been introduced. In order to fix the TPP energy UTPP (τ,∆φ) = U0, one can
multiply ITPP by
fEC(T,∆φ) = (1 + T csch(T ) cos (∆φ))
−1. (4.5)
This is referred to as the energy correction term. The energy correction term was
introduced in the experiment by adjusting the half-wave plate and polarizer combi-
nation. The maximum intensity can be found by evaluating ITPP × fEC at either
t = 0 or t = τ , which gives
I
(max)
TPP (T,∆φ) = I0
1 + sech2(T ) + 2sech(T ) cos (∆φ)
1 + T csch(T ) cos (∆φ)
. (4.6)
It is convenient to use the shortened form of this equation,
I
(max)
TPP = I0fOIfEC , (4.7)
where
fOI(T,∆φ) = 1 + sech
2(T ) + 2sech(T ) cos (∆φ) (4.8)
is the change in I
(max)
TPP due to the OI of the two peaks (this Eq. 2.7, scaled by I0).
The individual peaks of the TPP have a width of ∆t ' 50 fs, so T ' 3 in the τ = 150
fs experiment and T ' 5 in the τ = 250 fs experiment. Figure 4.9(b) shows how
fOI and fEC vary with ∆φ when T = 3. Also shown in Fig. 4.9(b) is I
(max)
TPP /I0, as
calculated from Eq. 4.7. The introduction of the energy correction was an attempt
to cancel out the intensity fluctuations due to OI. While fEC and fOI oscillate out
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of phase as intended, they have different oscillation amplitudes. Fixing the TPPPS
energy only partially eliminated intensity fluctuations due to OI. There remained a
variation in I
(max)
TPP /I0 of about 10% of its average value (V = 0.109).
As described in Sec. 4.1.2, one expects that Y ∝ (I(max)TPP )3/2 for pulses of
intensity > 0.1 PW/cm2 (see Ref. [10]). For a 40 µJ TPP and with ∆t = 50 fs,
I0 = 0.12 PW/cm
2. The visibility of I
(max)




of 0.162. The visibility of (I
(max)
TPP )
3/2 is much smaller than the visibility of the τ = 150
fs experimental ion yield, V = 0.74(3). One way to increase V in the model is to
decrease T (i.e., decrease τ or increase ∆t). When T decreases, OI increases and
so one expects a larger visibility. In order to determine if the uncertainty in T is
large enough to explain this discrepancy in visibilities, the uncertainties in τ and
∆t should be known.
From each FROG reconstruction shown in Fig. 4.6, τ and ∆t for each peak were
measured. These measurements were averaged to find τ = 148.8 fs and ∆t = 44.9 fs,
with standard deviations στ = 1.6 fs and σ∆t = 5.7 fs. From this, one can calculate
that T = 3.3(4). In order for the visibility of (I
(max)
TPP )
3/2 to be 0.74, one requires





-150 -100 -50 0 50 100 150
1.0
1.5











 No pedestal 
          ( =0, p=0)
 With pedestal 





















  (  rad)
 
x0.5
Fig. 4.9: (a) Intensity vs time of two model pulses: with (dashed red) and without
(solid blue) a pedestal defined in Eq. 4.9 and β = 0.23, φp = 1.17π. (b) Imax/I0
(Eq. 4.7, solid black curve), fOI (Eq. 4.8, dashed red curve), and fEC (Eq. 4.5,
dot-dashed blue curve) with no pedestal as a function of relative phase ∆φ, for
T ≡ τ/∆t = 3. (c) Same as (b) but with the pedestal, Eqs. 4.14 and 4.15. For ease
of viewing, fOI and fEC have been multiplied by 2 and 0.5, respectively, in (c).
If, however, the OI was locally increased around t = τ without changing ∆t,
such a large visibility could occur. This could be done by changing the intensity
of the wings while keeping ∆t approximately the same. One way this could be
achieved is by adding a long, weak pedestal to the pulse. Recall that the strength
of OI follows the strength of the electric field, which goes as
√
I. So, for example,
the intensity of a sech2 pulse, ∆t = 50 fs, at t = 150 fs is approximately 1% of the
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peak intensity of the pulse. This means that the electric field amplitude at t = 150
fs is 10% of the peak electric field amplitude. If an added pedestal increases the
intensity of the pulse to 2% of the peak intensity at t = 150 fs, the E-field amplitude
increases to ∼ 15% of the peak. This example demonstrates that the strength of
the OI is very sensitive to small changes in the shape of the wings of the pulse. This
phenomenon will be explored more quantitatively in the next section.
Phase shift of yield response to ∆φ
As seen in Fig. 4.9(b), fOI and fEC oscillate out of phase, and peak at ∆φ = 0
and ∆φ = π rad, respectively. These peak locations are independent of T , except
in the limiting case T = 0 when fEC diverges. The maximum intensity I
(max)
TPP
oscillates with either fOI or fEC , depending upon which of fOI , fEC is larger, with
the crossover occuring at T = 1.6. For T > 1.6, fOI < fEC . The value of ∆φ where
I
(max)
TPP is largest is referred to as ∆φ
(M)
0 . In the 150 fs experiment, T ' 3, which
means that ∆φ
(M)








0 arises from the nonideality of the
peaks of the TPP. Recall that I
(max)
TPP , and by extension ∆φ
(M)
0 , are determined in
the model by assuming perfect sech2 peaks—that is, a TPP defined by Eq. 2.6.
The real TPPs have deviations from this ideal case, and these modifications can be
categorized into two groups. First, there are modifications that change the relative
intensities and widths of the two peaks but maintain a sech2 peak shape, referred
to as proportional modifications. As can be seen in the derivation of fOI and fEC
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in Sec. 4.2.2, modifications to the pulse heights and widths do not change the terms
inside the cosine, so the period and phase of oscillation will be unaffected. As a
result, proportional modifications will not change ∆φ
(M)
0 . This would explain why
even though the relative intensities and widths of the peaks fluctuating by about
10% (see Fig. 4.6), the periodic phase-dependent ionization yield modulation still
appears.
The second class of modifications are pulse shape distortions, which change
the shape of the individual peaks away from an ideal sech2. Pulse shape distortions
can be observed when trying to fit an ideal TPP to a FROG-reconstructed TPP, as
can be seen in Fig. 4.10. In this figure, an experimentally-measured TPPPS (∆φ ' π
rad, yellow point in Figs. 4.5 and 4.6) was fit to Eq. 2.6 allowing for proportional
modifications. The deviations between fit and experiment are small; however, it is
straightforward to show that ∆φ
(M)
0 is quite sensitive to pulse shape distortions by
considering a “toy” distortion model. The toy model adds a shape distortion to
the peaks. It was already stated in the previous section that a pedestal can locally
increase the OI to explain the abnormally large yield visibility in this experiment,
so a pedestal is used here as the shape distortion. The pedestal is represented by

















where φp is the relative phase between the pedestal and the main peak, β is the
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Fig. 4.10: (a) Temporal intensity of a FROG-reconstructed TPPPS (black squares)
and a fit of this TPP to a model hyperbolic-secant TPP (red curve). The FROG-
measured temporal phase for this TPP gave ∆φ = 1.04π, so this value was fixed in
the fit. The fit is to Eq. 2.6 with proportional modulations added; i.e., the heights
and widths of the two peaks were allowed to differ. The fit recovers widths for the
first and second peaks, respectively, of ∆t1 = 49.0(7) fs and ∆t2 = 48.7(8) fs, and
amplitudes I01 = 1.35(2), I02 = 1.27(2). (b) Residual (data − fit) of the fit shown
in the upper panel.
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1, |t| ≤ 5∆t
0, |t| > 5∆t
(4.10)
is a rectangular function. From this, one can find the TPP intensity,






































































where all β2 terms have been dropped. Following the same procedure as Sec. 4.2.2,
one can find the pulse energy by integrating Eq. 4.11 over all time, finding
UTPP (T,∆φ) = U0 {1 + T csch(T ) cos (∆φ)
+ β [2gd(5) cos (φp)
+ (gd(5− T ) + gd(5 + T )) cos (∆φ) cos (φp)]} , (4.12)









is used. As in Sec. 4.2.2, the energy is fixed at U0 by multiplying Eq. 4.11 by
fEC = U0/UTPP . Then, I
(max)
TPP (T,∆φ) is found by evaluating ITPP (τ,∆φ; t = 0),
again yielding I
(max)
TPP = I0fOIfEC with
fOI(T,∆φ) = 1 + sech
2(T ) + 2sech(T ) cos (∆φ)
+ 2β [(1 + sech(T )) cos (φp)
+ cos (∆φ+ φp) + sech(T ) cos (∆φ− φp)] , (4.14)
fEC(T,∆φ) = {1 + T csch(T ) cos (∆φ)
+ β [2gd(5) cos (φp)
+ (gd(5− T ) + gd(5 + T )) cos (∆φ) cos (φp)]}−1 . (4.15)
In the case that β = 0, Eqs. 4.14 and 4.15 reduce to Eqs. 4.8 and 4.5, respectively.
It is important to emphasize that there are now terms that are phase-shifted
by ±φp. So, the addition of a pedestal can introduce a phase shift of some sort into
I
(max)






was computed using a pedestal with φp and β allowed to vary and T = 3. The dotted
curve in Fig. 4.5(a) shows the result of the fit, using the fit values φp = 1.17(5)π
rad, and β = 0.23(2).
The effect of this pedestal on I
(max)
TPP is shown in Fig. 4.9(c). With such a
pedestal added, ∆φ
(M)
0 ' 0.1π rad, reasonably close to ∆φ
(E)
0 (within the ∆φ error
bars). Furthermore, the visibility in I
(max)





of 0.729. This matches the ion yield visibility in the 150 fs experiment (V = 0.74).
Input pulses with and without this pedestal are compared in Fig. 4.9(a), showing
that the addition of the pedestal reduces the intensity on the wings of the pulse.
One potential issue with this fit is that I
(max)
TPP was found by evaluating ITPP
at t = 0 fs. When there is no pedestal, both peaks have the same intensity for
all ∆φ, but when a pedestal is added this is not necessarily the case. If the later
peak has a higher intensity than the earlier peak this method of finding I
(max)
TPP is not
strictly correct. It is important to remember that the intent of this toy model was
not to determine an exact pedestal electric field; rather, it was to show that some
pedestal can introduce some phase shift in the phase response of I
(max)
TPP . That much
has been made clear, but any further determination of the experimental pedestal is
likely limited by the measurement uncertainty of the FROG.
This last observation from the paragraph above reinforces the conclusion first
made at the end of Sec. 4.1.2—namely, that seemingly small features of a complex
pulse can have a large effect on the ionization response. In the case of Sec. 4.1.2 the
small feature was the subordinate peaks, while in this section, the small feature is the
pedestal. Practitioners of optimal control experiments would do well to be mindful of
the change in pulse intensity due to OI; however, knowledge of the pulse intensity is
ultimately limited by the measurement device. Because these measurement devices
typically rely on nonlinear optical effects (the SD-FROG, for example, uses a third-
order nonlinearity), the sensitivity of such devices is nonlinear in the field amplitude,
making low-intensity features of the pulses especially hard to detect.
One way to partially circumvent these issues in the current study is to make
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TPPs from the MZ. As long as the intensity and phase of the input pulse is known,
the intensity and phase of the TPP can be calculated. The input pulse is near-
TL. Near-TL pulses have a higher intensity for a given pulse energy, so the SD-
FROG measurement of these pulses is more accurate. The input pulses can also be
measured by the Wizzler, giving an independent confirmation of the pulse shape.
The MZ experiment also allows variation of ∆φ over a longer range, albeit indirectly
by changing τ . The combination of all these factors allows for a more deterministic
way to change the TPP intensity. Investigation of the Xe ionization response to a
TPPMZ is the topic of Secs. 4.3 and 4.4.
4.3 TPPMZ, resolution 0.67 fs
4.3.1 Results
The Xe+ yield vs τ for a TPPMZ is shown in Fig. 4.11(a). Each TPPMZ was
produced from the MZ, with a temporal resolution of 0.67 fs, in the range 50 fs < τ <
230 fs. The yield at each point was calculated by integrating the composite TOF
waveform (corresponding to 1000 laser shots) over all Xe isotopes. The yield was
normalized so that the yield as τ →∞ was unity. The yield as τ →∞ was found in
practice by measuring the yield due to the two arms individually and adding them
together.
The experiments were performed at a pressure of 4.0(1)·10−7 Torr. The energy
of the TPPs was adjusted so that the TPP energy as τ → ∞ = 40µJ. Due to an
imbalance in the beam splitters within the MZ, the later peak had ∼ 89% of the
89
energy of the earlier peak. A measurement of the spectrum and subsequent fitting to
Eq. 3.13 allowed for a determination of τ . In order to determine the uncertainty in
τ , a sample TPPMZ spectrum was measured 1000 times, and τ was fit each time (at
τ ' 150 fs). The standard deviation in fit values of τ was 0.45 fs. The spectrum of
each TPPMZ during the experiment was measured once, so this standard deviation
is taken to be the uncertainty in τ at each point. While this uncertainty is nearly as
large as the step size, the uncertainty in δτ , the change in τ between two steps, was
much smaller, ∼ 0.03 fs (see Sec. 3.2.2). Figure 4.11(b) and (c) show the results of
two simulations: a numerical calculation of I(max), and a calculation of the ionization
probability found by solving the time-dependent Schrödinger equation. Details of
both simulations will be described in Sec. 4.3.2. The Fourier transforms of all three
plots are given in Fig. 4.11(d).
The input pulses used to make the TPPMZ were not TL; this was discussed in
Sec. 3.3.1. A Wizzler measurement of the input pulse in this experiment is shown
in Fig. 4.11(e). One clearly sees a small subordinate peak, arriving after the main


























































































Fig. 4.11: (a) Xe+ yield vs τ for a TPPMZ, between 50 fs and 230 fs with a
step size of 0.67 fs. The yield has been normalized so that the yield as τ → ∞ is
unity. (b) Simulated TPPMZ maximum intensity I
(max)
sim vs τ (see Sec. 4.3.2). (c)
Simulated ionization probability found by solving the time-dependent Schrödinger
equation numerically (see Sec. 4.3.2). (d) Fourier transforms of (a) (solid blue),
(b) (dotted red), and (c) (dash-dot green), all showing oscillations at the optical
frequency (∼ 0.375 fs−1) and twice the optical frequency (∼ 0.75 fs−1). (e) I(t)
(solid) and φ(t) (dotted) SD-FROG reconstructions for the input pulse, as used in
Eqs. 4.16 and 4.17.
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4.3.2 Discussion
A clear oscillation at the optical period is seen in the Fig. 4.11(a), particularly
for τ < 100 fs. Based upon the results and discussion in Secs. 4.1 and 4.2, one
concludes that this oscillation is due to OI between the peaks. The modulation
visibility increases as the peaks are moved closer together as expected. Anomalous
behavior occurs for τ > 100 fs. In this discussion, two facets of the ionization in
the range 100 fs < τ < 150 fs will be discussed. The first is the increase in the
modulation envelope within this region, i.e., a revival of the yield visibility. The
second is the appearance of an oscillation at twice the optical frequency, seen as
smaller, secondary peaks in between the larger yield peaks in Fig. 4.11(a). The
frequency doubling is also clearly seen by a peak at 2ν0 in the Fourier transform
spectrum. With a step size of 0.67 fs (4 points per optical cycle), oscillations at 2ν0
are the highest frequencies that can be recovered in the Fourier spectrum.
Envelope modulation
The revival of the oscillation envelope between 100 fs and 150 fs is due to the
nonideality of the input pulse. Due to the presence of the subordinate peak, the OI
strength at τ = 120 fs will be larger than at τ = 90 fs, for example.
Following the procedure in Sec. 4.2.2, this hypothesis can be verified by calcu-
lating the maximum intensity of the TPP as a function of τ . In contrast to the SLM
experiments, however, a significantly more accurate determination of I(max) can be
made in the MZ experiments. The input pulse intensity I(t) and phase φ(t) are
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both known (shown in Fig. 4.11(e)). The MZ split this input pulse into two copies
and recombined them with a time delay added. The only difference between the
two peaks after recombination was that the later peak was less intense due to the
imbalance of the MZ beam splitters. The imbalance is accounted for in the model
by a scaling factor βMZ = 0.94. The beam splitters could also add different amounts
of spectral phase to the two arms, but this difference should be small due to the
design of the MZ (see Sec. 3.2.2). Regardless, this difference will be nearly constant
and so will not effect the τ dependent behavior of the ionization other than to add
an overall phase shift to the data. As a result, this phase difference is ignored and
















(Esim(τ,∆φ; t))2 , (4.17)
respectively. Both these functions were computed numerically using the input pulse
in Fig. 4.11(e), and the maximum TPP intensity, denoted I
(max)
sim , was found as a
function of τ . The result of this simulation is shown in Fig. 4.11(b). Just as with
the experimental ion yield, the visibility of I
(max)
sim (τ) experiences a minimum around
100 fs and a revival between 100 fs and 150 fs. Frequency doubling is also observed
in I
(max)
sim (τ), which will be discussed in Sec. 4.3.2.
The second simulation consisted of numerically solving the time-dependent
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Schrödinger equation to calculate the ionization probability, using a TPP defined by
Eq. 4.16 for the interaction potential [105]. The TDSE calculation was performed
in momentum space where the photoelectrons have finite momenta and localized
wave functions. For the calculations the time-dependent generalized pseudospectral
method [106–108] was used, in which the electron wave function is discretized on an
optimized momentum grid (depending on a single variable parameter) and propa-
gated accurately using the split-operator scheme. The total ionization probability
was calculated by projecting the post-interaction wave function onto the continuum
states of the unperturbed Hamiltonian.
The TDSE simulation results are shown in Fig. 4.11(c). The calculation was
not done for τ < 95 fs, so the envelope visibility revival is not possible to see.
However, the decay in visibility qualitatively matches the decay of the yield and
I
(max)
sim (τ), and frequency doubling is also observed (see Sec. 4.3.2).
Finally, one may notice a secondary revival of the yield visibility around 200
fs, after a visibility minimum at τ ' 180 fs. While this could be due to a second,
even weaker subordinate peak (too weak to be detected in FROG or Wizzler mea-
surements), it is likely that this revival is a sampling rate artefact due to the step
size δτ = 0.67 fs.
Frequency modulation
The modulation at the optical frequency ν0 is well-described by OI; in this
section the focus is on the oscillations at frequency 2ν0. While an oscillation at
2ν0 is consistent with two-photon QuI Mechanism I, similar to what is described
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in Ref. [50], this is unlikely to be the cause of frequency doubling here. The first
excited state in xenon requires more than five 800 nm photons to reach, so no two-
photon transitions from the ground state at 800 nm are possible. Also, I
(max)
sim and
its Fourier transform (Fig. 4.11) show the same frequency doubling as the TPPMZ
spectra. Because I
(max)
sim was calculated using OI alone, the frequency-doubling it
exhibits can only be caused by OI.
Instead, the frequency doubling was likely caused by OI involving the subordi-
nate peak. The subordinate peak, π rad out of phase with the main peak, causes a
secondary OI that is out of phase with the primary OI, which is responsible for the
frequency doubling in I
(max)
sim . This was recovered in the numerical model using the
experimentally-measured input pulse (shown in Fig. 4.11(b)), but can also be seen

















where βs is the ratio of the subordinate peak field amplitude to the main peak field
amplitude, τs is the delay of the subordinate peak relative to the center of the main
peak and θ1 +φ
′ is the CEP of the subordinate peak. All other variables are defined
in Eq. 2.3. The widths of the main peak and subordinate peak are assumed to be
equal. The subordinate peak is π out of phase with the main peak (see Fig. 4.11(e));
this means that ω0τs + φ















This model field (or rather, its intensity and phase) are compared with the
experimentally-measured input pulse in Fig. 4.12 with the following parameter val-
ues: E0 = 5.46 · 1010 V/m, λ0 = 2πc/ω0 = 808 nm, ∆t = 50 fs, βs = 0.58, and
τs = 90 fs. It is important to note that the tail of the subordinate peak is con-
siderably longer than its experimental counterpart, so any OI for τ > 150 will be
magnified compared to the numerical model, where the TPPMZ complex field is
given by Eq. 4.16.
Fig. 4.12: Intensity (black) and phase (red) vs time for the experimentally-measured
input pulse (solid) and a model pulse with a field given by Eq. 4.19 (dotted) with the
following parameters: λ0 = 2πc/ω0 = 808 nm, ∆t = 50 fs, βs = 0.58, and τs = 90
fs.
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The MZ produces a time-delayed copy of this input pulse. Therefore, the
TPPMZ field is

























The TPPMZ intensity is proportional to the modulus-squared of the field, which will
produce sixteen terms. It would be convenient to drop the smaller terms. However,
with β2MZ = 0.89 and β
2





terms. Similarly, one may suggest to drop the cross term between the earlier main
peak, centered at t = 0, and the subordinate peak, centered at t = τ + τs, but this
term may be significant for delays of τ ' 0 fs. With this in mind, every term was
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Equation 4.21 is a long and cumbersome, but it can be broken apart into
manageable pieces. The first two lines are the four individual peak profiles (the
non-interfering terms). The third line is the interference between a main peak and
its own subordinate peak. Because the main peak and its subordinate are always
π out of phase, this interference does not modulate in τ and is always destructive
(hence the minus sign at the beginning of this line). This destructive interference
can be seen in Fig. 4.12 for the input pulse as the intensity drops to zero between
the main peak and the subordinate peak.
The final four lines is where the modulating, τ -dependent interference occurs.
The fourth line is the interference of the two main peaks. This term is the largest
interference term when τ is small. This term will be referred to as the dominant
interference term. The fifth line is the interference between the two subordinate
peaks.
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The sixth and seventh lines are the out-of-phase (note the minus sign again)
cross-interference terms, between one main peak and the other’s subordinate peak.
When τ ' τs, the seventh line—the interference between the later main peak and
earlier subordinate peak—can be larger than the dominant interference term, de-
pending on τs and βs. This term will be referred to as the subdominant interference
term.
The behavior of Eq. 4.21 for five different values of τ is shown in Fig. 4.13.
The five plots are for τ ' 150 fs, within one optical period (2.67 fs). When the two
main peaks are in phase, the intensity of the earlier main peak will increase due to
the constructive dominant interference term. At the same time, the intensity of the
later main peak will decrease due to the destructive subdominant interference term.
So, the earlier peak intensity will be larger than the later peak intensity. Conversely,
if the main peaks are π out of phase the later peak intensity will be the greater of
the two. This switching back and forth is what leads to the frequency doubling for






















































Fig. 4.13: ITPP (τ ; t) for five different simulated TPPs with different values of τ
over one optical period near τ = 150 fs, showing how the out-of-phase OI with the
subordinate peak can cause a frequency doubling. All five TPPs have the following
parameters: λ0 = 2πc/ω0 = 810 nm, ∆t = 45.5 fs, βs = 0.58, and τs = 90 fs. When
the earlier peak is largest, the later peak is smallest, and vice-versa. The overall
maximum intensity thus undergoes two oscillations per optical period.
4.4 TPPMZ, resolution 0.067 fs
4.4.1 Results
One may note from the previous three experiments that the resolutions in ∆φ
and τ (Sec. 4.3) are too coarse to see QuI from a ground-state ionization. Recall
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that eight photons at 800 nm are required to ionize Xe from the ground state.
Quantum interference between the two wavepackets produced by a ground-state
ionization would therefore have an oscillation period of 8ν0, eight oscillations per
optical period. In order to resolve this oscillation, at least sixteen points per optical
period must be sampled. The SLM experiments in Secs. 4.1 and 4.2 had a phase
resolution of ∼ π/4, eight points per optical period. The MZ experiment in Sec. 4.3
had a temporal resolution of 0.67 fs, four points per optical period. None of these
experiments have the necessary resolution.
Such a high resolution was not deemed important in order to compare this
experiment with optimal control experiments, because of resolution limitations of
the SLM. Consider as an example the SLM used in these experiments, with 128
pixels. The range of wavelengths admitted into the SLM during the experiment
was 784 to 828 nm, giving a resolution of 0.344 nm/pixel. Using Eq. 3.13, one can
extract a resolution in τ , which depends on τ . At τ = 150 fs, the resolution is ∼ 3.5
fs, greater than one optical period. The corresponding ∆φ resolution at this value
of τ is better, π/10, but this phase resolution gets worse as τ increases (and the
fringe spacing correspondingly decreases). For more details, see Appendix B.
Nevertheless, it would be desirable to see if QuI plays a role in ionization
from a TPP beyond the resolution typically used in optimal control experiments.
Fortunately, the temporal resolution of the MZ experiment can be increased to 0.067
fs per step. The translation stage takes uneven steps at this resolution, but this can
be post-corrected in the data analysis (see Sec. 3.2.2). The high-resolution Xe+
yield vs τ for a TPPMZ is shown in Fig. 4.14(a). Ion yields were measured over the
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range 17 fs < τ < 140 fs. The yield at each point was calculated in the same way as
Sec. 4.3, by integrating the composite TOF signal corresponding to 1000 laser shots
over all Xe isotopes. The yield was normalized so that Y (τ →∞) = 1. The Fourier
transform of the region 98 fs ≤ τ ≤ 127 fs is shown in Fig. 4.14(b).
The experiments were performed at a pressure of 4.0(1)·10−7 Torr. The energy
of the TPPs was adjusted so that the TPP energy approached 40 µJ as τ → ∞.
The same beam splitter imbalance as in Sec. 4.3 was present, so the later peak
had ∼ 89% of the energy (and peak intensity) of the earlier peak. The method to
determine τ is described in Sec. 3.2.2. The input pulse had a subordinate peak, just
as in Sec. 4.3.
4.4.2 Discussion
One can see in Fig. 4.14 clear oscillations at the optical frequency (throughout)
and twice the optical frequency (for τ > 100 fs). No higher-frequency oscillations are
clearly visible. The QuI oscillation amplitude must be larger than the noise present
in the data in order to be visible in this experiment. In the Fourier transform
data shown in Fig. 4.14(b), we estimated the noise in the normalized yield to be
approximately 10% of the OI oscillation amplitude at τ ' 140 fs. This puts an upper
limit of the QuI amplitude at 10% of the OI amplitude. This approximate 10% limit
was found at other values of τ as well. So, while QuI could still be occurring in these
experiments, it is at best a small contributor to the ionization when compared with
OI.
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Fig. 4.14: (a) Xe+ yield vs τ for a TPPMZ, with a τ resolution of 0.067 fs. The
data were collected in five different sections and τ was recovered as discussed in
Sec. 3.2.2. The yield has been normalized so that the yield as τ → ∞ approaches
unity. (b) Fourier transform of the fourth section, 98 fs ≤ τ ≤ 127 fs. Oscillations
at ∼ 0.375 fs−1 (the optical frequency) and ∼ 0.75 fs−1 (twice the optical frequency)
are visible, but higher frequencies are not clearly visible in these data.
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Chapter 5: Experiment 1, “Ions”: Applications to Optimal Control
A common theme emerged in the discussions of the “Ions” experiments in
Chap. 4 – small, subtle features of the pulse can have a profound effect on the
ionization yield due to OI. In all four experiments discussed, the relative phase
between peaks of a TPP was found to affect the ionization rate. In the experiment
described in Sec. 4.1, the subordinate peaks found outside the TPP (a result of the
nonideal SLM mask, see Fig. 3.12) led to an uncertainty in the TPPPS intensity and
consequently the Xe+ yield. In the second experiment (Sec. 4.2), the subordinate
peaks were eliminated using an ideal SLM mask. It was shown that a pedestal
on the input pulse, which modified the intensity at the wings of the pulse, could
change OI enough to produce anomalous results in the ion yield. Because many
pulse-measurement schemes rely on nonlinear optical effects (both the SD-FROG
and Wizzler use third-order nonlinearities), low-intensity features such as pedestals
and subordinate peaks can be difficult to resolve in pulse reconstructions. Finally,
it was shown in the MZ experiments in Secs. 4.3 and 4.4 that a subordinate peak
on the input pulse can modify OI in a manner that produces frequency doubling in
the yield response. This frequency doubling is suggestive of two-photon QuI at first
glance, but was in fact a purely optical effect.
These findings have direct application to optimal control in the strong-field
regime. Ionization often occurs in strong-field optimal control experiments, either
as a side-effect or as a first step in the dynamics of interest. While discussion of how
an optimal control pulse guides a system to its optimal final state typically focuses
on dominant features of the pulse (e.g., peak widths, chirp, inter-peak delays), the
results presented in Chap. 4 provide evidence that more subtle features can influence
the control process just as dramatically.
The purpose of this chapter is to illustrate this claim in the context of a
specific optimal control experiment, described in Ref. [28]. This experiment was
performed in the same lab, but before the work presented in this thesis. The data
and several figures in this chapter are taken from Ref. [28]. The goal of this control
experiment was to find an OCP to maximize the bending vibration of CO2 during
strong-field dissociative ionization. A brief summary of the experiment and results,
along with a discussion of how OI-induced intensity fluctuations can influence the
bending amplitude, is given in Sec. 5.1. A summary of an experiment that probed
the bending vibration induced by a TPPPS as a function of ∆φ is described in
Sec. 5.2.
5.1 Optimal control experiment to maximize CO2 bending
vibration amplitude
A detailed description of the experiment can be found in Ref. [28]; only a brief
summary is given here. Input pulses were first shaped by an SLM before being
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sent into the vacuum chamber filled with CO2 molecules at a pressure of 5 × 10−8
Torr. Images of the CO2 fragment ions (C
2+ and O2+) were detected by a 4π image
spectrometer, also called a velocity map imager (VMI), described in Chap. 7 and
Refs. [103, 109]. Several GAs were run to maximize the bending amplitude of the
CO6+2 ion prior to dissociation.
In these GAs, the pulse was represented by a number of genes – independent
pulse parameters. Because the 128-pixel SLM was used to shape the pulses, there
were at most 128 genes used to describe a pulse – each gene could have a value
between 0 and 4π (see Sec. 3.2.1), encoded with 12-bit resolution. One finds that
∼ 1.5×10364 pulse shapes were possible using this pulse shaper, demonstrating that
the search space needed to be restricted somehow to hope for convergence on the
optimal pulse.
Two types of GAs were run. The first was a restricted GA, where the input
pulse was only changed by changing the coefficients of a 5th order polynomial ex-
pansion of the spectral phase of the pulse. The pulse measurement devices employed
in this work were not sensitive to zeroth-order (constant) phase, and the first-order
(linear) spectral phase only produces a temporal shift of the entire pulse [98]. As
such, the restricted GA only consisted of four genes, the 2nd, 3rd, 4th, and 5th-order
coefficients in the Taylor expansion of the spectral phase.
The second GA used a quasi-unrestricted parameter space. The pixels were
allowed to vary independently, but a few restrictions were made to limit the search
space. First, each group of four pixels were locked to the same value, making an
effective 32 pixel pulse shaper. Second, the 12-bit resolution was reduced, to 20
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steps between 0 and 2π rad. Third, the variation of a particular gene (i.e., the
variation of a particular pixel’s phase) was limited by a Gaussian cost functional;
in the quasi-unrestricted GAs in this work, the variation of a particular gene from
generation to generation was limited to ∼ π/4 rad.
Because the molecular axis was aligned with the laser polarization direction
in the experiment (alignment was performed concurrently with ionization by the
OCP), the bending motion caused the carbon atom to move perpendicular to the
polarization axis. As a result, the GAs sought to maximize the length of the C2+
lobe in the ion images. The length of the C2+ lobe was referred to as the fitness.
Four GA solutions were reported, two restricted [28] and two quasi-unrestricted
[110]; the four solutions are shown in Fig. 5.1. Also shown are the phase-reversed
pulses of the restricted-GA solutions (i.e., pulses created with φ(ω)→ −φ(ω) in the
mask; with all other parameters unchanged). The GA solutions were found when
the best fitness did not change or decreased between successive generation of the
algorithm; this took approximately 40 generations for each experiment. All GA
solutions appear as trains of pulses, with nearly-flat phases across each peak and
locked phases between peaks. Peaks 1 and 2 are labeled on each plot The relative
phase between peaks 1 and 2 is ∆φ12 = φ2 − φ1. The inter-peak delay is τ12.
Once the OCPs were found, statistical analysis was performed on the images
using several techniques – image labeling [111], selective averaging [112], and co-
incidence imaging [113] – which all require each image frame to contain one and
only one laser shot. The distribution of bending angles was approximately Gaussian
(see the inset of Fig. 5.2). The CO2 bond angle is defined as θb, and the bending
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Fig. 5.1: SD-FROG reconstructions of the temporal intensity (black) and phase
(red) of the four optimal control pulses: (a) and (c) are the restricted-GA solutions,
GA2 and GA2, found in Ref. [28], (b) and (d) are their phase-reversed counterparts
(i.e. the spectral intensity is unchanged but the spectral phase φ(ω) → −φ(ω)),
GA1R and GA2R, and (e) and (f) are the unrestricted-GA solutions, GA3 and
GA4. Peaks 1 and 2 for each pulse are labeled. The relative phase between peaks 1
and 2 is ∆φ12 = φ2 − φ1.
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Tab. 5.1: Pulse parameters for the four GA pulses and two phase-reversed pulses
shown in Fig. 5.1. The two intensities are of the first and second peaks, each labeled
in Fig. 5.1. The overall maximum intensity of each pulse is in bold. ∆φ12 and τ12 is
the relative phase and delay between peaks 1 and 2, respectively.
Pulse name ∆1/2θb (degrees) I1 (PW/cm
2) I2 (PW/cm
2) ∆φ12 (π rad) τ12 (fs)
GA1 34.9 0.44 0.74 0.70 126.7
GA1R 23.6 0.72 0.29 0.70 160.0
GA2 37.3 0.44 0.56 1.27 120.0
GA2R 29.1 0.68 0.24 1.46 133.3
GA3 28.0 0.30 0.48 0.22 173.3
GA4 21.0 0.37 0.57 0.06 146.7
angle is defined as ∆θb = 180
◦ − θb. These angles are shown in Fig. 5.2. The half
width at half maximum (HWHM) of the bending angle distribution is ∆1/2θb. Also
in Fig. 5.2, ∆1/2θb is plotted as a function of the effective intensity (i.e., the inten-
sity of the largest peak) of the two restricted-GA solutions and their phase-reversed
counterparts (Fig. 5.1, colors and symbols can be matched between figures). Finally,
in Fig. 5.2, ∆1/2θb is plotted as a function of the measured intensity for TL pulses
with intensities between 1015 W/cm2 and 2.5·1015 W/cm2. It is clear in Fig. 5.2 that
the GA pulses also enhance the dissociative ionization because signals are observed
at effective intensities below where signals from a TL pulse can be observed, i.e.,
≤ 1015 W/cm2. The characteristics of the GA pulses and phase-reversed counter-
parts (intensities, inter-peak delays, relative phases, and bending angles) are given
in Tab. 5.1.
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The first comment about Fig. 5.2 concerns the dependence of ∆1/2θb on I
for TL pulses. Namely, ∆1/2θb decreases monotonically from 10
15 W/cm2 to 2 ·
1015 W/cm2. The reasons for this intensity dependence appear to be linked to the
intensity-dependent conformal bending of ionic potential surfaces as discussed in
Ref. [28]. Both restricted GA OCPs enhance the bending compared to TL pulses,
which is consistent the effective intensities being lower. However, the bending due
to an OCP is also enhanced compared to its phase-reversed counterpart, which
nominally has the same intensity as the OCP. The two GA pulses are similar in that
the most intense peak is the last one, while the phase-reversed pulses have the most
intense peak arrive first. The conclusion reached in Ref. [28] is that the earlier, weak
peaks partially populate a bent state of the CO2+2 molecular ion that increases the
bending vibration amplitude; when the most intense peak arrives first, the molecule
dissociates before this state is sufficiently populated.
However, it is also possible that the GA pulses and their phase-reversed coun-
terparts did not truly have the same intensity. In Sec. 4.1.2, it was shown that
a small pedestal significantly changed OI between a pair of pulses; with such a
pedestal, two pulses with a relative phase ∆φ did not have the same peak intensity
as two pulses with a relative phase of −∆φ in general. Consequently, if such a
pedestal were present in this optimal control experiment, the OCP peaks may have
different intensities than their phase-reversed counterparts, even if the energies of
the two pulses were the same. Such a discrepancy may not be detectable in the
FROG reconstructions of the OCPs, depending on the size of the pedestal.
A pedestal is unlikely to have been the only “knob” with which the bending
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vibration was controlled; however, it highlights the need to consider purely optical
effects carefully, alongside the field-system dynamics, when discussing strong-field
optimal control experiments. This example also highlights an advantage learning
algorithm-based optimal control experiments have over manual manipulation—the
learning algorithm can access regions of the control landscape (in this example, the
pulse pedestal) that are not easily accessible to measurement instrumentation.
One can also investigate the bending response as a function of relative phase for
the GA pulses, to check if they also exhibit periodic behavior in ∆φ (because there
are many different relative phases in each GA pulse, and because the intensities vary
so much between pulses, this is unlikely). The bending angle ∆1/2θb and maximum
intensity vs ∆φ12 response of the four GA pulses and two phase-reversed pulses is
shown in Fig. 5.3. It is difficult to tell if the bending from the GA pulses exhibits a
periodic response in ∆φ12 with only four points over ∼ 1.2π rad. If this is a periodic
response, the two phase-reversed pulses are outliers. There is no discernible phase-
dependent response in I(max)(∆φ), which is no surprise as ∆φ12 does not influence
the intensity directly as it does in the case of a TPP.
The quasi-unrestricted GA pulses induced a lower bending amplitude than
the restricted GA pulses. This is likely due to the GA not converging during the
experiment, as the search space in the quasi-unrestricted GA was much larger than
the restricted GA.
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a
Fig. 5.2: (Modified from Fig. 3 of Ref. [28]) CO2 bending vibration amplitude half
width ∆1/2θb vs intensity for a TL pulse (red circles) and four shaped pulses: the
two optimal control pulses (filled diamond and triangle) and their phase-reversed
counterparts (hollow diamond and triangle). The data point symbols for the shaped
pulses can be matched to the symbols in Fig. 5.1. (Inset) Bond angle distributions
for the two pulses a and b, noted in the main plot. The cartoon to the left defines
the bond angle θb and the bending angle ∆θb.
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Fig. 5.3: (a) CO2 bending amplitude half width ∆1/2θb vs ∆φ12 for the GA pulses:
restricted-GA pulses (filled diamond and triangle), their phase-reversed counterparts
(hollow diamond and triangle) and the quasi-unrestricted GA pulses (filled circle and
star). The data point symbols for the shaped pulses can be matched to the symbols
in Fig. 5.1. (b) Maximum intensity I(max) vs ∆φ12 for the same six pulses.
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5.2 Response of CO2 bending amplitude to a TPPPS
To demonstrate further the role of OI in this strong-field optimal control exper-
iment, an additional experiment was performed in which CO2 bending was probed
with a TPPPS. In the experiment, a TPPPS with variable ∆φ, at several different
values of τ , was formed with a nonideal mask in the same manner as Sec. 4.1. The
energy of the twin peaks (not including subordinate peaks) was fixed at 80 µJ by the
half-wave plate/polarizer combination. After synthesis of the TPPPS, the detection
of fragment ions and data analysis on bending of the CO6+2 molecular ion was done
in the same way as Sec. 5.1. The maximum intensity of each TPPPS was determined
from SD-FROG measurements (see Sec. 3.3.3).
Figure 5.4(a) shows the bending angle HWHM ∆1/2θb vs ∆φ for τ = 140 fs.
The TPP maximum intensity I(max) vs ∆φ is shown in Fig. 5.4(b). Both are seen
to oscillate periodically; the red solid curves are cosine fits meant to guide the eye.
One first notices the phase shift in the oscillations of ∆1/2θb and I
(max), which
can be seen by comparing the cosine fit curves. Based on the data for a TL pulse
shown in Fig. 5.2, it is expected that ∆1/2θb will be largest when I
(max) is smallest
and vice versa; in other words, the two oscillations should be offset by π rad. Instead,
the two oscillations are ∼ π/2 rad out of phase. A similar observation was discussed
in Sec. 4.1.2, and it was shown there that so-called shape distortions (modeled as
a pedestal) can introduce a phase shift into the intensity modulations. For reasons
discussed in Sec. 4.1.2, this phase shift is difficult to determine due to limitations in
the pulse measurement devices.
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Fig. 5.4: (a) Bending angle half width ∆1/2θb vs ∆φ for a TPPPS produced with
a nonideal mask and τ = 140 fs. (b) Maximum intensity I(max) vs ∆φ for the same
TPPs. The experimental data is shown as blue squares, while the red curves are
cosine fits of the data meant to guide the eye.
It is also worth commenting on the ∆1/2θb and I
(max) oscillation amplitude (or,
equivalently, the visibility as defined in Eq. 4.2). As can be seen in Fig. 5.4, I(max)
varies by approximately 0.1 PW/cm2 over the course of the experiment, between
∼ 0.84 PW/cm2 and ∼ 0.94 PW/cm2. The bending HWHM ∆1/2θb changes by
approximately 4 degrees over the course of the experiment. This change in ∆1/2θb
is compared with the change in ∆1/2θb from a TL pulse across the same intensities.
The slope of the TL response shown in Fig. 5.2 around 0.9 PW/cm2 is approximately
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−20 degrees per PW/cm2, so a change in intensity between 0.84 PW/cm2 and 0.94
PW/cm2 will change the bending HWHM by ∼ 2 degrees. This is somewhat smaller
than is observed in the TPP experiment. In addition, the range of ∆1/2θb is different
in the TPP and TL experiments (13-17 degrees and 22-24 degrees, respectively).
While it is unknown what the cause of this discrepancy is, it is not surprising that a
change in the pulse shape changes the bending response. Specifically, it was shown
in Ref. [28] that the bending response of CO2 (i.e., ∆1/2θb variation) from a 100 fs
single pulse was different than the response from a TL, 50 fs pulse.
Taking all of the above comments into consideration, the conclusion drawn
from this experiment can only be based on the order-of-magnitude bending variation.
The nonidealities of shaped pulses prevent a more quantitative comparison between
∆1/2θb and I
(max) from being made. The change in ∆1/2θb seen in Fig. 5.4 is roughly
what would be expected from intensity variations alone. Therefore, one concludes
that any field-system dynamics present in this experiment are likely masked by the
TPP intensity variation due to OI.
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Chapter 6: Theory of Quantum Interference
None of the “Ions” experiments described in Chap. 4 showed any evidence
of QuI. It is possible that τ -dependent oscillations due to QuI were present, but
were being obscured by OI and experimental noise. Thus, it is desirable to have
a model calculation that would predict the relative strengths of OI and QuI in
the “Ions” experiments. A model of multiphoton ionization, treated using time-
dependent perturbation theory (TDPT), is presented in this chapter. In Sec. 6.1,
the photoelectron yield, as a function of both energy and τ , will be derived for the
case of a two-photon ionization. The model is generalized to an m-photon transition
in Sec. 6.2, and results of a calculation for m = 8 are presented. The model results
show two sets of interference fringes with two distinct oscillation periods: the optical
period topt (indicative of OI), and topt/8 (indicative of QuI Mechanism III). This
model, while illustrative of the combined effects of OI and QuI in an experiment, has
a limited applicability to the experiments in Chap. 4 because these experiments were
performed in the strong-field regime. The extent to which the model calculation in
Sec. 6.1 and 6.2 can be generalized to strong-field ionization is discussed in Sec. 6.3.
6.1 Two-photon QuI in the perturbative regime
The perturbation theory model for two-photon QuI presented in this section
is similar to the derivation in Ref. [50]. The model atom is shown in Fig. 6.1.
The model considers two-photon, non-resonant excitation to a collection of final
states |c〉 from a single initial (ground) state |i〉. No photons are transferred to the
non-resonant intermediate states |m〉. The energy difference between a given final
state |c〉 and the initial state is h̄ωc. Therefore, for any intermediate state |m〉,
ωc = ωcm + ωmi. The central frequency of the laser is chosen to be close (within
the spectral width) to half the energy difference between the final states and initial
states; that is, |2ω0 − ωc| ≤ ∆ω, where ∆ω is defined in Eq. 3.12.
Following the procedure of Ref. [114], the transition amplitude to a final state



















where Vab(t) = 〈a|V (t)|b〉 and V (t) is the time-dependent interaction potential. The
dependence of A2 on ωc has been made explicit in anticipation of converting the
discrete set of final states |c〉 into a continuum. In this model V (t) = ETPP (τ ; t)ẑ · r,
where ETPP is defined in Eq. 2.3 and ẑ is the laser polarization direction (as in
Sec. 4.3, this model assumes without loss of generality that the CEPs of both peaks
are equal, i.e., θ1 = θ2). The time-dependent portion of the TPP electric field ETPP
can be pulled out of the matrix elements giving
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Fig. 6.1: Model atom used in the second-order time-dependent perturbation theory
calculation. States labels and energies are defined in the text.
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′ETPP (τ ; t′)eiωmit
′′ETPP (τ ; t′′)
× 〈c|ẑ · r′|m〉〈m|ẑ · r′′|i〉, (6.2)
where the parameterization of A2 on τ has now been made explicit. The integral
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. (6.3)
When evaluating this integral with ETPP given by Eq. 2.3, one finds that the second










Substituting the right-hand side of Eq. 6.4 back into Eq. 6.2 results in














× 〈c|ẑ · r′|m〉〈m|ẑ · r′′|i〉. (6.5)
One can further simplify Eq. 6.5 by separating the time-dependent term from the
time-independent dipole matrix elements. Keeping in mind that ωcm + ωmi = ωc,
one finds that
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〈c|ẑ · r′|m〉〈m|ẑ · r′′|i〉 (6.7)
is assumed to be independent of ωc. The transition amplitude long after the ioniza-




Ẽ2TPP (τ ;ωc)a2, (6.8)
where
Ẽ2TPP (τ ;ωc) =
∫ ∞
−∞
dteiωct [ETPP (τ ; t)]2 (6.9)
is the Fourier transform of the square of the electric field. The energy-resolved
photoelectron yield is
Y2(τ ;ωc) = |A2(τ ;ωc)|2. (6.10)
6.2 Generalization to m-photon QuI
The generalization of the model in Sec. 6.1 to an arbitrary number of photons
m requires the use of mth order time-dependent perturbation theory. The setup
of the model atom is similar to that shown in Fig. 6.1. Ionization again proceeds
from an initial (ground) state |i〉 to a collection of final states |c〉 via an m-photon
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ẼmTPP (τ ;ωc)am, (6.11)
where
ẼmTPP (τ ;ωc) =
∫ ∞
−∞
dteiωct [ETPP (τ ; t)]m , (6.12)
is the Fourier transform of the mth power of the electric field. The term am is a
generalization of a2 to include m dipole transitions; it is time-independent and, like
a2, assumed to be independent of ωc. The energy-resolved photoelectron yield is
Ym(τ ;ωc) = |Am(τ ;ωc)|2. (6.13)
Figure 6.2 shows Ym, referred to as the photoelectron spectrum (PES), as a function
of τ and electron energy h̄ωc − Ip, where Ip is the ionization potential of the atom.
The following parameter values were used in the calculation: ω0 = 2.35 rad/fs,
∆t = 45 fs, m = 8, Ip = 12.13 eV, and 150 fs < τ < 160 fs. The full code for the
calculation, written in MATLAB, is provided in Appendix C.
Immediately obvious in Fig. 6.2 is the presence of two sets of interference
fringes, with different time scales. There are slow oscillations, separated by topt = 2.7
fs, that correspond to OI. But, faster fringes indicative of QuI are also present. The
fast fringe period is ∼ 0.33 fs = topt/8. The energy width of the envelope (slow
oscillations, ∼ 0.05 eV) is determined by the spectral width of the laser field. All of
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Fig. 6.2: Calculated energy- and τ -resolved photoelectron yield Ym(τ ; h̄ωc − Ip),
for the following model parameters: ω0 = 2.35 rad/fs (λ0 = 800 nm), ∆t = 45 fs,
m = 8, and Ip = 12.13 eV. The black line indicates the single-energy yield vs. τ ,
which is shown in Fig. 6.3.
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Fig. 6.3: τ -dependent photoelectron yield at a single energy (0.27 eV, blue solid
curve, indicated by the horizontal black line in Fig. 6.2) and for all energies (red
dotted curve), found by integrating the energy-dependent photoelectron yield shown
in Fig. 6.2. The total electron yield has been divided by 10 to allow viewing alongside
the single-energy yield.
the fringes are slanted, with a slope equal to h̄ω0/τ . Therefore, as τ increases, the
fringes become more and more slanted.
An initially surprising feature of this calculation is illustrated in Fig. 6.3,
which compares the electron yield at one particular energy (in this case, 0.27 eV
= 8h̄ω0− Ip) with the total electron yield, found by integrating Y8(τ ; h̄ωc− Ip) over
all energies. The fast-oscillating fringes are only present in the single-energy yield;
QuI is not observed in the total electron yield. The reason for this vanishing of QuI
in total electron yields will be discussed in more detail in Sec. 6.3.2; for now, one
concludes from this model that an energy-resolved photoelectron measurement is
needed to see evidence of QuI in resonance-free atomic ionization.
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6.3 Comments on strong-field QuI
It is not immediately clear that the results of the calculations in Secs. 6.1 and
6.2 are applicable to the experiments described in Chaps. 3, 4, and 5, because all of
these experiments were performed in the strong-field regime. The Keldysh param-
eter γ [7] for these experiments was between 0.4 and 0.6, indicating that tunneling
ionization played a major role in all of the experiments. Furthermore, the large laser
intensities leads to a shift in bound state energies and the ionization potential due to
the ac Stark effect and ponderomotive energy. As such, a perturbative, multiphoton
model may not accurately describe the physics of these strong field experiments.
In order to determine the applicability of Secs. 6.1 and 6.2 to strong-field
experiments, two significant questions must be addressed:
• Do QuI effects appear in PES calculations when using linearly-polarized, strong-
field TPPs? Here, QuI effects refer to fringes in the PES with a time scale
commensurate with the energy spacing between the ground state and final
continuum states of the system. In the weak field limit, this energy spacing
was mh̄ω0, giving a QuI fringe period of 1/m times the optical period.
• In these strong-field QuI models, do the fast QuI fringes vanish when com-
puting the total electron yield by integrating the PES? This was a major
conclusion in Sec. 6.2 and, if it carries over to the strong-field case, provides a
compelling explanation as to why QuI was not seen in the “Ions” experiments.
These two questions will be addressed in Secs. 6.3.1 and 6.3.2 respectively.
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6.3.1 QuI in strong-field models
Some qualitative comments can be made about QuI at higher intensities, par-
ticularly concerning the ac Stark effect [115, 116] and ponderomotive energy. The
ac Stark effect causes an upward shift in the ionization threshold of an atom, rel-
ative to the ground state. The ground-state shift due to the ac Stark effect can
typically be neglected1. This shifting of the ionization threshold is given by the
intensity-dependent ponderomotive energy Up(I) (see. Eq. 2.2).
The electron after ionization experiences a force due to the ponderomotive
energy, which is related to the oscillation of the free electron in a periodic electro-
magnetic wave. This force is called the ponderomotive force Fp,








where E is the electric field of the laser. One can see from Eq. 6.14 that the
ponderomotive force points in the direction towards lower laser intensity (recall
I ∝ E2), meaning that the electron gets pushed away from the focus after ionization.
This leads to an increase in the velocity of the electron after ionization. In this way,
the kinetic energy of the electron changes. The added energy is at most Up(I
(max)),
which occurs when the electron is ionized at the peak value of the laser intensity
(the center of the focus). Because the laser intensity varies in both space and time,
any energy between Up(0) = 0 and Up(I
(max)) is possible, depending on where and
1 Note that, if the initial state in the experiment is not the ground state, then the Stark shift of
the initial state may not be neglected in general.
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when the electron is ionized.
For a typical TPP used in Chap. 3, I(max) ' 3× 1014 W/cm2. One finds that
for this intensity, Up = 17.9 eV, larger than Ip = 12.13 eV in xenon. Each electron
gains additional energy due to the ponderomotive force, depending on where and
when the pulse is ionized. The electron measurement does not discriminate the
positions and times of electron origin, leading to a washing out of the QuI fringes
due to the ponderomotive energy. The energy scale of the QuI fringes is rather
small (fringe spacing in Fig. 6.2 is ∼ 0.04 eV, for example), which implies that the
necessary intensities are much lower than used in Chap. 4. For example, Up < 0.04
eV requires that Imax < 7× 1011 W/cm2.
Clearly, a strong-field version of the QuI model of Secs. 6.1 and 6.2 needs to be
developed. Several strong-field ionization theories have been developed, including
PPT theory, named after the authors Perelomov, Popov, and Terent’ev [8], and ADK
theory, after the authors Ammosov, Delone, and Krainov [9]. Of the two, PPT is
applicable for all ω and γ while ADK is only applicable for γ << 1 [56,117,118].
Some recent works have found quantum-mechanical interferences within the
strong-field regime. Theoretical simulations of ionization from a single, linearly-
polarized pulse based on ADK theory have found inter-cycle wavepacket interfer-
ences [119, 120], while works in both theory [121, 122] and experiment [123] have
described inter-pulse interference effects using circularly-polarized TPPs. Notably,
none of these works considered a linearly-polarized TPP. Past experimental results
that did investigate QuI from a linearly-polarized TPP [50,80] were performed in the
weak-field regime, γ >> 1. Quantum interference like that described in Refs. [50,80]
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and Secs. 6.1 and 6.2 has not been confirmed to exist in the strong-field regime.
6.3.2 Absence of QuI in total electron yields
Even if QuI fringes were not washed out by ponderomotive shifts, there is
a compelling reason to believe that no QuI fringes will be visible in the total ion
signals measured in the “Ions” experiments. As mentioned briefly in Chap. 2, QuI
can be considered a temporal analogue of a Young’s double slit experiment, with
the two peaks of the TPP representing the two slits. In this section, this double-
slit analogy will be explored in more detail to explain from another viewpoint the
vanishing of QuI in the total ion signal seen in Fig. 6.3. In the double-slit analogy,
the slit spacing is represented in the TPP experiments by the relative phase ∆φ
(directly in the SLM experiments and indirectly, through τ , in the MZ experiments
and the calculations in Secs. 6.1 and 6.2). Ionization of an electron corresponds
to a photon or massive particle passing through the double slit apparatus. In the
classic double slit experiment, there is ambiguity as to which slit the particle passed
through. In the TPP ionization experiment, there is an ambiguity as to which peak
was responsible for producing the electron.
In a traditional double slit experiment, the particles pile up on the screen at
different locations with the minima and maxima determined by the relative phase
after passing through the slits. The angular intensity pattern on the detector is
I(θ) = 4I0
(









where I0 is the peak intensity, d is the slit separation, a is the slit width, and λ
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is the wavelength of light. The total number of particles on the detector is found
by integrating Eq. 6.15 from θ = −π/2 to θ = π/2. This is difficult to integrate
analytically but can be readily performed numerically. In a numerical integration
with a = 20µm, λ = 800 nm, and 50 µm < d < 200 µm, one finds that the integrated
signal varies by less than 0.230% of the average value over this range of d. The total
number of particles on the detector does not depend on the slit spacing d.
In the TPP ionization experiments, the energy distribution of the electrons
is analogous to the spatial pattern of the particles in the double slit experiment.
Consequently, the total number of electrons produced by the TPP should not change
due to QuI, but only due to a change in the “throughput” of the TPP (i.e., the pulse
intensity via OI).
It is important to note the limits of this analogy; particularly, it only holds if
the transition is to an open channel as in QuI Mechanism III (described in Sec. 2.4.3).
In Ref. [50], modulation of the total ion yield due to QuI is observed and clearly dif-
ferentiated from OI, but this is because the QuI that was observed was Mechanisms
I and II, occurring in transitions to bound states. Mechanism I involved populating
a single energy state in the atom, so it is similar to the single-energy case shown in
Fig. 6.3. In an open channel experiment, like that done in Ref. [80], QuI Mechanism
III-induced modulation in the total electron/ion yield will not occur. While the
total electron yield is seen to change with changing TPP relative phase in Ref. [80],
it only does so because the two peaks of the TPPs were closely separated, so OI was
likely making a substantial contribution to the ionization dynamics. However, QuI
could still appear in an open channel experiment via Mechanisms I and II involving
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intermediate states.
6.3.3 Design of a strong-field QuI experiment
There is a notable void in the current literature on quantum-mechanical in-
terferences in ionization; quantum interference probed by linearly-polarized TPPs
in the strong-field regime has, to the author’s knowledge, not been investigated in
either theory or experiment. The double-slit analogy described in Sec. 6.3.2, coupled
with the results shown in Figs. 6.2 and 6.3, demonstrates that an energy-resolved
photoelectron experiment is necessary to see evidence of QuI Mechanism III. The
energy of a photoelectron is connected with the location of a particle on the screen in
the double-slit analogy, so an energy-resolved measurement is akin to recording the
interference pattern on the screen rather than counting up all particles. The exper-
iment to search for QuI could be modified from the high-resolution MZ experiment
described in Sec. 4.4, by replacing the TOF ion detection with an energy-resolved
photoelectron detector. Some salient design points of this proposed experiment are:
• In order to differentiate QuI from OI effectively, a multiphoton ionization (at
least two photons) is required so that the oscillation periods of QuI and OI
are consequently differentiable. Xenon satisfies this requirement. The more
photons that are required, the smaller the period of QuI becomes, making its
observation more difficult.
• Ideally, the target system should have no intermediate resonances, so that QuI
Mechanism III can be investigated independently–Mechanisms I and II would
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produce competing signals.
• The TPP intensity should be low enough that the ponderomotive energy is
lower (< 25%) of the QuI fringe spacing, to prevent a blurring of the QuI
fringes due to the ac Stark effect.
• The experiment employs a linearly polarized TPP, with parallel polarization
of the peaks2.
The current experimental setup does not allow detection of electrons from pulses
with an intensity below ∼ 1013 W/cm2, likely precluding observation of QuI due
to ac Stark shifts. Nevertheless, there is still much to be learned from an energy-
resolved TPP experiment. The design and preliminary results of such an experiment
is the focus of Chaps. 7 and 8.
2 While rotating the polarization of one of the peaks of the TPP would eliminate OI, this is not
ideal because the photoelectron angular distributions may have limited overlap. Selection rules
may cause the two peaks to ionize to two different sets of final states, in which case the quantum
interference will break down as there is full knowledge of which peak produced a given photoelec-
tron. While QuI can also occur in ionization from circularly-polarized light, that investigation is
not in the scope of this thesis.
131
Chapter 7: Experiment 2, “Electrons”: Experimental Setup
This chapter describes the apparatus used in the second set of experiments,
referred to as the “Electrons” experiments. The experiments were designed in ac-
cordance with the requirements listed in Sec. 6.3.3. A high-level schematic of the
experimental setup is shown in Fig. 7.1. Synthesis of TPPs is the topic of Sec. 7.1.
Many of the techniques described in Chap. 3 are used here. One new technique
discussed in this section is the generation of a TPPMZ at 400 nm.
Generating TPPs at 400 nm allowed the pulse intensity to be lowered, because
the ionization rates for these experiments were higher (four-photon ionization is
a lower-order process than eight-photon ionization). Furthermore, decreasing the
wavelength by a factor of two lowers the ponderomotive energy by a factor of four
for a fixed intensity (see Eq. 2.2).
In these experiments, up to thirty minutes was required to produce a statistically-
significant electron energy distribution plot. During this time, τ can change due to
drifting of the MZ translation stage. A method, described in Sec. 7.2, was devised
to post-sort the data based on the measured τ .
The biggest difference between the “Ions” experiments of Chap. 3 and the
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Fig. 7.1: High-level schematic of the “Electrons” experiments. The relevant sections
that describe the apparatus are given in the upper headings. Much of the TPP
generation and characterization is covered in Chap. 3, while energy-resolved electron
detection is the subject of this chapter.
A velocity map imager (VMI) was used in the “Electrons” experiments, that will
be described in Sec. 7.3. The analysis of the VMI data to recover energy- and
angle-resolved electron distributions is the topic of Sec. 7.4.
7.1 TPP generation
The synthesis of the TPPs used in the “Electrons” experiments follows very
closely the techniques of the “Ions” experiments. Every TPP used in the “Elec-
trons” experiments was a TPPMZ. In these experiments, τ was variable in steps
of approximately 0.067 fs. Input pulse parameters were measured as in Sec. 3.1.3.
The input pulses had a satellite peak, the same as discussed in Sec. 3.3.1. The
133
TPP energy varied at each point due to OI. The Wizzler (Sec. 3.3.1) and SD-FROG
(Sec. 3.3.2) were used to measure the input pulses and TPPs, respectively. The
TPP parameters τ , ∆φ, and Imax were measured as described in Sec. 3.3.3.
After TPPMZ generation, experiments were performed investigating ionization
from both 800 nm and 400 nm TPPs. A 400 nm TPPMZ was generated directly from
an 800 nm TPPMZ using second harmonic generation (SHG) from a beta barium
borate (BBO) crystal of 5 mm diameter and 0.5 mm thickness. The 800 nm TPPMZ
was focused onto the face of the BBO crystal with a lens of ∼ 1 m focal length. The
BBO was placed ∼ 30 mm before the focal point to lower the intensity of the 800
nm beam (while still making the beam small enough to fit within the clear aperture
of the crystal). The 800 nm TPPMZ energy was adjusted prior to the first lens with
the waveplate/polarizer combination, allowing indirect adjustment of the 400 nm
TPPMZ pulse energy.
The SHG efficiency, defined as
ηBBO = U400/U800 (7.1)
where U800 is the energy of the input 800 nm pulse and U400 is the energy of the
400 nm output pulse, increases as the BBO thickness increases, but this increase in
efficiency comes at a cost. The phase-matching bandwidth, i.e., the range of fre-
quencies that can be converted by SHG, decreases with increasing crystal thickness.
Furthermore, a thicker crystal introduces more chirp, increasing the pulse dura-
tion. The temporal characteristics of frequency-doubled pulses has previously been
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studied both experimentally and theoretically [124, 125]. In Ref. [125] particularly,
it was shown that for frequency-doubling from a 0.5 mm thick BBO crystal, the
temporal profile of the 400 nm pulse is unchanged from the 800 nm input pulse so
long for an input pulse maximum intensity between 7 and 150 GW/cm2 (even for
moderately-chirped pulses). A crystal with 0.5 mm thickness was used in this work;
this crystal was sufficient to double the input, 800 nm pulses (ηBBO ≤ 0.1) and was
not expected (based on Ref. [125]) to have broadened the temporal profile of a 70
fs input pulse.
Once the 400 nm pulse was produced, the TPP pulse parameters (i.e., pulse
duration, maximum intensity, τ) were estimated from FROG and Wizzler measure-
ments of the 800 nm TPPs (assuming, as stated above, that the temporal profile of
the 400 nm pulse was identical to the 800 nm pulse). After frequency doubling, the
800 nm component was filtered out using a pair of mirrors with a high reflectance
(>99%) between 375 and 425 nm and a low reflectance (<2%) around 800 nm. Two
reflections off of these mirrors reduces the 800 nm pulse energy to 4 × 10−4 times
the initial energy.
7.2 Phase tagging procedure
For several of the “Electrons” experimental runs, the laser intensity was rel-
atively low (' 1013 W/cm2), and consequently very few electrons were produced
(approximately ten electrons per 1000 laser pulses). Consequently, exposure times
as long as 30 minutes per point were necessary. Over this time, τ tended to drift
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due to motion of the MZ translation stage. This can be observed by monitoring the
TPP spectrum during the course of the experiment. Recall that changing τ causes
the period and phase of the fringes in ĨTPP (ω) to change (see Fig. 3.8 for an exam-
ple). The variation in the TPP spectrum over the course of a six-hour experiment
is shown in Fig. 7.2. During this experiment, the translation stage was nominally
held at a fixed position for the entire six hours. The spectrum was measured once
per second. The shifting of the fringes (about 1.5 fringe periods) indicates that τ
changed by ∼ 4 fs over six hours, or 0.01 fs per minute. The expected QuI fringe
period for xenon is topt/8 = 0.37 fs. The drift in the stage will sweep over one entire
QuI fringe in 37 minutes, and it can be seen in Fig. 7.2 that the stage drift can be
significantly faster at some times. It is desirable, therefore, to correct for this stage
drift.
The way the drift was corrected was by post-sorting the data based on τ (or,
equivalently, phase). During the experiment, an electron image (Sec. 7.3) and a TPP
spectrum were collected simultaneously (one each per second). The spectrum was
fit to Eq. 3.13, with all parameters other than ∆φ fixed. Although τ also changes
the fringe period, this change is negligible in this case and is therefore ignored in
the fit (the fringe spacing is 14.5 nm when τ = 150 fs and 14.1 nm when τ = 154
fs, see Appendix B for more details). One of these fits is shown in Fig. 7.3. The
recovered phase is shown as a function of image number (20,700 images in total) in
Fig. 7.4. One finds that ∆φ changed by about 3π over the course of the experiment,
in line with the previous observation that the change in τ was ∼ 1.5 optical periods.
This 3π range was then divided up into 60 bins, with a uniform bin width of π/20
136
radians. The spectra were sorted by phase into these bins. Because one electron
image was collected for each spectrum measurement, these images could be tagged
by their phase and sorted into bins. In this way, a composite electron image was
built for each bin, containing only electrons that came from TPPs with the same
∆φ (within a range of π/20 rad).















Fig. 7.2: Normalized TPP spectrum (color map, blue is minimum and yellow is
maximum) as a function of λ and time. The spectral data were collected once per
second, and each spectrum measurement matched with a single, 1-second electron
image (see Sec. 7.3). The wavelength spacing between fringes in this figure is ∆λ '
11.9 nm.
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Fig. 7.3: A fit of an example TPP spectrum to Eq. 3.13, with the following param-
eters fixed: ω0 = 2.34 rad/fs (λ0 = 806nm), ∆ω = 0.035 rad/fs, τ = 150.2 fs. The
result of the fit finds ∆φ = 0.74(1)π rad.
Fig. 7.4: Fit value of ∆φ vs image number for the spectra shown in Fig. 7.2.
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7.3 Velocity map imager
Detection of electron energies was accomplished with a VMI. In a VMI, the
position of electrons on a two-dimensional detector is measured, which gives in-
formation on the electron velocity (and consequently energy). A charged particle
imagers was initially developed by Chandler and coworkers [126] to detect molecular
ions from photodissociation. Helm and coworkers [127] constructed a similar device
to detect photoelectrons. Eppink and coworkers [128] improved the design of these
detectors with an electrostatic lens to improve the energy resolution. The VMI used
in this work is similar to that discussed in Ref. [127], and is shown schematically in
Fig. 7.5. A complete description of the VMI used in this work is given in Ref. [129].
In Sec. 7.3.1, an qualitative description of the VMI will be given. The trajectory of
electrons in the VMI will be calculated in Sec. 7.3.2.
7.3.1 General description
The VMI is located inside a vacuum chamber, filled to an operating pressure
(typically 10−6 Torr) of a target gas. The TPPs enter the vacuum chamber through
a window and are focused by a spherical mirror (the same setup as described in
Sec. 3.4. The coordinate axes are defined as follows: the x-axis is the laser prop-
agation direction (k ∝ x̂). The laser is polarized along the z-axis, (ETPP ∝ ẑ).
The y-axis is perpendicular to these two, and forms a line between the laser-matter
interaction region (the position of the laser focus, the origin in Fig. 7.5) and the





































Fig. 7.5: A schematic of the velocity map imager (VMI) used in this work (not to
scale). The voltages on each electrostatic ring (ER) were variable, but obeyed the
relation V1 = 2V2 = 4V3 = 8V4. Typical values for the microchannel plate (MCP)
and phosphor voltages were Vback = 2000 V and Vphos = 4200 V, respectively. The
distances were d = 38.1 mm, dMCP = 9.7 mm, ro = 62.7 mm, and ri = 20.5 mm.
The MCP and phosphor (one assembly) had a quality diameter of 40 mm. Standard
cylindrical and spherical coordinates are used in this chapter and Chap. 8, with the
definitions of the angles given here.
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A series of electrostatic rings (ERs) provide an approximately-uniform electric
field in the VMI (in the ±ŷ direction). The distances between ER j and j + 1 is
d/2j−1, where j = 1, 2, 3 and d = 38.1(3)mm (1.5 inches). The distance between ER4
and the MCP is dMCP = 9.7(3) mm. The total distance between the interaction
region and the MCP is dVMI = 1.25d + dMCP . The voltages applied to the ERs
vary based on the experiment, but the relative voltages always obey the relation
Vj+1 = Vj/2
j for j = 1, 2, 3. If the ERs are approximated as infinite sheets, this
leads to a uniform electric field inside the VMI of EVMI = V1/(2d)ŷ, EVMI ≡ |EVMI |.
In order for an electron to travel towards the MCP (a force in the +ŷ direction),
the voltages applied to the grids must be negative.
The ERs were not infinite sheets, so edging and other effects lead to a nonuni-
form electric field. The electric field was calculated, using the true dimensions of the
ERs, with the ion trajectory modeling program SIMION [130]. The y component
of the electric field, EVMI · ŷ, vs y for V1 = −2000 V, V2 = −1000 V, V3 = −500 V,
and V4 = −250 V is shown in Fig. 7.6 (blue curve). The simulated electric field is
always less than the “infinite-sheet” electric field for this setup, 26.2 V/mm.
SIMION can also be used to iteratively optimize the ER voltages for a uniform
electric field. A SIMION optimization was run to minimize the electric field devia-
tion from 24 V/mm. The optimization succeeded in reducing the field fluctuations,
as can be seen in Fig. 7.6 (red curve), and recovered the following ER voltages:
V1 = −2111.8 V, V2 = −1133.2 V, V3 = −569.9 V, and V4 = −270.8 V.
The electron signal is amplified by an MCP, which is grounded on the front
surface and at a potential Vback ' +2000 V on the back surface. The gain of the
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Fig. 7.6: SIMION-simulated electric field in the y direction (electron travel direction,
see Fig. 7.5) vs y, for two sets of electrostatic ring voltages: before optimization
(blue, V1 = −2000 V, V2 = −1000 V, V3 = −500 V, and V4 = −250 V), and
after optimization (red, V1 = −2111.8 V, V2 = −1133.2 V, V3 = −569.9 V, and
V4 = −270.8 V). The interaction region is at y = 0. The locations of the electrostatic
rings and the microchannel plate are included for reference.
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Fig. 7.7: (a) Example electron image from ionization of xenon atoms, collected
over 60,000 laser shots and using a 400 nm, near-TL pulse, with an intensity of
3.4(3)×1014 W/cm2. (b) Abel inversion of (a), using the BASEX inversion algorithm
implemented by a home-built MATLAB code (see Appendix D). (c) Abel inversion of
(a), using the BASEX inversion algorithm implemented by the PyAbel project [131].
MCP is approximately 107 at a bias voltage of 2400 V. The amplified signal then
proceeds to a phosphor screen (phosphor type P20), which converts the electric
signal into light. This light is detected by means of a CCD camera (Andor Apogee
Alta U47+). An example image collected over 60,000 laser shots, from a near-TL
pulse (not a TPP) with an intensity of 3.4(3)×1014 W/cm2, is shown in Fig. 7.7(a).
7.3.2 Electron trajectory in VMI
The trajectory of an electron in the VMI can be calculated using kinematics.
In addition to Cartesian coordinates, standard cylindrical and spherical coordinate
systems are used, i.e., r2 = x2+y2, azimuthal angle tan (ϕ) = y/x, ρ2 = x2+y2+z2 =
r2 + z2, and polar angle tan (α) = r/z. For the polar angle, α is used instead of
the more common θ to distinguish this angle from the pulse CEP (as in Eq. 2.4).
Cylindrical coordinates will not be referred to here, but will be used in Sec. 7.4. It
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is assumed that the electron is created at the origin with an initial velocity,
v0 = v0 sinα cosϕx̂ + v0 sinα sinϕŷ + v0 cosαẑ







is the magnitude of the initial velocity, U0 is the initial electron energy, and me is the
electron mass. The electrons experience a force due to the static field, F = −eEVMI ,
where e is the elementary charge. The time it takes to travel from the interaction




t2VMI + v0ytVMI , (7.4)











Because the electric field in the x̂ and ẑ directions is assumed to be 0, the distance
that the electron travels in these directions is given by
x (tVMI) = v0xtVMI and z (tVMI) = v0ztVMI . (7.6)
A few specific examples, corresponding to electrons with different ejection
angles, will be considered here. The first example is the case in which the electron is
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ejected in the ẑ-direction, α = 0. In this case, v0y = 0, and by combining Eqs. 7.3,
7.5, and 7.6, one finds that





which shows that the position the electron lands on the MCP goes as
√
U0. For
electrons ejected at an arbitrary angle, U0 ∝ ρ2 to lowest order.
The second example considers two electrons (labeled 1 and 2) ejected at 45
degrees off of the z-axis, one in the +ŷ direction and the other in the −ŷ direction:
ϕ1 = π/2 rad, α1 = π/4 rad; and ϕ2 = 3π/2 rad, α2 = π/4 rad. Both electrons have









(−ŷ + ẑ). (7.8)
The two electrons have the same energy and the same initial velocity in the ẑ
direction; consequently, one would like for these two electrons to hit the detector
at the same z. However, the increased flight time of the backwards-ejected electron
(electron 2) means that its final z position will be larger than the forwards-ejected
electron (electron 1). The purpose of this example is to determine how large this
difference is. As such, values of initial energy (U0 = 10 eV) and voltage (V1 = −500
V) were chosen to maximize this difference under accessible experimental conditions.
Most electrons in this work have energy < 10 eV and no grid potential lower (less














for j = 1, 2. The z position of the particles on the detector is then calculated from
Eq. 7.6. The difference of z position is






For the choices U0 = 10 eV and V1 = −500 V, z(tVMI,1) = 11.8 mm, z(tVMI,1) =
14.8 mm, and ∆z = 3.0 mm. The diameter of the phosphor screen is 40 mm, so
this represents a significant deviation. To illustrate this, consider a third electron
(electron 3), ejected at the same angle as electron 1, but with a different initial
energy. In order for electron 3 to land at the same final z position as electron 2, the
initial energy of electron 3 must be 17 eV.
Most electrons measured in the following studies are less than 10 eV, but even
for a 1 eV electron (a typical electron energy for a threshold ionization), the Eq. 7.10
gives a 0.3 mm discrepancy in final position. An electron 3 as described above would
need an additional 0.16 eV of energy to account for this discrepancy.
7.4 Image analysis
In this section, the method for determining a (potentially angle-resolved) elec-
tron energy distribution from a VMI image such as that shown in Fig. 7.7(a) is
described. Sec. 7.4.1 describes the Abel inversion method implemented in this work,




To lowest order, U0 ∝ ρ2. This assumes the electrons were all created in
exactly the same location and in the presence of zero applied field. The real size
of the laser focus (Rayleigh length zR ' 100µm) and the presence of the applied
field will cause deviations from this lowest-order solution. Regardless, one would
like to determine the full three-dimensional distribution of electrons at the detector
Y (x, y, z). What is measured on the detector is only a projection of Y (x, y, z) onto
the xz plane. It was shown by Niels Abel that the full three-dimensional solution
is recoverable if it obeys cylindrical symmetry 1, i.e., Y (x, y, z) = Y (r, z) [132]. In
this case, Y (r, z) and its xz projection P (x, z) are related by the Abel integral,






from which a determination of Y (r, z) can be made by computing the inverse Abel
transform,









This integro-differential equation is difficult to use directly because it has singular-
ities. Also, when applied to an experimental measurement, the noise in the data is
amplified by the numerical differentiation. Several methods of Abel inversion have
1 It is important to note that this is not strictly true in the VMI experiments, as was demon-
strated in the second example of Sec. 7.3.2.
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been proposed [133–135]; the most commonly-used method (and the method used
in this work) is the basis-set expansion (BASEX) method developed by Dribinski
and coworkers [136]. The BASEX method represents Y (r, z) as an expansion of a
set of K basis functions fk(r, z):




Finding Y (r, z) is equivalent in this construction to finding the coefficient matrix C.
It is shown in Ref. [136] that C can be calculated for a suitable choice of basis func-
tions (namely, for any set of basis functions which are all analytically integrable).
Implementation of BASEX Abel inversion was accomplished via a home-built MAT-
LAB code, and was compared to an open-source code available in Python (the PyA-
bel project, see Ref. [131]). The MATLAB code used in the inversion is shown in
Appendix D. Figure 7.7(b) and (c) show the BASEX Abel inversion results Y (r, z)
for both the MATLAB and PyAbel inversion implementations, respectively. Both
implementations have distortions along the z axis. These distortions are inherent to
the BASEX method and are acknowledged in Ref. [136]. Because the PyAbel inver-
sion implementation gives a smaller z-axis distortions than the home-built MATLAB
code, it was used to invert the experimental data.
7.4.2 Finding angle-resolved energy distributions from Abel-inverted images
From Y (r, z), the energy distribution can be found – recall that U ∝ ρ2 =
r2 + z2. First, the position distribution in spherical coordinates was found by trans-
forming from r, z to ρ, α. For a general distribution of two variables x and y, called
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g(x, y) a transformation to new variables u and v and distribution h(u, v) is given
by













is the Jacobian [137]. For transformation from cylindrical coordinates to spherical
coordinates, |J | = ρ.
Once Y (ρ, α) has been found, conversion to an angle-resolved energy distribu-
tion Y (U, α) can be done by reapplying Eq. 7.14. In this case, |J | ∝
√
U . Figure 7.8
shows Y (ρ, α) and Y (U, α) that are found from the Y (r, z) shown in Fig. 7.7(c). The
conversion from ρ to energy in this figure set the energy of the first above-threshold
ionization (ATI) peak (the largest feature at ρ = 192 pixels) to 3.1 eV (the energy of
one 400 nm photon). A weak second ATI peak is observed at ∼ 6.2 eV as expected.
In images where multiple ATI peaks are visible, conversion from ρ to energy was
accomplished by setting the energy between the first and second ATI peaks to be the
photon energy (either 1.55 eV for 800 nm photons or 3.10 eV for 400 nm photons).
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Fig. 7.8: (a) Y (ρ, α), calculated from the Abel-inverted Y (r, z) shown in Fig. 7.7(c).
(b) Y (U, α) for the same Abel-inverted image.
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Chapter 8: Experiment 2, “Electrons”: Results and Discussion
In this chapter, the results of several “Electrons” experiments are presented
and discussed. These experiments were primarily concerned with answering the sec-
ond question stated in Sec. 1.3: can quantum interference be observed in strong-field
ionization from a TPP? A representative collection of experiments were performed
in which selected experimental parameters were varied. These include the laser in-
tensity, laser wavelength (800 nm or 400 nm), and target gas (xenon or CO2). In
each experiment, the photoelectron energy distribution was measured as a function
of τ , using a TPPMZ. The parameters of each experiment presented in this chapter
are given in Tab. 8.1.
Section 8.1 presents results of “Electrons” experiments conducted at the low
intensities, ∼ 5 × 1013 W/cm2. The results of “Electrons” experiments at higher
intensities (∼ 3× 1014 W/cm2) are shown for 800 nm TPPs in Sec. 8.2 and for 400
nm TPPs in Sec. 8.3.
Tab. 8.1: Parameters of the “Electrons” experiments discussed in this chapter. aLow-intensity experiments were performed at the
lowest intensity at which electrons could be detected, corresponding to ∼ 0.01 detected electrons per laser shot. High-intensity
experiments were performed at intensities comparable to the “Ions” experiments of Chap. 4. bNominal value. cIndicates whether
the phase-tagging procedure described in Sec. 7.2 was used to determine ∆φ for the experiment. If the phase-tagging procedure
was used, the electron yield was found across only one optical period, and plotted as a function of ∆φ. If not, the electron yield
was measured across multiple optical periods, and the yield was plotted as a function of τ . dNominal intensity, calculated from
Eq. 3.9. ePonderomotive energy, Eq. 2.2 using the larger of the fixed/variable arm intensities. fKeldysh parameter, Eq. 2.1.
Section Figures Intensity λ0 (nm) Target τ (fs)
b Phase Fixed arm Variable arm Up (eV)
e γf
rangea taggingc intensity intensity
(W/cm2)d (W/cm2)d
8.1.1 8.1, 8.2, 8.3 Low 400 Xe 150 Yes 5× 1013 7× 1013 1.0 2.4
8.1.2 8.4, 8.5, 8.6 Low 400 CO2 200 Yes 3× 1013 4× 1013 0.6 3.4
8.2.1 8.7(a), 8.8(a) High 800 Xe 70 - 78 No 1.8× 1014 1.9× 1014 11.4 0.7
8.2.2 8.7(b), 8.8(b), 8.9 High 800 CO2 250 Yes 1.3× 1014 1.5× 1014 9.0 0.9
8.3.1 8.10(a), 8.11(a) High 400 Xe 75 - 85 No 3.3× 1014 3.1× 1014 4.9 1.1





Figures 8.1, 8.2, and 8.3 show the results of the low-intensity “Electrons”
experiment in xenon. The gas pressure in the vacuum chamber was 1.0(1) × 10−6
Torr. The TPP was produced with the MZ at 800 nm with τ ' 150 fs, and converted
to 400 nm via SHG. The nominal intensities of each pulse of the 400 nm TPP were
5×1013 and 7×1013 W/cm2, for the fixed and variable arms of the MZ, respectively.
These intensities correspond to ponderomotive energies of 0.7 and 1.0 eV. Electrons
were measured in the VMI using the following voltages: V1 = −500 V, Vback = 2020
V, Vphos = 4000 V (see Sec. 7.3 for a description of these voltages). The experiment
consisted of 22,500 one-second exposures that were sorted by ∆φ into bins of width
π/20 rad using the phase tagging procedure (Sec. 7.2).
An example Abel-inverted electron image from one of the phase bins is shown
in Fig. 8.1. The intensity was low enough that only threshold electrons produced
from multiphoton ionization appeared. A 400 nm photon has an energy of 3.1 eV;
the ionization potential of xenon, 12.13 eV, means that four photons were required
to ionize and that ejected photoelectrons had a average energy of 0.27 eV. The
maximum point of the electron energy distribution was set to be 0.27 eV; the corre-
sponding radius ρ = 41 pixels is marked on Fig. 8.1 as a red dot (at z = 41 pixels,
r = 0 pixels). This treatment ignores the possible added ponderomotive energy.
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The photoelectron yield as a function of energy and ∆φ is shown in Fig. 8.2(a).
Recall that the ∆φ recovered from phase tagging is for the 800 nm TPP, i.e. ω0 '
2.35 rad/fs in Eq. 2.4. The 400 nm TPP oscillates twice as fast, so this experiment
(and all subsequent experiments) ran over a range of 4π rad for the 400 nm TPP.
The single energy electron yield at 0.27 eV is shown in Fig. 8.2(b), found from a
lineout of Fig. 8.2(a) (the black horizontal line in the figure). The Fourier transform
of (b) is shown in (c).
It is important to note that when the phase tagging procedure of Sec. 7.2 is
employed, not every composite image is made from the same number of exposures
in general. The yields were all normalized to a one-second exposure, but if some
of the images were generated from a particularly small number of exposures, poor
statistics could distort the results presented above. The nominal minimum electron
detection rate in this experiment was 0.01 electrons per laser shot (10 electrons per
one-second exposure). The total exposure time vs ∆φ for this experiment is shown
in Fig. 8.3. Higher exposure times correspond to lower statistical uncertainties. One
finds that all but one point had exposure times of more than 200 seconds (200,000
laser shots, at least 2000 electrons detected). Therefore, the exposure times were all
long enough to achieve statistically-significant results, but this was not true for all
of the “Electrons” experiments which used phase tagging.
Discussion
The electron yield variations seen in Fig. 8.2 are dominated by an oscillation
at the 800 nm optical period; the yield is maximum at ∆φ = 0 and ∆φ = 2π rad and
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is lower between these two maxima. While at first glance it might be surprising that
the oscillation is at the 800 nm optical period when the ionizing TPP has λ0 = 400
nm, this is expected due to how the 400 nm TPP was generated. The TPP is first
made at 800 nm and then converted to 400 nm via SHG; therefore, OI at 800 nm
is responsible for changing the maximum intensity of the TPP. We the TPPs made
directly from a 400 nm input pulse, the OI would reflect the 400 nm optical period.
Such an approach has not yet been implemented.
There is a small increase in the electron yield at ∆φ ' 1.15π rad, which is
most likely due to the satellite peak, for the same reasons as discussed in Sec. 4.3.2.
The single energy, 0.27 eV yield shown in Fig. 8.2(b) shows the oscillations at
both the optical frequency and twice the optical frequency, but no higher-frequency
oscillations are visible. The results of this experiment show no evidence of QuI; the
modulations are consistent with OI alone.
Also of some interest is the apparent energy shift of the threshold electrons,
depending on the relative phase at which they were ionized. The electron yield
peak near ∆φ = 1.15π rad occurs at a slightly higher energy than the electron
peaks at ∆φ = 0 and 2π rad. The TPP intensity which causes the ionization at
∆φ = 1.15π rad is lower than the intensity at 0 or 2π rad. Intensity-dependent
shifts in the photoelectron energy due to the ac Stark effect are well-documented in









Fig. 8.1: Example Abel-inverted photoelectron image from the low-intensity “Elec-
trons” experiment in xenon. The Abel inverted image gives the photoelectron yield






Fig. 8.2: (a) Normalized electron yield (colormap) vs electron energy and ∆φ, for
the low-intensity “Electrons” experiment in xenon, at τ ' 150 fs. (b) Yield of 0.27
eV electrons vs ∆φ for the same experiment, found from a lineout of (a) at 0.27 eV
(indicated by the black horizontal line in (a)). (c) Fourier transform of (b).
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Fig. 8.3: Total exposure time in the composite electron image vs ∆φ for the experi-
ment shown in Fig. 8.2. The total number of laser shots contributing to each image




In addition to xenon, a low-intensity “Electrons” experiment was performed in
CO2. In this experiment, the gas pressure in the vacuum chamber was 1.0(1)×10−6
Torr. The TPP was produced with the MZ at 800 nm with τ ' 200 fs, and then
converted to 400 nm via SHG. The nominal intensities of the single-arms of the
400 nm TPP were 3 × 1013 and 4 × 1013 W/cm2, for the fixed and variable arms
of the MZ, respectively. These intensities correspond to ponderomotive energies of
0.5 and 0.6 eV. Electrons were collected with the VMI using the following voltages:
V1 = −1050 V, Vback = 2020 V, Vphos = 4200 V. The experiment consisted of 24,000
one-second exposures that were sorted by ∆φ into bins of width π/20 rad using the
phase tagging procedure (Sec. 7.2). An example Abel-inverted electron image of
one of the phase bins is shown in Fig. 8.4.
The photoelectron spectra vs ∆φ are shown in Fig. 8.5(a). The ionization
potential of CO2 is 13.77 eV, meaning five photons at 400 nm (3.1 eV per photon)
were required to ionize. The excess electron energy after ionization was 1.73 eV in
this case, ignoring the ponderomotive energy as before. The peak of the electron
energy distribution in Fig. 8.5(a) was set to be 1.73 eV. Fig. 8.5(b) is the single-
energy electron yield vs ∆φ found from a lineout of (a) at 1.73 eV. The Fourier
transform of Fig. 8.5(b) is shown in Fig. 8.5(c).
Figure 8.6 shows the total exposure time vs ∆φ for this experiment. In contrast
to the xenon experiment (Fig. 8.3), there are several values of ∆φ for which the total
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exposure time was less than 100 seconds (100,000 laser shots). In particular, the
composite image at ∆φ = 0 consists of only 27 seconds of exposure, 27,000 laser
shots or only about 300 electrons. The image at ∆φ = 0.05π rad was from a 91
second exposure. These two points are have a surprising high yield which can be
observed in Fig. 8.5(a) and (b), but this is probably due to poor statistics from a
short exposure time. Other noisy points (like, for example, 1.2π and 0.45π rad) can
also be explained in the same way.
Discussion
As with the xenon experiment, the phase-dependent electron yield shows a
dominant oscillation at the 800 nm optical frequency, but no higher-frequency os-
cillations due to QuI are visible. The results are consistent with OI alone. In
this experiment, the frequency-doubling effect is not visible. While the input pulse
still had a subordinate peak, the large TPP delay, 200 fs, likely means that fre-
quency doubling does not occur (consult the “Ions” experiments, e.g., Fig. 4.11(a)









Fig. 8.4: Example Abel-inverted photoelectron image from the low-intensity “Elec-
trons” experiment in CO2. The Abel inverted image gives the photoelectron yield
(grayscale) as a function of r and z, both measured in pixels. The total image size
is 300x300 pixels.
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Fig. 8.5: (a) Electron yield (colormap) vs electron energy and ∆φ, for the low-
intensity “Electrons” experiment in CO2. (b) Yield of 1.73 eV electrons vs ∆φ for
the same experiment, found from a lineout of (a) at 1.73 eV. (c) Fourier transform
of (b).
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Fig. 8.6: Total exposure time in the composite electron image vs ∆φ for the experi-
ment shown in Fig. 8.5. The total number of laser shots contributing to each image
is 1000 times the exposure time in seconds.
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8.2 High-intensity experiments, 800 nm TPP
The results from the high-intensity, 800 nm experiments in both Xe and CO2
are shown together in Figs. 8.7 and 8.8, to allow direct comparison between the
results in both target species. The parameters, results, and conclusions of the Xe and
CO2 experiments will be discussed separately in Sec. 8.2.1 and 8.2.2, respectively.
8.2.1 Xenon
Results
In this experiment, the gas pressure in the vacuum chamber was 1.0(1)× 10−6
Torr. The TPP was produced with the MZ at 800 nm. The nominal intensities of
the single-arms of the TPP were 1.8× 1014 and 1.9× 1014 W/cm2, for the fixed and
variable arms of the MZ, respectively. These intensities correspond to ponderomo-
tive energies of 10.8 and 11.4 eV. Electrons were measured in the VMI using the
following voltages: V1 = −1200 V, Vback = 2050 V, Vphos = 4100 V. During the
experiment, τ was changed in steps of 0.067 fs, over 125 steps, for a total travel of
8.375 fs, between approximately 70 and 78 fs. At each step, electrons were collected
on the VMI for eight seconds. The procedure described in Appendix A was used to
determine τ at each point.
An example phase-tagged, Abel-inverted electron image is shown in Fig. 8.7(a).
Above-threshold ionization is characterized by a series of well-separated energy peaks
in the photoelectron spectrum. The Keldysh parameter for this experiment, γ ' 0.7,















Fig. 8.7: Example Abel-inverted photoelectron images from high-intensity, 800 nm
“Electrons” experiments in (a) xenon and (b) carbon dioxide. The image sizes are
(a) 400x400 pixels and (b) 400x400 pixels
















































Fig. 8.8: Phase-dependent photoelectron spectra for the high-intensity, 800 nm
“Electrons” experiment in (a) xenon and (b) carbon dioxide. In (a), phase tag-
ging was not employed and the electron yields are plotted as a function of τ . In
(b), phase tagging was employed and the yields are plotted as a function of ∆φ, for
τ ' 250fs.
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well-separated ATI peaks do not appear in the VMI image. The ATI peaks have
been blurred together into a pair of “jets” extending outwards from the center of the
image, a signature of tunneling ionization. The electrons have a strong preference to
be ejected along the polarization axis of the laser in the tunneling ionization regime.
Some remnants of MPI and ATI are visible; for example, the faint ring structure is
likely due to first ATI electrons. The photoelectron energy distribution as a function
of τ is shown in Fig. 8.8(a). The same as in Fig. 8.7(a), the discrete energy structure
of ATI is not observed, and instead a continuum of electron energies extending from
nearly 0 up to 20 eV is observed.
Discussion
The τ -dependent, energy-resolved electron yields shown in Fig. 8.8(a) show a
strong oscillation at the optical frequency. No oscillations at higher frequencies are
present. Although the input pulse had a subordinate peak, it did not play a role
in modulating Imax at τ ' 70fs, as can be seen in Fig. 4.11(b). The results of this
experiment are consistent with OI alone.
The maximum photoelectron energy observed in the experiment (approxi-
mately 20 eV) was much higher than the ponderomotive energy listed above and in
Tab. 8.1. However, that ponderomotive energy was calculated using a single pulse,
while the maximum intensity of the TPP changes substantially due to OI. One finds
by consulting Fig. 4.11(b) that Imax(τ = 70fs) ' 2I0 when the two peaks of the
TPP are in phase and constructively interfere, where I0 is the maximum intensity
of the input pulse. This will increase the ponderomotive energy by a factor of two
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as well, so one expects a maximum electron energy of approximately 2 × 11.4 eV




Figures 8.7(b) and 8.8(b) show the results of the high-intensity “Electrons”
experiment at 800 nm in CO2. The gas pressure in the vacuum chamber was
9.4(1)× 10−7 Torr. The TPP was produced with the MZ at 800 nm. The nominal
intensities of the single-arms of the TPP were 1.3× 1014 and 1.5× 1014 W/cm2, for
the fixed and variable arms of the MZ, respectively. These intensities correspond to
ponderomotive energies of 7.8 and 9.0 eV. Electrons were collected with the VMI
using the following voltages: V1 = −1250 V, Vback = 2020 V, Vphos = 4500 V.
Although this experiment was done at higher intensities than the CO2 experiment
described in Sec. 8.1.2, the electron yield was still low enough that the phase-tagging
procedure had to be employed. The experiment was run at τ ' 250 fs. A total of
1800 exposures of ten-second duration were collected and post-sorted by ∆φ into
bins of width π/20 rad.
An example Abel-inverted electron image from one of the phase bins is shown
in Fig. 8.7(b). In contrast to the high-intensity xenon experiment in Fig. 8.7(a), well-
separated energy peaks corresponding to above-threshold ionization are observed.
The center spot on the image corresponds to threshold electrons; two outer rings are
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visible, corresponding to first ATI and second ATI electrons. The ionization energy
of CO2 is 13.77 eV. The absorption of nine 800 nm photons adds 13.95 eV of energy
to the molecule, resulting in an emitted electron with an energy of 0.18 eV.
The photoelectron energy distribution as a function of ∆φ is shown in Fig. 8.8(b).
The energies were calibrated by imposing that the energy difference between the first
and second ATI peaks was equal to the 800 nm photon energy, 1.55 eV.
Figure 8.9 shows the total exposure time vs ∆φ for this experiment. Due to the
minimal drift of the MZ stage during this experiment, TPPs were only produced
with ∆φ between π and 2π rad. Over this range, the exposure time was very
nonuniform, although most points (17 out of 20) had a total exposure time in excess
of 200 seconds.
Discussion
As in all of the previously-discussed experiments, the energy-resolved electron
yields shown in Fig. 8.8(b) oscillate periodically at the optical frequency, without any
visible higher-frequency oscillations. An oscillation at twice the optical frequency is
not observed; as in Sec. 8.1.2, the large value of τ , 250 fs, in this experiment means
that the subordinate peak has minimal effect on the ionization dynamics.
In contrast to the 800 nm, high intensity experiment in xenon (Sec. 8.2.1), the
photoelectron spectra shows clearly-resolved energy peaks corresponding to ATI.
This is expected, as the Keldysh parameter in this experiment, γ = 0.9, is higher
than the xenon experiment, and implies that MPI still plays a significant role in the
ionization of CO2. All of the observed dynamics are consistent with OI alone.
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Fig. 8.9: Total exposure time in the composite electron image vs ∆φ for the exper-
iment shown in Fig. 8.8(b). The total number of laser shots contributing to each
image is 1000 times the exposure time in seconds.
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8.3 High-intensity experiments, 400 nm TPP
The results from the high-intensity, 400 nm experiments in both Xe and CO2
are shown together in Figs. 8.10 and 8.11, to allow direct comparison between the
results in both target species. The parameters, results, and conclusions of the Xe and
CO2 experiments will be discussed separately in Sec. 8.3.1 and 8.3.2, respectively.
8.3.1 Xenon
Results
Figures 8.10(a) and 8.11(a) show the results of the high-intensity “Electrons”
experiment at 400 nm in xenon. The gas pressure in the vacuum chamber was
9.7(1)× 10−7 Torr. The TPP was produced with the MZ at 800 nm, then frequency
doubled. The nominal intensities of the single-arms of the TPP were 3.3× 1014 and
3.1 × 1014 W/cm2, for the fixed and variable arms of the MZ, respectively. These
intensities correspond to ponderomotive energies of 4.9 and 4.6 eV. Electrons were
measured in the VMI using the following voltages: V1 = −1000 V, Vback = 2050 V,
Vphos = 4100 V. During the experiment, τ was changed in steps of 0.067 fs, over 1250
steps, for a total travel of 83.75 fs, between approximately 70 and 155 fs. At each
step, electrons were collected on the VMI for five seconds. The procedure described
in Appendix A was used to determine τ at each point.
An example phase-tagged, Abel-inverted electron image is shown in Fig. 8.10(a).
Reducing the wavelength by a factor of two reduces Up by a factor of four, and γ by













Fig. 8.10: Example Abel-inverted photoelectron images from high-intensity, 400 nm
“Electrons” experiments in (a) xenon and (b) carbon dioxide. The image sizes are
(a) 500x500 pixels and (b) 300x300 pixels
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Fig. 8.11: Phase-dependent photoelectron spectra for the high-intensity, 400 nm
“Electrons” experiment in (a) xenon and (b) carbon dioxide. In (a), phase tagging
was not employed and the electron yields are plotted as a function of τ . A relatively
large range of τ was able to be scanned. In (b), phase tagging was employed and
the yields are plotted as a function of ∆φ, for τ ' 200fs. Due to the phase-tagging
procedure, only a range of 2π rad was able to be scanned.
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this experiment (even at the higher intensities used here). Individual, well-separated
ATI peaks appear in the VMI image. Threshold electrons appear at the center spot
of the image; rings corresponding to first and second ATI electrons are visible. The
energy-dependent photoelectron yield as a function of τ is shown in Fig. 8.11(a), for
a range of τ between approximately 75 and 85 fs. The energy scale was calibrated
by imposing that the energy difference between the first and second ATI peaks was
equal to a single photon energy at 400 nm, 3.1 eV.
Discussion
As in all previous experiments, the τ -dependent, energy-resolved electron
yields shown in Fig. 8.11(a) show a strong oscillation at the 800 nm optical fre-
quency. No oscillations at higher frequencies are present. The subordinate peak OI
is negligible at τ ' 70 fs (see Fig. 4.11(b)), so an oscillation at twice the optical
frequency is not observed.
Beyond OI, there are a few notable phenomena in the energy-resolved yields.
First, there are two weak intermediate peaks, one halfway between the threshold
and first ATI peaks (approximately 1.5 eV) and one halfway between the first and
second ATI peaks (approximately 4.5 eV). These peaks are believed to be due to
the absorption or stimulated emission of an 800 nm photon during the ionization
process. As described in Sec. 7.1, the 800 nm beam was filtered out from the 400
nm beam after SHG with a pair of dichroic mirrors with a reflectance of <0.2%
at 800 nm. This means that the 800 nm pulse energy is reduced by a factor of
0.0022 = 4 × 10−6. The nominal intensity of the 800 nm pulse (one peak of the
172
TPP) used to generate the 400 nm TPP in this experiment was 50 µJ; the residual
800 nm energy was therefore approximately 0.2 nJ. This corresponds to a focal
intensity of ∼ 3× 109 W/cm2 – too low to ionize the target gas sufficiently by itself,
but possibly high enough to enable the absorption of emission of an 800 nm photon
after ionization by the 400 nm TPP.
The second observation is that the threshold electrons have a shift in phase
(equivalently, τ) compared to the ATI electrons. This can be seen most directly
in Fig. 8.12, which plots the yield vs τ for threshold, first ATI, and second ATI
electrons. The yields were calculated by integrating Fig. 8.11(a) over the energy
ranges indicated to the left of the figure. The phase shifts of the three yield curves
were found by fitting each to a sinusoid. The two ATI peaks were found to oscillate
in phase with each other within the fitting uncertainty; the phase shift between the
threshold and first ATI peaks, on the other hand, was found to be 0.63± 0.28π rad.
This phase shift was found to be quite robust, appearing in several experiments
over the course of many weeks. Additional experiments were performed in which
a piece of borosilicate glass was introduced into the beam path. The thickness
of the glass was varied by rotating the glass in the beam path. The wavelength-
dependent index of refraction of borosilicate introduced a thickness-dependent phase
shift between the 400 nm and 800 nm beams, but had no effect on the phase shift
between threshold and ATI peaks observed in the experiment. The origin of this
phase shift is currently unknown, and further experiments are necessary to explain
it.
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Fig. 8.12: Electron yield (arbitrary units) vs τ for the high intensity, 400 nm “Elec-
trons” experiment in xenon, between approximately 75 and 85 fs. Yields of threshold
(black squares), first ATI (red circles) and second ATI (blue triangles) electrons are
plotted separately. These yields were computed by integrating the energy dependent





Figures 8.10(b) and 8.11(b) show the results of the high-intensity “Electrons”
experiment at 400 nm in CO2. The gas pressure in the vacuum chamber was 1.0(1)×
10−6 Torr. The TPP was produced with the MZ at 800 nm and converted to 400
nm via SHG in the BBO crystal. The nominal intensities of the single arms of
the TPP were 1.7 × 1014 and 1.9 × 1014 W/cm2, for the fixed and variable arms
of the MZ, respectively. These intensities correspond to ponderomotive energies of
2.5 and 2.8 eV. Electrons were measured in the VMI using the following voltages:
V1 = −1050 V, Vback = 2020 V, Vphos = 4200 V. Although this experiment was done
at higher intensities than the CO2 experiment described in Sec. 8.1.2, the electron
yield was still low enough that the phase-tagging procedure had to be employed. The
experiment was run at τ ' 200 fs. A total of 12,000 exposures, each of one-second
duration were collected and post-sorted by ∆φ into bins of width π/20 rad.
An example Abel-inverted electron image from one of the phase bins is shown
in Fig. 8.7(b). Only one energy peak is observed in this image, most likely corre-
sponding to threshold electrons. The energy of the threshold electrons is estimated
by recalling that five 400 nm photons are required to ionize CO2, imparting 15.5
eV of energy. The ionization energy of CO2 is 13.77 eV, meaning that emitted
photoelectrons have an excess energy of 1.73 eV, ignoring additional energy due to
pondoromotive shifts. The photoelectron energy distribution as a function of ∆φ is
shown in Fig. 8.11(b). The energy scale was set by imposing that the center energy
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of the electron peak was 1.73 eV.
Figure 8.13 shows the total exposure time vs ∆φ for this experiment. Only
two small ranges of ∆φ were ever produced by the MZ in the experiment, leaving
significant holes in the data of Fig. 8.11(b). Most points in these two ranges (15 out
of 17) had a total exposure time in excess of 200 seconds.
Discussion
As in all of the previously-discussed experiments, the energy-resolved electron
yields shown in Fig. 8.11(b) oscillate periodically at the optical frequency, without
any visible higher-frequency oscillations. As in Secs. 8.1.2 and 8.2.2, the large value
of τ means that oscillations at twice the optical frequency are not clearly observed.
All of the dynamics observed in this experiment are consistent with OI alone. Be-
cause no ATI electrons were observed, it cannot be determined if an anomalous
phase shift (see Sec. 8.3.1) appears between threshold and ATI electrons in CO2 as
well, or if this phenomenon is unique to xenon.
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Fig. 8.13: Total exposure time in the composite electron image vs ∆φ for the exper-
iment shown in Fig. 8.11(b). The total number of laser shots contributing to each
image is 1000 times the exposure time in seconds.
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Chapter 9: Experiment 2, “Electrons”: Proposals for a Future Ex-
periment
In this chapter, an experiment is proposed which will enable the observation
of QuI in multiphoton ionization to the continuum. The laser intensity in the
“Electrons” experiments was far too high to enable clear, unambiguous observation
of QuI; the ponderomotive energy in all of these experiments was much larger than
the expected QuI fringe spacing. As described in Chap. 6, the ponderomotive energy
should be below 0.1 eV to allow for observation of QuI, and an ponderomotive energy
< 0.01 eV is preferable.
However, if one lowers the intensity in the experiment so that the ponderomo-
tive energy is this small (this requires intensities on the order of 1011 W/cm2 for an
eight-photon ionization), no electrons are visible. Therefore, a target with a signif-
icantly higher ionization probability needs to be found. Rubidium is an attractive
target to investigate QuI, because its low ionization energy (4.18 eV) enables three-
photon ionization at 800 nm. Furthermore, there is an intermediate resonance at
800 nm which can be leveraged to increase ionization rates further. Section 9.1 de-
termines the ionization rate of Rb from the ground state using an 800 nm laser with
an intensity of 1.65×1011 W/cm2. This rate is shown to compare favorably with the
ionization rates of the low intensity “Electrons” experiments discussed in Sec. 8.1.
In Sec. 9.2, an experimental design is proposed in which QuI could be probed in Rb,
taking advantage of the resonant intermediate states to further increase ionization
rates.
9.1 Rubidium ionization rates





where σ(m) (units of m2msm−1) is the m-photon generalized cross section, I is the
laser intensity, and ω0 is the central frequency of the laser. Assuming a top-hat
laser pulse of duration ∆t, the total ionization probability during interaction with
the laser pulse is
p(m) = W (m)∆t. (9.2)
For a more general pulse shape, the time-dependent intensity should be used in
Eq. 9.1 and W (m) must be integrated over the pulse duration to find the ion yield;
Eq. 9.2 is sufficient for the order-of-magnitude estimations needed here.
The wavelength-dependent three-photon ionization cross section, σ(3), was
calculated using the single-active-electron Herman-Skillman potential [140], and is
shown in Fig. 9.1. At 800 nm, σ(3) = 2.9810×10−79 cm6s2. The maximum allowable
laser intensity for the proposed experiment can be computed from the equation for
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the ponderomotive energy, Eq. 2.2, assuming an upper limit of Up = 0.01 eV. One
finds I = 1.65 × 1011 W/cm2. Using these values for σ(3) and I, Eq. 9.1 is used to
find W (3) = 9.08× 1010 s−1.














Fig. 9.1: Three-photon generalized cross section σ(3) vs laser wavelength, for ioniza-
tion from the Rb 5s1/2 state [140].
If a single pulse is used to ionize, τ ' 75 fs. If a TPP is used, τ ' 150 fs as
long as the peaks are well separated (by at least the FWHM of a single pulse). This
gives p(3) ' 0.005 for a single pulse and p(3) ' 0.01 for a TPP. Due to OI, p(3) for a
TPP will change if τ changes.
In the following, this estimated ionization probability will be compared to the
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ionization probability observed in previous experiments. The number of electrons in
the low intensity “Electrons” experiments (Sec. 8.1) was no fewer than 0.01 electron
per laser shot, or 10 electrons per one second exposure. Assuming a typical quantum
efficiency (QE) of 50% for the MCP (Ref. [141] gives a 50-85% QE for detection of
electrons with an MCP), 0.02 electrons are produced per laser shot.
The focal spot size (1/e2 radius) was ∼ 5 µm, with a Rayleigh length of
∼ 200µm. The interaction volume is estimated to be a cylinder of this radius
and height, a volume of 1.6×10−14 m3. Experimental pressures were approximately
1.0×10−6 Torr. Using the ideal gas law, one finds that approximately 15 atoms were
in the interaction volume during the experiment. The production of 0.02 electrons
per laser shot out of 15 target atoms corresponds to an ionization probability of
p(4,5) = 0.0013 (superscript (4, 5) because the experiment involved a four-photon
ionization of xenon or a five-photon ionization of CO2 with the 400 nm TPP).
Therefore, one concludes that the ionization rates predicted in rubidium at
∼ 1011 W/cm2 are comparable to, or perhaps larger than, those found in the low
intensity “Electrons” experiments in xenon. Furthermore, the Rb atom density will
likely be higher than in the xenon experiment due to the gas jet geometry that will
likely be employed (see below). This will further increase the electron yield per
laser shot. In conclusion, it appears that a QuI experiment in rubidium at laser
intensities of ∼ 1011 W/cm2 is feasible.
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9.2 Rubidium experiment proposal
The energy level diagram of neutral rubidium (Rb I) is given in Fig. 9.2 [142],
with some relevant states labeled. The ground state, spectroscopic notation 52S1/2,
is at 4.18 eV (33 691 cm−1) below the Rb II limit (i.e., the ionization threshold).
A pair of closely-spaced intermediate excited states, the 52P1/2 and 5
2P3/2 states,
are 1.56 eV (12 579 cm−1) and 1.59 eV (12 817 cm−1) above the ground state,
respectively.
In the proposed experiment, Rb atoms are injected into the target chamber
using a gas jet. A π pulse interacts with the Rb 52S1/2 state and populates either
the 52P1/2 or 5
2P3/2 state (the resonant laser wavelengths are 795.1 nm and 780.3
nm, respectively). After this, an 800 nm TPP (identical to that described in the
experiments of this work except at an intensity of 1011 W/cm2) interacts with the
excited state population. The absorption of two photons is sufficient to ionize,
and the emitted photoelectrons will have a kinetic energy of ∼ 0.5 eV. Quantum
interference Mechanism III occurs in the transition from the bound intermediate
state to the continuum, and can be observed in the photoelectron energy spectra
using the VMI. Because this QuI is due to a two-photon transition, it is clearly
differentiated from OI, unlike Ref. [80]. The electron energy distribution for variable
τ can be calculated using the procedure described in Chap. 6.
The ionization rates from these excited states are likely higher than the three-
photon ionization rate from the 52S1/2 state calculated in Sec. 9.1, so the laser inten-
sity and the ponderomotive energy can be kept low in this experiment. In fact, the
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two-photon ionization rate, while not calculated fully in this work, can be estimated
with help from Ref. [143]; for the case of a hydrogenic atom, an approximation of











where λ is given in nm, I is in W/cm2, and g2 ' 0.4 is the two-photon Gaunt factor
[144]. For λ = 800 nm and a laser intensity of 1.65×1011 W/cm2, σ[2] ' 2.72×10−17
cm2. The total ionization rate is W = σ[2]F , where F = I/(h̄ω0) is the photon flux.
One finds in this case that W = 1.8× 1013 s−1, substantially higher than the three-
photon ionization rate calculated in Sec. 9.1. A calculation of the ionization rate of
Rb from the 52P1/2 and 5
2P3/2 states, similar to Sec. 9.1, should be done to confirm
this prediction.
Following the procedure of Ref. [145], the generalized Rabi frequency for a













where ti→j is the transition lifetime, c is the speed of light in vacuum, ε0 is the vac-
uum permittivity, and di→j is the transition dipole moment. The values of the pa-
rameters for both transitions are given in Ref. [145] and are summarized in Tab. 9.1.
183
Tab. 9.1: Optical properties of the transitions from the 52S1/2 state to the 5
2P1/2
and 52P3/2 excited states in rubidium.
Transition ti→j (ns) di→j (C m) Isat (mW/cm
2) Ωi→j (s
−1)
52S1/2 → 52P1/2 27.70(4) 2.537(3)×10−29 1.49 25.53(4)
52S1/2 → 52P3/2 26.24(4) 3.584(4)×10−29 0.83 26.95(4)
A laser pulse at intensity Isat, applied for a time t = π/Ωi→j, will transfer all
of the population from the ground state to the excited state (a π pulse, so called
because it rotates the electron population by an angle of π on the Bloch sphere).
This time is 0.123 µs for the transition to the 52P1/2 state and 0.117 µs for the
transition to the 52P3/2 state.
This experiment has promise to unambiguously detect QuI Mechanism III for
the first time; the experimental design can also be modified to open up other avenues
of research. For example, if the duration of the preparatory pulse is changed so that
it is no longer a π pulse, a superposition state between the ground and excited states
will be created. The TPP interacts with this superposition, which will change the
ionization yield and possibly the energy distribution of the ejected photoelectrons.
In this way, QuI Mechanisms I and III can be investigated simultaneously. If both
the 52P1/2 and 5
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795.1 nm
800 nm, TPP
Fig. 9.2: Energy level diagram of rubidium, taken from Ref. [142]. The energy levels
are shown as blue horizontal lines. The relevant states for the proposed experiment
are labeled, the ground state, 52S1/2, and the first two excited states 5
2P1/2 and
52P3/2. In the proposed experiment, a long, comparatively weak laser pulse transfers
the population of the ground state to one of the two excited states. Then, a TPP at
800 nm interacts with the excited state to ionize. Quantum interference Mechanism
III occurs in the electron transition to the continuum. The photoelectron energy
distribution can be predicted using the calculations in Chap. 6.
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Chapter 10: Conclusions
In Chap. 1, the two questions that form the basis of this dissertation were
posed:
• Question 1: What role does the relative phase play in controlling ionization
from a TPP, and how does this in turn influence more complicated molecular
dynamics?
• Question 2: Can quantum interference be observed in strong-field ionization
from a TPP?
The answers given by this dissertation to these two questions will be given below.
Question 1
The first question was motivated by the results in strong-field optimal control
of CO2 Coulomb explosion dynamics [28], and was answered by the “Ions” exper-
iments [82]. The optimal control experiments of this group consistently recovered
phase-locked pulse trains as solutions (as did several other experiments [46–49]).
Like many optimal control experiments, these experiments all relied on ionization
as the first step in the dynamics, illustrating the need to fully understand the influ-
ence of pulse trains on ionization.
The most direct way that ionization yields can change under the influence of a
phase-locked TPP is due to the changing intensity of the TPP via OI. Quantum in-
terference, on the other hand, can change total ionization yields when the ionization
proceeds through a resonant intermediate state as in Ref. [50] (QuI Mechanisms I
and II), but it was shown in Chap. 6 that only OI is responsible for changing the ion
yield when there are no intermediate resonances. However, in strong-field ioniza-
tion, states are dynamically shifted into resonance by the ac Stark effect (Freeman
resonances [57, 58]), and so the possibility remained open that QuI Mechanisms I
and II could play a role in strong-field ionization.
The “Ions” experiments of Chaps. 3 and 4 explored the roles of OI and QuI
in ionization of xenon atoms using an experimental setup similar to the previous
work of Ref. [28]. It was found that OI was the dominant effect which governed the
change in ionization yield as the relative phase or delay between peaks of the TPP
was changed; QuI, if present, played a minor role. An upper limit on the relative
strength of QuI was found to be 10% that of OI by comparing the OI oscillation
amplitude to the experimental noise.
Although QuI was found to not play a role in ionization dynamics, OI was
found to influence the ionization in surprising ways, due to imperfections in the
pulse shape. In the experiments in which the TPP was made with a 4f pulse
shaper, it was found that the presence of a pedestal can cause an anomalously
large oscillation in the ion yield vs ∆φ, even when the peaks of the TPP appear
well separated. This was because the pedestal locally increased the strength of
OI, causing larger fluctuations in intensity. A pedestal was also found to have the
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potential to phase-shift the ion yield oscillations away from the expected ion yield
maxima at ∆φ = 0 or π. The experiments in which the TPP was made with
a Mach-Zehnder interferometer showed that when the input pulse had an out-of-
phase subordinate peak, the corresponding out-of-phase OI led to an oscillation in
the ion yield at twice the optical frequency. Such an oscillation could be due to a
two-photon QuI Mechanism I, but a calculation of the TPP maximum intensity vs
τ showed that this frequency doubling was purely an optical effect. Both pedestals
and subordinate peaks are common in ultrafast pulses, and so great care must be
taken to characterize pulses and account for pulse imperfections in optimal control
experiments.
Finally, it was shown that an intensity-driven analysis is consistent with the
results of CO2 bending dynamics described in Ref. [28]. It was well known that
a lower laser intensity corresponded to reduced bending amplitude when using a
TL pulse. Further experiments using a TPP found that the bending amplitude
oscillated periodically with ∆φ, consistent with a change in laser intensity due to
OI. More quantitative analysis was found to not be possible due to the significant
TPP imperfections (pedestals and subordinate peaks) present in this experiment.
Question 2
The perturbation theory calculation in Chap. 6 found that an energy-resolved
electron measurement is necessary to see QuI Mechanism III, involving nonresonant
transitions to the ionic continuum. Quantum interference can be imagined as a
temporal analogue of a double slit experiment, with the TPP delay τ representing
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the slit spacing. While changing the slit spacing in a double slit experiment changes
the interference pattern on the detector, it does not change the total throughput
of the slits; similarly, changing τ will change the energy structure of the emitted
photoelectrons but will not change the total number of electrons emitted, except by
changing the “single-slit” throughput via OI.
This realization motivated the “Electrons” experiments. The “Electrons” ex-
periments used a velocity map imager to detect the spatial distribution of electron
after ionization with a TPP, which was converted to an energy distribution using
an Abel inversion. The goal of the “Electrons” experiments was to observe QuI in
multiphoton transitions to the continuum. Although QuI in continuum transitions
was observed in Ref. [80], this ionization was a single-photon ionization, meaning
that OI and QuI had the same period and were difficult to separate in the experi-
mental results. A multiphoton ionization removes this ambiguity, but necessitates
higher laser intensities.
“Electrons” experiments were performed at various intensities, using both 800
nm and 400 nm TPPs with target species xenon and CO2. None of the experiments
showed evidence of QuI, likely due to the substantial ponderomotive energy resulting
from the high laser intensities (at least 1013 W/cm2). It was found that the laser
intensity must to be lowered to ∼ 1011 W/cm2 to reduce the ponderomotive energy
to ∼ 0.01 eV, the approximate energy spacing of QuI fringes. Unfortunately, at
these intensities, too few xenon atoms or CO2 molecules were ionized to be able to
perform the experiment.
The dissertation ended by proposing an experiment that should allow one to
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see QuI in multiphoton ionization, using rubidium atoms prepared in the 52P1/2 or
52P3/2 excited states as the target species. This target requires two photons at 800
nm to ionize, which give significantly higher ionization rates and therefore allows
the experiment to be performed at lower intensities.
In summary, this dissertation found that OI plays a significant role in optimal
control experiments that use ionization as an intermediate step, by changing the in-
tensity of the shaped pulse. Small imperfections in the pulse can cause surprisingly
large changes to the OI, and resultant ionization yield. Furthermore, an experi-
ment was proposed and developed that enables the first unambiguous detection of
quantum interference in multiphoton ionization from a pair of phase-locked pulses.
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Appendix A: Correction of Non-uniform Step Size in the Translation
Stage
This appendix describes how the non-uniform step size of the Aerotech ALS-
130 translation stage was corrected after the MZ experiments so that the relationship
between step number s and TPP delay τ was well-known.
The ideal relationship between s and τ is given by Eq. 3.14. For the case where
the step size is uniform, k0 is a constant in Eq. 3.14, 0.157 rad/step in the case of
20 nm steps.
The step size in the MZ experiments was not uniform, however. This was most
clearly demonstrated by measuring the power interferometry of the MZ. The power
interferometry signal is a measurement of the TPP average power P as a function
of the stage step number s. If each step s = 20 nm, then the period of the power
interference fringes should be 40.35 steps, the number of steps it takes to change
the path length of the variable arm by one laser wavelength (λ0 = 807 nm).
The power interferometry observed in the experiment is shown in Fig. A.1,
showing that the period of the power interference fringes drifts. Correction of the
non-uniform step size proceeds as follows. First, the oscillatory portion of the power
interferometry signal in Fig. A.1 is isolated by subtracting a baseline from P (the
Fig. A.1: Twin-peaked pulse power P as a function of the translation stage step
number s, shown in blue. Each step was nominally 20 nm. The non-uniform period
of the power interference fringes means that the stage was not taking uniform step
sizes throughout the experiment. The envelope of the power oscillations is shown in
red.
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baseline is P (|τ | → ∞), 93.75 mW in this case), and then dividing by the envelope.
The envelope is shown as a red curve in Fig. A.1. This normalized power, labeled
as P , is shown in Fig. A.2. One requires that P be a uniform, sinusoidal curve, but
there are two main deviations from this shape. The first is the previously mentioned
frequency drift. The second is that there are several breaks in the fringes (at steps
287, 789, 1285, and 1784–approximately every 500 steps). There is also considerable
noise for s > 1300, due to the small oscillation amplitude when the peaks of the
TPP are well-separated. The data in Fig. A.2 were split up into five individual
sections around the four break points. The second section, between steps 287 and
788, is shown in Fig. A.3. Then, each of the five data sections was fit to the expected
sinusoidal power interference function:
P(s) = P0 + P1 cos (ω0τ(s)), (A.1)
where P1 ' 1 is the oscillation amplitude and P0 ' 0 is the baseline. Due to the





s+ ∆s cos (k̄s+ α)
]
+ τ0, (A.2)
where k̄ and α determine the period and the phase shift of the stage drift, respec-
tively, and ∆s gives the modulation strength of the drift (the larger ∆s is, the
larger the difference between minimum and maximum step size). Each of the five
sections was fit to Eq. A.1 using τ(s) as defined in Eq. A.2. The values of the fitting
parameters for each section are shown in Tab. A.1, and these values determine the
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relationship between step number s and TPP delay τ . The relationship τ(s) is shown
in Fig. A.4; the corrected power interferometry signal P (τ) was previously shown
in the main text, Fig. 3.14. It can be seen that upon application of this correction,
the power interferometry fringes become much more uniform as expected. It should
further be noted that the fit of the data in Fig. A.3 will only give a τ0 value modulo
the optical period of the laser. As a result, τ0 for each section was artificially shifted
to line up the five different sections and keep the τ separation between interference
peaks equal to 2πj/ω0, where j is an integer.
This correction procedure was applied to the “Ions” experiment using the high-
resolution MZ stage, Sec. 4.4, from which the data in this appendix was taken. The
same procedure was used for the “Electrons” experiments in which phase-tagging
(Sec. 7.2) was not used: these were the high-intensity “Electrons” experiments in
xenon at 800 nm (Sec. 8.2.1) and 400 nm (Sec. 8.3.1).
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Fig. A.2: Normalized twin-peaked pulse power P , found by subtracting the baseline
(P (τ → ∞)) and dividing by the envelope shown in Fig. A.1, vs step number s.
Because of breaks in the data, P was divided up into five sections as indicated.
Fig. A.3: Section 2 from Fig. A.2 (blue points), showing the period drift of the power
interference fringes. The data were fit to Eq. A.1, using τ(s) as defined in Eq. A.2.
The parameters of the fit for this section and the others are given in Tab. A.1.
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Tab. A.1: fitted values of the parameters in Eqs. A.1 and A.2, for each of the five
section of the data shown in Fig. A.1. aThe delay shift τ0 was not fit but was rather
added post-fit to line all of the sections up with each other in the corrected data
shown in Fig. 3.14. bThe fit on section 5 was not successful, so the fit values for
section 4 were used to correct section 5 data.
Section P0 P1 k0 (rad/step) ∆s (steps) k̄ (rad/step) α (rad) τ0 (fs)a
1 0.16(1) 0.83(3) 0.228(3) 77(3) 0.0074(2) 1.08(4) 13.5
2 0.15(1) 0.80(4) 0.1547(6) 39.2(5) 0.00950(8) 2.73(5) 15.35
3 0.12(1) 0.84(7) 0.1726(3) 49.8(2) 0.00856(4) 5.22(4) 6
4 0.71(5) 1.5(5) 0.1405(5) 30.5(5) 0.0116(1) 2.6(1) 21.1
5b 0.71 1.5 0.1405 30.5 0.0116 2.6 21.5
Fig. A.4: Recovered τ(s) for the five sections, constructed using the values in
Tab. A.1 and Eq. A.2.
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Appendix B: Temporal Resolution of Pulse Shaping and Measure-
ment Devices
Several devices were used to shape and characterize the ultrafast pulses, de-
scribed in Chap. 3. In this Appendix, the τ resolution of three of these devices
– the spectrometer, the SD-FROG, and the SLM – will be derived. The Wizzler
cannot measure complicated pulses including TPPs, so its temporal resolution is
not considered here.
B.1 Derivation of τ resolution
First, it is helpful to define some of the terminology that will be used in this
section. In both TPP synthesis and measurement, τ is determined by the fringe
spacing in the TPP spectrum. An example TPP spectrum, ĨTPP (ω), is shown in
Fig. B.1. The fringe spacing in frequency space is labeled δω ' 0.025. One can
determine τ by fitting ĨTPP (ω) to Eq. 3.13; alternatively, one finds from Eq. 3.13
that τ can be determined directly from δω, namely,
τδω = 2π. (B.1)
For the TPP in Fig. B.1, τ ' 250 fs. Clearly, the τ resolution is related to the
δω
Fig. B.1: Example TPP spectrum ĨTPP (ω), with the fringe spacing δω labeled.
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angular frequency resolution.
The three devices used to shape and measure TPPs in this work do not have
a uniform angular frequency resolution, instead having a uniform wavelength reso-









where δλ is the fringe spacing in wavelength. In this equation, δω is negative.
However, the fringe spacing is by definition positive, so the absolute value is taken





One wishes to answer the following question: how much does τ change when
the fringe spacing δλ changes by some amount? The change in fringe spacing will
be called δ(δλ), the corresponding change in τ is δτ . One further differentiation
of Eq. B.4 allows one to determine δτ (with an absolute value taken for the same
reason as in Eq. B.3):










The spectrometer used in this work consisted of 3447 pixels evenly spaced
between 350 nm and 1000 nm. This gives a wavelength resolution of 0.189 nm/px.
If two measured TPPs have fringe spacings that differ by less than this resolution,
then the spectrometer cannot uniquely differentiate the two values of τ . Sub-pixel
centroiding could increase this resolution but is not employed in this dissertation.
As an example, for τ = 150 fs, λ = 807 nm, and δ(δλ) = 0.189 nm, Eq. B.5 finds
that δτ = 1.96 fs. So, for example, a measurement using the spectrometer cannot
differentiate between a TPP with τ = 150 fs and one with τ = 151.5 fs. The
temporal resolution as a function of τ for λ = 807 nm is given in Fig. B.2.
B.3 SD-FROG
The SD-FROG does not detect the fundamental pulse spectrum, but instead
detects the spectrum of the beam produced by a nonlinear effect (self-diffraction, see
Sec. 3.3.2). However, the self-diffraction spectrum also consists of fringes with the
same fringe spacing as the fundamental spectrum, which means that the temporal
resolution of the FROG is also given by Eq. B.5, where δ(δλ) is the wavelength
resolution of the spectrometer used to detect the SD signal. This spectrometer had
747 pixels, spaced evenly between 768 and 837 nm, for a wavelength resolution of
0.092 nm/px. This gives δτ = 0.95 fs when τ = 150 fs and λ = 807 nm. The
temporal resolution as a function of τ for λ = 807 nm is given in Fig. B.2.
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B.4 Spatial Light Modulator
In the SLM, the input pulse is spectrally dispersed across the liquid crystal
arrays, which consist of 128 pixels (see Sec. 3.2.1). To make a TPP, the spectral
fringes shown in Fig. B.1 are imprinted onto the input pulse. This means that
once again, the temporal resolution can be found from Eq. B.5, where δ(δλ) is the
wavelength resolution of the SLM liquid crystal array. The range of wavelengths
that were incident on the SLM face varied slightly from experiment to experiment;
a representative experiment is considered here, where the first pixel corresponded
to light at 784 nm and the last pixel corresponded to light at 828 nm. The wave-
lengths within this range were evenly distributed across the 128 pixel array, giving a
wavelength resolution of 0.344 nm/px. This gives δτ = 3.57 fs when τ = 150 fs and
λ = 807 nm. The temporal resolution as a function of τ for λ = 807 nm is given in
Fig. B.2.
The temporal resolution is much better at lower values of τ for all three devices,
however there is a lower limit in determining τ using the fringe spacing. For the 800
nm pulses used in this work ∆λFWHM ' 20 nm. When τ ' 100 fs, one finds that
the fringe spacing δλ ' 20 nm. In this case, there is only one fringe underneath the
pulse envelope and so the fringe spacing can not be determined in the experiment.
As such, this method of determining τ is not useful when τ < 100 fs.
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Fig. B.2: Inter-peak delay resolution δτ vs τ for the three TPP synthe-
sis/measurement devices: The spectrometer (black), the SD-FROG (red), and the
SLM (blue).
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Appendix C: MATLAB Code for QuI Model
The following program, written in MATLAB, computes the ionization yield
for an eight-photon ionization from a TPP numerically, using time-dependent per-




%Date: March 28, 2016
clear, clc
close all
%This program calculates the photoelectron
%spectrum as a function of both tau and electron energy.
%The photoelectron spectrum (PES) is found for an n-photon
%ionization by finding the Fourier transform of the nth
%power of the electric field.
lambda0=800; %central wavelength of the laser, in nm
FWHM=80; %pulse width, in fs
E0=1; %Peak electric field of first pulse
beta=1; %ratio of second/first peak electric field
phi12=0; %relative pulse CEP, in rad
n=8; %multiphoton order
hbar=6.626E-34/(2*pi); %reduced Planck’s constant
tau=100.1:0.01:110; %TPP delay, in fs




%omegaC is the range of energies over which the ionization
%yield is calculated.
omegaC=n*omega0-4*deltaOmega:0.05*deltaOmega:n*omega0+4*deltaOmega;
%Initialize array for the nth power of electric field
Integrand=zeros(length(tau),length(t),length(omegaC));
%Initialize array for the multiphoton transition amplitude
An=zeros(length(tau),length(omegaC));
for i=1:length(tau)
%Initialize the array for the TPP electric field
ETPP=zeros(1,length(t));
%Print the running step number
fprintf(’%04.1f percent’, 100*i/length(tau));
for j=1:length(t)



























%Compute the photoelectron spectrum, |An|^2
PES=abs(An).^2;
%convert from frequency to energy (eV)
U=(hbar*omegaC*1E15)/1.602E-19;
%Ionization potential of xenon in eV
IP=12.13;
%plot the photoelectron spectrum as a function of electron
%energy, U-IP, and tau.
figure, imagesc(U-IP,tau,PES);
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Appendix D: MATLAB Code for BASEX Abel Inversion
The following program, written in MATLAB, implements the BASEX Abel
inversion algorithm described in Sec. 7.4.1 and Ref. [136]. The program computes
two matrices, A and B, such that A×Im×B=C, where Im is the original image and C




%Date: August 23, 2016
clear, clc
close all
%First, declare the maximum size of the image to be inverted
imageSizeX = 501;
imageSizeZ = 501;




q1 = 50; %regularization parameter for matrix A
q2 = 10; %regularization parameter for matrix B
sigma = 1; %basis function scaling parameter
x = round(-imageSizeX/2)+1:round(imageSizeX/2)-1;
z = round(-imageSizeZ/2)+1:round(imageSizeZ/2)-1;
%Define the two basis function transform matrices
X = zeros(Kx, imageSizeX);
Z = zeros(Kz, imageSizeZ);
%Now fill in the values of X
for i = 1:imageSizeX
clc
fprintf(’Computing X: On step %i of %i \n’, i, imageSizeX);
for k = 0:Kx-1
sum_tmp = 0;
%step through l to compute the sum in the definition for
%X_k^2(x/sigma)
for l = 0:k^2
%Each term in the sum is alpha_l/gamma_(k^2-l)*R_k^2(x/sigma)
%We only need to add a term to the sum if x/sigma is close





alpha_l = alpha_l * (1-(1/(2*a)));
end
%Compute gamma. The definition of gamma,
%gamma_a=(e/a)^a*a!, has problems for large a.
%To correct this, I took the log of gamma_a,
%added the two terms, and then exponentiated.
%ln(a!) was found w/ Stirling’s approximation.
%When a=0, this approximation fails, but
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%Add to the sum. R_k^2(x/sigma) is the exponential.




%To find X_ki, I need to find gammaK_k^2. I used the same















%Now compute Z. Z is defined to be just rho_m(z_j), and according to
%the appendix of the BASEX paper, rho_m(z_j)=R_m^2(z_j/sigma)
for j=1:imageSizeZ
clc
fprintf(’Computing Z: On step %i of %i\n’, i, imageSizeZ);
for m = 0:Kz-1








%The inverted image is C = A*ExampleImage*B;
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