Abstract. We find a formula for the number of permutations of {1, 2, . . . , n} which form arithmetic progressions modulo m.
Introduction
Let σ = (σ(1), . . . , σ(n)) be a permutation of [n] = {1, 2, . . . , n}. We say that σ is an arithmetic progression (AP) modulo m if σ(i + 1) − σ(i) ≡ r (mod m) for all i = 1, . . . , n − 1. Let a(n, m) denote the number of AP permutations modulo m of [n] , that is, with S n the symmetric group on n symbols, a(n, m) = #{σ ∈ S n : σ mod m is an AP}.
From our search of the literature, it seems that only the special case m = n has been considered. In Sloane's On-Line Encyclopedia of Integer Sequences [6, A002618] one finds the assertion: (1) a(n, n) = nϕ(n),
where ϕ(n) denotes Euler's totient function.
In this note we consider the more general function a(n, m). The motivation arose partly from similar investigations in integer partitions dealing with the enumeration of standard AP's [1, 3, 5] . However, the latter problem is trivial for permutations since the number of standard AP's in S n is easily seen to be 1 when n = 1, and when n ≥ 2 there are just two AP's namely: (2) (1, 2, . . . , n), (n, n − 1, . . . , 1).
Clearly, a(n, 1) = n!, and since the two permutations in (2) are always counted by a(n, m) for every m > 0, it follows that lim m→∞ a(n, m) = 2, n ≥ 2.
Indeed the following specific result, which is apparent from Table 1 , may be deduced from our main theorem (Theorem 2), proved in section 2. 
These numbers have previously appeared in [4, 7] in connection with parity-alternating permutations which are the permutation analogues of alternating subsets (see also [2] ). It is easy to see that a permutation counted by a(n, 2) consists of parity-alternating entries: each gap distance is either 1 or −1 which implies a parity change.
Main theorem
The result is the following. 
where
Proof. We assume that m > 1 and n > 1. We let σ be a permutation which is an AP modulo m. Then σ(i) = a 1 + ir for i = 1, . . . , n. We note first that r and m are coprime, for if not, then putting d = gcd(m, r), we get that all numbers σ(i) are congruent to a 1 (mod d). Since these numbers are in fact the numbers 1, . . . , n modulo m in some order, we get that 1 ≡ 2 (mod d), so d = 1. Now we write n = qm + t where q ≥ 0 and 1 ≤ t ≤ m as in the statement of the theorem. Then the numbers {1, . . . , n} run through all residue classes modulo m q times and one extra time they run only through the residue classes 1, . . . , t modulo m. Thus, the numbers a 1 + ir for i = 1, . . . , n must do the same. Since gcd(r, m) = 1, as i runs through a complete residue system {1, . . . , m} modulo m, so do the numbers a 1 + ir for i ∈ {1, . . . , m}. In particular, as i ranges from 1 to mq, the numbers a 1 + ir go through all residue classes modulo m exactly q times. So, we conclude that for i ∈ {mq + 1, . . . , mq + t} the residues of a 1 + ir must be exactly the residues {1, . . . , t} in some order. Since we are working modulo m anyway, we may assume that i ∈ {1, . . . , t}, so that the image of the map τ (i) = a 1 + ir modulo m for i ∈ {1, . . . , t} is exactly the set of residues {1, . . . , t}.
If t = m, there is no restriction, so we can take any of the ϕ(m) values for r and any of the m values for a 1 . If t = 1, then we must take a 1 ≡ 1 − r (mod m). So, for t = 1 and any r there is exactly one possibility for a 1 (t + 1) ) and changing r to −r, that t ≤ (m − 1)/2. We now show that r = 1. Assume that this is not so. Clearly, r ∈ [1, t] . Suppose that r ≥ 2. The largest multiple of r which is at most t is r⌊t/r⌋. Clearly, ⌊t/r⌋ ≤ t/r < t because r ≥ 2. Then ⌊ t r
However, r(⌊t/r⌋+1) > t and r(⌊t/r⌋+1) = r⌊t/r⌋+r ≤ t+r ≤ 2t ≤ m−1. Thus, the residue of
is not in the interval [1, t] modulo m, a contradiction. So, we showed that if t ̸ ∈ {1, m − 1, m}, then r = ±1. In this case, if r = 1, then the set {a 1 + 1, . . . , a 1 + t} modulo m has to be the same set of residues as {1, 2, . . . , t} modulo m so that a 1 ≡ 0 (mod m). In case when r = −1, then the set of residues {a 1 − 1, . . . , a 1 − t} modulo m has to be the same as the set of residues of {1, . . . , t} modulo m, so we get that a 1 = t + 1 (mod m). So, for r ∈ {1, . . . , m} and coprime to m, we define
For a fixed r coprime to m, the number B(r) defined above counts the number of choices for a 1 ∈ Z/mZ such that modulo m, the function τ (i) = a 1 +ir (mod m) is a permutation of {1, 2, . . . , t}. Since otherwise the values of {1, . . . , n} which are all in a fixed residue class modulo m and which appear either q or q + 1 times, according to whether the residue class is in {1, . . . , t} or in {t + 1, . . . , m}, respectively, can be permuted freely among themselves, we get that 
