The construction of solutions to pseudoparabolic equations in noncylindrical domains  by Rundell, William
JOURNAL OF DIFFERENTIAL EQUATIONS 27, 394-404 (1978) 
The Construction of Solutions to Pseudoparabolic Equations 
in Noncylindrical Domains 
WILLIAM RUNDELL 
Department of Muthematics, Texas A&?M Wriversity, College Station, Texas 77843 
Received November 4, 1976; revised February 3, 1977 
We consider the first initial boundary value problem for pseudoparabolic 
equations in a domain with time dependent boundaries. Sufficient conditions on 
the coefficients of the equation and the boundary of the region are given in 
order that this initial boundary value problem has a unique solution. 
INTRODUCTION 
This paper is concerned with the solution of the first initial boundary value 
problem for the equation 
fU,,~ -~~ tlf + u,, = 0 (1.1) 
in the domain {(x, 2): t > 0, r(t) < x < s(t)} w h ere E is a positive constant and 
r(t) and s(t) are single valued functions of the variable t. That is we seek a 
solution of (1 .l) which assumes given initial conditions at t = 0 and satisfies 
prescribed boundary values on the curves x = r(t), Y -=z s(t). 
In recent years this problem and its generalizations have received much 
study for the case r(t) = constant, s(t) = constant. In [2] Colton gave a construc- 
tive method for the solution of the first initial boundary value problem for 
a version of (1 .I) with nonconstant coefficients. This work has since been 
generalized to equations in more than one space variable, in domains of the 
form D x T, where D is a simply connected region in R’” and T is an interval. 
An abstract theory of initial boundary value problems for pseudo-parabolic 
equations defined in a cylindrical domain has been developed by Showalter? 
Ting, Lagnese and others, and an excellent bibliography is to be found in [8]. 
Physical models that can be described by pseudoparabolic differential equa- 
tions have been discussed extensively in the literature (cf. [S]). In man): of 
these applications pseudoparabolic equations arise when a higher order correc- 
tion is incorporated into a model that is usually associated with the heat equation. 
Thus the results of this paper may be applied to such problems as the cooling 
of rods and the melting of solids when the phase boundary is known. 
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In this paper we will in fact discuss the more general equation 
urrt - a(x) Ut $- lp,, + b(x) u = f(x, t) (1.2) 
where 7 is a constant and a(x), b( a) ZL are continuously differentiable functions 
on the interval Jr = {x: infoCfGT r(t) < x < sup,gtCr s(t)> and f(x, t) is con- 
tinuous in the rectangle JT x [0, T]. We shall represent solutions of (1.2) by 
means of an integral operator that maps solutions of the equation hzzt = g 
where g is a known function, onto solutions of (1.2). From this integral operator 
we will then reduce the problem to that of finding two functions 4(t), #(t). 
It is shown that 4(t) and I/J(~) are the unknowns in a 2 x 2 system of Volterra 
integral equations. Finally conditions on the boundary curves r(t) and s(t), 
and the coefficient a(x) will be given in order for this system to possess a unique 
solution. 
THE INTEGRAL OPERATOR 
We shall now outline the construction of an integral operator which maps 
solutions of the equation 
hczt = &, t) (2.1) 
in a one to one manner onto solutions of Eq. (1.2). 0 ur calculations are simplified 
if we make the transformation 1/(x, t) = e%(x, t), for in this case (1.2) becomes 
with 
Lu = u,,t - au, + iiu =j (2.2) 
6 = b - ya, f E &f. 
It is this form which we shall consider and for convenience we omit the h symbol. 
I f  U(X, 0) is a twice continuously differentiable function then by means of a 
further change in the right hand side of (2.2) (from f  to f  * = f  - Lu(x, 0)) we 
may without any loss of generality, consider only those solutions such that 
u(x, 0) = 0. 
It can be shown [6] that every solution of (2.2) can be written in the form 
u(x, t) = h(x, t) + s,I Jo1 G,(x, 1 - u2, t - T) h&x2, T) do d7 (2.3) 
where h satisfies (2.1) for an appropriately chosen g and the condition 
h(x, 0) = 0. (2.4) 
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Here G(x, 1 -- u*, t - T) is a solution of 
G x.73 - E Grat - ; G,, - aG, hG 0 
with the conditions 
(3.5) 
GJx, 0, 0) = xa(x), (2.6a) 
G,,(x, 0, t) = -xb(x), (2.6b) 
G(x, 1 - u2, 0) = 0. (2.6~) 
The nonhomogeneous term g(zc, f) can be calculated from the integral equation 
f* -+- jol a4Gt(x, 1 - u*, O)g(xo”, t) da 
t 1 
4 ss a4Gtt(x, 1 - u2, t - 7) g(xu2, T) da dT. (2.7) 
0 0 
By an obvious change of variables (2.7) is seen to be of Volterra type. Some 
comments on the kernel G and the integral operator (2.3) are in order. In [3] 
Colton showed that solutions of .4,/z, = 0 with h(x, 0) = 0 could be mapped in 
one to one manner onto solutions of the equation Anut - u(r2) ut -+ b(r2) u = 0 
with u(x, 0) = 0 by the integral operator 
u(x, t) = h(x, t) + jotj-ol @-lGt(x, 1 - 02, t - T) /?@~a, T) da &. 
Here A, denotes the n dimensional Laplacian and G satisfies conditions (2.9, 
(2.6) with x replaced by Y. The coefficients u(r2), b(r2) are analytic functions 
of r2. Subsequently this operator was extended to handle nonhomogeneous 
equations with time dependent analytic coefficients by Rundell and Stecher [6] 
and finally to continuously differentiable coefficients of r in [7]. For the existence, 
uniqueness and smoothness of the function G satisfying (2.5), (2.6) the reader 
is referred to these papers. These papers consider n > 2, however the case 
n = 1 goes through in exactly the same fashion. For later convenience we state 
the results as a lemma. 
LEMMA 1. Let a(x), b(x) be in C1[JT]. Then there exists a unique solution 
to (2.5), (2.6) injinitely dz&rentiable in t which isfor each$xed t twice continuously 
dzyerentiable with respect to x on J= for 0 < u < 1 and continuous on JT x [0, 11. 
The function G depends continuously on the coejkients a(x), b(x). 
For the case when a(x) and b(x) are analytic we can in fact prove more. 
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LEMMA 2. If  a(x) and b(x) are analytic on JT then for each jxed t, 
G(x, 1 - 2, t) is an analytic function of x and u. 
There is one further property of the function G that will be important in 
the next section. 
LEMMA 3. Suppose the coeficient a(x) is nonnegative in the interval J, then 
e(x, 1 - u”) = G,(x, 1 - u2, 0) is nonnegative in JT x [0, I]. 
Proof. From (2.5), (2.6) it follows that G(x, 1 - ua) satisfies the equation 
with 
Gz(x, 0) = xa(x), 
cs(0, 1 - u”) = 0. 
By changing the independent variables to s = 1 - u2, p = x(1 -- s)l12 and the 
dependent variable to W = (1 - s) G we have 
1 
w,, = Fj (1 p_” q w> a = a (1”,1,1 c ! ’ P-81 
W(0, s) = 0, VP, 0) = jp Q(f) clp. (2.9) 
0 
The integral equation equivalent to (2.8) and (2.9) is 
w(p, s) = /‘pa(p) dp + SD 1’ P ‘(“(’ (I s)L’:;2w(P’ ‘) ds dP 
0 0 0 
from which it follows that W >, 0 and hence G 3 0. We note that G‘(x, 1 - u”) 
is the kernel of the integral operator developed by Gilbert for elliptic equations 
(cf. 14, 51). 
The importance of the integral representation (2.3) is that the kernel depends 
only on the coefficients a and b and not on the domain of definition of u(x, t). 
It is this property which allows us to consider the pseudoparabolic equation in 
time dependent regions. 
THE FIRST INITIAL BOUNDARY VALUE PROBLEM 
The first initial boundary value is to find a solution of 
sxt - 44 ut + TU,, + b(x) u = fk t) in Qr , 
W), t) = g&)7 4s(t), t) = gz(t), 
4% 0) = q4, v(0) < x < s(O), 
(3.1) 
(3.2) 
(3.31 
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where Q, is the domain r(t) < x < s(t), 0 < t < T, for each fixed value of T. 
We shall make the following assumptions: 
(A,) The boundary curves r(t) and s(t) are continuously differentiable 
functions of t; there is an x,, such that r.(t) < x0 < s(f) for all t > 0. 
(A,) The coefficients a(~) and D(X) are in Cl[Jr] where jr := 
(x: infogtgr r(t) < x < ~up,,~~~r s(t)). Furthermore a(.~) > 0 in Jr . 
(Aa) The boundary values g, and g, lie in Cl[O, 7‘1 and e(x) is in C2[J,J. 
The nonhomogeneous term f(~, t) is continuous in the rectangle Jr x [0, 2’1. 
We are now in a position to state our main result. 
THEOREM 1. If  conditions (Ai)- hold then there exists a unique strong 
solution to the initial boundary value problem (3.1)-(3.3). 
Proof. \Ve may prove the uniqueness of the solution by a very elementary 
approach. Suppose u is a solution of (3.1) with f = 0, such that u(x, 0) = 0 for 
r(O) < x < s(O) and u(r(t), t) = zl(s(t), t) = 0. Put v(s, t) = e%(X, t). Then 
v  satisfies 
V.mf - a(x) vt + (A + 7) v,, - (A - b(x)) v = 0, 
v(r(t), t) = v(s(t), t) = 0, 
v(x, 0) = 0, r(0) < x < s(0). 
Thus 
v(vmt - ant + (7 + 3 vrz + (A + 4 4 
= & (v(vg. + (7 + A) v,)> - kg (av2 + ~2) - (7 + A) vz2 - (A - b) 21’. 
I f  we integrate this expression over the region Y(T) < x < S(T), 0 < r < t, 
using the initial and boundary conditions on v(x, t) we obtain 
t 
Jl 
S(T) - [(A + 4 vz2(5,~) + (A - 03 v2(t, ~)l de+ d7. 
0 T(T) 
I f  we now choose /\ > max{-7, supJr b(x)} then since a(x) > 0 in Jr we have 
that v(x, t) z 0, i.e., u(x, t) = 0. 
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As remarked earlier we may without loss of generality assume that 0(x) = 0. 
We can also assume that x0 = 0. The idea behind our proof is quite simple. 
We shall recast the initial value problem for U(X, t) into the equivalent problem 
for k(x, t) where k(x, t) satisfies (2.1), (2.4). This may be solved directly. The 
function k(x, t) can then be substituted into the integral operator (2.3) to obtain 
the desired solution u(x, t). 
The equation k,,, = g(x, t) where g is given by the solution to the Volterra 
integral equation (2.7) can be integrated, taking into account (2.4) to give 
k(x, t) = 4(t) + x+(t) + C(x, t). (3.4) 
Here 4(t) and 4(t) are to be determined whereas C(x, t) is known in terms of 
indefinite integrals of g(x, t). We can also assume that 4(O) = 4(O) = 0. If  (3.4) 
is substituted into the integral operator (2.3), then by integration by parts and 
!) we obtain taking into account the initial conditions on G, +(t) and I/ I 1 ( 
u(x, t) = 11 + s’ G,(x, 1 - u2> 0) da +(t) 
0 t 
+x 11 + jl:G,(x, 1 -u2,0)u2do 
l-t r-1 
4(t) 
+ Jo Jo Gtt(x, 1 - u2, t - 4 dud4 d7 
+ jot jol Gt( x, 1 - u2, t - T) u2 da #(T) d7 
+ jot jol G&x, 1 - u2, t - 7) C(xu2, T) do 1~~ (3.5) 
We shall now use our boundary conditions (3.2) to find 4(t) and G(t). In (3.5) 
we put x = r(t) and x = s(t) to obtain the system of equations 
where 
yl(t) = gl(t) - 1 s,l G,@(t), 1 - u2, t - T) C(u2r(t), T) da dT, 
y2(t) = g2(t) - f Jo1 G&(t), 1 - u2, t - T) C(u2s(t), T) do dT, 
(3.6) 
(3.7) 
400 
and 
WILLIAM RUNDELL 
all(t) = 1 + 1’ G,@(t), 1 - u2, 0) do, 
n 
a12(t) = r(t) 11 + 1s’ G,@(t), I - 2, 0) o2 du1, 
' asI(t) = 1 + s G&(t), 1 - 2,O) da, 
0 
“22(t) = s(t) 11 + rl’ G,(s(t), 1 - u2, 0) u2 do 
I7 (34 
k,,(t, T) = 1’ G,,(+), 1 - u2, t - T) dr, 
0 
k,,(t, 7) = J” G&(t), 1 - u2, t - T) u2 do, 
0 
kzl(t, T) = 1’ G&(t), 1 - 2, t - T) da, 
‘0 
kz2(t, T) = j-l G&(t), 1 - u2, t - T) u2 do. (3.9) 0 
From Lemma I and our assumption that g, , g, , y(t) and s(t) E Ci[O, I’] we 
can conclude that n(t), y2(t) and the matrices &’ and X are continuously 
differentiable functions of t and 7, 0 .< 7 < t < T. Hence if a solution to the 
Volterra integral equation (3.6) exists then C(t), #(t) E C’[O, T]. To show the 
existence of a unique solution to (3.6) in the interval 0 < t < T it is sufficient 
to show that det &’ # 0, 0 < t < T. This readily follows from Lemma 3 and 
condition (A,), since these give c+i(t), a21(t), a2a(t) > 0 and a12(t) < 0. Thus 
det ~2 = 01~~01~~ - c~io(i~ > 0, 0 < t < T. The representation (3.5) now yields 
our desired solution u(x, t). 
The condition that U(X) > 0 in the above theorem is in fact necessary even 
for the case of r(t) and s(t) = constant. For example u(x, t) = t sin XX is a 
solution of u,,. + h%, = 0 with u(x, 0) = ~(0, t) = u(n/h, t) = 0. On the other 
hand the equation uIZt + z+ + u,, = 0 with U(X, 0), ~(0, t), u(c, t) given will 
have no solutions if c is sufficiently small (cf. [l]). 
It is probable that condition (A,) might be relaxed. We note that (A,) is far 
from necessary to prove the uniqueness part of this theorem. The assumption 
that there exists an x0 such that r(t) < x0 < s(t) (although physically reasonable) 
was made only to ensure that det &’ # 0. This might be accomplished by 
instead asking that r(t) # s(t) f  or any value of t, but we have been unable to 
show this in general. However the condition that r(t) f  s(t) for any t is sufficient 
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in the case of constant coefficients and homogeneous initial data. We can argue 
as follows. 
Let u(x, t) satisfy 
%xt - % + Kz, = 0, t > 0, r(t) < x < s(t), (3.10a) 
u(x, 0) = 0, (3.10b) 
4Wl t) = ‘h(t), 44% t) = g&). (3.1Oc) 
If  we seek a solution in the form 
we have 
a,‘(t) + &L(t) = 4-z(t), fz 3 2, 
an(O) = 0, n 3 0. 
(3.11) 
(3.12) 
By taking Laplace transforms we see that 
&t) = ao(t) + jt Nn(t - 7) U,(T) dT, 
0 
(3.13) 
a,,+,(t) = al(t) + jot nrn(t - 4 44 dT, 
where N,(t) = Pl((p/( 1 + p))” - 1: p ---f t). Thus, 
u(x, t) = uo(t) + m,(t) + jt IQx, t - T) U,(T) dT 
0 
+ jot J-&(x, t - 7) 47) dT (3.14) 
where, 
(3.15) 
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Note that b,(t) = &u,(f) satisfies 
where 
we have 
h,, = (I - T)” 6, = to (-1)” (;f) T”b, 
where 
and hence 
From the estimate 
== Jp [(l + t)” - I] 
it is clear that the series KI and Kz converge uniformly in x, --03 C. x < co. 
Using the boundary conditions (3.10~) in (3.14) we obtain the system of 
equations 
gdt) = so(t) +- +) a&) + j,’ K&(t), t - 4 ao(~) d7 
i 1 t K,(r(t), t - T) al(~) dT, ‘0 
gdt) = so(t) + 44 4t) + Jot KM), t - 4 a,(~) dT 
+ s,’ K&(t), t - 7) a,(~) dT; 
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i.e., 
(3.16) 
where 
4) = [; $], K&(t), t - T) WY T, = Lqs(t), t - T) 
K,@(t), t - T) 
Ki(s(t), t - T) 1 . 
We have det d(t) = s(t) - r(t) and thus if s(t) # r(t) for any t then the Volterra 
system (3.16) will have a unique solution for a, and a, . Hence from (3.14) 
the initial boundary value problem (3.10) will have a unique solution provided 
that s(t) -~# r(t) for any t. 
The continuous dependence of the solution to (3.1))(3.2) on the coefficients, 
the nonhomogeneous term and the initial data follows from the proof of 
Theorem 1. 
One can use the above ideas to settle regularity equestions about the solutions 
of the initial boundary value problem. We mention but one such possibility. 
THEOREM 2. Suppose the coejicients a(x), b(x) and f(x, t) are analytic on Jr 
for each fixed t, 0 < t < T. Suppose also that u(x, 0) is analytic on Jo . Then for 
each fixed t, 0 < t < T, u(x, t) is an analytic function of I for r(t) < x < s(t). 
Proof. From Lemma 3 we have that G is analytic in zc for each fixed t. 
The function g(~, t) being the solution to the Volterra integral equation (2.7) 
with analytic kernel and given term is itself analytic in CC. This in turn implies 
that h(x, t) is analytic in x for each fixed t, and the conclusion now follows from 
the integral operator (2.3). 
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