Abstract. Multichannel moderate-bandwidth ground-based ultraviolet (GUV) filter radiometers have recently been installed at several sites of the U.S. National Science Foundation's UV monitoring network where they complement high-resolution solar UV-100 (SUV-100) spectroradiometers. The five GUV channels are characterized for their spectral response and calibrated against SUV systems as well as irradiance standard lamps. Results indicate that accurate spectral characterization of GUV channels in the UV-B is crucial for obtaining high-quality UV measurements, in particular if instruments are calibrated with standard lamps. Using an inversion algorithm suggested by Dahlback (1996), total column ozone and approximately 30 different UV integrals and dose rates are routinely calculated from GUV measurements. For UV-A irradiance, GUV and SUV data agree to within Ϯ5% for solar zenith angles (SZAs) up to 90 deg. A similarly good agreement can be achieved for the UV index if solar measurements are restricted to SZAs smaller than 78 deg. The agreement for data products that are dominated by wavelengths in the UV-B is generally worse, but can be substantially improved if GUV instruments are equipped with an additional channel at 313 nm. GUV total column ozone values agree on average to within Ϯ5% with observations from the National Aeronautics and Space Administration's (NASA's) total ozone mapping spectrometer (TOMS) on board the earth probe satellite. GUV data products are disseminated via the website www.biospherical.com/NSF in near real time.
Introduction
The U.S. National Science Foundation's Office of Polar Programs ͑NSF/OPP͒ UV Monitoring Network was established in 1988 to collect UV data for interpreting the impact of ozone depletion. This network of six highlatitude sites, ranging from the South Pole, Antarctica, to Barrow, Alaska, acquires routine measurements of global ͑sun and sky͒ spectral irradiance between 280 and 600 nm at 1-nm resolution using solar UV-100 ͑SUV-100͒ spectroradiometers. 1, 2 Preliminary data are disseminated weekly via the website www.biospherical.com/NSF and final data are published annually after extensive quality control procedures have been applied.
Moderate-bandwidth, multichannel ground-based UV ͑GUV͒ filter radiometers, designed and manufactured by Biospherical Instruments Inc., have recently been installed next to the SUV-100 spectroradiometers at several NSF/ OPP network locations. The GUV instruments provide measurements at four approximately 10-nm-wide UV bands centered at 305, 320, 340, and 380 nm. A fifth channel either measures radiation at 313 nm ͑GUV-541͒ or photosynthetically active radiation ͑PAR͒ ͑GUV-511͒. The cosine error of the instruments is smaller than Ϯ3% ͑Ϯ7.5%͒ for zenith angles less than 65 deg ͑82 deg͒. The instruments and their data have been described in several publications. [3] [4] [5] [6] [7] [8] [9] GUV radiometers were added to the network for two reasons. First, GUVs have a simpler design than SUV-100s, and have no moving parts. This leads to enhanced shortterm stability and makes GUVs a valuable tool for quality control of SUV-100 data. Second, UV data products such as the UV index or total column ozone can be calculated from GUV data in near real time and are made available via the Internet. These online data enable bridging the time between weekly updates from SUV-100 measurements, and may guide researchers at network sites in planning experiments.
Here we present and validate the method that is used by the NSF/OPP network to calculate UV data products and total ozone from GUV raw data. The conversion is based on a method suggested by Dahlback, 3 who has shown that erythemal ͑sun-burning͒ irradiance 10 ͑or the UV index using this method. An additional objective of this paper is to extend Dahlback's method to UV effects other than erythema. GUV measurements presented in this publication were calibrated and compared with SUV-100 and SUV-150B spectroradiometers. The SUV-150B spectroradiometer is an advanced version of a SUV-150 spectroradiometer described previously. 2, 12 Compared to its predecessor and the SUV-100, the SUV-150B features an upgraded wavelength drive with optical encoders, which reduce wavelength uncertainties to Ϯ0.015 nm. The collector's cosine error is smaller than Ϯ2% for zenith angles smaller than 75 deg. The instrument has participated in the 2003 North American UV Intercomparsion, held at Boulder, Colorado, between June 16 and 22, 2003 ͑manuscript is in preparation͒. Preliminary data analysis indicates that the instrument agreed with other participating instruments to within a few percent.
Spectral Response Characterization
To obtain the most accurate results from GUV data, it is best to characterize each instrument individually to account for small variations in the transmission characteristics of their interference filters. For example, variations of several tenths of 1 nm in the center wavelength of the filters are within the tolerance specifications of the filter manufacturer. Until recently, only data from subcomponents ͑i.e., diffusers, filters, detectors͒ could be used to calculate the spectral response functions of GUV channels. To overcome this limitation, we developed an apparatus for characterizing the spectral response of assembled GUVs directly.
The apparatus consists of a 1000-W xenon arc lamp from Oriel Instruments and a grating double monochromator with prism predisperser, designed and built by Biospherical Instruments Inc. The two single monochromators that make up the double monochromator are stacked vertically and share a common shaft to which the gratings are mounted. This design ensures that the two single monochromators are always synchronized. Gratings with 2400 grooves per mm ͑g/mm͒ are used for characterizing GUV channels in the UV. Gratings with 1200 g/mm are utilized for measuring the PAR channel.
The intensity of radiation exiting the monochromator is characterized as a function of the monochromator's wavelength setting with a calibrated silicon photodiode. For determining the wavelength mapping of the monochromator, a mercury discharge lamp is used. Table 1 gives an overview of the specifications of the apparatus.
The spectral response of a GUV channel is determined by comparing the GUV output signal against the signal of the reference silicon photodiode as a function of wavelength in 1-nm steps. Data reduction includes the following steps: ͑1͒ wavelength correction of spectra measured with the silicon photodiode and each of the GUV channels, ͑2͒ subtraction of dark currents from the signals measured by the silicon photodiode and the GUV channels, ͑3͒ radiometric calibration of the net-signals of all GUV channels based on the spectrum measured with the silicon photodiode, ͑4͒ deconvolution of the calibrated GUV signals to reduce the ''smoothing'' effect of the monochromator's finite resolution, and ͑5͒ normalization of the deconvolved result. The deconvolution algorithm of step ͑4͒ is based on the following approximation:
where R D ()ϭdeconvolved spectral response ͑which ideally is the true spectral response͒ R M ()ϭmeasured spectral response after step ͑3͒ normalized to 1 at the maximum value R C ()ϭmeasured spectral response convolved with the slit function of the monochromator Given R M (), R C () can readily be calculated, and R D () can be estimated by rearranging Eq. ͑1͒. The resulting deconvolved spectral response is somewhat affected by noise in the measurement. To reduce this effect, R M () is set to 0.0001 if the normalized response is smaller than 0.0001. The deconvolved result is limited to four orders of magnitude due to this restriction. Figure 1 illustrates the deconvolution technique with measurements of the 320-nm channel of GUV S/N 29236. The figure indicates that the deconvolved spectral response R D () has a steeper cutoff than the original measurement R M (). The quality of the deconvolution technique was checked by convolving R D () with the slit function of the monochromator and comparing the resulting function, denoted R DC (), with the original measurement R M (). If the deconvolution were perfect, R DC () and R M () would be equal. For the example shown in Fig. 1 , R DC () and R M () are barely distinguishable ͓i.e., the difference of R M () and R DC () is less than 0.01͔, suggesting that the accuracy of measurements with the test apparatus is improved by this simple approach. Figure 2 shows the spectral response functions R D () of the 305-, 320-, 340-, and 380-nm channels for two GUV radiometers ͑S/N 9298 built in 1996 and S/N 29236 built in 2001͒. There are several points that are worth noting:
1. The short-wavelength limits of the 305 channel of both radiometers are shifted by approximately 8 nm due to the different set of filters and detectors used in the instruments. This difference has very little impact on measurements of sunlight, as solar radiation below 290 nm does not penetrate the earth's atmosphere. Almost all contributions to the 305-nm GUV signal results from photons with wavelengths between 300 and 310 nm, where the response functions of the two instruments are very similar. 2. The detector of the 305-nm channel is a phototube with no significant sensitivity above 315 nm. Photons with wavelengths in the UV-A or visible, which may reach the surface of the detector due to possible light leaks of the filters, are not detected. 3. The responsivities of the 320-, 340-, and 380-nm channels are similar for both instruments, but are shifted by 0.6 to 0.9 nm relative to one another. These shifts are caused by the different transmission characteristics of the interference filters used in the two instruments. 4. The lower panel of Fig. 2 indicates that the 320-nm channel of GUV S/N 9298 is also sensitive to radiation in the 330-to 380-nm band. Likewise, the 340-nm channel is also sensitive between 350 and 370 nm. Such light leaks can introduce significant errors in solar measurements, particularly when the detector is also sensitive to radiation in the visible. We quantified the effect of light leaks of the two channels by weighting model spectra with the original response functions and with modified functions that excluded the light leak portion. Model spectra were calculated for solar zenith angles ͑SZAs͒ between 0 and 90 deg and total ozone values between 100 and 600 Dobson units ͑DU͒. The difference between the two data sets was less than 1% for SZAϽ80 deg, indicating that the leakage problem is too small to affect solar data appreciably.
Calibration
The calibration factors k i for each GUV channel i were determined with a method originally proposed by Dahlback 3 :
where E()ϭspectral irradiance at the plane of the GUV's collector V i ϭthe signal of channel i The values of k i are independent of the light source that produces E() if R D i () represents the true spectral response functions of the radiometer channels. In this paper, the sources for E() are either the sun or standard lamps, which have calibrations traceable to the National Institute of Standards and Technology ͑NIST͒. In the case of sunlight, spectral irradiance was measured using SUV-100 or SUV-150B spectroradiometers, which were installed adjacent to the GUV under test. Figure 3 shows a comparison of solar measurements from the 305-nm channels of GUV S/N 9298 and a SUV-150B. Prior to this comparison, the calibration factor k 305 of the GUV was calculated by regressing the net-signal of the GUV ͓numerator of Eq. ͑2͔͒ against W 305 . Accurate synchronization of both instruments is crucial for this correlation. The GUV minute-by-minute measurements were interpolated to match the time when the SUV-150B was scanning at 305 nm. Owing to the way k 305 is established, a good agreement of GUV and SUV data at small SZAs can be expected. Figure 3 demonstrates that a high level of agreement is also achieved at SZAs as large as 85 deg. With the exception of three points, the ratio of GUV and SUV-150B measurements agree to within Ϯ5%. The three outliers occur at SZAs larger than 82 deg when irradiance levels are more than three orders of magnitude below the noon-time maximum ͓Fig. 3͑d͔͒.
Good agreement between the GUV and SUV-150B data could be achieved only because the spectral response functions of the GUV channels were accurately known. To demonstrate this, we deliberately shifted the measured response functions of GUV S/N 9298 by 0.5 nm, and repeated the analysis presented in Fig. 3 . A comparison of the shifted and unshifted data sets is presented in Fig. 4 . The effect of the shift is most pronounced for the 305-nm channel due to the rapid change of the solar spectrum in this wavelength range ͓Fig. 4͑a͔͒. At small SZAs, the ratio GUV/SUV is close to unity also for the shifted data set due to the way the calibration is established. At SZAϭ75 deg, both data sets disagree by 14%. The disagreement is caused by the fact that the shape of the solar spectrum changes as a function of SZA over the wavelength interval where the GUV 305-nm channel is sensitive. The relative change of the spectral distribution of solar radiation is sufficiently different for the shifted and unshifted wavelength intervals to explain the SZA-dependence indicated in Fig. 4͑a͒ . The change of the solar spectrum with SZA is much smaller at 320 nm, resulting in a smaller ͑but still significant͒ difference of the shifted and unshifted datasets ͓Fig. 4͑b͔͒.
A further validation of the accuracy of the calibration factors k i can be obtained by evaluating the results of solarand lamp-based calibrations. Figure 5 presents a comparison of calibration factors established with the two methods for three different GUVs ͑S/Ns 29235, 29236, and 9298͒. The spectral response functions of all instruments have been measured as described in Sec. 2. Calibration factors for GUV S/N 9298 that were calculated with the set of shifted response functions discussed above were also compared. Figure 5 shows that solar-and lamp-based calibration factors agree to within Ϯ3% if the measured response functions are used. This is a good result as differences of 3% are well within the measurement uncertainties of the SUV-150B and lamp-based GUV calibrations. In contrast, if the shifted response function for the 305-nm channel of GUV S/N 9298 is used, solar-and lamp-based calibration factors deviate by 14%. By comparing the difference in the factors for the shifted and unshifted results, we determined that solar data from the 305-nm channel will be incorrect by 12% if the calibration factor of this channel is established from a lamp measurement, and the response function used for the calculation has a wavelength error of 0.5 nm. Figure 5 also indicates that wavelength shifts have a much smaller effect for the 320-, 340-, and 380-nm channels. For example, the effect of a shift of 0.5 nm on the 320-nm channel is only 1.1%. This suggests that accurate solar measurements can be expected from lamp-based calibrations for all but the 305-nm channel, even if the response functions used for the calibration are not ideally defined.
Data Products

UV Dose Rates and Integrals
The conversion from response-function-weighted irradiance W i to useful data products D, such as erythemal irradiance, is performed with the method suggested by Dahlback. 3 In brief, D is approximated by a linear combination of the net voltages from the GUV channels:
The coefficients a i are calculated by solving the system of linear equations ͓see also Eq. ͑7͒ of Dahlback 3 ͔:
where A() is the action spectrum of the biological effect under consideration, and E M j () are model spectra calculated for different SZAs and ozone columns. These spectra are required to quantify the relative spectral difference between the response functions and the action spectrum. For this paper, model spectra were calculated with the radiative transfer model UVSPEC/libRadtran. 13 The number of GUV channels i may range between 1 and 5, depending on the action spectrum used, and the number of model spectra required for the inversion has to match this number. For example, to calculate the set of coefficients a i for the erythema action spectrum for a GUV deployed at San Diego, we used all four GUV-511 UV channels, and four model spectra calculated for combinations of SZA and total ozone of 30 deg, 250 DU; 30 deg, 400 DU; 70 deg, 250 DU; and 70 deg, 400 DU. The values of the coefficients a i determined with this method are not very sensitive to the choice of model parameters. We quantified this sensitivity by calculating erythemal dose rates from GUV measurements at San Diego with different sets of model spectra. When the inversion was based on a set of spectra calculated for an elevation of 1700 rather than 0 m, erythemal dose rates changed by less than Ϯ1% ͑Ϯ1͒ for SZAs smaller than 80 deg. Changing surface albedo from 3 to 80% in the model modified dose rates by less than Ϯ1% ͑Ϯ1͒ for SZAs smaller than 70 deg and led to approximately 2% higher dose rates at SZAϭ80 deg. Changing the wavelength dependence of aerosol extinction within reasonable limits altered dose rates by less than 0.1%. Larger differences for other data products cannot be excluded and are discussed below. To obtain the most accurate results, model input parameters were chosen to match the prevailing con- ditions at the deployment sites of GUVs. Note that the method just outlined required further assumptions on atmospheric composition and radiative transfer that may not always describe the actual situation well. Additional systematic errors may, for example, exist at highly polluted locations. It can therefore be expected that data products derived from filter instruments have larger uncertainties than data products calculated directly from high-resolution spectroradiometric measurements.
As an alternative to the outlined inversion method, the coefficients a i could also be determined by multiple linear regression of the GUV net voltage against biologically weighted spectra from spectroradiometers. 4 The inversion method has some advantages compared to this alternative method:
1. If the response functions R D i () are accurately known, the coefficients a i can be calculated from lamp-based calibration factors k i . It is therefore not required to operate a GUV side-by-side with a highresolution spectroradiometer for several days, as in the case of the alternative method. 2. The prevailing conditions at the location where the calibration is established may be different from the conditions at the deployment site, which may bias the regression results. For example, if a GUV is calibrated with the alternative method in San Diego and deployed in Antarctica, prevailing SZA, total ozone, and albedo will be very different.
We are currently calculating 15 different wavelength integrals and 15 different dose rates from GUV data with the method outlined above. Table 2 gives an overview of the wavelength bands and action spectra implemented.
To validate the conversion introduced method, we compared integrals and dose rates measured by GUV and SUV-100 radiometers at San Diego, the South Pole, McMurdo, and Palmer Station. The SUV-150B spectroradiometer data set contains only a limited time series and is not presented here. Calibration factors k i were calculated by regressing GUV net signals against weighted irradiances from collocated SUV-100 spectroradiometers, as described in Sec. 3. Linking the GUV calibrations to collocated SUV-100 system should ideally result in identical data products from the two instruments. However, possible systematic errors in SUV-100 measurements will also affect the absolute accuracy of GUV data. For example, SUV-100 data used here were not corrected for the instrument's cosine errors and are therefore 5 to 10% low, depending on SZA and data product. A cosine-corrected SUV-100 data set has recently become available for South Pole. 25 We also calibrated GUV 10 Komhyr and Machta, 14 Diffey, 15 Anders et al. 16 Four different action spectra are implemented.
UV Index CIE 10, 11 DNA damage Setlow 17 Four parameterizations of the action spectrum are implemented.
Skin cancer in mice Gruijl et al. 18 Often referred to as SCUP-m Skin cancer in mice corrected for human skin Gruijl et al. 18 Often referred to as SCUP-h Generalized plant damage Caldwell 19 Plant growth Flint and Caldwell 20 Damage to anchovy Hunter et al. 21 Inhibition of phytoplankton carbon fixation Boucher and Prezelin
22
Inhibition of phytoplankton photosynthesis of phaeodactylum and prorocentrum
Cullen et al. 23 
Inhibition of photosynthesis in Antarctic phytoplankton
Neale and Kieber
24
Additional Spectral irradiance weighted with the response of several broadband filter radiometers, PAR, total column ozone a The ''action spectra'' A() for the calculation of spectral irradiances are triangular functions with a bandwidth of 1 nm FWHM centered at the specified wavelengths. The ''action spectra'' A() for the calculation of integrals are rectangular functions set to 1 within the specified intervals and to 0 outside these intervals.
measurements against this data set and include results in the following presentation.
The GUVs at Palmer Station and McMurdo ͑S/Ns 29230 and 29234͒ were deployed before the apparatus for measuring spectral response function was available. In absence of actual response data for the two instruments, we implemented the measured response functions of GUV S/N 29239. For the 320-, 340-, and 380-nm channels, the functions of GUV S/N 29239 were used without modification. For the 305-nm channels, the response function of GUV S/N 29239 was shifted until the SZA dependence of the ratio of calibrated GUV data and weighted SUV-100 spectra became minimal. The shift was determined to be 0.9 nm for GUV S/N 29234 and 0.0 nm for GUV S/N 29230. This approach is not ideal, but led to acceptable results. Figure 6 shows a comparison of GUV and SUV-100 results for four data products: the UV index, 11 DNAdamaging radiation, 17 generalized plant damage, 19 and UV-A. The data were measured at San Diego between July 20 and July 24, 2003. Day 1 was cloudless, day 2 had variable cloud cover, and day 3 was overcast ͑see Fig. 6 for day assignment͒. The UV-index and UV-A measurements of the two instruments agreed to within Ϯ10% ͑maximum deviation͒ for all three days when SZAs were smaller than 80 deg. The agreement for the DNA-and plant-damage data sets are similar when the data sets are filtered for SZAs smaller than 70 deg. At larger SZAs ͑when absolute values are small͒, relative differences can be substantial. The agreement is generally better for data products that are not ͑or only slightly͒ sensitive to atmospheric ozone concentration. The scatter in the ratio of both instruments is somewhat larger during cloudy periods, which is due to the different sampling schemes of the two instruments. The GUV reports 1-min averages, whereas the SUV requires several minutes to scan between 290 and 400 nm. Radiation levels may change during this period. Differences in the cosine errors of the two instruments cause the diurnal variation in the ratio for UV-A on day 1 ͓Fig. 6͑d͔͒. In contrast, there is little variation on the overcast day 3, when the radiation field was more isotropic.
A comparison based on data from 3 days is insufficient to quantify uncertainties of GUV data products related to instrument drift, variation in total ozone, or site-specific differences ͑e.g., variation in albedo͒. To quantify longterm behavior, we compared seven GUV data products with the respective SUV-100 data over 1-yr periods at all four sites. The associated statistics are presented in Table 3 and further explained in the following. The following seven data products were chosen: UV index 11 ; DNA-damaging radiation 17 ; generalized plant damage 19 ; and the integrals 290 to 315, 290 to 320, 320 to 360, and 320 to 400 nm. Note that there are two data sets for the South Pole in Table  3 that are based on identical raw data. The second data set was calculated with cosine-corrected SUV data. 25 The statistics of the two data sets are very similar, indicating that most of the observed differences of GUV and SUV data products were not caused by the cosine error.
In the first evaluation step, GUV and SUV-100 data products were regressed against each other using measurements from all SZAs. With the exception of DNAdamaging irradiance, slope values of the regression ranged between 0.977 and 1.035, and the associated regression coefficients R 2 varied between 0.976 and 0.999. For DNAdamaging irradiance, slope values were as low as 0.89, and R 2 was as low as 0.976. In a second step, ratios of GUV and SUV data were calculated for the seven data products using only measurements when the SZA was smaller than 80 deg. The average of these ratios varied between 0.944 and 1.064, with the exceptions of larger discrepancies for DNA-damaging irradiance and plant-damaging irradiance Units of E max is microwatts per square centimeter except for UV index, which has no unit.
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from McMurdo data for volume 13. The standard deviations of the ratios ranged between 0.018 and 0.097, except for DNA-and plant-damaging irradiances, where values were higher. Slope, R 2 , average, and standard deviation values indicate that the conversion algorithm works reasonably well for all but DNA-damaging irradiance. On average, systematic differences are smaller than 7% ͑worst case͒ and the scatter between the GUV and SUV-100 data sets is of the order of Ϯ2 to 10% at the one level. Results for DNAdamaging irradiance are considerably worse, with the exception of results from the South Pole. The South Pole is the only site where a GUV-541 radiometer is installed, which has a channel at 313 nm rather than PAR. The effect of the added channel is discussed in Sec. 6 .
Large relative errors may be inconsequential if they occur at large SZAs or low absolute values. We therefore calculated maximum SZAs (SZA max ) and minimum irradiance values (E min ) for which data can trusted. To calculate SZA max , we first sorted all data into 1-deg-wide SZA bins. The value of SZA max is based on the condition that at least 90% of GUV and SUV-100 measurements agree with each other to within Ϯ15% for all bins with SZA less than SZA max . The minimum irradiance E min is similarly defined: at least 90% of GUV and SUV-100 measurements must agree with each other to within Ϯ15% when SUV-100 measurements are larger than E min . Table 3 specifies the ratio E min /E max , where E max is defined as the maximum value observed by the SUV-100 for a given site, year, and data product. For example, if E min /E max is 0.01, values can be trusted if they are larger than 1% of the annual maximum.
For the UV index, SZA max is typically 80 deg ͑90 deg for South Pole͒. For the 320-to 360-and 320-to 400-nm integrals, SZA max is larger than 90 deg for all sites. Maximum SZAs for all but DNA-damaging irradiance vary between 61 and 80 deg. The value for SZA max for DNAdamaging irradiance is smaller than 50 deg ͑81 deg for South Pole͒. Values of E min /E max range between 0.001 ͑for UV-A͒ and 0.185 for all but DNA-damaging irradiance, where E min may be as large as 0.729. For the majority of data products and sites, E min /E max is smaller than 0.1.
In the last evaluation step, data were filtered for SZAs less than SZA max and the calculation of average and standard deviation of the GUV/SUV ratio was repeated. Average ratios of this subset varied between 0.931 and 1.048 for all sites and data products ͑including DNA damage͒, and the associated standard deviations ranged between 0.025 and 0.060. There is evidence that most variation is caused by the different GUV and SUV sampling schemes rather than the conversion procedure.
Total Column Ozone
Total ozone column is calculated from GUV measurements with look-up tables, which relate total column ozone to SZA and the ratio of GUV measurements at 305 and 340 nm. The retrieval method is similar to the method described by Stamnes et al. 26 Look-up tables were calculated with the radiative transfer model UVSPEC/libRadtran, and resulting model spectra were weighted with the GUV response functions at 305 and 340 nm. Separate look-up tables were calculated for each site, taking into account site-specific conditions such as altitude, albedo, ozone profile, etc. Figure 7 presents a comparison of total ozone measured at the South Pole during the austral spring of 2003 by GUV-541 and SUV-100 instruments as well as the National Aeronautics and Space Administration's ͑NASA's͒ total ozone mapping spectrometer ͑TOMS͒ on board the earth probe satellite. TOMS data are from the TOMS Version 7 data set. SUV-100 ozone values were derived with an algorithm that has recently been proposed by Bernhard et al. 27 This algorithm takes the variations of the ozone profile into account and is therefore more accurate at large SZAs than the method implemented for GUV data. For SZAs smaller than 80 deg, GUV ozone values are 2Ϯ2% smaller than SUV values. For larger SZAs, GUV data significantly overestimates the actual ozone column, which may partly be due to ozone profile effects. In comparison, TOMS observations exceed SUV-100 measurements by 4.5Ϯ3.0%, but there is no obvious change in the ratio of the two data sets when SZAs become larger than 80 deg. It has been noted elsewhere that TOMS Version 7 data overestimate the actual ozone column by 5 to 10% at high southern latitudes. 28, 29 Our preliminary comparison of the recently released Version 8 TOMS data set with SUV-100 data indicates that this bias has mostly disappeared.
GUV total ozone data have been compared at all sites with TOMS Version 7 ozone observations ͑Table 4͒. On average, GUV and TOMS data agree to within Ϯ5%. The standard deviation of the ratio of both data sets is typically 5%, and GUV measurements can be trusted up to SZAs of 80 to 85 deg.
Web Site Implementation
GUVs at network sites are controlled by individual workstations where the raw data is also stored. Raw data are remotely harvested from the logging computers, and all data products listed in Table 2 are calculated and presented at the Webpage www.biospherical.com/nsf/login/update.asp as soon as available. Depending on the location and availability of Internet connectivity to Antarctic sites, datasets are updated either every minute, every hour, or daily. The Webpage includes graphs of the UV index, PAR, and total ozone. Other data products can be selected by means of an easy-to-use Web interface. Data in ASCII format is also available for download.
Discussion and Conclusions
Several moderate-bandwidth, multichannel GUV filter radiometers were characterized for their spectral response and calibrated against SUV spectroradiometers and standard lamps. Response functions were measured over 3 to 3.5 orders of magnitude ͑Fig. 2͒ using a new spectral characterization apparatus ͑Sec. 2͒. Results from different GUVs suggest that the response functions for the same nominal wavelength can differ by as much as 1.0 nm due to differences in individual transmission characteristics of the interference filters used.
When measured response functions were used in GUV calibrations, GUV and SUV-150B measurements agreed to within Ϯ5% for SZAs smaller than 85 deg ͑Fig. 3͒. To simulate the effect of imprecisely known response functions, we shifted the functions of GUV S/N 9298 by 0.5 nm and repeated calibration and comparison. When the shifted functions were used, the ratio of measurements of the two instruments showed a large SZA dependence at 305 nm, with a maximum deviation of 14% at SZAϭ75 deg ͓Fig. 4͑a͔͒. Deviations for the other channels were smaller than 5% ͓Fig. 4͑b͔͒, indicating that accurate knowledge of the instrument's response functions is less critical at UV-A wavelengths. When the correct functions were used, solar and lamp-based calibration factors agreed to within Ϯ3% ͑Fig. 5͒, suggesting that lamp-based GUV calibrations are feasible even for the 305-nm channel. This is a significant improvement compared to previously reported results. 4 On the other hand, solar data from 305 nm may be incorrect by more than 10% if the calibration factor of this channel is established from a lamp measurement and the response function used for the calculation has a wavelength error of 0.5 nm. As response functions may vary by several tenths of 1 nm from instrument to instrument, spectral characterization of each instrument appears to be necessary to gain results with sufficient accuracy. However, if GUVs are calibrated against an accurate spectroradiometer, it may be sufficient to use a generic response function and shift it until the ratio GUV/spectroradiometer becomes independent of SZA. This approach has been successfully implemented for GUVs S/N 29230 and 29234 ͑Sec. 4͒. Differences between actual and generic functions may exist for some instruments that cannot be characterized by a shift of the center wavelength alone. For example, Fig. 2 indicates that the difference between the 305-nm filters of GUVs S/N 9298 and 29236 is substantial. To avoid calibration errors related to inaccurately known response functions, and to gain the most accurate solar data, we believe that a thorough characterization of all channels is advisable.
In the second evaluation step, various UV data products were calculated from calibrated GUV data using the inversion algorithm suggested by Dahlback. 3 Results of the algorithm were validated against SUV-100 measurements at San Diego, the South Pole, McMurdo, and Palmer Stations. For UV-A irradiance, GUV and SUV data agreed to within a few percent up to a SZA of 90 deg ͑Table 3͒, showing that UV-A irradiance can be accurately calculated even at twilight from three GUV channels ͑i.e., 320, 340, and 380 nm͒. A similar good agreement between GUV and SUV measurements can be achieved for the UV index and the 290-to 320-nm integral if solar measurements are restricted to SZAs smaller than 78 deg. At greater SZAs, irradiance levels are typically less than 5% of their annual maximum. Larger relative differences were calculated for the integral 290 to 315 nm and plant-damaging irradiance. While GUV and SUV measurements of these data products still agreed on average to within Ϯ5%, the scatter in data of the two instruments is clearly increased for SZAs greater than 70 deg. For example, the standard deviation of the ratio GUV/ SUV for ''plant damage'' is 13% at San Diego when data up to a SZA of 80 deg are used. On the other hand, if solar measurements are restricted to SZAs smaller than 72 deg, the agreement is similar to that for UV-A irradiance. At SZAϭ72 deg, irradiance levels are smaller than 1.5% of the annual maximum, suggesting that the increased variation for larger SZAs is inconsequential for most applications.
DNA-damaging radiation is the only GUV-511 data product where the results are clearly not satisfactory, with the exception of results from the South Pole. The South Pole is the only site where a GUV-541 radiometer, which has an additional UV channel at 313 nm, is installed. Using the GUV-541, DNA-damaging radiation is calculated from measurements at four channels ͑305, 313, 320, and 340 nm͒ rather than three channels, as is the case for the GUV-511 at the other sites. It appears that three channels are not sufficient to characterize the SZA and ozone dependence of data products that are heavily weighted toward short UV-B Only GUV data measured coincidently with the TOMS satellite overpass were used. SZA max is the maximum SZA up to which GUV total ozone values can be trusted.
wavelengths, such as DNA-damaging irradiance. South Pole data demonstrate that four channels are sufficient: the average ratio GUV/SUV is 1.009 for SZAs smaller than 80 deg and the corresponding standard deviation is 0.039. Note that GUV-541 instruments were not installed at other sites because of the missing PAR channel. PAR is operationally more important at these other locations than the increased accuracy of UV data products. Total column ozone values calculated from GUV measurements with look-up tables agree with TOMS Version 7 ozone observations on average to within Ϯ5% ͑Table 4͒. GUV ozone values can typically be trusted up to SZAs of 80 to 85 deg ͑Fig. 7͒.
It has been shown that high-resolution spectra can be reconstructed from multifilter radiometers by means of radiative transfer modeling. 5, 30 These spectra can then be weighted with any action spectrum to calculate UV data products. This method is an alternative to the inversion method evaluated in this paper. The uncertainties of both methods have yet to be compared. For the objectives of the NSF/OPP network, we decided to use the inversion method since it does not require radiative transfer modeling of every spectrum and is therefore easier to implement in a realtime data processing environment.
In summary, data from accurately characterized and calibrated, multichannel filter radiometers can provide reasonably accurate measurements of biologically relevant UV levels and total column ozone. In comparison with spectroradiometers, they are easier to operate, which may provide an advantage in supplying calibrated data in real time. Furthermore, filter instruments are easier to deploy and maintain due to their simpler design, and offer data at higher sampling rates. Although drifts in sensitivity over time ͑e.g., 4% per annum͒ have been reported, 9 filter radiometers usually have a better short-term stability than spectroradiometers. This makes them useful for quality control of spectroradiometric measurements.
