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DESIGN FOR PERFORMANCE:  
STUDIES ON COST AND QUALITY IN U.S. HEALTH CARE 
SARAH ZHENG 
Boston University Questrom School of Business, 2017 
Major Professor: Z. Justin Ren, Ph.D., Dean’s Research Fellow, Associate Professor of 
Operations and Technology Management 
 
ABSTRACT 
 This dissertation suggests an important set of issues to consider around "design 
for performance" at the system and process levels. At the system level, under what 
conditions does cost-sharing lead to lower total costs without reducing quality of care? At 
the process level, under what conditions and to what extent does excellent internal supply 
operations result in superior hospital performance?  
             Specifically, the first half of the dissertation examine the diagnostic imaging 
utilization and payment pattern for people with High Deductible Health Plan (HDHP). 
Using 2010 commercial insurance claims data of more than 21 million individuals, I find 
that HDHP enrollment is associated with a 7.5% decrease in the number of imaging 
studies and a 10.2% decrease in standardized imaging payments after controlling for 
health status and other confounding factors. This study suggests increased patient cost-
sharing contributes to reductions in diagnostic imaging utilization and spending. 
However, increased cost-sharing may not allow patients to differentiate between high and 
low-value services; better patient awareness and education may be a crucial part of any 
reductions in diagnostic imaging utilization. Follow-up studies are conducted through in-
depth conversation with physicians and patients to further understand the role patients 
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play in deciding the usage of imaging studies. 
              I explore in the second half of the dissertation a new avenue for increasing 
patient safety—improving internal service quality (ISQ). Using over a year’s worth of 
monthly data on the average ISQ delivered by 11 support departments to five nursing 
units within a hospital, we test the impact of ISQ on two nursing-sensitive adverse 
events: patient falls with injury and hospital-acquired pressure ulcers. We find support for 
our hypothesis that higher levels of ISQ are associated with lower rates of adverse events. 
Our study has important implications for theory and practice as it points to a fruitful, cost 
effective, and yet underutilized avenue for improving quality of care. 
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CHAPTER 1: INTRODUCTION 
 
             Despite decades of attention on "pay for performance" among practitioners and 
academics, the core challenge remains how to properly incentivize patients, clinicians 
and staff to align their behaviors with optimal, safe and cost-effective, patient-centric 
care. This dissertation suggests an important set of issues to consider around "design for 
performance" at the system and process levels.  
             At the system level, under what conditions does cost-sharing lead to lower total 
costs without reducing quality of care? Previous literature has studied contract theory and 
mechanism design in varied industry settings (Guajardo et al. 2012), yet very few are 
studied in healthcare domain where insurance plans are offered to patients under different 
contract arrangement. It remains unclear whether certain contract design at such setting 
may lead to desired outcome (e.g., low healthcare spending). At the process level, under 
what conditions and to what extent does excellent internal supply operations result in 
superior hospital performance? Industrial studies suggest that reliable, efficient internal 
supply chains that are integrated with production yield better financial and quality 
performance for manufacturing companies (Droge et al. 2004, Flynn et al. 2010). 
However, there is scant quantitative research on the impact of support departments in 
hospitals (Tucker et al. 2008, Fredendall et al. 2009). Studies are needed to understand 
the extent to which support departments impact patient care outcomes, such as adverse 
events.  
              Specifically, in Chapter 2 and 2A, I examine the diagnostic imaging utilization 
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and payment pattern for people with High Deductible Health Plans (HDHPs). The 
Institute of Medicine finds in its 2010 report that one-third of healthcare spending are 
wasted, and the largest category of waste is the provision of unnecessary services. 
Among all healthcare services, imaging has the highest growth rate. Diagnostic imaging 
technologies include magnetic resonance imaging, computed tomography, nuclear 
medicine positron-emission tomography, ultrasound, and x-rays. To illustrate the growth 
in imaging, Medicare-paid imaging almost tripled from $3.6 billion in 2000 to $10.0 
billion in 2012. It remains unclear whether patient cost-sharing is an effective policy 
lever to reduce imaging utilization and spending. Using 2010 commercial insurance 
claims data of more than 21 million individuals, we find that HDHPs enrollment is 
associated with a 7.5% decrease in the number of imaging studies and a 10.2% decrease 
in standardized imaging payments. Surprisingly, further analysis shows that consumers 
do not differentially reduce low-value imaging use more than all imaging use. Our study 
suggests increased patient cost-sharing may contribute to reductions in diagnostic 
imaging utilization and spending. However, HDHP may be a blunt instrument reducing 
all diagnostic imaging, rather than helping physicians and patients choose high-value 
imaging. Follow-up studies are conducted through in-depth conversation with physicians 
and patients to further understand the role patients play in deciding the usage of imaging 
studies. 
             I explore in Chapter 3 a new avenue for increasing patient safety—improving 
internal service quality (ISQ). Provision of safe, timely medical care to hospital patients 
requires services from multiple support departments, such as environmental services and 
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pharmacy. However, there have been few studies that examine the impact of the service 
quality of internal support departments on clinical performance. The lack of studies 
linking internal service quality (ISQ) to clinical performance creates a gap in healthcare 
operations management theory and—from a practice standpoint—might result in 
underinvestment in the quality of services delivered by hospitals’ internal support 
departments. To address these issues, we develop a hypothesis that higher ISQ is 
associated with lower adverse events. We test this hypothesis by leveraging a unique 
dataset from a hospital that developed its own measure of ISQ provided by support 
departments. Using over a year’s worth of monthly data on the average ISQ delivered by 
11 support departments to five nursing units, we test the impact of ISQ on two nursing-
sensitive adverse events: patient falls with injury and hospital-acquired pressure ulcers. 
We find support for our hypothesis that higher levels of ISQ are associated with lower 
rates of adverse events. Our results show that improving the overall average ISQ received 
by a nursing unit by 0.1 on a 5-point scale has almost the same benefit as increasing 
staffing on that unit by one full time equivalent nurse in terms of reducing adverse events. 
Our study has important implications for theory and practice as it points to a fruitful, and 
yet underutilized avenue for improving quality of care.  
             From a theoretical perspective, this body of work contributes to the growing body 
of empirical work on health care operations and to the literature on data analytics and 
health policy research. It also has substantial implications for practitioners and policy 
makers, especially given the need for ongoing health care reform. 
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CHAPTER 2: REDUCTIONS IN DIAGNOSTIC IMAGING 
WITH HIGH DEDUCTIBLE HEALTH PLANS 
Previously published as: Zheng, S., Z.J. Ren, J. Heinecke et al. “Reductions in diagnostic imaging 
with high deductible health plans.” Medical Care, February, 2016; 54(2): 110–117. 
http://journals.lww.com/lww-
medicalcare/Abstract/2016/02000/Reductions_in_Diagnostic_Imaging_With_High.2.aspx 
 
Background  
 Rapid growth has occurred in utilization of diagnostic imaging in Medicare Part B 
fee-for-service and privately insured populations (Horný et al. 2014, Lee and Levy 2012, 
Mitchell 2008, Medicare Payment Advisory Commission 2013), with imaging spending 
in Medicare almost tripling from $3.6 billion in 2000 to $10.0 billion in 2012 (Medicare 
Part 2008, Medicare Payment Advisory Commission 2013). Diagnostic imaging 
technologies include magnetic resonance imaging (MRI), computed tomography (CT), 
nuclear medicine positron emission tomography (PET), ultrasound (US), and X-rays.   
 Diagnostic imaging technologies allow for earlier and more accurate disease 
diagnoses (Black and Welch 1993). However, imaging use has been identified as a 
potential source of health care service overutilization based on geographic variation in 
imaging utilization and the continued use of low-value imaging (Olsen and Young 2010). 
High utilization of low-value diagnostic imaging – use of imaging with marginal medical 
benefit and potential patient harms, or use of expensive diagnostic imaging modalities 
when less expensive ones would be medically appropriate – may promote a cycle of 
increasing medical intervention conferring little or no benefit (Black and Welch 1993).  
 Health insurance plans use tools such as prior authorization to reduce the use of 
imaging services (Iglehart 2009), but utilization remains high. Methods such as evidence-
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based appropriateness criteria; practice guidelines; patient and physician education; 
management of physician self-referral and defensive medicine; and payment reform have 
been proposed as ways to reduce utilization, particularly of low-value imaging (Hendee 
et al. 2010).   
 Previous studies examining diagnostic imaging utilization primarily focus on 
physician incentives (e.g., physician self-referral and prior authorization) (Baker 2001, 
Levin and Rao 2004, Mitchell and Lagalia 2009). However, no studies directly examine 
the role of patient incentives, an important component in the reduction of low-value 
diagnostic imaging. Anecdotal evidence suggests increased out-of-pocket expenses make 
patients more cost conscious and less likely to request imaging studies (Lee and Levy 
2012), but empirical evidence is lacking.   
 Patient enrollment in High Deductible Health Plans (HDHPs) provides a good 
setting to examine impacts of high patient cost sharing on imaging utilization and 
payments. HDHPs are health insurance plans with relatively low premiums and high 
deductibles. Enrollment has exploded in recent years with proponents arguing HDHPs are 
an effective mechanism for reducing overutilization of health care and controlling costs 
(Waters et al. 2011, Wharam et al. 2007). In 2014, 45% of large firms offered HDHPs 
(The Kaiser Family Foundation and Health Research & Educational Trust 2014) and 76% 
of plans on the health insurance exchanges qualify as HDHPs (McKinsey Center for U.S. 
Health System Reform 2014). As of January 2014, 17.4 million individuals were enrolled 
nationally in HDHPs (America’s Health Insurance Plans (AHIP)’s Center for Policy and 
Research 2014).    
  
6 
 A large body of literature shows when patient cost-sharing increases, a reduction 
in health care utilization follows (Manning et al. 1987, Goodell and Swartz 2010). 
Previous studies have examined the impact of HDHPs on a variety of health care 
services: outpatient, inpatient, preventive services, emergency room, and pharmaceutical. 
In these studies, the association of HDHP enrollment and utilization/spending varies in 
both direction (i.e., reduction or increase in use) and magnitude (Haviland et al. 2015, 
Fronstin and Roebuck 2013, Wharam et al. 2013, Bundorf 2012, Nair et al. 2009, Waters 
et al. 2011, Hibbard et al. 2008, Busch et al. 2006, Rowe et al. 2008, Parente et al. 2004). 
A recent study examining a change from Health Maintenance Organization (HMO) to 
HDHP found HDHP enrollees use similar numbers of outpatient diagnostic imaging 
studies as HMO enrollees, contrary to the expectation that HDHPs reduces services 
subject to the deductible (Reddy et al. 2014). However, this study focused exclusively on 
outpatient visits (subject to a modest copayment) and imaging; it did not include inpatient 
utilization or include health plans where all services are subject to the deductible.  
 This is the first study to evaluate and quantify associations between HDHP 
enrollment and diagnostic imaging utilization nationally in all healthcare settings. As 
imaging studies are conducted for diagnostic purposes, there is uncertain value of the 
necessity and appropriateness of imaging in many cases (Olsen and Young 2010); thus, it 
remains unclear whether the effect of HDHP will be similar for diagnostic imaging as it 
is for other healthcare services. Examining associations between HDHP and diagnostic 
imaging utilization allows us to examine the role patients (and the patient-physician 
dyad) play in deciding the usage of imaging studies – that is, whether to have any 
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imaging studies and how many to use if they decide to have any. We also examine 
whether HDHP enrollment is associated with substitution between more and less 
expensive modalities and whether HDHP reduces all imaging utilization or incentivizes 
the reduction of low-value usage.  
Methods 
Data 
We used the 2010 Thomson-Reuters MarketScan® commercial claims and encounters 
database which includes enrollment, clinical utilization, and spending for employer-
sponsored private health insurance plans (Thomson Reuters 2011b).  
Analytic Sample 
We limited our analytic sample to adults aged 21 to 64 years continuously enrolled in the 
same health plan throughout 2010. We excluded enrollees who have claims information 
with missing diagnosis code, and/or enrollees with missing geographic location. We also 
excluded those enrolled in a comprehensive insurance plan, where contrary to the other 
insurance types, there is no incentive for its enrollees to use a particular list of providers 
(Thomson Reuters 2011b). Details on exclusions are in the Supplementary Appendix. 
Variable Definitions 
For each enrollee, we identified diagnostic imaging usage (i.e., CT, MRI, PET, US, and 
X-ray) from inpatient and outpatient claims using current procedural terminology (CPT) 
codes (see Supplementary Appendix for a full list and details) (American Medical 
Association 2006). We summed the total number of procedures to determine individual 
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imaging utilization.   
 Imaging utilization is heavy tailed. To adjust for outliers, we used a 99.99% 
Winsorization; this method replaces values above the 99.99th percentile with the value of 
the 99.99th percentile. We also created a binary indicator of whether an enrollee had any 
imaging studies during 2010.   
 We defined imaging costs as direct spending on imaging procedures, which does 
not include indirect costs such as time or travel costs. To calculate imaging payments, we 
created mean standardized payments and applied them to the type and number of imaging 
studies. As the price paid for a specific imaging procedure varies substantially based on 
insurance plan, service setting, and physician/hospital negotiations, using standardized 
payments allowed us to eliminate differences in payments due to those factors from the 
differences in imaging utilization based on insurance plan. Additionally, insurer allowed 
amounts may vary between HDHP and non-HDHP plans, and we did not want to conflate 
reductions in utilization with reductions based on a price effect in HDHP. Payment 
variables were standardized at the CPT and CPT modifier code level using outpatient 
insurer allowed amounts, including both insurer and enrollee payments. Prices from 
inpatient stays may be biased due to bundled payments, thus we calculated standardized 
payments using only outpatient claims. Procedures in capitated managed care plans were 
not included in calculation of standardized payments. We topcoded allowed amounts with 
99.99% Winsorization, then calculated the mean payment for each CPT and CPT 
modifier combination. We used these mean payments as standardized prices for all 
claims. The final standardized price for each imaging procedure is the sum of the 
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professional and technical components.  
 The primary independent variable was a binary indicator of whether an enrollee is 
in an HDHP. We defined HDHP using the high deductible or consumer-directed health 
plan Marketscan indicator. In 2010, HDHPs were defined by a minimum annual 
deductible of $1,200 for self-only coverage and $2,400 for family coverage (Glendening 
2009). We defined Non-HDHP as enrollment in an Exclusive Provider Organization, 
HMO, Point of Service, Preferred Provider Organization, or Point of Service with 
Capitation plan.   
 Binary indicators of 127 Hierarchical Condition Categories (HCCs) were used to 
capture an individual’s detailed diagnostic profile. There were 127 HCCs (e.g. Diabetes 
without Complication) generated by applying the HHS-HCC software to the claims data 
(Kautter et al. 2014, Department of Health and Human Services 2013). In summary 
statistics and to separate enrollees into terciles of projected health spending, we used risk 
scores produced by the HHS-HCC risk adjustment model at silver metal levels (actuarial 
value = 70%)(Baker et al. 2015); higher risk scores indicated higher predicted costs. We 
used the 127 HCC indicator variables in regression models as a proxy for health status 
instead of the risk score as effects of HCCs on imaging utilization may be different from 
that predicted for costs.   
 We created HCC risk score terciles. The average total medical spending for the 
first (least sick), second, and third terciles were $1469, $2459, and $9138, respectively. 
Service settings (e.g., outpatient hospital, office) were identified based on the Thomson-
Reuters Marketscan Place of Service (Thomson Reuters 2011a).  
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Statistical Analysis 
 To compare characteristics and utilization between HDHP and non-HDHP 
enrollees, we used t-tests for continuous variables and chi-square tests for categorical 
variables.   
 To evaluate associations between HDHP enrollment and imaging utilization, we 
used a negative binomial regression with the dependent variable of the total number of 
imaging studies in 2010 for each enrollee, with and without controls.  
 To determine whether any observed association between HDHP enrollment and 
imaging utilization was due to changes in the use of diagnostic imaging or due to changes 
in the number of imaging studies for patients with imaging, we used a Hurdle model 
(Cameron and Trivedi 2013). The first stage was a logit regression with the dependent 
variable a binary indicator of whether an enrollee had any diagnostic imaging. In the 
second stage, we used a zero-truncated negative binomial regression with the dependent 
variable of the total number of imaging studies, including only enrollees with an imaging 
study. To examine changes in the composition of imaging modalities associated with 
HDHP enrollment, we estimated logit regressions separately for each modality. 
 Regression models controlled for a patient’s age, age squared, gender, geographic 
location (i.e., 3-digit ZIP code), and 127 binary HCCs. In the second stage of the Hurdle 
model, we included controls for service setting and imaging modality (i.e., CT, MRI, 
PET, US, or X-ray). These were not included in other models because they vary only 
when patients have imaging utilization. Robust standard errors were used.   
 For the negative binomial regression and the second stage zero-truncated negative 
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binomial regression of the Hurdle model, we reported estimated model coefficients. For 
the Hurdle model first stage logit regression, we reported average marginal effects with 
standard errors calculated by the delta-method (Oehlert 1992). In payment analyses, we 
used similar regression models with standardized payment instead of utilization as 
outcome variables.   
 We conducted several sensitivity analyses. First, for each utilization and payment 
analysis above, we repeated the analysis with interaction terms for HDHP and HCC risk 
score tercile. Second, we examined the association of HDHP enrollment with utilization 
of low-value MRIs (e.g., lumbar spine MRIs used to diagnose lower back pain), 
identified using CPT codes 73721, 72148, 73221, and 72158. These four procedures have 
been cited being potentially of lower medical value as well as sources of overuse (Lee 
and Levy 2012). Third, we examined imaging studies subsequent to external injuries 
(ICD9 codes E800–E999 and 800–999). Additionally, we did several other sensitivity 
analyses reported in the text (full details on request).   
 All analyses were conducted using SAS 9.3 (SAS Institute, Cary, North Carolina) 
and Stata 12 (StataCorp, College Station, Texas). A p-value less than 0.001 was 
considered statistically significant.  
Results 
Our study sample included 21,440,466 continuously enrolled individuals aged 21–64 
with complete data in 2010 (Supplementary Appendix Figure S1).  
 HDHP enrollees are more likely than non-HDHP enrollees to be male and live in 
the north-central region (Table 1). HDHP enrollees are slightly younger, and they are also 
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healthier than non-HDHP enrollees as indicated by lower HCC risk scores. This risk 
score, which takes into account age, gender, and HCC categories, indicates HDHP 
enrollees were expected to have 13 percentage point lower costs than non-HDHP 
enrollees based on health status.   
 Among all enrollees, 38.54% had at least one imaging study (Table 2). Those with 
at least one imaging study had an average of 3.22 imaging studies. Without controls, 
HDHP enrollees used 9.2% fewer imaging studies than non-HDHP enrollees. The median 
of the total patient cost sharing ratio (i.e., total cost share for imaging studies divided by 
total non-standardized imaging payments) were 21.6% for HDHP and 10.0% for non-
HDHP enrollees, with means of 44.1% and 23.3%, respectively.  
 After controlling for enrollee age, gender, geographic location, and health status, 
HDHP enrollees used 7.5% fewer imaging studies than non-HDHP enrollees (Table 3). 
This difference in imaging utilization corresponded to a 10.2% difference in imaging 
payments (detailed results in Supplementary Appendix, Table S2). We conducted a 
robustness check comparing diagnostic imaging utilization for HDHP enrollees versus 
that of each insurance type (i.e., PPO, HMO, POS/POS with capitation, and EPO). We 
found a consistent negative association of HDHP enrollment with total number of 
imaging studies, though the magnitude of this association varies by type. Specifically, we 
found that compared to HDHP enrollees, PPO enrollees use 7.5% more imaging studies; 
HMO, POS/POS with Capitation, EPO enrollees use 2%, 10.3% and 23.2% more 
diagnostic imaging studies, respectively.   
 The two-stage Hurdle Model showed HDHP enrollees were 1.8 percentage points 
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less likely to use any imaging. However, once an enrollee had at least one imaging study, 
the number of and payments for imaging were similar between HDHP and non-HDHP 
enrollees, although differences remain statistically significant. Given an enrollee had at 
least one imaging study, HDHP enrollees used 1.5% fewer studies. There were notable 
changes in the composition of imaging modalities HDHP enrollees use. HDHP enrollees 
were 0.6 percentage points less likely to use MRI, 0.9 percentage points less likely to use 
CT, 0.3 percentage points less likely to use US, and 1.5 percentage points less likely to 
use X-ray (Figure 1). Due to differences in the number and modalities of imaging studies 
conducted, for those with at least one study, HDHP enrollees had 2% lower standardized 
payments than non-HDHP enrollees.   
 Associations of HDHPs with imaging utilization varied by HCC risk score tercile. 
In the first tercile (the least sick group), HDHP enrollees used 9.2% fewer imaging 
studies than non-HDHP enrollees. The reductions for the second and third terciles were 
8.4% and 4.7%, respectively (Figure 2). Differences among terciles were significant 
(except differences between the first and second terciles).   
 We found there was no significant difference between HDHP and non-HDHP 
enrollees in the number or modalities of imaging studies conducted subsequent to 
external injuries (Supplemental Appendix, Figure S2). 
  
  
14 
Table 1. Enrollees Characteristics 
Plan Type HDHP* Others** Total P Values 
N 1,670,362  19,770,104  21,440,466  
 
Female (%) 52.24  52.71  52.67  <0.001 
Region (%)    <0.001 
Northeast  14.43  15.27  15.21  
 
North Central  33.52  23.84  24.59  
 
South  35.65  40.14  39.79  
 
West  16.40  20.75  20.42  
 
Average Age 43.48  44.00  43.96  <0.001 
Average Hierarchical Condition 
Categories (HCC) Risk Score*** 
1.13  1.26  1.25  <0.001 
Top 5 HHS-HCC Hierarchies (%) 
    
Diabetes without Complication 4.09  5.13  5.05  <0.001 
Major Depressive and Bipolar 
Disorders 
2.44  2.83  2.80  <0.001 
Asthma 2.28  2.64  2.61  <0.001 
Diabetes with Chronic Complications 0.96  1.33  1.30  <0.001 
Breast (Age 50+) and Prostate Cancer, 
Benign/Uncertain Brain Tumors, and 
Other Cancers and Tumors 
0.99  1.08  1.07  <0.001 
Note: *HDHP includes high-deductible health plan and consumer-directed health plan. **Others 
includes Exclusive Provider Organization, Health Maintenance Organization, Point of Service, 
Preferred Provider Organization, and Point of Service with Capitation. All enrollees in the 
sample are continuously enrolled in the same health plan in 2010. ***HCC Risk Scores are all at 
Silver metal levels as defined by the ACA.  
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Table 2. Summary Statistics on Imaging Utilization 
Plan Type HDHP* Others** Total P Values 
Any Imaging Studies         
% of Enrollees who have an imaging study 36.51  38.71  38.54  <0.001 
Average number of imaging studies for 
those with at least one imaging study 
3.11  3.23  3.22  <0.001 
CT 
    
% of Enrollees who have a CT 7.65  8.76  8.68  <0.001 
Average number of CTs for those with at 
least one CT  
2.52  2.50  2.50  <0.001 
MRI 
    
% of Enrollees who have an MRI 6.75  7.50  7.44  <0.001 
Average number of MRIs for those with at 
least one MRI 
1.44  1.46  1.46  <0.001 
PET 
    
% of Enrollees who have a PET 0.28  0.30  0.30  <0.001 
Average number of PETs for those with at 
least one PET 
1.50  1.49  1.49  0.8192 
Ultrasound 
    
% of Enrollees who have an Ultrasound 13.61  14.19  14.15  <0.001 
Average number of Ultrasounds for those 
with at least one Ultrasound 
2.10  2.11  2.11  0.1622 
X-ray 
    
% of Enrollees who have an X-ray 25.03  27.04  26.88  <0.001 
Average number of X-rays for those with at 
least one X-ray 
2.22  2.28  2.28  <0.001 
Note: *HDHP includes high-deductible health plan and consumer-directed health plan. **Others 
includes Exclusive Provider Organization, Health Maintenance Organization, Point of Service, 
Preferred Provider Organization, and Point of Service with Capitation. All enrollees in the 
sample are continuously enrolled in the same health plan in 2010. 
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Table 3. Effect of HDHP on Imaging Utilization and Payment 
  
Imaging Utilization Analysis 
Standardized Imaging Payment 
Analysis 
 
Full Model Hurdle Model Full Model Hurdle Model 
  
Negative 
Binomial 
Logit 
Zero-
truncated 
Negative 
Binomial 
Negative 
Binomial 
Logit 
Zero-
truncated 
Negative 
Binomial 
  
total number 
of imaging 
studies 
image=1 if 
a benefi-
ciary has 
any 
imaging 
studies 
total 
number of 
imaging 
studies 
total 
standardized 
payment for 
imaging 
studies 
imagepay=1 
if a benefi-
ciary has 
any 
standardized 
payment for 
imaging 
studies  
total 
standardized 
payment for 
imaging 
studies 
1=HDHP -0.0751*** -0.018*** -0.0151*** -0.102*** -0.018*** -0.0196*** 
 
(-0.0017) (-0.00038) (-0.0014) (-0.0024) (-0.00038) (-0.0012) 
Observations 21,440,466  21,440,466  8,263,204  21,440,466  21,440,466  8,263,204  
Pseudo R-
squared 
0.045 0.095 0.174 0.005 0.095 0.082 
robust standard error in 
parentheses 
 * p<0.05  ** p<0.01  *** p<0.001 
  
Note: The coefficients in logit model are average marginal effects. Both the full model and Hurdle 
model controlled for patient geographic location, and a proxy for health status. To proxy for health 
status, we used 127 Hierarchical Condition Categories (HCC), generated by HHS-HCC software. In 
the Hurdle model, the zero-truncated negative binomial regression further controlled for service 
setting (i.e., outpatient, inpatient, office, emergency room and others) and imaging modality (i.e., CT, 
MRI, PET, US, and X-ray). 
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Figure 1. Effect of HDHP on the Probability of Having at Least One Imaging Study 
by Modality 
 
Note: The dollar number in parentheses is the average standardized payment per procedure for 
each modality. The percentage point change in probability is the average marginal effects of 
HDHP obtained from logit models, which controlled for patient geographic location, and a proxy 
for health status. To proxy for health status, we used 127 HCCs, generated by HHS-HCC 
software.*The number for PET is not statistically significant. 
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Figure 2. Effect of HDHP on Imaging Utilization by Hierarchical Condition 
Categories (HCC) Risk Score Tercile  
 
Note: the dollar number in parentheses is the mean of the total medical spending for each tercile. 
Total medical spending includes both inpatient and outpatient spending for each enrollee in year 
2010. The HDHP effects on Imaging Utilization among three Hierarchical Condition Categories 
(HCC) risk score tercile groups are statistically different from each other in all the models except 
that the effects between Tercile 2 and Tercile 1 are not statistically different in Negative Binomial 
Model as well as Zero-truncated Negative Binomial Model. All models controlled for patient 
geographic location, and a proxy for health status. To proxy for health status, we used 127 HCCs, 
generated by HHS-HCC software. In the Hurdle model, the zero-truncated negative binomial 
regression further controlled for service setting (i.e., outpatient, inpatient, office, emergency room 
and others) and imaging modality (i.e., CT, MRI, PET, Ultrasound and X-ray). 
 
Discussion  
 We found HDHP enrollees used fewer studies and had lower standardized 
payments for diagnostic imaging than non-HDHP enrollees after controlling for health 
status. Changes in utilization were less pronounced for the sickest group; this group was 
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most likely to exceed the deductible and be in regions of the insurance plan with lower 
out-of-pocket spending. Combined, these results suggest decisions to have any imaging, 
made by the physician-patient pair, were particularly sensitive to cost sharing. Once this 
decision was made, however, there was little difference in the number of studies 
conducted.   
 These results are consistent with previous findings related to patient cost-sharing 
and HDHPs, namely that increased patient cost sharing is associated with decreased 
health care utilization and costs (Manning et al. 1987, Reddy et al. 2014, Goodell and 
Swartz 2010). The magnitude of reductions are similar to those for outpatient services 
and drug use associated with HDHPs (Bundorf 2012), although our findings contradict a 
recent study that found that HDHP enrollees used similar quantities of outpatient 
diagnostic imaging studies as HMO enrollees (Reddy et al. 2014). This is likely due to 
the fact that HMOs may already have more controlled diagnostic imaging utilization, as 
when specifically compared, HDHP enrollees used only 2% fewer studies than HMO 
enrollees.   
 Although there were decreases in diagnostic utilization associated with HDHP 
enrollment, we were unable to determine whether the reduced utilization was high or 
low-value, which is important for consumer welfare. We conducted a sensitivity analysis 
to analyze reductions in use for all MRIs as well as for MRIs identified as low-value 
(e.g., lumbar spine MRIs for lower back pain) and found similar negative associations 
between HDHPs and utilization in direction and magnitude. Specifically, we found that 
HDHP enrollees used 9.9% fewer low-value MRIs and 9.7% fewer all MRIs. This 
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suggests consumers do not differentially reduce low-value imaging use more than all 
imaging use. This is consistent with previous findings on patient cost-sharing and HDHPs 
where patients indiscriminately reduce medical care for both acute and chronic conditions 
(Lohr et al. 1986, Hibbard et al. 2008), although in one study, HDHP enrollees reduced 
emergency department visits for low severity rather than high severity conditions 
(Wharam et al. 2007). This suggests HDHP may be a blunt instrument reducing all 
diagnostic imaging, rather than helping physicians and patients choose high-value 
imaging. More research is needed on the effectiveness of increased HDHP enrollment 
and consumer cost-sharing as a policy tool for decreasing low-value utilization.  
 Reductions in utilization and standardized payments were mainly driven by 
reductions in utilization of any imaging. Once any imaging was conducted, there was a 
very small difference in the number of studies utilized. This could indicate once an 
enrollee decides to have imaging, she has less influence on how many studies are 
conducted; additionally, it may be that the cost of one imaging study causes the enrollee 
to meet the deductible, and thus she is less sensitive to the number and/or cost of 
imaging.   
 Varied rates of overall health care utilization (e.g. treatment for chronic 
conditions) by health plan type may impact the deductible remaining at the decision for 
imaging. As we do not have the benefit plan parameters, we cannot observe how close 
the individual is to meeting the deductible prior to imaging use (or whether she has 
already met the deductible). Previous research has shown individuals are somewhat 
forward looking, meaning she takes into account not just the price of care at the time of 
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use, but also the anticipated end-of-year price (Aron-Dine et al. 2014). Thus, we 
conducted the subgroup analysis by risk score tercile. The results from this subgroup 
analysis showed reductions in imaging use associated with HDHP is less for the sickest 
group (most likely to surpass the deductible) than for the least sick group (unlikely to hit 
the deductible without imaging).  
 We also estimated the association between HDHP and imaging studies due to 
external injuries only. This usage may generally be more emergent with less choice and 
input for an individual than imaging utilization for a chronic condition, for example. 
Consistent with the hypothesis that there should be less choice regarding imaging for 
external injury diagnoses, we found no statistically significant difference in injury related 
imaging utilization between HDHP and non-HDHP enrollees. This is consistent with our 
findings that the majority of the association between HDHP enrollment and reduced 
imaging utilization are a result of the probability of having any imaging study. Since the 
sample with external injury diagnosis codes were defined by the fact that they had 
imaging for an injury, we do not observe the probability of presenting for imaging for an 
injury.  
 Results by modality suggest there is minimal shifting to less expensive modalities, 
unlike the shifting found from brand-name drugs to generic drugs (Greene et al. 2008). 
We found HDHP enrollment was associated with significant decreases in the likelihood 
of use of X-rays, MRI, and CTs, with limited changes in the likelihood of ultrasound use.  
 This study had several limitations. First, we were not able to control for individual 
or family income, which influences the relative burden a HDHP imposes. We controlled 
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for 3-digit ZIP code, which supplies information about differences in income nationwide. 
We conducted a sensitivity analysis controlling for worker type (e.g., salary non-union) 
for the one-third of the sample with complete information; results were similar in 
direction and magnitude. Second, we were not able to fully control for physician-side 
factors or incentives in our model. To address this, we conducted a sensitivity analysis 
controlling for the number of available diagnostic imaging centers within the 3-digit ZIP 
code to each enrollee instead of 3-digit ZIP code fixed effects; results were similar in 
direction and magnitude. Third, we were not able to fully control for endogeneity in 
HDHP enrollment. We used an extensive set of concurrent HCCs to capture the 
diagnostic profile in addition to demographic controls, but HCCs may be influenced by 
health plan enrollment. In an effort to separate effects of cost-sharing from that of 
unobserved differences in health status, we found a smaller association for the sickest 
group, who is likely to exceed the deductible in all health plans. This suggested that the 
effect we find is a result of cost-sharing rather than unobserved long term “taste” for 
health services, which may differ between HDHP and non-HDHP enrollees. Fourth, our 
results from 2010 may overestimate differences in imaging utilization in future years. 
Starting in 2011, the Affordable Care Act required health plans to provide certain free 
preventive services (Federal Register 2010). As more HDHP plans provide free 
preventive care not subject to the deductible, enrollees may have more contact with the 
healthcare system, leading to increased diagnostic imaging for HDHP enrollees. 
However, concomitant increases in preventive care for non-HDHP enrollees may lead to 
our estimates remaining consistent.   
  
23 
 Our results suggest use of increased patient cost-sharing for diagnostic imaging 
could be beneficial for reducing imaging utilization. Further research on optimal cost-
sharing is needed. Too low cost sharing may encourage patients to demand (or agree to) 
low-value imaging studies, but too high cost sharing may discourage patients from high-
value imaging. As diagnostic imaging can have important downstream care and cost 
implications (Jarvik et al. 2003), having the right level of high-value utilization is an 
important policy priority. Previous studies found HDHPs have different impacts 
depending on the site and type of care (Haviland et al. 2015, Wharam et al. 2013, 
Bundorf 2012, Nair et al. 2009, Waters et al. 2011, Hibbard et al. 2008, Busch et al. 2006, 
Rowe et al. 2008, Parente et al. 2004). By explicitly testing associations between HDHP 
enrollment and diagnostic imaging, we provide a more complete picture for policy 
makers in making guidelines related to HDHP plans. Our results suggest increases in 
HDHP enrollment may contribute to a slow in the growth of diagnostic imaging 
utilization. However, increased cost-sharing may not allow patients to differentiate 
between high-value and low-value utilization, and better patient awareness and education 
should be a crucial part of any reductions in diagnostic imaging utilization. 
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CHAPTER 2A: FOLLOW-UP STUDIES 
 
 To understand further the role patients (and the patient-physician dyad) play in 
deciding the usage of imaging studies, I conducted in-depth conversations with both 
physicians and patients (see Figure 3 and 4 for a sample of interview questions. For a full 
list of interview questions, please see Appendix). This study was approved by Boston 
University Internal Review Board. Specifically, I interviewed three physicians (i.e., 
hospitalist, primary care provider) and one imaging technicians with the average 
conversation time of 70 mins. I also interviewed six patients with the average 
conversation time of 20 mins. Three of them are enrolled in HDHPs at the point of our 
interview, and the rest three are from non-HDHPs. 
Figure 3. Sample of Interview Questions to Physicians 
Background 
1) How are you paid? (e.g., fee for service, pay for performance, capitation) 
2) Are you aware of your patients’ insurance type when you are performing an exam and 
ordering treatment/tests? If so, how?  
Encounter Patients request diagnostic imaging studies? 
1) Do patients themselves ever request imaging studies? If yes, please continue with 
Questions 2–5. If no, please go to next section.  
2) Under what circumstances does this occur?  
Encounter Patients deny diagnostic imaging studies?  
1) Do patients ever refuse diagnostic imaging studies? If yes, please continue with 
Questions 2, 3, and 4. If no, please go to next section. 
2) How often does this occur? 
Encounter Patients delay diagnostic imaging studies?  
1) Have you ever encountered patients who delay diagnostic imaging studies? If yes, 
please continue with Question 2, and 3. If no, please go to next section. 
2) How often does this occur? 
3) What type of patient is likely to delay diagnostic imaging studies based on your 
experience?  
Decision on the number of diagnostic imaging studies 
1) Once patients agree to diagnostic imaging studies, how are the total number of imaging 
studies decided? 
2) Are you aware of the charges for imaging studies under various insurance plans? Are 
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you aware of whether your patients will be responsible for paying all or part of those 
charges? 
3) Do any non-medical factors affect your decision to order imaging studies? If so, what 
are they? 
Note: all questions are for non-Medicare patients only  
 
Figure 4. Sample of Interview Questions to Patients 
Background 
1) What is your insurance type? (e.g., high deductible health plan, HMO, PPO) 
2) Why do you choose current insurance plan? (e.g., employer mandate, financial concern 
due to low premium) 
Ever request diagnostic imaging studies? 
1) Have you ever request a diagnostic imaging studies (e.g., CT, MRI, Ultrasound, X-
rays) from your health care provider? If yes, please continue with Questions 2–5. If no, 
please go to next section.  
2) How often?  
3) Are those for imaging studies in general? What make you request for those imaging 
studies? 
4) Are those for alternatives to your doctor’s recommendation? If you propose 
alternatives, do they tend to be more or less expensive/invasive? 
Ever deny diagnostic imaging studies?  
1) Have you ever refuse diagnostic imaging studies? If yes, please continue with 
Questions 2, 3, and 4. If no, please go to next section. 
2) How often?  
Ever delay diagnostic imaging studies?  
1) Have you ever delay diagnostic imaging studies? If yes, please continue with Question 
2, and 3. If no, please go to next section. 
2) How often? 
3) Why?  
Decision on the number of diagnostic imaging studies 
1) When you agree to diagnostic imaging studies, are you aware how the total number of 
imaging studies is decided? 
2) Are you aware of the charges for imaging studies?  
3) Does your doctor discuss with you about the total number of diagnostic imaging 
studies to be ordered?  
4) Have you ever request fewer diagnostic imaging studies? If so, why and results? 
Note: all questions are for non-Medicare patients only  
 
 There are two main preliminary findings. First, the difference between HDHP 
patients and non-HDHP patients in the likelihoods of having any imaging study is 
probably more due to the fact that HDHP patients don’t demand much, and less about 
they reject/delay imaging studies. Physicians expressed more frequent encounters with 
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patients demanding imaging studies or proposing alternative, and less frequent 
encounters with patients reject or delay imaging studies. If latter happens, it’s usually 
related to factors other than financial concerns, such as, concerns for radiation and time. 
One primary care doctor told us that if patients don’t get it from PCP, they’ll get it 
anyway from the specialist. In cases patients demand imaging studies, physicians 
sometimes give in to avoid lawsuit. And once any benign tumor is found (, which is quite 
likely as human body are not perfect, said one interviewee), physicians are then obligated 
to follow up with more imaging studies.  
 Interviews with patients further confirm with what we’ve found with physicians. 
Patients who are in HDHPs expressed their financial concerns for receiving healthcare 
services. All HDHP patients we’ve interviewed said they have never demanded an 
imaging study. In most cases, they tried to avoid seeing a doctor if they can find medicine 
or other less expensive ways to address their health concern. During one patient’s 
enrollment in HDHP, he said he never saw a doctor except when he was admitted to ED a 
couple of times. However, if they did end up seeing a doctor, all HDHP patients we’ve 
interviewed said they’ve never rejected or delayed imaging studies prescribed by 
physicians. Our non-HDHP interviewees also have never rejected or delayed imaging 
studies prescribed by physicians. Yet the difference between HDHP and non-HDHP 
interviewees is that non-HDHP patients are less likely to hold back their health concerns 
for financial reasons.  
 Another preliminary finding from our interviews is that the number of imaging 
studies is decided by physicians based on medical needs, which is consistent with our 
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findings from the Marketscan data that there’s not much difference in the number of 
imaging studies conditional on any imaging studies. We found physicians usually don’t 
discuss with patients the number of imaging studies to be conducted, mainly because 
they’re very busy. Also, physicians don’t know patients’ insurance type unless patients 
bring it up, which rarely happens. One interviewee said “I’m a physician. I concern about 
patients’ medical needs. If they have any financial concern, they can discuss it with the 
hospital’s finance department or their insurance company.”  Interview with patients also 
suggest that they don’t discuss with physicians about the number of imaging studies to be 
taken. They usually did what the physicians told them to do. 
 In sum, we’ve found that patients did play a role in deciding the usage of imaging 
studies in the way that HDHP patients are less likely to demand imaging studies than 
non-HDHP patients. However, as patients cannot distinguish low-value care from high-
value care, HDHP patients avoid patient care in general. This is consistent with previous 
literature on patient cost-sharing and HDHPs where patients indiscriminately reduce 
medical care (Hibbard et al. 2008, Lohr et al. 1986). It further suggests that HDHP may 
be a blunt instrument reducing all diagnostic imaging, rather than helping physicians and 
patients choose high-value imaging. 
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CHAPTER 3: THE IMPACT OF INTERNAL SERVICE QUALITY ON 
PREVENTABLE ADVERSE EVENTS IN HOSPITALS 
 
Introduction 
 US healthcare organizations may benefit from the application of operations 
management principles to improve performance. These improvements are sorely needed. 
Healthcare comprised almost 18% of the U.S. gross domestic product in 2011 (Moses et 
al. 2013), well above the average of 9.3% for the 30 countries in the Organization for 
Economic Cooperation and Development, and about 50% higher than the next highest 
country (OECD 2013). Up to 20% of this spending—over $900 billion—is estimated to 
be wasted due to inefficiencies and poor coordination (Berwick and Hackbarth 2012). At 
the same time, quality of care is lacking. Chronic disease patients being treated by a 
physician only receive about half of the care recommended by national guidelines for 
their condition (McGlynn et al. 2003). Furthermore, medical errors in hospitals remain 
prevalent after a decade of effort to reduce them (Wachter 2010). A 2016 study estimates 
that medical errors are the third leading cause of death in the U.S., killing approximately 
250,000 people each year (Makary and Daniel 2016). To illustrate the issue at a hospital 
level, a study at Boston Children’s Hospital found that 33.8% of patients experienced a 
medical error and 3.3% had a preventable adverse medical event (Starmer et al. 2013). A 
medical error is defined as “an act of omission or commission in planning or execution 
that contributes or could contribute to an unintended result” (Grober and Bohnen 2005). 
Preventable adverse events occur when patients unnecessarily suffer harm from their 
medical treatment rather than from their underlying disease (Vincent et al. 2001). Thus, 
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adverse events, which are the focus of our study, can be considered as a subset of medical 
errors because medical errors do not necessarily involve patient harm, while adverse 
events do.  
 In 2013, the high rates of harm in hospitals motivated the Institute of Medicine to 
advocate incorporating principles from operations management and industrial 
engineering in the quest to improve the quality of care (Smith et al. 2013). The call to 
expand the theoretical base used for performance improvement in healthcare is necessary 
because the industry historically has focused on improving via the application of new and 
better clinical knowledge (Institute of Medicine 2000, Institute of Medicine 2001). This 
approach is incomplete, however, because operations management-related (OM) 
principles can help improve the delivery of healthcare, and hence patient safety—even 
when the best clinical practices are already in place (Smith et al. 2013).  The use of a 
checklist, for example, is an OM solution that has been widely implemented in health 
care to reduce surgical errors (Gawande and Lloyd 2010, Harvey et al. 2016).   
 Another OM principle that may be useful in reducing errors is the integration of 
internal supply chains with service delivery. Internal supply chains provide frontline 
workers with the materials and equipment needed to serve customers (Tucker et al. 
2014). Industrial studies suggest that reliable, efficient internal supply chains that are 
integrated with production yield better financial and quality performance for 
manufacturing companies (Droge et al. 2004, Flynn et al. 2010). We believe that there are 
similar benefits to be gained for service organizations. In healthcare, internal support 
departments—such as biomedical equipment, environmental services, and patient 
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transport services—comprise the internal supply chain (Fredendall et al. 2009). Poor 
performance in these departments may result in workarounds, delayed patient care, and 
even medical errors (Tucker et al. 2014, Tucker 2016). However, there is scant 
quantitative research on the impact of support departments in hospitals (Tucker et al. 
2008, Fredendall et al. 2009). Therefore we know little about the extent to which support 
departments impact patient care outcomes, such as adverse events. This is an important 
theoretical and practical omission because without quantifiable evidence of the impact of 
non-clinical departments on clinical outcomes, these departments might be overlooked in 
models of error causation and be under-resourced by hospital management.    
 The lack of research on hospitals’ internal service quality may stem from the fact 
that few hospitals routinely collect and retain data on the performance of internal support 
departments. Consequently, there is little quantitative data available to test the impact of 
internal service quality (ISQ) on key quality performance metrics, such as adverse events. 
(A notable exception is KC and Terwiesch 2009). In this paper, we address this gap in the 
literature by leveraging a novel longitudinal dataset from a hospital that developed a 
measure of ISQ. We combine this data with unit-level, monthly measures of patient falls 
and pressure ulcers to test the impact of ISQ on adverse events. This is a unique 
opportunity as most healthcare operations research has relied on publicly available, 
hospital-level, such as patient mortality (e.g., Senot et al. 2015, KC and Terwiesch 
2011)—which is a blunt measure of quality—or process of care measures (e.g., Boyer et 
al. 2012, Gardner et al. 2015, Senot et al. 2015), which have been criticized in the 
healthcare literature for their weak connection to clinical outcomes (Patterson et al. 
  
31 
2010). We find strong support for our hypothesis that higher levels of ISQ are negatively 
associated with adverse events. Our paper makes a theoretical contribution to the service 
operations literature by demonstrating a link between ISQ and adverse events, which to 
our knowledge has not been shown previously. We find that improving the overall 
average ISQ received by a nursing unit by 0.1 on a 5-point scale has roughly the same 
benefit for reducing adverse events as increasing staffing on that unit by nearly one 
fulltime equivalent nurse. From a practice standpoint, our results highlight the importance 
of focusing on the supply of materials and equipment to nursing units as a viable and 
cost-effective means to improve clinical performance.  
Prior Research Related to ISQ and Adverse Events  
 Building on Johnston’s (1995) study of service quality, we define ISQ as the 
extent to which support departments reliably provide materials and services needed for 
patient care. Prior research on ISQ stems from Heskett and colleague’s seminal work on 
the service profit chain (Heskett and Schlesinger 1994). They hypothesize that high levels 
of internal service quality lead to satisfied employees, who in turn provide cheerful, 
competent service to customers, which increases customer satisfaction, ultimately 
resulting in higher firm profitability due to customer loyalty and positive word-of-mouth. 
Many studies empirically validate the theoretical link between ISQ and the outcomes of 
employee satisfaction and profitability (e.g., Wu et al. 2014, Pantouvakis and 
Mpogiatzidis 2013, Dauda et al. 2013, Goldstein 2003).  
Our study differs from those papers by examining the link between ISQ and employee 
capacity for providing service, which in turn impacts the quality and quantity of service 
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provided to customers. We argue that, in healthcare settings, low ISQ causes operational 
failures, which in turn result in nurses spending time searching for missing equipment 
and materials (Tucker 2004, Fredendall et al. 2009, Beaudoin and Edgar 2003, Sobek and 
Jimmerson 2003, Tucker 2016). These workarounds take nurses away from patients’ 
bedsides, reducing their ability to observe changes in patients’ medical conditions 
(Hendrich et al. 2008). Vigilance is an important role played by nurses, such as noticing 
whether a patient’s skin is beginning to break down, which triggers nurses to begin 
treatments to prevent pressure ulcers (Lake and Cheung 2006). Operational failures also 
erode up to 10% of nurses’ days, reducing time available for patient care (Tucker 2004). 
Although prior studies in the medical literature suggest a potential link between ISQ and 
quality of nursing care (Beaudoin and Edgar 2003, Gurses and Carayon 2007, Hendrich 
et al. 2008, Tucker et al. 2014, Manias et al. 2002), our study is one of the first to test this 
link empirically with an objective measure of quality of care.   
 Another body of literature that focuses on ISQ is lean production. Related to the 
service-profit chain literature, the lean production literature hypothesizes that clinicians 
who have the required materials for patient care should be able to provide higher quality 
care than clinicians who have to spend time searching for equipment and materials 
(Fredendall et al. 2009, Sobek and Jimmerson 2003, Mazur and Chen 2009). This 
research suggests that improving ISQ will reduce interruptions and increase time for 
patient care, both of which should result in fewer medical errors (Spear and Schmidhofer 
2005). A limitation of this research stream is that most papers are descriptive in nature 
(Fredendall et al. 2009, Sobek and Jimmerson 2003) or use perceptual measures of 
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performance (Mazur and Chen 2009), which limit their ability to engage in hypothesis 
testing. Therefore, longitudinal, quantitative research is needed to rigorously test the 
relationships between ISQ and objective patient outcome measures, such as adverse 
events. Given the prevalence of adverse events and the potential severity of the 
consequences for patients (Institute of Medicine 2000, Wachter 2010, Leape et al. 1991), 
the link between ISQ and adverse events is an important area of study.  
 We are interested in the relationship between ISQ and two types of adverse 
events: patient falls and pressure ulcers. Patient falls and pressure ulcers are nursing-
sensitive adverse events because they are primarily determined by the quality of nursing 
care delivered to patients (Lake and Cheung 2006). For example, if a nurse is tracking 
down a missing medication, she is unable to be as involved with patient care as she 
otherwise might be. Some patients risk falling if they get up to do something for 
themselves because their nurse is unavailable (Hitcho et al. 2004). Similarly, if a nurse is 
searching for a working vital sign monitor, she may forget to (or run out of time to) 
reposition an immobile patient in his bed. Repositioning immobile patients every two 
hours is essential to prevent skin breakdown (Lake and Cheung 2006). Thus, low ISQ 
may cause operational failures, which then result in workarounds that erode nursing time 
needed to perform nurses’ primary functions of vigilance and treatment, which ultimately 
could cause higher rates of patient falls and pressure ulcers on the unit.   
 Despite the theoretical connection between ISQ and adverse events, this 
relationship has not been tested explicitly and related literature is inconclusive. Lake and 
Cheung’s (2006) review of research testing the impact of nurse staffing on patient falls 
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and pressure ulcers finds mixed results. Some studies show that higher levels of staffing 
result in fewer adverse events, while other studies fail to support this relationship. The 
authors conclude that more research is needed on the topic. We propose that the 
effectiveness of high nurse staffing levels can be eroded if there are high numbers of 
operational failures stemming from poor ISQ, which would blur the empirical 
relationship between staffing levels and adverse events. For this reason, it may be useful 
to explicitly test the link between ISQ and adverse events. Given the arguments outlined 
above, we hypothesize that higher levels of ISQ will be associated with lower rates of 
nursing-sensitive adverse events.  
Methods  
Data and Sample Size 
 To test our hypothesis, we compile a data set at the level of the “nursing-unit 
month” using multiple databases internal to a major medical center with over 300 beds 
that serves as a teaching hospital and is part of a network of leading hospitals located in 
the Boston area. The dataset has 104 observations from March 2013 to March 2014 from 
8 inpatient units. We exclude three units (one pediatric unit, one labor and delivery unit, 
and one mother and baby unit) because they do not have data on patient falls and pressure 
ulcers. In calculating our summary statistics and in running our analyses, we also exclude 
six unit-months for a surgical unit that had no ISQ data for those months. The final 
dataset is an unbalanced panel with 59 hospital unit-months in total. There are 13 months 
for each of four units (medical, surgical, cardiovascular and cancer) and seven months for 
the surgical unit that has missing data. Having data from multiple units in a single 
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hospital has the benefit of holding constant potentially confounding variables, such as 
information technology, that would differ if our dataset was instead across several 
hospitals (Gardner et al. 2015). 
 Variable Definition 
 Internal Service Quality. We measure ISQ at the nursing-unit level using a 
survey instrument called SupportCard.™ The hospital’s leadership team developed the 
instrument in 2003 with the belief that nurses need to receive excellent service from their 
internal suppliers in order to provide excellent service to patients. The hospital has 
maintained the program for over a decade due to senior leadership’s commitment to it, 
but until this study has not rigorously tested its impact.  
 ISQ data is generated as follows. The unit manager and the charge nurses, a group 
we call unit leadership, hold daily meetings with the nurses during shift changes. During 
these meetings, unit leadership explicitly gathers feedback about the quality of service 
provided by each of the 11 support departments (Biomedical Engineering, Engineering/ 
Facilities, Environmental services, Equipment, Food Services, Information Systems, 
Linen, Pharmacy, Supplies, Transport and Laboratory Services). At the end of the week, 
unit leadership compiles this information into the computerized survey instrument. Thus, 
the ISQ data reflects the collective experiences of nurses on that unit that week. More 
explicitly, using a scale from 1 (never) to 5 (always) for each of the support departments, 
unit leadership summarizes the week’s performance on five dimensions of service 
quality: accessibility, accuracy, attitude, timeliness, and operations. Although this data is 
subjective, prior research on nurse evaluations of hospital performance has found that 
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their perceptions closely match objective measures of performance, ameliorating 
methodological concerns about nurses’ ability to accurately perceive performance (Singer 
et al. 2009). For a more detailed description of the five dimensions of ISQ, see Table 4.  
Table 4. Internal Service Quality Dimensions 
Dimension Survey questions 
Accessibility  
 
The service is easily accessible through various channels (telephone, 
pager, electronic systems etc.) and is available when needed. If not, there 
is appropriate follow through on the service request. 
Accuracy Ability to perform promised service dependably and accurately. The 
service is performed right the first time. 
Attitude The service is performed with professional courtesy, politeness, and 
mutual respect and consideration. 
Timeliness The service is performed within the expected time frame. Ability to 
quickly adjust to sudden, unforeseen service request. 
Operations Were day-to-day operations able to run efficiently and effectively as a 
result of the Support Department service? 
Rating Scale: 5: Always, 4: Usually, 3: Sometimes, 2: Rarely, 1: Never 
 
 To calculate a monthly, nursing unit-specific ISQ score for each of the 11 support 
departments, the hospital computes, by nursing unit, the average of that month’s weekly 
ISQ scores on all five dimensions for a particular support department. Each of the five 
dimensions receives an equal weighting in the calculation of the average. The hospital 
then further aggregates the data to the monthly level by averaging weekly data within a 
month. This is the dataset we have available for analysis.  
 To test the validity of using the average of the five dimensions as a single 
independent variable, we obtained an additional dataset that contains quarterly data from 
April 2013 to April 2014 (5 quarters) on the separate ISQ scores for each of the five 
dimensions for each support department, aggregated to the hospital level. Thus, we have 
55 data points for each dimension of ISQ (n=5 quarters * 11 support departments = 55). 
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(Note that we do not use this dataset for our main analysis because our dependent 
variable is at the nursing unit-level, while this dataset is at the hospital level. 
Furthermore, this analysis would have only 5 hospital-quarters, which is too small to test 
our hypothesis.) We conduct a principal components factor analysis of this dataset. All 
five dimensions of ISQ load onto a single factor as only that factor has an eigenvalue that 
exceeds one (Jolliffe 2002). This factor accounts for 93.38% of the variance of the five 
ISQ dimensions, and the factor loadings of all five ISQ dimensions are greater than 0.93. 
(See Appendix Table S3 for a table with the factor loadings). This result validates the 
appropriateness of using a single, aggregated measure of ISQ rather than using each 
dimension as a separate independent variable. For our analyses, we average ISQ across 
the 11 support departments because the high correlations (ρ>0.67, Appendix Table S4) 
among ISQ scores across the departments prevents us from including them as separate 
variables in our regression due to multicollinearity concerns.  
 Adverse Events. “Adverse event rate per 1000 patient days” is a rate variable that 
is the sum of patient falls with injury that month divided by the number of patient days on 
the unit that month, which is then multiplied by 1,000. Similarly, “hospital-acquired 
pressure ulcers per 1,000 patient days” is calculated as the sum of patients who got a 
pressure ulcer on the unit that month, divided by the number of patient days on the unit 
that month, multiplied by 1000. The hospital collects these data monthly. The adverse 
event data come from both patient record reviews and incident reports in the hospital’s 
safety reporting system, as is typical of this type of data (Lake and Cheung 2006). The 
error event data are audited internally as well as reported to CMS. We use unit-level 
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adverse event data from the hospital as opposed to hospital-level adverse event data 
because doing so enables us to match the unit-level measures of ISQ with unit-level 
quality performance. This is necessary to have sufficient sample size given that our study 
has ISQ data from only one hospital. This approach precludes our ability to use publicly-
available data sources, such as the Centers for Medicare and Medicaid Services’ data on 
mortality and readmissions, because they are at the hospital-level. We follow Lake and 
Cheung’s (2006) approach and combine falls with injury and hospital-acquired pressure 
ulcers into a single measure of nursing-sensitive adverse events rather than studying them 
separately. The rationale for this approach is that both adverse events are related to 
nursing tasks, making it theoretically unnecessary to study them individually. 
Furthermore, they are relatively infrequent events, which would make it difficult to study 
them individually. Nonetheless, as a robustness check, we run analyses with each of the 
two variables as its own outcome variable and find similar results.  
 Control Variables. We utilize several acuity, volume, staffing levels, and time-
trend variables to control for differences between units, as well as to control for alternate 
explanations for the relationship between ISQ and adverse events. If a unit has a higher 
patient acuity during a particular month, the higher acuity level of patients might make 
them more susceptible to falls and pressure ulcers. At the same time, the higher acuity 
might also make it more difficult for the support departments to keep up with equipment 
and supply needs on the unit. Thus, there would be a correlation between ISQ and 
adverse events, but not a causal relationship. To account for this alternate explanation, we 
control for differences in patient acuity across the nursing units, and month-to-month 
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variation within a unit by using average patient length of stay on the unit for that month 
as a proxy for patient acuity. We do this because we do not have a direct measure of 
patient acuity by month by unit, and because units with higher acuity patients have longer 
average length of stay than units with lower acuity patients (Kim et al. 2014, Berry Jaeker 
and Tucker 2016). Similarly, a high volume of patients on a unit during a particular 
month might make it difficult for the support departments to perform well and also might 
result in a high level of multi-tasking, which has been shown to lead to errors and an 
increase in the use of overtime (KC 2014). Consequently, we control for unit workload 
using total monthly patient days (Rogers et al. 2004, KC 2014). We refer to this variable 
as “volume.” In addition, we control for nurse staffing level as fewer nurses working 
could contribute to adverse events (Lake and Cheung 2006). We measure nurse staffing 
level by the average number of full time equivalent registered nurses employed by the 
unit in a given quarter. The hospital did not collect monthly data, but only quarterly data 
on nurse staffing level due to low variation in monthly staffing level. We also control for 
overtime percentage as overtime could lead to fatigue, which is associated with errors 
(Rogers et al. 2004, KC 2014). We further control for time trend to account for any trend 
in adverse events over time in our hospital. To do this, we create a variable “time,” whose 
value is the number of the month in our study (e.g., data from the first month in our 
dataset have a value of 1, data from the second month have a value of 2, etc.) 
Econometric Models 
 We specify our model for a nursing unit i at month t as follows: 
𝐴𝑑𝑣𝑒𝑟𝑠𝑒 𝐸𝑣𝑒𝑛𝑡𝑠𝑖𝑡 = 𝛽𝑖0 + 𝛽1𝐼𝑆𝑄𝑖𝑡 + 𝐶𝑜𝑛𝑡𝑟𝑜𝑙𝑖𝑡´𝛽2 + 𝜀𝑖𝑡                                              (1) 
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 Here, ISQit is the overall average internal service quality across the five quality 
dimensions and 11 support departments on unit i during month t. The control variables 
are described in section 3.2.4.  The variable of interest in Equation 1 is 𝛽1, which will be 
significant and negative if our hypothesis is supported. 
 Our specification includes fixed effects for each nursing unit (𝛽𝑖0). Unit fixed 
effects control for time-invariant, unobserved heterogeneity across nursing units 
(Hausman and Taylor 1981), which might otherwise affect both our independent variable 
(ISQ) and our dependent variable (adverse events), leading to biased estimates. For 
example, a unit with an effective manager might consistently have fewer adverse events 
than a unit with an ineffective manager. Other time-invariant factors include the unit’s 
layout, bed size, location and type of patient treated.  
 As we have a panel dataset, we check for serial correlation in the idiosyncratic 
errors of our linear panel-data model, as Wooldridge (2010) recommends. The null 
hypothesis is that there is no first-order autocorrelation. The test results suggest the 
potential presence of first order autocorrelation (p=0.09). We also check for cross-
sectional correlation by running a Breusch-Pagan Lagrange multiplier test calculated on 
the residuals of a fixed-effect regression model, following the approach described in 
Greene (2003). The null hypothesis is that there is no cross-sectional correlation. We find 
that there is cross-sectional correlation in our model (p<0.01). To correct for both the 
autocorrelation and cross-sectional correlation, we adopt Driscoll and Kraay standard 
errors (1998), as previous studies (e.g., Chuang et al. 2016) facing similar issues do. 
Driscoll and Kraay standard errors are robust to heteroscedasticity, autocorrelation and 
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cross-sectional correlation (Hoechle 2007). 
 Another issue that needs to be addressed is the potential endogeneity between ISQ 
and adverse events in a given month. The coefficient of ISQ could be endogenously 
biased if the occurrence of patient falls and pressure ulcers on the unit earlier in the week 
causes unit leaders to report lower levels of service quality from the support departments. 
This reverse causality would be a problem for our research because if it is occurring, 
adverse events would be what is driving lower ISQ scores, rather than the other way 
around. To address the potential endogeneity bias, we use a lagged variable approach, 
which has been widely used to control for possible endogeneity (Ton and Raman 2010, 
Dong et al. 2014, Chuang et al. 2016). Specifically, we use the prior month’s ISQ score 
(“lagged ISQ score”) as an instrument for the current month’s ISQ score. The lagged ISQ 
is a good instrument because it passes the two conditions that comprise the formal 
requirements to be a valid instrument (Wooldridge 2010). First, prior month’s ISQ is 
positively correlated with current month’s ISQ (ρ=0.95, p<0.001). Second, prior month’s 
ISQ does not affect current month’s adverse event rates, except through the current 
month’s ISQ. All analyses are conducted using STATA 13. 
Robustness Checks 
 We conduct a series of three robustness checks. First, to ensure that our results are 
robust to an alternate specification, we run our analyses using a Poisson distribution 
regression with the count of adverse events as the dependent variable (Cameron and 
Trivedi 2013). We calculate the count of adverse events by multiplying the event rate by 
the average volume for one unit during that month. We use Poisson regression as a 
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robustness check rather than as our main model because linear regression, which is our 
main model, has several advantages. Linear regression is easy to interpret, enables the use 
of Driscoll and Kraay standard errors to correct for autocorrelation and cross-sectional 
dependency, and permits the use of instrumental variable analysis. Nonetheless, Poisson 
regression is appropriate to use as a robustness check for at least three reasons. Unlike 
other potential models that we could have used, it does not predict negative values, which 
is appropriate given that our dependent variable—the rate of adverse events—cannot be 
negative. In addition, because the variance of the count of adverse events is larger than its 
mean (mean=2.26, variance=5.57), we can use the Huber/White/Sandwich linearized 
estimator to estimate the variance-covariance matrix of the estimates in our Poisson 
regression model, which negates the need to have the mean equal to the variance when 
using a Poisson regression (Wooldridge 2010, Cummings 2009). Finally, we use Poisson 
rather than a Negative Binomial Model because the latter does not work well with small 
samples such as we have in our dataset (Armitage et al. 2008).  
 As a second robustness check, we adjust for the potential bias caused by the 
nursing unit that has six missing unit-months of ISQ data. In this check, we exclude that 
unit and run our main analyses with the remaining four units. For our third check, we run 
our main analyses separately for each one of the two types of adverse events. That is, we 
run two additional regressions: one with falls with injury per 1,000 patient days as our 
dependent variable, and one with hospital-acquired pressure ulcers per 1,000 patient days 
as our dependent variable. We obtain similar results for our robustness checks, lending 
confidence to the validity of our findings. 
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Results 
 Table 5 shows the descriptive statistics and pairwise correlations for the variables 
in our study. The average ISQ is 4.35 out of 5, suggesting that, on average, the support 
departments “usually,” but not “always,” provide good service to the nursing units. There 
is an average of 3.59 adverse events per 1,000 patient days. Given that, on average, there 
are about 622 patient days per month per unit, this rate of harm equates to 2.23 events per 
month per unit. On average, there are 30 registered nurses staffed on a given unit each 
quarter. They work 6% overtime with 1% as the minimum overtime percentage. In 
accordance with recent studies that find that increasing congestion on a nursing unit leads 
to increased length of stay (Kuntz et al. 2015, Berry Jaeker and Tucker 2016, KC and 
Terwiesch 2009), we find a positive correlation between patient volume on a unit and 
length of stay (ρ= 0.42, p<.001).  
 
  
4
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Table 5. Descriptive Statistics and Correlation Matrix (N=59) 
Variables Mean SD Min Max 1 2 3 4 5 6 
1. Adverse Event Rate (per 1000 patient days) 3.59 3.63 0.00 12.29       
2. Internal Service Quality (1 to 5) 4.35 0.40 3.96 5.00 0.10      
3. Length of Stay (days) 3.92 0.53 2.96 5.00 0.05 0.03     
4. Volume (number of patient days per month) 622 137 374 974 0.10 0.25 0.42***    
5. Overtime Percentage 6% 2% 3% 10% 0.04 0.35** 0.19 0.69***   
6. Nurse Staffing Level (number of full time 
equivalent registered nurses employed on the unit 
in a given quarter) 
30.40 5.86 23.02 41.80 0.10 0.43*** 0.32* 0.83*** 0.75***  
7. Time (cumulative month number in our 
dataset) 
7 4 1 13 0.29* 0.14 0.02 0.11 -0.11 0.13 
* p < 0.05, ** p < 0.01, *** p < 0.001 
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 Model 1 in Table 6 shows a base model of the impact of our control variables on 
the rate of adverse events on nursing units. Higher levels of nurse staffing are associated 
with a lower rate of nursing-sensitive adverse events (𝛽1= -0.89, p<.01). This equates to 
0.89 fewer events per 1000 patient days for each additional full time nurse on staff. 
Model 2 shows the results of a regression using the current month’s ISQ score as our 
independent variable. A higher ISQ is associated with a lower rate of adverse events (𝛽1= 
-8.00, p<.05). Nurse staffing continues to be significant, and negatively associated with 
adverse events (𝛽1= -1.07, p<0.01). Due to the potential endogeneity between the current 
month’s ISQ score and adverse events, in Model 3, we use the prior month’s ISQ score as 
an instrument for the current month’s ISQ score. This serves as the main test of our 
hypothesis. ISQ is statistically significant, and negatively associated with adverse events 
(𝛽1= -13.74, p<0.01), providing support for our hypothesis. To put this in context, 
starting with the overall ISQ average score of 4.35, increasing one of the 11 support 
department’s average ISQ score by 1 point will increase the overall ISQ average by 0.10 
points, which is associated with a 1.37 (13.74*0.1) point reduction in the number of 
adverse events per 1,000 patient days, holding all other variables constant. This equates 
to a 38% reduction in adverse events (1.37 reduction in events/3.59 baseline number of 
events) per nursing unit. Furthermore, the level of nurse staffing continues to be 
statistically significant and negatively associated with the rate of adverse events (𝛽2= -
1.58, p<0.01). By comparing the regression coefficients for ISQ and nurse staffing, we 
see that improving the overall average ISQ received by a nursing unit by one tenth of a 
point has almost the same benefit as increasing staffing on that unit by one full time 
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equivalent nurse in terms of reducing adverse events. 
Table 6. Effect of Internal Service Quality (ISQ) on the Rate of Adverse Events  
 Baseline 
Model 
Model w/o ISQ 
Instrumented 
Model with ISQ 
Instrumented 
Models for Robustness Checks 
 (1) (2) (3) (4) (5) (6) (7) 
 Events 
Rate 
Events Rate Events Rate Events 
Count 
Events 
Rate 
Fall 
Rate 
Ulcer 
Rate 
Internal 
Service 
Quality 
 -8.00* -13.74** -1.99* -14.16** -1.25 -12.49* 
 (2.91) (4.27) (0.84) (4.16) (0.86) (4.37) 
        
Length of 
Stay 
-0.65 -0.93 -1.05 -0.25 -0.99 0.13 -1.18 
(2.44) (2.20) (2.11) (0.17) (2.18) (0.86) (2.22) 
       
Volume -0.00 -0.00 -0.00 -0.00 -0.00 -0.00 0.00 
 (0.01) (0.01) (0.00) (0.00) (0.00) (0.00) (0.00) 
        
Overtime 
Percentage 
17.17 31.23 4.82 8.56 5.88 -7.12 11.94 
(48.26) (42.04) (49.92) (7.99) (49.43) (10.59) (47.27) 
       
Nurse 
Staffing 
Level 
-0.89** -1.07** -1.58** -0.25 -1.68*** -0.34* -1.24** 
(0.26) (0.33) (0.36) (0.22) (0.35) (0.12) (0.28) 
        
Time 0.41*** 0.58*** 0.67*** 0.17*** 0.70*** 0.09 0.58*** 
 (0.09) (0.10) (0.14) (0.04) (0.15) (0.05) (0.13) 
        
Constant 30.67** 69.67**      
 (9.76) (22.02)      
N 59 59 51 59 48 51 51 
R-square 0.15 0.26 0.32  0.32 0.10 0.24 
Chi-square    30.14    
Regressions include fixed effects for nursing units.  
Model 3 treat ISQ as endogenous variable and show the estimates of our model using the prior 
month’s ISQ score as instrument.  
Robust standard errors in parentheses. * p < 0.05, ** p < 0.01, *** p < 0.001 
 
 Our robustness checks, shown in Models 4–7, lend additional support to our 
findings. As shown in Model 4, the relationship between ISQ and adverse events holds 
when we use Poisson regression model with a count of the adverse events (𝜷𝟏=-1.99, 
p<0.05). In Model 5, we run the same regression as Model 3, but only on the four units 
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with complete ISQ data. The relationship between ISQ and errors remains consistent with 
Model 3 (𝜷𝟏=-14.16, p<0.01). Finally, we run separate regressions on fall rates and ulcer 
rates. For the rate of pressure ulcers (Model 7), we find a similar relationship as when we 
used the sum of adverse events as our outcome variable (𝜷𝟏=-12.49, p<0.05). For the rate 
of falls with injury (Model 6) however, the direction is the same as in Model 3, but the 
relationship is not significant (𝜷𝟏=-1.25, p=0.17). The lack of significance may be due to 
the infrequency with which falls with injury occur. 
Discussion and Conclusions 
 We use just over a year’s worth of monthly data to test the relationship between 
the quality of internal support departments—such as biomedical equipment—and adverse 
events on five units of a hospital that developed a survey instrument to measure ISQ. Our 
results show that higher levels of delivery quality from support departments are 
negatively associated with nursing-sensitive adverse events of patient falls with injury 
and pressure ulcers. Our results provide empirical evidence to support the Fredendall et 
al. (2009) hypothesis that better integration of support departments’ work with nursing 
units will facilitate safer patient care. Our results are robust to alternate model 
specifications.  
Implications for Theory 
 Our study contributes to three streams of literature. First, our paper contributes to 
the healthcare operations management literature on lean by explicitly measuring ISQ and 
empirically testing its impact on objective measures of patient harm. Most prior lean 
studies do not have an objective measure of medical error (Jimmerson et al. 2005, Mazur 
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and Chen 2009, Nelson-Peterson and Leppa 2007, Spear and Schmidhofer 2005, Sobek 
and Jimmerson 2003) or if they do, they do not measure ISQ (e.g., Shannon et al. 2006). 
A notable exception is Tucker (2016), which finds that nurses who work around an 
operational failure are significantly more likely to administer a potentially fatal, 10x 
overdose of insulin. Whereas Tucker (2016) is a lab experiment—and thus actual patients 
are not harmed—our study’s outcome data are actual medical errors that harmed real 
patients. Thus, our paper addresses a limitation of Tucker (2016) by providing evidence 
that low ISQ in actual hospital settings does result in patient harm.  
 Second, our study contributes to the service profit chain literature. Research on 
the service profit chain suggests that ISQ impacts customer satisfaction and company 
profitability (Heskett and Schlesinger 1994). It has been tested empirically in many 
different industries (Goldstein 2003). Our study extends this theory by testing the link 
between ISQ and a different type of outcome measure (worker error), which, to our 
knowledge, hasn’t been rigorously studied before.  
 Lastly, our study contributes to the medical literature by proposing a new 
approach to reduce adverse events: focusing on improving ISQ. There is little evidence 
that the medical literature has considered that the performance of internal support 
departments can impact clinical outcomes. Literature reviews of medical-journal articles 
on the causes of patient falls (Hignett and Masud 2006) and pressure ulcers (Bansal et al. 
2005) focus on patient-specific characteristics, specific clinical treatments (e.g., special 
mattresses to prevent pressure ulcers), and infrastructure issues (e.g., poor lighting), with 
no mention of the impact of the quality of service received on the nursing department 
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from the internal support departments. Similarly, suggested solutions to reduce patient 
falls and pressure ulcers focus on clinical-staff actions, such as using checklists; 
modifying care delivery systems and processes to incorporate redundancy; redesigning 
the clinical work environment; transforming hospital leadership to enable clinical staff to 
raise safety concerns to management, building a safety climate; and reducing human 
errors during care delivery (Naveh et al. 2005, Katz-Navon et al. 2005, Pronovost and 
Vohr 2010, Gawande and Lloyd 2010, Bohn 2013, McFadden et al. 2009, Stern et al. 
2008, Boyer et al. 2012). Our study documents that support staff also have an important 
role to play in efforts to improve patient safety.  
 The longitudinal nature of our data points to the importance of day-to-day 
excellence in the execution of supplying materials to units. We interviewed the materials 
management manager and he explained the importance of SupportCard™ for information 
transfer between the nursing units and his support department. When a nursing unit 
scores his department less than a “5” on an item, the manager writes a comment with 
information about when the problem occurred and what had happened. Using this 
information, the supply technician responsible for that unit can gain an understanding of 
the underlying causes of the problem and fix them for the future. The manager stated, 
“The technician can respond to the complaint immediately and find the root cause while 
also building a relationship between the two departments.” This finding supports 
Fredendall et al.’s (2009) claim that the performance of internal supply chains are 
determined, in part, by relational coordination between a supply department and the 
nursing unit. Furthermore, it provides an example of how a measurement tool can serve 
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as a mechanism for increasing relational coordination between two departments (Gittell 
2002). Finally, our study suggests that the combined effect from many small 
improvements in processes might yield significant benefits for patient care quality and 
cost.  
Implications for Practice 
 Our study has important implications for practice. Operations management 
research on internal integration in manufacturing settings suggests that mechanisms that 
align the work of support departments with the specific needs of patients on nursing units 
should result in improved organizational performance (Pagell 2004). In support of this 
supposition, our findings provide empirical evidence that improving the quality of 
internal supply departments can reduce the frequency of adverse events on nursing units. 
Given that the US government no longer reimburses for treatment related to preventable 
adverse events, including patient falls and hospital-acquired pressure ulcers (Milstein 
2009), hospitals stand to benefit from a deeper understanding of how to prevent these 
events. Our study finds a particularly novel driver of reduced adverse events because it is 
not obvious a priori that support departments—most of which are not clinical in nature—
could have a significant impact on clinical outcomes.  
 We now attempt to quantify the impact of our findings. Our results show that a 
0.10 increase in ISQ is associated with an average of 0.85 fewer adverse events per 
month for a unit with an average of 622 patient days/ month, holding all other variables 
constant (1.37 fewer events per 1000 patient days * 622 patient days per month). Patient 
falls with injury in hospitals (which account for 30–50% of total falls) have been 
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estimated to cost on average $14,000 per fall (Joint Commission 2015) and each hospital-
acquired pressure ulcer costs on average $10,700 (Leaf Healthcare 2014). Given that 22% 
of the adverse events in our data are falls and 78% are pressure ulcers, we use a weighted 
average of $11,426 per adverse event. Thus, the reduction in adverse events would equate 
to $9,712 per month per unit in savings ($11,426*0.85). However, adverse events have 
two effects: an increase in per patient cost and a longer length of stay, which reduces bed 
capacity available to treat new patients (Leaf Healthcare 2014, Joint Commission 2015). 
Thus, our calculation is likely an underestimate of the total impact on the hospital’s 
bottom line because it does not account for the increase in length of stay. In addition, our 
study provides an approximate estimate of the loss of nursing staff time due to problems 
with internal supply chains. We find that increasing overall average ISQ by 0.1 points on 
the 5-point scale has nearly the same impact on adverse events as increasing staffing by 
one full-time equivalent nurse per unit. In the hospital that we study, the average salary of 
a support service technician is lower than the average salary of a nurse. Thus, hospitals 
might be able to improve quality of care at a lower cost by increasing support staff to 
relieve the workaround burden on nurses. Of course, although it is important to try to 
quantify the cost of quality, we acknowledge that preventing falls (with or without injury) 
and pressure ulcers is important in its own right because it means that better care is being 
provided to patients. 
Limitations and Future Research 
 Limitations of our study are the subjective nature of our measure of ISQ, the 
aggregate nature of our ISQ measure, and the fact that our data come from only five 
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nursing units from one hospital. In the current study, we use all of the data that are 
available due to the limited diffusion to other hospitals of the specific tool that we study. 
Nonetheless, the longitudinal nature of our data allows us to focus our analysis solely on 
explaining within-unit variation, similar to other studies that apply fixed effect models 
(e.g., Ton and Raman 2010). Future research could enlarge the sample size by 
implementing a validated measure of ISQ across multiple hospitals and units to generate 
a larger dataset. We believe that our paper makes a contribution by providing evidence of 
the potential value of such a longitudinal, multi-hospital research project, which may help 
future studies secure funding.  
Conclusions 
 We find that higher quality service delivery from the support departments in a 
hospital reduces adverse events. When ISQ is low, nurses may conduct workarounds that 
lead to omitted patient care tasks, which in turn cause nursing-sensitive adverse events. 
Our study thus provides evidence that the quality of service provided to nursing units is 
important to the prevention of adverse events. Thus, rather than focusing solely on 
clinical care processes, hospital managers can improve patient safety by ensuring high 
levels of ISQ in their hospitals.  
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APPENDIX 1: SUPPLEMENTARY TABLES AND FIGURES FOR CHAPTER 2 
Figure S1. Exclusions 
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Figure S2. Effect of HDHP on Imaging Utilization for External Injuries 
 
Note: The dollar number in parentheses is the average standardized payment per procedure for 
each modality. The percent change in number of imaging studies controlled for patient 
geographic location, and a proxy for health status. To proxy for health status, we used 127 HCCs, 
generated by HHS-HCC software.  
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Table S1. CPT Codes by Imaging Modality  
CT 
70450; 70460; 70470; 70480; 70481; 70482; 70486; 70487; 70488; 70490; 70491; 70492; 7049
6; 70498; 71250; 71260; 71270; 71275; 72125; 72126; 72127; 72128; 72129; 72130; 72131; 7
2132; 72133; 72191; 72192; 72193; 72194; 72292; 73200; 73201; 73202; 73206; 73700; 73701
; 73702; 73706; 74150; 74160; 74170; 74175; 74261; 74262; 74263; 75571; 75572; 75573; 75
574; 75635; 76380; 76497; 77011; 77012; 77013; 77014; 77078; 77079 
MRI 
70336; 70540; 70542; 70543; 70544; 70545; 70546; 70547; 70548; 70549; 70551; 70552; 7055
3; 70554; 70555; 70557; 70558; 70559; 71550; 71551; 71552; 71555; 72141; 72142; 72146; 7
2147; 72148; 72149; 72156; 72157; 72158; 72159; 72195; 72196; 72197; 72198; 73218; 73219
; 73220; 73221; 73222; 73223; 73225; 73718; 73719; 73720; 73721; 73722; 73723; 73725; 74
181; 74182; 74183; 74185; 75557; 75559; 75561; 75563; 75565; 76498; 77021; 77022; 77058;
 77059; 77084 
PET 
78459; 78491; 78492; 78608; 78609; 78811; 78812; 78813; 78814; 78815; 78816 
US 
75945; 75946; 76506; 76510; 76511; 76512; 76513; 76514; 76516; 76519; 76536; 76604; 7664
5; 76700; 76705; 76770; 76775; 76776; 76800; 76801; 76802; 76805; 76810; 76811; 76812; 7
6813; 76814; 76815; 76816; 76817; 76830; 76856; 76857; 76870; 76872; 76873; 76880; 76885
; 76886; 76930; 76932; 76936; 76937; 76940; 76941; 76942; 76945; 76946; 76948; 76950; 76
965; 76970; 76975; 76977; 76998; 76999 
X-ray 
70030; 70100; 70110; 70120; 70130; 70134; 70140; 70150; 70160; 70190; 70200; 70210; 7022
0; 70240; 70250; 70260; 70300; 70310; 70320; 70328; 70330; 70360; 70370; 70380; 71010; 7
1015; 71020; 71021; 71022; 71023; 71030; 71034; 71035; 71100; 71101; 71110; 71111; 71120
; 71130; 72010; 72020; 72040; 72050; 72052; 72069; 72070; 72072; 72074; 72080; 72090; 72
100; 72110; 72114; 72120; 72170; 72190; 72200; 72202; 72220; 73000; 73010; 73020; 73030;
 73040; 73050; 73060; 73070; 73080; 73085; 73090; 73092; 73100; 73110; 73115; 73120; 731
30; 73140; 73500; 73510; 73520; 73525; 73530; 73540; 73542; 73550; 73560; 73562; 73564; 
73565; 73580; 73590; 73592; 73600; 73610; 73615; 73620; 73630; 73650; 73660; 74000; 7401
0; 74020; 74022; 74210; 74220; 74240; 74241; 74245; 74246; 74247; 74249; 74250; 74251; 7
4270; 74280; 74470; 76010; 76080; 76098; 76100; 76101; 76102; 76499; 77074; 77075; 77076 
 
Note: Some imaging procedures are carried out in addition to the primary procedure and documented 
with “add-on codes”. These codes cannot be reported as a stand-alone code, and are exempt from the 
multiple procedure concept (Abraham and American 2009). Thus, we treat a procedure with add-on 
claims as a single procedure.   
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Table S2. Effect of HDHP on Imaging Utilization and Payment 
 
  
Full Model Full Model
Negative 
Binomial
Logit
Zero-truncated 
Negative 
Binomial
Negative 
Binomial
Logit
Zero-truncated 
Negative 
Binomial
total number of 
imaging studies
image=1 if a 
beneficiary has any 
imaging studies
total number of 
imaging studies
total standardized 
payment for 
imaging studies
imagepay=1 if a beneficiary 
has any standardized 
payment for imaging studies 
total 
standardized 
payment for 
imaging studies
1= HDHP -0.0751*** -0.0864*** -0.0151*** -0.102*** -0.0864*** -0.0196***
(-44.15) (-47.52) (-10.95) (-42.40) (-47.52) (-16.72)
Male -0.463*** -0.552*** -0.0895*** -0.447*** -0.552*** -0.0619***
(-511.83) (-573.30) (-123.11) (-356.15) (-573.30) (-97.70)
Age 0.0270*** 0.0407*** -0.00857*** 0.0431*** 0.0407*** -0.00445***
(88.31) (127.26) (-35.35) (98.97) (127.26) (-21.39)
Age Square -0.000181*** -0.000302*** 0.0000875*** -0.000353*** -0.000302*** 0.0000359***
(-52.07) (-81.70) (32.13) (-71.63) (-81.70) (15.20)
1= office 0.569*** 0.453***
(618.84) (524.87)
1= inpatient 0.548*** 0.0818***
(467.64) (56.46)
1= outpatient 0.535*** 0.384***
(623.13) (499.91)
1= er 0.502*** 0.285***
(537.45) (282.05)
1= other 0.449*** 0.393***
(246.05) (244.63)
1= ct 0.697*** 1.585***
(898.41) (1861.76)
1= mri 0.483*** 1.646***
(640.70) (2148.97)
1= pet 0.257*** 1.336***
(68.33) (251.39)
1= us 0.535*** 0.605***
(679.82) (807.80)
1= X-ray 0.561*** -0.201***
(566.91) (-246.20)
Constant -2.526** -1.799*** -0.823*** 2.018* -1.799*** 4.788***
(-2.70) (-9.37) (-74.66) (2.11) (-9.37) (489.80)
lnalpha 0.867*** -1.598*** 2.689*** -0.638***
(1296.29) (-551.68) (6559.67) (-1150.82)
Observations 21440466 21440466 8263204 21440466 21440466 8263204
Pseudo R-squared 0.045 0.095 0.174 0.005 0.095 0.082
* p<0.05  ** p<0.01  *** p<0.001
Note:  Both the full model and Hurdle model controlled for patient geographic location, and a proxy for health status. To proxy for health status, we 
used 127 Hierarchical Condition Categories (HCC), generated by HHS-HCC software. In the Hurdle model, the zero-truncated negative binomial 
regression further controlled for service setting (i.e., outpatient, inpatient, office, emergency room and others) and imaging modality (i.e., CT, MRI, PET, 
US, and X-ray).
Imaging Utilization Analysis Standardized Imaging  Payment Analysis
Hurdle Model Hurdle Model
robust t statistics in parentheses
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Table S3. Principal Component Factor Analysis on Internal Service Quality 
Dimensions  
Variable Factor1 Uniqueness 
Accessibility  0.98 0.04 
Accuracy 0.98 0.04 
Attitude 0.94 0.12 
Timeliness 0.95 0.09 
Operations 0.98 0.03 
N=55; 11 support departments over five quarters.  
 
 
Table S4. Correlations between ISQ Scores for Support Departments  
 1 2 3 4 5 6 7 8 9 10 
1. Transport 1.00          
2. Supplies 0.89          
3. Pharmacy 0.92 0.81         
4. Linens 0.95 0.92 0.91        
5. Laboratory 
Services 
0.89 0.76 0.96 0.88       
6. Information 
Systems 
0.87 0.95 0.86 0.89 0.78      
7. Food Services 0.90 0.85 0.91 0.88 0.84 0.91     
8. Engineering/ 
Facilities 
0.82 0.67 0.82 0.83 0.81 0.68 0.80    
9. Environmental 
Services 
0.97 0.91 0.93 0.97 0.90 0.88 0.88 0.82   
10. Equipment 0.96 0.92 0.96 0.97 0.91 0.93 0.92 0.81 0.98  
11. Biomedical 
Engineering 
0.92 0.93 0.91 0.94 0.88 0.90 0.85 0.71 0.95 0.96 
N=59; all correlations are statistically significant with p<0.001 
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APPENDIX 2: INTERVIEW QUESTIONS FOR CHAPTER 2A 
Interview Questions to Physicians 
Note: all questions are for non-Medicare patients only  
 
Background 
3) How are you paid? (e.g., fee for service, pay for performance, capitation) 
 
4) Are you aware of your patients’ insurance type when you are performing an exam 
and ordering treatment/tests? If so, how?  
 
5) To whom do you refer most of your imaging tests?  
 
Encounter Patients request diagnostic imaging studies? 
3) Do patients themselves ever request imaging studies? If yes, please continue with 
Questions 2–5. If no, please go to next section.  
 
4) Under what circumstances does this occur?  
 
5) Do they come in requesting imaging studies or do they propose alternatives to 
your recommendation? If they propose alternatives, do they tend to be more or 
less expensive/invasive? 
 
6) How often does this occur?  
 
7) How do you usually response to such requests? 
 
Encounter Patients deny diagnostic imaging studies?  
3) Do patients ever refuse diagnostic imaging studies? If yes, please continue with 
Questions 2, 3, and 4. If no, please go to next section. 
 
4) How often does this occur?  
 
5) Do patients explain why they refuse these tests? If so, what are common reasons? 
 
6) Does refusal of an imaging test seem to be related to any patient characteristics? 
 
Encounter Patients delay diagnostic imaging studies?  
4) Have you ever encountered patients who delay diagnostic imaging studies? If yes, 
please continue with Question 2, and 3. If no, please go to next section. 
 
5) How often does this occur? 
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6) What type of patient is likely to delay diagnostic imaging studies based on your 
experience?  
 
Decision on the number of diagnostic imaging studies 
4) Once patients agree to diagnostic imaging studies, how are the total number of 
imaging studies decided? 
 
5) Are you aware of the charges for imaging studies under various insurance plans? 
Are you aware of whether your patients will be responsible for paying all or part 
of those charges? 
 
6) Do any non-medical factors affect your decision to order imaging studies? If so, 
what are they? 
 
7) Do you consider the relative cost of imaging studies to patients, before deciding 
what to do?  
 
8) Do you discuss with patients about the total number of diagnostic imaging studies 
to be ordered? If so, have patients expressed concerns for financial cost when you 
discuss with them about the amount? If so, under what circumstances? 
 
9) Have you ever encountered patients requesting fewer diagnostic imaging studies? 
If so, how often and why? 
 
Interview Questions to Patients 
Note: all questions are for non-Medicare patients only  
 
Background 
3) What is your insurance type? (e.g., high deductible health plan, HMO, PPO) 
  
4) Why do you choose current insurance plan? (e.g., employer mandate, financial 
concern due to low premium) 
  
5) Do you aware how much your deductible is? If so, how much?  
 
Ever request diagnostic imaging studies? 
5) Have you ever request a diagnostic imaging studies (e.g., CT, MRI, Ultrasound, 
X-rays) from your health care provider? If yes, please continue with Questions 2–
5. If no, please go to next section.  
 
6) How often?  
 
7) Are those for imaging studies in general? What make you request for those 
imaging studies? 
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8) Are those for alternatives to your doctor’s recommendation? If you propose 
alternatives, do they tend to be more or less expensive/invasive? 
 
9) How have your doctors responded to such requests? 
 
Ever deny diagnostic imaging studies?  
3) Have you ever refuse diagnostic imaging studies? If yes, please continue with 
Questions 2, 3, and 4. If no, please go to next section. 
 
4) How often?  
 
5) Why do you refuse these tests? 
 
Ever delay diagnostic imaging studies?  
4) Have you ever delay diagnostic imaging studies? If yes, please continue with 
Question 2, and 3. If no, please go to next section. 
 
5) How often? 
 
6) Why?  
 
Decision on the number of diagnostic imaging studies 
5) When you agree to diagnostic imaging studies, are you aware how the total 
number of imaging studies is decided? 
 
6) Are you aware of the charges for imaging studies?  
 
7) Does your doctor discuss with you about the total number of diagnostic imaging 
studies to be ordered?  
 
8) Have you ever request fewer diagnostic imaging studies? If so, why and results? 
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