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 The primary issues with genome sequencing machines today are insertion, 
substitution, and deletion. These have led to the rise of genome correction software which use 
different algorithms to correct errors in the sequence. The purpose of this study is to test 
around 12 of the most popular genome correcting software and see how the results that we 
obtain compare to the results that are reported. We use Nextflow as the pipeline software and 
Docker containers so that the environment remains constant and can be replicated by anyone 
after us to see our results. Each testing case started off with a Docker container where we pre-
install the correction software along with indexing software. Then we move on to the Nextflow 
template that consists of the datasets that we will be testing. The next section is the primary 
indexing followed by running the actual correction software on the dataset. Lastly, we have to 
do another round of indexing and then final measure results by running a script which tells us 
how many well the software ran. The testing programs are usually custom python scripts that 
output in the format provided in the correction software’s paper.  We have published a website 
which feature all the results that we have found. Within the website, results are divided up by 
software. Within each software, one can see the results we found next to the results that are 
published and the discrepancy between the two. 
Introduction 
With the rise of diseases in the world today, there has been a lot more research and 
manpower put to using technology to help with the field of bioinofrmatics. Despite all the 
progress, there are still some major issues that we face today. Multiple systems exist these days 
that can sequence large amounts of data at faster speeds and lower costs. One issue that 
continues to persist though are the errors that are produced by these systems when they 
sequence.  The primary errors that are produced when sequencing are insertion, deletion, and 
substitution. In order to properly study the genome, scientists try to get as close to zero errors 
as possible as a perfect genome would help make the most progress for research.  Sequencing 
machines each perform their best with specific data sets of specific sizes. Although the varying 
sizes of input might help to reduce occurrences of errors, it does not fully eliminate them (1). 
Genome correction software were built because of this particular issue. 
 Currently in the market there are several different developers out there which each 
boast that their software does the best job of correcting the errors stated before. Similar to the 
machines that do the sequencing, there is specific indexed data from certain machines that 
each software claims it works best for. There are several different algorithms used by these 
software which commonly involve recursion and k-mers for corrections (7).  For the purpose of 
this project, we focused much more on the testing methods than the actual logic used in 
correcting. The goal of this project is to reproduce the results of several of the most popular 
software out there. We want to see how similar our results are to those of the ones published 
by the papers we are analyzing. In addition, we would also like to see which software works 
best for different variables and conditions of the dataset.  
 The most time-consuming aspect of this project is the fact that each software comes 
with its own programs it needs to run, different software it uses for indexing, and then different 
methods it uses to test against the genome.  In order to do this, we will be creating Docker 
containers where we will pre-install each API or program needed for testing. We will also be 
using NextFlow scripts as a pipelining software which streamlines the testing process. This also 
means that we have to custom make each one of these containers and scripts for each software 
we decide to test. In this paper we will reports the results we have found and also let each 
creator of the software know what we found and if there is a discrepancy in what they 
reported. 
Literature Review 
 One of the foundations of modern biology is the ability to sequence genomes (4). These 
genomes could be those of bacteria like e. coli or genomes of humans themselves. Each one in 
the hope they are able to relay to us more information about life and how to make it better. 
The process is a multi-faceted one that requires tools like assemblers and aligners. These tools 
take in the data and then output a more readable version. It is naturally understandable then 
that when there are errors in the data being input there are going to be errors in the output. 
This is what sheds light on the need for error correction tools (5). When we allow these 
mistakes to occur in the real world and in experiments it can have huge implications such as 
erroneous genome assemblies and mistaken understanding regarding RNA/DNA editing (4). 
 First generational error correcting genome software focused more on the algorithm and 
accuracy of the results. The software that we will be reproducing in our experiment is primarily 
second generational and focuses much more on optimization regarding large datasets. The goal 
now is to be able to produce accurate reads when given a large dataset in an efficient time 
manner (5 and 6). To understand how necessary the software is we must be made aware of 
how wide spread the problem is. Illumina which is the most popular machine for sequencing 
genomes has errors in half of its reads, on average (2). There are several dozen software out 
their today that do their best to try an solve this problem but there are only around a couple 
dozen which are the most popular that do well with accuracy, space efficiency, and time 
efficiency. Each one of these software have a paper which tell us more about what strategy 
they are using, the datasets they have tested, and the results they have gotten. Papers like 
Quake and Racer give us comparisons of same datasets and how they perform with competing 
software (2 and 3).  Often times the software reports that theirs is performing the best and 
providing the most accurate results. Since so much of the technology we are testing is so new, 
there is not much analysis on them from anyone other than those whose technology it is and 
those are who competing against it. This leaves a gap in the research field that we hope to fill. 
The goal of our experiment is to come in as a third unbiased party which can reproduce each 
experiment and report our results compared to what the paper reports. 
 The primary form of assembly that these papers utilize are de novo assembly which just 
means that the sequence is corrected without the reference genome (3). This can similarly be 
compared to in sample and out of sample testing. Within de novo, there are several different 
approaches that can be taken, but the most popular is using k-mers (7). The umbrella under k-
mers is much larger but it is important because we also hope to see a correlation in how 
accurate results are in relation to the algorithm that was used for correction. Current studies in 
the field focus much more on developing newer, more accurate and efficient algorithms. Even 
though this is critical, there is very little study going on regarding actual analysis of software 
results. In addition to reporting the results our studies achieve, we also plan on reaching out to 
the authors of papers and letting them know of any discrepancies we have found. This is not at 
all to discredit his work but more to spark a discussion on how our implementations might have 
differed. In conclusion, we hope our research gives people in the field of bioinformatics an 
unbiased view on how different software performs on similar datasets because there is no 
source for this type of information out right now. 
Methods 
 The purpose of the experiment was to produce a program which can test the genome 
correction software and output its accuracy. When starting the reproducibility experiment, the 
researchers began by reading through the paper of the genome correction software that is 
being tested and gather the datasets needed, the software that was used for indexing, how to 
obtain the software for correction, and then also how the results were judged. With this 
information, they began writing the testing program. They stated with a Docker container and 
wrote the terminal line commands to install the indexing and correction software necessary. 
This can usually be done by using the commands “wget” and “git clone” following the link for 
the download. Often the software for correction might need pre-installments itself to run so 
that required reading the documentation and then going about finding out how to download 
the pre-installments for that. While writing the Docker container, it was important to test after 
each line is added to make sure the correct item is being downloaded and is also being placed 
in the right location.  
 Once the Docker was finished and correctly with all the commands for indexing and 
correcting, one can move on to the Nextflow file where the pipelining began. The first step in 
the Nexflow document was to download the datasets that are being tested. These can usually 
be found as public information. The other key component was the correctly formed genome 
that was used later as comparison to see the errors made and resolved. Once the datasets and 
their matching correct genome were downloaded, the researchers moved onto the indexing. 
Indexing is usually done by two primary programs: BWA or Bowtie2. If not by these two, then 
usually by a version of one or the other and sometimes even a combination of both. It was 
important to first build the indexed file before applying the correction software to make it 
easier to process.  
 The next step was the primary one which is adding code to actual correct software. 
Usually there were certain parameters required such as how large the genome was or in the k-
mer correction, a popular algorithm used to make corrections, the specific k value desired. 
When actual testing, this was the part that usually takes the longest. Once the actual correction 
aspect is finished, the researchers moved on to indexing again. The reason for the indexer in 
this situation was to align the newly corrected reads along with the correct genome. This way, 
when calculating how efficient the correction software was, it was much easier to process. The 
final step was to build a custom python script which takes the newly indexed data and does a 
comparison. This script had to be custom because each software judges its accuracy in different 
way. Some software might see how many new errors are created while others see how many 
errors were resolved and some might do a combination of both. At the end of the python script 
a new page was created outputting the results that have been calculated. Like the Docker 
program, it was important to test after each step to make sure it is working correctly. Keep in 
mind the researchers emphasized to run within the Docker container because that is where the 
programs are stored. Once the whole Nextflow document is prepared, there was an outputted 
page stating the results found that could be compared to what the paper reported. 
Results 
For this particular reproducibility project, results can be measured by comparing how 
similar the results are between the ones that were computed versus the ones that were 
reported by the authors of the papers of software. Thus, for each software, the researchers 
have displayed the metrics computed, the metrics reported, and the differences between the 
two. Since the experiment is still in progress, the only software that we do have results for are 
the following four: Racer, Lighter, BLUE, and Trowel. Each software has its own metrics that it 
uses to measure accuracy.  
Racer is a rare software because it only uses gain as a measure of its success. There is a 
total of 15 organisms that were tested but what makes it interesting is that they were once 
tested using the indexer BWA and the other time they were tested using Read Search. The 
results are as following: 
 
 
The next software to analyze is Lighter. Lighter also uses a single metric but instead of gain, 
they use percent increase. Lighter tests three organism under two conditions, one with an 
individual read comparison and one with a base comparison. 
 
Blue is very unique because it has the most amount of metrics to evaluate its success. Blue 
checks how many reads with zero to ten edits were there before the correction software was 
run and then how many reads with zero to ten edits were there afterwards. This allows much of 
the interpretation up to the reader. There were three organisms run but only two are shown 
because the other is of the same organism as the E. Coli displayed. 
 
 
The last software with results is Trowel. The metrics used for testing are sensitivity, specificity, 
precision, and gain. These tests are done for measuring bases and for measuring reads making 
it eight metrics for each dataset. There are eight total datasets that we tested spread across 





For this particular project, one cannot definitively say whether or not as a whole the 
project was successful. It must be broken down into each individual software and how accurate 
the results for each software are. In the case of Racer, the reported values for Read Search are 
very similar to the one that were computed by the researchers. Most of the difference values 
were single digit differences. On the other hand, differences increase when looking at the BWA 
values. 
The next software is Lighter. Lighter is measured with percent increase and all the 
differences are less than 1. This might seem small but considering the actual metric values are 
all such small values, these differences are larger than the ones the researchers expected. 
The software Blue features three datasets to analyze but not one of the differences is 0. 
In other words, not one of the number of edits that were reported by the researchers is 
identical to the number of edits reported by the author of the Blue paper. 
The last software that the results are there for is Trowel. The values calculated for 
Trowel are the ones most skewed away from the ones reported. The values computed for gain 
are almost exponentially larger than the ones reported sometime. In other cases, the paper 
reports itself fixing a certain number of errors, while the values that are computed showing 
errors being made after the algorithm is run.  
Overall, as previously mentioned, it very difficult to determine the success of this 
experiment. The researchers were hoping at least some of the metrics would be identical to the 
ones reported but that did not happen in any dataset of any software.  There are several other 
software that still have to be tested so it is possible that there will be changes in those. It is also 
hard to determine why there are such large differences. At the end of the day, the researchers 
are using the same tools that the authors of the paper did, and they are still seeing such large 
discrepancies. Potential future ideas would be to discuss methodology with the authors and 
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