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In this paper, we prove the existence of inertial manifolds for a partly dissipative
reaction diffusion system of the form
{ut&dqu+f (x, u)+g(x, v)=0, x # 0vt+_(x)v+h(x, u)=0,
where 0 is a rectangular domain in R2 or a cubic domain in R3. The proof is based
on an Abstract Invariant Manifold Theorem for semiflows in a Hilbert space, which
is proved by using the graph transform method. The Principle of Spatial Averaging
also plays an important role in the proof.  1998 Academic Press
1. INTRODUCTION
One of the major advances in the study of long-time dynamics of infinite
dimensional dynamical system is the discovery that many dissipative evolu-
tionary equations possess global attractors with finite Hausdorff and fractal
dimensions, see Mallet-Paret [18] and Man~ e [21]. For specific systems, it
is even possible to estimate the (Hausdorff or fractal) dimension of the
global attractors in terms of the physical parameters of the problems. A partial
listing of such results includes Marion [22] for reaction diffusion equations,
Constantin and Foias [3, 4], Foias and Temam [9], and Ladyzhenskaya
[16] for the NavierStokes Equations, Nicoelaenko, Scheurer and Temam
[2527] for the KuramotoSivashinsky equation and the CahnHilliard
equation. See Babin and Vishik [1], Hale [10], Ladyzhenskaya [17], Sell
and You [30, 31], and Temam [35] for more references.
Though the global attractor has a finite dimensional invariant structure,
it may not be smooth, and thus the restriction of the original evolutionary
equation to it might give a badly behaved system of ordinary differential
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equations. Moreover, though it is known that a compact set with finite
Hausdorff dimension can be embedded into a finite dimensional Euclidean
manifold (see Man~ e [21] and Hale, Magalh aes, and Oliva [11]), it does
not necessarily follow that this manifold can be chosen both to contain
the global attractor and to be invariant under the flow of the underlying
evolutionary equation.
The concept of inertial manifolds for dissipative evolutionary equations
was introduced by Foias, Sell and Temam [8] to fit precisely these charac-
teristics. An inertial manifold is a smooth finite dimensional invariant manifold
which attracts all orbits of the underlying equation exponentially. Once a
dissipative evolutionary equation has an inertial manifold, by restricting
the equation to the inertial manifold, one obtains a finite system of
ordinary differential equations, which is referred to as an inertial form.
Since the global attractor is necessarily contained in the inertial manifold,
it follows that the long-time dynamics of the solutions of the underlying
evolutionary equation is completely determined by the inertial form. Although
the concept of inertial manifold and inertial form is relatively new, there
have already been extensive works on the theory, see, for example, Chow
and Lu [2], Constantin, Foias, Nicolaenko and Temam [5], Fabes, Luskin
and Sell [6], Foias, Nicolaenko, Sell and Temam [7], Kwak [14, 15],
Jolly [13], Mallet-Paret and Sell [19], Mallet-Paret, Sell and Shao [20],
Sell and You [29], Taboada [33], Temam [35], and the references therein.
Our purpose here is to study the existence of inertial manifolds for a
partly dissipative reaction diffusion system of the form
{ut&dqu+f (x, u)+g(x, v)=0, x # 0/R
n
vt+_(x)v+h(x, u)=0.
(1.1)
A typical example of such systems is the FitzHughNagumo equations in
neurobiology.
Marion [23] proved that, under suitable assumptions, system (1.1)
possesses a global attractor with finite Hausdorff and fractal dimension.
Concerning the existence of inertial manifolds, due to the lack of compactness
of the semiflow, the inertial manifolds are allowed to be infinite dimensional,
and in the case that the space dimension n2, Marion [24] showed the exist-
ence of such an inertial manifold for system (1.1). This demonstrates that the
longtime dynamics of the semiflow induced by (1.1) can be described com-
pletely by that of the flow induced by the corresponding inertial form.
The requirement that n2 is related to the spectral gap condition,
see Foias, Sell and Temam [8]. For scalar reaction diffusion equations,
Mallet-Paret and Sell [19] introduced a Cone Condition replacing the
usual spectral gap condition and proved the existence of inertial manifolds
for such equations when the underlying physical domain is a rectangular
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domain in R2 or a cubic domain in R3. They also introduced the Principle
of Spatial Averaging, which is a property of the Laplace operator and is
used to verify the cone condition. However, Mallet-Paret and Sell’s result
is for scalar equations only. Here we extend Mallet-Paret and Sell’s approach
to system (1.1) and generalize the results obtained in Marion [24].
This paper is organized as follows. In Section 2. we prove an Abstract
Invariant Manifold Theorem for semiflows on a Hilbert space, which is an
extension of the corresponding result of Mallet-Paret and Sell [19]. There
are two major difficulties we need to deal with here. First, if (u(t), v(t)) is
a solution of system (1.1), then we cannot expect v(t) to become smoother
in x as t gets larger due to the lack of a dissipative term in the v-equation
of (1.1). In fact, if the initial function v0 is an L2-function, then v(t) will
remain an L2-function for all t0. This, in turn, puts restrictions on the
regularity of u(t). Second, because of the infinite dimensionality of our
invariant manifold and the noncompactness of the assoicated semiflow, the
arguments using compactness will need to be modified.
In Section 3, we apply the Abstract Invariant Manifold Theorem to system
(1.1), and prove the existence of (infinite dimensional) inertial manifolds. This
generalizes the results of Marion [24]. In order to verify the assumptions
in the Abstract Invariant Manifold Theorem, we need to modify our system
appropriately, and use the Principle of Spatial Averaging introduced in
Mallet-paret and Sell [19].
2. AN ABSTRACT INVARIANT MANIFOLD THEOREM
This section is devoted to prove an abstract invariant manifold theorem
for semiflows on a Hilbert space, which will be applied to system (1.1) to
prove the existence of inertial manifolds. We first introduce an abstract
initial value problem on a Hilbert space.
2.1. An Abstract Initial Value Problem
Let H1 and H2 be two Hilbert spaces with inner products ( } , } )1 and
( } , } )2 , and corresponding norms & }&1 and & }&2 , respectively (in the
following, we will omit the subscripts when there can be no confusion). We
assume that H2 is separable. Let P be a finite dimensional subspace of H1
with orthogonal projection P, and Q be the orthogonal complimentary
space of P with orthogonal projection Q. For u=( p, q) # H1 and v # H2 ,
we consider an abstract differential system
p$=F( p, q, v)
{q$=&Aq+G( p, q, v) (2.1)v$=&B( p, q) v+H( p, q).
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We will always assume that A is a closed, positive, selfadjoint, densely
defined linear operator on Q with a dense domain D=D(A)/Q and
compact resolvents. As a result, &A generates an analytic semigroup e&At
on Q. The operator B( p, q) is assumed to be a uniformly positive and
bounded linear operator on H2 , that is, there exist positive constants # and
1 such that
# &v&2(v, B( p, q)v) 1 &v&2, (u, v) # H1_H2 . (2.2)
Moreover, we assume that B( p, q) is Lipschitz in ( p, q) in the operator
norm. The functions
F : H1_H2  P, G: H1_H2  Q, H: H1  H2
are all assumed to be bounded and Lipschitz continuous on their domains.
With the assumptions on A, one can define the fractional powers A: of A
for : # R. The domain of A:, D(A:), is a Hilbert space when endowed with
the graph norm &A: } &.
The assumptions made above are enough to guarantee that system (2.1)
with initial condition
( p(0), q(0), v(0))=( p0 , q0 , v0) # H1_H2 (2.3)
has a unique solution defined for all t0. More specifically, we have the
following theorem.
Theorem 2.1. Under the assumptions above, initial problem (2.1) and
(2.3) has a unique strong solution
y(t)=( p(t), q(t), v(t))=( p(t; p0 , q0 , v0), q(t; p0 , q0 , v0), v(t; p0 , q0 , v0))
defined on [0, ), which satisfies the following
q(t) # D(A), t>0,
y # C([0, ); H1_H2),
q # L2(0, T ; D(A12)),
where T is any positive number. Moreover, if we define operator S(t) on
H1_H2 by
S(t)( p0 , q0 , v0)=( p(t), q(t), v(t)), t0,
then S(t) is a nonlinear semiflow on H1_H2 .
4 ZHOUDE SHAO
File: DISTL2 338305 . By:CV . Date:03:03:98 . Time:15:21 LOP8M. V8.B. Page 01:01
Codes: 2718 Signs: 1793 . Length: 45 pic 0 pts, 190 mm
The proof of Theorem 2.1 uses standard arguments used in Henry [12]
and Pazy [28]. For details see Shao [32].
2.2. Assumptions and the Main Theorem
In this subsection we will present the conditions which guarantee the
existence of a Lipschitz invariant manifold M for system (2.1), given by the
graph of a Lipschitz function
8: P_H2  Q.
This manifold M will be our candidate for the inertial manifold of system (1.1).
Before we make the assumptions precise, we need the following defini-
tion, which generalizes the notion of Ga$ teaux derivative. For any Banach
spaces X and Y with norms & }&X and & }&Y , respectively, let L(X, Y ) denotes
the Banach space of bounded linear operators from X to Y.
Definition. Let X, Z and Y be Banach spaces, and K/X be a dense
subspace, and R/Z be a subset. We assume that K under the norm & }&K
is a Banach space which is continuously embedded into X. A function
F: X_Z  Y is said to be weakly Ga$ teaux differentiable on K_R with
respect to x # K if, for each (x, z) # K_R, there exists an L=L(x, z) #
L(X, Y ) such that the following two conditions are satisfied:
(1) for any h # K, one has
lim
t  0
F(x+th, z)&F(x, z)
t
=L(x, z)h, as t  0;
(2) The linear operator L(x, z) is continuous on K_R with respect
to x # K in the following sense: let R>0 be any fixed constant, for any
=>0, there is an ’>0 such that for any x1 # K, x2 # K with &x1&K ,
&x2&KR, and z # R, we have
&L(x1 , z)&L(x2 , z)&op=,
whenever &x1&x2 &X’.
We will call L(x, z) the weak Ga$ teaux derivative of F with respect to x at
(x, z), and will denote L(x, z) as DxF(x, z), or just DF(x, z).
The definition above is an adaptation of the similar definition given in
Mallet-Paret and Sell [19]. But the definition here is considerably weaker.
It can be shown that the derivative L(x, z) defined above is uniquely
determined.
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In the following, for any positive constants R1 and R2 , we will let A, C,
and D denote the following sets
A=[ p # P: &p&R1]
C=[q # Q: &Aq&R2]
D=[v # H2 : &v&R1].
Our assumptions on system (2.1) are as follows.
(1) (Regularity Condition) Both F and G are weakly Ga$ teaux differen-
tiable with respect to ( p, q) on (P_D(A))_H2 in the sense defined above.
(2) (Dissipative Condition) If p # cl(P&A), then
( p, F( p, 0, v)) <0, G( p, 0, v)=0
for all v # H2 . Furthermore, if v # cl(H2&D), then
(v, &B( p, q)v+H( p, q)) <0, G( p, 0, v)=0
for all ( p, q) # H1 . (We remark that the last inequality concerning the
v-equation can be achieved by choosing R1 large enough, cf. (2.2).)
(3) (Sobolev Condition) Let M be a constant such that
M> sup
( p, q, v) # A_C_D
[&F( p, q, v)&, &&B( p, q)v+H( p, q)&].
For any function ( p(t), v(t)) # C([0, ), P_H2) & C1((0, ), P_H2) and
t0>0 such that
( p(t), v(t)) # A_D, t # [0, t0]
&p$(t)&, &v$(t)&M, t # (0, t0],
the solution q(t) of
{q$=&Aq+G( p(t), q, v(t))q(0)=0
lies in C for all t # [0, t0].
(4) (Uniform Cone Condition) Let V be defined as
V= 12&_&
2& 12&\&
2, (\, _) # P_Q,
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then there is a $>0 such that, for ( p, q, v) # A_C_D, one has
V$=(_, _$)&( \, \$) <&$, (2.4)
whenever &_&=&\&=1, where _$ and \$ are given by
{\$=DF( p, q, v)(\, _)_$=&A_+DG( p, q, v)(\, _),
and DF( p, q, v) and DG( p, q, v) represent the weak Ga$ teaux derivatives
of F( p, q, v) and G( p, q, v) with respect to ( p, q) on (P_D(A))_H2 ,
respectively.
(5) (Linear Stability Condition) One has (q, Aq)4 &q&2 for all
q # D(A) and some 4>1+2L(R+1)+(LR), where, 1 is the constant in
(2.2), and L is a constant such that
&F( p, q, v1)&F( p, q, v2)&L(&p1&p2 &+&q1&q2&+&v1&v2 &)
&G( p, q, v1)&G( p, q, v2)&L(&p1&p2 &+&q1&q2&+&v1&v2 &)
&H( p1 , q1)&H( p2 , q2)&L(&p1&p2 &+&q1&q2 &)
for all ( p1 , q1), ( p2 , q2) # H1 , v1 , v2 # H2 , and R1 is a constant chosen
such that
2
L
R
<$
with $ determined by (2.4).
We refer to Mallet-Paret and Sell [19] for the motivations to make such
assumptions. Before we state the main theorem of this section, we still need
to introduce some notation which will be used later. For a function 8
defined on P_D, the graph and support is defined as
graph(8)=[( p, 8( p, v), v): ( p, v) # P_H2],
supp(8)=cl[( p, v) # P_H2 : 8( p, v){0].
We also define the following subsets of the space H1_H2 :
E=[( p, q, v) # A_C_D: &q&dist( p, A), &q&dist(v, D)],
G=E _ (P_[0]_H2),
where A is the boundary of A in P and D is the boundary of D in H2 .
See Fig. 1 for a graphical description of the sets A_C_D, E, and G.
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Fig. 1. The sets A_C_D, E, and G.
Now we are in the position to state the following theorem.
Theorem 2.2. Assume that system (2.1) satisfies conditions (1)(5) above.
Then there exists a Lipschitz function 8: P_H2  Q, satisfying
supp(8)/A_D,
8( p, v) # C, for ( p, v) # P_H2 ,
such that the graph, M=graph(8), is an invariant manifold for (2.1) with
M/G. Moreover M is locally attracting in the following sense: there are
positive constants M0 and : such that if y(t)=( p(t), q(t), v(t)) is a solution
of (2.1) satisfying that y(t) # E for all t0, then
dist( y(t), M)M0e&:t, t>0.
2.3. Proof of the Main Theorem
The proof of Theorem 2.2 is based on the graph transform method of
Hadamard. The basic idea is as follows: We start with the flat manifold
M0=P_[0]_H2 , and let the dynamics of (2.1) act on M0 . This yields the
set Mt , for each t>0, which is the image of M0 under the semiflow of (2.1).
We will show that Mt is actually the graph of a Lipschitz function 8t :
P_H2  Q, and [8t] has a limit function 8 as t  , whose graph gives
the desired manifold M in Theorem 2.2.
For each t>0, define
Mt=[( p(t; p0 , 0, v0), q(t; p0 , 0, v0), v(t; p0 , 0, v0)) : ( p0 , v0) # P_H2].
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Notice that M0=P_[0]_H2 . The proof of Theorem 2.2 will be
accomplished by a series of lemmas.
Lemma 2.1. If ( p0 , v0) # A_D then
( p(t; p0 , 0, v0), q(t; p0 , 0, v0), v(t; p0 , 0, v0)) # E, t>0.
In particular, one has
( p(t; p0 , 0, v0), q(t; p0 , 0, v0), v(t; p0 , 0, v0)) # A_C_D, t>0.
Proof. Let
y(t)=( p(t), q(t), v(t))=( p(t; p0 , 0, v0), q(t; p0 , 0, v0), v(t; p0 , 0, v0)).
Then y(t) is defined on [0, ). We first show that
&q(t)&dist( p, A) (2.5)
holds for small t>0. If p0 # int(A), the interior of A in P, we have
dist( p(0), A)>0.
Since &q(0)&=0, (2.5) is trivially true for small t>0. If p0 # A, we have
d
dt
&p(t)&2 } t=0=2( p(t), p$(t)) | t=0=2( p0 , F( p0 , 0, v0))<0
by the Dissipative Condition. This implies that
d
dt
dist( p(t), A)| t=0>0.
On the other hand, we have
d
dt
q(t)} t=0=G( p0 , 0, v0)=0.
Therefore, (2.5) holds for small t>0.
Let t0 be the largest such that (2.5) holds for every t # [0, t0], then t0>0
and we will show that t0=.
Assume, to the contrary, that t0<, we must have that
&q(t0)&=dist( p(t0), A).
Note that &q(t0)&{0. In fact, if &q(t0)&=0, then we would have p(t0) # A.
Using similar argument as above, we would get
d
dt
dist( p(t0), A) } t=t0>0
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and
d
dt
q(t) } t=t0=0.
This would imply that (2.5) holds for t>t0 near t0 , contradicting the choice
of t0 . Hence p(t0) # int(A). Let p1 # A be such that
&p(t0)&p1&=dist( p(t0), A).
Then there exists a & # [0, 1) such that
p(t0)=&p1 . (2.6)
In fact, &=&p(t0)&R1 . Define
\(t)=p(t)&p1 , _(t)=q(t),
then one has, by the Regularity Condition and Dissipative Condition,
{
\$(t)=p$(t)=F( p(t), q(t), v(t))
(2.7)
=|
1
0
DF( p1+%\(t), %_(t), v(t))(\(t), _(t)) d%+F( p1 , 0, v(t))
_$(t)=q$(t)=&Aq+G( p(t), q(t), v(t))&G( p1 , 0, v(t))
=&A_(t)+|
1
0
DG( p1+%\(t), %_(t), v(t))(\(t), _(t)) d%.
If one defines
V(t)= 12 &_(t)&
2& 12&\(t)&
2,
then by the choice of & and p1 , one has
V(t0)=0, V(t)<0 for t # (0, t0). (2.8)
By (2.6), (2.7), the Uniform Cone Condition and the Dissipative Condition
imply that, at t=t0 ,
V$(t)|=(_(t), _$(t)) &( \(t), \$(t))
=(_, &A_)+|
1
0
(_, DG( p1+%\, %_, v)(\, _)) d%
&|
1
0
( \, DF( p1+%\, %_, v)(\, _) d%) &( \, F( p1 , 0, v))
<&( \, F( p1 , 0, v)) =&(&&1)( p1 , F( p1 , 0, v))<0,
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where we have used the fact that V$(t) is homogeneous in \ and _ (thus
the Uniform Cone Condition can be applied.) This says that V(t) is strictly
decreasing at t0 , and we arrive at a contradiction with (2.8). Therefore we
must have t0=, and (2.5) holds for all t0. It remains to show that
&q(t)&dist(v(t), D), t0. (2.9)
Similarly as above, mainly due to the Dissipative Condition, we can show
that (2.9) holds for small t>0. Assume that (2.9) is not true for all t0.
Let t0>0 be the largest such that (2.9) holds for every t # [0, t0], then we
must have that
0<&q(t0)&=dist(v(t0), D).
This implies that v(t0) # int(D), the interior of D in H2 . Since D is just a
sphere centered at 0 in the Hilbert space H2 , one has
dist(v(t0), D)=&v(t0)&v1&,
where v1=(R1&v(t0)&) v(t0). Define
_(t)=q(t), +(t)=v(t)&v1 ,
W(t)= 12 (&_(t)&
2&&+(t)&2).
One has, by the choice of t0 ,
W(t0)=0, W(t)0, t<t0 .
But, on the other hand, we have, for t=t0
W$(t)=(_(t), _$(t)) &(+(t), +$(t))
=(_, &A_) +(_, G( p, q, v)&G( p, 0, v1))
&(+, &B( p, q)+)+(+, B( p, q)v1)&(+, H( p, q))
&4 &_&2+&_& &G( p, q, v)&G( p, 0, v1)&+1 &+&2
+(+, B( p, q)v1&H( p, q))
&4 &_&2+2L &_&2+1 &_&2+\&v(t0)&R1 &1+
_(v1 , B( p, q)v1&H( p, q))<0
by the Lipschitz property of G, the Dissipative Condition, and the Linear
Stability Condition. This is a contradiction. Hence t0= and the Lemma
is proved.
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Lemma 2.2. If ( p0 , v0) # P_H2 , then
y(t)=( p(t; p0 , 0, v0), q(t; p0 , 0, v0), v(t; p0 , 0, v0)) # G, t>0
and hence Mt/G for all t>0.
The proof of this lemma follows directly from Lemma 2.1 and the
Dissipative Condition. Details are omitted.
Lemma 2.3. Let ( p0, i , 0, v0, i) # G, and yi (t)=( pi (t), qi (t), vi (t)) be the
solutions of (2.1) with yi (0)=( p0, i , 0, v0, i), i=1, 2. Then there is a t00
such that
(1) yi (t)=( pi (t), qi (t), vi (t)) # E for t # [t0 , );
(2) At least one of the solutions, say y1(t), satisfies y1(t)  A_C_D
for all [0, t0).
We remark that it can happen that t0=0 or t0= in Lemma 2.3. In the
case that t0=0, we have yi (t)=( pi (t), qi (t), vi (t)) # E for all t # [0, ) and
i=1, 2. Similar explanation can be given for the case that t0=. The
proof of this lemma is quite obvious. In fact, by the Dissipative Condition,
any solution of (2.1) starting from ( p0 , 0, v0) must satisfy that q(t)=0
before it enters E. Hence by Lemma 2.1, such a solution either enters E at
some moment and stays in E thereafter, or remains outside of E for all
t # [0, ). Therefore, the t0 in the lemma is just the first moment in [0, ]
at which both y1(t) and y2(t) belong to E.
Lemma 2.4. Let y1(t) and y2(t) be given as in Lemma 2.3. Then
&q1(t)&q2(t)&max[&p1(t)&p2(t)&, R &v1(t)&v2(t)&] (2.10)
for all t0, where R1 is given in the Linear Stability Condition.
Proof. By Lemma 2.3, there is a t00 such that
yi (t) # E/A_C_D, tt0 , i=1, 2,
and, on [0, t0), at least one of the yi (t)$s, say y1(t), satisfies
y1(t)  A_C_D.
In the following, we will assume that 0<t0<. The cases that t0=0 or
t0= can be handled by modifying the following arguments slightly. For
y2(t), we can find a t0t10 such that
y2(t)  A_C_D, for t # [0, t1),
y2(t) # E, for t # [t1 , ).
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For each t # [0, t1), since q1(t)=q2(t)=0, inequality (2.10) is trivially true.
For each t # [t1 , t0], one has q1(t)=0, ( p1(t), v1(t))  A_D, and ( p2(t), v2(t))
# A_D. If t # [t1 , t0] is such that p1(t)  A, one can choose a &=&(t)
such that &p1(t) # A. Hence, for such t, one has
&q1(t)&q2(t)&
&p1(t)&p2(t)&

&q2(t)&
&&p1(t)&p2(t)&

&q2(t)&
dist( p2(t), A)
1,
where we have used the fact that y2(t) # E in the last inequality. Therefore,
for t # [t1 , t0] such that p1(t)  A, one has
&q1(t)&q2(t)&&p1(t)&p2(t)&.
If t # [t1 , t0] is such that v1(t)  D, by similar arguments, one can show
that
&q1(t)&q2(t)&&v1(t)&v2(t)&.
Therefore (2.10) is true for all t # [0, t0].
Now if &p1(t0)&p2(t0)&=&v1(t0)&v2(t0)&=0, one has &q1(t0)&q2(t0)&
=0. This implies that y1(t)= y2(t) for all tt0 and (2.10) is trivially true.
Hence, in the following, we assume that &p1(t0)&p2(t0)& and &v1(t0)&v2(t0)&
are not both zero. Therefore
max[&p1(t0)&p2(t0)&, R &v1(t0)&v2(t0)&]>0.
Assume that (2.10) is not true for all tt0 . Define
\(t)= p1(t)&p2(t), _(t)=q1(t)&q2(t), +(t)=v1(t)&v2(t).
Then there must be a t2t0 such that
&_(t2)&=max[&\(t2)&, R &+(t2)&] (2.11)
and a sequence [tk], tk>t2 and tk  t2 as k   such that
&_(tk)&>max[&\(tk)&, R &+(tk)&]. (2.12)
We may also assume that
&_(t2)&>0,
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since, otherwise, we would have \(t)=_(t)=+(t)=0 for all tt2 and
(2.12) could not be true at all. We consider the following two cases:
Case I. &_(t2)&=&R+(t2)&&\(t2)&.
Let W(t)= 12&_(t)&2& 12R2 &+(t)&2. By (2.11) and (2.12), we have
W(t2)=0, W(tk)>0.
Taking the inner product of the q-equation of (2.1) with q, one obtains
1
2
d
dt
&_(t)&2=(_(t), &A_(t)) +(_(t), G( p1 , q1 , v1)&G( p2 , q2 , v2))
&4 &_&2+L &_&(&\&+&_&+&+&),
where 4 and L are constants given in the Linear Stability Condition.
Similarly, one also has
R2
1
2
d
dt
&+&2=R2(+, &B( p, q)++H( p1 , q1)&H( p2 , q2))
&R21 &+&2&R2L &+& (&\&+&_&).
Therefore, at t=t2 ,
W$(t)&4 &_&2+2L &_&2+
L
R
&_&2+1 &_&2+2LR &_&2
=&\4&2L&2LR&1&LR+ &_&2<0.
by the Linear Stability Condition. This implies that
W(t)<W(t2)=0 for t>t2 near t2
and we arrive at a contradiction with (2.12).
Case II. &_(t2)&=&\(t2)&>R&+(t2)&.
In this case, let V(t)= 12 (&_(t)&
2&&\(t)&2). Again, by (2.11) and (2.12),
one has
V(t2)=0, V(tk)>0.
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By (2.11), the Uniform Cone Condition, and the choice of R, at t=t2 ,
V$(t)=(_(t), _$(t))&( \(t), \$(t))
=(_, &A_)+(_, G( p1 , q1 , v1)&G( p2 , q2 , v2))
&( \, F( p1 , q1 , v1)&F( p2 , q2 , v2))
=(_, &A_)+|
1
0
(_, DG( p2+%\, q2+%_, v1)(\, _)) d%
&|
1
0
( \, DF( p2+%\, q2+%_, v1)(\, _)) d%
+(_, G( p2 , q2 , v1)&G( p2 , q2 , v2))&( \, F( p2 , q2 , v1)
&F( p2 , q2 , v2))
&$ &_&2+L &_& &+&+L &\& &+&
&$ &_&2+2
L
R
&_&2<0,
where again we have used the fact that V$(t) is homogeneous in \ and _.
This is a contradiction with (2.11) and (2.12). Therefore we must have
t2= and the lemma is proved.
Our next lemma states that the set Mt is actually the graph of a
Lipschitz function defined on P_H2 . The proof is quite complicated due
to the infinite dimensionality of the space H2 .
Lemma 2.5. For each t00, there is a function 8t0 : P_H2  Q such
that
Mt0=graph(8t0),
supp(8t0)/A_D,
8t0( p, v) # C, ( p, v) # P_H2 ,
&8t0( p1 , v1)&8t0( p2 , v2)&&p1&p2&+R &v1&v2 &,
where R is given in the Linear Stability Condition.
Proof. If, for each ( p , v ) # P_H2 , there is a q # D(A) such that ( p , q , v )
# Mt0 , then q must be unique by (2.10) and we can define 8t0 by q =8t0( p , v ).
By Lemma 2.2 and 2.4, it is quite clear that 8t0 satisfies the conclusions of
the lemma. So, in order to prove the lemma, we need only show that, for
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any ( p , v ) # P_H2 , there is a ( p0 , v0) # P_H2 such that the solution of
(2.1) through ( p0 , 0, q0) satisfies
p(t0 ; p0 , 0, v0)= p , v(t0 ; p0 , 0, v0)=v . (2.13)
In order to prove (2.13), we will use a BubnovGalerkin type approx-
imation for the third equation of system (2.1). Since H2 is assumed to be
separable, there is an orthonormal basis for H2 . Assume that [ek]k=k=1 be
any fixed orthonormal basis of H2 . Let H m2 be the finite dimensional sub-
space of H2 spanned by [ek]k=mk=1 and Lm be the corresponding orthogonal
projection of H2 onto H m2 . For each integer m>0, consider the following
system of equations
p$m=F( pm , qm , vm)
{q$m=&Aqm+G( pm , qm , vm) (2.14)v$m=&LmB( pm , qm)vm+LmH( pm , qm),
where ( pm , qm , vm) # P_Q_H m2 . From the selfadjointness of Lm and (2.2),
we have
# &vm&2(LmBmvm , vm)1 &vm&2, vm # H m2 . (2.15)
One can easily verify that system (2.14) satisfies assumptions (1)(5) stated
in Section 2.2. Assume that v =k=1 c k ek and define v
m=mk=1 c kek , that
is, v m is the orthogonal projection of v on the space H m2 . Since P_H
m
2 is
a finite dimensional space, by similar argument used in Mallet-Paret and
Sell [19, Lemma 2.5], one can show that, for each fixed m, there exists a
( p0, m , v0, m) # P_H m2 such that, ym(t)=( pm(t), qm(t), vm(t)), the solution
of (2.14) starting from ( p0, m , 0, q0, m) at t=0, satisfies
pm(t0)= p , vm(t0)=v m. (2.16)
We would like to show that there is a subsequence of [ ym(t)] which
converges uniformly on the interval [0, t0] to a solution, y(t)=( p(t), q(t),
v(t)), of (2.1). Naturally, we will have that p(t0)= p and v(t0)=v , i.e., y(t)
satisfies (2.13).
Since assumptions (1)(5) in Section 2.2 are satisfied by system (2.14),
one can see that [ ym(t)] is uniformly bounded on [0, t0]. Moreover, the
results of Lemma 2.12.4 applies to system (2.14). By Lemma 2.1 we know
that [Aqm(t)] is uniformly bounded on [0, t0]. This implies, for each
t # [0, t0], [qm(t)] is precompact by virtue of the compactness of A&1,
and [( p$m(t), q$m(t))] is uniformly bounded on [0, t0]. The latter says that
[( pm(t), qm(t))] is Lipschitz continuous on [0, t0] with a common Lipschitz
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constant for all m. Therefore, by AscoliArzela’s Theorem, there is a sub-
sequence of [( pm(t), qm(t))], still labeled as [ pm(t), qm(t)], which converges
uniformly on [0, t0]. Assume that
( pm(t), qm(t))  ( p(t), q(t)), as m  .
Then ( p(t), q(t)) is Lipschitz continuous. By the Lipschitz continuity of
functions B and H, we have
B( pm(t), qm(t))  B( p(t), q(t)), as m  
(2.17)
H( pm(t), qm(t))  H( p(t), q(t)), as m  
uniformly on [0, t0]. Let Bm(t)=B( pm(t), qm(t)), Hm(t)=H( pm(t), qm(t)),
B(t)=B( p(t), q(t)) and H(t)=H( p(t), q(t)), then Bm , Hm , B, and H are all
Lipschitz continuous on [0, t0]. For each m, vm(t) satisfies
{v$m(t)=&LmBm(t) vm(t)+Lm Hm(t)vm(t0)=vm1 . (2.18)
Next we will show that [vm(t)] converges uniformly on [0, t0] to v(t) as
m  , where v(t) is the solution of the following problem
{v$(t)=&B(t) v(t)+H(t)v(t0)=v1 . (2.19)
It is a standard result that problem (2.19) has a unique solution v(t)
defined on [0, t0]. If we define
rm(t)=vm(t)&Lm v(t),
we have rm(t0)=0 and, by (2.15), (2.18) and (2.19)
1
2
d
dt
&rm(t)&2
=(rm(t), &LmBm(t) vm(t)+Lm B(t) v(t)) +(rm(t), LmHm(t)&LmH(t))
=(rm(t), &LmBm(t) rm(t))+(rm(t), Lm(B(t)&Bm(t)) Lmv(t))
+(rm(t), LmB(t)(v(t)&Lmv(t))) +(rm(t), Lm(Hm(t)&H(t)))
&1 &rm(t)&2&&rm(t)& :m(t),
where :m(t) is defined as follows
:m(t)=&Bm(t)&B(t)& &Lmv(t)&+1 &v(t)&Lmv(t)&+&Hm(t)&H(t)&.
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We claim that :m(t)  0 as m   uniformly on [0, t0]. To show this,
by (2.17), we need only to show that
&v(t)&Lmv(t)&  0, as m  
uniformly on [0, t0]. This can be done by a standard argument. (Note that
v(t) is Lipschitz continuous on [0, t0].) Now, applying Young’s inequality,
one can show that
1
2
d
dt
&rm(t)&2&1 &rm(t)&2&
1
2
&rm(t)&2&
1
21
:m(t)2.
Since :m(t)  0 as m   uniformly on [0, t0] and rm(t0)=0, by setting
t=&s and applying Gronwall inequality, one can show
&rm(t)&  0, as m  
uniformly on [0, t0]. This gives that
vm(t)=Lmv(t)+rm(t)  v(t), as m  
uniformly on [0, t0].
The next step is to show that ( p(t), q(t)) is the solution of
{p$=F( p, q, v(t))q$=&Aq+G( p, q, v(t)). (2.20)
Since ( pm(t), qm(t)) satisfies
{
pm(t)=p0, m+|
t
0
F( pm(t), qm(t), vm(t)) ds
qm(t)=|
t
0
e&A(t&s)G( pm(s), qm(s), vm(s)) ds
for t # [0, t0], taking the limit as m  , one gets
{
p(t)=p(0)+|
t
0
F( p(t), q(t), v(t)) ds
q(t)=|
t
0
e&A(t&s)G( p(s), q(s), v(s)) ds
for t # [0, t0], i.e., ( p(t), q(t)) is a mild solution of (2.20). Since ( p(t), q(t), v(t))
is Lipschitz continuous, we know that ( p(t), q(t)) is the solution of (2.20)
through ( p0 , 0)=( p(0), 0) on [0, t0], which satisfies
p(t0)= p .
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If we let y(t)=( p(t), q(t), v(t)), then, by (2.19) and (2.20), we have that
y(t) is a solution of (2.1) starting from ( p(0), 0, v(0)), which satisfies, as
desired,
( p(t0), v(t0))=( p , v ).
The proof of the lemma is then completed.
Lemma 2.6. Assume that yi (t)=( pi (t), qi (t), vi (t)), i=1, 2, are solutions
of (2.1) satisfying that
yi (t) # A_C_D, t # [t0 , t1], (2.21)
or
yi (t) # G, t # [t0 , t1].
If
max[&p1(t1)&p2(t1)&, R &v1(t1)&v2(t1)&]<&q1(t1)&q2(t1)&, (2.22)
then
max[&p1(t)&p2(t)&, R &v1(t)&v2(t)&]<&q1(t)&q2(t)&
e&(4&3L)(t&t0) &q1(t0)&q2(t0)&, t # [t0 , t1]. (2.23)
Proof. Lemma 2.4 and (2.22) say that the first inequality in (2.23) holds
for t # [t0 , t1]. To show the second, we let
\(t)= p1(t)&p2(t), _(t)=q1(t)&q2(t), +(t)=v1(t)&v2(t),
then we have
d
dt
&_&2=2(_(t), _$(t))
=2(_(t), &A_(t))+2(_(t), G( p1(t), q1(t), v1(t)
&G( p2(t), q2(t), v2(t)))
&24 &_(t)&2+2L &_(t)& (&\(t)&+&_(t)&+&+(t)&)
&2(4&3L) &_&2, t # [t0 , t1].
This implies that the second inequality in (2.23) is true.
If yi (t) # G for t # [t0 , t1], Condition (2.22) and Lemma 2.4 says that
(2.21) must be true and the proof is completed.
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Lemma 2.7. There exists a constant M>0 such that, for any t2>t1>0
and ( p, v) # P_H2 ,
&8t1( p, v)&8t2( p, v)&Me
&(4&3L) t1 (2.24)
Proof. Let p1= p2= p and v1=v2=v, q1=8t1( p, v) and q2=8t2( p, v).
If q1=q2 , (2.24) is trivially true. So we will assume that q1{q2 . Let yi (t)
be the solution of (2.1) which satisfies the condition
yi (t1)=( pi , qi , vi).
By the definition of 8t , yi (t) is defined on the interval [0, t1] and satisfies
yi (t) # G
&q1(t1)&q2(t1)&>0=max[&p1(t1)&p2(t1)&, R &v1(t1)&v2(t1)&].
Thus the result of Lemma 2.6 gives us (2.24).
Lemma 2.8. The limit limt   8t=8 exists uniformly for some function
8: P_H2  Q and the following hold:
&8t( p, v)&8( p, v)&Me&(4&3L) t,
supp(8)/A_D,
&8( p1 , v1)&8( p2 , v2)&&p1& p2&+R &v1&v2 &,
where M and R are previously defined constants.
The proof of this lemma is clear from the lemmas above.
Lemma 2.9. M=graph(8) is invariant under the flow of (2.1). That is,
if y(t)=( p(t), q(t), v(t)) is a solution of (2.1) satisfying q(t0)=8( p(t0), v(t0))
for some t0 , then y(t) is defined for all t # R and q(t)=8( p(t), v(t)) for all t # R.
Furthermore, ( p(t), v(t)) is a solution of the system of ordinary differential
equations
{p$=F( p, 8( p, v))v$=&B( p, 8( p, v))v+H( p, 8( p, v)). (2.25)
Conversely, if ( p(t), v(t)) is a solution of (2.25), then q(t)=8( p(t), v(t)) is
a solution of the equation
q$(t)=&Aq+G( p(t), q, v(t))
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and
y(t)=( p(t), 8( p(t), v(t)), v(t))
is a solution of (2.1).
Proof. For any ( p, v) # P_H2 and { # [0, ), let q{=8{( p, v) and
y{(t)=( p{(t), q{(t), v{(t)) be the solution of (2.1) satisfying y(0)=( p, q{ , v).
Since ( p, q{ , v) # M{ , y{(t) can be defined on [&{, ) and satisfies
y{(t) # M{+t on this interval, i.e.,
q{(t)=8{+t( p{(t), v{(t)), t # [&{, ). (2.26)
We claim that there is a sequence [{n], {n   as n  , such that
[ y{n(t)] is converges uniformly on any compact subset of R to some
function y(t) which is a solution of (2.1) and satisfies
{y(0)=( p, 8( p, v), v)q(t)=8( p(t), v(t)), t # R. (2.27)
Indeed, let N be any positive integer, and assume that {N, then y{(t) is
defined on [&N, N]. We consider the family of functions [( p{(t), q{(t))]
first. Since F and G are both bounded and [Aq{(t)] is uniformly bounded
on [&N, N], we can easily show that [( p{(t), q{(t))] is uniformly bounded
and uniformly Lipschitz continuous on [&N, N], and, moreover, [q{(t)]
is precompact for each t # [&N, N]. Therefore, by AscoliArzela Theorem,
there is a sequence [{n], {n   as n  , such that [( p{n(t), q{n(t))]
converges uniformly on [&N, N] to a function ( p(t), q(t)) as n  .
Moreover, ( p(t), q(t)) is Lipschitz continuous on [&N, N]. Now by the
structure of the v-equation, it is easy to argue that [v{n(t)] converges
uniformly on [&N, N] as n   to a function v(t), which is a solution of
the equation
v$(t)=&B( p+8( p, v))v+H( p(t), q(t)).
Then by Cantor diagonal method, we can find a subsequence of [ y{n(t)],
still labeled as [ y{n(t)], which converges uniformly on any compact subset
of R to the function y(t)=( p(t), q(t), v(t)). Obviously we have y(0)=
( p, 8( p, v), v), and by taking the limit as { tends to , we get the second
equality in (2.27). Furthermore, by taking the limit in the integrated form
of (2.1), we can show that y(t) is a mild solution of (2.1). Since y(t) is Lipschitz
continuous on compact subsets of R and A is sectorial, by the regularity
result for evolutionary equation (see, e.g., Pazy [28] or Henry [12]), we
can show y(t) is, in fact, a solution of (2.1). This proves the first part of the
lemma.
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In order to prove the second part, we define q0=8( p(0), v(0)) for any
solution ( p(t), v(t)) of (2.25). Then there is a solution ( p (t), q (t), v (t)) of
(2.1) which is defined on (&, ) and satisfies q (t)=8( p (t), v (t)). This
says that ( p (t), v (t)) is the solution of (2.25) starting from ( p(0), v(0)). By
uniqueness, we must have
p (t)= p(t), v (t)=v(t), and q (t)=8( p(t), v(t)).
This completes the proof of the lemma.
Lemma 2.10. Let 8 be as in Lemma 2.8, then the following is true
8( p, v) # C,
M=graph(8)/G
Proof. As a consequence of Lemma 2.9, we have
8( p, v) # D(A), for ( p, v) # P_H2 .
Now, for any ( p, v) # P_H2 , since [A8{( p, v)] is bounded by R2 , we can
find a sequence [{n], {n   as n  , such that [A8{n( p, v)] converges
to some 9 weakly, i.e., one has
(A8{n( p, v), q)  (9, q) , for all q # Q.
On the other hand, by the self-adjointness of A and the convergence of
8{( p, v), we have, for q # D(A),
(A8{n( p, v), q) =(8{n( p, v), Aq)  (8( p, v), Aq)=(A8( p, v), q).
Thus A8( p, v)=9 since D(A)/Q is dense. This gives us
&A8( p, v)&lim inf
n  
&A8{n( p, v)&R2 .
Therefore we have 8( p, v) # C for any ( p, v) # P_H2 . The fact that M/G
is a trivial consequence.
Lemma 2.11. Let y(t)=( p(t), q(t), v(t)) be a solution which remains in E
for all t in interval [t0 , t1 ]. Then one has
dist( y(t), M)Me&(4&3L)(t&t0)
for t # [t0 , t1], where M is a constant.
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The proof of this lemma is similar to that in Mallet-Paret and Sell [19],
and details are omitted.
Combining all the lemmas above, we obtain Theorem 2.2. Note that,
although (2.1) induces a semiflow on H1_H2 , the restriction of (2.1) to the
invariant manifold M gives a flow which is described by system (2.25).
3. INERTIAL MANIFOLDS
In this section, we focus our attention on applying the Abstract Invariant
Manifold Theorem established in Section 2 to derive the existence result of
inertial manifolds for system (1.1). In order to verify that conditions (1)(5)
stated in Section 2.2, we need to modify our system appropriately. We start
with some preliminary results on the (global) existence of solutions and the
global attractor.
3.1. Preliminaries
Let 0 be a smooth bounded domain in Rn, and consider system
{ut&dqu+f (x, u)+g(x, v)=0, x # 0/R
n
vt+_(x)v+h(x, u)=0
(3.1)
together with the initial conditions
u(x, 0)=u0(x), v(x, 0)=v0(x), (3.2)
and one of the following boundary conditions for u:
Dirichlet u= 0 on 0,
Neumann
u
n
= 0 on 0, (3.3)
periodic u is 0-periodic.
For the case of periodic boundary condition, of course, 0/Rn should be
a Cartesian product of intervals. The diffusion constant d is positive and f,
g, _ and h are assumed to be at least C 2 on 0 _R and satisfy the following
conditions
$1 |u|k&$3 f (x, u)u$2 |u|k+$3 , k>2,
f $u(x, u))&$4{ | g$v(x, v)|$5 (3.4)_(x)$6>0,|h$u(x, u)|$7 , |h$xi |$7(1+|u| ) i=1, 2, ..., n,
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where the $i ’s are all positive constants. Before we proceed, we note that
these assumptions are satisfied by the FitzHughNagumo equations in
neurobiology
{ut=qu+f (u)&#v, x # 0/R
n
vt=&_v&$u,
where _>0, #, $ # R are constants and f is a polynomial of odd degree with
negative leading coefficient.
Let H=L2(0)_L2(0), and V1 be a subspace of H1(0) defined as
follows
H 10(0) for Dirichlet boundary condition
V1={H 1(0) for Neumann boundary conditionH 1per(0) for periodic boundary condition,
where H 1per(0), 0=(0, l1)_ } } } _(0, ln) denotes the space of functions that
are locally in H1(Rn) and are periodic with period li in the xi -direction.
Under the assumptions in (3.4), we can show that, for any (u0 , v0) # H,
problem (3.1)(3.3) has a unique weak solution (u(t), v(t)) which exists for
all t0, and the operator S(t): H  H defined by S(t)(u0 , v0)=(u(t), v(t)),
t0 defines a nonlinear semiflow on H. More precisely, we have the
following theorem.
Theorem 3.1. Under the assumptions stated in (3.4), for any (u0 , v0) # H,
there exists a unique weak solution (u(t), v(t)) of (3.1)(3.3) in the following
sense
(u, v) # C([0, ), H),
u # L2(0, T ; V1) & Lk(0, T ; Lk(0)), T>0,
(u(0), v(0))=(u0 , v0),
and, for any w # V & Lk(0),
{
d
dt
(u, w) +a(u, w)+( f ( } , u)&u, w) +( g( } , v), w)=0
d
dt
(v, w) +(_( } )v, w) +(h( } , u), w) =0,
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where a( } , } ) is a bilinear form defined by
a(u, w)=|
0
{u } {w dx+|
0
uw dx.
Moreover, the solution (u(t), v(t)) is continuous on R+_H, and therefore,
S(t): (u0 , v0)  (u(t), v(t)) is a semiflow on H.
The proof of this theorem uses a BubnovGalerkin approximation
method. For details see Shao [32].
The existence of a global attractor A for problem (3.1)(3.3) is proved
by Marion [23]. It is also shown in [23] that A is a bounded set in
L(0)_L(0). Based on Marion’s work, we can give a further result on
the regularity of the global attractor A provided that the space dimension
n3.
For any constant b>0, we define
B2, 0(b)=[(u, v) # H2(0)_L2(0): &u&H 2(0) , &v&b],
B2, 2(b)=[(u, v) # H2(0)_H 2(0): &u&H 2(0) , &v&H2(0)b],
B, (b)=[(u, v) # L(0)_L(0): &u& , &v&b].
The following lemma can be found in Marion [24].
Lemma 3.1 (Marion [24]). Under the assumptions stated in (3.4), for
any sufficiently large constant b, the set B2, 0(b) is an absorbing set for
problem (3.1)(3.3).
Using Lemma 3.1, we can prove the following result.
Lemma 3.2. Assume that the assumptions stated in (3.4) are true, and let
A be the global attractor of problem (3.1)(3.3). Then, if the space dimension
n3, there is a constant b0 such that
A/B, (b0) & B2, 2(b0).
Moreover, the constant b0 can be chosen such that B2, 0(b0) is an absorbing
set for problem (3.1)(3.3).
Proof. We actually only need to show that A/B2, 2(b0) for certain
large b0>0. By Lemma 3.1, we know that there is a b such that B2, 0(b) is
an absorbing set. Since the global attractor A is bounded in L2(0), there
is a T>0 such that, for any (u0 , v0) # A, the solution (u(t), v(t)) of problem
(3.1)(3.3) starting from (u0 , v0) satisfies
(u(t), v(t)) # B2, 0(b), tT. (3.5)
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Let (u, v) # A be any element. By the invariance of A, there is a solution
(u(t), v(t)) which is defined on (&, ) and satisfies (u(0), v(0))=(u, v)
and (u(t), v(t)) # A for all t. We can regard (u(t), v(t)) as the solution
starting from (u0 , v0)=(u(&T ), v(&T )). Therefore, by (3.5), we have
(u, v) # B2, 0(b). This shows that
[u: there is a v such that (u, v) # A]
is bounded by b in H2(0), i.e., for any (u, v) # A, we have
&u&H 2(0)b. (3.6)
We may also assume that b has been chosen such that
&u&b (3.7)
holds for all (u, v) # A.
Let (u0 , v0) # A, then there is a solution (u(t), v(t)) of (3.1)(3.3) on
(&, ) such that (u(0), v(0))=(u0 , v0) and (u(t), v(t)) # A for all t # R.
From the second equation of (3.1), we have, for any t0 # (&, ),
v(t, x)=e&_(x)(t&t0)v(t0 , x)&|
t
t0
e&_(x)(t&s)h(x, u(s, x)) ds. (3.8)
Since A/L(0)_L(0) is bounded, taking the limit of both sides of
equality (3.8) as t0  &, one obtains
v(t, x)=&|
t
&
e&_(x)(t&s)h(x, u(s, x)) ds. (3.9)
In particular, one has
v0(x)=v(0, x)=&|
0
&
e_(x)sh(x, u(s, x)) ds. (3.10)
Now we show that the function v0 defined by (3.10) is in H2(0) and is
bounded in H2(0) with a bound depending only on b provided that
u # H 2(0) and satisfies (3.6) and (3.7). By the assumptions in (3.4), we
know that v0 # L2(0). For convenience, we will replace v0 with v in the
following. One has
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vx(x)=&|
0
&
e_(x)shu(x, u(s, x)) ux(s, x) ds&|
0
&
e_(x) shx(x, u(s, x)) ds
&|
0
&
s_$(x) e_(x)sh(x, u(s, x)) ds,
vxx(x)=&2|
0
&
s_$(x) e_(x)s(hu(x, u(s, x)) ux(s, x)+hx(x, u(s, x))) ds
&|
0
&
s(_"(x)+s(_$(x))2) e_(x)sh(x, u(s, x)) ds
&|
0
&
e_(x)s(hxx(x, u(s, x))+2hux(x, u(s, x)) ux(s, x)) ds
&|
0
&
e_(x)s(hu(x, u(s, x)) uxx(s, x)+huu(x, u(s, x)) u2x(s, x)) ds.
We only need to show that each term in the expressions for vx and vxx is
in L2(0) and is bounded by a bound depending only on b. As examples,
we will show that the conclusion holds for the term
|
0
&
e_(x)shu(x, u(s, x)) ux(s, x) ds (3.11)
in the expression for vx , and the term
|
0
&
e_(x)shuu(x, u(s, x)) u2x(s, x) ds (3.12)
in the expression for vxx . The proofs are similar for other terms. Using (3.7)
and the smoothness assumption on h, we know that h2u( } , u(s, } )) is
bounded in L(0). If we let &h2u&L (0) denote the bound, using Ho lder’s
inequality, we find that
}|
0
&
e_(x) shu(x, u(s, x)) ux(s, x) ds }
2
|
0
&
e_(x)s |hu(x, u(s, x)) ux(s, x)| 2 ds |
0
&
e_(x)s ds
|
0
&
e$6s |hu(x, u(s, x))| 2 |ux(s, x)| 2 ds |
0
&
e$6s ds

1
$6
sup
&<s0
&h2u &L (0) |
0
&
e$6s |ux(s, x)| 2 ds, (3.13)
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where $6 is the constant determined in (3.4). Therefore, integrating inequality
(3.13) over 0, by Fubini’s Theorem and (3.6), one obtains
|
0 }|
0
&
e_(x) shu(x, u(s, x)) ux(s, x) ds }
2
dx

1
$6
sup
&<s0
&h2u &L (0) |
0
&
e$6 s |
0
|ux(s, x)| 2 dx ds

b2
$26
sup
&<s0
&h2u&L (0) .
This proves that the function defined by (3.11) is bounded in L2(0) with
a bound depending only on b. Now we show that the same is true for the
function defined by (3.12). Similarly as above, h2uu( } , u(s, } )) is bounded in
L(0). If we let &h2uu&L(0) denote the bound, then we can show that
}|
0
&
e_(x) shuu(x, u(s, x)) u2x(s, x) ds }
2

1
$6
sup
&<s0
&h2uu&L (0) |
0
&
e$6s |ux(s, x)| 4 ds.
Integrating the inequality above on 0 and applying Fubini’s Theorem, we
obtain
|
0 }|
0
&
e_(x) shuu(x, u(s, x)) u2x(s, x) ds }
2
dx

1
$6
sup
&<s0
&h2uu&L(0) |
0
&
e$6s |
0
|ux(s, x)| 4 dx ds

1
$6
sup
&<s0
&h2uu&L(0) |
0
&
e$6s &ux(s)&4L 4(0) ds
=
C
$6
sup
&<s0
&huu&L(0) |
0
&
e$6s &u(s)&4H2(0) ds

C
b4$26
sup
&<s0
&h2uu&L (0) ,
where we have used the embedding of H1(0) into L4(0) for 0/Rn with
n3. This implies that the function defined in (3.12) is in L2(0) and
bounded in L2(0) with a bound depending only on b. Similarly, we can
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show that the same is true for all the other terms in the expressions for vx
and vxx . Therefore, we have shown that the set
[v: there is a u such that (u, v) # A]
is bounded in H2(0). Hence A/H2(0)_H2(0) is bounded. The assertion
on absorbing set follows directly from Lemma 3.1.
By Lemma 3.2, one can replace the nonlinear functions f, g and h by
% \ u
2
(2b0)2+ f (x, u), % \
v2
(2b0)2+ g(x, v) and % \
u2
(2b0)2+ h(x, u),
respectively, without changing the long-time dynamics of S(t) or the dynamics
of S(t) on the global attractor A, where the function %(r) is a smooth function
satisfying %(r)=1 for 0r1 and %(r)=0 for r2. So, from now on, we
will assume that there are constants L0 and L such that
| f (x, u)|, | g(x, u)|, |h(x, u)|L0 ,
(3.14)
| fu(x, u)|, | gu(x, u)|, |hu(x, u)|L,
for all (x, u) # 0_R.
Let B: L2(0)  L2(0) be the operator defined by
(Bv)(x)=_(x) v(x), v # L2(0).
From the assumption on the function _ in (3.4), one can easily see that
there are constants #>0 and 1>0 such that
# &v&2(v, Bv)1 &v&2, v # L2(0). (3.15)
Next we define f , g~ and h : L2(0)  L2(0), as follows:
[ f (u)](x)=&f (x, u(x)),
[ g~ (u)](x)=&g(x, u(x)), u # L2(0).
[h (u)](x)=&h(x, u(x)).
Inequality (3.14) implies that f , g~ , and h are all well defined, and by the
mean value theorem, one can prove that, for any u1 , u2 and u in L2(0),
& f (u)&, &g~ (u)&, &h (u)&K0 ,
(3.16)
& f (u1)&f (u2)&, &g~ (u1)&g~ (u2)&, & f (u1)&f (u2)&K1 &u1&u2&,
where K0 and K1 are constants depending on L0 , L1 and |0|=0 1 dx.
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Now one can write system (3.1) as an abstract differential system
{u$=qu+f
 (u)+g~ (v)
v$=&Bv+h (u)
3.17
in the phase space H=H1_H2 with H1=H2=L2(0), where q represents
the Laplace operator with the given boundary condition (cf. (3.3)). Here
we have taken the diffusion constant d=1. The general case can be treated
by rescaling the time variable and modifying the functions f , g~ and h and
the operator B accordingly.
The operator &q is closed, linear, selfadjoint, nonnegative and has
compact resolvent. The domain of &q is
D=[u # H 2(0): the corresponding boundary condition holds].
Let [*m]m=1 be the eigenvalues of &q repeated according multiplicity
and ordered so that
0*1*2 } } } *m } } } ,
and let [em]m=1 be the corresponding complete orthonormal set of eigen-
functions in L2(0). For any *>0, let P* denote the canonical orthogonal
projection onto the finite dimensional subspace
P*=span[em : *m*]
of H1 , and Q*=I&P* denote the complementary projection onto the
subspace
Q*=P
=
* =cl span[em : *m>*].
Now, if we fix *>0 and write u # H1 as u=( p, q), where
p=Pu # P, q=Qu # Q,
we can write (3.17) as
p$=qp+P( f ( p, q)+g~ (v))
{q$=qq+Q( f ( p, q)+g~ (v)) (3.18)v$=&Bv+h ( p+q),
where P=P* , Q=Q* , P=P* and Q=Q* .
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3.2. The Modified System
One would like to apply the Abstract Invariant Manifold Theorem to
system (3.18). This is possible only after (3.18) is properly modified. By
Lemma 3.1 as long as the modified system remains the same as (3.18) in
B2, 0(b0), the long-time dynamics should be the same. The modification
adopted below is similar to that used in Mallet-Paret and Sell [19]. Let
b0 be the constant determined in Lemma 3.2, and let K2>2, K3>K2 be
any constants. We define smooth functions , and  with the following
properties:
{
,, : [0, )  [0, 1], are C1,
(3.19)
,$(r)0, $(r)0, in [0, ),
r,$(r)+,(r)0 in [0, ),
,(r)=1 in [0, 2b20],
,(r)= 12 in [K
2
2 b
2
0 , ) for some K2>2,
(r)=1 in [0, K 22b
2
0],
(r)=0 in [K 23 b
2
0 , ) for some K3>K2 .
An example of the function , is given in Mallet-Paret and Sell [19].
The modified system, to which the Abstract Invariant Manifold Theorem
is applicable, is the following
p$=F( p, q, v)
{q$=&Aq+G( p, q, v) (3.20)v$=&Bv+H( p, q),
where the positive selfadjoint operator A and the functions F, G, H on
suitable domains are defined by
A=I&q,
F( p, q, v)=&,(&Ap&2) Ap+(&p&2) (&v&2)( p+Pf ( p, q)+Pg~ (v)),
(3.21)G( p, q, v)=(&v&2) q+(&p&2) (&v&2)(Qf ( p, q)+Qg~ (v)),
H( p, q)=(&p&2) h ( p, q),
respectively. By (3.19) and (3.16), it is easy to show that F, G, and H are
all bounded and globally Lipschitz functions. By Lemma 3.1 and the choice
of the functions , and , (3.20) and (3.18) have the same long time
dynamics.
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3.3. Verification of Conditions (1)(5)
This part is devoted to verify that conditions (1)(5) stated in Section 2.2
hold for system (3.20). We will assume that 0 is a bounded smooth domain
in Rn, where the dimension n3. For any R1 , R2>0, Let A, C, and D
be defined as in Section 2.2. We first prove the following lemma, which will
be used to verify the Regularity Condition (cf. Mallet-Paret and Sell [19],
Lemma 3.3).
Lemma 3.3. Let u # H2(0) be any fixed function, and assume that f (x, u)
is a C1-function defined on 0 _R such that both f and fu are bounded and
continuous. Define f : L2(0)  L2(0) by
f (v)(x)= f (x, v(x)), v # L2(0).
(Note that f is certainly well defined.) Then, for any fixed h # H2(0), and
=>0, there is a $>0 such that
& f (u+th)&f (u)&Df (u)(th)&=t,
whenever 0<t<$, where Df (u): L2(0)  L2(0) is defined by
[Df (u)h](x)=fu(x, u(x)) h(x).
Furthermore, Df (u) # L(L2(0), L2(0)) is continuous in the following sense:
For any constant R>0 and =>0, there is a $>0 such that
&Df (u1)&Df (u2)&op= (3.22)
whenever u1 , u2 # H 2(0), &u1&H 2(0) , &u2&H 2(0)R and &u1&u2&<$.
Proof. By the assumptions on f, we can easily see that the operator
Df (u) defined in the lemma is a linear bounded operator from L2(0) to
L2(0). Now let h # H2(0) and n2<r<2 be fixed. By the Sobolev
embedding of Hr into L, there is a constant C1 such that, for any
v # Hr(0), one has
&v&C1 &v&H r(0) .
We assume that the constant C1 has been chosen so that
&u&C1 &u&H 2(0) , and &h&C1 &h&H2(0) .
Choose an R so large that
R >C1 &u&H 2(0)+C1 &h&H2(0)+1.
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Since fu(x, u) is continuous on 0 _[&R , R ], for any given =>0, there is
a $0 such that if +<$0 , (x, u), (x, u++) # 0 _[&R , R ], then
| fu(x, u++)&fu(x, u)|<
=
R ( |0|+1)
,
where |0|=0 1 dx. Therefore, there is a $>0 such that
| f (x, u(x)+th(x))&f (x, u(x))&Df (u(x))(th(x))|
= }|
1
0
( fu(x, u(x)+%th(x))&fu(x, u(x))) d% th(x) }
<
=
R ( |0|+1)
t |h(x)|

=
|0|+1
t,
whenever t<$. Therefore, we have
& f (u+th)&f (u)&Df (u)(th)&=t.
To prove the continuity assertion, we need to use the interpolation inequality.
Let u1 , u2 , and R be given as in the lemma, and n2<r<2. By the inter-
polation inequality, there is a constant C2 such that
&v&H r(0)C2 &v&r2 &v&1&(r2)H 2(0) , v # H
2(0).
Now if u1 , u2 # H2(0) satisfies that &ui&H2(0)R, i=1, 2, and &u1&u2&<$,
there is a constant C3 depending on R such that
&u1&u2 &C1 &u1&u2&H r(0)C2 &u1&u2 &r2 &u1&u2&1&(r2)H 2(0) C3$r2.
By the continuity of fu(x, u), we can easily see that, for any =>0, we can
choose $>0 such that
| fu(x, u1(x))&fu(x, u2(x))|<=.
This gives us that
&Df (u1)h&Df (u2)h&2|
0
|( fu(x, u1(x))&fu(x, u2(x))) h(x)| 2 dx
=2 |
0
|h(x)|2 dx==2 &h&2.
Thus one has (3.22) and proves the continuity assertion.
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Lemma 3.3 says that f in system (3.18) is weakly Ga$ teaux differentiable
with respect to u # P_D(A) in the sense defined in Section 2.2. In fact, we
can show that f has a bounded Ga$ teaux differential operator on L2(0) in
the usual sense, but we can not get the continuity assertion for u # L2(0).
Since we only require that the terms F and G in (3.21) are weakly Ga$ teaux
differentiable with respect to ( p, q), the Regularity Condition can be easily
verified.
Lemma 3.4. For any positive constants *, and R1 , R2 , the Regularity
Condition holds for system (3.20).
Proof. One needs only notice that, by the definitions for functions F
and G, the weak Ga$ teaux differentiability of F and G is a consequence of
that of f , which is proved in Lemma 3.3.
In the next lemma, we prove that the Dissipative Condition is satisfied
by system (3.20).
Lemma 3.5. Let #, K0 , and K3 be given as in (3.15), (3.16), and (3.19),
respectively, and assume that R1 has been chosen such that
R1>max {K0# , K3 b0= . (3.23)
Then the Dissipative Condition is satisfied by system (3.20).
Proof. With R1 satisfying (3.23), by (3.19), we have, if &p&R1 , then
(&p&2)=0, ,(&Ap&2)= 12 . Hence, from the definitions of F and G,
( p, F( p, 0, v))=( p, &12 Ap)<0, G( p, 0, v)=0
holds for all v # H2 . Moreover, if &v&R1 , one has (&v&2)=0. This
implies that G( p, 0, v)=0 for all p # P. By (3.15), (3.16) and (3.23), one
also has
(v, &Bv+H( p, q))&# &v&2+K0 &v&&v&(&#R1+K0)<0.
Our next goal is to verify the Sobolev Condition. By the definition of
operator A, we have the following estimates
(q, &Aq)&(*+1) &q&2 for all q # D(A),
(3.24)
&e&Atq&e&(*+1) t &q& for all q # Q and t0.
Lemma 3.6. Let R1 be chosen as in Lemma 3.4, then there is an R2 such
that the Sobolev Condition is satisfied for all large *.
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Proof. For any fixed constant M>0, let ( p(t), v(t)) be any function
given as in the Sobolev Condition, i.e., ( p(t), v(t)) # C([0, ), P_H2) &
C1((0, ), P_H2) satisfying that
( p(t), v(t)) # A_D, t # [0, t0]
(3.25)
&p$(t)&, &v$(t)&M, t # (0, t0]
for some t0>0. Let q(t) be the corresponding solution of the initial value
problem
{q$=&Aq+G( p(t), q, v(t))q(0)=0.
(See Sobolev Condition.) We will show that there is an R2 independent of
t0 such that &Aq(t)&R2 on the same interval [0, t0] for all sufficiently
large *. First we estimate &q(t)&. Using the variation of constants formula,
we have
q(t)=|
t
0
e&A(t&s)Q((&v&2) q(s)
+(&p&2) (&v&2) Q( f ( p(s), q(s))+g~ (v(s)))) ds. (3.26)
Hence, by (3.16), (3.19) and (3.24),
&q(t)&|
t
0
e&(1+*)(t&s)(&q(s)&+2K0) ds,
or equivalently
e(1+*) t &q(t)&|
t
0
e(1+*)s(&q(s)&+2K0) ds.
An application of Gronwall’s inequality yields
e(1+*) t &q(t)&
2K0
1+*
e(1+*) t+|
t
0
2K0
1+*
e(1+*)se(t&s) ds
=
2K0
1+*
e(1+*) t+
2K0
*(1+*)
et(e*t&1)
2K
1
1+* \1+
1
*+ e(1+*) t=
2K0
*
e(1+*) t.
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This gives us that
&q(t)&
2K0
*
. (3.27)
In order to estimate &Aq(t)&, we first estimate &q$(t)&. From (3.26), we
have limt  0 +(q(t)t) exists and
lim
t  0 +
q(t)
t
=(&p0&2) (&v0 &2)(Qf ( p0 , 0)+Qg~ (v0)).
By the smoothness assumptions of the functions involved in the expressions
above, we can see that q$(0) # L(0) & Q and
&q$(0)&2K0 . (3.28)
Furthermore we can argue that q$ # L2(0, T ; D(A12)) & C([0, T], Q) for
any T>0 and q$ is a weak solution of
d
dt
q$(t)=&Aq$(t)+(&v(t)&2) q$(t)+2$(&v(t)&2)(v(t), v$(t)) q(t)
+(&p(t)&2) (&v(t)&2)(QDf (t)+QDg(t))
+2$(&p(t)&2)( p(t), p$(t)) (&v(t)&2)(Qf (t)+Qg (t))
+2(&p(t)&2) $(&v(t)&2)(v(t), v$(t))(Qf (t)+Qg (t)), (3.29)
where the operators Df : H1  H1 , Dg : H2  H1 and functions f , g : [0, t0]  H1
are defined as follows
[Df (t)](x)= fu(x, u(t, x)) u$(t, x),
[Dg(t)](x)=gv(x, v(t, x)) v$(t, x),
(3.30)
[ f (t)](x)=f (x, u(t, x)),
[ g (t)](x)=g(t, v(t, x)),
with u(t, x)= p(t)(x)+q(t)(x). Taking the inner product of (3.29) with
q$(t), one has
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1
2
d
dt
&q$(t)&2=(A12q$(t), &A12q$(t))+(&v(t)&2)(q$(t), q$(t))
+2$(&v(t)&2)(v(t), v$(t))(q(t), q$(t))
+(&p(t)&2) (&v(t)&2)(QDf (t)+QDg(t), q$(t))
+2$(&p(t)&2) (&v(t)&2)( p(t), p$(t))(Qf (t)+Qg (t), q$(t))
+2(&p(t)&2) $(&v(t)&2)(v(t), v$(t))(Qf (t)+Qg (t), q$(t)).
(3.31)
This gives us that
1
2
d
dt
&q$(t)&2&(*+1) &q$(t)&2+(&v(t&2) &q$(t)&2
+2$(&v(t)&2) } |(v(t), v$(t)) | } &q$(t)& } &q(t)&
+&Df (t)+Dg(t)& } &q$(t)&
+2 |$(& p(t)&2)| } &p(t)& } &p$(t)& } & f (t)+g (t)& } &q$(t)&
+2 |$(&v(t)&2)| } &v(t)& } &v$(t)& } & f (t)+g (t)& } &q$(t)&.
(3.32)
Note that all the computations above are done for t # [0, t0]. By (3.14),
(3.16), (3.21), (3.25), (3.27) and (3.30), one can see that there are positive
constants K4 and K5 , which may depend on M and R1 , but is independent
of *, and t0 such that
&Df (t)+Dg(t)&K4+K5 &q$(t)&, & f (t)+g (t)&K4 .
Therefore, by (3.32), we arrive at
1
2
d
dt
&q$(t)&2&* &q$(t)&2+2 &$& R1M
2K0
*
&q$(t)&
+(K4+K5 &q$(t)&) &q$(t)&
+2 &$& R1 MK4 &q$(t)&+2 &$& R1MK4 &q$(t)&
&(*&K5) &q$(t)&2+K6 &q$(t)&, (3.33)
where K6 is a constant independent of large * and t0 . By Young’s inequality,
we have, for some constant K7 , again independent of * and t0 ,
d
dt
&q$(t)&2&2(*&K5&1) &q$(t)&2+K7 .
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Now by Gronwall’s inequality and (3.28), one obtains
&q$(t)&22K0+
K7
2(*&K5&1)
K8 ,
where K8 is a constant independent of large *. The existence of R2 with the
desired property follows from the last inequality and the q-equation of
(3.20), and the proof is completed.
The verification of the Uniform Cone Condition given in the next lemma
is not so involved since most of the work has been done already in Mallet-
Paret and Sell [19]. The following lemma is the analogous of Lemma 3.11
in Mallet-Paret and Sell [19].
Lemma 3.7. For any * and any ( p, q, v) # H and (\, _) # P_Q, let V be
the functional defined in the Uniform Cone Condition. Then one has
V$(_, &A_) +,(&Ap&2) &A\& &\&+W, (3.34)
where W is given by
W=(&v&2) &_&2+2$(&p&2)( p, \) (&v&2)(( (&\, _), f ( p, q)+g~ (v))
&(\, p))+(&p&2) (&v&2)(( (&\, _), Df ( p, q)(\, _)) &&\&2).
(3.35)
Moreover for &\&, &_&1, the estimate
&W&K9 (3.36)
holds for some constant K9 independent of *.
The proof of (3.34) is similar to that in Mallet-Paret and Sell [19] and
is done mainly by direct computations. Inequality (3.36) follows directly
from (3.14), (3.16) and (3.19). Details are omitted.
Lemma 3.8. Assume that 0=[0, 2?a1 ]_[0, 2?a2 ]/R2 or 0=[0, 2?]3
/R3 and Du f is C2 on 0 _R. Then, given R1 and R2 , for all sufficiently
large *, the Uniform Cone Condition holds, i.e., there exists a $>0 such that
V$<&$ (3.37)
whenever &\&=&_&=1.
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Proof. Assume that (\, _) # P_Q and &\&, &_&=1. We first consider
the case &Ap&K2b0 . Inequalities (3.24), (3.34), and (3.36) imply that
V$&(_, A_) + 12&A\&+K9&(*m+1+1)+
1
2 (*m+1)+K9
&12 (*m+1+1)+K9 ,
where m is chosen such that *m*<*m+1. So by choosing * large, we can
make V$<&1. Now we consider the case &Ap&K2b0 . In this case,
since &p&&Ap&, we have $(&p&2)=0 and (&p&2)=1 by (3.19). Hence,
by (3.35),
W=(&v&2) &_&2+(&v&2)(( (&\, _), Df ( p, q)(\, _)) &&\&2)
=(&v&2)( (&\, _), Df ( p, q)(\, _)) .
Then inequality (3.37) can be proved in the same way as in Mallet-Paret
and Sell [19] by virtue of the Principle of Spatial Averaging. Notice that,
for n3, Df ( p, q) is a function in H2(0) for ( p, q) # H2(0), and that (&v&2)
is a constant less than or equal to 1. This makes it possible to apply the
Principle of Spatial Averaging. In fact, this is one of the reasons why we
require that the nonlinearity in the first equation of system (3.1) has the
form f (x, u)+g(x, v).
In order to apply the Abstract Invariant Manifold Theorem, we still
need to verify the Linear Stability Condition, which is quite obvious since
we can choose * as large as we want. We have
Lemma 3.9. System (3.20) satisfies the Linear Stability Condition for all
sufficiently large *.
3.4. Existence of Inertial Manifolds
By Lemmas 3.43.9, all the assumptions of Theorem 2.2, the Abstract
Invariant Manifold Theorem, are satisfied by system (3.20). Therefore, we
can apply Theorem 2.2 to show that there is an inertial manifold for
problem (3.1)(3.3) in the following sense, see Marion [24].
Definition. Let (u(t), v(t)) be the solution of (3.1)(3.3), and let S(t)
be defined by S(t)(u0 , v0)=(u(t), v(t)). A set M/H is called an inertial
manifold for problem (3.1)(3.3) if it enjoys the following three properties:
(1) M is a Lipschitz manifold;
(2) M attracts all the solutions of (3.1)(3.3) exponentially, i.e., for
any R>0,
dist(S(t)(u0 , v0), M)M0(R) e&:t, t0
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for all (u0 , v0) # H with &(u0 , v0)&R, where M0(R) and : are positive
constants;
(3) S(t)(M & B)/M, t0, for some absorbing set B of (3.1)(3.3).
Now we have the following theorem.
Theorem 3.2. Assume that the assumptions in (3.4) and Lemma 3.8 are
satisfied. Then there is an inertial manifold for problem (3.1)(3.3), which is
given by the graph of a Lipschitz function
8: P_H2  Q.
Moreover the long-time dynamics of problem (3.1)(3.3) is completely
determined by the following system of ordinary differential equations
dp
dt
=F( p, 8( p, v), v)
(3.38)
dv
dt
=&Bv+H( p, 8( p, v)),
where the functions F and H are defined in (3.21).
Proof. Let * be chosen so that the conclusions of Lemmas 3.43.9 are
true. By the Abstract Invariant Manifold Theorem, there is an invariant
manifold M for system (3.20), which is given by the graph of a Lipschitz
function
8: P_H2  Q.
Recall that problem (3.1)(3.3) can be written as an abstract system
(3.18) with phase space P_Q_L2(0). Theorem 3.1 implies that the
solution operator of (3.18) defines a semiflow S(t),
S(t)( p0 , q0 , v0)=( p(t), q(t), v(t)), ( p0 , q0 , v0) # P_Q_L2(0),
where ( p(t), q(t), v(t)) is the solution of (3.18) with ( p(0), q(0), v(0))=
( p0 , q0 , v0). On the other hand, system (3.20) also induces a semiflow,
which we denote here as S (t). By the properties of , and  defined by
(3.19), system (3.20) and system (3.18) coincide on B2, 0(b0) as defined in
Lemma 3.1. This implies that M has property (3) in the definition above.
Now we show that M attracts all the solutions of (3.1)(3.3) exponentially.
Let R>0 be any fixed constant, let
BR=[( p0 , q0 , v0) # P_Q_L2(0): &( p0 , q0 , v0)&R].
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By Lemma 3.1, we know that there is a T=T(R) such that the solution of
(3.18), ( p(t), q(t), v(t)), starting from ( p0 , q0 , v0) # BR satisfies that
( p(t), q(t), v(t)) # B2, 0(b0)
for any tT. This implies that
S(t)( p0 , q0 , v0)=S (t&T )( p(T ), q(T ), v(T )), tT.
We may assume that the constants R1 and R2 in the regularity condition
(cf. Lemma 3.4 and Lemma 3.6) have been chosen so that
R1>b0 , R2>b0 .
This gives us that
S(t)( p0 , q0 , v0)=S (t&T )( p(T ), q(T ), v(T )) # E,
where E is defined in Section 2.2. Therefore, by Theorem 2.2, we have
dist(S (t&T )( p(T ), q(T ), v(T )), M)Me&:(t&T )
for some constant M. This gives us the exponential attractive property.
Therefore, M is an inertial manifold for problem (3.1)(3.3).
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