Abstract. Let k be a field. Spivakovsky's theorem on the solution of Hironaka's polyhedral game has been extended by Bloch to show that a morphism f : Z → S of finite type k-schemes can be put in good position with respect to a normal crossing divisor ∂S on S by taking the proper transform with respect to an iterated blowing up of faces of ∂S. We extend these results to schemes of finite type over a regular scheme of dimension one, including the case of mixed characteristic.
Introduction
In this paper, we consider a version of Hironaka's polyhedral game (see e.g. [4] ) for positive codimension two cycles in A n O , where O is a discrete valuation ring (including the mixed characteristic case). We begin by describing the algebrogeometric version of this game for codimension one cycles in A n k , k a field, and then the codimension two version.
Fix a ring R. We use coordinates X 1 , . . . , X n for A n R . For a non-empty subset J of {1, . . . , n}, and an element i ∈ J, we have the map for j = J \ {i}, X i X j for j ∈ J \ {i}.
Let F R (J) be the subscheme of A n R defined by the equations X j = 0, j ∈ J; we have µ −1 J,i (F R (J)) = F R ({i}), and µ J,i : A n R \ F R ({i}) → A n R \ F R (J) is an isomorphism. If the context makes the meaning clear, we write E R for F R ({i}) Let Z > 0 be a positive codimension one cycle on A n k . We call a non-empty subset J of {1, . . . , n} allowable for Z if supp(Z) contains F k (J). This is the cases if and only if µ * J,i (Z) − E k > 0. We have the following game with two players A and B. The game starts with a codimension one cycle Z > 0 on A n k , with 0 k ∈ supp(Z). A moves first, chosing an allowable subset J of {1, . . . , n}. B moves by chosing an element i of J, and forming the positive cycle Z := µ Theorem 0.1 (Spivakovsky/Bloch). For each codimension one cycle Z > 0 on A n k , there is a strategy for the player A to win after finitely many moves. We now describe the codimension two version of this game, which we call the codimension two blow-up game. Let O be a discrete valuation ring with residue field k and quotient field K. Let Z > 0 be a codimension two cycle on A n O . We say that Z is generically in good position if supp(Z K ) ∩ F has codimension two on F (or is empty) for all F of the form F K (J), J ⊂ {1, . . . , n}. A non-empty subset J of {1, . . . , n} is allowable for J if supp(Z) ⊃ F k (J). If this is the case, then µ * J,i (Z) − E k > 0; this is a consequence of the positivity part of Serre's intersection multiplicity conjecture for local rings smooth over a DVR.
The game starts with the choice of a codimension two cycle Z > 0 on A The idea of the proof is as follows: Spivakovsky proves his result by translating the codimension one game into a purely combinatorial game, replacing the cycle Z with the Newton polygon of the defining equation of Z. The various conditions and transformations in the game are then translated into conditions and transformations on the Newton polygon. Spivakovsky then considers this purely combinatorial game, with the starting point being a so-called positively convex polyhedron with integral vertices, and develops a winning strategy in this setting. Actually, the game Spivakovsky considers is a bit weaker than the one we need; the extra steps to win the desired game were supplied by Bloch. See §4.6 for details.
Our method of proof is to define the Newton polygon of a positive codimension two cycle Z on A n O , generically in good position, and to show that this polygon (which is positively convex by definition) has integral vertices, and behaves under the transformation Z → µ * J,i (Z) − E k the same way as in the codimension one case. Spivakovsky's winning strategy for the polyhedral game then gives a winning strategy for the geometric game in codimension two.
Our main application of Theorem 0.2 is a generalization of Bloch's result on "moving cycles by blowing-up", as described in [3] , especially Theorem 2.1.2 of [3] . Let B be the spectrum of a Dedekind domain, S → B a smooth B-scheme, and ∂S a reduced strict relative normal crossing divisor on S, i.e., ∂S is a reduced closed subscheme of B of pure codimension one, and if we write ∂S as a union of irreducible components, ∂S = ∪ t i=1 ∂S i , then, for each subset I of {1, . . . , t}, the closed subscheme ∂S I := ∩ j∈I ∂S j is smooth over B, and of pure codimension |I| on S. A face of S is a subscheme of the form ∂S I . If p 1 : S 1 → S is the blow up a face of S, then S 1 is a smooth B-scheme, and the subscheme ∂S 1 := p −1 (∂S) red is a reduced strict relative normal crossing divisor on S 1 , so we may blow up a face of S 1 , and so on, forming a sequence of blow-ups of faces
The induced map p : S M → S is called a composition of blow-ups of faces Now let f : Z → S be a morphism of finite type, and p : S → S a composition of blow-ups of faces. Suppose that, for each generic point η of Z, f (η) is not in ∂S. Since p is an isomorphism over S \ ∂S, the projection Z × S S → Z has a canonical section σ over the dense open subscheme f −1 (S \ ∂S). We let p This paper was written during an extended and enjoyable visit at the University of Essen; I would like to thank them, the DFG and Northeastern University for making this visit possible. Discussions on Gröbner bases with Prof. J. Herzog were most useful.
Notions from polyhedral geometry
We include this section to fix notation, and for the reader's convenience. This material is mostly taken from [5] and [4] .
A polyhedron P in R n is a subset defined by a matrix inequality of the form
with A ∈ M r×n (R), x = (x 1 , . . . , x n ), and b ∈ R r . If b = 0, we call the resulting polyhedron a polyhedral cone. We call a polyhedron rational if we may take A in M r×n (Q) and b ∈ Q r . For ω ∈ R n , let l ω be the linear function on R n defined by dot product: l ω (x) = ω · x. Let P be a polyhedron. The ω-face of P is the subset {u ∈ P | l ω (u) ≤ l ω (v) for all v ∈ P }.
We denote the ω-face of P by F P (ω). Each subset F of P which is an ω-face for some ω is called a face of P . A vertex of P is a zero-dimensional face. A face of a polyhedron is obviously also a polyhedron.
Let F be a face of a polyhedron P . The open face F 0 is the subset of F gotten by removing all proper faces F ⊂ F from F . F 0 is relatively open in F . If P is a rational polyhedron (resp. a polyhedral cone), we call P 0 a rational relatively open polyhedron (resp. a relatively open polyhedral cone).
We set
if S is a subset of R n , we write S + for S ∩ R A polyhedral complex ∆ in R n is a finite collection of polyhedra in R n such that A fan is a polyhedral complex F such that each polyhedron in F is a polyhedral cone. A fan F in R n + is called complete if R n + is the union of the polyhedra in F. We have the relation of containment among polyhedral complexes, namely, ∆ 1 ⊂ ∆ 2 if each polyhedron in ∆ 1 is a union of polyhedra in ∆ 2 .
Let ∆ be a polyhedral complex, P a polyhedron in ∆. The closed star neighborhood of P in ∆, C ∆ (P ), is the union of all P ∈ ∆ with P ⊃ P . The open star neighborhood of P 0 , U ∆ (P 0 ), is the union of all relatively open polyhedral P 0 with
, where P is the smallest polyhedron in ∆ containing p Let F be a complete fan in R n + . A continuous function
is called piecewise linear with respect to F if the restriction of m to each polyhedral cone C ∈ F is linear, i.e., there is a linear function L : R n → R such that L and m agree on C. If m : R n + → R + is piecewise linear, then the set
for all x ∈ R, 0 ≤ x ≤ 1, and all p, q ∈ R Let P ⊂ R n + be a positively convex polyhedron. For each ω ∈ R n + , let
Clearly the closure N P (ω) is the set of all η with F P (η) ⊃ F P (ω). Each N P (ω) is a convex polyhedral cone in R n + , and the collection of the N P (ω) forms a complete fan in R n + , the normal fan of P , which we denote by N P . More generally, if P 1 , . . . , P r are positively convex polyhedra in R n + , let
Then N P1,... ,Pr (ω) is a convex polyhedral cone in R n + , and the collection of the N P1,... ,Pr (ω) form the complete fan N P1,... ,Pr .
Let P be a positively convex polyhedron in R n + . For each ω ∈ R n + , the function l ω has a minimum on P , namely, on the ω-face of P ; let min P (ω) be this value. The function min P is piecewise linear with respect to N P , −min P is convex, and
min P is called the characteristic function of the positively convex polyhedron P . There is a converse to this identity, namely: Lemma 1.1. Let F be a complete fan in R n + , m : R n + → R + a continuous function which is piecewise linear with respect to F. Let P be the positively convex polyhedron in R n + ,
Suppose that −m is convex. Then m = min P ; in particular, for each ω ∈ R n + , there is a point p ∈ P such that l ω (p) = m(p). In addition, F ⊃ N P .
Proof. Take ω ∈ R n + . Since m is piecewise linear with respect to F and −m is convex, there is a linear function
Since L is linear and non-negative on R n + , the intersection of the hyperplanes
The containment F ⊃ N P follows from the characterization of the normal polyhedron N P (ω) as the largest polyhedral cone in R n + which contains ω in its interior, and on which min P is linear.
Gröbner bases
We review some notions related to Gröbner bases for ideals in polynomial rings over a noetherian ring. As a general reference, we refer the reader to [5] . Many of the arguments here are adapted directly from [5] , where the treatment is given for Gröbner bases in k[X 1 , . . . , X n ], k a field. Some aspects of the theory for a noetherian ring have been treated by Adams and Loustaunou in [1] ; we recall the basic concepts in the following section.
2.1. Definitions. Let R be a noetherian commutative ring. For I = (i 1 , . . . , i n ) ∈ N n , we have the element
is called a monomial ideal if I is generated as an ideal by monomials.
It is evident that an ideal I is a monomial ideal if and only if I is generated as an additive group by the monomials in I. Also, if J is a monomial ideal, and f = I r I X I is in J , then r I X I is in J for each I. Similarly, if monomials r j X Ij generate J as an ideal, and if rX I is a monomial in J , then
. . , X n ]. Let < be an additive well-ordering on N n , i.e., < is a total order, each non-empty subset of N n has a minimal element, and a < b implies a + c < b + c for all c ∈ N n . It follows that 0 is the unique minimal element of (N n , <).
If f = 0, let the leading term of f , LT < (f ), be element r I X I , with I the maximal element in {J |r J = 0} with respect to <. Set LT < (0) = 0. If S is a subset of R[X 1 , . . . , X n ], we let LT < (S) be the subgroup of R[X 1 , . . . , X n ] generated by the element LT < (f ) with f ∈ S. Lemma 2.3. If I is an ideal in R[X 1 , . . . , X n ], then LT < (I) is a monomial ideal. In addition, if a monomial rX I is in LT < (I), then rX I = LT < (f ) for some f ∈ I.
Proof. Fix an I in N n . To prove both statements, it suffices to show that
is an ideal in R. If rX I = LT < (f ), sX I = LT < (g), and r + s = 0, then (r + s)X I = LT < (f + g). Similarly, if a is in R and ar = 0, then arX I = LT < (af ).
A Gröbner basis of I with respect to < is a finite subset {f 1 , .
Proposition 2.5. Every ideal of R[X 1 , . . . , X n ] has a Gröbner basis.
Proof. Let I ⊂ R[X 1 , . . . , X n ] be an ideal, J = LT < (I). Since R[X 1 , . . . , X n ] is noetherian, J has finite generating set as an ideal. Since J is a monomial ideal, J is generated as an ideal by finitely many monomials in J . By Lemma 2.3, this shows that J is generated by finitely many elements of the form LT < (f ), f ∈ L, which proves the proposition. Proof. Let f 1 , . . . , f N be a Gröbner basis of I, and let g be in I. Write LT < (g) = rX I . We show by induction on I (with respect to the well-ordering <) that g is in the ideal generated by f 1 , . . . , f N . If LT < (g) = 0, then this is clear. If LT < (g) = 0, then there are elements r 1 , . . . , r N of R and I j ∈ N n such that
r j X Ij f j ) = sX J , with J < I, and the induction goes through.
2.7. Universal Gröbner bases. Let I be an ideal in R[X 1 , . . . , X n ]. A universal Gröbner basis of I is a finite set of elements f 1 , . . . , f n of I that is a Gröbner basis of I with respect to every additive well-order < of N n .
Proposition 2.8. Every ideal in R[X 1 , . . . , X n ] has a universal Gröbner basis.
We first prove the following lemma:
Lemma 2.9. Let I be an ideal in R[X 1 , . . . , X n ], f 1 , . . . , f r elements of I, and < an additive well-order on N n . Suppose there is a g ∈ I with
Then there is an h ∈ I, h = 0, such that no monomial occuring in h is in
Proof. Write g = I r I X I , and take I to be maximal such that r I X I is in (LT < (f 1 ), . . . , LT < (f r )). It suffices to find a g ∈ I, g = J s J X J = 0 such that, either no s J X J is in (LT < (f 1 ), . . . , LT < (f r )), or, if J is the maximal index such that s J X J is in (LT < (f 1 ), . . . , LT < (f r )), then J < I. For this, write
We may assume that, if LT < (f j ) = a j X Aj , then I = I j + A j for all j with r j = 0.
Clearly no monomial of the form s I X I occurs in g , so g satisfies the required condition.
Proof of Proposition 2.8. Let I ⊂ R[X 1 , . . . , X n ] be an ideal, and suppose that I has no universal Gröbner basis. Choose for each leading term ideal LT < (I) an additive well-order < giving the ideal; this gives an identification of the set of leading term ideals LT < (I) with a subset M of the set of additive well-orderings of N n . It follows from Proposition 2.5 that the set of leading term ideals,
is infinite, for if M were finite, the union of the Gröbner bases for each of the finitely many ideals LT < (I) would give a universal Gröbner basis for I.
Take f 1 = 0 in I. Since f 1 is a finite sum of monomials, {LT < (f 1 ) | <∈ M} is a finite set, hence there is a monomial m 1 appearing in f 1 such that there are infinitely many <∈ M with LT < (f 1 ) = m 1 , and with LT < (I) = (m 1 ). Let M 1 be the set of such <.
Take a <∈ M 1 . There is an f ∈ I such that LT < (f ) is not in (m 1 ). By the above lemma, we may find an f 2 ∈ I such that no monomial which occurs in f 2 is in (m 1 ). Since f 2 has only finitely many monomials, there is a monomial m 2 occuring in f 2 , and an infinite subset M 2 of M 1 such that, for each <∈ M 2 , we have m 2 = LT < (f 2 ) and (m 1 , m 2 ) = LT < (I).
Suppose then we have elements f 1 , . . . , f s of I, monomials m j occuring in f j , and an infinite subset M s of M such that for each <∈ M s , we have m j = LT < (f j ); j = 1, . . . , s, and LT < (I) strictly contains (m 1 , . . . , m s ). In addition, we suppose that m j+1 ∈ (m 1 , . . . , m j ) for j = 1, . . . , s − 1. We repeat the above argument to find an f s+1 ∈ I such that no monomial occuring in f s+1 is in (m 1 , . . . , m s ). There is similarly a monomial m s+1 occuring in f s+1 such that m s+1 = LT < (f s+1 ) and (m 1 , . . . , m s+1 ) = LT < (I) for infinitely <∈ M s . We let M s+1 be this infinite subset, and the induction goes through. This gives us the desired ascending chain Theorem 2.10. Let R be a noetherian ring, I ⊂ R[X 1 , . . . , X n ] an ideal. Then the set of leading term ideals LT < (I), as < runs over all additive well-orderings of N n , is finite.
Proof. Let f 1 , . . . , f N be a universal Gröbner basis for I (Proposition 2.8), and < an additive well-ordering of N n . By definition, LT < (I) = (LT < (f 1 ), . . . , LT < (f N )), but as each f i is a sum of finitely many monomials, there are only finitely many such ideals.
2.11. Weight vectors. We call an element of R n + a weight vector for A n , or simply a weight vector. We have the standard dot product on R n ,
If ω is a weight vector, and < is an additive well-ordering on N n , we form the additive well-ordering < ω defined by
, ω a weight vector, we let
and we set
We set in ω (0) = 0 and deg
I is ω-homogeneous of degree d if and only if ω ·I = d for all I with r I = 0. An ideal J of R[X 1 , . . . , X n ] is called ω-homogeneous if J is generated by ω-homogeneous elements.
The elementary properties of homogeneous polynomials and ideals carry over without change to the ω-homogeneous case, with the exception that the subgroup of R + of possible ω-degrees is not a discrete subgroup unless ω is in R + N n . For example: In addition, we have the following evident but useful formula
Lemma 2.12. If I ⊂ R[X 1 , . . . , X n ] is an ideal, then in ω (I) is a ω-homogeneous ideal. In addition, each ω-homogeneous element of in ω (I) is of the form in ω (f ) for suitable f ∈ I.
. This suffices to prove the lemma. Proposition 2.13. Let f 1 , . . . , f r be a universal Gröbner basis for an ideal I ⊂ R[X 1 , . . . , X n ]. Then for each weight vector ω, we have
Proof. Since f 1 , . . . , f r is a universal Gröbner basis, LT <ω (f 1 ), . . . , LT <ω (f r ) generates the leading term ideal LT <ω (I). It follows from (2.2) that LT <ω (I) = LT <ω (in ω (I)), and that in ω (f 1 ), . . . , in ω (f r ) is a Gröbner basis for in ω (I). The proposition follows from this and Proposition 2.6. Proof. Let f 1 , . . . , f s be a universal Gröbner basis for I. For each f i , there are only finitely many polynomials of the form in ω (f i ). By Proposition 2.13, the finite set of ideals {(in ω (f 1 ), . . . , in ω (f s ))}, as ω runs over all weight vectors, is equal to the set of ideals of the form in ω (I), proving (1).
For (2), it is clear that, for fixed f = I r I X I ∈ R[X 1 , . . . , X n ] and fixed weight vector ω, the set of weight vectors η such that in ω (f ) = in η (f ) forms an a relatively open rational polyhedral cone containing ω. Applying this remark to the generators
of the ideal in ω (I), and noting that a finite intersection of a relatively open rational polyhedral cones containing ω is again a relatively open rational polyhedral cone, proves (2).
Corollary 2.15. Let I ⊂ R[X 1 , . . . , X n ] be an ideal, ω a weight vector. Then for every > 0, there is a weight vector η such that
Proof. This follows from Theorem 2.14(2) and the fact that the Q-points of a relatively open rational polyhedral cone are everywhere dense.
Homogeneous and non-homogeneous ideals.
For our applications, we are really interested in the ideals generated by the terms of smallest ω-degree in f , rather than the terms of maximal ω-degree in ω (f ). One can go from the one to the other by the process of homogenization and de-homogenization. Let ω be a weight vector, f = 0 an element of R[X 1 , . . . , X n ]. Write f as a finite sum of its ω-homogeneous components,
We let ld ω (f ) = f d0 , where d 0 is the minimum among the ω-degrees d which occur. Similarly, if I ⊂ R[X 1 , . . . , X n ] is an ideal, we let ld ω (I) be the ω-homogeneous ideal generated by the ld ω (f ), for f ∈ I.
For
. Applying these operations to ideals gives us the operations
sending an ideal I in R[X 1 , . . . , X n ] to the homogeneous ideal I h , and sending the homogeneous ideal J in R[X 0 , . . . , X n ] to the ideal J a in R[X 1 , . . . , X n ]. We have
with the latter inclusion an equality if and only if
is a weight vector, set
We call ω non-negative if ω a is a weight vector, i.e., if ω 0 ≥ ω i for i = 1, . . . , n. Clearly every weight vector η in R n + can be written in the form η = ω a for ω a nonnegative weight vector. Conversley, if η = (η 1 , . . . , η n ) is a weight vector, choose an i with η i maximal, and let η h be the weight vector
, where ω j is the minimum among the components of ω.
If X I ∈ R[X 0 , . . . , X n ] is a monomial of degree d, and ω = (ω 0 , . . . , ω n ) is a non-negative weight vector, we have
Proof. It follows directly from (2.3) that, for f ∈ R[X 1 , . . . , X n ], we have
The lemma is an immediate consequence of this identity.
Theorem 2.18. Let I ⊂ R[X 1 , . . . , X n ] be an ideal. Then
1.
There are elements f 1 , . . . , f s of I such that
for all weight vectors ω. In particular, the set of ideals {ld
For each weight vector η, the set of weight vectors τ with ld τ (I) = ld η (I)
contains a relatively open rational polyhedral cone C with η ∈ C. 3. Given a weight vector η and an > 0, there is a weight vector τ such that
Proof. Take a universal Gröbner basis F 1 , . . . , F s for I h , and let f i = F a i . Then Lemma 2.17 together with Proposition 2.13 proves (1) . The arguments of Theorem 2.14 and Corollary 2.15, together with (1), prove (2) and (3).
Torus actions.
With the aid of Theorem 2.18, we can give a description of the lowest degree ideals ld ω (I) in terms of a limit of I under a G m -action.
For η = (η 1 , . . . , η n ) ∈ Z n + , we have the algebraic action of the torus
Proof. Take f in J , and write f as a sum of its η-homogeneous components,
for suitable f j ∈ J . Since g extends to a regular function on
Therefore, the defining ideal of Y η is contained in ld η (J ). On the other hand, if
, giving the other containment.
As an application, we have Proposition 2.21. Let J ⊂ R[X 1 , . . . , X n ] be an ideal, ω a weight vector. Let P ⊃ J be a minimal prime ideal containing ld ω (J ). If J is ω-homogeneous, then P is ω-homogeneous.
Proof. By Theorem 2.18, there are f 1 , . . . , f s ∈ J such that
for all weight vectors η; since J is ω-homogeneous, we may assume that the f i are also ω-homogeneous. Let H ⊂ R n + be the set of η such that each f i is η-homogeneous. H is clearly defined by finitely many linear equations with Z coefficients, hence H ∩ Q n is everwhere dense in H. Suppose we can show that P is η-homogeneous for all η ∈ H ∩ Q n . Let g 1 , . . . , g r ∈ P be elements such that ld η (P) = (ld η (g 1 ), . . . , ld η (g s )) for all weight vectors η; we may also assume that P = (g 1 , . . . , g s ). If P is η-homogeneous for some η, then all the η-homogeneous components of each g i are in P. Since each g i involves only finitely many monomials, we may assume that each g i is η-homogeneous for all η ∈ H ∩ Q n . From this it follows that each g i is η-homogeneous for all η in the R-linear span of H ∩ Q n , i.e., for all of H, in particular for ω, so P is ω-homogeneous.
We have therefore reduced to the case ω ∈ Q n + ; scaling by the denominators in ω, we may assume
By Lemma 2.20, this implies ld ω P = P, hence P is ω-homogeneous. 
for ω ∈ R n + a weight vector. We have the following elementary but useful result: Proof. This follows from the identity (cf. §1)
i.e., for each ω ∈ R n + , deg ω (ld ω (f )) is the minimum of l ω on N.P.(f ). 
f is uniquely determined by Z, up to multiplication by an element of k \ {0}. We call such an f a defining equation for Z.
Let ω be a weight vector for k[X 1 , . . . , X n ]. Define the multiplicity mult
where f is a defining equation for Z. We extend the definition of mult (1) ω to the zero cycle by setting mult 
Proof. Let Z = Z 1 + Z 2 , and let f i be a defining equation for Z i , i = 1, 2. Then f 1 f 2 is a defining equation for Z. Since k is an integral domain, we have Let ω be a weight vector. The ring of constants for ω, R[X 1 , . . . , X n ] ω , is the subring of R[X 1 , . . . , X n ] consisting of those f with deg ω (f ) = 0. Explicitly, if ω = (ω 1 , . . . , ω n ), and Z(ω) = {i | ω i = 0}, then R[X 1 , . . . , X n ] ω is the polynomial subring generated by the X i with i ∈ Z(ω).
. . , X n ], i.e., the set of f ∈ O[X 1 , . . . , X n ] ω which are not divisible by π; S ω is multiplicatively closed by the Gauss lemma. The localization O(ω)
We call F k (ω) the center of the weight vector ω.
3.8. Multiplicities for codimension two cycles. We write 0 R for the subscheme of A n R defined by the ideal (X 1 , . . . , X n ). A face of A n R is a linear subscheme of A n R defined by equations of the form X i1 = . . . = X ir = 0. Let Z be a codimension two closed subscheme of A n O . We say that Z is generically in good position if for each face
O , we say that Z is generically in good position if the support of Z is generically in good position.
Let ω be a weight vector, Z a non-negative codimension two cycle on A n O , generically in good position. We want to define a real number mult (2) ω (Z) with the following properties: 
We first need some preliminary results.
For a subscheme Y of A n O with defining ideal J , we let ld ω (Y ) be the subscheme with defining ideal ld ω (J ).
, then there is an element g ∈ J with constant term g 0 having non-zero residue in k, i.e., g 0 is a unit in O. As above, we have g 0 ∈ ld ω (J ), so ld ω (Y ) = ∅. ω (Y )). We can factor ρ ω as the composition We are now ready to define mult 
For a general ω, we have the canonical isomorphism
We now proceed to verify the properties (3.2).
Lemma 3.11. The multiplicity defined in (3.3) satisfies the conditions (1)- (3) of (3.2).
Proof. The property (1) is satisfied by construction. For (2), we may assume (after localization with respect to S ω and changing notation) that the center F k (ω) is 0 k . By the additivity (1), we may assume that Z = 1 · W , with W irreducible. By the definition (3.3), mult 
To prove (3), we may assume that Z = 1 · W , with W a reduced, irreducible codimension one closed subscheme of A n k . As in the proof of (2), we may assume that F k (ω) = 0 k . Let h be the defining equation for Z. The defining ideal for W is (π, h), where π is the parameter for O. It is easy to see that (π, h) is a universal Gröbner basis for (π, h), so the defining ideal for ld ω (W ) is (π, ld ω (h)). Thus |ld ω (W )|, considered as a codimension one cycle on A n k , has defining equation ld ω (h), and for all ω ∈ R n + , and there are only finitely many such ideals. Thus, enlarging the set f 1 , . . . , f s if necessary, we may assume that
for all ω, η ∈ R n + . Let N be the complete fan in R Proof. Since P 0 is open, all ω ∈ P 0 have the same center F k (ω); after localizing and changing notation, we may assume that F k (ω) = 0 k for all ω ∈ P 0 . By (3.4) and the definition of N we have ld ω1 (W ) = ld ω2 (W ) for all ω 1 , ω 2 ∈ P 0 . In particular, the cycle |ld ω (W )| is independent of the choice of ω ∈ P 0 . Let h be a defining equation for the cycle |ld ω (W )|. Since each N.P.(f j ) has all vertices integral, the cone P is clearly rational, hence the rational points of P 0 are everywhere dense in P 0 . On the other hand, if ω is in Z n ∩ P 0 , Proposition 2.20 implies that the scheme ld ω (W ) is ω-homogeneous; as ld tω (W ) = ld ω (W ), ld ω (W ) is ω-homogeneous for all rational points ω of P 0 . Thus the cycle |ld ω (W )| has defining equation h which is ω-homogeneous for all ω ∈ P 0 ∩ Q n , hence h is ω-homogeneous for all ω ∈ P 0 . Therefore, if we write h = I r I X I , and choose some I with r I = 0, we have
Lemma 3.16. Take ω ∈ R n + . Then for all η in the open star neighborhood U N (ω), we have
Proof. This is the same as showing the identity of ideals ld η (ld ω (I)) = ld η (I) for all η ∈ U N (ω). By (3.4) and (3.5), it suffices to show that
If P is a polyhedron in R n + , and ω is in R n + , we have the ω-face F P (ω) of P . The smallest polyhedron of N P containing ω is N P (ω), and for all η ∈ N P (ω) we have F P (η) ⊃ F P (ω), with F P (η) = F P (ω) if and only if η ∈ N P (ω) = N P (ω) 0 . From this it follows easily that
for all η ∈ U NP (ω).
If we now take P = N.P.(f ) for some f ∈ O[X 1 , . . . , X n ], f = I r I X I , and use the fact that
we see that
for each i, the identity (3.6) follows, completing the proof.
Recall that for ω ∈ R n + we have the residue field k(ω) ⊃ k of the DVR sO(ω); the localization S Lemma 3.17. Let ω be in R n + , and let h ∈ k[X 1 , . . . , X n ] be an element whose image in k(ω)[X 1 , . . . , X n ] is a defining equation for the codimension one cycle j *
Proof. Since the Newton polygons N.P.(f i ) have all integral vertices, each polyhedral cone in N is rational, and similarly for N N.P.(h) . By (3.4), ld η (W ) depends only on the smallest polyhedral cone in N containing η; similarly, ld η (h) depends only on the smallest polyhedral cone in N N.P.(h) containing η. Thus, it suffices to prove the lemma for η in Q n + . Since scaling η by t ∈ R, t > 0, does not affect ld η (W ) or ld η (h), we may assume that η is in Z n + . By passing to the localization S
. . , X n ] and changing notation, we may assume that the center of η and ω is 0 k , i.e., η = (η 1 , . . . , η n ) with all η i > 0, and similarly for ω.
We recall the G m -action corresponding to η from §2.19, 
O is the inclusion ι(x) = (0, x). We apply the same construction to the subscheme H of A 
Since H is defined by the principal ideal (h), the former of these two cycles has defining equation ld η (h). The latter cycle is equal to |ld η (W )| by Lemma 3.16, which completes the proof.
The analog of the above result in case ω and η have different centers is a bit more subtle, and we will content ourselves with a special case. We first prove 
On the other hand, if f is ω-homogeneous, and i * f = 0, then f involves only the variables X r+1 , . . . , X n . Thus
which completes the proof.
We introduce some notation. Take ω ∈ R n + , and assume that Z(ω) = {i | ω i = 0} is non-empty. We have the residue field k(ω) of the DVR O(ω), and the codimension one cycle |ld ω (W )| on A n k(ω) . Let j ω * j * ω |ld ω (W )| be the codimension one cycle on A n k with j *
Lemma 3.19. Let ω, ω ∈ R n + be complementary, let η = ω + ω , and suppose that η is in U N (ω). Let h ∈ k[X 1 , . . . , X n ] be a defining equation for j ω * j * ω |ld ω (W )|, and let j * ω ld η (h) be the image of So, suppose that j * ω |W | = 0. By Lemma 3.9 (after suitable localization), this is the same as requiring that W does not contain the center F k (ω). To fix ideas, we suppose that ω i = 0 for i ≤ r, and ω i = 0 for i > r; without loss of generality we may suppose that ω i > 0 for i ≤ r. For I = (i 1 , . . . , i n ), let I ≤r = (i 1 , . . . , i r , 0, . . . , 0), and I >r = (0, . . . , 0, i r+1 , . . . , i n ). Let i * : k[X 1 , . . . , X n ] → k[X 1 , . . . , X r ] be the homomorphism
Similarly, we let i * ω = (ω 1 , . . . , ω r ). Let I be the ideal defining W . The ideal I is ω-homogeneous; let f 1 , . . . , f s be ω-homogeneous generators for I such that ld η (f 1 ), . . . , ld η (f s ) generate ld η (W ).
Let f ∈ k[X 1 , . . . , X n ] be ω-homogeneous of ω-degree d, and write
Then d = ω · I >r for all I with r I = 0, and we have
From this, it follows that ld η (f ) is also ω-homogeneous, and that j * ω (ld i * ω (i * I)) is the unit ideal in k(ω) if and only if j * ω ld η (I) is the unit ideal in k(ω)[X 1 , . . . , X n ]. Since W does not contain F k (ω) and is generically in good position, the restriction i * (ld ω (W )) is pure codimension two and generically in good position on A 
Proof. To prove (1), we may assume F k (ω) = 0 k . It follows from the definition of mult (2) η (W ) that we have mult (2) η (W ) = deg η (ld η (g)), where g is a defining equation for the cycle |ld η (W )| on A n k . For η ∈ U N (ω), we may take g = ld η (h), by Lemma 3.17. Since ld η (ld η (h)) = ld η (h), (1) is proved.
For (2), let h ∈ k[X 1 , . . . , X n ] be a defining equation for j ω * j * ω |ld ω (W )|. By Lemma 3.19, j * ω ld η(t) (h) is a defining equation for j * ω |ld η(t) (W )| for all t ≥ 0 sufficiently small. It follows from Proposition 2.21 that h is ω-homogeneous; clearly we have
Since h is ω-homogeneous, we have
On the other hand, since there are only finitely many ideals of the form ld η(t) (W ), the cycle |ld η(t) (W )| is independent of the choice of t for all sufficiently small t > 0. Thus there is a codimension one cycle A supported on A n k such that j *
for all 0 < t < . In particular, if g is a defining equation for A, we have deg ω (g) = 0, hence
Putting this all together gives mult (2)
The main foundation of our theory is the following theorem: , where ω is an interior point on a polyhedral cone P ∈ N , with dim P = n.
Take such a polyhedral cone P and an ω ∈ P 0 . Let h be a defining equation for |ld ω (W )|. Via Proposition 3.20, we have that For a subset J of {1, . . . , n}, we let ω J = ((ω J,1 , . . . , ω J,n ) be the weight vector with ω J,j = 1 for j ∈ J 0 for j = J. Proof. If supp(Z) ⊃ F k (ω J ), then, by (3.2)(3), we have mult (2) ωJ (Z) > 0. Since mult (2) ωJ (Z) is an integer (see Remark 3.12), it follows that mult Conversely, suppose that l ωJ (p) ≥ 1 for all p ∈ N.P.(Z). Then the minimum of l ωJ is at least one; by Theorem 3.21(2), this shows that mult (2) ωJ (Z) ≥ 1. By (3.2)(3), this implies that supp(Z) ⊃ F k (ω J ).
Blowing up faces
4.1. Affine blow-up. Let J be subset of {1, . . . , n}, i ∈ J. We let F (J) be the face of A n R defined by the ideal ({X j | j ∈ J}. We let
be the morphism with
We have the blow-up
, which is naturally the closed subscheme of A n R × P |J|−1 defined by equations
Let φ J,i : R n → R n be the map φ J,i (r 1 , . . . , r n ) = (r 1 , . . . , r n ), with r j = r j for j ∈ J \ {i} r j + r i for j ∈ J \ {i}. 
Proof. By Theorem 2.14, we may assume that ω is in Z n + . From §2.19 have the G m -actions
and the subschemes ρ
. From the commutativity of the diagram (4.1), we have
ω (Y )), and hence
is is irreducible and generically reduced, hence ρ
is also is irreducible and generically reduced.
we have the identity of codimension two cycles 
It follows from the definition of the map µ J,i that µ J,i (F k (ω)) is contained in F k (ω ); after localization, we may assume that F k (ω ) = 0 k . By Lemma 3.9 and Lemma 3.10, the cycle ld ω (Z) is a codimension one cycle on A . . . , r n ) = (r 1 , . . . , r n ) with
. The proposition follows from this and the identities mult (2)
For a subset S of R n + , we let S + denote the positive convex hull of S, i.e., the convex hull of the union of the sets s + R n + , for s ∈ S. If S is convex, then the union of the sets s + R n + is already convex. 
be the intersection of the half-spaces
Since mult
On the other hand, by Proposition 4.3, mult
For a subset J of {1, . . . , n}, and an element i ∈ J, we let Φ J,i : R n → R n be the transformation Φ J,i (r 1 , . . . , r n ) = (r 1 , . . . , r n ) with Proof. Assume at first that |J| > 1. By the positivity part of Serre's intersection multiplicity theorem (for local rings smooth over a DVR, see [6] ) it follows that µ * J,i (Z) − E ≥ 0 if and only if supp(Z) contains the center F (J) of the blow-up µ J,i . Part (1) is thus a consequence of Corollary 3.22, noting that F (J) = F (ω J ).
For (2), the exceptional divisor E k on A n k has defining equation X i . It follows from (3.2)(3) that mult (2) ω (E k ) = ω · e i , where e i is the ith standard basis vector in R n . By the additivity (3.2)(1) of mult (2) ω (−), it follows that mult In case J = {i}, the map µ J,i is the identity, and the map Φ {i},i is the translation by −e i . The assertion (1) follows immediately from Corollary 3.22, and (2) follows as above from the identity mult (2)
4.6.
Hironaka's game. In [4] , Spivakovsky considers the following game: Let P be a positively convex polyhedron in R n + with all vertices in Q n . There are two players, A and B. A moves by choosing a non-empty subset J of {1, . . . , n} such that P is contained in the half-space j∈J r j ≥ 1 (such a J is called allowable). B moves by choosing an element i ∈ J, forming the positively convex polyhedron P := Φ J,i (P ) + . A wins at this stage if P contains a point (r 1 , . . . , r n ) with i r i ≤ 1; if not they keep playing with P replacing P . The main result of [4] is that for each starting polyhedron P , A has a winning strategy, i.e., after finitely many moves, A wins.
In [3] , Bloch considers a modification of this game, where the moves are the same, but where A wins if the new polyhedron P contains the origin. Let us explain his construction of a winning strategy for player A, assuming Spivakovsky's strategy; we assume that the starting polyhedron has integral vertices. Using Spivakovsky's strategy, we may assume that P contains a point with i r i = 1, i.e., P contains one of the basis vectors e i . We may also assume that each point of P satisfies i r i ≥ 1. By reordering the coordinates, we may assume that P contains the basis vectors e 1 , . . . , e s . Suppose s = n. In this case, A takes J = {1, . . . , n}, which is clearly allowable. Since e i is in P for all i, the origin is in Φ J,i (P ), regardless of which i B chooses, so A wins.
In general, we proceed by descending induction on s. We let P |>s be the intersection of P with the R n−s + defined by r 1 = . . . = r s = 0. If P |>s is empty, then every element of P satisfies s j=1 r j ≥ 1. A takes J = {1, . . . , s}. As above, J is allowable, and A wins.
If P |>s is non-empty, then P |>s is a positively convex polyhedron in R n−s + with integral vertices, so we may apply Spivakovsky's winning strategy to P |>s , where A now chooses an allowable subset J |>s of {s + 1, . . . , n}. If J |>s is allowable for P |>s , then J := {1, . . . , s} ∪ J |>s is allowable for P ; indeed, if j∈J r j < 1 for a point p = (r 1 , . . . , r n ) ∈ P , then j∈J r j = 0, hence r 1 = . . . = r s = 0, p is in P |>s , and j∈J |>s r j = 0. In addition, we have (Φ J,i (P ) + ) |>s = Φ J |>s ,i (P |>s ) + for each i ∈ J |>s . Finally, e j is in Φ J,i (P ) + for each j = 1, . . . , s. Thus, we can play the two games side by side, until A wins Hironaka's game for P |>s . If the origin is in P |>s , then the origin is also in P , so A wins Bloch's game immediately; if e j is in P |>s for some j > s, then e j is in P , and A has increased s. Thus, Spivakovsky's winning strategy for Hironaka's game gives a winning strategy for Bloch's game as well. 
We have thus translated the blow-up game for Z described in §0 into the Bloch game for the polyhedron N.P.(Z). The strategy for winning the Bloch game for N.P.(Z) described in §4.6 thus gives a strategy for winning the blow-up game for Z, completing the proof of Theorem 0.2.
Moving maps by blowing up
We conclude this paper with our main application, the proof of Theorem 0.3. The proof is taken, with minor changes, from [3] , where the theorem is proved for O a field (see [3, Theorem 2.1.2]); we will give here a proof for both a field and a DVR for the reader's convenience. We retain the notation from §0.
Blowing up faces.
We first prove some elementary facts on the category of blow-ups. Fix a Dedekind domain A, let B = Spec A, and let S → B be a smooth B-scheme with a reduced strict relative normal crossing divisor ∂S. Following [3] , let B S be the full category of all S-schemes, where the objects are morphisms p : S → S which are compositions of blow-ups of faces. We write ∂S for the reduced strict normal crossing subscheme p −1 (∂S) of S . Since each structure morphism S → S in B S is birational, and the objects of B S are all regular, there is at most a single morphism g : S 1 → S 2 between objects S i → S of B S .
Lemma 5.2. Let S → B, V → B be smooth B-schemes with respective reduced strict relative normal crossing divisors ∂S and ∂V . Let f : V → S be a B-morphism (not necessarily in B S ) such that, for each i, f * (∂S i ) = j n ij ∂V j for suitable integers n ij ≥ 0. Let p : S → S be a morphism in B S . Then there is a morphism
Furthermore, if the morphism p is an isomorphism over S \ ∪ j∈J ∂S j for some J, then we may find p which is an isomorphism over V \ f −1 (∪ j∈J ∂S j ).
Proof. Each morphism in B S is a finite composition of blow-ups of faces; by induction on the number of blow-ups used to construct p, we reduce to the case of the blow-up of a face ∂S I of S. We first proceed by induction on |I|.
We may assume that I = {1 < . . . < r}. If the map S → S is an isomorphism over S \ ∪ j∈J ∂S j , then I ∩ J = ∅; we may assume that r is in J. By the universal property of the blow-up, the map f exists if and only if p −1 (f −1 (∂S I ) is locally principle. Let q : T → S be the blow-up of the face ∂S r−1,r , and let E ⊂ T be the exceptional divisor. Then
By induction on r, we see that the pull-back of ∂S I by a suitable composition of blow-ups of codimension two faces is locally principal, i.e., the blow-up of S along ∂S I is dominated by a composition of blow-ups of codimension two faces, all of which lie over S r . We may therefore assume that I = {1, 2}, and we may assume that 2 is in J.
We must therefore show that, by a composition of blow-ups of faces of V lying over S 2 , we can make the intersection
locally principal. We proceed step by step, blowing up one face at a time. After each step, we may remove the largest common Cartier divisor from the two sums; after doing this, we may also remove a term from the first sum which has empty intersection with all terms in the second sum. In particular, we may assume that the first sum is over j = 1, . . . , s, and the second sum is over j = s + 1, . . . , m.
We proceed by induction: first on the maximum of the indices n ij , and then on the number of occurences of the maximal n ij . It suffices to show that we can always lower the number of occurences of the maximal n ij by blowing up faces contained in the above intersection. We may suppose that n 2,s+1 is maximal. If we blow up the intersection V 1 ∩ V s+1 , giving the exceptional divisor E, we may remove the common Cartier divisor n 11 E from the intersection, so the pull-back becomes
where ∂V j is the proper transform of ∂V j , and ∂V m+1 is the exceptional divisor E. We note that ∂V 1 ∩ ∂V s+1 = ∅. Blowing up the intersection ∂V 2 ∩ ∂V s+1 , and repeating this proceedure for all the divisors occuring in the first sum, we end up with an intersection of the form
with the ∂V j all distinct and irreducible, forming a reduced strict relative normal crossing divisor. Since now ∂V s+1 has empty intersection with each ∂V j , j = 1, . . . , s, we may remove ∂V s+1 from the second sum, thereby lowering the number of components with multiplicity equal to n 2,s+1 , and completing the proof.
Proposition 5.3. Let f i : S i → S be in B S , i = 1, . . . , r. Then there is an object f : S → S of B S , and S-morphisms g i : S → S i , i = 1, . . . , r, i.e., the category B S is left filtering. Moreover, if there is a set J such that each f i is an isomorphism over S \∪ j∈J ∂S j , then there is an f as above which is an isomorphism over S \ ∪ j∈J ∂S j .
Proof. An elementary induction reduces us to the case r = 2; the result in this case is a special case of Lemma 5.2
Let S → S be in B S . A vertex of S is a face of S of dimension zero over B.
Lemma 5.4. Let f : S 1 → S 2 be a morphism in B S . Then f maps vertices to vertices.
Proof. Let v be a vertex. By definition, v is smooth over B of relative dimension zero. Since a base-change from B to v extends to a functor B S → B S×B v , we may assume that the map v → B is an isomorphism. Since all maps in B S are Bmorphisms, we may assume that B = Spec F for some field F . Since all the maps in B S are S-morphisms, we may replace S with the spectrum of the completion of the local ring of S at v, and we may assume that the divisors in ∂S which pass through v are given by the vanishing of analytic coordinates x i , i = 1, . . . , r = dim F S.
We have the action of G r m on S, given by (t 1 , . . . , t r ) · (x 1 , . . . , x r ) = (t 1 x 1 , . . . , t r x r ), and the faces through v are exactly the orbit closures of this action. It follows by induction on the number of blow-ups that there is a unique extension of this action to a G i (F ) is a disjoint union of faces of V i . Thus, the blow-up V i → V of V i along F is dominated by a blow-up V i → V which isétale over the blow-up of S along F . By induction on the number of blow-ups, the same remains true for each composition of blow-ups of faces of V i . Thus, we may assume that each T i isétale over some blow-up S i → S of S.
We may dominate each S i by a single p : S → S in B S , and the pull-backs of the T i form anétale cover {U i → S } of S . It is clear by the remarks at the beginning of this section that the pull-back of the map p
Thus, the problem we need to solve is Zariski local on Z andétale local on S; we may in particular assume that Z is affine over S. IfZ ⊃ Z is an S-projective closure of Z, and we can solve our problem forZ, then we have solved it for Z as well, so we may assume that Z is projective over S, if we like. Similarly, if q : S → S iś etale, with ∂S = q −1 (∂S ), we need only solve our problem for q • f : Z → S . Each smooth S → B with reduced strict relative normal crossing divisor ∂S iś etale locally isomorphic to (A 5.7. Reduction step two. We now reduce to the case of a closed embedding. We consider projective morphisms f : Z → S, S := A n O , and we proceed by induction on the maximum of the Krull dimension d of a component of Z. We may suppose that Z is irreducible, and that Z is a closed subscheme of P N S . Suppose that d ≤ 1. It is easy to see in this case that f : Z → S intersects all faces properly if and only if f (Z) ⊂ S meets all faces properly, so we may assume that d ≥ 2.
We first suppose that O is a DVR with residue field k and quotient field As base-extension from B S to B S(t) is an equivalence of categories, we may ignore this base-extension when we talk of compositions of blow-ups of faces of S or S(t). Let T → S be a composition of blow-ups of faces such that p
intersect all faces properly, which exists by our induction hypothesis and our reduction hypothesis. We claim that p with Ver(S → S) the set of vertices of S . By Proposition 5.3, the category B S is left-filtering. The category B S has only countably many objects; indeed, each S → S in B S has only finitely many faces, from which it follows that, for each N , there are only finitely many p : S → S in B S such that p is a composition of at most N blow-ups. Thus, the inverse limit lim ← Ver is a pro-finite set. 
