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ABSTRACT 
When integrating numerically, if the integrand can be 
expressed exactly as a polynomial of degree n, over a finite 
interval; then either Simpson's rule, Romberg integration, 
Legendre-Gauss or Jacobi-Gauss quadrature formulas provide 
good results. However, if the integrand can not be expressed 
exactly as an nth degree polynomial, then perhaps it can be 
expressed as a function f(x) divided by 11 _x2' or as a func-
tion g(x) times (1-x)a (l+x)s, where a and S are some real 
numbers~!, or as a function h(x) times one. If this is the 
case then the Chebyshev-Gauss, Jacobi-Gauss, and Legendre-
Gauss quadrature are respectively quite useful. If the inte-
grand can not be expressed as f(x)/11 2 or as g(x)•(l-x)a. 
-x 
(l+x)S or as h(x) ·(1) then the Romberg method should be used. 
If the interval of integration is [O,oo] or [-oo,oo] then 
the Laguerre-Gauss and the Hermite-Gauss methods respectively 
are generally quite useful. 
The results of this study indicate that the quadrature f onnula 
to use in a given situation is dependent upon the interval of 
integration and the integrand. However, the results also indi-
cate certain guide lines for choosing the type of quadrature 
formula to use in a given situation. 
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1 
INTRODUCTION 
There are several problems encountered when integrating 
an expression over a definite interval. The problems en-
countered divide themselves into two basic classes. The first 
of these may be observed when an expression may not be an-
alytically integrable and consequently the solution must be 
found numerically. This prob~em is evident when considering 









Even though the analytical form of an integral may be avail-
able, the second type of problem presents itself in that it 
is sometimes preferable to compute the integral by numerical 
methods because the algebraic calculations involved are 
laborious. The crux of this problem is evident when con-
sidering the following integral which is to be evaluated 
many times with varying limits of integration. 
B 
f I 2 
JA ax +c dx = 
x I 2 + c log (xla + I 2 2 ax +c 2 ;a ax +c 





= X I 2 + 2 ax +c 21-a 
when a < 0. 
Considering these problems, the purpose of this paper 
is to study and compare the use of various numerical inte-
gration techniques. The techniques considered in the course 
of this paper will be: Simpson's rule, Romberg integration, 
and Gaussian-type formulas. The necessity of comparing 
these methods is comprehended when considering the various 
methods of approach that may be taken when attempting to 
solve the following type of integral. 
-x 
e dx = 1. 
In using the three methods, one might co~sider the problems 
involved when the interval of integration is - oo to oo . 
It seems evident therefore , that there is a need for 
a comparison of these methods, a comparison not only of 
speed and accuracy, but also of computer storage for the 
different techniques. However, at the outset one must bear 
in mind that there are no absolute rules to use in choosing 
which quadrature techniques are "best". But, in this study 
some factors in selecting the quadrature technique in various 
situations will be discussed in an effort to determine which 
method should be used for speed, which should be considered 
as the most accurate, which is most efficient in computer 
storage, or, in a broader prospective, which is most bene-
ficial concerning any combination of these elements. 
It should be noted that tabulated functions were not 
considered in this study. Only analytical functions, that 




REVIEW OF LITERATURE 
Before we can talk about Gaussian quadrature formulas; 
we must have an understanding of orthogonal polynomials. 
Hildebrand (1)*, Krylov (~),Ralston(~), Kopal (!) and 
Szego (~) define and discuss properties of orthogonal poly-
nomials. Szego (5) presents a rigorous discussion of ortho-
gonal polynomials and their properties. 
The type of integrals used in this study is of the form 
Jb w(x)f(x) dx 
a 
(2.01) 
where w(x) is a given fixed function and f(x) is an arbi-
trary function. The function w(x) is called a weight func-
tion. 
We will restrict ourselves to nonnegative weight func-
tions, and let the closed interval [a,b] be any finite or 
infinite segment. According to Krylov (~), the weight func-
tion w(x) must satisfy the two conditions 
l. w(x) is nonnegative, measurable, and not identically 
zero on the segment [a,b]. 
2. The product w(x)xm, for any nonnegative integer m, 
are summable on [a,b]. 
The functions f(x) and g(x) are said to be orthogonal on the 
* All numbers (x) refer to the bibliography while the 
numbers (x.y) refer to equations. 
5 
segment [a,b] with respect to the weight function w(x) if the 
product w(x)f(x) g(x) is surnrnable and 
Ib w(x)f (x)g(x) dx = 0 
a 
(2.02) 
Using the notation of Hildebrand (1) equation (2.02) 
becomes 
I b w(x)~ (x) q 1 (x) dx = 0 ~ r r-
a 
(2.03) 
Where ~r(x) is a polynomial of degree rand qr_1 (x) is an 
arbitrary polynomial of degree r-1 or less. Hildebrand intro-
duces the notation 
Equation (2.03) now becomes 
Now let: u = qr_ 1 (x) 
du = q~-l (x) 
dv = ur (x) 
r 
v = ur-l (x) 
r 





After repeated use of integration by parts equation (2.05) 
has the form 
6 
+(-l)r-10 (x) r-l(x)]b = 
r qr-1 a 0 • (2.07) 
From equation (2.04) we have that 
w(x) 
1 (2.08) 
must be a polynomial of degree r which implies that U (x) 
r 
satisfy the differential equation 
1 d:r:Qr ( x) 
w(x) dxr = 0 
(2.09) 
in the interval [a,b]. The requirement of (2.07) must be 
satisfied for any value of qr_1 (a), qr-l(b), q~_1 (a), q~_ 1 (b) 
and so forth which leads to the 2r boundary conditions 
ur (a) u~ (a) u I I (a) r-1 (a) 0 = = = = u = r r ( 2. 10) 
Ur ,(b) U I (b) 0 1 I (b) r-1 (b) 0 . = = = = ur = r r (2.11) 
Thus, if for each integer r, a solution of (2.09) which 
satisfies (2.10) and (2.11) can be obtained, the r th member 
of the required set of functionsis given by (2.08). From the 
homogeneous property of the above condition it can be seen 
that each solution will contain an arbitrary multiplicative 
h 1 . f . 1 ( 2 b) constant. T e ~near trans ormat~on y = (b-a) x - a -
transforms the interval of interest [a,b] to the interval 
[-1,1]. 
7 
Consider the case when the interval is [-1,1] and the 
weight function is w(x) = 1. The differential equation (2.09) 
becomes 
dx2r+l = 0 (2.12) 
and the boundary conditions (2.10) and (2.11) becomes 
U (x) = U (1) = U''(l) = 
r r r (2.13) 
ur(-1) = u~(-1) = u~· (-1) = ··· = u~-1 (-1) = o (2.14). 
The solution of (2.12) with the boundary conditions (2.13) 
and (2.14) is 
where Cr is an arbitrary constant. From (2.08) the ortho-
gonal polynomials ~r(x) have the form 
( 2 .16) 
If we let Cr be any arbitrary constant we will have a set of 
orthogonal polynomials. However the recurrence relationship 
may not be so readily found. 
the orthogonal polynomials are 
For example if we let C = 1, 
r 
By letting r take on integer values (r = 0, 1, 2, 3, 4, 5) 
the following orthogonal polynomials are obtained. 
8 
fO 0 ( x) = 1 
!01 ( x) = 2x 
fO 2 ( x) 12x 2 4 = -
fO 3 ( x) 120x 3 72x = -
fO 4 ( x) 1680x 4 - 144x 2 + 144 = 
~5 (x) 30240x 5 33600x 3 + 7200x = -
We have, not to easily, the following recurrence relationship 
2 JOn(x) = (4n - 2)x !On-l - 4(n-l) ~n- 2 
for n = 2, 3, 4 
With the proper choice of C = 
r 
1 
2 r ' r.
we have the well known 
Legendre polynomials usually noted by P (x) . The Legendre 
r 
polynomials can be expressed as 
( 2 .1 7) 
Therefore by letting r take on integer values (r = 0, 1, 2, 
3, 4, 5) the following Legendre polynomials are obtained. 
P 0 (x) = 1 
Pl (x) = X 
P2 (x) 1 2 1) = 2 (3x -
P 3 (x) = 1(5x3 - 3x) 2 
P 4 (x) 1 4 30x 2 + 3) = 8 (35x -
P 5 (x) 1 (63x5 ?Ox 3 + 15x) = -8 
Szego (~) derives the following recurrence formula for the 
Legendre polynomials 
( ) 2 r+ 1 P ( ) _ r P ( ) Pr+l x = r+l x r x r+l r~l x (2.18) 
for r = 1, 2 , 3, ••• Where P 0 (x) = 1 and P1 (x) = x. 
9 
It can be seen that both sets of orthogonal polynomials have 
the same roots. Therefore, it is more convenient to use 
1 
2 r ' r.
because of the fact that the recurrence relation-
ship for the known Legendre orthogonal polynomials is of a 
simpler form. 
Stroud and Secreset (6) and the Handbook of Mathematical 
Functions (7) have the Legendre polynomials expressed up to 
and including the 16th degree polynomial. A table of coeffi-
cients for the Legendre polynomials are listed in the appendix. 
It can be readily seen that for the Legendre polynomials 
the following is true. 
Jl w(x) P (x)P (x) dx = _ 1 m n 
when m ~ n 
(2.19) 
when m = n 




P (x) is a polynomial of degree m in x. 
m 
This can be readily seen from the defini-
tion of the Legendre polynomials. 
The zeros of P (x) are all real and dis-
m 
tinct and lie on the interval -1,1. This 
property will be proven in this study. 
The zeros of P (x) are symmetrically placed 
m 
with respect to the origin. If m is odd, 
one zero of P (x ) is always x = 0. 
m 
Ralston <2> and Krylov (2) prove Property 2. 
proof of Property 2 is as follows: 
Ralston's 
1 0 
Proof of Property 2. 
a be the points of a,b where p (x) 
m n 
changes sign. Then 
(x-a ) p (x) 
m n 
does not change sign in[a,b~ Since p (x) is orthogonal to 
n 
all polynomials of degree less than n with respect to w(x) 
over [a,b,J we have 
unless m = n. But the integral does not change sign. There-
fore, the integral cannot be zero and so m = n, which proves 
the zeros are real, distinct, and lie within[a,b.J 
Krylov (~) , Stroud and Secrest (~) , and the Handbook of 
Mathematical Functions (l) all give the zeros for the 
Legendre polynomials. The Handbook of Mathematical Functions 
(l) have tables for the zeros of the Legendre polynomials for 
degrees 2 through 10, 12, 16, 20, 24, 32, 40, 48, 64, 80, and 
96th degree a ccurate to 21 decimal place accuracy. A table 
of the roots of the first twenty Legendre polynomials are 
listed in the appendix. 
Now let w(x) = e-ax where a is a positive constant on 
the interval of [O, oo ], The relevant orthogonal polynomials 






The differential equation (2.09) becomes 
dr+l [ea.x 
dxr+l 
with boundary conditions 
u ( 0) = U~(O) = = ur-1 ( 0) r r 







The general solution of equation (2.21) has the following 
form. 
+ •.• + r C X ) + 
r 
where the c's and the d's are arbitrary constants. The 
boundary condition (2.22) gives that c 0 = c 1 = •.. = cr_1=0 
and the boundary condition (2.23) requires that all the d's 
must become zero. Therefore, equation (2.24) reduces to 
r -a.x U (x) = c x e 
r r 
and equation (2.20) becomes 
~r 
d r ( r -a.x) x e • 
dxr 
By letting Cr = l and a. = l we get the well known 
Laguerre polynomials usually denoted by Lr(x) 
(2.25) 
(2. 26) 
x r r -x 
L (x) = ~(x e ) · (2.27) 
r r · dx 
By letting r take on positive integer values (r = 0,1,2,3, 
4, 5) the following Laguerre polynomials can be obtained. 
1 2 
L 0 (x) = 1 
L1 (x) = 1 - X 
L2 (x) = 2 4x + 2 - X 
L3 (x) = 6 18x + 9x 2 3 - - X 
L4 (x) = 24 96x + 72x 2 16x 3 + 4 - - X 
L5 (x) = 120 - 600x + 600x 2 -200x 3 + 25x 4 -x 
Szego (5) establishes the recurrence relationship 
Lr+l (x) = (1 + 2r - x) Lr{x) 2 Lr-1 (x) (2.28) - r 
for r = 1, 2' 3' . . . with L0 (x) = 1 and L1 (x) = 1 - x. ' 
It is seen that the following relationship holds true 
for the Laguerre polynomials. 
0 when m ~ n 
= 
2 ( m! ) when m = n 
Krylov (~), Stroud and Secrest (~),and the Handbook of 
Mathematical Function (7) list the coefficients for the 
Laguerre polynomials and also the zeros for the Laguerre 
polynomials. A table of coefficients and zeros of the 
Laguerre are listed in the appendix. It should be noted 
that the Laguerre coefficients in the appendix are listed 
with the coefficient of the highest power of x first. 
With the interval [- oo , oo ] and the weight function 
w(x) ~r is defined as 
~ = r (2.29) 






with the following boundary conditions 
= ur-l( oo ) = 0 
r 






The solution of the differential equation (2.30) with 
boundary conditions (2.31) and (2.32) is 
2 2 
-a. X 
U (x) = C e 
r r (2.33) 
where Cr is an arbitrary constant. The orthogonal polynomial 
relationship of (2.29) is now 
~r 
2 2 
= C ea. x 
r 
d r 2 2) (e-a. x . 
dxr 
(2.34) 
If we let C = (-l)r and let a.= 1, we will get the 
r 
Hermite polynomials which is usually denoted by Hr(x). The 
Hermite polynomials can be expressed as 
H (x) 
r 
2 (e-x ) (2.35) 
By letting r take on positive integer values (r=C,l,2,3,4,5) 
and using equation (2.35) we can obtain the following Hermite 
polynomials. 
H0 (x) = 1 
H1 (x) = 2x 
_H2 ( x) 4x 2 2 = -
H3 (x) = 8x3 - 12x 
H4_ ( x) 16x 4 48x 2 + 12 = -
H5 (x) 32x 5 16x 3 + 120 = -
Szego (~) establishes the recurrence relationship 
Hr+l(x) = 2xHr(x) - 2rHr_1 (x) 
with H0 = 1 and H1 (x) = 2x. 
14 
(2.36) 
It is seen that the following relationship holds true 
for the Hermite polynomial. 
0 when m7"'n 
-x H (x) H (x) dx = 
e m n Ioo 2 
-co 2n /; n ! when m = n 
Kopal <!>, Salzer, Zucker, and Capuano (~), Krylov (~), 
Stroud and Secrest (6) and The Handbook of Mathematical Func-
tions (7) all give the coefficients and the zeros of the 
Hermite polynomials. A list of the coefficient and the zeros 
are given in the appendix. 
Consider next the interval of [-1,1] and the weight 
function w(x) = 1/11-xz • 
By the definition of (2.03) we want a polynomial ~r(x) 
of degree rand any arbitrary polynomial qr_ 1 (x) of degree 
r-1 or less such that 
(2.37) 
If we let cos 9 = x, then equation (2.37) becomes 
~ (cos 9) q 1 (cos 9) d9 = 0. r r- ( 2. 3 8) 
We have from trigonometry identities that 
1 5 
cos 29 = 2 cos 29 - 1 
cos 39 = 4 cos 39 - 3 cos 9 
cos 49 = 8 cos 4 9 - 8 cos 29 + 1. (2.39) 
Cos k9 can be expressed as a polynomial of degree k in 
th terms of cos9; also any k degree polynomial of cos 9 can be 
expressed as a linear combination of 1, cos 9, cos 29, .•. cosk9. 
Now for equation (2.38) to be satisfied the 
~r(cos9) cosk9 d9 = 0, for (k=O,l .. r-1) 
Therefore ~r(cos9) must equal cr cosr9 
~r(cos9) = Cr(cosr9). 
Now changing back to our original variable 
~r(x) = Cr cos(r cos-1x). 
(2.40) 
(2.41) 
With C = 1 we have the well known Chebyshev polynomials of 
r 
the first kind, denoted by Tr(x). Equation (2.41) can be 
written as 
-1 ~ (x) = T (x) = cos (r cos x) . 
r r 
(2.42) 
By letting r take on positive integer values 
(r = 0,1,2,3,4,5) the following Chebyshev polynomial can be 
obtained. 
T0 (x) = 1 
T1 (x) = X 
T2 (x) 2x 2 1 = -
T 3 (x) 4x 3 3x = -
T4 (x) 8x 4 8x 2 + 1 = -
T5 (x) 16x 5 20x 
3 
+ 5x = -
From trigonometry identities for the sum o£ angles we 
1 6 
have 
cos(k+l) a = coske cose sinkS sinG 
cos(k-1) a = coske cosa + sinke sine. 
(2.43) 
(2.44) 
Adding equations (2.43) and (2.44) and rearrange we get 
cos(k+l)G = 2cos ke cose - cos(k-1)9. (2.45) 
We now let cos e = x and cos ne = Tn(x). Applying our sub-
stitution to equation (2.45) we get 
(2.46) 
which is the recurrence relationship for the Chebyshev poly-
nomials. 
It is seen that the f ollowing relationship is true 
r 
- 1 
Tm(x) Tn(x) dx 
..; 1 - x 2 
= 
0 when m ~ n 
7T when m = n 
and m = 0 
1rj2 when m = n 
and m ~ 0 
Krylov (~) , Stroud and Secrest (~) and the Handbook of 
Mathematical Functions (7), all give the coe ff i cients a nd 
zeros of the Chebyshev polynomial o f first kind. A list of 
the coefficients and zeros are given in the appendix. 
The last orthogonal polynomi als to b e discussed are the 
Jacobi polynomials denoted by P (a, B) (x). The weight func-
r 
tion is w(x) = (1- x) a (1 + x) 8 whe re a and 8 are > -1. The 
i nterval is from [-1,1]. Krylov ( ~) state s that the ~r( x) 
is 
fir {x) = (-l)r 




( a) (-l)n -a -~ dr + a+ P a,~ (x)= (1-x) (l+x) · [(1-x)a r(l+x)~ r] 
:r 2nn! dxr 
(2.49) 
Szego (~) gives the following general recurrence relationship 
for the Jacobi polynomials. 
2n(n + a + S) (2n +a+ S-2) P(a,S)(x) 
= (2n + a + S -1) { (2n + a +S) (2n + a + S -2)x 
+ a2 - S2}P(a,S) (x) 
n-1 
-2(n +a -1) (n + S -1) (2n +a+ S) P(a,S) (x) 
n-2 
for n = 2, 3, 4 , ••• 
(2.50) 
where P (a'S) ( x) = 1 
0 
true: 
P{a,S) (x) = ~ (a 1 + S + 2)x + 2 (a - S) 
Davis (~) states that the following relationship holds 
= 
f 1 Cl-x) 0 
-1 
(l+x) S [P(a,S) (x) P(a,S) (x)] dx 
n m 
0 when m =I n 
2a+S+lr(n+a+l)r(n+S+l) 
(2n+a+S+l)n!r(n+a+S+l) 
when m = n ( 2 • 51) 
When a=S=O, we have the Legendre polynomials. When 
1 8 
a=B=-1/2 we get the Chebyshev of the first kind. A list of 
the coefficients and zeros are listed in the appendix for 
various a and 8. 
In addition to the reference cited above pertaining to 
orthogonal polynomials, Shohat (10) gives a detailed bibli-
ography on orthogonal polynomials. 
Now we can consider the different numerical integration 
techniques. The well known Simpson's rule is based upon 
equally spaced intervals and, according to Hildebrand (1), 
defined over a finite interval. Also Simpson's rule requires 
an even number of subintervals. 
Romberg integration is a recent technique in the field 
of numerical integration. Bauer (11) and Welsh (12) and 
others have developed algorithms for Romberg integration. 
Ralston (3) explains how Romberg integration works. Ralston 
(~) shows that the trapezoidal rule may be written as follows: 






h 2j a. 
J 
where h = b-a and the a.'s depend upon a, b, and f(x). 
m J 
(2.52) 
It should be noted that fm is defined to be equal to the 
following 
fm = f(x 0+mh) where m is some integer 
and x 0 is the lower limit. In equation (2.52) for example 
f 0 = f (a + 0 ·h) • 
Now let 




and also let 
b-a T0 ,k= - 2- (1/2 f 0 + f 1 + f 2 + .•. + f 2k-1 + l/2f2 k> (2.54) 
be the trapezoidal rule approximation for 2k subintervals. 







Tl,k = 3 (4 TO,k+l - TO,k) <2 • 56 ) 
for k = 0, 1, .•. 
Using equation (2.55) we have that 
1 
= 3 EJ- 4 ~ j=l 
or 
(2.57) 
Equation (2.57) states that the leading term in the error is 
of order of (~~' 4 
subintervals. We now define in general 
T1 k is just Simpson's rule for 2k 
' 
T 1 m Tm-l,k) (2.58) = <4 Tm-1, k+l -m,k 4m-l 
for k = 0' 1, 
and m = 1, 2, 
20 
Tm,k is a linear combination of trapezoidal rules using 
2k, 2k+l, 2k+m b. 1 
..• su ~nterva s. We usually arrange the 











Tl,2 T2,1 T3,0 
' 
' 
T I ' T I T 
m, 0 0 ,m l,m-1 
-
- - - r- - - - -
The first column is just the trapezoidal rule using 2°, 21 , 
2 2 , 2 3 , 2m subintervals respectively. Ralston (~} proves 
that if the second derivative of f(x) is bounded in [a,b], 
then as m~oo, T0 converges to J. 
,m Ralston (~} also proves 
that T 0 converges to J much more rapidly than does T0 . m, ,m 
The fact that the technique converges as m~oo is one reason 
why Romberg is considered so useful. However Thacker (13) 
states that there are some functions in which Romberg is not 
very useful. 
A Gaussian quadrature formula is defined by Ralston (3) 
as any quadrature formula whose abscissas and weights are 
subject to no constraints and which are determined so as to 
achieve a maximum order of accuracy . Ralston (3) and Hilde-
brand (1 } gives an analytical approach to the p roblem of 
finding abscissas and weights that will achieve maximum order 












h.f' (a.) + n f(2n) (0 
J J ( 2n) ! 
with h.(x) = [l-2(x-a.)t' (a.)] l~(x) 
J J j J J 
n.(x) = (x-a.)t~ {x) 
J J J 
defined to be 
I 
t . ( x) = 
J . . . 
for j = 1, · · · n. 
(a. -a . 1 ) (a. -a. +l) J J- J J 
tj(x) is just the first derivative of t. (x) • 
J 
t. (x) is 
J 
(x - a ) 
m 
(a. -a ) 
J m 
a. j = 1,2, ··· m is defined to be tabular points of 
J 
th the m degree polynomial. 
21 
(2.59) 
If f(x) is a polynomial of degree 2n-l or less the error 
term in equation (2.59) is zero. That is, 
p2(x) 
n f ( 2n) ( 0 = 0. 
( 2n) ! 
We can see that 





with H. = Jb w(x) h.(x) dx 
J a J 
H. - Jb w(x) h.(x) dx 
J a J 
and 
n 
H.f(x.) + I: H·f'(x.) + E 
J J j=l J J 
2 
w(x) Pn (x) 
f ( 2 n) ( ~ ) dx . 
( 2n) ! 
22 
(2.60) 
Since E is zero if f(x) is a polynomial of degree 2n-l or 
less, we want to choose abscissas so that H. = 0 for 
J 
j = 1, ••• n then equation (2.60) will have desired accuracy 
of order 2n-l. We have that 
H . = 
J 






(x - a.) 
J 
2 
il- • (x) dx J 
Ib Q_ • ( ) w(x) pn(x) J x 
a p~ (aj) 
dx 
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Since p (x) is a polynomial of degree nand l.(x) is a poly-
n J 
nomial of degree n-1, a sufficient condition for H. = 0, for 
J 
j = 1, ••• n is for pn(x) to be orthogonal to all polynomials 
of degree n-1 or less over [~,b]. With H. = 0 equation (2.60) 
J 
has the form 
n 
w ( x) f ( x)d x= E 
j=l 
H.f(x.) + E 
J J 
(2.61) 
It was seen by Gauss that formulas of greater accuracy 
with a fixed number of points n could be obtained if both 
the abscissas and weights in the quadrature formula were un-
restricted. An integration formula of the form 
Ib w(x) f(x) dx ~ ~A. f(x1.) 
. 1 1 a J= 
(2.62) 
was sought. Where A. are called the weights and the x.'s 1 1 
are the abscissas. 
We want to integrate the definite integral 
where y = f(x). using a change of variables the limits of 
integration become -1 and 1. The new value of y is 
= f ( {b-a) u +2 a + bl y = f {x) \ )= ~ {u) • 
Now dx b-a = --2- du and the integral becomes 
Jb Y dx = 
a 
b-a 
--2- f l ~{u) du 
-1 
Gauss's formula {Scarborough {14) ) is 
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{2.63) 
where u 1 , u 2 , ••. un are the points of the subdivision of 
the interval u = -1 to u = 1. We now assume that ~{u) can 
be expanded in a convergent power series in the interval 
u = -1 to u = 1. Therefore we have 
m 
au + ••• 
m 
{2.64) 
We also assume that the integral can be expressed as a lin-
ear function of the ordinates of the form {2.63). Integrat-
ing equation {2.64) between the limits -1 and 1 we get 
I= f1 ~{u) du = f1 {a + a 1 u + ••• + amum + ... ) du 
-1 -1 ° {2.65) 
= 2a0 + 2/3 a 2 + 2/5 a 4 + 2/7 a 6 + ••• 
From {2.64) we also have 
+ .•• + + ••• 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
a urn+ ••• 
m n 
Substituting into equation (2.63) these values of 
+ .•..•..•..••.....•.•••.•.•.•••....•..... 
+ Rn(ao + + 2 + m ) alun a2un . . . + a u + . . . m n 
or rearranging 
I = aO(Rl + R2 + R3 + ... Rn) 
+ al(Rlul + R2u2 + R3u3 + . . . R u ) n n 




Now if the integral I of equation (2.66) is to be identically 
the same as the integral I of equation (2.65) for all values 
of a 0 , a 1 , ••• an then corresponding coefficients of 
a 0 , a 1 , .•• an must be equal. That is to say that the follow-
ing must be true. 
Rlul + R2u2 + R3u3 + ... R u = 0 n n 
2 2 2 2 2/3 Rlul + R2u2 + R3u3 + · · ·+R u = n n 
3 3 3 R u 3 0 Rlul + R2u2 + R3u2 + . . . + = (2 .67) n n 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 
By taking 2n of these equations and solving them simultan-
eously, it would be possible to find the 2n quantities 
u 1 , u 2 , ... un and R1 , R2 ... Rn. However, the task of solv-
ing these equations is quite tedious and difficult. Scar-
borough (14) states that it can be shown that if ~(u) is a 
polynomial of degree not higher than 2n-l, then u 1 , u 2 , ... un 
are the zeros of the Legendre polynomials P (u) = 0. Once we 
n 
have the u. 's we can solve for the R. 's. 
1 1 
If we let n = 3 for example, we find by solving P 3 (u) = 
that we will get 





Now once these values are substituted into equation (2.67) we 
obtain that R1 = R3 = 5/9 and R2 = 8/9. 
Hildebrand (1) and Ralston (3) derives a formula for 





2 2 (n+l) [P n+l (xi) ] (2.68) 
E = 22n+l(n!)4 f(2n) ( ~ ) 
(2n+l) [ (2n) ! ] 3 
where -1<~<1. 
Therefore equation (2.62) can now be wx itten (with 
proper change in variables) with w(x) = 1 as 










where the H.'s are defined by (2.68) and the x. 's are the 
l. l. 
zeros of the Legendre polynomials. Equation (2.70) is usually 
called the Legendre-Gauss quadrature formula. 
-x Equation (2.62) with w(x) = e and the interval of 
[O,oo] can be WI:!itten as 
00 




H.f(x.) + E 
l. l. 




or (2.72) can be expressed in a simpler form 







where x. are the zeros of the Laguerre polynomials. The 
l. 
error term is expressed as follows 
(n!) 2 
E = ( 2n) ! (2.74) 
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where O<~<oo. Equation (2.71) is usually called the Laguerre-
Gauss quadrature formula. 
2 
Equation (2.62) with w(x) = e-x and the interval of 
[-oo, oo] can be written as 
n 
~ H.f(x.) + E 
i=l ]_ ]_ 
where according to Ralston <l> and Hildebrand (1) 
or in simpler form 




- n. 'IT 
H I (X . ) H. "+l (X . ) n J.. n J.. 




Where the x. 1 S are the zeros of the Hermite polynomials. The 
]_ 
error term for equation (2.75) is 
E = 




Equation (2.75) is usually called the Hermite-Gauss quadra-
ture formula. 
Equation (2.62) with w (x) = 
of [-1, 1] can be written as 
f~-l __ l __ 
11-x2 




1 and the interval 
H.f (x.} + E 
]_ ]_ 
(2.79) 
where according to Ralston <i> and Hildebrand (1) 
and 
where -1<1;<1. 





Equation (2.70) is usually called the Chebyshev-Gauss 
quadrature formula. 
Equation (2.62) with w(x) = (1-x)a (l+x)S with a>-1 and 
S>-1 over the interval of -1 to 1, can be written as 
n 
(1-x)a (l+x) S f(x) dx = E H.f(x.) + E 
i=l 1. 1. 
where according to Ralston <i> and Hildebrand (1) 
H. 
1. 
= r(n+a+l) r(n+S+l) 2 2n+a+S+ln! 
f(n+a+S+l) (1-x~) P' (a,S) (x.)P(a,S) (x.) 
1. n 1. n+l 1. 
(2.82) 
(2.83) 
where the x. 's are the zeros of the Jacobi polynomials for 
1. 
the particular a and s . 
The error term is as follows 
E = f(n+a+l)r(n+ S+l)f(n+a+S+l) 2 2n+a+ S+lm! 
(2n-ta + S+l) [r (2n+a+ S+l] 2 (2n)! 
where -1 <1;<1. 
f( 2n) ( !; ) (2.84) 
Equation (2.82) is usually called the Jacobi-Gauss 
quadrature f ormula or sometimes is called Me hler quadrature. 
In some numerical integration problems it is sometimes 
30 
desirable to prescribe one or more of the n abscissas to 
be involved in a quadrature formula. In the Gaussian-type 
quadrature already mentioned, the formulas do not include 
the end points. It sometimes is important to use one or 
both of the end points. 
In the case of a finite interval with weighting function 
w(x) = 1, when one end point of the interval is to be assigned, 
we transform the interval of interest to the interval [-1,1]. 
We now assign x = -1 as the fixed abscissa. We now get, 
according to Ralston (l) and Hildebrand (1) a set of ortho-
gonal polynomials as follows: 
~r (x) ( 2. 85) 
With the proper choice of Cr = 1 and noting that 
r = n-1 since only one abscissa is preassigned. We note 
that the n-1 free abscissas are the zeros of equation (2.85) 
with r being equal to n-1. Equation (2.85) can be written 
as 
(2.86) 
where P 1 (x) and P (x) are the n-1 and nth degree Legendre n- n 
polynomials respectively. Ralston (3) and Hildebrand (1) 










(xi ~ -1) 
i = 1, .• n-1 
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and 
2 H = ~ for (x = -1) (2.87) 
n 
where xi's are the zeros of the orthogonal polynomials de-
fined by equation (2.86). The error term is given as 
where -l<t;,<l. 
E = 2 2n-l n [(n-1) !] 4 f(2n-l) 
[(2n-1)!] 3 
The recurrence relationship for equation (2.86) given 
by Hildebrand (1) is as follows: 
~r+l (x) 
= [(2r+l) (2r+3)x - 1] ~r(x) - r(2r+3)~r-l (x) 
(r+2) ( 2r+l) 
The integral Jbf(x) dx can be written, with proper trans-
a 
formation as 
Il f(x) dx = 
-1 






H.f(x.) + E 
~ ~ 
(2.88) 
where the x. 's are the zeros of equation (2.86) and H. is 
~ ~ 
defined by equation (2.87). Equation (2.88) is known as 
Radau quadrature formula. 
Now consider the case when both end points are to be 
assigned over the interval of [-1, 1] and weighting function 
w(x) = 1. We assign x = -1 and x = 1 as the fixed abscissas. 
We now get, according to Ralston <l> and Hildebrand (1) , a 
s e t of orthogonal polynomials as follows: 
32 
(2.89} 
With the proper choice of Cr = r+2 and noting that r=n-2 
2r+l 1 r. 
since two abscissas are preassigned, equation (2.89} becomes 
~r (x} = PI (x} 
r+l (2.90} 
where P~+l(x} if the first derivative of the (r+l}th degree 
Legendre polynomial. Hildebrand (1} and Ralston <l> shows 






n(n-l}[P 1 (x.}] n- 1 (x. 1- ± 1} 1 
(2.91) 
and the weights corresponding to the fixed abscissas x = - 1 
and x = 1 are as follows: 
2 
H = n (n-1} 
The error term is given by 
E = -n(n-1}3 22n-l [(n-2) !]4 
(2n-l} [(2n-2}!] 3 
where -1 <1;< 1. 
(2.92} 
f(2n-2} (O (2.93} 
Therefore the integral Jbf(x} dx can be written with proper 
a 
transformation as 
fl f(x} dx = n(n=l} 
-1 
n-2 
[f(-l}+f(l}] + 2: H.f(x.) + E (2.94) 
i=l 1 .l.. 
where the X· 1 S 1 are the zeros of equation (2.90) and H. 1 S 1 
33 
defined by equation (2.91). Equation (2.94) is known as the 
Lobatto's quadrature formula. 
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DISCUSSION 
There are several numerical techniques available to 
use in solving integration problems numerically, where the 
integrand is some analytical function. The purpose of this 
study was to see which method or methods were applicable to 
certain types of integrals. The author also wanted to find 
out if one method would be "better" than another in integrat-
ing a particular type of integral. 
In discussing numerical integration, three intervals are 
usually considered. They are the finite interval; the interval 
of 0 to oo; and the interval of -oo to 00 • Several examples have 
been selected to show the various method in integrating over 
a finite interval. 
Before discussing integration problems over a finite 
interval; an explanation of how to evaluate a Gaussian-type 
quadrature should be discussed. 
Il 2 Suppose we wanted to evaluate the integral x dx = 2/3 
-1 
using the Legendre-Gauss formula with n = 4. Using equation 
(2. 70) we have that 1 
f_l 2 
4 
X dx = E H.f(a.) + E, 
i=l 1. 1. 
where f (x) 2 = X ' or 4 
E H.f(a.) + 
. 1 1. 1. 1.= 
2 5 (4!) 4 f(viii) ----~~-=3• ( ~ ). 
(9)[(8)!] 
But the 8th derivative of x 2 evaluated at ~ = 0, therefore 
Jl 2 4 x dx = E H . f ( a . ) . 
1 . -1 1. 1. 
- 1.-
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Using Appendix II to obtain the abscissas and weights f or the 
Legendre-Gauss formula we have that 
Jl 2 (. 2378548451) x dx = X f (. 8611363115) 
-1 
+ (. 3478548451) X f (-. 861136 3115) 
+ (. 6521451548) X f (. 3399810435) 
+ (. 6 52145154 8) X f(-.3399810435) = .6666666666. 
Let us now consider some integrals over a finite interval 
using various techniques. Consider the integral J~ dx/x 
which analytically is equal to ln 3 ~ 1.098612. Simpson's 
rule using 32 subintervals gives a result of 1.098615, Romberg 
integration with m = k = 6, (m and k are some positive integers 
used in the Romberg formula) yields 1.098612, and Legendre-
Gauss formula using n = 6 yields 1.098613. 
Listed in Table 3.1 are results in integrating J: dx/x. 
The heading "method" means what method was used. The heading 
"error" means the error from the true answer, if known, and 
the answer obtained by the various methods. When the true 
answer is an irrational number, such as n and ln 3, they were 
approximated by using the Handbook of Mathematical Functions 
( 2_) • The heading "core storage" is the total amount of compu-
ter storage needed to solve the problem in question. The 
heading "time" is the time from execution of the computer pro-
gram to the first printed result. All times are just approxi-
mate times; they could be in error as much as five seconds. 
The heading "order of error term" is the numerical value of 
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the error term excluding the derivative. For Simpson's rule 
the error term is 
f (iv} ( c ) 
<, I 
where n is an even integer of subintervals and h is the width 
of the subinterval. The "order of error term" would be the 
numerical value of 
for some particular value of n and some particular value of h. 
The "order of error term" for Romberg integration is 
2 (m+l} 
where a is the lower limit, b the upper limit of integration 
and m and k are the particular values used in Romberg inte-
gration. The error term for the Legendre-Gauss quadrature is 
given by equation (2.69}. The "order of error term" is the 
numerical value of 
2 2n+l (n!}4 
(2n+l} [(2n}!] 3 
for a particular value of n. For the other Gaussian-type 
formulas the "order of error term" can be obtained from the 
error term of the particular type of method. 
37 
Table 3.1 
Core Oraer o:t 
Method Error Storage Time Error Term 
Simpson -3 X 10-6 17170 12 sec. 1.6 X 10-7 
Romberg 0 X 10-6 19000 1 min. 1.5 X lo-5 
Legendre- -1 X lo-6 55678 2 min. 1.5 X 10-12 
Guass 20 sec. 
Consider next the integral f1 1 dx 
-1 .;1 2 
-x 
which analytically is equal to n ~ 3.14159265. Simpson's rule 
can not be used because of the singularity at both end points. 
However, if Simpson's rule was desired there are some formulas 
called open-type formulas that could be used. Romberg inte-
gration with m=k=9 yields 3.10081357, Jacobi-Gauss with 
a = 8 = - .5 and using n = 6 yields 3.14159315. Chebyshev-
Gauss using n = 6 yields 3.141592653. 
Listed in table 3.2 are results in integrating 
Method Error 
Romberg 4077908 X 10-8 
Jacobi-Gauss -50 X 10-8 
Chebyshev- 0 X 10-8 Gauss 










min. 2.5 X 
min.40 sec. 1.1 







The reason for error in the Jacobi-Gauss method is believed 
due to the error in approximating the gamma function. 
{4.3 
Consider the integral Jo 2 -x e dx, which according to 
Scarborough (14) is approximately .88622692. This example 
shows the power of Romberg integration. Simpson's rule using 
64 subintervals yields .88622692. Romberg with m=k=2 and with 
m=k=6 yields a result of .88622692. Legendre-Gquss with 
n = 10 yields .88622691. 
Listed in table 3.3 are results in 
Table 3.3 
Core 
I4.3 2 -x integrating e dx. 
0 
Order of 
Method Error Storage Time Error Term 
Simpson 0 X 10-8 15666 26 
Romberg 0 X 10-8 23164 53 
Legendre- 1 X 10-8 57658 2 
Gauss 30 
Let us now consider the integral 
J 7 .;1 2 x -x 
(2-x)6.5 
sec. 4.2 X 10-6 
sec. 2.0 X 10-25 
min. 1.2 X 10-25 
sec. 
dx 
where according to Scarborough (14) is approximately equal to 
• 0235. Simpson's rule using 512 subintervals yields .0238 • 
Romberg integration with m=k=7 yields .0236. The Jacobi-Gauss 
method with a = S = .5 with n = 10 yields .0238. 
Listed in table 3.4 are results in integrating 
Method Error 
Simpson -3 X 
Romberg -1 X 


















3 min. 5.3 X 15 sec. 
2 min. 5.9 X 








The results of other integrals over a finite interval are 
listed in Appendix III. 
With the interval of 0 to oo, we see some problems in 
numerical integration. Simpson's rule and Romberg integration 
are finite methods; therefore we must somehow transform the 
interval 0 to oo to some finite interval. By letting y=x/x+l 
we see that the interval [O,oo] in the limit becomes the inter-
val [0,1]. We now can transform the integral 
J f(x) dx, 
0 




Lim means to take a limit as A approaches +1 from the left. 
A+l-
We now can integrate the above integral by letting A take on 
different values until there is no significant change in the 
result from two different values of A. Consider the following 
integral 
-X 
e dx = 1. 





Because of the time involved and the fact that Romberg method 
converges when the second derivative is bounded; Simpson ' s rule 
was not used to integrate this type of problem. Romberg inte-
gration with m=k=S was used. The initial value of A was .9 and 
the final value of A found with no significant change in the 
results from previous value of A was .995. With this value 
of A the numerical result obtained was .99999778. For each 
value of A it took approximately one minute and thirty sec-
onds to evaluate. It took five values of A to get the final 
result; therefore, the total time was approximately seven 
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minutes and thirty seconds. 
Using the Laguerre-Gauss method, using only two points 
yields a result of 1.0000000. 
Listed in Table 3.5 are the results in integrating the 
integral 
Method Error 
Romberg 222 X 













Time Error Term 
7 min 30 sec 9.5 X 10-5 
2 min 15 sec 1.6 X 10-l 
Finally, consider the interval of -oo to oo. Again we see 
the problems using Romberg integration. From calculus, the 
00 
integral I f(x) 0 dx can be expressed as J 
- oo 
00 
f(x) dx + J f(x) dx. 
0 
We already have a transformation for the interval of 0 to oo 
so all we need is one from - oo to 0. By letting y = x/(1-x) 
we see that the interval [-oo ,O] in the limit becomes the in-
J OO
O 
terval [-1,0]. Now transform the integral f(x) dx, by 
taking a limit, to the integral 
lim 
B-+-1+ 
Lim means the limit as B approaches -1 from the right. 
B-+-1+ 
co 












We now have two separate integrals to integrate . The method 
of using different values of A can also be applied for the 
integral involving B. Romberg integration with m=k=5 was used. 
The initial value forB was -.75 and the final value was 
-.90 with a result of .88622659. The initial value of A was 
.75 and final value was .90 with a result of .88622665. Add-
ing the two results we get a final result of 1.77245324. 
For each value of A and B it took approximately one 
minute and fifty seconds to evaluate. It took four values 
of A and B to get the final result. Therefore, the total time 
for the Romberg method to integrate the integral 00 J e-x2 dx 
-co 
was fourteen minutes and forty seconds. 
Using the Hermite-Gauss method, using only two points 
yields a result of 1.77245385. 





Core Order of 
Method Error Storage Time Error Term 
Romberg 61 X 10-8 24098 14 min 40 sec 1.1 X 10-5 
Hermite- 0 X 10-8 56734 2 min 10 sec 3.6 X 10 - 2 
Gauss 
All computation was done on an IBM 1620 Model II with 
60,000 core storage using Fortran II computer language. The 
gamma function used in the Jacobi-Gauss method was numerically 
approximated to seven decimal place accuracy by using Hasting's 
(15) approximation. 
It can be seen that the Gaussian-type formulas takes a 
considerable amount of computer storage, and time. The reason 
for this is that each different method had to first generate 
the coefficients of the orthogonal polynomials; solve for the 
zeros of the different polynomials; store these results; then 
compute the weights for each particular zeros stored. Once 






If the zeros and associated weights could be permanently 
stored on disk and retrieved when needed, the computer storage 
and time would probably be reduced by as much as ten times. 
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CONCLUSION 
How do we choose a quadrature formula to use in 
numerical integration? This question is hard to answer 
because one must take into consideration many factors. First 
of all what kind of interval do we have? How accurate do we 
want the results to be? How fast do we need the results? 
That is can we compute for one minute, one hour, one day, or 
what. How large of computer storage do we have available? 
If we have a finite interval, is there any singularity 
at the end points? If there is singularity at the end points, 
then Simpson's rule would usually be omitted, and possible 
Romberg integration. 
used. 
Gaussian-type would then probably be 
However, if there are no singular points what then? We 
then could use Simpson's rule, Romberg integration, Legendre-
Gauss, Chebyshev-Gauss, or Jacobi-Gauss. If speed is desired 
and computer storage is limited then the Gaussian-type 
methods would be eliminated. If we wanted accuracy and dis-
regarded all other factors, then Romberg integration would 
be used. 
It is believed that if the expression to be integrated 
can be expressed exactly as a polynomial of degree n, then 
Romberg integration should be used. If the expression can 
not be expressed exactly as a nth degree polynomial, then 
perhaps it can be expressed as a function 
if so, use the Chebyshev-Gauss. If the expression can be 
expressed as a function g(x)• (1-x)a . (l+x)S where a and s > -1, 
then the Jacobi-Gauss should be used. If the expression can 
not be expressed exactly as a nth degree polynomial, or as 
a function f(x) , or as a function g(x) • (1-x)a. (l+x)s, then 
ll-x2 
the Romberg method should be used. 
It is believed that the "best" overall method for a 
finite interval is Romberg integration; because Romberg 
integration does converge for any continuous functions. 
What about the interval of [O,oo] and (-oo,oo]? It was 
seen that the transformations used were not too difficult 
but could very easily become cumbersome. The most important 
factor in these type of intervals is speed and computer 
storage. As was shown in the discussion, using Romberg inte-
. gration it took approximately three to six times longer than 
the Laguerre-Gauss and Hermite-Gauss. 
If computer storage is not a factor, then Laguerre-Gauss 
should be used when using an interval of [O, oo ], and Hermite-
Gauss should be used when using an interval of [-oo, oo ]. 
It is seen from the results of this study that the 
quadrature formula to use in a given situation is a function 
of the interval of integration and the integrand. 
Further work in the area of numerical integration could 
be pursued by using a composite rule. The interval of inte-
. gration could be divided into desired subintervals and each 





A polynomial of degree n is usually expressed in the 
form 
where ai' i = 0,1,2,··· n are complex numbers (real or imagi-
nary) and n is a positive integer. The numbers a., i=O,l,···n 
J.. 
are called the coefficients of the polynomial. The coefficients 
of the following orthogonal polynomials are all real. An 
explanation of how to obtain a given nth degree polynomial 
might be necessary. Take the following example of the 
Legendre coefficients: 
p ( 2) 
.150000000000E+Ol .OOOOOOOOOOOOE-99 -.SOOOOOOOOOOOE-00 
P(2) means that the coefficients are for a 2nd degree Legendre 
polynomial. (Note, the Jacobi and Legendre coefficients have 
the same notation of P(n). ) 
The coefficients are expressed in what is called E 
format. The expression .xxxxxxxxxxxxE+yy means to take the 
decimal number .xxxxxxxxxxxx times 10 to the positive yy power. 
If the expression has and E-yy, it means to take the decimal 
number times 10 to the negative yy power. A decimal number 
with an E-99 is equivalent to zero. Therefore the 2nd degree 
Legendre polynomial would be: 
1.50000000000 2 X - .500000000000 
LEGENDRE COEFFICIENTS 
p ( 0) 
.lOOOOOOOOOOOE+Ol 
p ( 1) 
.lOOOOOOOOOOOE+Ol .OOOOOOOOOOOOE-99 
p ( 2) 
.lSOOOOOOOOOOE+Ol .OOOOOOOOOOOOE-99 -.SOOOOOOOOOOOE-00 
p ( 3) 
.249999999999E+Ol .OOOOOOOOOOOOE-99 -.149999999999E+Ol .OOOOOOOOOOOOE-99 
p ( 4) 
.437499999999E+Ol .OOOOOOOOOOOOE-99 -.3~4999999999E+Ol .OOOOOOOOOOOOE-99 
.375000000000E-00 
p ( 5} 
.787499999999E+Ol .OOOOOOOOOOOOE-99 -.874999999999E+Ol .OOOOOOOOOOOOE-99 
.187499999999E+}l .OOOOOOOOOOOOE-99 
P( 6) 
.144374999999E+02 .OOOOOOOOOOOOE-99 -.196874999999E+02 .OOOOOOOOOOOOE-99 
.656249999999E+ID1 .OOOOOOOOOOOOE-99 -.312499999999E-OO 
.1::-
00 
LEGENDRE (con' t) 
p ( 7) 
.268124999999E+02 .OOOOOOOOOOOOE-99 -.433124999999E+02 .OOOOOOOOOOOOE-99 
.196874999999E+02 .OOOOOOOOOOOOE-99 -.218749999999E+01 .OOOOOOOOOOOOE-99 
p ( 8) 
.502734374999E+02 .OOOOOOOOOOOOE-99 -.938437499999E+02 .OOOOOOOOOOOOE-99 
.541406249999E+02 .OOOOOOOOOOOOE~9' -.984374999999E+01 .OOOOOOOOOOOOE-99 
.273437499999E-OO 
p ( 9) 
.949609374999E+02 .OOOOOOOOOOOOE-99 -.201093749999E+03 .OOOOOOOOOOOOE-99 
.140765624999E+03 .OOOOOOOOOOOOE-99 -.360937499999E+02 .OOOOOOOOOOOOE-99 
.246093749999E+01 .OOOOOOOOOOOOE-99 
P(10) 
.180425781249E+03 .OOOOOOOOOOOOE-99 -.427324218749E+03 .OOOOOOOOOOOOE-99 
.351914062499E+03 .OOOOOOOOOOOOE-99 -.117304687499E+03 .OOOOOOOOOOOOE-99 
.135351562499E+02 .OOOOOOOOOOOOE-99 .246093749999E-00 
p (11) ~ 
\0 
.344449218749E+03 .OOOOOOOOOOOOE-99 -.902128906249E+03 .OOOOOOOOOOOOE-99 
LEGENDRE (con' t} 
.854648437399E+03 . OOOOOOOOOOOOE-99 -.351914062499E+03 . OOOOOOOOOOOOE-99 
.S86523437499E+02 .OOOOOOOOOOOOE-99 . 270703124999E+Ol . OOOOOOOOOOOOE-99 
P(l2) 
.660l94335937E+03 . OOOOOOOOOOOOE-99 -.189447070312E+04 . OOOOOOOOOOOOE-99 
.202979003906E+04 .OOOOOOOOOOOOE-99 -.997089843749E+03 . OOOOOOOOOOOOE-99 
.219946289062E+03 . OOOOOOOOOOOOE-99 .175957031249E+02 . OOOOOOOOOOOOE-99 
.225585937499E-00 
P(l3) 
.126960449218E+04 . OOOOOOOOOOOOE-99 -.396116601562E+04 .OOOOOOOOOOOOE-99 
.473617675781E+04 . OOOOOOOOOOOOE-99 -.270638671874E+04 .OOOOOOOOOOOOE-99 
.747817382812E+03 .OOOOOOOOOOOOE-99 .879785156249E+02 .OOOOOOOOOOO OE-99 
.293261718749E+Ol .OOOOOOOOOOOOE-99 
p (14) 
.244852294921E+04 .OOOOOOOOOOOOE-99 -.825242919921E+04 .OOOOOOOOOOOOE-99 
.108932065429E+05 .OOOOOOOOOOOOE-99 -.710426513671E+04 .OOOOOOOOOOOOE-99 




.219946289062E+02 .OOOOOOOOOOOOE+02 - . 209472656249E-00 
P{lS) 
.472281103515E+04 .OOOOOOOOOOOOE-99 - . 171396606445E+05 .OOOOOOOOOOOOE-99 
.247572875976E+05 .OOOOOOOOOOOOE-99 -.181553442382E+05 .OOOOOOOOOOOOE-99 
.710426513671E+04 .OOOOOOOOOOOOE-99 .1420 85302734E+04 .OOOOOOOOOOOOE-99 
.124636230468E+03 .OOOOOOOOOOOOE-99 - . 314208984374E+Ol .OOOOOOOOOOOOE-99 
P(l6) 
.917175888061E+04 .OOOOOOOOOOOOE-99 -.355035827636E+05 .OOOOOOOOOOOOE-99 
.557038970947E+05 .OOOOOOOOOOOOE-99 -.453883605957E+05 .OOOOOOOOOOOOE-99 
.204247622680E+05 .OOOOOOOOOOOOE-99 .497298559570E+04 .OOOOOOOOOOOOE-99 
.592022094726E+03 .OOOOOOOOOOOOE-99 -.267077636718E+02 .OOOOOOOOOOOOE-99 
.196380615234E-00 
P(l7) 
.178040025329E+05 .OOOOOOOOOOOOE-99 -.733740710449E+05 .OOOOOOOOOOOOE-99 
.124262539672E+06 .OOOOOOOOOOOOE-99 -.111407794189E+06 .OOOOOOOOOOOOE-99 
.567354507446E+05 .OOOOOOOOOOOOE-99 .163398098144E+05 .OOOOOOOOOOOOE-99 ~ 
~ 
LEGENDRE (con't) 
.248649279785E+04 .OOOOOOOOOOOOE-99 -.169149169921E+03 .OOOOOOOOOOOOE-99 
.333847045898E+Ol .OOOOOOOOOOOOE-99 
P(l8) 
.346188938140E+05 .OOOOOOOOOOOOE-99 -.151334021530E+06 .OOOOOOOOOOOOE-99 
.275152766418E+06 .OOOOOOOOOOOOE-99 -.269235502624E+06 .OOOOOOOOOOOOE-99 
.153185717010E+06 .OOOOOOOOOOOOE-99 .510619056701E+05 .OOOOOOOOOOOOE-99 
.953155572509E+04 .OOOOOOOOOOOOE-99 -.888033142089E+03 .OOOOOOOOOOOOE-99 
.317154693603E+02 .OOOOOOOOOOOOE-99 -.185470581054E-00 
P(l9) 
.674157405853E+05 .OOOOOOOOOOOOE-99 -.311570044326E+06 .OOOOOOOOOOOOE-99 
.605336086120E+06 .OOOOOOOOOOOOE-99 -.642023121643E+06 .OOOOOOOOOOOOE-99 
.403853253936E+06 .OOOOOOOOOOOOE-99 .153185717101E+06 .OOOOOOOOOOOOE-99 
.340412704467E+05 .OOOOOOOOOOOOE-99 -.408495245361E+04 .OOOOOOOOOOOOE-99 
.222008285522E+03 .OOOOOOOOOOOOE-99 -.352394104003E+Ol .OOOOOOOOOOOOE-99 
P(20) 
.131460694141E+06 .OOOOOOOOOOOOE-99 -.640449535560E+06 .OOOOOOOOOOOOE-99 ~ 
N 
LEGENDRE (con 't) 
.132417268838E+07 .OOOOOOOOOOOOE-99 -.151334021530E+07 .OOOOOOOOOOOOE-99 
.104328757266E+07 .OOOOOOOOOOOOE-99 .444238579330E+06 .OOOOOOOOOOOOE-99 
.114889287757E+06 .OOOOOOOOOOOOE-99 -.170206352233E+05 .OOOOOOOOOOOOE-99 





L ( 0} 
10.000000000000E-01 
L ( 1} 
-10.000000000000E-01 10.000000000000E-01 
L ( 2} 
10.000000000000E-01 -40.000000000000E-01 20.000000000000E-01 
L ( 3} 
-10.000000000000E-01 90.000000000000E-01 -18.000000000000E-00 60.000000000000E-01 
L ( 4) 
10.000000000000E-01 -16.000000000000E-OO 72.000000000000E-00 -96.000000000000E-OO 
24.000000000000E-00 
L ( 5) 
-10.000000000000E-01 25.000000000000E-00 -20.000000000000E+01 60.000000000000E+01 
-60.000000000000E+01 12.000000000000E+01 
L( 6) 
10.000000000000E-01 -36.000000000000E-OO 45.000000000000E+Ol -24.000000000000E+02 U1 
,;:.. 
LAGUERRE (con' t) 
54.000000000000E+02 -43.200000000000E+02 72.000000000000E+01 
L ( 7) 
-10.000000000000E-01 49.000000000000E-00 -88.200000000000E+01 73.500000000000E+02 
-29.400000000000E+03 52.920000000000E+03 -35.280000000000E+03 50.400000000000E+02 
L ( 8) 
10.000000000000E-01 -64.000000000000E-OO 15.680000000000E+02 -18.816000000000E+03 
11.760000000000E+04 -37.632000000000E+04 56.448000000000E+04 -32.256000000000E+04 
40.320000000000E+03 
L ( 9) 
-10.000000000000E-01 81.000000000000E-OO -25.920000000000E+02 42.336000000000E+03 
-38.102400000000E+04 19.051200000000E+05 -50.803200000000E+05 65.318400000000E+05 
-32.659200000000E+05 36.288000000000E+04 
L (10) 
10.000000000000E-01 -10.000000000000E+01 40.500000000000E+02 -86.400000000000E+03 
10.584000000000E+05 -76.204800000000E+05 31.752000000000E+06 -72.576000000000E+06 
81.648000000000E+06 -36.288000000000E+06 36.288000000000E+05 Ul 
Ul 
LAGUERRE (con' t) 
L(11) 
-10.000000000000E-01 12.100000000000E+01 -60.500000000000E+02 16.335000000000E+04 
-26.136000000000E+05 25.613280000000E+06 -15.267968000000E+07 54.885600000000E+07 
-10.977120000000E+08 10.977120000000E+08 -43.908480000000E+07 39.916800000000E+06 
L(12) 
10.000000000000E-01 -14.400000000000E+01 87.120000000000E+02 -29.040000000000E+04 
58.806000000000E+05 -75.271680000000E+06 61.471872000000E+07 -31.614105600000E+08 
98.794080000000E+08 -17.563392000000E+09 15.807052800000E+09 -57.480192000000E+08 
47.900160000000E+07 
L(13) 
-10.000000000000E-01 16.900000000000E+01 -12.168000000000E+03 49.077600000000E+04 
-12.269400000000E+06 19.876428000000E+07 -21.201523200000E+08 14.841066240000E+09 
-66.784798080000E+09 18.551332800000E+10 -29.682132480000E+10 24.285381120000E+10 
-80.951270400000E+09 62.270208000000E+08 
L(14) 
10.000000000000E-01 -19.600000000000E-01 16.562000000000E+03 -79.497600000000E+04 Ul 
0'\ 
LAGUERRE (con't) 
24.048024000000E+06 -48 . 0960480 00000E+07 64 . 929664800000E+08 -59.364264960000E+09 
36.360612288000E+10 -14.544244915200E+11 36.360612288000E+11 -52.888163328000E+11 
39.666122496000E+11 -12 . 20496076 8000E+11 87.178291200000E+09 
L(15) 
-10.000000000000E-01 22.500000000000E+01 -22 . 050000000000E+03 12.421500000000E+05 
-44.717400000000E+06 10.821610800000E+08 -18.036018000000E+09 20.870249400000E+l0 
-16.696199520000E+11 90.901530720000E+11 -32 . 724551059200E+12 74.373979680000E+12 
-99.165306240000E+12 68.652904320000E+12 -19.615115520000E+12 13.076743680000E+11 
L(16) 
10.000000000000E-01 -25.600000000000E+01 28.800000000000E+03 -18.816000000000E+05 
79.497600000000E+06 -22.895308800000E+08 46.172206080000E+09 -65.960294400000E+10 
66.784798080000E+11 -47.491411968000E+12 23.270791864320E+13 -76.158955192320E+13 
15.866448998400E+14 -19.527937228800E+14 12.553673932800E+14 -33.476463820800E+13 
20.922789888000E+12 
L(17) 
-10.000000000000E-01 28.900000000000E+01 -36.992000000000E+03 27.744000000000E+05 U1 
-....1 
LAGUERRE (con't) 
-13.594560000000E+07 45.949612800000E+08 -11.027907072000E+l0 19.062525081600E+ll 
-23.828156352000E+l2 21.445340716800E+13 -13.725018058752E+14 61.138716807168E+14 
-18.341615042150E+l5 35.272336619520E+15 -40.311241850880E+15 24.186745110528E+15 
-60.466862776320E+14 35.568742809600E+13 
L(l8) 
10.000000000000E-01 -32.400000000000E+01 46.818000000000E+03 -39.951360000000E+05 
22.472640000000E+07 -88.092748800000E+08 24.812790912000E+10 -51.043455590400E+l1 
77.203226580480E+12 -85.781362867200E+13 69.482903922432E+14 -40.426416827596E+15 
16.507453537935E+16 -45.712948258898E+l6 81.630264748032E+16 -87.072282397900E+16 
48.978158848819E+16 -11.524272670310E+16 64.023737057280E+14 
L(19) 
-lO.OOOOOOOOOOOOE-01 36.100000000000E+01 -58.482000000000E+03 56.337660000000E+05 
-36.056102400000E+07 16.225246080000E+09 -53.002470528000E+10 12.796310741760E+12 
-23.033359335168E+13 30.967071995059E+14 -30.967071995059E+15 22.803025741816E+16 
-12.161613728968E+17 45.839928670728E+17 -11.787410229615E+18 19.645683716026E+18 
-19.645683716026E+18 10.400656084955E+18 -23.112569077678E+17 12.164510040883E+16 ~ 
00 
LAGUERRE (con' t) 
L(20) 
lO.OOOOOOOOOOOOE-01 -40.000000000000E+Ol 72.200000000000E+03 -77.976000000000E+05 
56.337660000000E+07 -28.844881920000E+09 10.816830720000E+ll -30.287126016000E+l2 
63.981553708800E+l3 -10.237048593408E+l5 12.386828798023E+l6 -11.260753452748E+l7 
76.010085806053E+l7 -37.420349935288E+l8 13.097122477350E+l9 -31.433093945642E+l9 




H ( 0) 
10.000000000000E-01 
H ( 1) 
HERMITE COEFFICIENTS 
20.000000000000E-01 OO.OOOOOOOOOOOOE-99 
H ( 2) 
40.000000000000E-01 OO.OOOOOOOOOOOOE-99 -20.000000000000E-Ol 
H ( 3) 
SO.OOOOOOOOOOOOE-01 OO.OOOOOOOOOOOOE-99 -12.000000000000E-00 OO.OOOOOOOOOOOOE-99 
H ( 4) 
16.000000000000E-OO OO.OOOOOOOOOOOOE-99 -48.000000000000E-00 OO.OOOOOOOOOOOOE-99 
12.000000000000E-00 
H ( 5) 
32.000000000000E-00 OO.OOOOOOOOOOOOE-99 -16.000000000000E+Ol OO.OOOOOOOOOOOOE-99 
12.000000000000E+Ol OO.OOOOOOOOOOOOE-99 
64.000000000000E-00 OO.OOOOOOOOOOOOE-99 -48.000000000000E+Ol OO.OOOOOOOOOOOOE-99 
72.000000000000E+Ol OO.OOOOOOOOOOOOE-99 -12.000000000000E+01 
0'1 
0 
HERMITE {con' t) 
H { 7) 
12.800000000000E+01 OO.OOOOOOOOOOOOE-99 -13.440000000000E+02 OO.OOOOOOOOOOOOE-99 
33.600000000000E+02 OO.OOOOOOOOOOOOE-99 -16.800000000000E+02 OO.OOOOOOOOOOOOE-99 
H { 8) 
25.600000000000E+01 OO.OOOOOOOOOOOOE-99 -35.840000000000E+02 OO.OOOOOOOOOOOOE-99 
13.440000000000E+03 OO.OOOOOOOOOOOOE-99 -13.440000000000E+03 OO.OOOOOOOOOOOOE-99 
16.800000000000E+02 
H { 9) 
51.200000000000E+01 OO.OOOOOOOOOOOOE-99 -92.160000000000E+02 OO.OOOOOOOOOOOOE-99 
48.384000000000E+03 OO.OOOOOOOOOOOOE-99 -80.640000000000E+03 OO.OOOOOOOOOOOOE-99 
30.240000000000E+03 OO.OOOOOOOOOOOOE-99 
H {10) 
10.240000000000E+02 OO.OOOOOOOOOOOOE-99 -23.040000000000E+03 OO.OOOOOOOOOOOOE-99 
16.128000000000E+04 OO.OOOOOOOOOOOOE-99 -40.320000000000E+04 OO.OOOOOOOOOOOOE-99 
30.240000000000E+04 OO.OOOOOOOOOOOOE-99 -30.240000000000E+03 
H {11) m I-' 
20.480000000000E+02 OO.OOOOOOOOOOOOE-99 -56.320000000000E+03 OO.OOOOOOOOOOOOE-99 
HERMITE (con't) 
50.688000000000E+04 OO.OOOOOOOOOOOOE-99 -17.740800000000E+05 OO.OOOOOOOOOOOOE-99 
22.176000000000E+05 OO.OOOOOOOOOOOOE-99 -66.528000000000E+04 OO.OOOOOOOOOOOOE-99 
H{l2) 
40.960000000000E+02 OO.OOOOOOOOOOOOE-99 -13.516800000000E+04 OO.OOOOOOOOOOOOE-99 
15.206400000000E+05 OO.OOOOOOOOOOOOE-99 -70.963200000000E+05 OO.OOOOOOOOOOOOE-99 
13.305600000000E+06 OO.OOOOOOOOOOOOE-99 -79.833600000000E+05 OO.OOOOOOOOOOOOE-99 
66.528000000000E+04 
H(l3) 
81.920000000000E+02 OO.OOOOOOOOOOOOE-99 -31.948800000000E+04 OO.OOOOOOOOOOOOE-99 
43.929600000000E+05 OO.OOOOOOOOOOOOE-99 -26.357760000000E+06 OO.OOOOOOOOOOOOE-99 
69.189120000000E+06 OO.OOOOOOOOOOOOE-99 -69.189120000000E+06 OO.OOOOOOOOOOOOE-99 
17.297280000000E+06 OO.OOOOOOOOOOOOE-99 
H(l4) 
16.384000000000E+03 OO.OOOOOOOOOOOOE-99 -74.547200000000E+04 OO.OOOOOOOOOOOOE-99 
12.300288000000E+06 OO.OOOOOOOOOOOOE-99 -92.252160000000E+06 OO.OOOOOOOOOOOOE-99 
32.288256000000E+07 OO.OOOOOOOOOOOOE-99 -48.432384000000E+07 OO.OOOOOOOOOOOOE-99 ~ 
~ 
HERMITE (con't) 
24.216192000000E+07 OO.OOOOOOOOOOOOE-99 -17.297280000000E+06 
H(l5) 
32.768000000000E+03 OO.OOOOOOOOOOOOE-99 -17.203200000000E+05 oo.eoooooooooooE-99 
33.546240000000E+06 OO.OOOOOOOOOOOOE-99 -30.750720000000E+07 OO.OOOOOOOOOOOOE-99 
13.837824000000E+08 OO.OOOOOOOOOOOOE-99 -29.059430400000E+08 OO.OOOOOOOOOOOOE~99 
24.216192000000E+08 OO.OOOOOOOOOOOOE-99 -51.891840000000E+07 OO.OOOOOOOOOOOOE-99 
H(l6) 
65.536000000000E+03 OO.OOOOOOOOOOOOE-99 -39.32l600000000E+05 OO.OOOOOOOOOOOOE-99 
89.456640000000E+06 OO.OOOOOOOOOOOOE-99 -98.402304000000E+07 OO.OOOOOOOOOOOOE-99 
55.351296000000E+08 OO.OOOOOOOOOOOOE-99 -15.498362880000E+09 OO.OOOOOOOOOOOOE-99 
19.372953600000E+09 OO.OOOOOOOOOOOOE-99 -83.026944000000E+08 OO.OOOOOOOOOOOOE-99 
51.891840000000E+07 
H(l7} 
13.107200000000E+04 OO.OOOOOOOOOOOOE-99 -89.128960000000E+05 OO.OOOOOOOOOOOOE-99 
23.396352000000E+07 OO.OOOOOOOOOOOOE-99 -30.415257600000E+08 OO.OOOOOOOOOOOOE-99 
20.910489600000E+09 OO.OOOOOOOOOOOOE-99 -75.277762560000E+09 OO.OOOOOOOOOOOOE-99 ~ w 
HERMITE (con't) 
13.173608448000E+l0 OO.OOOOOOOOOOOOE-99 -94.097203200000E+09 OO.OOOOOOOOOOOOE-99 
17.643225600000E+09 OO.OOOOOOOOOOOOE-99 
H(l8) 
26.214400000000E+04 OO.OOOOOOOOOOOOE-99 -20.054016000000E+06 OO.OOOOOOOOOOOOE-99 
60.162048000000E+07 OO.OOOOOOOOOOOOE-99 -91.245772800000E+08 OO.OOOOOOOOOOOOE-99 
75.277762560000E+09 OO.OOOOOOOOOOOOE-99 -33.874993152000E+l0 OO.OOOOOOOOOOOOE-99 
79.041650688000E+l0 OO.OOOOOOOOOOOOE-99 -84.687482880000E+l0 OO.OOOOOOOOOOOOE-99 
31.757806080000E+l0 OO.OOOOOOOOOOOOE-99 -17.643225600000E+09 
H(l9) 
52.428800000000E+ 04 OO.OOOOOOOOOOOOE-99 -44.826624000000E+06 OO.OOOOOOOOOOOOE-99 
15.241052160000E+08 OO.OOOOOOOOOOOOE-9 9 -26.671841280000E+09 OO.OOOOOOOOOOOOE-99 
26.005045248000E+l0 OO.OOOOOOOOOOOOE-99 -14.3027748864 00E+ll OO.OOOOOOOOOOOOE-99 
42.908324659200E+ll OO.OOOOOOOOOOOOE-99 -64.362486988800E+ll OO .OOOOOOOOOOOOE-99 
40.226554368000E+ll OO.OOOOOOOOOOOOE-99 -67 .04425728 0000E+l0 OO .OOOOO OOOOOOOE-99 
H(20) 
10.485760000000E+05 OO.OOOOOOOOOOOOE-99 -99.614720000000E+06 OO . OOOOOOOOOOOOE-99 ~ 
~ 
HERMITE (con' t) 
38.102630400000E+08 OO.OOOOOOOOOOOOE-99 -76.205260800000E+09 OO.OOOOOOOOOOOOE-99 
86.683484160000E+l0 OO.OOOOOOOOOOOOE-99 -57.211099545600E+ll OO.OOOOOOOOOOOOE-99 
21.454o62329600E+l2 OO.OOOOOOOOOOOOE-99 -42.908324659200E+l2 OO.OOOOOOOOOOOOE-99 




T ( 0) 
10.000000000000E-01 
T ( 1) 
CHEBYSHEV COEFFICIENTS 
10.000000000000E-01 OO.OOOOOOOOOOOOE-99 
T ( 2) 
20.000000000000E-01 OO.OOOOOOOOOOOOE-99 -10.000000000000E-01 
T ( 3) 
40.000000000000E-01 OO.OOOOOOOOOOOOE-99 -30.000000000000E-01 OO.OOOOOOOOOOOOE-99 
T ( 4) 
SO.OOOOOOOOOOOOE-01 OO.OOOOOOOOOOOOE-99 -80.000000000000E• 01 OO.OOOOOOOOOOOOE-99 
10.000000000000E-01 
T ( 5) 
16.000000000000E-00 OO.OOOOOOOOOOOOE-99 -20.000000000000E-00 OO.OOOOOOOOOOOOE-99 
SO.OOOOOOOOOOOOE-01 OO.OOOOOOOOOOOOE-99 
T ( 6) 
32.000000000000E-00 OO.OOOOOOOOOOOOE-99 -48.000000000000E-OO OO.OOOOOOOOOOOOE-99 




T ( 7) 
64.000000000000E-OO OO.OOOOOOOOOOOOE-99 -11.200000000000E+01 OO.OOOOOOOOOOOOE-99 
56.000000000000E-OO OO.OOOOOOOOOOOOE-99 -70.000000000000E-01 OO.OOOOOOOOOOOOE-99 
T( 8} 
12.800000000000E+01 OO.OOOOOOOOOOOOE-99 -25.600000000000E+01 OO .OOOOOOOOOOOOE-99 
16.000000000000E+01 OO.OOOOOOOOOOOOE-99 -32.000000000000E-00 OO .OOOOOOOOOOOOE-99 
lO.OOOOOOOOOOOOE-01 
T( 9) 
25.600000000000E+01 OO.OOOOOOOOOOOOE-99 -57.600000000000E+Ol OO.OOOOOOOOOOOOE-99 
43.200000000000E+Ol OO.OOOOOOOOOOOOE-99 -12 . 000000000000B+01 OO.OOOOOOOOOOOOE-99 
90.000000000000E-01 OO.OOOOOOOOOOOOE-99 
T(lO) 
51.200000000000E+01 OO.OOOOOOOOOOOOB-99 -12.800000000000B+02 00 . 000000000000£-99 
11.200000000000£+02 OO . OOOOOOOOOOOOE-99 -40.000000000000E+01 OO . OOOOOOOOOOOOE-99 




10.240000000000E+02 OO.OOOOOOOOOOOOE-99 -28.160000000000E+02 OO.OOOOOOOOOOOOE-99 
28.160000000000E+02 OO.OOOOOOOOOOOOE-99 -12.320000000000E+02 OO.OOOOOOOOOOOOE-99 
22.000000000000E+Ol OO.OOOOOOOOOOOOE-99 -ll.OOOOOOOOOOOOE-00 OO.OOOOOOOOOOOOE-99 
T(l2) 
20.480000000000E+02 OO.OOOOOOOOOOOOE-99 -61.440000000000E+02 OO.OOOOOOOOOOOOE-99 
69.120000000000E+02 OO.OOOOOOOOOOOOE-99 -35.840000000000E-02 OO.OOOOOOOOOOOOE-99 
84.000000000000E+Ol OO.OOOOOOOOOOOOE-99 -72.000000000000E-00 OO.OOOOOOOOOOOOE-99 
lO.OOOOOOOOOOOOE-01 
T(l3) 
40.960000000000E+02 OO.OOOOOOOOOOOOE-99 -13.312000000000E+03 OO.OOOOOOOOOOOOE-99 
16.640000000000E+03 OO.OOOOOOOOOOOOE-99 -99.840000000000E+02 OO.OOOOOOOOOOOOE-99 
29.120000000000E+02 OO.OOOOOOOOOOOOE-99 -36.400000000000E+Ol OO.OOOOOOOOOOOOE-99 
13.000000000000E-00 OO.OOOOOOOOOOOOE-99 
T(l4) 
81.920000000000E+02 OO.OOOOOOOOOOOOE-99 -28.672000000000E+03 OO.OOOOOOOOOOOOE-99 ~ 00 
CHEBYSHEq (con't) 
39.424000000000E+03 OO.OOOOOOOOOOOOE-99 -26.880000000000E+03 OO.OOOOOOOOOOOOE-99 
94.080000000000E+02 OO.OOOOOOOOOOOOE-99 -15.680000000000E+02 OO.OOOOOOOOOOOOE-99 
98.000000000000E-OO OO.OOOOOOOOOOOOE-99 -lO.OOOOOOOOOOOOE-01 
T(lS) 
16.384000000000E+03 OO.OOOOOOOOOOOOE-99 -61.440000000000E+03 OO.OOOOOOOOOOOOE-99 
92.160000000000E+03 OO.OOOOOOOOOOOOE-99 -70.400000000000E+03 OO.OOOOOOOOOOOOE-99 
28.800000000000E+03 OO.OOOOOOOOOOOOE-99 -60.480000000000E+02 OO.OOOOOOOOOOOOE-99 
56.000000000000E+Oili OO.OOOOOOOOOOOOE-99 -lS.OOOOOOOOOOOOE-00 OO.OOOOOOOOOOOOE-99 
T(l6) 
32.768000000000E+03 OO.OOOOOOOOOOOOE-99 -13.107200000000E+04 OO.OOOOOOOOOOOOE-99 
21.299200000000E+04 OO.OOOOOOOOOOOOE-99 -18.022400000000E+04 OO.OOOOOOOOOOOOE-99 
84.480000000000E+03 OO.OOOOOOOOOOOOE-99 -21.504000000000E+03 OO.OOOOOOOOOOOOE-99 
26.880000000000E+02 OO.OOOOOOOOOOOOE-99 -12.800000000000E+Ol OO.OOOOOOOOOOOOE-99 
lO.OOOOOOOOOOOOE-01 
T(l7) 
65.536000000000E+03 OO.OOOOOOOOOOOOE-99 -27.852800000000E+04 OO.OOOOOOOOOOOOE-99 ~ 
~ 
CHEBYSHEV (con't) 
48.742400000000E+04 OO.OOOOOOOOOOOOE-99 -45.260800000000E+04 OO.OOOOOOOOOOOOE-99 
23.936000000000E+04 OO.OOOOOOOOOOOOE-99 -71.808000000000E+03 OO.OOOOOOOOOOOOE-99 
11.424000000000E+03 OO.OOOOOOOOOOOOE-99 -8l.600000000000E+Ol OO.OOOOOOOOOOOOE-99 
17.000000000000E• OO OO.OOOOOOOOOOOOE-99 
T(l8) 
13.107200000000E+04 OO.OOOOOOOOOOOOE-99 -58.982400000000E+04 OO.OOOOOOOOOOOOE-99 
11.059200000000E+05 OO.OOOOOOOOOOOOE-99 -11.182080000000E+05 OO.OOOOOOOOOOOOE-99 
65.894400000000E+04 OO.OOOOOOOOOOOOE-99 -22.809600000000E+04 OO.OOOOOOOOOOOOE-99 
44.352000000000E+03 OO.OOOOOOOOOOOOE-99 -43.200000000000E+02 OO.OOOOOOOOOOOOE-99 
16.200000000000E+Ol OO.OOOOOOOOOOOOE-99 -lO.OOOOOOOOOOOOE-01 
T(l9) 
26.214400000000E+04 OO.OOOOOOOOOOOOE-99 -12.451840000000E+05 OO.OOOOOOOOOOOOE-99 
24.903680000000E+05 OO.OOOOOOOOOOOOE-99 -27.238400000000E+05 OO.OOOOOOOOOOOOE-99 
17.704960000000E+05 OO.OOOOOOOOOOOOE-99 -69.655200000000E+04 OO.OOOOOOOOOOOOE-99 
16.051200000000E+04 OO.OOOOOOOOOOOOE-99 -20.064000000000E+03 OO.OOOOOOOOOOOOE-99 
11.400000000000E+02 OO.OOOOOOOOOOOOE-99 -19.000000000000E-00 OO.OOOOOOOOOOOOE-99 ~ 0 
CHEBYSHEV (can't} 
T(20} 
52.428800000000E+04 OO.OOOOOOOOOOOOE-99 -26.214400000000E+05 OO.OOOOOOOOOOOOE-99 
55.705600000000E+05 OO.OOOOOOOOOOOOE-99 -65.536000000000E+05 OO.OOOOOOOOOOOOE-99 
46.592000000000E+05 OO.OOOOOOOOOOOOE-99 -20.500480000000E+05 OO.OOOOOOOOOOOE-99 
54.912000000000E+04 OO.OOOOOOOOOOOOE-99 -84.480000000000E+03 OO.OOOOOOOOOOOE-99 




JACOBI COEFFICIENTS WITH 
Alpha = 1 and Beta = 0 
p ( 0} 
lO.OOOOOOOOOOOOE-01 
p ( 1} 
lS.OOOOOOOOOOOOE-01 SO.OOOOOOOOOOOOE-02 
p ( 2} 
25.000000000000E-01 lO.OOOOOOOOOOOOE-01 -SO.OOOOOOOOOOOOE-02 
p ( 3} 
43.750000000000E-01 18.750000000000E-01 -18.750000000000E-Ol -37.500000000000E-02 
p ( 4} 
78.750000000000E-Ol 35.000000000000E-Ol -52.500000000000E-Ol -lS.OOOOOOOOOOOOE-01 
37.500000000000E-02 
p ( 5} 




JACOBI (con' t) 
p ( 6) 
26.812500000000E-OO 12.375000000000E-00 -30.937500000000E-00 -11.250000000000E-00 
84.375000000000E-01 18.750000000000E-01 -31.250000000000E-02 
p ( 7) 
50.273437500000E-OO 23.460937500000E-00 -70.382812500000E-00 -27.070312500000E-00 
27.070312500000E-00 73.828125000000E-01 -24.609375000000E-01 -27.343750000000E-02 
P( 8) 
94.960937500000E-OO 44.687500000000E-60 -15.640625000000E+Ol -62.562500000000E-00 
78.203125000000E-OO 24.062500000000E-00 -12.031250000000E-00 -21.875000000000E-01 
27.343750000000E-02 
P( 9) 
18.042578125000E+Ol 85.464843750000E-00 -34.185937500000E+Ol -14.076562500000E+Ol 
21.114843750000E+01 70.382812500000E-00 -46.921875000000E-00 -10.828125000000!-00 
27.070312500000E-Ol 24.609375000000E-02 
P(lO) 
34.444921875000E+Ol 16.402343750000E+Ol -73.810546875000E+Ol -31.078125000000E+Ol -.J 
w 
JACOBI (con' t) 
54.386718750000E+Ol 19.195312500000E+Ol -15.996093750000E+Ol -43.656250000000E-OO 
15.996093750000E-OO 24.609375000000E-Ol -24.609375000000E-02 
P(ll) 
66.019433593750E+Ol 31.574511718750E+Ol -15.787255859375E+02 •67.659667968750!~01 
13.531933593750E+02 49.854492187500E+Ol -49.854492187500E+Ol -14.663085937500E+Ol 
73.ll5429687500E-00 14.663085937500E-OO -29.32617187§000E-Ol -22.558593750000E-02 
p (12) 
12.696044921875E+02 60.941015625000E+Ol -33.517558593750E+02 -14.572851562500E+02 
32.788916015625E+02 12.491015625000E+02 -14.572851562500E+02 -46.019531250000E+Ol 
28.762207031250E+Ol 67.675781250000E-OO -20.302734375000E-00 -27.070312500000E-Ol 
22.558593750000E-02 
p (13) 
24.485229492187E+02 11.789184570312E+02 -70.735107421874E+02 -31.123447267624E+02 
77.808618164062E+02 30,446850585937E+02 -40.595800781250E+02 -13.531933593750E+02 






47.338110351562E+02 22.852880859374E+02 -14.854372558593E+03 -66.019433593749E+02 
18.155344238281E+03 72.621376953124E+02 -10.893206542968E+03 -37.889414062500E+02 
33.153237304687E+02 94.723535156249E+Ol -47.361767578125E+Ol -99. ~ 08984375000E-OO 
24.927246093750E-00 29.326171875000E-Ol -20.947265625000E-02 
P(l5) 
9~ .717588806151E+02 44.379478454589E+02 -31.065634918212E+03 -13.925974273681E+03 
41.777922821044E+03 17.020635223388E+03 -28.367725372314E+03 -10.212381134033E+03 
l0.212381134033E+03 31.081159973144E+02 -18.648695983886E+ 02 -44.401657104492E+Ol 
14.800552368164E+Ol 23.369293212890E-00 -33.384704589843E-Ol -l9.638061523437E-02 
P(l6) 
l7.804002532958E+03 86.322436523435E+02 -64.741827392577E+03 -29.238244628905E+03 
95.024295043944E+03 39.320397949218E+03 -72.087396240233E+03 -26.699035644530E+03 
30.036415100097E+03 96.116528320311E+02 -67.281569824217E+02 -l7.551713867187E+02 





34.618893814086E+03 16.814891281127E+03 -13.451913024902E+04 -61.145059204098E+03 
21.400770721435E+04 89.745167541501E+03 -17.949033508300E+04 -68.082540893552E+03 
85.103176116941E+03 28.367725372314E+03 -22.694180297851E+03 -63.543704833983E+02 
31.771852416991E+02 69.069244384764E+Ol -19.734069824218E+Ol -28.191528320312E-00 
35.239410400390E-Ol 18.547058105468E-02 
P(l8) 
67.415740585325E+03 32.796846771239E+03 -27.877319755553E+04 -12.743917602538E+04 
47.789691009520E+04 20.274414367675E+04 -43.927897796630E+04 -17.--4347534179E+04 
23.380977859496E+04 80.624061584470E+03 -72.561655426024E+03 -21.499749755859E+03 
12.541520690917E+03 30.099649658202E+02 -10.749874877929E+02 -18.695434570312E+Ol 
35.053939819335E-00 33.384704589843E-Ol -18.547058105468E-02 
P(l9) 
13.146069414138E+04 64.044953556058E+03 -57.640458200453E+04 -26.483453767775E+04 
10.593381507110E+05 45.400206459043E+04 -10.593381507110E+05 -41.731502906797E+04 











JACOBI (con' t) 
11.914444656371E+03 -51.061905670165E+02 -10.212381134033E+02 
33.301242828368E-OO -37.001380920409E-Ol -17.619705200195E-02 
12.520066108703E+04 -11.894062803268E+05 -54.895674476620E+04 
10.088934768676E+05 -25.222336921691E+05 -10.088934768676E+05 
59.616432723996E+04 -65.578075996397E+04 -21.154218063353E+04 
43.767347717284E+03 -21.883673858642E+03 -48.630396352538E+02 
24.315193176269E+Ol -40.525321960448E-00 -35.239410400390E-01 
'-.] 
'-.] 
p { 0) 
lO.OOOOOOOOOOOOE-01 
p { 1) 
JACOBI COEFFICIENTS WITH 
Alpha = 0 and Beta = 1 
15.000000000000E-Ol -50.000000000000E-02 
p ( 2) 
25.000000000000E-Ol -lO.OOOOOOOOOOOOE-01 -50.000000000000E-02 
P( 3) 
43.750000000000E-Ol -18.750000000000E-Ol -18.750000000000E-Ol 37.500000000000E-02 
P( 4) 
78.750000000000E-Ol -35.000000000000E-Ol -52.900000000000E-Ol 15.000000000000E-Ol 
37.500000000000E-02 
P( 5) 




JACOBI (con' t) 
p ( 6) 
26.812500000000E-00 -12.375000000000E-00 -30.937500000000E-OO 11.250000000000E-OO 
84.375000000000E-Ol -18.750000000000E-Ol -31.250000000000E-02 
p ( 7) 
50.273437500000E-00 -23.460937500000E-00 -70.382812500000E-OO 27.070312500000E-00 
27.070312500000E-OO -73.828125000000E-Ol -24.609375000000E-01 27.343750000000E-02 
p ( 8) 
94.960937500000E-00 -44.687500000000E-OO -15.640625000000E+Ol 62.562500000000E-00 
78.203125000000E-00 -24.062500000000E-OO -12.031250000000E-00 21.875000000000E-01 
27.343750000000E-02 
p ( 9) 
18.042578125000E+Ol -85.464843750000E-OO -34.185937500000E+Ol 14.076562500000E+Ol 
21.114843750000E+Ol ~70.382812500000E-OO -46.921875000000E-00 10.828125000000E-OO 
27.070312500000E-Ol -24.609375000000E-02 
P(lO) 
34.444921875000E+Ol -16.402343750000E+Ol -73.810546875000E+Ol 31.078125000000E+Ol -....1 
\0 
JACOBI (con't) 
54.386718750000E+Ol -19.195312500000E+Ol s l5.996093750000E+Ol 42.656250000000E-00 
15.996093750000E-OO -24.609375000000E-Ol -24.609375000000E-02 
P(ll) 
66.019433593750E+Ol -31.574511718750E+Ol -15.787255859375E+02 67.659667968750E+Ol 
13.531933593750E+02 -49.854492187500E+Ol -49 ~ 854492187500E+Ol 14.663085937500E+Ol 
73.315429687500E-00 -14.663085937500E-OO -29.326171875000E-Ol 22.558593750000E-02 
P(l2) 
12.696044921875E+02 -60.941015625000E+Ol -33.517558593750E+02 14.572851562500E+02 
32.788916015625E+02 -12.491015625000E+02 -14.572851562500E+02 46.019531250000E+Ol 
28.762207031250E+Ol -67.675781250000E-00 -20.302734375000E-00 27.070312500000E-Ol 
22.558593750000E-02 
P(l3) 
24.485229492187E+02 -ll.789184570312E+02 -70.735107421874E+02 31.123447265624E+02 
77.808618164062E+02 -30.446850585937E+02 -40.595800781250E+02 13.531933593750E+02 
10.148950195312E+02 -26.707763671874E+Ol -10.683105468750E+Ol 18.852539062500E-00 
31.420898437500E-01 -20.947265625000E-02 00 
0 
JACOBI (con' t) 
P(l4) 
47.228110351562E+02 -22.852880859374E+02 -14.854372558593E+03 
18.155344238281E+03 -72.621376953124E+02 -10.893206542968E+03 
33.153237304687E+02 -94.723535156249E+Ol -47.361767578125E+Ol 
24.927246093750E-00 -29.326171875000E-Ol -20.947265625000E-02 
P(l5) 
91.717588806151E+02 -44.379478454589E+02 -31.065634918212E+03 
41.777922821044E+03 -17.020635223388E+03 -28.367725372314E+03 
10.212381134033E+03 -31.081159973144E+02 -18.648695983886E+02 
14.800552368164E+Ol -23.369293212890E-00 -33.384704589843E-Ol 
P(l6) 
17.804002532958E+03 -86.322436523435E+02 -64.741827392577E+03 
95.024295043944E+03 -39.320397949218E+03 -72.087396240233E+03 
30.036415100097E+03 -96.116528320311E+02 -67.281569824217E+02 

















34.618893814086E+03 -16.814891281127E+03 -13.451913024902E+04 61.145059204098E+03 
21.400770721435E+04 -89.745167541501E+03 -17.949033508300E+04 68.082540893552E+03 
85.103176116941E+03 -28.367725372314E+03 -22.694180297851E+03 63.543704833983E+02 
31.771852416991E+02 -69.069244384764E+Ol -19.734069824218E+Ol 28.191528320312E-00 
35.239410400390E-Ol -18.547058105468E-02 
P(lB) 
67.415740585325E+03 -32.796846771239E+03 -27.877319755553E+04 12.743917602538E+04 
47.789691009520E+04 -20.274414367675E+04 -43.927897796630E+04 17.004347534179E+04 
23.380977859496E+04 -80.624061584470E+03 -72.561655426024E+03 21.499749755859E+03 
12.541520690917E+03 -30.099649658202E+02 -10.749874877929E+02 18.695434570312E+Ol 
35.053939819335E-00 -33.3847045898~3E-Ol -18.547058105468E-02 
P(l9) 
13.146069414138E+04 -64.044953556058E+03 -57.640458200453E+04 26.483453767775E+04 
10.593381507110E+05 -45.400206459043E+04 -10.593381507110E+05 41.731502906797E+04 
62.597254360198E+04 -22.211928966521E+04 -22.211928966521E+04 68.933572654722E+03 00 
N 
JACOBI {con 't) 
45.955715103148E+03 -11.914444656371E+03 -51.061905670165E+02 
25.530952835082E+Ol -33.301242828368E-00 -37.001380920409E-Ol 
P(20) 
25.666135522841E+04 -12.520066108703E+04 -11.894062803268E+05 
23.330661652564E+05 -10.088934768676E+05 -25.222336921691E+05 
16.394518999099E+05 -59.616432723996E+04 -65.578075996397E+04 
15.865663547515E+04 -43.767347717284E+03 -21.883673858642E+03 













The zeros of a polynomial S{x) are the values of x for 
which the curve y = S{x) touches the x-axis. That is, we 
want all the values of x that satisfy the equation S{x) = o. 
For example, take the polynomial S{x) = 1.5 x 2 - .5, which is 
the second degree Legendre polynomial. If we solve the follow-
ing equation 
we . get that 
2 1.5 X - .5 = 0 
X = ± l 
13 
~ ± .57735026918962 
The weights for the Legendre-Gauss, Laguerre-Gauss, 
Hermite-Gauss, Chebyshev-Gauss, and Jacobi-Gauss, are defined 
by equations {2.68), {2. 73), {2. 77), {2.80), and {2.83) re-
spectively. All the weights are positive real numbers. 
The following pages give · the zeros and associated 
weights for the different types arid degree, of the previously 
described orthogonal polynomials. The zeros were obtained 
by using a subroutine called ROTPOL. 
85 
ZEROS OF LEGENDRE POLYNOMIALS 
AND CORRESPONDING WEIGHTS 




2 ±57.735026918962E-02 lO.OOOOOOOOOOOOE-01 
3 ±77.459666924148E-02 55.555555555554E-02 
±OO.OOOOOOOOOOOOE-99 88.888888888888E-02 
4 ±86.113631159409E-02 34.785484513781E-02 
±33.998104358474E-02 65.214515486232E-02 
5 ±90.617984593866E-02 23.692688505611E-02 
±53.846931010568E-02 47.862867049937E-02 
±OO.OOOOOOOOOOOOE-99 56.888888888889E-02 
6 ±93.246951420314E-02 17.13244923790IE-02 
±66.120938646626E-02 36.076157304816E-02 
±23.861918608319E-02 46.791393457270E-02 


















ZEROS OF LEGENDRE POLYNOMIALS 
























































ZEROS OF LEGENDRE POLYNOMIALS 























































ZEROS OF LEGENDRE POLYNOMIALS 























































ZEROS OF LEGENDRE POLYNOMIALS 

















































ZEROS OF LAGUERRE POLYNOMIALS 
AND CORRESPONDING WEIGHTS 
n Abscissas x. Weights H. ~ ~ 
2 58.578643762690E-02 85.355339059328E-02 
34.142135623730E-Ol 14.644660940672E-02 
3 62.899450829386E-Ol 10.389256501572E-03 
41.577455678349E-02 71.109300992898E-02 
22.942803602778E-Ol 27.851773357028E-02 






















ZEROS OF LAGUERRE POLYNOMIALS 






















































ZEROS OF LAGUERRE POLYNOMIALS 






















































ZEROS OF LAGUERRE POLYNOMIALS 






















































ZEROS OF LAGUERRE POLYNOMIALS 









































ZEROS OF LAGUERRE POL~NOMIALS 




















































ZEROS OF LAGUERRE POLYNOMIALS 










ZEROS OF HERMITE POLYNOMIALS 
AND CORRESPONDING WEIGHTS 
n Abscissas x. Weights Hi 
1. 
2 ± .707106581186 88.622692545275E-02 
3 ±1.224748871391 29.540897515091E-02 
±0.000000000000 11.816359006036E-01 
4 ±1.650680123885 81.312835447244E-03 
± .524647623275 80.491409000551E-02 
5 ±2.020182870456 19.953242059046E-03 
± .958572464613 39.361932315224E-02 
±0.000000000000 94.530872048293E-02 
6 ±2.350604973674 45.300099055088E-04 
±1.335849074013 15.706732032285E-02 
± .436077411927 72.462959522439E-02 
7 ±2.651961356835 97.178124509952E-05 
±1.673551628767 54.515582819127E-03 
± .816287882858 42.560725261013E-02 
±0.000000000000 81.026461755680E-02 
8 ±2.930637420257 19.960407221136E-05 
±1.981656756695 17.077983007413E-03 
±1.157193712446 20.780232581489E-02 
± .381186990207 66.114701255823E-02 
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ZEROS OF CHEBYSHEV POLYNOMIALS 
AND CORRESPONDING WEIGHTS 
n Abscissas X. Weights H. 
~ ~ 
2 ±70.710678118654E-02 15.707963267948E-Ol 
3 ±86.602540378443E-02 10.471975511965E-Ol 
±OO.OOOOOOOOOOOOE-99 
4 ±92.387953251128E-02 78.539816339744E-02 
±38.268343236508E-02 
5 ±95.105651629516E-02 62.831853071795E-02 
±58.778525229245E-02 
±OO.OOOOOOOOOOOOE-99 
6 ±96.592582628908E-02 52.359877559829E-02 
±70.710678118653E-02 
±25.889104510252E-02 
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ZEROS OF CHEBYSHEV POLYNOMIALS 
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ZEROS OF CHEBYSHEV POLYNOMIALS 

















ZEROS OF JACOBI POLYNOMIALS 
AND CORRESPONDING WEIGHTS 
With Alpha = 0 and Beta = 1 




























ZEROS OF JACOBI POLYNOMIALS 
AND CORRESPONDING WEIGHTS 





















































ZEROS OF JACOBI POLYNOMIALS 
AND CORRESPONDING WEIGHTS 
With Alpha = 0 and Beta = 1 
(con' t) 


















































ZEROS OF JACOBI POLYNOMIALS 
AND CORRESPONDING WEIGHTS 




















































ZEROS OF JACOBI POLYNOMIALS 
AND CORRESPONDING WEIGHTS 
With Alpha = 0 and Beta = 1 
(con't) 


















































ZEROS OF JACOBI POLYNOMIALS 
AND CORRESPONDING WEIGHTS 


















































ZEROS OF JACOBI POLYNOMIALS 
AND CORRESPONDING WEIGHTS 

























The following tables are results obtained from integrals 
using the various numerical integration techniques. Only the 
"error" and "speed" were compared in these examples. 
116 
2 
e-x dx =< 1.49364826 
Method Error Time 
Simpson 25 X 10-8 27 sec. 
Romberg 2 X 10-8 1 min. 45 sec. 
Legendre-Gauss 65 X 10-8 2 min. 20 ' sec. 
1T 
J0 sin x dx = 2 
Method Error Time 
Simpson -6 X 10- 8 32 sec. 
Romberg 1 X 10-8 1 min. 15 sec. 







2 tan-1 4 =< 2.651635 
Method Error Time 
Simpson 8 X 10-6 23 sec. 
Romberg 4 X 10-6 50 sec. 













45 X 10-4 
10 X 10-4 
-22 X 10-4 
1 






r:;-;-- 2 ,-8 
v 1+x dx = 'j" v "' 1.8853 
-1 
Error Time 
-2 X 10-4 
-2 X 10-4 
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