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FRAMES AND OUTER FRAMES FOR HILBERT
C∗-MODULES
LJILJANA ARAMBASˇIC´ AND DAMIR BAKIC´∗
Abstract. The goal of the present paper is to extend the theory of
frames for countably generated Hilbert C∗-modules over arbitrary C∗-
algebras. In investigating the non-unital case we introduce the concept
of outer frame as a sequence in the multiplier module M(X) that has
the standard frame property when applied to elements of the ambient
module X. Given a Hilbert A-module X, we prove that there is a
bijective correspondence of the set of all adjointable surjections from the
generalized Hilbert space ℓ2(A) to X and the set consisting of all both
frames and outer frames for X. Building on a unified approach to frames
and outer frames we then obtain new results on dual frames, frame
perturbations, tight approximations of frames and finite extensions of
Bessel sequences.
1. Introduction
A Hilbert C∗-module over a C∗-algebra A is a right A-module X equipped
with an A-valued inner product 〈·, ·〉 : X × X → A such that X is a Ba-
nach space with respect to the norm ‖x‖ = ‖〈x, x〉‖ 12 . Recall that the inner
product on X has the properties
(1) 〈x, x〉 ≥ 0;
(2) 〈x, x〉 = 0⇔ x = 0;
(3) 〈x, y + z〉 = 〈x, y〉+ 〈x, z〉;
(4) 〈x, ya〉 = 〈x, y〉a;
(5) 〈x, y〉 = 〈y, x〉∗;
that are satisfied for all x, y, z ∈ X and a ∈ A.
A Hilbert A-module X is said to be full if the closed linear span of the
set {〈x, y〉 : x, y ∈ X} is all of A. We say that X is countably generated if
there exists a sequence (xn)n in X such that the closed linear span of the set
{xna : n ∈ N, a ∈ A} is equal to X. A subclass AFG consists of algebraically
finitely generated Hilbert A-modules, i.e., those X for which there exists a
finite sequence (xn)
N
n=1 such that X = {
∑N
n=1 xnan : an ∈ A}. The most
important examples of Hilbert C∗-modules over a C∗-algebra A are:
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• X = A with the inner product 〈a, b〉 = a∗b;
• X = AN = A ⊕ . . . ⊕ A, N ∈ N, (N copies of A) with the inner
product 〈(a1, . . . , aN ), (b1, . . . , bN )〉 =
∑N
n=1 a
∗
nbn;
• X = ℓ2(A) - the generalized Hilbert space over A. Recall that ℓ2(A)
consists of all sequences (an)n of elements of A such that the series∑∞
n=1 a
∗
nan converges in norm, and the inner product on ℓ
2(A) is
defined by 〈(an)n, (bn)n〉 =
∑∞
n=1 a
∗
nbn. Given a ∈ A, we shall denote
by a(n) ∈ ℓ2(A) the sequence (0, . . . , 0, a, 0, . . .) with a on the n-th
position and zeros elsewhere.
IfX and Y are Hilbert A-modules we denote by B(X,Y ) the Banach space
of all adjointable operators from X to Y. Given an adjointable operator T
we denote by R(T ) and N(T ) the range and the null-space of T, respectively.
For x ∈ X and y ∈ Y let θy,x ∈ B(X,Y ) denote the map defined by
θy,x(z) = y〈x, z〉, z ∈ X. The linear span of all θy,x’s is denoted by F(X,Y ),
while its closure is denoted by K(X,Y ). These two classes of adjointable op-
erators are referred to as the classes of ”finite rank” and generalized compact
operators, respectively. In the case Y = X we simply write F(X), K(X) and
B(X).
For basic facts on Hilbert C∗-modules we refer the reader to [17, 18, 21,
23].
Definition 1.1. Let X be a Hilbert C∗-module. A (possibly finite) sequence
(xn)n in X is called a frame for X if there exist positive constants A and B
such that
(1) A〈x, x〉 ≤
∞∑
n=1
〈x, xn〉〈xn, x〉 ≤ B〈x, x〉, ∀x ∈ X,
where the sum in the middle converges in norm. If only the second inequality
in (1) is satisfied, we say that (xn)n is a Bessel sequence. The constants A
and B are called frame bounds. If A = B = 1, i.e., if
(2)
∞∑
n=1
〈x, xn〉〈xn, x〉 = 〈x, x〉, ∀x ∈ X,
the sequence (xn)n is called a Parseval frame for X.
Notice that when we take for the underlying C∗-algebra of coefficients the
field of complex numbers, i.e., when X is a Hilbert space, (1) becomes
A‖x‖2 ≤
∞∑
n=1
|〈xn, x〉|2 ≤ B‖x‖2, ∀x ∈ X,
which means that (xn)n is a standard Hilbert space frame.
Frames for Hilbert spaces were introduced by R.J. Duffin and A.C. Schaef-
fer in 1952. In 1980’s frames begun to play an important role in wavelet and
Gabor analysis. Since then, frames are an important tool in both theoretical
and applied mathematics. Frames for Hilbert C∗-modules were introduced
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by M. Frank and D. Larson; the basic modular frame theory is developed in
[9, 10, 11]. In particular, it was proved in Example 3.5 in [10] that frames
exist in every finitely or countably generated Hilbert C∗-module. The proof
is based on the Kasparov stabilization theorem ([23], Theorem 15.4.6).
In the rest of this introductory section we summarize basic facts concern-
ing modular frames.
First, observe that we do not require in Definition 1.1 that X is a full
Hilbert A-module. Also, the underlying C∗-algebra A may be non-unital.
When this is the case we can consider the minimal unitization A˜ of A whose
elements we write in the form a + λe, a ∈ A, λ ∈ C, where e denotes the
unit in A˜. It is well known that X can be regarded as a Hilbert A˜-module
with the same inner product and the action given by x(a + λe) = xa + λx
for all x ∈ X, a ∈ A, and λ ∈ C. However, one should keep in mind that X
is never full over A˜.
Secondly, we point out that we assume the norm-convergence of the series
in (1). Since in each C∗-algebra a convergent series of positive elements nec-
essarily converges unconditionally, we could index our frame by any count-
able set instead of N. Observe also that the unconditional convergence of
the series in (1) implies that the family {〈x, xn〉〈xn, x〉 : n ∈ N} is summable
in A for each x in X.
Given a frame (xn)n for a Hilbert C
∗-module X, we define the analysis
operator U : X → ℓ2(A) (resp. U : X → AN if (xn)Nn=1 is a finite frame) by
Ux = (〈xn, x〉)n.
It is well known that U is an adjointable map and that the adjoint operator
U∗ - that is called the synthesis operator - is given by
U∗((an)n) =
∞∑
n=1
xnan, resp. U
∗((an)Nn=1) =
N∑
n=1
xnan.
In particular, if A is unital, we have U∗e(n) = xn, n ∈ N. Here and in the
sequel we denote by e the unit element in a unital C∗-algebra.
Furthermore, the above defining condition (1) implies that U is bounded
from below; hence, R(U) is a closed submodule of ℓ2(A). Using Corol-
lary 15.3.9 from [23] we now have ℓ2(A) = R(U) ⊕ N(U∗). Moreover, by
[23, Theorem 15.3.8], the range of U∗ is also closed and since U is, being
bounded from below, an injection, we conclude that U∗ is surjective. These
properties imply that U∗U is an invertible operator in B(X).
In particular, note that the analysis operator U of a Parseval frame (xn)n
is an isometry; hence, when this is the case we have U∗U = I, where I is
the identity operator on X.
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We are now ready to state a result that provides the most fundamental
property of modular frames. This was first proved by M. Frank and D. Lar-
son for Hilbert C∗-modules over unital C∗-algebras, but it is easily seen that
the result extends to the non-unital case too.
Theorem 1.2. Let (xn)n be a frame for a Hilbert C
∗-module X with the
analysis operator U. Then
(3) x =
∞∑
n=1
xn〈(U∗U)−1xn, x〉 =
∞∑
n=1
(U∗U)−1xn〈xn, x〉, ∀x ∈ X.
In particular, (xn)n is a Parseval frame for X if and only if
(4) x =
∞∑
n=1
xn〈xn, x〉, ∀x ∈ X.
Given a frame (xn)n for a Hilbert C
∗-module X, each sequence (yn)n that
satisfies the equality
x =
∞∑
n=1
xn〈yn, x〉, ∀x ∈ X,
is called a dual of (xn)n. In general, a frame (xn)n may posses many du-
als. The first equality in (3) tells us that the sequence ((U∗U)−1xn)n is
a dual of (xn)n. This sequence is called the canonical dual frame; namely,
((U∗U)−1xn)n is indeed a frame for X since (U∗U)−1 is an adjointable sur-
jection [2, Theorem 2.5].
Observe also that the first equality in (3) shows that each frame (xn)n
for X generates X. In particular, a Hilbert C∗-module that admits frames is
necessarily countably generated. Analogously, each Hilbert C∗-module that
possesses a finite frame is an AFG Hilbert C∗-module.
Theorem 1.2 is a natural generalization of the corresponding result for
Hilbert spaces. However, further properties of modular frames cannot be
derived by simply following the frame theory for Hilbert spaces. To see
what the obstacles are, let us first note two basic facts concerning frames in
Hilbert spaces.
Remark 1.3. Let H be a Hilbert space.
(a) Suppose that (xn)n is a sequence inH such that the series
∑∞
n=1 cnxn
converges for each sequence (cn)n ∈ ℓ2(C). Then (xn)n is a Bessel
sequence ([8, Corollary 3.2.4]).
(b) Each bounded surjection T ∈ B(ℓ2(C),H) is the synthesis operator
of some frame for H ([8, Theorem 5.5.5]).
Unfortunately, both statements from the preceding remark can fail if the
complex field is replaced by a general C∗-algebra; that is, the above state-
ments are not generally true for Hilbert C∗-modules. This is demonstrated
by two examples that follow. First we need a lemma.
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Lemma 1.4. Let A be a C∗-algebra and let (tn)n be a sequence in the mul-
tiplier algebra M(A) of A. The following two statements are equivalent:
(a) The series
∑∞
n=1 tnan is norm-convergent for each (an)n ∈ ℓ2(A).
(b) The sequence (
∑N
n=1 tnt
∗
n)N is bounded.
Proof. Let us assume (a). Then T : ℓ2(A) → A, T ((an)n) =
∑∞
n=1 tnan is a
well defined A-linear operator, where A is regarded as a Hilbert C∗-module
over itself. Consider also, for each N ∈ N, the operators TN : ℓ2(A) → A,
TN ((an)n) =
∑N
n=1 tnan. Observe that TN ’s are adjointable operators; their
adjoints are given by T ∗Na = (t
∗
1a, . . . , t
∗
Na, 0, 0, . . .), a ∈ A. In particular,
all TN are bounded. Obviously, the sequence (TN )N converges to T in the
strong operator topology. By the uniform boundedness principle there exists
a positive constant M such that ‖TN‖ ≤M for all N ∈ N, and ‖T‖ ≤M.
Recall now that for each t ∈M(A) we have
‖t‖ = sup{‖ta‖ : a ∈ A, ‖a‖ ≤ 1}.
Fix N ∈ N. Then for every a ∈ A it holds
∥∥∥ N∑
n=1
tnt
∗
na
∥∥∥ = ‖T (T ∗Na)‖ ≤M∥∥∥
N∑
n=1
a∗tnt∗na
∥∥∥ 12 ≤M‖a∗‖ 12∥∥∥ N∑
n=1
tnt
∗
na
∥∥∥ 12 .
By taking supremum on both sides over all a ∈ A, ‖a‖ ≤ 1, we get
∥∥∥ N∑
n=1
tnt
∗
n
∥∥∥ ≤M∥∥∥ N∑
n=1
tnt
∗
n
∥∥∥ 12 ,
and hence ∥∥∥ N∑
n=1
tnt
∗
n
∥∥∥ ≤M2.
Let us now suppose (b), that is, let
∥∥∥∑Nn=1 tnt∗n∥∥∥ ≤ M for some M > 0
and all N ∈ N. Take any sequence (an)n ∈ ℓ2(A). For ε > 0 we can find
N0 ∈ N such that
N2 ≥ N1 ≥ N0 ⇒
∥∥∥ N2∑
n=N1+1
a∗nan
∥∥∥ < ε.
From this we conclude, for all N2 ≥ N1 ≥ N0,∥∥∥ N2∑
n=1
tnan −
N1∑
n=1
tnan
∥∥∥2 = ∥∥∥ N2∑
n=N1+1
tnan
∥∥∥2
≤
∥∥∥ N2∑
n=N1+1
tnt
∗
n
∥∥∥ ∥∥∥ N2∑
n=N1+1
a∗nan
∥∥∥
< Mε.
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where the first inequality above is obtained by applying the Cauchy-Schwarz
inequality in the Hilbert C∗-module M(A)N2−N1 . Thus, (
∑N
n=1 tnan)N is a
Cauchy sequence, and hence convergent. 
Example 1.5. Here we demonstrate an example of a sequence (xn)n in a
Hilbert C∗-module X over a C∗-algebra A such that the series
∑∞
n=1 xnan
converges in X for all (an)n ∈ ℓ2(A), but which is not Bessel.
Take an infinite dimensional separable Hilbert space H with an orthonor-
mal basis (ǫn)n. For n ∈ N let en denote the one-dimensional projection onto
the subspace span {ǫn}.
Consider X = B(H) as a Hilbert C∗-module over itself. Obviously,∑N
n=1 ene
∗
n is the orthogonal projection onto span {ǫ1, . . . , ǫN}; thus, the
sequence (
∑N
n=1 ene
∗
n)N is bounded. By the preceding lemma, the series∑∞
n=1 enan converges for each sequence (an)n ∈ ℓ2(B(H)). However, (en)n
is not a Bessel sequence in X. Namely, if it were Bessel, that would imply
that the series
∑∞
n=1〈a, en〉〈en, a〉 =
∑∞
n=1 a
∗ena converges in norm for each
a ∈ X. In particular, this norm-limit should coincide with the strong limit of
the series
∑∞
n=1 a
∗ena which is, obviously, equal to a∗a. But, this is impos-
sible for each non-compact operator a on H. So, if we put xn = en, n ∈ N,
the sequence (xn)n has the desired properties.
Remark 1.6. A well-known result (the Heuser lemma) on square summable
sequences of scalars states: if (cn)n is a sequence of complex numbers such
that the series 〈(cn)n, (an)n〉 =
∑∞
n=1 cnan is convergent for each (an)n ∈
ℓ2(C), then (cn)n ∈ ℓ2(C). The preceding example shows that an analogous
result does not hold in the generalized Hilbert space ℓ2(A). Namely, the
sequence (xn)n from the preceding example has the property that the series
〈(xn)n, (an)n〉 =
∑∞
n=1 xnan is convergent for each (an)n ∈ ℓ2(B(H)), but
(xn)n does not belong to ℓ
2(B(H)).
Example 1.7. Here we demonstrate an example of an adjointable surjection
from ℓ2(A) to a Hilbert A-module X which is not the synthesis operator of
any frame for X.
Consider an infinite dimensional separable Hilbert space H such that
H =
⊕∞
n=1Hn, where dimHn = ∞ for each n ∈ N. Note that the elements
of H can be identified as sequences (ξn)n such that ξn ∈ Hn, n ∈ N, and∑∞
n=1 ‖ξn‖2 < ∞. Let X = K(H), where K(H) denotes the C∗-algebra of
all compact operators on H.
Let sn ∈ B(H) denote the isometry with the final space Hn for every
n ∈ N. Observe that s∗nsn = e (e stands for the identity operator on H),
while sns
∗
n = pn, where pn denotes the orthogonal projection onto Hn. Since
the sequence (
∑N
n=1 pn)N converges to e in the strong operator topology,
a standard argument shows that the sequence (
∑N
n=1 pna)N converges in
norm to a for each compact operator a. Thus, for each a ∈ K(H) we have∑∞
n=1 pna = a in the sense of norm-convergence.
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Consider now
T : ℓ2(K(H))→ K(H), T ((an)n) =
∞∑
n=1
snan.
By Lemma 1.4, T is well defined. Moreover, T is an adjointable operator;
its adjoint T ∗ is given by
T ∗a = (〈sn, a〉)n = (s∗na)n.
Note that T ∗ is well defined since we have, by the conclusion from the
preceding paragraph,
∞∑
n=1
a∗sns∗na = a
∗
∞∑
n=1
pna = a
∗a, ∀a ∈ K(H).
This also shows that T ∗ is an isometry; hence, T is a surjection.
We now claim that there does not exist a frame (xn)n forX = K(H) whose
synthesis operator is T. To see this, suppose the opposite: let (xn)n be a
frame for X such that T ((an)n) =
∑∞
n=1 xnan for each (an)n ∈ ℓ2(K(H)).
Then we have
∑∞
n=1 xnan =
∑∞
n=1 snan for each (an)n ∈ ℓ2(K(H)). In
particular, if we take arbitrary n ∈ N, a ∈ K(H), and a(n) ∈ ℓ2(K(H)),
we get xna = sna for all n ∈ N and a ∈ K(H). Since K(H) acts non-
degenerately on H, this is enough to conclude xn = sn for all n ∈ N. But
this is obviously impossible since each sn is a non-compact operator.
As the above two examples show, both statements from Remark 1.3 can
fail in Hilbert C∗-modules. We shall address these problems more thoroughly
at the beginning of Section 3 and in Section 5 in the discussion following
Remark 5.4. We will show that in the study of Hilbert C∗-modules over non-
unital C∗-algebras some difficulties arise from sequences and operators with
properties as in the preceding two examples and that these difficulties cannot
be circumvented by simply adjoining the unit element to the underlying C∗-
algebra A and regarding the original Hilbert C∗-module X as a module over
the unital C∗-algebra A˜.
The paper is organized as follows. In Section 2 we discuss further ba-
sic properties of frames. In particular, we describe in Proposition 2.3 and
Theorem 2.8 the interrelation of Parseval frames for a Hilbert C∗-module X
with increasing approximate units for K(X).
In Section 3 we introduce the concept of an outer frame for a Hilbert
C∗-module X, a concept that naturally fits into the picture when one stud-
ies frames for Hilbert C∗-modules over non-unital C∗-algebras. We show
in Theorem 3.19 that there is a bijective correspondence of the set of all
adjointable surjections from the generalized Hilbert space ℓ2(A) to a Hilbert
A-module X and the set consisting of all both frames and outer frames for
X.
In Section 4 we describe all frames that are dual to a given frame. It
turns out that in these considerations one has to take into account outer
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frames discussed in the preceding section. In particular, we describe in
Theorems 4.6 and 4.14 (synthesis operators of) all frames and outer frames
that are dual to a given frame or an outer frame. At the end of Section 4
we discuss frames and outer frames with a unique dual.
Section 5 is devoted to frame perturbations and tight approximations of
frames. Again, outer frames naturally fit into the picture when discussing
the non-unital case. After proving a perturbation result (Theorem 5.2), we
obtain in Propositions 5.8 and 5.9 the best Parseval resp. tight approxima-
tion of a frame or an outer frame in terms of the distance of the corresponding
analysis/synthesis operators.
Finally, in the concluding Section 6 we investigate finite extensions of
Bessel sequences to frames and outer frames. In Theorems 6.1 and 6.7 we
characterize those Bessel sequences that admit such extensions to frames.
Throughout the paper A will denote an arbitrary C∗-algebra. We do not
assume that A is unital and this particular assumption will be explicitelly
stated when needed. The multiplier algebra of A will be denoted by M(A).
By an approximate unit for a C∗-algebra A we understand a net (eλ)λ of
positive elements in the unit ball of A such that limλ eλa = a, for all a ∈ A.
Approximate unit is increasing if eλ ≤ eµ whenever λ ≤ µ. Recall that a
C∗-algebra A has a countable approximate unit precisely when it is σ-unital
(i.e., when there exists a strictly positive element in A).
Given a C∗-algebra A and the generalized Hilbert space ℓ2(A) over A, we
denote by c00(A) the set of all finite sequences in ℓ
2(A), i.e.
c00(A) = {(an)n : an ∈ A, an = 0, ∀n > N for some N ∈ N}.
Clearly, c00(A) is norm-dense in ℓ
2(A).
We tacitly assume that the class of countably generated Hilbert C∗-
modules includes all AFG Hilbert C∗-modules (and, obviously, when we
work with finite frames for AFG modules the convergence questions become
superfluous). We shall explicitelly indicate when a particular discussion is
concerned with AFG modules exclusively.
2. Basic properties and characterizations
The frame condition (1) from Definition 1.1 involves two inequalities con-
cerning order in the underlying C∗-algebra that are not always easy to verify.
However, it turns out that it suffices to check the corresponding inequalities
in norm ([2, Theorem 2.6] and [15, Proposition 3.8]). In fact, as we shall see
in our Theorem 2.2 below, even more is true. Our first theorem is concerned
with Bessel sequences. We show that, in order to prove that a sequence
(xn)n in a Hilbert A-module X is Bessel, one has only to verify that the
sequence (〈xn, x〉)n belongs to ℓ2(A) for each x ∈ X.
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Theorem 2.1. Let (xn)n be a sequence in a Hilbert A-module X. Then the
following two conditions are equivalent:
(a) (xn)n is a Bessel sequence.
(b) The series
∑∞
n=1〈x, xn〉〈xn, x〉 converges for all x in X.
If (xn)n is a Bessel sequence, its analysis operator
U : X → ℓ2(A), U(x) = (〈xn, x〉)n,
is well defined and adjointable and the adjoint operator U∗ is given by
(5) U∗((an)n) =
∞∑
n=1
xnan, ∀(an)n ∈ ℓ2(A),
where the series
∑∞
n=1 xnan converges unconditionally for all (an)n ∈ ℓ2(A).
In particular, if (eλ)λ is an approximate unit for A, then U
∗e(n)λ = xneλ
and limλ U
∗e(n)λ = xn for each n ∈ N. Consequently, the sequence (xn)n
is bounded and ‖xn‖ ≤ ‖U‖ for all n in N. Finally, if A is unital then
xn = U
∗e(n) for all n ∈ N.
Proof. Suppose that (b) is satisfied. Then the operator U : X → ℓ2(A),
Ux = (〈xn, x〉)n, is well defined and A-linear. We now show that U has a
closed graph. Let (y, (an)n) = limk→∞(yk, Uyk), where yk, y ∈ X, (an)n ∈
ℓ2(A). For each m ∈ N and all k ∈ N we have
(am − 〈xm, yk〉)∗(am − 〈xm, yk〉) ≤
∞∑
n=1
(an − 〈xn, yk〉)∗(an − 〈xn, yk〉)
= 〈(an)n − Uyk, (an)n − Uyk〉.
Taking norms on both sides we get
‖am − 〈xm, yk〉‖2 ≤ ‖(an)n − Uyk‖2.
By assumption (an)n = limk→∞Uyk and y = limk→∞ yk, so we get
am = lim
k→∞
〈xm, yk〉 = 〈xm, y〉.
As m was arbitrary, this shows that (an)n = Uy. So, the graph of U is closed
and hence U is a bounded operator. Now, by [19, Theorem 2.8], it follows
that 〈Ux,Ux〉 ≤ ‖U‖2〈x, x〉 for all x ∈ X; thus, (xn)n is a Bessel sequence.
Let us now show, for each (an)n ∈ ℓ2(A), the unconditional convergence
of the series
∑∞
n=1 xnan. Take arbitrary finite set F ⊆ N and denote by |F |
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the cardinality of F. Then∥∥∥∑
n∈F
xnan
∥∥∥2 = sup
{∥∥∥〈∑
n∈F
xnan, y
〉∥∥∥2 : y ∈ X, ‖y‖ ≤ 1
}
= sup
{∥∥∥∑
n∈F
a∗n〈xn, y〉
∥∥∥2 : y ∈ X, ‖y‖ ≤ 1
}
(by applying the Cauchy-Schwarz inequality in A|F |)
≤ sup
{∥∥∥∑
n∈F
a∗nan
∥∥∥∥∥∥∑
n∈F
〈y, xn〉〈xn, y〉
∥∥∥ : y ∈ X, ‖y‖ ≤ 1
}
≤ sup
{∥∥∥∑
n∈F
a∗nan
∥∥∥∥∥∥ ∞∑
n=1
〈y, xn〉〈xn, y〉
∥∥∥ : y ∈ X, ‖y‖ ≤ 1
}
=
∥∥∥∑
n∈F
a∗nan
∥∥∥ sup{‖Uy‖2 : y ∈ X, ‖y‖ ≤ 1}
= ‖U‖2
∥∥∥∑
n∈F
a∗nan
∥∥∥.
Since the series
∑∞
n=1 a
∗
nan converges unconditionally, the family {a∗nan : n ∈
N} is summable. Hence, the inequality ∥∥∑n∈F xnan∥∥2 ≤ ‖U‖2 ∥∥∑n∈F a∗nan∥∥
that we have obtained for each finite subset F of N, shows summability of the
family {xnan : n ∈ N}, which is equivalent to the unconditional convergence
of the series
∑∞
n=1 xnan.
It is now easy to prove that U is adjointable, since we now know that the
operator given in (5) is well defined, and satisfies
〈Ux, (an)n〉 =
∞∑
n=1
〈x, xn〉an = 〈x,
∞∑
n=1
xnan〉 = 〈x,U∗((an)n)〉
for all x ∈ X and (an)n ∈ ℓ2(A).
The remaining assertions are evident. 
A direct consequence of the preceding theorem is the following character-
ization of frames for Hilbert C∗-modules.
Theorem 2.2. Let (xn)n be a sequence in a Hilbert A-module X. Then the
following two conditions are equivalent:
(a) (xn)n is a frame for X.
(b) The series
∑∞
n=1〈x, xn〉〈xn, x〉 converges for all x ∈ X and there
exists a constant A > 0 such that A‖x‖2 ≤ ‖∑∞n=1〈x, xn〉〈xn, x〉‖ for
all x in X.
Proof. Immediate from Theorem 2.1 and [2, Theorem 2.6] (or [15, Proposi-
tion 3.8]). 
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Another useful characterization of frames arises from a correspondence
of Parseval frames for a Hilbert C∗-module X with approximate units for
K(X).
It is easy to check that, regarding a C∗-algebra A as a Hilbert C∗-module
over itself, a sequence (an)n of elements of A is a Parseval frame for A
precisely when the sequence (
∑N
n=1 ana
∗
n)N is an approximate unit for A.
This observation was extended in [16, Theorem 1.4] to a wider class of
Hilbert C∗-modules. We show in the following proposition that it remains
true for all Hilbert C∗-modules.
Proposition 2.3. Let X be a Hilbert C∗-module. Then a sequence (xn)n
of elements of X is a Parseval frame for X if and only if the sequence
(
∑N
n=1 θxn,xn)N is an approximate unit for K(X).
Proof. Suppose that (xn)n is a Parseval frame for X. Let FN =
∑N
n=1 θxn,xn ,
N ∈ N. Obviously, 0 ≤ FN ≤ FN+1 for all N ∈ N. From
〈FNx, x〉 =
N∑
n=1
〈x, xn〉〈xn, x〉 ≤
∞∑
n=1
〈x, xn〉〈xn, x〉 = 〈x, x〉, ∀x ∈ X,
it follows FN ≤ I for all N ∈ N (where I denotes the identity operator on
X).
Let us now fix v and w from X. For any x ∈ X we have
‖(θv,w − FNθv,w)x‖ =
∥∥∥∥∥v〈w, x〉 −
N∑
n=1
xn〈xn, v〉〈w, x〉
∥∥∥∥∥
=
∥∥∥∥∥
(
v −
N∑
n=1
xn〈xn, v〉
)
〈w, x〉
∥∥∥∥∥ .
Since (xn)n is a Parseval frame for X, this shows, by the reconstruction
property (4) from Theorem 1.2, that ‖θv,w − FNθv,w‖ → 0 as N → ∞.
Clearly, this implies ‖θ − FNθ‖ → 0 as N →∞ for each θ ∈ F(X). Finally,
take arbitrary T ∈ K(X) and ε > 0. Then we can find θ ∈ F(X) such that
‖T − θ‖ < ε3 . Further, there exists N0 such that ‖θ − FNθ‖ < ε3 whenever
N ≥ N0. Then, for each N ≥ N0 we have
‖T − FNT‖ ≤ ‖T − θ‖+ ‖θ − FNθ‖+ ‖FN θ − FNT‖ < ε
3
+
ε
3
+
ε
3
= ε,
so (FN )N is an approximate unit for K(X).
To prove the converse, suppose that (
∑N
n=1 θxn,xn)N is an approximate
unit for K(X). Then θy,y = limN→∞
∑N
n=1 θxn,xnθy,y for each y ∈ X. In
particular,
(6) θy,y(y) = lim
N→∞
N∑
n=1
θxn,xnθy,y(y), ∀y ∈ X.
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Recall from Proposition 2.31 in [21] that each x ∈ X can be written in the
form x = y〈y, y〉 = θy,y(y) for some y ∈ X. Then (6) becomes
x = lim
N→∞
N∑
n=1
xn〈xn, x〉, ∀x ∈ X,
so by Theorem 1.2, (xn)n is a Parseval frame for X. 
The preceding proposition extends to arbitrary frames in a standard way
(see also [16, Theorem 1.4]). In the corollary that follows we shall use the
strict convergence in B(X) with respect to the ideal of generalized compact
operators K(X).
Corollary 2.4. Let X be a Hilbert C∗-module. Then a sequence (xn)n of
elements of X is a frame for X if and only if the sequence (
∑N
n=1 θxn,xn)N
strictly converges to some invertible operator in B(X).
Proof. Let (xn)n be a frame for X and U its analysis operator. We ap-
ply Proposition 2.3 to the Parseval frame ((U∗U)−
1
2xn)n (the sequence
((U∗U)−
1
2xn)n is indeed a Parseval frame for X, see [9]). By Proposition 2.3
we conclude that the sequence (
∑N
n=1 θ(U∗U)−
1
2 xn,(U∗U)
−
1
2 xn
)N is an approxi-
mate unit forK(X). From this we deduce that (
∑N
n=1 θ(U∗U)−
1
2 xn,(U∗U)
−
1
2 xn
)N
strictly converges to the identity operator I. Since we have
N∑
n=1
θ
(U∗U)−
1
2 xn,(U∗U)
−
1
2 xn
= (U∗U)−
1
2 (
N∑
n=1
θxn,xn)(U
∗U)−
1
2 , ∀N ∈ N,
it follows that the sequence (
∑N
n=1 θxn,xn)N strictly converges to the invert-
ible operator (U∗U)−1 ∈ B(X).
Conversely, if (
∑N
n=1 θxn,xn)N strictly converges to some invertible T ∈
B(X), then T is necessarily positive, so it follows that the increasing sequence
(
∑N
n=1 θT−
1
2 xn,T
−
1
2 xn
)N strictly converges to the identity operator on X. In
other words, the sequence (
∑N
n=1 θT−
1
2 xn,T
−
1
2 xn
)N is an approximate unit
for K(X). By Proposition 2.3 it follows that (T−
1
2xn)n is a Parseval frame
for X. Finally, applying [2, Theorem 2.5], we conclude that (xn)n is a frame
for X. 
Next we show that every countably generated Hilbert C∗-module X ad-
mits approximate units for K(X) of the form as in Proposition 2.3. In the
proof we shall make use of the left Hilbert C∗-module structure on X arising
from the action of generalized compact operators.
Theorem 2.5. Let X be a countably generated Hilbert A-module. There
exists a sequence (xn)n in X such that (
∑N
n=1 θxn,xn)N is an approximate
unit for K(X).
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Proof. Since X is countably generated over A, Proposition 6.7 from [17]
implies that the C∗-algebra K(X) is σ-unital.
Now recall that X is also a full left Hilbert K(X)-module with the action
(T, x) 7→ Tx, T ∈ K(X), x ∈ X, and the inner product [x, y] = θx,y. The
resulting norm K‖x‖ = ‖θx,x‖ 12 coincides with the original norm on X that
arises from the right module structure over A.
We now apply Lemma 7.3 from [17] to the full left Hilbert K(X)-module
X: there exists a sequence (xn)n inX such that the sequence (
∑N
n=1[xn, xn])N ,
that is, (
∑N
n=1 θxn,xn)N , is an approximate unit for K(X). 
Observe that the existence of frames in countably generated Hilbert C∗-
modules can now be reproved by using Theorem 2.5 and Proposition 2.3.
We also have the following easy consequence of Theorem 2.5.
Corollary 2.6. Let X be a countably generated Hilbert A-module. For each
positive operator T ∈ K(X) there exists a sequence (yn)n in X such that
T =
∑∞
n=1 θyn,yn , where this series converges in norm.
Proof. Let T ∈ K(X), T ≥ 0. Using the approximate unit from the preceding
theorem we have T
1
2 = limN→∞
∑N
n=1 T
1
2 θxn,xn . Multiplying by T
1
2 from
the right hand side we get T = limN→∞
∑N
n=1 T
1
2 θxn,xnT
1
2 . This shows that
(yn)n, where yn = T
1
2xn, n ∈ N, is a sequence with the desired property. 
The following result shows that approximate units as in Theorem 2.5,
although of a very special form, not only exist (provided that X is countably
generated), but can be derived from any increasing countable approximate
unit in K(X). To prove this, we first need an auxiliary result on approximate
units in C∗-algebras.
Lemma 2.7. Let (en)n be a sequence in a C
∗-algebra A such that 0 ≤ en ≤
en+1 and ‖en‖ ≤ 1 for all n ∈ N. If there exists a subsequence (ep(n))n of
(en)n which is an approximate unit for A, then (en)n is also an approximate
unit for A.
Proof. Let a ∈ A. First observe that limn→∞ ‖ep(n)a − a‖ = 0 implies
limn→∞ ‖a∗ep(n)a − a∗a‖ = 0. Fix ε > 0 and find n0 ∈ N such that
‖a∗ep(n)a − a∗a‖ < ε for all n ≥ n0. Since (en)n increases and ‖en‖ ≤ 1
for all n, we have
0 ≤ a∗a− a∗ena ≤ a∗a− a∗ep(n0)a, ∀n ≥ p(n0),
so
(7) ‖a∗a− a∗ena‖ ≤ ‖a∗a− a∗ep(n0)a‖ < ε, ∀n ≥ p(n0).
We now continue our computation in A˜, if needed. Observe that ‖e−en‖ ≤ 1
for all n ∈ N. Since
‖a− ena‖2 = ‖(e− en)
1
2 (e− en)
1
2 a‖2 ≤ ‖(e − en)
1
2 a‖2 = ‖a∗a− a∗ena‖,
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(7) gives us limn→∞ ‖a− ena‖ = 0. 
Theorem 2.8. Let X be a Hilbert A-module.
(a) If a sequence (EN )N is an increasing approximate unit for K(X)
then there exists a sequence (xn)n in X and an increasing sequence
of natural numbers (p(N))N with the properties
∑p(N)
n=1 θxn,xn ≤ EN
and
∥∥∥∑p(N)n=1 θxn,xn − EN∥∥∥ < 1N for all N ∈ N.
(b) If (xn)n is any sequence in X as in (a), then (xn)n is a Parseval
frame for X.
Proof. To prove (a), suppose that (EN )N is an increasing approximate unit
for K(X). By Corollary 2.6, there exists a sequence (y1n)n in X such that
E1 =
∑∞
n=1 θy1n,y1n . Find p(1) such that∥∥∥∥∥∥E1 −
p(1)∑
n=1
θy1
n
,y1
n
∥∥∥∥∥∥ < 1.
Put xn = y
1
n for n = 1, 2, . . . , p(1) and Fp(1) =
∑p(1)
n=1 θxn,xn . Then Fp(1) ≤ E1
and ‖Fp(1) − E1‖ < 1.
Now observe that Fp(1) ≤ E1 ≤ E2 implies E2 − Fp(1) ≥ 0. Again by
Corollary 2.6, there exists a sequence (y2n)n in X such that E2 − Fp(1) =∑∞
n=1 θy2n,y2n . Choose M such that∥∥∥∥∥E2 − Fp(1) −
M∑
n=1
θy2
n
,y2
n
∥∥∥∥∥ < 12 .
Denote p(2) = p(1) + M and xp(1)+n = y
2
n, n = 1, 2, . . . ,M. Let Fp(2) =
Fp(1) +
∑M
n=1 θy2n,y2n =
∑p(2)
n=1 θxn,xn . Then, by construction, we have Fp(2) ≤
E2 and ‖Fp(2) − E2‖ < 12 .
Proceed by induction to obtain Fp(N) =
∑p(N)
n=1 θxn,xn with the properties
Fp(N) ≤ EN and ‖Fp(N) − EN‖ < 1N .
Let us now prove (b). First note that 0 ≤ Fp(N) ≤ EN implies ‖Fp(N)‖ ≤
‖EN‖ ≤ 1 for all N ∈ N. By a routine approximation argument one shows
that ‖Fp(N)T − T‖ → 0 for each T ∈ K(X), that is, (Fp(N))N is an approxi-
mate unit for K(X).
Put FN =
∑N
n=1 θxn,xn for each N ∈ N. Clearly, 0 ≤ FN ≤ FN+1 and,
because of FN ≤ Fp(N) ≤ EN , we also have ‖FN‖ ≤ 1. By Lemma 2.7,
(FN )N is an approximate unit for K(X). Proposition 2.3 now implies that
(xn)n is a Parseval frame for X. 
We end this section by an example of a Parseval frame for ℓ2(A) (where
A is an arbitrary σ-unital C∗-algebra) and the corresponding approximate
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unit for K(ℓ2(A)) that arises from Proposition 2.3. First we need a useful
auxiliary result.
Lemma 2.9. Let Y be a dense submodule of a Hilbert A-module X. Suppose
that a sequence (xn)n in X has the property
A〈y, y〉 ≤
∞∑
n=1
〈y, xn〉〈xn, y〉 ≤ B〈y, y〉, ∀y ∈ Y,
for some positive constants A and B. Then (xn)n is a frame for X with
frame bounds A and B.
Proof. Let us define U0 : Y → ℓ2(A) by U0y = (〈xn, y〉)n. Clearly, U0 is well
defined, A-linear, bounded and bounded from below. Let U : X → ℓ2(A) be
the continuation of U0. Note that ‖U‖ = ‖U0‖ ≤
√
B. Similarly, for x ∈ X,
if (yn)n is a sequence in Y such that x = limn→∞ yn, we have
‖Ux‖ = lim
n→∞ ‖U0yn‖ ≥ limn→∞
√
A‖yn‖ =
√
A‖x‖.
We now prove that U is an adjointable operator. First, put
U∗(a1, . . . , aN , 0, 0, . . .) =
N∑
n=1
xnan, ∀(a1, . . . , aN , 0, 0, . . .) ∈ c00(A).
By a routine verification one shows that
(8) 〈Uy, z〉 = 〈y, U∗z〉, ∀y ∈ Y, ∀z ∈ c00(A).
Suppose now that x = limn→∞ yn with yn ∈ Y. Then, by (8), we have
〈Uyn, z〉 = 〈yn, U∗z〉 for all n ∈ N and z ∈ c00(A). By letting n → ∞ we
obtain
(9) 〈Ux, z〉 = 〈x,U∗z〉, ∀x ∈ X, ∀z ∈ c00(A).
We now show that U∗ is bounded on c00(A). Let z ∈ c00(A). Then
‖U∗z‖ = sup{‖〈x,U∗z〉‖ : x ∈ X, ‖x‖ ≤ 1}
(9)
= sup{‖〈Ux, z〉‖ : x ∈ X, ‖x‖ ≤ 1}
≤
√
B‖z‖.
This enables us to extend U∗ by continuity to ℓ2(A). It is now evident that
(9) extends to the same equality that holds true for all x ∈ X and z ∈ ℓ2(A).
Thus, U is an adjointable operator. Since Ux = (〈xn, x〉)n for all x ∈ X
and A‖x‖2 ≤ ‖Ux‖2 ≤ B‖x‖2 for all x ∈ X, it only remains to apply
Theorem 2.6 from [2]. 
Example 2.10. Let A be a σ-unital C∗-algebra and let (en)n be an increasing
approximate unit for A; put additionally e0 = 0. Let
fn = (en − en−1)
1
2 , n ∈ N.
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Consider A as a Hilbert C∗-module over itself. Since
N∑
n=1
θfn,fn =
N∑
n=1
fnf
∗
n =
N∑
n=1
(en − en−1) = eN , ∀N ∈ N,
we conclude from Proposition 2.3 that (fn)n is a Parseval frame for A.
For n, j ∈ N consider the system
f (j)n = (0, . . . , 0, fn, 0, . . .) ∈ ℓ2(A) (fn on j-th position, 0’s elsewhere).
We will show that the system (f
(j)
n )∞n,j=1 is a Parseval frame for ℓ
2(A).
Let us first organize our system (f
(j)
n )∞n,j=1 into a sequence. This can be
done in a standard way by enumerating elements along finite diagonals of
an infinite matrix starting from the upper left corner. Put
p(m) =
1
2
m(m+ 1), m = 0, 1, 2, . . .
and observe that each natural number n can be written in a unique way as
n = p(m− 1) + km, m ∈ N, km ∈ {1, 2, . . . ,m}.
We now put
xn = xp(m−1)+km = f
(km)
m+1−km, n ∈ N.
This gives us a sequence
f
(1)
1 , f
(1)
2 , f
(2)
1 , f
(1)
3 , f
(2)
2 , f
(3)
1 , f
(1)
4 , f
(2)
3 , f
(3)
2 , f
(4)
1 , . . .
Let us now show that
(10) y =
∞∑
n=1
xn〈xn, y〉, ∀y ∈ c00(A).
Fix an arbitrary y = (a1, . . . , am, 0, 0, . . .) ∈ c00(A). Let ε > 0. Since (fn)n
is a Parseval frame for A, we can find N0 ∈ N such that
(11) N ≥ N0 ⇒
∥∥∥∥∥ai −
N∑
n=1
fn〈fn, ai〉
∥∥∥∥∥ < εm, ∀i = 1, 2, . . . ,m.
For such N0 consider p(N0 +m). We now claim that
(12) N ≥ p(N0 +m)⇒
∥∥∥∥∥y −
N∑
n=1
xn〈xn, y〉
∥∥∥∥∥ < ε.
To show this, first observe that each term in the sum
∑N
n=1 xn〈xn, y〉 is of
the form f
(k)
j
〈
f
(k)
j , y
〉
which is in fact (fj〈fj, ak〉)(k) - an element of ℓ2(A)
with fj〈fj, ak〉 on k-th position and 0’s elsewhere.
Let us first prove (12) for N = p(N0 + m). Since in this case we have
N = p(N0+m−1)+(N0+m), the last N0+mmembers among x1, x2, . . . , xN
are
f
(1)
N0+m
, . . . , f
(m)
N0+1
, . . . , f
(N0+m)
1 .
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Thus∥∥∥∥∥y −
N∑
n=1
xn〈xn, y〉
∥∥∥∥∥ ≤
∥∥∥∥∥a1 −
N0+m∑
n=1
fn〈fn, a1〉
∥∥∥∥∥+
∥∥∥∥∥a2 −
N0+m−1∑
n=1
fn〈fn, a2〉
∥∥∥∥∥
+ . . .+
∥∥∥∥∥am −
N0+1∑
n=1
fn〈fn, am〉
∥∥∥∥∥
(11)
<
ε
m
+
ε
m
+ . . .+
ε
m
= ε.
Next we prove (12) for N > p(N0 +m). By the same reasoning as above
we get natural numbers N1, N2, . . . , Nm > N0 such that∥∥∥∥∥y −
N∑
n=1
xn〈xn, y〉
∥∥∥∥∥ ≤
∥∥∥∥∥a1 −
N1∑
n=1
fn〈fn, a1〉
∥∥∥∥∥+
∥∥∥∥∥a2 −
N2∑
n=1
fn〈fn, a2〉
∥∥∥∥∥
+ . . .+
∥∥∥∥∥am −
Nm∑
n=1
fn〈fn, am〉
∥∥∥∥∥
(11)
<
ε
m
+
ε
m
+ . . .+
ε
m
= ε.
This proves (10). In particular, by taking inner products by y in (10) we
obtain
(13) 〈y, y〉 =
∞∑
n=1
〈y, xn〉〈xn, y〉, ∀y ∈ c00(A).
The desired conclusion, namely that (xn)n is a Parseval frame for ℓ
2(A), now
follows directly from the preceding lemma.
Observe that the same construction can be done starting from an arbitrary
Parseval frame (fn)n for A - one can easily check that all the above arguments
apply without changes.
By Proposition 2.3 we now know that the sequence (
∑N
n=1 θxn,xn)N is
an approximate unit for K(ℓ2(A)). Since each subsequence of an approx-
imate unit is an approximate unit itself, we conclude that the sequence
(
∑p(N)
n=1 θxn,xn)N is also an approximate unit for K(ℓ
2(A)).
Finally, note that the operators TN =
∑p(N)
n=1 θxn,xn , N ∈ N, are in fact of
a very simple form. Indeed, by an easy computation one gets
TN ((an)n) = (
N∑
n=1
f2na1,
N−1∑
n=1
f2na2, . . . , f
2
1 aN , 0, 0, . . .), ∀(an)n ∈ ℓ2(A);
in other words,
TN ((an)n) = (eNa1, eN−1a2, . . . , e1aN , 0, 0, . . .), ∀(an)n ∈ ℓ2(A).
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3. Outer frames
Recall from the introduction that each frame (xn)n for a Hilbert A-module
X gives rise to an adjointable surjection (namely, the corresponding syn-
thesis operator) from ℓ2(A) to X. We open this section with the converse
statement - a fact that is, although simple, of great importance in frame
theory. We point out that here the underlying C∗-algebra A must be unital
(cf. Example 1.7).
Proposition 3.1. Let X be a Hilbert C∗-module over a unital C∗-algebra
A and let T ∈ B(ℓ2(A),X) be a surjection. Then there is a frame (xn)n for
X whose synthesis operator is equal to T.
Proof. Put xn = Te
(n), n ∈ N. By [2, Theorem 2.5], the sequence (xn)n is
a frame for X. Denote the corresponding analysis operator by U. Then we
have, for all x ∈ X and n ∈ N,
〈U∗e(n), x〉 = 〈e(n), Ux〉 = 〈xn, x〉 = 〈Te(n), x〉,
which implies U∗ = T. 
In order to obtain the non-unital version of Proposition 3.1, recall that
each Hilbert C∗-moduleX over a non-unital C∗-algebra A can be regarded as
a Hilbert C∗-module over a unital C∗-algebra A˜. Since frames for a Hilbert A-
module X and frames for a Hilbert A˜-module X coincide, we conclude from
Proposition 3.1 that each surjection in B(ℓ2(A˜),X) serves as the synthesis
operator of some frame for X.
In some situations this conclusion enables us to reduce the non-unital case
to the unital one. However, as we shall see in the subsequent sections, this
still does not resolve the difficulty observed in Example 1.7. Namely, there
are surjections from B(ℓ2(A),X) which cannot be extended to adjointable
operators from ℓ2(A˜) to X (which is precisely the case with the surjection
T from Example 1.7). On the other hand, such surjections, as the same
example indicates, might be associated with sequences that behave as frames
and the only difference is that the members of such frame-like sequences need
not belong to the original module X.
The preceding discussion suggests that our study of frames for Hilbert C∗-
modules over non-unital C∗-algebras requires a more general setting. Thus,
we shall extend our considerations to multiplier Hilbert C∗-modules.
To avoid unnecessary complications, we shall restrict ourselves in the
analysis that follows to infinite sequences. At the end of this section we
shall make appropriate comments on the corresponding results concerning
finite frames.
First, in the remark that follows, we include for reader’s convenience the
most important facts concerning multiplier Hilbert C∗-modules (see [5] and
[6]).
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Remark 3.2. Let X be a Hilbert A-module.
(a) There exists a Hilbert M(A)-module M(X) containing X as the ideal
submodule associated with the ideal A in M(A); i.e., X =M(X)A. It turns
out that
X = {x ∈M(X) : 〈x, v〉 ∈ A, ∀v ∈M(X)}.
The extended moduleM(X) is called the multiplier module ofX. It is known
that M(X) can be naturally identified with B(A,X). If A is unital, or if X
is AFG, M(X) coincides with X. For each v ∈M(X) we have
‖v‖ = sup{‖va‖ : a ∈ A, ‖a‖ ≤ 1} = sup{‖〈v, x〉‖ : x ∈ X, ‖x‖ ≤ 1}.
In particular, if A is a C∗-algebra and if one takes X = A, then it turns out
that the multiplier module M(X) coincides with M(A).
(b) The strict topology on M(X) is locally convex topology generated by
the family of seminorms v 7→ ‖va‖, a ∈ A, and v 7→ ‖〈v, x〉‖, x ∈ X. The
multiplier module M(X) is complete with respect to the strict topology.
If (eλ)λ is an approximate unit for A, then each v ∈ M(X) satisfies v =
(strict) limλ veλ. Hence, X is strictly dense in M(X). In fact, M(X) is the
strict completion of X.
(c) For the generalized Hilbert space ℓ2(A) over A we get
M(ℓ2(A)) =
{
(cn)n ∈M(A)N :
∞∑
n=1
c∗ncn converges strictly
}
and the M(A)-valued inner product on M(ℓ2(A)) is given by
〈(cn)n, (dn)n〉 = (strict)
∞∑
n=1
c∗ndn.
The set c00(M(A)) of all finite sequences of elements of M(A) is strictly
dense in M(ℓ2(A)).
(d) If Y is a Hilbert A-module, each operator T ∈ B(X,Y ) has an exten-
sion TM ∈ B(M(X),M(Y )). The extended operator TM is obtained as the
strict continuation of T ; hence, it is uniquely determined. The map T 7→ TM
is a bijection of B(X,Y ) and B(M(X),M(Y )) such that ‖TM‖ = ‖T‖ and
(TM )
∗ = (T ∗)M for all T in B(X,Y ).
We now introduce the concept of an outer frame for Hilbert C∗-modules.
In comparison with frames for X the difference is that the elements of an
outer frame for X are merely members of a larger module M(X) and need
not belong to X.
Definition 3.3. Let X be a Hilbert C∗-module. A sequence (vn)n in M(X)
is called an outer frame for X if vn ∈M(X) \X for at least one n ∈ N, and
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if there exist positive constants A and B such that
(14) A〈x, x〉 ≤
∞∑
n=1
〈x, vn〉〈vn, x〉 ≤ B〈x, x〉, ∀x ∈ X,
where the series
∑∞
n=1〈x, vn〉〈vn, x〉 converges in norm of A.
If A = B = 1, the sequence (vn)n is called an outer Parseval frame for X.
A sequence (vn)n is said to be an outer Bessel sequence if only the second
inequality in (14) is satisfied.
Notice that each 〈vn, x〉 belongs to A for every x ∈ X, even for those n
for which vn ∈M(X) \X; this is a consequence of Remark 3.2(a).
We also note that outer Parseval frames (though, not under that name)
appeared already in [20] in the context of a generalized version of Kasparov’s
stabilization theorem.
Remark 3.4. By definition, outer frames do not exist ifX is strictly complete,
i.e., if M(X) = X (by Remark 3.2(a), this is the case when A is unital, or
when X is AFG).
If X is a countably generated Hilbert A-module such that M(X) 6= X
then outer frames exist in abundance. To obtain an outer frame for X we
can simply add any vector from M(X) \X to an arbitrary frame for X.
Let us now show that the sequence from Example 1.7 is an outer frame.
Example 3.5. Let us keep the notations from Example 1.7. We have seen
that limN→∞ ‖a −
∑N
n=1 pna‖ = 0 for each a ∈ K(H). This conclusion can
be rewritten in the modular context in the form
a = lim
N→∞
N∑
n=1
pna = lim
N→∞
N∑
n=1
sn〈sn, a〉 =
∞∑
n=1
sn〈sn, a〉,
with the norm convergence of the series at the end (recall that the norm on
the Hilbert K(H)-module K(H) coincides with the original, i.e., operator
norm on K(H)). By taking the inner product of both sides by a we get
〈a, a〉 =
∞∑
n=1
〈a, sn〉〈sn, a〉, ∀a ∈ K(H).
Thus, (sn)n is, being a sequence in B(H) \ K(H), an outer Parseval frame
for K(H).
We begin our study of outer frames by introducing their analysis and syn-
thesis operators. It turns out that these operators have the same properties
as the corresponding operators for frames.
Proposition 3.6. Let (vn)n be an outer frame for a Hilbert A-module X.
Then its analysis operator
U : X → ℓ2(A), U(x) = (〈vn, x〉)n,
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is well defined, adjointable and bounded from below. The synthesis operator
U∗ is surjective and satisfies
U∗((an)n) =
∞∑
n=1
vnan, ∀(an)n ∈ ℓ2(A),
where this series converges in norm.
Proof. By defining inequalities (14), the operator U is well defined, A-linear,
bounded by
√
B, and bounded from below by
√
A. Let us show that U is an
adjointable operator. For N ∈ N and any y = (a1, . . . , aN , 0, . . .) ∈ c00(A),
we put
U∗((a1, . . . , aN , 0, . . .)) =
N∑
n=1
vnan.
Observe that all vnan belong to X since M(X)A = X (see Remark 3.2(a)).
By a routine verification one concludes that
(15) 〈U∗y, x〉 = 〈y, Ux〉, ∀x ∈ X, ∀y ∈ c00(A).
We now claim that U∗ is bounded on c00(A). Indeed, we have for each
y ∈ c00(A)
‖U∗y‖ = sup{‖〈U∗y, x〉‖ : x ∈ X, ‖x‖ ≤ 1}
(15)
= sup{‖〈y, Ux〉‖ : x ∈ X, ‖x‖ ≤ 1}
≤
√
B‖y‖.
This enables us to extend U∗ to all of ℓ2(A) by continuity. Moreover, one
easily concludes that equality (15) extends then to
〈U∗y, x〉 = 〈y, Ux〉, ∀x ∈ X, ∀y ∈ ℓ2(A).
This proves that U is an adjointable operator. The preceding discussion also
shows that U∗ is given by U∗((an)n) =
∑∞
n=1 vnan for all (an)n ∈ ℓ2(A).
Since U is bounded from below, U∗ is surjective. 
An immediate consequence of (the proof of) the preceding proposition is
the corresponding statement concerning outer Bessel sequences.
Corollary 3.7. Let (vn)n be an outer Bessel sequence for a Hilbert A-module
X. Then its analysis operator
U : X → ℓ2(A), U(x) = (〈vn, x〉)n,
is a well defined adjointable operator. The synthesis operator U∗ satisfies
U∗((an)n) =
∞∑
n=1
vnan, ∀(an)n ∈ ℓ2(A),
where this series converges in norm.
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As we shall see, outer frames for a countably generated Hilbert A-module
X are exactly what one should add to the set of all frames for X in order
to establish a bijective correspondence with surjections from B(ℓ2(A),X).
To do that, we need a unified approach to frames and outer frames, and it
turns out that this can be done by using another new concept: strict frames
for multiplier Hilbert C∗-modules.
Definition 3.8. Let X be a Hilbert A-module. A sequence (vn)n in the
multiplier module M(X) is called a strict frame for M(X) if there exist
positive constants A and B such that
(16) A〈v, v〉 ≤ (strict)
∞∑
n=1
〈v, vn〉〈vn, v〉 ≤ B〈v, v〉, ∀v ∈M(X).
If A = B = 1, i.e., if
(17) (strict)
∞∑
n=1
〈v, vn〉〈vn, v〉 = 〈v, v〉, ∀v ∈M(X),
the sequence (vn)n is called a strict Parseval frame for M(X).
Example 3.9. Let A be a non-unital C∗-algebra. Then the sequence (e(n))n
is a strict Parseval frame for the multiplier module M(ℓ2(A)). This follows
immediately from Remark 3.2(c).
Proposition 3.10. Let X be a Hilbert A-module. Every strict frame for
M(X) is a frame or an outer frame for X.
Proof. Let (vn)n be a strict frame for M(X). By definition of the strict
convergence inM(A) this implies that the series
∑∞
n=1〈v, vn〉〈vn, v〉a is norm
convergent in A for all a ∈ A. Then the series ∑∞n=1〈va, vn〉〈vn, va〉 is norm
convergent for all v ∈M(X) and a ∈ A. Since, by Proposition 2.31 from [21],
each x ∈ X can be written in the form x = va for some v ∈ X and a ∈ A,
the preceding discussion shows that the series
∑∞
n=1〈x, vn〉〈vn, x〉 converges
in norm for every x ∈ X. Now, if each vn belongs to X then (vn)n is a frame
for X, and if some vn is in M(X)\X then (vn)n is an outer frame for X. 
Remark 3.11. If X is a strictly complete Hilbert C∗-module, i.e., ifM(X) =
X (for example, when A is unital or X is AFG), the preceding proposition
implies that strict frames are simply frames for X.
We begin our study of strict frames by showing that the conditions in the
definition of a strict frame can be relaxed in a manner similar to that in
Theorem 2.2.
Theorem 3.12. Let X be a Hilbert A-module and let (vn)n be a sequence
in M(X). Then the following two conditions are equivalent:
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(a) (vn)n is a strict frame for M(X).
(b) The series
∑∞
n=1〈v, vn〉〈vn, v〉 converges strictly for all v in M(X)
and there is A > 0 such that A‖v‖2 ≤ ‖(strict)∑∞n=1〈v, vn〉〈vn, v〉‖
for all v in M(X).
If (vn)n is a strict frame for M(X), its analysis operator
(18) U :M(X)→M(ℓ2(A)), U(v) = (〈vn, v〉)n,
is well defined, adjointable and bounded from below. The synthesis operator
U∗ is surjective and satisfies
(19) U∗((bn)n) = (strict)
∞∑
n=1
vnbn, ∀(bn)n ∈M(ℓ2(A)).
In particular, vn = U
∗e(n) for all n ∈ N.
Proof. Let us first make an observation concerning elements of M(ℓ2(A)).
For each (bn)n ∈ M(ℓ2(A)) we know that b := (strict)
∑∞
n=1 b
∗
nbn exists,
which means that for all a ∈ A the series ∑∞n=1 ab∗nbn and ∑∞n=1 b∗nbna
converge in norm to ab and ba, respectively. In particular, if we assume
that A is faithfully and non-degenerately represented on some Hilbert space
H, then the series
∑∞
n=1 b
∗
nbn also converges to b in the strong operator
topology. This, in particular, implies that
∑N
n=1 b
∗
nbn ≤ b and, consequently,
‖∑Nn=1 b∗nbn‖ ≤ ‖b‖ for all N ∈ N.
Let us now assume (b).
By the first assumption in (b), the operator U : M(X) → M(ℓ2(A)),
U(v) = (〈vn, v〉)n, is well defined and M(A)-linear. By applying the closed
graph theorem, precisely as in the first part of the proof of Theorem 2.1,
one shows that U is bounded. Put ‖U‖2 = B.
As in the proof of Proposition 3.10 we observe that Ux ∈ ℓ2(A) for each
x ∈ X. Thus, the restriction UX of U to X takes values in ℓ2(A). Since
norms on M(X) and M(ℓ2(A)) extend the original norms on X and ℓ2(A),
respectively, we also have ‖UXx‖ ≤
√
B‖x‖ for all x ∈ X.
We now prove that U is an adjointable operator. Let us first define U∗
on finite sequences by putting U∗(b1, . . . , bN , 0, . . .) =
∑N
n=1 vnbn for each
(b1, . . . , bN , 0, . . .) ∈ c00(M(A)). In particular, we have U∗e(n) = vn, n ∈ N.
By a routine computation one finds
(20) 〈z, Uv〉 = 〈U∗z, v〉, ∀z ∈ c00(M(A)), ∀v ∈M(X).
We now claim that U∗ is bounded on c00(M(A)). Indeed, we have for each
z ∈ c00(M(A))
‖U∗z‖ = sup{‖〈U∗z, v〉‖ : v ∈M(X), ‖v‖ ≤ 1}
(20)
= sup{‖〈z, Uv〉‖ : v ∈M(X), ‖v‖ ≤ 1}
≤
√
B‖z‖.
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Next we claim: if we have z ∈ M(ℓ2(A)) and a net (zλ)λ in c00(M(A))
such that z = (strict) limλ zλ, then there exists (strict) limλ U
∗zλ in M(X).
By Remark 3.2(b) it is enough to prove that (U∗zλ)λ is a strictly Cauchy
net. This means that ((U∗zλ)a)λ and (〈U∗zλ, x〉)λ should be Cauchy nets,
for all a ∈ A and x ∈ X.
First, for each a ∈ A and λ, µ, we have
‖(U∗zµ)a− (U∗zλ)a‖ = ‖U∗(zµa− zλa)‖ ≤
√
B‖zµa− zλa‖.
This is enough, since (zλa)λ is a norm convergent net.
Secondly, for each x ∈ X, we have 〈U∗zλ, x〉 = 〈zλ, Ux〉; but (〈zλ, Ux〉)λ
is a convergent net since Ux ∈ ℓ2(A).
Let us now fix an arbitrary z = (b1, b2, b3, . . .) ∈ M(ℓ2(A)). By Re-
mark 3.2(c) we have z = (strict) limN→∞ zN with zN =
∑N
n=1 e
(n)bn. By
the preceding paragraph there exists (strict) limN→∞ U∗zN in M(X) and
we denote this limit by U∗z.
Let us now prove that 〈z, Uv〉 = 〈U∗z, v〉 for all v ∈M(X).
First, for each a ∈ A we know by (20) that a〈zN , Uv〉 = a〈U∗zN , v〉 for
all v ∈M(X). This implies
(21) 〈zNa∗, Uv〉 = 〈(U∗zN )a∗, v〉, ∀a ∈ A, ∀v ∈M(X).
Since ‖zNa∗ − za∗‖ → 0 as N tends to infinity, the left hand side in (21)
converges to 〈za∗, Uv〉. On the other hand, ‖(U∗zN )a∗− (U∗z)a∗‖ → 0 as N
tends to infinity; hence the right hand side in (21) converges to 〈(U∗z)a∗, v〉.
Thus, by letting N →∞ in (21), we obtain
a〈z, Uv〉 = a〈U∗z, v〉, ∀a ∈ A, ∀v ∈M(X)
or, equivalently,
a(〈z, Uv〉 − 〈U∗z, v〉) = 0, ∀a ∈ A, ∀v ∈M(X).
This is enough to conclude 〈z, Uv〉 = 〈U∗z, v〉 for each v ∈ M(X). As z
was arbitrary element of M(ℓ2(A)), we have finally proved that U is an
adjointable operator. Recall that U∗ is given by
U∗(b1, b2, b3, . . .) = (strict) lim
N→∞
U∗(
N∑
n=1
e(n)bn) = (strict) lim
N→∞
N∑
n=1
vnbn
for each (b1, b2, b3, . . .) ∈M(ℓ2(A)). In other words,
U∗(b1, b2, b3, . . .) = (strict)
∞∑
n=1
vnbn, ∀(b1, b2, b3, . . .) ∈M(ℓ2(A)).
Furthermore, U∗ is, being adjointable, norm-continuous. Since for each
(a1, a2, a3, . . .) ∈ ℓ2(A) we have (a1, a2, a3, . . .) = limN→∞
∑N
n=1 e
(n)an with
convergence in norm, this gives us U∗(a1, a2, a3, . . .) =
∑∞
n=1 vnan, where
this series converges with respect to the norm. Hence, UX : X → ℓ2(A) is
also an adjointable operator and we have inequalities
A‖v‖2 ≤ ‖Uv‖2 ≤ B‖v‖2, ∀v ∈M(X),
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A‖x‖2 ≤ ‖UXx‖2 ≤ B‖x‖2, ∀x ∈ X.
Proposition 2.1 from [2] now implies
A〈v, v〉 ≤ (strict)
∞∑
n=1
〈v, vn〉〈vn, v〉 ≤ B〈v, v〉, ∀v ∈M(X),
A〈x, x〉 ≤
∞∑
n=1
〈x, vn〉〈vn, x〉 ≤ B〈x, x〉, ∀x ∈ X.
In particular, since U and UX are bounded from below, U
∗ and (UX)∗ are
surjective. 
Proposition 3.13. Let X and Y be Hilbert C∗-modules and T ∈ B(M(X),M(Y )).
Then T maps strict frames for M(X) to strict frames for M(Y ) if and only
if T is surjective.
Proof. Let (vn)n be a strict frame for M(X) and T ∈ B(M(X),M(Y )) a
surjective operator. Denote by A and B the frame bounds of (vn)n. Since T
is a surjection, T ∗ is bounded from below, so there exists m > 0 such that
‖T ∗w‖ ≥ m‖w‖ for all w ∈M(Y ). Let wn = Tvn, n ∈ N. Observe that, for
each w ∈ M(Y ), we have 〈w,wn〉〈wn, w〉 = 〈T ∗w, vn〉〈vn, T ∗w〉. Therefore,
there exists (strict)
∑∞
n=1〈w,wn〉〈wn, w〉. Moreover, for each w ∈M(Y ),∥∥∥∥∥(strict)
∞∑
n=1
〈w,wn〉〈wn, w〉
∥∥∥∥∥ =
∥∥∥∥∥(strict)
∞∑
n=1
〈T ∗w, vn〉〈vn, T ∗w〉
∥∥∥∥∥
≥ A ‖〈T ∗w, T ∗w〉‖
= A ‖T ∗w‖2
≥ Am2‖w‖2.
By Theorem 3.12, (wn)n is a strict frame for M(Y ).
Conversely, suppose that T ∈ B(M(X),M(Y )) preserves strict frames.
So, if (vn)n is a strict frame for M(X), then (Tvn)n is a strict frame for
M(Y ). If U is the analysis operator for (vn)n, then UT
∗ is the analysis
operator for (Tvn)n, so TU
∗ is the corresponding synthesis operator. By
Theorem 3.12, TU∗ is surjective; hence, T must be surjective. 
As a direct consequence we now get an analog of Proposition 3.1 for strict
frames. Note that here we do not need any assumptions on the underlying
C∗-algebra A. In fact, when A is unital the statement of the following corol-
lary reduces, due to Remark 3.11 and Remark 3.2(a), to Proposition 3.1.
Corollary 3.14. If T ∈ B(M(ℓ2(A)),M(X)) is a surjection, then there
exists a unique strict frame for M(X) whose synthesis operator is equal to
T.
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Proof. Since (e(n))n is a strict frame for M(ℓ
2(A)) (see Example 3.9), the
preceding proposition implies that (vn)n defined by vn = Te
(n), n ∈ N, is a
strict frame for M(X). Its synthesis operator U∗ also satisfies, by the last
assertion of Theorem 3.12, U∗e(n) = vn for all n ∈ N. This implies that U∗
and T coincide on c00(A). Since c00(A) is strictly dense in M(ℓ
2(A)) and
both U∗ and T are strictly continuous (see Remark 3.2(d)), this is enough
to conclude that U∗ = T. Uniqueness is evident. 
Next we show the reconstruction property of strict frames.
Let X be a Hilbert A-module. Suppose that (vn)n is a strict frame for
M(X) with the analysis operator U ∈ B(M(X),M(ℓ2(A))). Then U∗U is an
invertible operator for which we have
U∗Uy = (strict)
∞∑
n=1
vn〈vn, y〉, ∀y ∈M(X).
If we put U∗Uy = v, this can be rewritten as
v = (strict)
∞∑
n=1
vn〈vn, (U∗U)−1v〉 = (strict)
∞∑
n=1
vn〈(U∗U)−1vn, v〉
for all v ∈ M(X). Let wn = (U∗U)−1vn, n ∈ N. By the preceding corollary
(wn)n is also a strict frame for M(X) that satisfies
(22) v = (strict)
∞∑
n=1
vn〈wn, v〉, ∀v ∈M(X).
If we denote by V the analysis operator of (wn)n then the above equality
can we rewritten as U∗V = I. This obviously implies V ∗U = I, so we also
have
(23) v = (strict)
∞∑
n=1
wn〈vn, v〉, ∀v ∈M(X).
By the last part of the proof of Theorem 3.12 the above two equalities
give us, with the respect to the norm topology on X,
(24) x =
∞∑
n=1
vn〈wn, x〉 =
∞∑
n=1
wn〈vn, x〉, ∀x ∈ X.
In particular, if (vn)n is a strict Parseval frame for M(X), the above
equalities reduce to
(25) v = (strict)
∞∑
n=1
vn〈vn, v〉, ∀v ∈M(X),
and
(26) x =
∞∑
n=1
vn〈vn, x〉, ∀x ∈ X.
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Remark 3.15. If (xn)n is a frame for X, the reconstruction property from
Theorem 1.2 shows that X is countably generated. Similarly, if (vn)n is
a strict frame for M(X), the reconstruction formula (24) shows that X is
countably generated by vn’s and the only difference is that here the gener-
ators (frame members) are elements of M(X) and need not belong to X.
This property is introduced and discussed in [20]. By Definition 2.1 from
[20], a Hilbert A-module X is countably generated in M(X) if there exists
a sequence (vn)n in M(X) such that the set span{vna : n ∈ N, a ∈ A}
is norm-dense in X. It is proved in [20] that each Hilbert C∗-module X
that is countably generated in M(X) possesses a Parseval frame or an outer
Parseval frame. Finally, the reconstruction property (26) for such frames is
derived in Theorem 3.4 in [20].
Remark 3.16. Having obtained the reconstruction formulae for strict frames
(in particular, (26)), we can now generalize the statement of Proposition 2.3
in the following way: Let X be a Hilbert C∗-module. Then a sequence
(vn)n of elements of M(X) is a strict Parseval frame for X if and only if the
sequence (
∑N
n=1 θvn,vn)N has the property T = limN→∞ T (
∑N
n=1 θvn,vn) for
each T in K(X).
The proof is in fact the same as that of Proposition 2.3, so we omit the
details.
We are now ready to extend Proposition 3.1 to the non-unital case. To do
that, we first show that the class of strict frames for the multiplier module
M(X) consists precisely of all frames and outer frames for X. Let us start
with the following technical result.
Lemma 3.17. Let X and Y be Hilbert A-modules, and T ∈ B(X,Y ). Let
TM ∈ B(M(X),M(Y )) be the strict extension of T.
(a) If A and B are some positive constants, then
(27) A‖x‖2 ≤ ‖Tx‖2 ≤ B‖x‖2, ∀x ∈ X,
if and only if it
(28) A‖v‖2 ≤ ‖TMv‖2 ≤ B‖v‖2, ∀v ∈M(X).
(b) T is a surjection if and only if TM is a surjection.
Proof. Let us prove (a). If M(X) = X, there is nothing to prove. Hence,
we assume that M(X) 6= X. Obviously, (28) implies (27), so we only need
to prove the converse. First we recall a useful result from Remark 3.2(a),
namely
(29) ‖v‖ = sup{‖va‖ : a ∈ A, ‖a‖ ≤ 1}, ∀v ∈M(X).
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By applying this formula to UMv ∈M(Y ) for v ∈M(X), we get
‖UMv‖ = sup {‖(UMv)a‖ : a ∈ A, ‖a‖ ≤ 1}
= sup {‖UM (va)‖ : a ∈ A, ‖a‖ ≤ 1}
(since va ∈ X)
= sup {‖U(va)‖ : a ∈ A, ‖a‖ ≤ 1} .
Using the first inequality from the hypothesis we get
‖UMv‖ ≥
√
A sup {‖va‖ : a ∈ A, ‖a‖ ≤ 1} (29)=
√
A ‖v‖,
while the second inequality from the hypothesis gives us
‖UMv‖ ≤
√
B sup {‖va‖ : a ∈ A, ‖a‖ ≤ 1} (29)=
√
B ‖v‖.
To prove (b) suppose first that T is a surjection. If M(Y ) = Y then,
trivially, TM is a surjection. So, let us assume that M(Y ) 6= Y , observe that
T ∗ is bounded from below and hence, by (a), that (T ∗)M is also bounded
from below. Recall from Remark 3.2(d) that (T ∗)M = (TM )∗. By the pre-
ceding conclusion we know that (TM )
∗ is bounded from below; thus, TM is
a surjection. Suppose now that TM is a surjection. Then (TM )
∗ = (T ∗)M is
bounded from below. By (a), T ∗ is also bounded from below which implies
that T is a surjection. 
Theorem 3.18. Let X be a Hilbert A-module and (xn)n a sequence in
M(X). Then (xn)n is a strict frame for M(X) if and only if (xn)n is a
frame or an outer frame for X.
Proof. If M(X) = X then, by Remarks 3.4 and 3.11, there is nothing to
prove. So, let us assume that M(X) 6= X. One direction is proved in Propo-
sition 3.10.
Suppose (xn)n is a frame or an outer frame for X with frame bounds
A and B. Denote by U ∈ B(X, ℓ2(A)) the corresponding analysis operator.
Then U is bounded by
√
B and bounded from below by
√
A - if (xn)n is a
frame this is already observed in the introduction, and if (xn)n is an outer
frame Proposition 3.6 applies. So,
A‖x‖2 ≤ ‖Ux‖2 ≤ B‖x‖2, ∀x ∈ X.
Let us now consider the extended operators UM ∈ B(M(X),M(ℓ2(A))) and
(U∗)M ∈ B(M(ℓ2(A)),M(X)). By Lemma 3.17 we now know that
A‖v‖2 ≤ ‖UMv‖2 ≤ B‖v‖2, ∀v ∈M(X),
and (UM )
∗ = (U∗)M is a surjection. Observe that (U∗)Me(n) = xn for all
n ∈ N. By Proposition 3.13, (xn)n is a strict frame for M(X). 
We are now in position to prove the key result of this section.
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Theorem 3.19. Let X be a Hilbert A-module and let T ∈ B(ℓ2(A),X) be
a surjection. Then there exists a unique frame or outer frame (xn)n for X
whose synthesis operator coincides with T.
Proof. If A is unital, Proposition 3.1 applies.
Assume that A is non-unital. By Lemma 3.17, TM ∈ B(M(ℓ2(A)),M(X))
is also a surjection. By Corollary 3.14 the sequence (vn)n defined by vn =
TMe
(n), n ∈ N, is a strict frame for M(X) whose synthesis operator is equal
to TM . By Proposition 3.10, (vn)n is a frame or an outer frame forX depend-
ing on whether all vn’s belong to X or not. Denote by U the corresponding
analysis operator.
By definitions of a frame and an outer frame, we have that (〈vn, x〉)n ∈
ℓ2(A) for all x ∈ X. By Proposition 3.6 (and the corresponding property of
frames observed in the introduction) we know that U∗((an)n) =
∑∞
n=1 vnan,
where this series converges in norm of X for all (an)n ∈ ℓ2(A). It follows
from (19) that
T ((an)n) = TM ((an)n) =
∞∑
n=1
vnan = U
∗((an)n), ∀(an)n ∈ ℓ2(A).

The preceding theorem concludes our description of various classes of
frames in terms of corresponding adjointable surjections (i.e., synthesis op-
erators). The most important statements of this section and their mutual
relations are shown in the diagram below.
Frames and outer
frames for X
Strict frames
for M(X)
Surjections in
B(ℓ2(A),X)
Surjections in
B(M(ℓ2(A)),M(X))
Theorem 3.18 Lemma 3.17
Theorem 3.19
Proposition 3.6
Corollary 3.14
Theorem 3.12
Remark 3.20. Observe the bottom row of the above diagram: Theorem 3.12
and Corollary 3.14 establish a correspondence of strict frames for M(X)
with adjointable surjections from M(ℓ2(A)) to M(X). On the other hand,
since M(A) is a unital C∗-algebra, frames for M(X) correspond, by Propo-
sition 3.1, to adjointable surjections from ℓ2(M(A)) to M(X).
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It is clear from the definition of a strict frame that the class of strict
frames for M(X) contains the class of frames for M(X). This reflects the
fact that, in general, M(ℓ2(A)) is larger than ℓ2(M(A)).
As an example of a strict frame which is not a frame for M(X) take again
a strict Parseval frame (sn)n for M(K(H)) = B(H) from Example 3.5. To
see that (sn)n is not a frame for B(H), suppose the opposite. Then we
would have b =
∑∞
n=1 sn〈sn, b〉 =
∑∞
n=1 pnb with the norm convergence for
all b ∈ B(H), which is obviously impossible.
For reader’s convenience we include a short overview of the preceding
considerations concerning various classes of frames and their interrelations.
Let X ba a countably generated Hilbert A-module.
• If X =M(X), i.e., if X is strictly complete (e.g., when A is unital or
when X is AFG) then there are no outer frames for X (Remark 3.4),
strict frames coincide with frames (Theorem 3.18) and each surjec-
tion in B(ℓ2(A),X) is the synthesis operator of some frame for X
(Theorem 3.19).
• If X 6= M(X) then, in particular, A is non-unital and X is not
AFG. The class of all strict frames for M(X) consists of two disjoint
parts which are the classes of all frames for X and all outer frames
for X (see the diagram below). Moreover, if the multiplier module
M(X) is countably generated itself, then the class of outer frames
for X contains as a subset all frames for M(X). Each surjection in
B(ℓ2(A),X) is the synthesis operator of some either frame or outer
frame for X (Theorem 3.19).
Framesfor M
(X)Frames
for X
Outer frames
for X
Strict frames for M(X) in the case X 6=M(X).
Finally, we include for future reference an easy consequence of the pre-
ceding results concerning Bessel sequences. The following corollary, together
with Theorem 2.1 and Corollary 3.7, establishes a bijective correspondence
between Bessel and outer Bessel sequences in a Hilbert C∗-module X and
adjointable operators from ℓ2(A) to X.
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Corollary 3.21. Let X be a Hilbert A-module and let T ∈ B(ℓ2(A),X).
Then there exists a unique Bessel sequence or outer Bessel sequence (xn)n
in X whose synthesis operator coincides with T.
Proof. If A is unital, put Te(n) = xn, n ∈ N. Then, obviously, T ∗x =
(〈xn, x〉)n for all x ∈ X, and, since T ∗ is bounded, (xn)n is a Bessel se-
quence whose synthesis operator coincides with T.
If A is non-unital, put TMe
(n) = xn, n ∈ N. Again, it follows that T ∗x =
(〈xn, x〉)n for all x ∈ X. Moreover,
∑∞
n=1〈x, xn〉〈xn, x〉 converges in norm
for all x ∈ X. From this we conclude that (xn)n is a Bessel sequence, which
turns out to be outer if at least one xn belongs to M(X) \X. 
We end the section with some comments on finite frames vs. adjointable
surjections from AN , N ∈ N, to the ambient Hilbert A-module X.
Let us first extend Definition 3.3 to finite sequences: if X is a Hilbert
A-module, we say that a finite sequence (vn)
N
n=1, N ∈ N, in M(X) is an
outer frame for X if vn ∈M(X) \X for at least one n ∈ {1, . . . , N}, and if
there exist positive constants A and B such that
A〈x, x〉 ≤
N∑
n=1
〈x, vn〉〈vn, x〉 ≤ B〈x, x〉, ∀x ∈ X.
The analysis operator U is defined as
U : X → AN , Ux = (〈vn, x〉)Nn=1.
Its adjoint, the synthesis operator U∗ is given by
U∗(a1, . . . , aN ) =
N∑
n=1
vnan.
Proposition 3.22. Let X be a Hilbert A-module.
(a) If there exists a finite frame for X, then X is AFG and, in particular,
there are no outer frames for X.
(b) If there exists a finite outer frame for X then M(X) 6= X, X is not
AFG, and A is a non-unital C∗-algebra. Moreover, then there are
no finite frames for X and each finite outer frame for X is a frame
for M(X).
Proof. To prove (a), we only need to recall that, by Remark 3.2(a), M(X) =
X when X is AFG.
Similarly, if there exists an outer frame forX then, by definition,M(X) 6=
X and again Remark 3.2(a) implies that then X is not AFG and A is non-
unital. To prove the last statement in (b) we can argue as follows.
First, observe that M(AN ) = M(A)N . Suppose that (vn)
N
n=1 is an outer
frame for X, consider the analysis operator U ∈ B(X,AN ) and its extension
UM ∈ B(M(X),M(A)N ). By Lemma 3.17, (UM )∗ ∈ B(M(A)N ,M(X)) is a
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surjection. Let wn = (UM )
∗e(n), n = 1, . . . , N. As in the proof of Proposi-
tion 3.1, we easily conclude that (wn)
N
n=1 is a frame forM(X).We now claim
that wn = vn for all n = 1, . . . , N. To see this, take arbitrary n ∈ {1, . . . , N}
and a ∈ A. Then
(UM )
∗a(n) = (UM )∗(e(n)a) =
(
(UM )
∗e(n)
)
a = wna,
and
(UM )
∗a(n) = (U∗)Ma(n) = U∗a(n) = vna.
Thus, wna = vna and, since a was arbitrary, this is enough to conclude
wn = vn. 
Proposition 3.23. Let X be a Hilbert A-module and T ∈ B(AN ,X), N ∈ N,
a surjection. Then there exists a unique frame or outer frame (xn)
N
n=1 for
X whose synthesis operator coincides with T.
Proof. If A is unital let xn = Te
(n), n = 1, . . . N. Then, clearly, (xn)
N
n=1 is a
frame for X whose synthesis operator is T.
Suppose now that A is non-unital. Consider TM ∈ B(M(A)N ,M(X)) and
put xn = TMe
(n), n = 1, . . . , N. Since, by Lemma 3.17, TM is a surjection,
(xn)
N
n=1 is a frame for M(X) by [2, Theorem 2.5]. There are now two
possibilities: either each xn belongs to X, or xn ∈ M(X) \ X for at least
one n.
Assume first xn ∈ X for all n = 1, . . . , N. By the reconstruction property
it follows immediately that M(X) ⊆ X; thus, in fact (xn)Nn=1 is a frame for
X and, in particular, X is AFG.
In the remaining possibility, if there exists n such that xn ∈ M(X) \X,
(xn)
N
n=1 is an outer frame for X and, in particular, Proposition 3.22(b)
applies.
In both cases the corresponding synthesis operator coincides with T . 
Note that the situation described in Proposition 3.22(b) means that X,
although not algebraically generated by finitely many elements, admits finite
outer frames. It is not difficult to find examples of such Hilbert C∗-modules.
In fact, every non-unital C∗-algebra A serves as a simple example of this
kind.
To see this, take any non-unital C∗-algebra A and regard it as a Hilbert
A-module over itself. Since K(A) = A is non-unital, A is not AFG as a
Hilbert C∗-module, and therefore there are no finite frames for A. On the
other hand, here the multiplier algebra M(A) plays the role of the multiplier
module, so the unit element e ∈ M(A) serves as a frame for M(A) and an
outer frame for A. This is, indeed, obvious from the equality a = e〈e, a〉 that
is trivially satisfied for all a ∈ A.
Having obtained necessary results on outer frames we are now ready for a
detailed study of various questions (such as dual frames, perturbations, tight
approximations, etc) that are prominent for the frame theory. This is the
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purpose of the second part of the paper. In our study we shall be interested
primarily in countably generated Hilbert C∗-modules and their frames, but
as we shall see, outer frames will naturally appear into the picture. Hence
the results that follow will be concerned with both frames and outer frames.
It should be noted that some of that results are valid even for Hilbert C∗-
modules that are not countably generated (in the usual sense), but which
are countably generated in M(X).
4. Dual frames
Dual frames for Hilbert C∗-modules were introduced and discussed in [10],
Section 6, where the existence of canonical and alternate dual frames was
established, and some of their fundamental properties were proven.
Suppose that (xn)n is a frame for a Hilbert A-module X with the analysis
operator U. Then we know that the sequence (yn)n = ((U
∗U)−1xn)n is also
a frame for X which satisfies x =
∑∞
n=1 yn〈xn, x〉 for all x ∈ X. The frame
(yn)n is called the canonical dual of (xn)n. If we denote its analysis operator
by V then the preceding equality can be rewritten in the form V ∗U = I.
It is now natural to try to describe all frames (zn)n for X that are dual
to (xn)n in the sense that the equality x =
∑∞
n=1 zn〈xn, x〉 is satisfied for
each x in X. If W denotes the analysis operator of (zn)n, this simply means
W ∗U = I.
Hence, the problem of finding dual frames of (xn)n is closely related to the
problem of finding solutions of the equation TU = I with T ∈ B(ℓ2(A),X).
Obviously, each T such that TU = I is surjective. When A is unital, we know
by Proposition 3.1 that such T is the synthesis operator of some frame for
X, and one immediately concludes (see Lemma 4.3 below) that the obtained
frame is dual to (xn)n.
The non-unital case is more complicated because among solutions of TU =
I there might be adjointable surjections which are not synthesis operators
of frames for X. However, by Theorem 3.19, such surjections are synthesis
operators of outer frames for X, and it will turn out that each outer frame
(yn)n obtained in that way also satisfies x =
∑∞
n=1 yn〈xn, x〉 for all x ∈ X.
(Indeed, outer duals do exist; see Examples 4.4 and 4.5 below.)
Therefore, by solving the equation TU = I in B(ℓ2(A),X) we shall get
synthesis operators of both frames and outer frames for X dual to a given
frame.
This suggests a need for a unified treatment of dual frames, without a
priori distinguishing between frames and dual frames.
Before embarking into our study, let us point out that here we shall restrict
ourselves to (outer) frames and (outer) Bessel sequences. That is, we are not
going to discuss general sequences that behave like duals to a given frame.
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Recall that even in a Hilbert space in some situations there are sequences
that are not even Bessel, but which are dual to a given frame.
Throughout this section all our statements are concerned only with in-
finite frames and outer frames. A short remark about the finite case is
included at the end of the section.
Further, if Y is a complementable closed Hilbert C∗-submodule of X (i.e.,
X = Y ⊕ Y ⊥), we denote by PY ∈ B(X) the orthogonal projection to Y.
Recall that a closed Hilbert C∗-submodule Y of X is complementable in
X if and only if Y is the range of an adjointable operator (see e.g. [23,
Corollary 15.3.9]).
Let us start with a definition.
Definition 4.1. Let X be a Hilbert A-module and (xn)n a frame or an outer
frame for X. A frame or an outer frame (yn)n for X is said to be a dual to
(xn)n if
(30)
∞∑
n=1
yn〈xn, x〉 = x, ∀x ∈ X.
Remark 4.2. Let (xn)n and (yn)n be as in the above definition; denote by
U and V the analysis operators of (xn)n and (yn)n, respectively. Then,
obviously, (30) can be rewritten as
(31) V ∗U = I,
which is equivalent to
(32) U∗V = I,
or
(33)
∞∑
n=1
xn〈yn, x〉 = x, ∀x ∈ X.
Hence, as long as we work with frames and outer frames (not mere se-
quences), equalities (30) to (33) are mutually equivalent, duality is a sym-
metric relation, and we can say that (xn)n and (yn)n are dual to each other.
Moreover, our first lemma will show, generalizing [13, Proposition 3.8],
that the same is true for Bessel sequences and outer Bessel sequences.
Lemma 4.3. Let X be a Hilbert A-module. If (xn)n and (yn)n are Bessel
or outer Bessel sequences in X with the analysis operators U and V, respec-
tively, satisfying at least one of equalities (30) to (33), then (xn)n and (yn)n
are frames or outer frames for X, they satisfy all equalities (30) to (33),
and are dual to each other.
Proof. First note, by Theorem 2.1 and Corollaries 3.7 and 3.21, that Bessel
sequences and outer Bessel sequences correspond to adjointable operators
from X to ℓ2(A), so that not only all four above equalities make sense, but
also each of them implies the remaining three.
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So, suppose that equalities (30) to (33) hold. From (31) we get that V ∗
is a surjection. By Theorem 3.19, (yn)n is a frame or an outer frame for X.
By invoking (32), the same argument applies to (xn)n. 
If X is a strictly complete Hilbert C∗-module (i.e., if M(X) = X) our
discussion on duality reduces to frames since then there are no outer frames.
When M(X) 6= X, the situation is more complicated. If (xn)n is a frame for
X, its canonical dual is also a frame. On the other hand, if (xn)n is an outer
frame for X, its canonical dual is also outer. Both statements follow from
the fact that the (U∗U)−1 acts bijectively on X. In general, a frame (xn)n
for X may have outer dual frames. Indeed, in two examples that follow we
demonstrate that:
• each countably generated Hilbert C∗-module X such that M(X) 6=
X has a frame which possesses an outer dual frame,
• there exists a frame for a countably generated Hilbert C∗-module X
possessing an outer dual frame whose all elements are in M(X) \X.
Example 4.4. Let X be a countably generated Hilbert A-module that is not
strictly complete, i.e., X 6=M(X). Take any Parseval frame (xn)∞n=1 for X.
Let x0 ∈ X and y0 ∈ M(X) \ X be such that θy0,x0 = 0 (for example, we
can take x0 = 0 and arbitrary y0 ∈M(X) \X). Let yn = xn for n ∈ N.
Then (xn)
∞
n=0 is a frame for X, (yn)
∞
n=0 is an outer frame for X, and they
are dual to each other since
∞∑
n=0
yn〈xn, x〉 = y0〈x0, x〉+
∞∑
n=1
xn〈xn, x〉 = x, ∀x ∈ X.
Example 4.5. Let (ǫn)n be an orthonormal basis of a separable Hilbert space
H. Denote by (·|·) the inner product in H. Consider K = K(H) as a Hilbert
K-module in the standard way.
For i, j ∈ N let ei,j ∈ B(H) be the 1-dimensional partial isometry defined
by ei,j(ξ) = (ξ|ǫj)ǫi, ξ ∈ H. In particular, for each n ∈ N, en,n is the orthog-
onal projection to span{ǫn}. One easily verifies that ei,jek,l = δj,kei,l and
e∗i,j = ej,i for all i, j, k, l ∈ N.
Since (
∑N
n=1 θen,1,en,1)N = (
∑N
n=1 en,1e
∗
n,1)N = (
∑N
n=1 en,n)N is an ap-
proximate unit for K, Proposition 2.3 implies that (en,1)n is a Parseval frame
for K.
Let (Hn)n be a sequence of closed infinite dimensional subspaces ofH such
that
⊕∞
n=1Hn = H. For each n ∈ N consider a partial isometry tn ∈ B(H)
such that N(tn) = span{ǫ1} and R(tn) = Hn. Thus, tnt∗n is the orthogonal
projection to Hn for all n ∈ N. By construction, tne1,n = 0 for all n ∈ N. As
in Example 1.7 one verifies that the series
∑∞
n=1 tnt
∗
na converges in norm to
a, for each a in K.
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Let yn = en,1 + tn, n ∈ N. Then for all a ∈ K we have
∞∑
n=1
yn〈yn, a〉 =
∞∑
n=1
(en,1 + tn)(e1,n + t
∗
n)a =
∞∑
n=1
en,na+
∞∑
n=1
tnt
∗
na = 2a,
and since yn 6∈ K for every n ∈ N, we conclude that (yn)n is an outer 2-tight
frame for K.
Finally, (yn)n and (en,1)n are dual to each other, since for all a ∈ K
∞∑
n=1
yn〈en,1, a〉 =
∞∑
n=1
(en,1 + tn)e1,na =
∞∑
n=1
en,na = a.
We now state our first result which describes all frames and outer frames
that are dual to a given one.
Theorem 4.6. Let (xn)n be a frame or an outer frame for a Hilbert A-
module X with the analysis operator U. An operator V ∈ B(X, ℓ2(A)) is the
analysis operator of a frame or an outer frame dual to (xn)n if and only if
V is of the form
(34) V = U(U∗U)−1 +
(
I − U(U∗U)−1U∗)L
for some L ∈ B(X, ℓ2(A)).
Proof. If (yn)n is a frame or an outer frame dual to (xn)n, i.e., if U
∗V = I,
then (34) is fulfilled if we choose L = V.
Conversely, if V is as in (34), then a straightforward verification shows
that U∗V = I and Lemma 4.3 applies. 
Remark 4.7. Suppose we are given a frame or an outer frame (xn)n for a
Hilbert C∗-module X. Denote the corresponding analysis operator by U.
Let P = I −U(U∗U)−1U∗ ∈ B(ℓ2(A)). It is easy to verify that P = P ∗ =
P 2, and P ((an)n) = (an)n if and only if (an)n ∈ N(U∗). Since U has a closed
range, R(U) is complementable in ℓ2(A) and N(U∗) = R(U)⊥. Therefore,
(35) I − U(U∗U)−1U∗ = PR(U)⊥ .
Observe that each V as in (34) consists of two terms. The first one is
just the analysis operator of the canonical dual of (xn)n. The second term
comes from an arbitrary adjointable operator L : X → ℓ2(A) compressed to
the submodule R(U)⊥ = N(U∗) which is a part of ℓ2(A) of no relevance as
far as the right inverse of U∗ is concerned.
Corollary 4.8. Let (xn)n be a frame or an outer frame for a Hilbert A-
module X with the analysis operator U. If (yn)n is a frame or an outer
frame dual to (xn)n then
(36)
∞∑
n=1
〈x, (U∗U)−1xn〉〈(U∗U)−1xn, x〉 ≤
∞∑
n=1
〈x, yn〉〈yn, x〉, ∀x ∈ X.
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Proof. Let V be the analysis operator for (yn)n. For every x ∈ X the left
hand side of (36) is equal to
∞∑
n=1
〈x, (U∗U)−1xn〉〈(U∗U)−1xn, x〉 =
∞∑
n=1
〈(U∗U)−1x, xn〉〈xn, (U∗U)−1x〉
= 〈U(U∗U)−1x,U(U∗U)−1x〉
= 〈(U∗U)−1x, x〉,
while the right hand side is 〈V x, V x〉 = 〈V ∗V x, x〉. Therefore, (36) reads as
(37) (U∗U)−1 ≤ V ∗V.
By Theorem 4.6 and Remark 4.7, there is L ∈ B(X, ℓ2(A)) such that V =
U(U∗U)−1+PR(U)⊥L. Then a straightforward calculation shows that V ∗V =
(U∗U)−1 + L∗PR(U)⊥L, which obviously implies V ∗V ≥ (U∗U)−1. 
We note that the above corollary sharpens Proposition 6.5 from [10]. It
shows that the frame coefficients of the canonical dual retain the minimality
property even when outer frames are included into consideration.
Theorem 4.6 enables us also to describe those frames and outer frames
that possess Parseval duals.
Corollary 4.9. Let (xn)n be a frame or an outer frame for a Hilbert A-
module X with the analysis operator U. Then (xn)n admits a Parseval dual
or an outer Parseval dual (yn)n if and only if there is T ∈ B(X, ℓ2(A)) such
that U∗U − I = T ∗PR(U)⊥T.
Proof. Suppose (xn)n admits a Parseval dual frame or outer frame (yn)n.
If V is the analysis operator of (yn)n then, by Theorem 4.6, there exists
L ∈ B(X, ℓ2(A)) such that V = U(U∗U)−1 + PR(U)⊥L. Then I = V ∗V =
(U∗U)−1 + L∗PR(U)⊥L, so, denoting T = L(U∗U)
1
2 , we get
U∗U − I = (U∗U) 12 (I − (U∗U)−1)(U∗U) 12
= (U∗U)
1
2L∗PR(U)⊥L(U
∗U)
1
2
= T ∗PR(U)⊥T.
Conversely, suppose U∗U − I = T ∗PR(U)⊥T for some T ∈ B(X, ℓ2(A)).
Let V = U(U∗U)−1+PR(U)⊥T (U∗U)
− 1
2 . By Theorem 4.6, V is the analysis
operator of some frame or outer frame (yn)n for X which is dual to (xn)n.
Since
V ∗V = (U∗U)−1 + (U∗U)−
1
2T ∗PR(U)⊥T (U
∗U)−
1
2
= (U∗U)−
1
2 (I + T ∗PR(U)⊥T )(U
∗U)−
1
2
= (U∗U)−
1
2U∗U(U∗U)−
1
2 = I,
(yn)n is a Parseval frame or an outer Parseval frame for X. 
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Remark 4.10. Hilbert space frames that possess Parseval duals are described
in [12] and [1], see also [4]. It turns out that a frame (xn)n for a Hilbert
space possesses a Parseval dual if and only if A ≥ 1 and dimR(U∗U − I) ≤
dimR(U)⊥. (Here, as usual, A denotes a lower frame bound and U is the
analysis operator.) Note that the later condition means that R(U∗U − I)
can be isometrically embedded into R(U)⊥. We note that these conditions
are implied by Corollary 4.9.
Indeed, if U∗U − I = T ∗PR(U)⊥T then, obviously, U∗U − I ≥ 0 which
implies A ≥ 1. On the other hand, the equality U∗U − I = T ∗PR(U)⊥T can
be rewritten as (U∗U − I) 12 (U∗U − I) 12 = T ∗PR(U)⊥T which gives us〈
(U∗U − I) 12x, (U∗U − I) 12x
〉
=
〈
PR(U)⊥Tx, PR(U)⊥Tx
〉
, ∀x ∈ X.
Using this equality, we can define a map φ : R((U∗U − I) 12 ) → R(U)⊥ by
φ((U∗U − I) 12x) = PR(U)⊥Tx. Clearly, φ is a well-defined isometry. Since,
obviously, R(U∗U − I) ⊆ R((U∗U − I) 12 ), we conclude that the above map
φ provides an isometrical embedding of R(U∗U − I) into R(U)⊥.
Next we provide another description of all frames and outer frames that
are dual to a given one. We shall use [4] as a blueprint.
Proposition 4.11. Let X and Y be Hilbert A-modules. Let U ∈ B(X,Y )
and T ∈ B(Y,X) be such that TU = I. Then
(a) N(T ) = R(I − UT ) = (I − UT )(N(U∗))
(b) Y = R(U)∔N(T ) (a direct sum),
(c) UT ∈ B(Y ) is the oblique projection to R(U) along N(T ).
Proof. (a) From T (I − UT ) = 0 we have R(I − UT ) ⊆ N(T ). Conversely,
y ∈ N(T )⇒ (I − UT )y = y ⇒ y ∈ R(I − UT ). This gives the first equality.
To prove R(I−UT ) ⊆ (I−UT )(N(U∗)) (the opposite inclusion is obvious),
first observe that our assumption TU = I implies that U is bounded from
below. Hence R(U) is a closed submodule of Y and Y = R(U)⊕N(U∗). Let
us now take arbitrary (I −UT )y ∈ R(I − UT ), y ∈ Y. Then y = Ux+ z for
some x ∈ X and z ∈ N(U∗), so we have
(I − UT )y = (I − UT )Ux+ (I − UT )z = (I − UT )z ∈ (I − UT )(N(U∗)).
(b) Let y ∈ R(U) ∩ N(T ). Then y = Ux for some x ∈ X and Ty = 0.
Putting this together we get TUx = 0; thus, by assumption, x = 0. Hence,
y = 0 and this shows that the intersection R(U) ∩N(T ) is trivial.
Let us now take arbitrary y ∈ Y and write it, as in the preceding para-
graph, in the form y = Ux + z with x ∈ X and z ∈ N(U∗). Then we have
(again as before) (I − UT )y = (I − UT )z. This can be rewritten as
(38) y = UTy + (I − UT )z.
Since UTy ∈ R(U) and (I −UT )z ∈ (I −UT )(N(U∗)) (a)= N(T ), the proof is
completed.
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(c) Evidently, UT ∈ B(Y ) satisfies UTUx = Ux for all Ux ∈ R(U), and
UTy = 0 for all y ∈ N(T ). 
Proposition 4.12. Let (xn)n and (yn)n be frames or outer frames for a
Hilbert A-module X that are dual to each other. Denote by U and V the
corresponding analysis operators. Then
(a) ℓ2(A) = R(U)∔N(V ∗),
(b) UV ∗ is the oblique projection to R(U) along N(V ∗),
(c) ℓ2(A) = R(V )∔N(U∗),
(d) V U∗ is the oblique projection to R(V ) along N(U∗).
Proof. (a) and (b) follow from the preceding proposition and the equality
V ∗U = I, while (c) and (d) are obtained in the same way using the equality
U∗V = I. 
Remark 4.13. Consider a frame or an outer frame (xn)n for a Hilbert A-
module X with the analysis operator U. Let (yn)n be a frame or an outer
frame dual to (xn)n; let V denotes the corresponding analysis operator.
Then, by the preceding proposition, UV ∗ is an obligue projection to R(U).
In the special case when (yn)n is the canonical dual of (xn)n we have
V = U(U∗U)−1 and UV ∗ = U(U∗U)−1U∗ which is by Remark 4.7 the
orthogonal projection to R(U). So, in the light of the preceding proposition,
this orthogonality is the exclusive property of the canonical dual among all
frames and outer frames that are dual to (xn)n.
The following theorem is a result similar to Theorem 4.6. It provides an-
other characterization of analysis operators of dual frames and outer frames.
Theorem 4.14. Let (xn)n be a frame or an outer frame for Hilbert A-
module X with the analysis operator U. An operator V ∈ B(X, ℓ2(A)) is the
analysis operator of a frame or an outer frame dual to (xn)n if and only if
V is of the form
(39) V = F ∗U(U∗U)−1,
where F ∈ B(ℓ2(A)) is an oblique projection to R(U) along some closed direct
complement of R(U) in ℓ2(A).
Proof. If (yn)n is a frame or an outer frame dual to (xn)n then its analysis
operator V ∈ B(X, ℓ2(A)) satisfies V ∗U = I so, by Proposition 4.12, ℓ2(A) =
R(U)∔N(V ∗) and UV ∗ is the oblique projection to R(U) along N(V ∗). Let
F = UV ∗. Then F ∗U(U∗U)−1 = V U∗U(U∗U)−1 = V.
To prove the converse, take V as in (39) and observe that FU = U. Then
we have V ∗U = (U∗U)−1U∗FU = I. 
We conclude this section with a discussion about frames and outer frames
that have a unique dual.
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Theorem 4.15. Let (xn)n be a frame or an outer frame for a Hilbert A-
module X with the analysis operator U. Consider the following conditions:
(a) N(U∗) = {0}.
(b) R(U) = ℓ2(A).
(c) The canonical dual is the only dual (including both frames and outer
frames) of (xn)n.
Then (a) and (b) are mutually equivalent and imply (c). If X is full, (c) is
equivalent to (a) and (b).
Proof. Since ℓ2(A) = R(U) ⊕ N(U∗), (a) and (b) are equivalent. Also, (b)
together with Theorem 4.14 immediately implies (c).
To prove the last statement, suppose that X is full and that (c) is satisfied.
Recall from Theorem 4.6 that each adjointable operator L : X → ℓ2(A) gives
rise to a frame or an outer frame for X that is dual to (xn)n and whose
analysis operator is given by
V = U(U∗U)−1 +
(
I − U(U∗U)−1U∗)L.
By (c), we now have
(
I − U(U∗U)−1U∗)L = 0 for all L ∈ B(X, ℓ2(A)),
or equivalently, L = U(U∗U)−1U∗L for all L ∈ B(X, ℓ2(A)). Recall from
Remark 4.7 that U(U∗U)−1U∗ is the orthogonal projection to R(U). Hence,
the above conclusion means that each operator L ∈ B(X, ℓ2(A)) takes values
in R(U).
Let us now take arbitrary x ∈ X and j ∈ N. Define Lx,j : X → ℓ2(A) by
Lx,j(y) = (0, . . . , 0, 〈x, y〉, 0, . . .) (with 〈x, y〉 on j-th position). Obviously,
Lx,j is an adjointable operator whose adjoint is given by L
∗
x,j((an)n) = xaj.
By the preceding conclusion, all Lx,j take values in R(U). Since X is by our
assumption full, this immediately implies that c00(A) ⊆ R(U). Since R(U)
is closed, this gives us ℓ2(A) ⊆ R(U) and hence R(U) = ℓ2(A). 
Here we need to make a comment on Theorem 3.10 from [13]. Namely,
that theorem states that all three above conditions are equivalent without
assuming that the ambient Hilbert module X is full over A. However, there
is a gap in the proof of Theorem 3.10 from [13] and this is the reason why
we decided to include the preceding theorem in the present paper.
To show that the fullness assumption is really necessary in the proof of the
implication (c)⇒ (b) from Theorem 4.15, we provide the following example.
Let B be a unital C∗-algebra that is contained as a non-essential ideal in
a unital C∗-algebra A. This means that B⊥ = {a ∈ A : aB = {0}} 6= {0}.
Consider X = ℓ2(B) as a Hilbert C∗-module over A. Clearly, X is not full
as a Hilbert A-module. Denote by e the unit element of B. Obviously, the
sequence (e(n))n is a Parseval frame for X. One easily concludes that the
corresponding analysis operator U : X → ℓ2(A) acts as the inclusion; hence
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R(U) = ℓ2(B). This means that U is not a surjection and that R(U)⊥ =
N(U∗) is a non-trivial submodule of ℓ2(A).
However, (e(n))n has a unique dual frame (in fact, (e
(n))n is, being Parse-
val, self-dual). To prove this, recall that the analysis operator of each frame
dual to (e(n))n (here there are no outer frame since A is unital) is given by
V = U(U∗U)−1 +
(
I − U(U∗U)−1U∗)L,
where L : X → ℓ2(A) is an adjointable operator. We now observe that
the Hewitt-Cohen factorization (Proposition 2.31 from [21]) forces each L
to take values in R(U) = ℓ2(B). Since, by Remark 4.7, I − U(U∗U)−1U∗ is
the orthogonal projection to R(U)⊥, we have
(
I − U(U∗U)−1U∗)L = 0 for
each L ∈ B(X, ℓ2(A)). This together with the fact U∗U = I shows that the
above equality reduces, for all L, to V = U . Hence, there is only one dual
frame, namely (e(n))n itself.
Let us now state several consequences of Theorem 4.15.
Corollary 4.16. A full Hilbert A-module X which possesses a frame or an
outer frame (xn)n with a unique dual is unitarilly equivalent to ℓ
2(A).
Proof. If (xn)n is a frame or an outer frame for X which has a unique dual,
then its analysis operator U ∈ B(X, ℓ2(A)) is invertible by Theorem 4.15,
so the operator U(U∗U)−
1
2 ∈ B(X, ℓ2(A)) is unitary. 
Corollary 4.17. Let X be a full Hilbert C∗-module over a non-unital C∗-
algebra A. Then every frame for X has at least two duals.
Proof. Suppose there is a frame (xn)n for X with the unique dual. Let
U ∈ B(X, ℓ2(A)) be the corresponding analysis operator. By Theorem 4.15,
U is a bijection.
Regarding X as a Hilbert A˜-module, it is easy to verify that U can be
regarded as an adjointable operator U˜ ∈ B(X, ℓ2(A˜)) given by U˜x = Ux,
x ∈ X. Then R(U˜) = R(U) = ℓ2(A). Since U˜ is bounded from below, its
range R(U˜ ) is closed in ℓ2(A˜). So, being the range of an adjointable operator,
a closed submodule ℓ2(A) of ℓ2(A˜) must be complementable in ℓ2(A˜). But
this is a contradiction since ℓ2(A)⊥ = {0}. (Namely, if (bn)n ∈ ℓ2(A˜) belongs
to ℓ2(A)⊥, then for each m it holds bma = 〈(bn)n, (a(m))n〉 = 0 for all a ∈ A.
Since A is an essential ideal of A˜, it follows that bm = 0 for all m.) 
Remark 4.18. Corollary 4.17 does not hold for outer frames. Indeed, if A is
a non-unital C∗-algebra and X = ℓ2(A), then (e(n))n is an outer frame for
X whose analysis operator U is the identity, so by Theorem 4.15, (e(n)) has
a unique dual.
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Remark 4.19. By Corollary 4.16 generalized Hilbert spaces ℓ2(A) with A
σ-unital are, up to unitary equivalence, only countably generated Hilbert
C∗-modules that possess frames or outer frames with unique duals. If A
is unital, (e(n))n is a Parseval frame for ℓ
2(A) with this property. If A is
non-unital, Corollary 4.17 tells us that such frames in ℓ2(A) do not exist,
so we only have outer frames with unique duals. As the example from the
preceding remark shows, (e(n))n is such an outer frame.
For our last result of this section recall that each frame or outer frame
(xn)n for a Hilbert C
∗-module X possesses canonically associated Parseval
frame or outer Parseval frame (yn)n. If U denotes the analysis operator of
(xn)n, yn’s are given by yn = (U
∗
MUM )
− 1
2xn, n ∈ N. Here we must work with
the extended operator UM if (xn)n is outer. If, on the other hand, xn ∈ X,
for all n ∈ N, then the preceding equality reduces to yn = (U∗U)− 12xn ∈ X,
n ∈ N. Observe that in both cases the analysis operator of (yn)n is given by
U(U∗U)−
1
2 .
In the following corollary we consider a Hilbert C∗-module over a unital
C∗-algebra (because of Corollary 4.17), so there are no outer frames.
Corollary 4.20. Let X be a full Hilbert C∗-module over a unital C∗-algebra
A. Suppose there exists a frame (xn)n with a unique dual. Let U be the
analysis operator for (xn)n. Then the following statements hold:
(a) The Parseval frame (yn)n canonically associated with (xn)n has a
unique dual and
〈yn, ym〉 = δnme, ∀m,n ∈ N.
(b) 〈xn, xn〉 is invertible for every n.
(c) If
∑∞
n=1 xnan = 0 for some an ∈ A, n ∈ N, then an = 0 for all n ∈ N.
Proof. By Theorem 4.15, U is a bijection. Since A is unital, xn = U
∗(e(n))
for every n ∈ N. The analysis operator V = U(U∗U)− 12 for (yn)n is an
isometry and a bijection, hence unitary, so
〈yn, ym〉 = 〈V ∗(e(n)), V ∗(e(m))〉 = 〈(e(n)), (e(m))〉 = δnme, ∀m,n ∈ N.
Further,
e = 〈yn, yn〉 = 〈(U∗U)−1xn, xn〉 ≤ ‖(U∗U)−1‖〈xn, xn〉, ∀n ∈ N,
so 〈xn, xn〉 is invertible for all n ∈ N.
Finally, if
∑∞
n=1 xnan = 0 for some sequence (an)n in A, then we also
have (U∗U)−
1
2 (
∑∞
n=1 xnan) = 0, i.e.,
∑∞
n=1 ynan = 0. Then for all m ∈ N
we have
0 = 〈ym,
∞∑
n=1
ynan〉 =
∞∑
n=1
〈ym, ynan〉 =
∞∑
n=1
δmnan = am,
and (c) is proved. 
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We conclude this section with a remark concerning finite frames and outer
frames and their duals.
Remark 4.21. Let (xn)
N
n=1 be a frame or an outer frame for a Hilbert C
∗-
module X. A frame or an outer frame (yn)
N
n=1 is said to be dual to (xn)
N
n=1
if
∑N
n=1 yn〈xn, x〉 = x for all x ∈ X.
Observe that the analysis operator U of (xn)
N
n=1 takes values in A
N . It is
easy to see that, with this difference, i.e., with AN playing the role of ℓ2(A),
all the preceding results from this section survive. In particular, one can
show that, for N ∈ N, Hilbert C∗-modules AN have properties analogous to
those of ℓ2(A) discussed in Remark 4.19. We omit the details.
5. Perturbations and tight approximations of frames
In this section we study neighborhoods of frames and outer frames. In
fact, our results will be stated in terms of neighborhoods of the correspond-
ing analysis operators.
There are several important results concerning perturbations of frames
for Hilbert spaces (see [7] and references therein). Perturbations of frames
for Hilbert C∗-modules are considered in [14]. A remarkable property of any
frame (xn)n for a Hilbert space is that one can always find a neighborhood
of (xn)n (defined in terms of ℓ
2-distance of sequences or in terms of the
distance of analysis/synthesis operators) such that each sequence belonging
to that neighborhood (i.e., sufficiently close to (xn)n) is also a frame. As
usual, the situation is more complicated in the modular context.
We begin with an example which shows that in any Hilbert C∗-module X
such thatM(X) 6= X we can find a frame for X such that any neighborhood
of its analysis operator contains an operator that is not the analysis operator
of any frame for X.
Example 5.1. Let X be a Hilbert A-module such that M(X) 6= X and
v ∈M(X) \X such that ‖v‖ = 1. Take arbitrary ε > 0.
Let (xn)n be a frame for X. Then the sequence 0, x1, x2, x3, . . . is also a
frame for X, and its analysis operator U ∈ B(X, ℓ2(A)) is given by Ux =
(0, 〈x1, x〉, 〈x2, x〉, . . .). Further, the sequence εv, x1, x2, x3, . . . is an outer
frame for X and its analysis operator V ∈ B(X, ℓ2(A)) is given by V x =
(ε〈v, x〉, 〈x1, x〉, 〈x2, x〉, . . .). Observe that the operator V, being the analysis
operator of an outer frame for X, is not the analysis operator of any frame
for X. On the other hand,
‖U − V ‖ = sup{ε‖〈v, x〉‖ : x ∈ X, ‖x‖ ≤ 1} ≤ ε‖v‖ = ε.
The above example suggests that, as in the preceding section, in order
to obtain analogues of the classical results, one should include outer frames
into the consideration.
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We restrict our discussion to infinite sequences. Thereby, we shall un-
derstand that finite frames (xn)
N
n=1 are extended to infinite sequences by
adding infinitely many zero vectors.
Theorem 5.2. Let (xn)n be a frame or an outer frame for a Hilbert A-
module X with the analysis operator U and the optimal lower frame bound
A. Suppose that V ∈ B(X, ℓ2(A)) satisfies ‖U − V ‖ < √A. Then V is the
analysis operator of a frame or an outer frame (yn)n for X such that
‖xn − yn‖ ≤ ‖U − V ‖ <
√
A, ∀n ∈ N.
Proof. Let ‖U − V ‖ = m < √A. Then
‖V x‖ ≥ ‖Ux‖ − ‖Ux− V x‖ ≥
√
A‖x‖ −m‖x‖ = (
√
A−m)‖x‖
for all x ∈ X. Thus, V is bounded from below and consequently, V ∗ ∈
B(ℓ2(A),X) is a surjection. By Theorem 3.19, V ∗ is the synthesis operator
of a frame or an outer frame (yn)n for X defined by yn = (VM )
∗e(n), n ∈ N.
Then, using Remark 3.2(d), for each n ∈ N we have
‖xn − yn‖ = ‖(UM − VM )∗e(n)‖ = ‖(U∗ − V ∗)Me(n)‖
≤ ‖(U∗ − V ∗)M‖ = ‖U∗ − V ∗‖
= ‖U − V ‖ <
√
A.
Observe that the extended operators UM and VM coincide with U and V,
respectively, when A is unital. On the other hand, if A is non-unital and
xn or yn belongs to M(X) \X for some n, then the expression ‖xn − yn‖ is
computed in the multiplier module M(X). 
Let us first note an easy consequence of this result. A similar result
appeared in Theorem 3.16. of [15].
Corollary 5.3. Let (xn)n be a frame or an outer frame for a Hilbert A-
module X with the analysis operator U and the optimal lower frame bound
A. If ‖xj‖ <
√
A for some j, then (xn)n 6=j is a frame or an outer frame for
X.
Proof. Let us define a sequence (yn)n as yj = 0 and yn = xn for n 6= j.
Since (xn)n is a frame or an outer frame for X, (yn)n is a Bessel sequence
or an outer Bessel sequence. Let V ∈ B(X, ℓ2(A)) be the analysis operator
associated to (yn)n. Since ‖(U − V )x‖ = ‖〈xj , x〉‖ for all x ∈ X, we have
‖U − V ‖ = ‖xj‖ <
√
A, so by Theorem 5.2, (yn)n is a frame or an outer
frame for X. Then obviously, (xn)n 6=j is also a frame or an outer frame for
X. 
Remark 5.4. The open ball from Theorem 5.2 is the largest open ball around
U with that property. Indeed, let us consider an orthonormal basis (ǫn)n
for a Hilbert space H as a frame for H; the analysis operator U is then
an isometry and the optimal lower bound is A = 1. If we denote by V the
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analysis operator of the Bessel sequence {0} ∪ (ǫn)n≥2 (which is not a frame
for H), then ‖V −U‖ = 1 = √A, so the boundary of the open ball around U
with the radius
√
A contains an operator which is not the analysis operator
of any frame (or outer frame) for H.
At this point we need to make a comment on Theorem 3.2 from [14]. The
second statement of that theorem may be rephrased as follows:
Let (xn)n be a frame for a Hilbert C
∗-module X over a unital C∗-algebra
A with the analysis operator U and the frame bounds A and B. Suppose that
(yn)n is a sequence in X for which there exist constants λ1, λ2, µ ≥ 0 with
the properties
(40) max{λ1 + µ√
A
,λ2} < 1,
and
(41) ‖
N∑
n=1
(xn − yn)an‖ ≤ λ1‖
N∑
n=1
xnan‖+ λ2‖
N∑
n=1
ynan‖+ µ‖
N∑
n=1
a∗nan‖
1
2 ,
for all finite sequences (a1, . . . , aN , 0, 0, . . .) ∈ c00(A). Then (yn)n is also a
frame for X.
Clearly, one could easily deduce our Proposition 5.2 from this statement,
at least in the unital case. Indeed, suppose we are given an operator V ∈
B(X, ℓ2(A)) such that ‖U − V ‖ = µ < √A. Put yn = V ∗e(n), n ∈ N. Then,
obviously, we have for each (a1, . . . , aN , 0, 0, . . .) ∈ c00(A),
‖
N∑
n=1
(xn − yn)an‖ = ‖(U∗ − V ∗)(a1, . . . , aN , 0, 0, . . .)‖ ≤ µ‖
N∑
n=1
a∗nan‖
1
2 ,
which means that the sequence (yn)n satisfies (41) with λ1 = λ2 = 0. Since
µ <
√
A, we also have (40); thus, by applying the above statement one could
conclude that (yn)n is a frame for X.
However, there is a gap in the proof of the above statement (i.e., the
second part of Theorem 3.2. from [14]) and it is not clear how one can
fix the proof presented there. Namely, that proof uses Lemma 2.7 and
Proposition 2.8. from [14] which, as we have seen in our Example 1.5 and
Remark 1.6, fail to be generally true. It seems that in order to obtain a
result as in aforementioned Theorem 3.2 from [14], one should additionally
include in the hypothesis that the sequence (yn)n is Bessel.
We proceed with a remark that is known, but which we include for con-
venience of the reader.
Remark 5.5. Let (xn)n be a frame or an outer frame for a Hilbert A-module
X with optimal frame bounds A and B. Let us describe A and B in terms
of the associated analysis operator U.
46 LJ. ARAMBASˇIC´ AND D. BAKIC´
First, by Theorem 2.8 and Remark 2.9 from [19] we conclude that the
optimal upper frame bound B satisfies
(42)
√
B = ‖U‖ = min{M ≥ 0 : ‖Ux‖ ≤M‖x‖, x ∈ X}.
Further, writing the relation 〈Ux,Ux〉 ≥ A〈x, x〉, x ∈ X, in an equivalent
form 〈(U∗U)− 12x, (U∗U)− 12x〉 ≤ 1
A
〈x, x〉, x ∈ X (obtained by replacing x
with (U∗U)−
1
2x), and then applying (42) we get
1√
A
= ‖(U∗U)− 12 ‖
= min{M ≥ 0 : ‖(U∗U)− 12x‖ ≤M‖x‖, x ∈ X}
(replace x with (U∗U)
1
2x and apply ‖Ux‖ = ‖(U∗U) 12x‖))
= min{M ≥ 0 : ‖Ux‖ ≥ 1
M
‖x‖, x ∈ X}
= (max{m ≥ 0 : ‖Ux‖ ≥ m‖x‖, x ∈ X})−1.
Therefore,
(43)
√
A = ‖(U∗U)− 12‖−1 = max{m ≥ 0 : ‖Ux‖ ≥ m‖x‖}.
The following corollary provides another useful property of the open ball
with the center in U that is considered in Theorem 5.2.
Corollary 5.6. Let (xn)n be a frame or an outer frame for a Hilbert A-
module X with the analysis operator U and the optimal lower frame bound
A. Suppose that V ∈ B(X, ℓ2(A)) satisfies ‖U−V ‖ < √A. Then V ∗U ∈ B(X)
is an invertible operator.
Proof. Put again ‖U − V ‖ = m < √A. Then
‖x− V ∗U(U∗U)−1x‖ = ‖U∗U(U∗U)−1x− V ∗U(U∗U)−1x‖
= ‖(U∗ − V ∗)(U(U∗U)−1x)‖
≤ m‖U(U∗U)−1x‖
for all x ∈ X. By taking the supremum over the unit ball in X we get
‖I − V ∗U(U∗U)−1‖ ≤ m‖U(U∗U)−1‖.
Since ‖U(U∗U)−1‖2 = ‖(U(U∗U)−1)∗(U(U∗U)−1)‖ = ‖(U∗U)−1‖ = 1
A
, we
have
‖I − V ∗U(U∗U)−1‖ ≤ m√
A
< 1.
This shows that V ∗U(U∗U)−1 is an invertible operator. In particular, V ∗U
is invertible as well. 
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Remark 5.7. We say that frames or outer frames (xn)n and (yn)n for a
Hilbert C∗-module X with the analysis operators U and V are pseudodual
if V ∗U is an invertible operator. When this is the case, we have, for each
x ∈ X,
x = U∗V ((U∗V )−1x) =
∞∑
n=1
xn〈yn, (U∗V )−1x〉 =
∞∑
n=1
xn〈(V ∗MUM )−1yn, x〉.
This shows that (xn)n and ((V
∗
MUM )
−1yn)n are dual to each other. In an
analogous way we conclude that (yn)n and ((U
∗
MVM )
−1xn)n are also dual to
each other.
Given a frame or an outer frame (xn)n for a Hilbert A-module X, we
now want to find a Parseval frame for X closest to (xn)n, again measured
in terms of distance of the corresponding analysis operators. As one might
expect, a solution is the Parseval frame canonically associated with (xn)n,
i.e., (yn)n, where yn = (U
∗
MUM )
− 1
2xn, n ∈ N, and U is the analysis operator
of (xn)n. Recall that (yn)n is outer if and only if (xn)n is outer; nevertheless,
its analysis operator is always equal to U(U∗U)−
1
2 .
Proposition 5.8. Let (xn)n be a frame or an outer frame for a Hilbert A-
module X with the analysis operator U and the optimal frame bounds A and
B. If (yn)n is the Parseval frame canonically associated with (xn)n, then its
analysis operator U(U∗U)−
1
2 satisfies∥∥∥U − U(U∗U)− 12∥∥∥ = max{1−√A,√B − 1} .
If (yn)n is any Parseval frame or outer Parseval frame for X, then its anal-
ysis operator V satisfies
‖U − V ‖ ≥ max
{
1−
√
A,
√
B − 1
}
.
Proof. First, we have∥∥∥U − U(U∗U)− 12∥∥∥ = ∥∥∥(U − U(U∗U)− 12)∗(U − U(U∗U)− 12)∥∥∥ 12
=
∥∥∥((U∗U)− 12 − I)U∗U((U∗U)− 12 − I)∥∥∥ 12
=
∥∥∥∥(I − (U∗U) 12)2
∥∥∥∥
1
2
=
∥∥∥I − (U∗U) 12∥∥∥
= max
{
|1−
√
A|, |1−
√
B|
}
= max
{
1−
√
A,
√
B − 1
}
.
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To prove the second assertion, suppose that (yn)n is a Parseval frame or
an outer Parseval frame for X. Then its analysis operator V ∈ B(X, ℓ2(A))
is an isometry, so we have
‖Ux‖ ≥ ‖V x‖ − ‖V x− Ux‖ = ‖x‖ − ‖V x− Ux‖ ≥ (1− ‖U − V ‖)‖x‖
for all x ∈ X. By (43) we get √A ≥ 1−‖U −V ‖, that is, ‖U−V ‖ ≥ 1−√A.
On the other hand,
√
B = ‖U‖ ≤ ‖U−V ‖+‖V ‖ = ‖U−V ‖+1, wherefrom
‖U − V ‖ ≥ √B − 1. Therefore, ‖U − V ‖ ≥ max
{
1−√A,√B − 1
}
. 
In a similar fashion we can find the distance of a given frame or outer
frame (xn)n for X with the optimal bounds A and B to the set of all tight
frames and outer tight frames for X. It turns out that this distance is equal
to
√
B−√A
2 . For Hilbert space frames this question was discussed in [11,
Proposition 5.4].
Proposition 5.9. Let (xn)n be a frame or an outer frame for a Hilbert
A-module X with the analysis operator U and the optimal frame bounds A
and B. Let V0 =
√
A+
√
B
2 U(U
∗U)−
1
2 . Then V0 is the analysis operator of a(√
A+
√
B
2
)2
-tight frame or outer frame for X for which
‖U − V0‖ =
√
B −√A
2
.
If (yn)n is any tight frame or outer frame for X with the analysis operator
V, then
‖U − V ‖ ≥
√
B −√A
2
.
Proof. Suppose first that (yn)n is a frame or an outer frame for X whose
analysis operator V is of the form V ∗V = λ2I for some scalar λ > 0. Then,
as in the preceding proof, we have
‖Ux‖ ≥ ‖V x‖ − ‖V x− Ux‖ = λ‖x‖ − ‖V x− Ux‖ ≥ (λ− ‖U − V ‖)‖x‖
for all x ∈ X, so by (43) we get √A ≥ λ− ‖U − V ‖, that is,
(44) ‖U − V ‖ ≥ λ−
√
A.
On the other side,
√
B = ‖U‖ ≤ ‖U − V ‖+ ‖V ‖ = ‖U − V ‖+ λ; thus,
(45) ‖U − V ‖ ≥
√
B − λ.
Adding (44) and (45) we get ‖U − V ‖ ≥
√
B−√A
2 .
Consider now V0 =
√
A+
√
B
2 U(U
∗U)−
1
2 . An easy verification shows that
V0 is the analysis operator of a frame or an outer frame (yn)n given by
yn =
√
A+
√
B
2 (U
∗
MUM )
− 1
2xn for n ∈ N. Since V ∗0 V0 =
(√
A+
√
B
2
)2
I, this is
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a tight frame or outer frame. Then, repeating (each particular step of) the
computation from the beginning of the preceding proof we get
‖U − V0‖ =
∥∥∥∥∥U −
√
A+
√
B
2
U(U∗U)−
1
2
∥∥∥∥∥
= max
{√
A+
√
B
2
−
√
A,
√
B −
√
A+
√
B
2
}
=
√
B −√A
2
.

Remark 5.10. Observe that ”the best tight approximation”, namely the
frame or an outer frame from the preceding proposition, is actually Parseval
if and only if
√
A+
√
B = 2. If this is the case the resulting distance is equal
to 1 − √A = √B − 1 and this result is, for √A + √B = 2, in accordance
with Proposition 5.8.
6. Finite extensions of Bessel sequences
Finite extensions of Bessel sequences to frames in Hilbert spaces are re-
cently discussed in [3]. In this section we discuss the same problem in
modular context.
First note that each Bessel sequence in an AFG Hilbert C∗-module X
admits a finite extension to a frame: given a Bessel sequence (finite or
infinite) in X it suffices to extend it by any finite set of generators for X.
Thus, here we are interested primarily in countably generated Hilbert C∗-
modules which are not AFG.
As before, our discussion will include both frames and outer frames. We
shall first characterize (again in terms of analysis operators) those Bessel
sequences and outer Bessel sequences in a Hilbert C∗-module X that admit
finite extensions to frames or outer frames for X. After that, more specifi-
cally, we shall describe Bessel sequences and outer Bessel sequences which
allow finite extensions to Parseval frames or outer Parseval frames.
A related, but more restrictive question we address is the following: given
a Bessel sequence in X, does there exist its finite extension to a frame for
X? We shall find necessary and sufficient conditions under which one can
extend a given Bessel sequence to a frame by adding finitely many elements
of X. This is, indeed, a stronger property; we shall see in Example 6.3, that
there are Bessel sequences that do not admit finite extensions to frames, but
which do admit finite extensions (by elements ofM(X)\X) to outer frames.
We begin with our most general result on finite extensions.
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Theorem 6.1. Let (xn)
∞
n=1 be a Bessel or an outer Bessel sequence in a
Hilbert A-module X with the analysis operator U. Then there is a finite
extension of (xn)n to a frame or an outer frame for X if and only if there
exist V ∈ B(X, ℓ2(A)) and θ ∈ F(M(X)) such that I − V ∗U = θ|X.
Proof. Suppose that a Bessel sequence (xn)n admits a finite extension to a
frame or an outer frame for X. Let f1, . . . , fN ∈M(X), N ∈ N, be such that
(fn)
N
n=1∪(xn)∞n=1 is a frame or an outer frame for X. Let U1, F ∈ B(X, ℓ2(A))
be analysis operators of Bessel or outer Bessel sequences (fn)
N
n=1 ∪ (xn)∞n=1
and (fn)
N
n=1∪ (0)∞n=1 respectively (so, in the later case we have fn’s followed
by infinitely many zeros). Obviously, U1 = F + S
NU, where S denotes the
unilateral shift on ℓ2(A).
Let us take any frame or outer frame dual to (fn)
N
n=1 ∪ (xn)∞n=1, and
write it, for convenience, as (gn)
N
n=1 ∪ (yn)∞n=1. Let G,V, V1 ∈ B(X, ℓ2(A))
be the analysis operators of the Bessel sequences or outer Bessel sequences
(gn)
N
n=1 ∪ (0)∞n=1, (yn)∞n=1, and (gn)Nn=1 ∪ (yn)∞n=1, respectively. Again, V1 =
G+ SNV.
Since (gn)
N
n=1 ∪ (yn)∞n=1 and (fn)Nn=1 ∪ (xn)∞n=1 are dual to each other, it
follows V ∗1 U1 = I. Since, obviously, G
∗SN = 0 and (SN )∗F = 0, we have
I = (G+ SNV )∗(F + SNU)
= G∗F + V ∗(SN )∗F +G∗SNU + V ∗(SN )∗SNU
= G∗F + V ∗U,
that is, I − V ∗U = G∗F. Let θ ∈ F(M(X)) be defined as θ = ∑Nn=1 θgn,fn .
Then
G∗F (x) =
N∑
n=1
gn〈fn, x〉 =
N∑
n=1
θgn,fn(x) = θ(x), ∀x ∈ X,
so we conclude that I − V ∗U = θ|X .
Conversely, suppose there is V ∈ B(X, ℓ2(A)) and θ ∈ F(M(X)) such
that I − V ∗U = θ|X . Let f1, . . . , fN , g1, . . . , gN ∈ M(X) be such that θ =∑N
n=1 θgn,fn . By Corollary 3.21 there is a Bessel sequence or an outer Bessel
sequence (yn)n such that V is its analysis operator. Then the sequences
(fn)
N
n=1 ∪ (xn)∞n=1 and (gn)Nn=1 ∪ (yn)∞n=1 are also Bessel or outer Bessel
sequences. Let F,G,U1, V1 be as before. The same computation shows that
V ∗1 U1 = G
∗F + V ∗U = θ|X + V ∗U = I,
so, by Lemma 4.3, (fn)
N
n=1 ∪ (xn)∞n=1 and (gn)Nn=1 ∪ (yn)∞n=1 are frames or
outer frames for X. 
In the same way one proves the following corollary which concerns finite
extensions of a Bessel sequence by elements of the original Hilbert C∗-module
X (i.e., without using elements from M(X) \ X) in which case we end up
with a frame for X.
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Corollary 6.2. Let (xn)
∞
n=1 be a Bessel sequence in a Hilbert A-module
X with the analysis operator U. Then there is a finite extension of (xn)n
to a frame for X if and only if there exists V ∈ B(X, ℓ2(A)) such that
I − V ∗U ∈ F(X).
The above property of a Bessel sequence is more restrictive than that
from Theorem 6.1. To see this, we demonstrate an example of a Bessel
sequence that does not allow a finite extension to a frame, but which does
have (many) finite extensions to outer frames.
Example 6.3. Take a separable infinite-dimensional Hilbert space H and
consider X = K(H) as a Hilbert K(H)-module in the standard way. Let
(ǫn)n be an orthonormal basis for H. For each n ∈ N denote by en the
orthogonal projection to span{ǫn}. Further, put H1 = span{ǫ2n−1 : n ∈ N}
and H2 = span{ǫ2n : n ∈ N}. If we denote by p1 and p2 the corresponding
orthogonal projections then, obviously, p1 + p2 = e, where e denotes the
identity operator on H.
Consider now the sequence (xn)n in X defined by xn = e2n for all n ∈ N.
For each a ∈ X we have
∞∑
n=1
〈a, xn〉〈xn, a〉 =
∞∑
n=1
a∗e2na = a∗p2a,
with the convergence in norm, so by Proposition 2.1, (xn)n is a Bessel se-
quence in X. Let U be its analysis operator.
Let us first show that (xn)n does not admit a finite extension to a frame
for X. To prove this, suppose the opposite. Then by Corollary 6.2, there
exist f1, . . . , fN , g1, . . . , gN ∈ X for some N ∈ N, and an operator V ∈
B(X, ℓ2(K(H))) (which is the analysis operator of a Bessel or an outer Bessel
sequence (yn)n in X) such that I − V ∗U =
∑N
n=1 θfn,gn . This means that
a−
∞∑
n=1
yn〈xn, a〉 =
N∑
n=1
fn〈gn, a〉, ∀a ∈ X.
Denote b =
∑N
n=1 fng
∗
n and observe that b ∈ X = K(H). Now the preceding
equality can be rewritten as
a−
∞∑
n=1
yne2na = ba, ∀a ∈ X.
In particular, if a is any operator in K(H) whose range is contained in H1,
we have a = ba. This in turn implies bǫ2n−1 = ǫ2n−1 for all n ∈ N wherefrom
we conclude that a closed infinite dimensional subspaceH1 of H is contained
in the range of a compact operator b, which is a contradiction.
Next we show that (xn)n can be extended to an outer frame for X by
adding a single vector from M(X) \ X. Namely, if c ∈ M(X) = B(H) is
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invertible, then cc∗ ≥ 1‖c−1‖2 e, so
〈a, c〉〈c, a〉 +
∞∑
n=1
〈a, xn〉〈xn, a〉 ≥ 〈a, c〉〈c, a〉 = a∗cc∗a ≥ 1‖c−1‖2 a
∗a
for all a ∈ X. Thus, c, x1, x2, . . . is an outer frame for X.
Moreover, (xn)n can be extended to an outer Parseval frame for X, again
by adding just one vector from M(X) \X. Indeed, we have for each x ∈ X
〈a, p1〉〈p1, a〉+
∞∑
n=1
a∗e2na = a∗p1a+ a∗p2a = a∗a
so the sequence p1, x1, x2, x3, . . . is an outer Parseval frame for X.
Our next goal is to describe those Bessel sequences that admit finite
extensions to Parseval frames. Note that this question, in contrast to the
preceding one, is non-trivial even for AFG Hilbert C∗-modules. First we
need some auxiliary results. We begin with a lemma which is a variant of
Lemma 5.5.4 from [22].
Lemma 6.4. Let X be a Hilbert A-module. Let x ∈ X and a ∈ A be such
that 0 ≤ a ≤ 〈x, x〉. Then there exists z ∈ X such that a = 〈z, z〉.
Proof. Let v ∈ X be such that x = v〈v, v〉. Let y = v〈v, v〉 14 . Then
〈y, y〉2 = 〈v, v〉 14 〈v, v〉〈v, v〉 14 〈v, v〉 14 〈v, v〉〈v, v〉 14 = 〈v, v〉3 = 〈x, x〉.
Write 〈y, y〉 = c. Then we have 0 ≤ a ≤ c2. Put
bn = (c+
1
n
e)−
1
2a
1
2 , n ∈ N.
Here e denotes the unit in A or in A˜, but in both cases bn ∈ A for all n.
Then for all m,n ∈ N, n ≥ m we have
‖bn − bm‖2 = ‖(bn − bm)(bn − bm)∗‖
=
∥∥∥∥∥
((
c+
1
n
e
)− 1
2
−
(
c+
1
m
e
)− 1
2
)
a
((
c+
1
n
e
)− 1
2
−
(
c+
1
m
e
)− 1
2
)∥∥∥∥∥
≤
∥∥∥∥∥
((
c+
1
n
e
)− 1
2
−
(
c+
1
m
e
)− 1
2
)
c2
((
c+
1
n
e
)− 1
2
−
(
c+
1
m
e
)− 1
2
)∥∥∥∥∥
=
∥∥∥∥∥c
(
c+
1
n
e
)− 1
2
− c
(
c+
1
m
e
)− 1
2
∥∥∥∥∥
2
.
The sequence (fn)n, fn(t) = t(t+
1
n
)−
1
2 is an increasing sequence of pos-
itive continuous functions that converges pointwise for t ∈ [0, ‖c‖] to the
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continuous function f(t) =
√
t. By Dini’s theorem (fn)n converges to f
uniformly on [0, ‖c‖]; hence,
(46) lim
n→∞ c
(
c+
1
n
e
)− 1
2
= c
1
2 .
Now the above computation shows that (bn)n is a Cauchy sequence in A. Put
b = limn→∞ bn. Then we have 〈y, y〉 12 b = limn→∞〈y, y〉 12 bn and b∗〈y, y〉 12 =
limn→∞ b∗n〈y, y〉
1
2 which implies b∗〈y, y〉b = limn→∞ b∗n〈y, y〉bn, that is,
(47) 〈yb, yb〉 = lim
n→∞〈ybn, ybn〉.
On the other hand,
‖a− 〈ybn, ybn〉‖ = ‖a− b∗n〈y, y〉bn‖
=
∥∥∥∥∥a− a 12
(
c+
1
n
e
)− 1
2
c
(
c+
1
n
e
)− 1
2
a
1
2
∥∥∥∥∥
=
∥∥∥∥∥∥

a 12
(
e− c
(
c+
1
n
e
)−1) 12

a 12
(
e− c
(
c+
1
n
e
)−1) 12
∗∥∥∥∥∥∥
=
∥∥∥∥∥∥

a 12
(
e− c
(
c+
1
n
e
)−1) 12
∗
a 12
(
e− c
(
c+
1
n
e
)−1)12
∥∥∥∥∥∥
=
∥∥∥∥∥∥
(
e− c
(
c+
1
n
e
)−1) 12
a
(
e− c
(
c+
1
n
e
)−1) 12∥∥∥∥∥∥
≤
∥∥∥∥∥c2
(
e− c
(
c+
1
n
e
)−1)∥∥∥∥∥
=
∥∥∥∥∥c2 − c3
(
c+
1
n
e
)−1∥∥∥∥∥ .
It follows from (46) that limn→∞ c3(c + 1ne)
−1 = c2. Hence, the above
computation shows that limn→∞〈ybn, ybn〉 = a. This, together with (47),
gives us 〈yb, yb〉 = a. Put z = yb. 
Proposition 6.5. Let X be a Hilbert A-module and a ∈ A, a ≥ 0, such that
a =
∑N
n=1〈un, vn〉 for some N ∈ N and u1, . . . , uN , v1, . . . , vN ∈ X. Then
there exist x1, . . . , xN ∈ X such that a =
∑N
n=1〈xn, xn〉.
Proof. It follows from the polarization formula and self-adjointness of a that
4a =
N∑
n=1
〈un + vn, un + vn〉 −
N∑
n=1
〈un − vn, un − vn〉,
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wherefrom we get
(48) a ≤
N∑
n=1
〈1
2
un +
1
2
vn,
1
2
un +
1
2
vn〉.
Let XN = ⊕Nn=1X be a direct sum of N copies of X, which is a Hilbert
A-module with the inner product defined by 〈x, y〉 = ∑Nn=1〈xn, yn〉, where
x = (x1, . . . , xN ) and y = (y1, . . . , yN ).
If we denote u = (12u1 +
1
2v1, . . . ,
1
2uN +
1
2vN ), then (48) reads as 0 ≤
a ≤ 〈u, u〉. By Lemma 6.4, applied in XN , there exists z ∈ XN such that
a = 〈z, z〉. If we put z = (x1, . . . , xN ) then a =
∑N
n=1〈xn, xn〉. 
Regarding a right Hilbert A-module X as a left Hilbert K(X)-module we
immediately get the following corollary. It refines the statement of Corol-
lary 2.6 in a natural way.
Corollary 6.6. Let X be a Hilbert A-module and T ∈ F(X) such that T ≥ 0.
Then there exist N ∈ N and x1, . . . , xN ∈ X such that T =
∑N
n=1 θxn,xn .
We are now ready to characterize Bessel sequences and outer Bessel
sequences in Hilbert C∗-modules that admit finite extensions to Parseval
frames or outer Parseval frames.
Theorem 6.7. Let (xn)
∞
n=1 be a Bessel or an outer Bessel sequence in a
Hilbert A-module X with the analysis operator U and the optimal Bessel
bound B. Then there is a finite extension of (xn)n to a Parseval or an outer
Parseval frame for X if and only if and there exists θ ∈ F(M(X)) such that
I − U∗U = θ|X and B ≤ 1.
Proof. Suppose there exists a finite sequence (fn)
N
n=1 in M(X) such that
(fn)
N
n=1 ∪ (xn)∞n=1 is a Parseval frame or an outer Parseval frame for X.
Then for every x ∈ X it holds
(49)
N∑
n=1
〈x, fn〉〈fn, x〉+
∞∑
n=1
〈x, xn〉〈xn, x〉 = 〈x, x〉.
This implies
∑∞
n=1〈x, xn〉〈xn, x〉 ≤ 〈x, x〉 for all x ∈ X, so B ≤ 1. Further, if
we denote θ =
∑N
n=1 θfn,fn ∈ F(M(X)), then (49) gives us θ|X + U∗U = I,
that is, I − U∗U = θ|X .
Conversely, suppose B ≤ 1 and I − U∗U = θ|X for some θ ∈ F(M(X)).
Since U∗U ≤ B · I = I we have I − U∗U ≥ 0. Then its extension IM(X) −
U∗MUM is positive and IM(X) − U∗MUM = θ, so we can apply Corollary 6.6
to M(X) and IM(X)−U∗MUM . Therefore, IM(X)−U∗MUM =
∑N
n=1 θfn,fn for
some N ∈ N and f1, . . . , fN ∈ M(X). Now IM(X) = U∗MUM +
∑N
n=1 θfn,fn
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gives us
N∑
n=1
〈x, fn〉〈fn, x〉+
∞∑
n=1
〈x, xn〉〈xn, x〉 = 〈x, x〉, ∀x ∈ X.
Hence, (fn)
N
n=1 ∪ (xn)∞n=1 is a Parseval frame or an outer Parseval frame for
X depending on whether all fn’s are in X or not. 
The following corollary is concerned with Bessel sequences and their fi-
nite extensions to Parseval frames (so, again, as in Corolarry 6.2 we are
now interested only in extensions obtained by finitely many elements of the
original module X). It is convenient to split the statement into two cases:
when X is not AFG, and when X is AFG.
Corollary 6.8. Let X be a Hilbert A-module. Let (xn)
∞
n=1 be a Bessel
sequence in X (either finite or infinite) with the analysis operator U and the
optimal Bessel bound B.
(a) If X is not AFG, then (xn)n is finitely extendable to a Parseval
frame for X if and only if I − U∗U ∈ F(X) and B = 1.
(b) If X is AFG, then (xn)n is finitely extendable to a Parseval frame
for X if and only if B ≤ 1.
Proof. First, in the same fashion as in the preceding proof we obtain in both
cases: (xn)n is finitely extendable to a Parseval frame for X if and only if
I − U∗U = θ ∈ F(X) and B ≤ 1. We now proceed by specific arguments in
each of the above two cases.
(a) Suppose X is not AFG and (xn)n has a finite extension to a Parseval
frame for X. Then I − U∗U is non-invertible in B(X), since otherwise we
would have
I = (I − U∗U)−1(I − U∗U) = (I − U∗U)−1θ,
which, by the ideal property of F(X), gives I ∈ F(X). But this would imply
that X is AFG, contrary to our assumption. Now, non-invertibility of I −
U∗U means that 1 ∈ σ(U∗U), so B = ‖U∗U‖ ≥ 1.
(b) Suppose X is AFG and (xn)n has a finite extension to a Parseval
frame for X. Here we observe that a general condition I − U∗U ∈ F(X)
obtained at the beginning of the proof is automatically satisfied. Indeed,
since X is AFG, we have B(X) = K(X) = F(X), so I −U∗U ∈ F(X) for all
U ∈ B(X, ℓ2(A)). 
Remark 6.9. Recall that it can happen that X is not an AFG Hilbert A-
module, but M(X) is an AFG Hilbert M(A)-module. (As an example, one
can take X = A, where A is a non-unital C∗-algebra). In such cases, each
Bessel sequence or an outer Bessel sequence with the optimal Bessel bound
B < 1 admits a finite extension to an outer Parseval frame for X. To see
this, denote the corresponding analysis operator by U . Then, since M(X)
is an AFG module, (I − U∗U)M ∈ F(M(X)), so the remaining condition
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from Theorem 6.7, namely I − U∗U = θ|X for some θ ∈ F(M(X)) is also
satisfied.
On the other hand, such sequences cannot allow finite extensions to Par-
seval frames because of B < 1 (see Corollary 6.8(a)).
We conclude with an application of Corollary 6.8.
Corollary 6.10. Let A be a non-unital σ-unital C∗-algebra. Let (an)n be
a sequence in A such that for all a ∈ A the series ∑∞n=1 a∗ana∗na converges
in norm and ‖∑∞n=1 a∗ana∗na‖ ≤ ‖a‖. Then the series ∑∞n=1 ana∗n strictly
converges to an element f ∈M(A) such that f ≤ e. Moreover, if e− f ∈ A,
then there exists b ∈ A, b ≥ 0, such that the sequence (b +∑Nn=1 ana∗n)N is
an approximate unit for A.
Proof. Consider A as a Hilbert A-module. Since A is non-unital and σ-unital,
A is countably generated and not AFG.
First, let us prove that the series
∑∞
n=1 ana
∗
n is strictly convergent. By the
first assumption, the series
∑∞
n=1〈a, an〉〈an, a〉 converges in norm for every
a ∈ A. By Theorem 2.1, (an)n is a Bessel sequence in A. If U ∈ B(A, ℓ2(A))
is its analysis operator, then U∗U ∈ B(A) is given by
(50) U∗Ua =
∞∑
n=1
an〈an, a〉 =
∞∑
n=1
ana
∗
na, ∀a ∈ A.
Thus, the series
∑∞
n=1 ana
∗
na converges in norm for all a ∈ A. By taking
adjoints, we conclude that the series
∑∞
n=1 a
∗ana∗n is also norm-convergent
for all a in A. In other words, there exists f = (strict)
∑∞
n=1 ana
∗
n ∈ M(A).
From this we conclude that U∗Ua = fa for all a ∈ A.
Now, assuming that e − f ∈ A, we shall prove that (an)n is a Bessel
sequence in A that admits a finite extension to a Parseval frame for A.
First, recall that K(A) = F(A). Therefore, the equality (I − U∗U)a =
(e− f)a, a ∈ A, since e− f ∈ A, implies that I − U∗U ∈ F(A).
Since A is non-unital, each operator from F(A) is non-invertible; in par-
ticular, I − U∗U is non-invertible, so 1 ∈ σ(U∗U) and then ‖U‖ ≥ 1. By
(50) and the second assumption of the corollary, ‖U‖ ≤ 1, so ‖U‖ = 1.
By Corollary 6.8(a), there exists a finite sequence (bn)
M
n=1 in A such that
(bn)
M
n=1 ∪ (an)∞n=1 is a Parseval frame for A. Denote b =
∑M
n=1 bnb
∗
n. Since
K(A) and A are isomorphic as C∗-algebras, by Proposition 2.3 the sequence
(b+
∑N
n=1 ana
∗
n)N , as a subsequence of an approximate unit for A, is itself
an approximate unit for A. 
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