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Abstract
Data such as real and complex numbers, discrete and continuous time data streams, waveforms,
scalar and vector fields, and many other functions, are fundamental for many kinds of computation. In
the theory of data, such data types are modelled using topological, or metric, many-sorted algebras
and continuous homomorphisms. A theory of such topological data types is needed to answer the
general questions:
1. What are the computable functions on topological algebras?
2. What methods exist to axiomatically specify functions on topological algebras?
3. Can all computable functions be specified?
Such a theory seems to be in its infancy: there are many approaches to computability theory on
general and specific spaces, and few approaches to specification theory. In some earlier papers, we
have studied the questions 1 and 2 with the needs of data type theory in mind, and built a bridge
between computations and specifications to try to answer 3. In this paper, we extend and combine
several of our results, to prove new theorems that
(i) show the equivalence of some six deterministic or non-deterministic models of computation on
various metric algebras and, in particular, on spaces Rn of real numbers;
(ii) provide finite universal algebraic specifications for all the functions that can be computably
approximated on metric algebras and, in particular, on Euclidean n-space Rn;
(iii) show the existence of finite universal algebraic specifications of computably approximable finite
dimensional deterministic dynamical systems.
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A technical issue is the localisation of uniform continuity using exhaustions of open sets. We use
specifications composed of conditional equations, inequalities and, for convenience, new exhaustion
primitives, that define functions uniquely up to isomorphism.
© 2003 Elsevier Inc. All rights reserved.
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1. Introduction
1.1. Overview
In the theory of data, abstract data types are modelled by many-sorted algebras and
homomorphisms, and are specified axiomatically by equations and conditional equations.
Most of the theory has been developed for data that can be exactly represented by finite
information. These data types are discrete and countable. They are the data types for which
exact digital computation is possible. There is a comprehensive theory of data that reveals
intimate connections between computability, algebraic specification methods, and term
rewriting. The power of the various specification methods has been shown to correspond
with basic concepts from computability. See, for instance, the surveys by Meseguer and
Goguen [27] and Stoltenberg-Hansen and Tucker [42], and the papers by Bergstra and
Tucker [5–7], Meseguer et al. [29] and Khoussainov [22].
In contrast, consider the case of data types that do not possess exact finite represen-
tations and, therefore, require infinite representations. Examples are the real numbers R,
and various finite dimensional systems based on Rn, including algebras of real number
matrices; streams and waveforms; scalar and vector fields; and real or complex Banach or
Hilbert spaces. Here, in contrast, the data types are continuous and uncountable. Such data
types are fundamental in modelling physical dynamical systems and are the characteristic
data types of analogue processing. What is the relationship between the computations on
continuous data and the exact computations on discrete data that will ultimately approxi-
mate computations on continuous data? The theory is developing, but compared with the
theory of discrete data types, little is known.
Now, such data types can be modelled by topological many-sorted algebras and con-
tinuous homomorphisms, or––to take a more restricted class, closer to the examples men-
tioned––by many-sorted algebras that are metric spaces. However, there are obstacles to
progress with the theory of continuous data types. The rather basic questions:
1. What are the computable functions on topological algebras?
2. What methods exist to axiomatically specify functions on topological algebras?
need answers prior to the question:
3. Can all computable functions be specified?
Such a theory is in its infancy: there are many approaches to computability theory on
general and specific spaces, and few approaches to specification theory. In [51,52,55] we
have studied question 1. In [54] we have studied question 2 and built a bridge between
computability and specifications, as a start to answer question 3. In this paper, we extend
and combine these and other earlier results, to prove new theorems that
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(i) show the equivalence of some 6 deterministic or non-deterministic models of compu-
tation on various metric algebras and, in particular, on spaces Rn of real numbers;
(ii) provide finite universal algebraic specifications for all the functions that can be com-
putably approximated on metric algebras and, in particular, on spaces Rn of real num-
bers;
(iii) show the existence of finite universal algebraic specifications for computably approxi-
mable, finite dimensional, deterministic dynamical systems.
Here we extend our earlier results by removing conditions of global uniform continuity
and compactness. Global uniform continuity simplifies considerably technical definitions
of the computability of functions on spaces. In metric algebras, compactness implies that
continuous functions are uniformly continuous. We consider the broader class of functions
that are uniformly continuous in pieces, by “localising” the uniformities, necessary for
computability, using open exhaustions (U, V ), where V is a sequence of open subsets
V = (V0, V1, V2, . . .) and
∞⋃
p=0
Vp = U.
This leads to the notion of effective local uniform continuity. Exhaustions are an obvi-
ous and standard way of extending computability notions via localisation. In our case,
the resulting theorems are much more useful, having applications to, say, partial functions
on all of n-space Rn → Rm, rather than on a compact n-cube [a, b]n → Rm. This paper
generalises the ideas and techniques of the earlier papers to exhaustions, and takes a wider
view of the problems suggested by these results.
1.2. Abstract and concrete computability
There are many approaches to defining computability on topological and metric alge-
bras. Theories may be divided into:
• abstract computability theories, in which computations are independent of data repre-
sentations; and
• concrete computability theories, in which computations depend on chosen data repre-
sentations.
Abstract computation theories are designed for all many-sorted algebras, and so enable
us is to develop a number of special computability theories for algebras such as rings and
fields of real numbers [2,13,50] and topological and metric algebras [51–53,55]. Many
abstract models of computation have been defined and shown to be equivalent over general
algebras; hence the theory of abstract computation is quite stable. For a comprehensive
introduction to abstract computation, including a survey of its origins in the 1950s and
principal literature, see our survey paper [52]. Here we will use mainly the “while”-array
model of computation, the primary mathematical model of imperative programming, over
these algebras.
Concrete computation theories are designed to analyse computability in terms of clas-
sical recursion theory on natural numbers via chosen representations of data and spaces.
They have been used to study computable analysis, starting with Grzegorczyk’s and La-
combe’s study of computation on real numbers [14,15,24]. Some general approaches are
due to Moschovakis [32], Pour-El and Richards [35], Weihrauch [57], Stoltenberg-Hansen
and Tucker [41,42], Spreen [45,46] and Edelat [12]. The equivalence of most of these con-
crete approaches is proved for certain topological algebras in [43]. The study of concrete
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computability is, however, still not so well understood or stable. Nevertheless, on the real
numbers the concrete models have all been shown to define the Grzegorczyk–Lacombe
(GL) computable functions.
The connection between the abstract and concrete theories has been problematic. Re-
cently, the situation has been clarified when, surprisingly, notions of limit processes, approx-
imation, non-determinism and multivaluedness, have been shown to be necessary to bridge
the gap between the two for general classes of algebras [3,4,51,55]. Here we use our
“while”-array language with non-deterministic countable choice, i.e., a new assignment
x := choose z : b(z, . . .)
of type nat, where z is a variable of type nat and b is a term of type bool.
In Section 3, we extend our general notion of effective Weierstrass approximation for
total metric algebras [51] to a “localised” notion using exhaustions. We show that for
connected exhaustions, on certain algebras, localised versions of “while” approximation,
“while”-array approximation, and Weierstrass approximation are all equivalent (Theorem
3.2.19). In particular, for a certain total metric algebra RNt of real numbers, local Wei-
erstrass approximation coincides with local Q-polynomial approximation, and all these
localised notions coincide further with GL-computability on R (Theorem 3.3.2).
In Section 4 we extend our main bridging theorem in [55] to the localised case. We
show that for effectively locally uniformly continuous functions, and a wide class of metric
algebras, approximation by “while”-array programs with countable choice is equivalent to
a simple concrete Moschovakis-like “tracking” computational model (Theorem 4.2.13).
All these results for computation on R are combined to obtain (Theorem 4.4.1):
Theorem. Let f : Rn → R be a total function that is effectively locally uniformly contin-
uous. Then the following are equivalent:
(i) f is GL-computable on R,
(ii) f is effectively trackable on R,
(iii) f is effectively locally Q-polynomially approximable on R,
(iv) f is effectively locally uniformly while approximable on RNt ,
(v) f is effectively locally uniformly while-array approximable on RNt ,
(vi) f is effectively uniformly while-array with countable choice approximable on RNp .
(The “locality” referred to here is with respect to a “standard exhaustion” of R.) This
gives us a stable foundation for the idea of a locally computable function based on exhaus-
tions. Next we consider the specification of these functions.
1.3. Algebraic specifications
Algebraic specification methods characterise functions as the solutions of systems of
algebraic formulae that are unique in some sense. By algebraic formulae, we mean equa-
tions
t (x) = t ′(x)
or conditional equations
t1(x) = t ′1(x) ∧ · · · ∧ tk(x) = t ′k(x) → t (x) = t ′(x),
or, more generally, other formulae, based on these, and enjoying some algebraic proper-
ties or customised to the particular algebraic context. For example, in working in metric
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algebras, we have as standard the sort of real numbers to measure distance, so we will
adapt the formulae to include
(i) inequalities between reals (t1 < t2),
and, using the exhaustions, we will adapt these further to include
(ii) localisation (t1 ∈ Vt2 ).
Taking (i) and (ii) together, we form specifications using localised conditional equations
and inequalities, which provide unique solutions, as required.
In Section 5, we show (Theorem 5.1.3):
Theorem. For each signature  and function type τ there exists a signature + that
extends  by functions only, and a finite set E(z) of localised conditional equations and
inequalities over + with natural number variable z such that for any “while”-array pro-
cedure P over , total metric -algebra A, exhaustion (U, V ) of A, and function f of type
τ on A which is defined on U, if f is effectively locally approximable by P with respect
to (U, V ), then f is defined uniquely on A by E(k¯), where k¯ is a numeral effectively
calculable from P . The specification (+, E(z)) is computable from  and τ .
We say that the specification (+, E(z)) is a universal specification for the computably
approximable functions of type τ over all metric -algebras A. Of immediate interest is
the case of the real numbers. Using the total metric algebra RNt with its corresponding
signature  = (RNt ), and the results above, we can derive (Theorem 5.2.1):
Corollary. There is a finite universal specification (+, E(z)), consisting of conditional
equations and inequalities over +, that uniquely defines all locally GL-computable total
functions on R.
From this it is easy to derive (Theorem 5.3.1):
Corollary. There is a finite universal specification (+, E(z)), consisting of conditional
equations and inequalities over +, that uniquely defines all locally GL-computable
dynamical systems on Rn.
Thus, a physical system that can be algorithmically approximated in finite dimensions
can be defined by a finite system of algebraic formulae. Indeed, for each dimension n, there
exists a universal finite system of algebraic formulae that defines all the n-dimensional
systems. We discuss the implications of this last corolllary later (in Section 6.3).
Finally, in Section 6, we give some concluding remarks.
This paper is part of our series on abstract computability theory on many-sorted algebras
and its applications, starting in [49] and most recently surveyed in [52]. Readers should be
familiar with the theory of computing by while programs on abstract many-sorted alge-
bras (as in [52]), and our papers [51,53,55] should preferably be at hand for background
information and some of the proofs.
2. Topological partial algebras and continuity
We briefly survey the basic concepts of topological and metric many-sorted partial alge-
bras. More details can be found in [51,52,55].
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2.1. Basic algebraic definitions
A signature  (for a many-sorted partial algebra) is a pair consisting of (i) a finite set
Sort() of sorts, and (ii) a finite set Func() of (basic) function symbols, each symbol
F having a type s1 × · · · × sm → s, where s1, . . . , sm, s ∈ Sort(); in that case we write
F : s1 × · · · × sm → s. (The case m = 0 corresponds to constant symbols.)
A -product type has the form u = s1 × · · · × sm (m  0), where s1, . . . , sm are
-sorts.
A partial -algebra A has, for each sort s of , a non-empty carrier set As of sort s,
and for each -function symbol F : u → s, a partial function FA : Au → As , where, for
the -product type u = s1 × · · · × sm, we write Au =df As1 × · · · × Asm . (The notation
f : X → Y refers in general to a partial function from X to Y .)
The algebra A is total if FA is total for each -function symbol F .
In this paper the default assumption will be that “algebra” refers to partial algebra.
Given an algebra A, we write (A) for its signature.
Example 2.1.1
(a) The algebra of booleans has the carrierB = {tt, ff} of sort bool. The signature (B)
and algebra B can be displayed as follows:
signature (B)
sorts bool
functions true, false :→ bool,
and, or : bool2 → bool,
not : bool → bool
end
and
algebra B
carriers B
functions tt, ff :→ B,
andB, orB : B2 → B,
notB : B → B
end
(b) The algebraN0 of naturals has a carrierN of sort nat, together with the zero constant
and successor function:
algebra N0
carriers N
functions 0 :→ N,
S : N → N
end
(c) The ring R0 of reals has a carrier R of sort real:
algebra R0
carriers R
functions 0, 1 :→ R,
+,× : R2 → R,
− : R → R
end
(d) The field R1 of reals is formed by adding the multiplicative inverse to the ring R0:
algebra R1
import R0
functions invR : R → R
end
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where
invR(x) =
{
1/x if x /= 0,
↑ otherwise.
Example (d) is a partial algebra.
Throughout this work we make the following Instantiation Assumption about the sig-
natures :
For every sort s of , there is a closed term of that sort, called the default term s of
that sort.
2.2. Adding booleans: standard signatures and algebras
Definition 2.2.1 (Standard signature). A signature  is standard if (i) it contains the signa-
ture of booleans, i.e., (B) ⊆ ; and (ii) the function symbols of  include the conditional
ifs : bool × s2 → s for all sorts s of  other than bool.
Given a standard signature , a sort of  is called an equality sort if  includes an
equality operator eqs : s2 → bool.
Definition 2.2.2 (Standard algebra). Given a standard signature , a -algebra A is stan-
dard if (i) it is an expansion of B; (ii) the conditional operator ifs on each sort s has its
standard interpretation in A; and (iii) the equality operator eqs is interpreted as a partial
identity on each equality sort s, i.e., for any two elements of As , if they are identical,
then the operator at these arguments returns tt if it returns anything; and if they are not
identical, it returns ff if anything.
Two typical examples of partial identity as an interpretation of eqs are: (1) total equality,
where equality is assumed to be “decidable” at sort s; this is appropriate, for example, when
s = nat; (2) the case
eqAs (x, y) =
{↑ if x = y,
ff otherwise,
where equality is “co-semidecidable”; this is appropriate, for example, in our partial real
algebra Rp (Example 2.2.4(c) below).
Any many-sorted signature  can be standardised to a signature B by adjoining the
sort bool together with the standard boolean operations; and, correspondingly, any algebra
A can be standardised to an algebra AB by adjoining the algebra B and the conditional
operator at all sorts, and, where required, the (partial) equality operators at certain sorts.
Throughout this paper, we will assume:
the signature , and the -algebra A, are standard.
Example 2.2.3
(a) A standard algebra of naturalsN is formed by standardising the algebraN0 (Exam-
ple 2.1.1(b)), with (total) equality and order operations on N:
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algebra N
import N0,B
functions ifNnat : B×N2 → N,
eqNnat, less
N
nat : N2 → B
end
(b) The standardised ring of reals (cf. Example 2.1.1(c)):
algebra RB0
import R0,B
functions ifRreal : B× R2 → R,
end
(c) A standard partial algebra Rp on the reals is formed similarly by standardising the
field R1, itself a partial algebra (Example 2.1.1(d)), with partial equality and order
operations on R:
algebra Rp
import R1,B
functions ifRreal : B× R2 → R,
eqRreal, less
R
real : R2 → B
end
where
eqRreal(x, y) =
{↑ if x = y,
ff if x /= y,
and
lessRreal(x, y) =


tt if x < y,
ff if x > y,
↑ if x = y.
The significance of these partial equality and order operations, in connection with com-
putability and continuity, is discussed in [55].
2.3. Adding counters: N-standard signatures and algebras
Definition 2.3.1 (N-standard signature). A signature  is N-standard if (i) it is standard,
and (ii) it contains the standard signature of naturals (2.2.4(a)), i.e., (N) ⊆ .
Definition 2.3.2 (N-standard algebra). Given an N-standard signature , a corresponding
-algebra A is N-standard if it is an expansion ofN.
Any standard signature  can be N-standardised to a signature N by adjoining the
sort nat and the operations 0, S, eqnat, lessnat and ifnat. Correspondingly, any standard -
algebra A can be N-standardised to an algebra AN by adjoining the carrierN together with
the corresponding standard functions.
Example 2.3.3. We can N-standardise the standard partial real algebra Rp (2.2.4(c)) to
form the algebra RNp .
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2.4. Adding arrays: algebras A∗ of signature ∗
Given a standard signature , and standard -algebra A, we expand  and A in two
stages: (1) N-standardise these to form N and AN , as in Section 2.3; and (2) define, for
each sort s of , the carrier A∗s to be the set of finite sequences or arrays a∗ over As , of
“starred sort” s∗.
The resulting algebras A∗ have signature ∗, which extends N by including, for each
sort s of , the new starred sorts s∗, and certain new function symbols to read and update
arrays. Details are given in [51,52].
2.5. Topological partial algebras
We now add topologies to our partial algebras, with the requirement of continuity for
the basic partial functions.
Definition 2.5.1. Given two topological spaces X and Y , a partial function f : X → Y is
continuous if for every open V ⊆ Y , the pre-image
f−1[V ] =df
{
x ∈ X | x ∈ dom(f ) and f (x) ∈ V }
is open in X.
Definition 2.5.2
(a) A topological partial -algebra is a partial -algebra with topologies on the carriers
such that each of the basic -functions is continuous.
(b) An (N-)standard topological partial algebra is a topological partial algebra which is
also an (N-)standard partial algebra, such that the carriers B (and N) have the discrete
topology.
Example 2.5.3
(a) Discrete algebras: The standard algebras B and N of booleans and naturals respec-
tively (Sections 2.1 and 2.2) are topological (total) algebras under the discrete topology.
All functions on them are trivially continuous, since the carriers are discrete.
(b) A topological partial real algebra is formed from the partial real algebraRp (2.2.4(c)),
or its N-standardised version RNp (2.3.3), by giving R its usual topology, and B and N
the discrete topology. Note that the partial operations eqRreal and less
R
real are continuous,
in the sense of Definition 2.5.1 (whereas their total versions are not!).
(c) The N-standard topological total real algebra RNt is defined by
algebra RNt
import RB0 ,N
functions divRnat : R×N → R
end
HereRB0 is the standardised ring of reals (2.2.4(b)),N is the standard algebra of natu-
rals (2.2.4(a)), and divnat is the total (continuous!) function defined by
divnat(x, n) =
{
x/n if n /= 0,
0 if n = 0.
80 J.V. Tucker, J.I. Zucker / Journal of Logic and Algebraic Programming 62 (2005) 71–108
Note that RNt does not contain total boolean-valued functions “<” or “=” on the reals,
since they are not continuous (cf. the partial functions eqreal and lessreal ofRp); nor does it
contain division of reals by reals (since that cannot be total and continuous).
2.6. Metric algebra
A particular type of topological algebra is a metric partial algebra. This is a many-
sorted standard partial algebra A with an associated metric:
algebra A
import RB0
carriers A1, . . . Ar
functions FA1 : Au1 → As1 ,
. . . ,
FAk : Auk → Ask ,
dA1 : A21 → R,
. . . ,
dAr : A2r → R
end
whereRB0 is the standardised ring of reals (Example 2.2.4(b)), the carriers A1, . . . , Ar are
metric spaces with metrics dA1 , . . . , d
A
r respectively, F1, . . . , Fk are the -function symbols
other than d1, . . . , dk , and the (partial) functions FAi are all continuous with respect to
these metrics. (Recall Definition 2.5.1 for the continuity of partial functions. Note that the
metrics dAi are automatically continuous w.r.t. the topology they define.)
Clearly, metric algebras can be viewed as special cases of topological partial algebras.
The carrier B (as well as N, if present) is given the discrete metric, which induces the
discrete topology.
Example 2.6.1. The partial and total real algebrasRp,RNp andRNt (Examples 2.5.3) can
be recast as metric algebras in an obvious way.
A topological algebra A can be expanded to a topological algebra A∗ of arrays over A in
a standard way. Correspondingly, a metric algebra A can be expanded to a metric algebra
A∗.
3. Local uniform While∗ approximations on total metric algebras, Weierstrass
approximability and GL-computability
In [51, Section 9] we showed the equivalence between While∗ approximability and
Weierstrass approximability of total functions on connected total metric algebras (under
certain conditions), and applied this to proving the equivalence between Grzegorczyk–
Lacombe computability on the unit interval [0, 1] and While∗ approximability on a certain
total algebra INt on [0, 1].
The aim of this section is to extend these concepts of computable approximation so as
to apply to non-compact spaces such as the real line R instead of [0, 1]. We do this by con-
sidering effective local notions of uniform approximability and continuity of functions on
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total metric algebras. The key concept for this is that of an open exhaustion of a (subspace
of a) metric space.
The theory in this Section, as in [51, Section 9], will be developed for total metric
algebras in Sections 3.1 and 3.2. In Section 3.3 it will be applied to the total metric algebra
RNt on R.
3.1. Open exhaustions; global and local uniform approximability and continuity
This subsection contains the definitions of the concept of open exhaustion in a metric
space, and corresponding local and global concepts of effective uniform approximability
and effective uniform continuity.
Definition 3.1.1 (Open exhaustion). An open exhaustion in a metric space X is a pair
(U, V ) where V is a sequence of open subsets of X
V = (V0, V1, V2, . . .) and
∞⋃
p=0
Vp = U.
Remark 3.1.2
(1) If (U, V ) is an open exhaustion in X, then U is open in X.
(2) If (U, V ) is an open exhaustion in X, we also say that V is an open exhaustion of
U ⊆ X.
(3) It is often convenient, though not necessary, to assume that the sequence V is increas-
ing, i.e.,
V0 ⊆ V1 ⊆ V2 ⊆ · · · .
In any case we may assume this w.l.o.g., since (at least for the purposes considered
below) we can otherwise replace (U, V ) by the exhaustion (U, V ′), where V ′p =
⋃p
i=0 V ′i .
Example 3.1.3
(a) The trivial exhaustion of a metric space X is (U, V ) where U = X and for all p, Vp =
X.
(b) The standard open exhaustion of Rq (q = 1, 2, . . .) is (Rq, V ), where Vp = (−p, p)q .
(c) The standard open exhaustion of R+ =df {x ∈ R | x > 0}, is (R+, V ), where Vp =
(1/p, p).
Definition 3.1.4 (Connected exhaustion). An open exhaustion (U, V ) of X is said to be
connected if U is connected (as a subspace of X).
We will be concerned mainly with functions f defined (at least) on U , where (U, V ) is a
given open exhaustion of X. We therefore introduce the following definition and notation.
Definition 3.1.5. For any U ⊆ X, a function f : X → Y is total on U if dom(f ) ⊇ U .
We write f : X →
U
Y to indicate that f is total on U .
Later (4.2.10) we will introduce an “effectivity condition” on open exhaustions (which
holds for all the examples in 3.1.3). For now we will frame some effectivity notions with
respect to arbitrary (non-effective) exhaustions.
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Definition 3.1.6 (Effective local uniform approximability). Let X and Y be metric spaces,
and let (U, V ) be an open exhaustion of X. Given a function f : X →
U
Y and a sequence of
functions gn : X →
U
Y (n = 0, 1, 2, . . .), we say that gn approximates f effectively locally
uniformly (or converges effectively locally uniformly to f ) w.r.t. (U, V ) iff there is a recur-
sive function µ : N2 → N such that for all p,m, n and all x ∈ Vp,
m  µ(p, n) ⇒ dY (gm(x), f (x)) < 2−n.
Lemma 3.1.7. If gn approximates f effectively locally uniformly w.r.t. (U, V ), and each
gn is continuous on U, then so is f .
Proof. This is a standard result of real analysis [39] (which holds without the assumption
of recursiveness of µ), but we repeat the proof because of its importance. Let a ∈ U and
 > 0. Then for some p, a ∈ Vp. Choose n such that 2−n  /3. Let m = µ(p, n) (in the
notation of Definition 3.1.6). Then
x ∈ Vp ⇒ d(gm(x), f (x)) < 2−n  /3. (1)
Since Vp is open, we can take δ0 > 0 such that
B(a, δ0) ⊆ Vp, (2)
(where B(a, δ0) is the open ball with centre a and radius δ0). By continuity of gm, there is
δ > 0 such that δ  δ0 and
x ∈ B(a, δ) ⇒ d(gm(x), gm(a)) < /3. (3)
From (1)–(3), we have, for all x ∈ B(a, δ):
d(f (x), f (a)) d(f (x), gm(x)) + d(gm(x), gm(a)) + d(gm(a), f (a))
< /3 + /3 + /3
= . 
As a special case of local uniform approximability with the trivial exhaustion, we have:
Definition 3.1.8 (Effective global uniform approximability). Let X and Y be metric spaces.
Given a total function f : X → Y and a sequence of total functions gn : X → Y (n =
0, 1, 2, . . .), we say:
(a) gn approximates f effectively globally uniformly (or converges effectively globally uni-
formly to f ) on X iff there is a recursive function µ : N → N such that for all m, n and
all x ∈ X,
m  µ(n) ⇒ dY (gm(x), f (x)) < 2−n;
(b) gn fast approximates f globally uniformly on X iff for all n and all x ∈ X,
dY (gn(x), f (x)) < 2−n.
Remark 3.1.9. Given a sequence gn which approximates f effectively globally uniformly,
we can find a subsequence which fast approximates f globally uniformly, namely (assum-
ing w.l.o.g. that µ is increasing) g′n =df gµ(n). Notice that although the functions gn need
not be computable, the construction of this subsequence is effective in the given sequence,
since µ is recursive.
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Similarly, there are “local” and “global” concepts of effective uniform continuity.
Definition 3.1.10 (Effective local uniform continuity). Let X and Y be metric spaces, and
let (U, V ) be an open exhaustion of X. We say that a function f : X →
U
Y is effectively
locally uniformly continuous w.r.t. (U, V ), iff there is a recursive function δ : N2 → N
such that for all p, n and all x, y ∈ Vp:
dX(x, y) < 2−δ(p,n) ⇒ dY (f (x), f (y)) < 2−n.
Again, as a special case of this, relative to the trivial exhaustion of X, we have:
Definition 3.1.11 (Effective global uniform continuity). Let X and Y be metric spaces. We
say that a total function f : X → Y is effectively globally uniformly continuous iff there is
a recursive function δ : N → N such that for all n and all x, y ∈ X:
dX(x, y) < 2−δ(n) ⇒ dY (f (x), f (y)) < 2−n.
3.2. Local uniform While∗ approximability and Weierstrass approximability
Recall the While and While∗ programming languages and their semantics [52]. The
While∗ language includes auxiliary array variables of sort s∗ for each -sort s. Most of our
concepts and results come in two forms, related to the While and to the While∗ languages. 1
Let A be a total metric algebra of signature . Let u be a -product type and s a -sort.
Given a function procedure P : nat × u → s, we write, for any n ∈ N:
PAn =df PA(n, ·) : Au → As.
We turn to open exhaustions in metric algebras. Let (U, V ) be an open exhaustion of
Au.
Definition 3.2.1 (Local uniform While(∗) approximability). A function f : Au →
U
As is
locally uniformly While(∗) approximable on A w.r.t. (U, V ), if there is a While(∗) (N)
procedure P : nat × u → s such that
(i) for all n, the While(∗) computable function PANn is total on U , and
(ii) the sequence of While(∗) computable functions PANn approximates f effectively locally
uniformly w.r.t. (U, V ), i.e., there is a recursive function µ : N2 → N such that for all
p,m, n and all x ∈ Vp,
m  µ(p, n) ⇒ d
(
PA
N
m (x), f (x)
)
< 2−n,
or, in other words:
m  µ(p, n) ⇒ d
(
PA
N
(m, x), f (x)
)
< 2−n.
Remark 3.2.2. An equivalent formulation of part (ii) of this definition is:
(ii′) there is a recursive function µˆ : N → N such that for all m, n and all x ∈ Vn,
1 We will write “While(∗)” for “While or While∗”.
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m  µˆ(n) ⇒ d
(
PA
N
(m, x), f (x)
)
< 2−n.
(Just define µˆ(n) =df µ(n, n), or, conversely, µ(p, n) =df µˆ(max(p, n)). Further, by
Remark 3.1.9, we can replace this by the simpler:
(ii′′) for all n and all x ∈ Vn, d(PAN (n, x), f (x)) < 2−n.
Lemma 3.2.3. If f : Au →
U
As is locally uniformly While(∗) approximable on A w.r.t.
(U, V ), then f is continuous on U .
Proof. This follows from Lemma 3.1.7, since f is locally uniformly approximated by the
functions PANn , which are continuous by the Continuity Theorem [51, Section 6], which
states that all While(∗) computable functions are continuous. 
Again, as a special case of local uniform approximability with the trivial exhaustion of
Au, we have:
Definition 3.2.4 (Global uniform While(∗) approximability). A total function f : Au → As
is globally uniformly While(∗) approximable on A if there is a While(∗) (N) procedure
P : nat × u → s such that
(i) for all n, PANn is total on Au, and
(ii) the sequence PANn approximates f globally uniformly.
Remark 3.2.5. Again, by Remark 3.1.9, we can replace clause (ii) in the definition by the
simpler:
(ii′) for all n and all x ∈ Au, d(PAN (n, x), f (x)) < 2−n.
Next, in order to speak of effective Weierstrass approximability, i.e., effective approxi-
mability by a sequence of terms, we need some terminology in connection with the effective
representation of term evaluation.
Let x ≡ (x1, . . . , xn) : u. Let Termx() be the class of all -terms with variables among
x only, and let Termx,s() be the class of such terms of sort s. The term evaluation repre-
senting function on A relative to x and s is the function
teAx,s : Termx,s()× Au → As
defined by: teAx,s(t, a1, . . . , an) = value of t in As when xi is assigned the value ai (i =
1, . . . , n), where t is the Gödel number of t , and if S is a set of terms, then S is the set
of their Gödel numbers.
Definition 3.2.6 (TEP). The algebra A is said to have the term evaluation property (TEP)
if for all x and s, the term evaluation representing function teAx,s is While computable on
AN .
Many well-known varieties (i.e., equationally axiomatisable classes of algebras) have
the TEP; for example, semigroups, groups, and rings, as well as RNt . For a further discus-
sion of this property, see [51,52].
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Definition 3.2.7 (Effective local and global Weierstrass approximability)
(a) A function f : Au →
U
As is effectively locally -Weierstrass approximable over A w.r.t.
(U, V ) if, for some x : u, there is a total recursive function
h : N → Termx,s()
such that, putting gn(a) =df teAx,s(h(n), a), the sequence gn approximates f effectively
locally uniformly on Au w.r.t. (U, V ).
(b) A total function f : Au → As is effectively globally -Weierstrass approximable over
A if, for some x : u, there is a total recursive function
h : N → Termx,s()
such that, putting gn(a) =df tex,sA(h(n), a), the sequence gn approximates f effec-
tively globally uniformly on Au.
(c) Effective local and global ∗-Weierstrass approximability are defined similarly, by
replacing “” by “∗” and “teAx,s” by “teA
∗
x,s”.
We can rewrite parts (a) and (b) of this definition as follows. The function f : Au →
U
As
is effectively locally (or globally) -Weierstrass computable if there is an effective infinite
sequence of terms t0, t1, . . ., all with variables contained in x : u, such that, writing
gn(a) = value of tn when x has the value a ∈ Au,
the sequence gn approximates f effectively locally (or globally, respectively) uniformly
on Au w.r.t. (U, V ).
Lemma 3.2.8. For any open exhaustion (U, V ) of Au, a function f : Au →
U
As is effec-
tively locally -Weierstrass approximable w.r.t. (U, V ), iff it is effectively locally ∗-Wei-
erstrass approximable w.r.t. (U, V ).
Proof. This follows from the ∗/ Conservativity Theorem [52, Section 3.15], which
states that every ∗-term of a sort in , all of whose variables are also of sorts in  only,
can be effectively transformed to a semantically equivalent -term. 
We shall therefore speak of “effective local (or global) Weierstrass approximability” to
mean effective local (or global) - or ∗-Weierstrass approximability.
We apply these ideas to approximability on R.
Definition 3.2.9 (Q-polynomial definability on R). Let
Polyqx = Q[x1, . . . , xq ]
be the set of polynomial expressions in x ≡ x1, . . . , xq with rational coefficients. A func-
tion f : Rq → R isQ-polynomially definable on R if it is explicitly definable by a term in
Polyqx .
Lemma 3.2.10 (Equivalence of explicit and Q-polynomial definability on R). A (RNt )-
term of sort real can be effectively transformed to a semantically equivalentQ-polynomial.
Proof. Briefly: we eliminate all occurrences of the “if” operator in the term, using con-
nectedness of Rq [51, Section 9, Lemma 2]. The result can easily be expressed as a Q-
polynomial. 
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Definition 3.2.11 (Effective local and global Q-polynomial approximability on R). Let
valxq : Polyqx× Rq → R
be the standard evaluation of Polyqx in R.
(a) A function f : Rq →
U
R is effectively locally Q-polynomially approximable on R w.r.t.
an exhaustion (U, V ) of Rq if there is a total recursive function
h : N → Polyqx
such that, putting gn(a) =df valqx(h(n), a), the sequence gn approximates f effectively
locally uniformly on Rq w.r.t. (U, V ).
(b) Effective global Q-polynomial approximability of a total function on R, or on a sub-
interval of R, is defined in the obvious way.
Recall the definition (3.2.7) of Weierstrass approximability.
Lemma 3.2.12 (Equivalence of Weierstrass and Q-polynomial approximability on R).
Effective local (or global) Weierstrass approximability over RNt corresponds to effective
local (or global) Q-polynomial approximability on R.
Proof. By Lemma 3.2.10. 
Example 3.2.13
(a) The functions ex and sin(x) are effectively locallyQ-polynomially approximable w.r.t.
the standard open exhaustion of R (Example 3.1.3(b)) by the partial sums of their Tay-
lor expansions, but not effectively globally uniformly approximable by any sequence
of polynomials, as can be seen by considering their rate of growth as x → ∞.
(b) The function tan(x) is effectively locally Q-polynomially approximable, by the partial
sums of its Taylor expansion, w.r.t. the exhaustion (U, V ), where
U = R\
{(
k + 1
2
)
 | k = 0,±1,±2, . . .
}
and
Vp =
p⋃
k=−p
((
k − 1
2
)
+ 1
p
,
(
k + 1
2
)
− 1
p
)
(p = 1, 2, . . .).
Going back to the general case, we are looking for a local uniform version of the The-
orem in [51, Section 9] (i.e., Corollary 3.2.20 below). As in [51, Section 9], we need a
special condition in each direction: for
“effective local Weierstrass ⇒ effective local uniform While(∗)”
we need the TEP, and for
“effective local uniform While(∗) ⇒ effective local Weierstrass”
we need the BCP (boolean computability property):
Definition 3.2.14 (BCP). A -algebra A has the boolean computability property (BCP) if
for any closed -boolean term b, its valuation bA (=tt or ff, by totality) can be effectively
computed, or (equivalently) there is a recursive function
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f : Term∅,bool() → B
with f (b) = bA (where Term∅,bool() is the set of closed boolean -terms).
Example 3.2.15 (Counterexample for BCP). Let A be the standard algebra of naturalsN
(Example 2.2.4(a)) expanded by some non-recursive function f : N → N. Then A does
not have BCP, since otherwise there would be an algorithm for f at input n by testing in
turn the booleans f(n¯) = 0¯, f(n¯) = 1¯, f(n¯) = 2¯, . . . (where n¯ is the numeral for n).
On a more positive note:
Example 3.2.16. RNt has both the TEP and the BCP.
In the following lemma, A need not be a metric algebra (cf. [51, Section 9, Lemma 4]).
Lemma 3.2.17. Suppose A has the TEP. Given variables x : u, let
h : N → Termx,s()
be a total recursive function. Then there is a While(N) procedure P : nat × u → s such
that for all a ∈ Au and n ∈ N,
PA
N
(n, a) = teAx,s(h(n), a).
For the converse direction, we need a “local” version of Lemma 5 in [51, Section 9]:
Lemma 3.2.18. Suppose A is a total metric algebra with the BCP, and U is a connected
subset of Au. Let P : nat× u → s be a While(∗) procedure over AN which defines a func-
tion
PA
N : N× Au →
U
As.
Then there is a total recursive function h : N → Termx,s() such that for all a ∈ U and
n ∈ N,
teAx,s(h(n), a) = PA
N
(n, a).
The proof uses (i) connectedness of U and totality of A to show that any boolean test
gives a constant value (true or false) independent of the state (i.e., assignment of values a
to x), and (ii) the BCP to effectively decide such a test by evaluating any closed instance
of the boolean term (which exists by the Instantiation Assumption).
We now have a local version of the Theorem in [51, Section 9].
Theorem 3.2.19 (Local uniform approximability: equivalent versions). Suppose A is a
total metric algebra with the TEP and BCP, and (U, V ) is a connected open exhaustion of
Au. Let f : Au →
U
As . Then the following are equivalent:
(i) f is effectively locally uniformly While approximable on A w.r.t. (U, V );
(ii) f is effectively locally uniformly While∗ approximable on A w.r.t. (U, V );
(iii) f is effectively locally Weierstrass approximable on A w.r.t. (U, V ).
Proof. From Lemmas 3.2.17 and 3.2.18. 
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As a special case, using the trivial exhaustion (Example 3.1.3(a)), we derive the “global
uniformity” theorem in [51, Section 9]:
Corollary 3.2.20 (Global uniform approximability: equivalent versions). Suppose A is a
total metric algebra with the TEP and BCP, and Au is connected. Let f : Au → As be a
total function. Then the following are equivalent:
(i) f is globally uniformly While approximable on A;
(ii) f is globally uniformly While∗ approximable on A;
(iii) f is effectively Weierstrass approximable on A.
3.3. Application to computability on R: GL-computability
Now we concentrate on computability on the metric space R. We introduce a concrete
model of computability on R: Grzegorczyk–Lacombe (GL) computability, and compare
it to the model of the last subsection, local uniform While(∗) approximability, applied to
the total metric algebra RNt . We show that these are equivalent, under the assumption of
effective local uniform continuity.
Definition 3.3.1 (GL-computability)
(1) A function f : Rq →
U
R is GL (Grzegorczyk/Lacombe) computable on R w.r.t. (U, V ),
if:
(i) f is sequentially computable on U , i.e., f maps every computable sequence of
points in U into a computable sequence of points in R;
(ii) f is effectively locally uniformly continuous w.r.t. (U, V ).
(2) A total function f : [0, 1]q → R is GL computable on [0, 1]q if:
(i) f is sequentially computable on [0, 1]q ;
(ii) f is effectively globally uniformly continuous on [0, 1]q .
GL-computability was developed in [14,15,24]. Our definition follows the version given
in [35]. Note that it is an example of a concrete model, since it depends on the representa-
tion of computable numbers.
In [51,53] we studied the class of functions (total and) GL computable on [0, 1]q . In
this paper we study the functions GL computable on Rq , with respect to the standard open
exhaustion of R (Example 3.1.3(b)). Note that below, in connection with computing on R,
“local” concepts (such as “local uniform computability” and “local uniform continuity”)
will refer to this exhaustion.
The following theorem uses an adaptation of the argument for the Theorem in Section
10 of [51] (which applies to I ) to the whole real line.
Theorem 3.3.2. Let f : Rq → R be total. Then, w.r.t. the standard exhaustion of R, the
following are equivalent:
(i) f is locally uniformly While(RNt ) approximable on R;
(ii) f is locally uniformly While∗(RNt ) approximable on R;
(iii) f is effectively locally Q-polynomially approximable on R;
(iv) f is GL-computable on R.
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Proof. Since Rq is connected, and RNt has the TEP and BCP, the equivalence of the first
three assertions is a special case of Theorem 3.2.19, since on R (by Lemma 3.2.12) effec-
tive local Weierstrass approximability means effective local polynomial approximability.
The equivalence of (iii) and (iv) is stated in [35] and proved in detail for the simpler case
with I instead of R. The extension to the present case is routine. (Cf. [35, Ch. 0, Theorem
6].) Note, in this connection, that effective local polynomial approximability on R implies
effective local uniform continuity of f (part of the definition of GL-computability). 
Remark 3.3.3
(a) The historical remark given in [51, Section 10] for the Theorem there, detailing the
work in [34,40], applies just as well to the present theorem.
(b) From this theorem it follows that either local uniform While(∗) computability onRNt , or
effective local Q-polynomial approximability on R (i.e., any one of conditions (i), (ii)
or (iii)) implies effective local uniform continuity on R, this being part of the definition
of GL-computability. In [35] this is proved directly for condition (iii), as part of the
proof of (iii) ⇒ (iv).
(c) In this theorem we restrict our attention to total functions and the standard exhaustion
of Rq , since that is how the proof of the equivalence (iii) ⇔ (iv) is given (essentially)
in [35]. We conjecture this equivalence, and hence this theorem, is true more generally,
for functions f : Rq →
U
R and open exhaustions (U, V ) which are connected and for
which the relation {(x, p) ∈ R×N | x ∈ Vp} is α0-semicomputable. (Cf. Definition
4.2.8(c); here α0 is some standard enumeration of the rationals.)
4. WhileCC∗ approximability on partial metric algebras and tracking computability
In Section 3 we compared an abstract model (effective local While∗ approximability
on the total metric algebra RNt of reals) and a concrete model (Gzregorczyk–Lacombe),
of computability on R, which were shown to be equivalent for total functions. Here we
consider another abstract model (WhileCC∗ approximability on metric partial algebras)
in Section 4.1, and another concrete model (computability on metric partial algebras via
enumerations) in Section 4.2. We prove these equivalent for partial functions f on such
algebras under a number of general assumptions, including effective local uniform con-
tinuity of f (Theorem 4.2.13). Then in Section 4.3 we apply this equivalence result to
computation on R, using the partial real metric algebra RNp . Finally, in Section 4.4, we
connect these models of computation on R with the models of Section 3, thus proving the
equivalence of the two abstract modelsRNt andRNp , for total effectively locally uniformly
continuous functions on R.
4.1. WhileCC∗ approximability
We recall the definition of WhileCC∗() computability (While∗() with “countable
choice”) and WhileCC∗() approximability given in [55, Section 3].
To briefly review the WhileCC (and WhileCC∗) programming languages: as defined
in [55], they are like the While (and While∗) languages, with an extra “choose” rule of
program term formation:
choose z : b,
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where z is a variable of sort nat and b is a boolean term. In this paper we give a slightly
more general syntax for WhileCC, namely:
• term formation is defined without any reference to the “choose” operator, but
• assignment is defined more generally, by the three cases:
(i) x := t (simultaneous assignment),
(ii) x := choose z : b(z, . . .),
(iii) x := choose z : P(z, . . .),
where z is a variable of sort nat, and in (ii) b(z, . . .) is a boolean term, and in (iii) P(z, . . .)
is a semicomputable predicate of z (and other variables), i.e., the halting set of a WhileCC
function procedure with z among its input variables.
Remark 4.1.1. As is easily seen, cases (i) and (ii) alone give a programming language
equivalent to that in [55]. The new case (iii) extends this language. This permits us to derive
the WhileCC∗ Archimedean property, used in the proof of the Completeness Theorem
4.2.13, from the assumption of WhileCC∗-semicomputability (cf. Remark 4.2.11 below).
In [55] an algebraic operational semantics is given for WhileCC, whereby a WhileCC
procedure P : u → v has a meaning in an N-standard -algebra A:
PA : Au → P+ω (Av ∪ {↑}), (4)
where P+ω (X) is the set of all countable non-empty subsets of X, and “↑” represents a
divergent computation.
Note that the semantic definition in [55] can be adapted without difficulty to the version
of WhileCC as defined above (i.e., including case (iii)), leading again to a semantics for
procedures as in (4).
Now let A be a metric partial -algebra, and let U be an open subset of Au.
Definition 4.1.2 (Uniform WhileCC∗ approximability). A function f : Au →
U
As is uni-
formly approximable on U by a WhileCC∗() procedure P : nat × u → s if for all n ∈ N
and all a ∈ Au:
a ∈ U ⇒ ↑/∈ PA(n, a) ⊆ B(f (a), 2−n),
where B(a, δ) is the open ball with centre a and radius δ.
Note that the concept of uniform WhileCC∗ approximability, unlike that of local uni-
form While∗ approximability, does not refer explicitly to an exhaustion (U, V ), only to the
set U ⊆ Au.
4.2. Metric algebras with enumerations; tracking computability
Let A be an N-standard metric -algebra. Let X be a family 〈Xs | s ∈ Sort()〉 of sub-
sets Xs ⊆ As . Each Xs can be viewed as a metric subspace of the metric space As .
Definition 4.2.1. An enumeration of X is a family
α = 〈αs : sXs | s ∈ Sort()〉
of surjective maps αs : sXs , for some family
 = 〈s | s ∈ Sort()〉
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of sets s ⊆ N. The family X is said to be enumerated by α. We say that α : X is an
enumeration of X, and call the pair (X, α) an enumerated Sort()-family of subspaces of
A. (The notation “” denotes surjections, or onto mappings.)
We also write s = α,s to make explicit the fact that s = dom(αs), and we use the
notation uα = α,s1 × · · · × α,sm and Xu = Xs1 × · · · × Xsm where u = s1 × · · · × sm.
Assume now that A is an N-standard metric -algebra and (X, α) is an enumerated
Sort()-family of subspaces of A, with enumeration α : X.
Definition 4.2.2 (Tracking functions)
(a) Let f : Au ·→As and ϕ : Nm ·→N. Then ϕ is a strict α-tracking function for f if the
following diagram commutes:
in the sense that for all k = (k1, . . . , km) ∈ uα , and writing αu(k) = (αs1(k1), . . . ,
αsm(km)):
ϕ(k) ↓ ⇒ ϕ(k) ∈ α,s ∧ f (αu(k)) ↓ αs(ϕ(k)), (5)
ϕ(k) ↑ ⇒ f (αu(k)) ↑ .
(b) Suppose dom(f ) ⊇ U , i.e., f : Au →
U
As . Then ϕ is an α-tracking function for f on U
if for all k ∈ uα such that αu(k) ∈ U ,
ϕ(k) ↓∈ α,s ∧ f (αu(k)) ↓ αs(ϕ(k)).
Definition 4.2.3 (α-computability)
(a) The function f : Au ·→As is strictly α-computable if it has a (partial) recursive strict
α-tracking function.
(b) The function f : Au →
U
As is α-computable on U if it has a recursive α-tracking func-
tion on U .
Remark 4.2.4
(a) Note that (5) implies that
f Xu : Xu ·→Xs
and
ϕuα : uα ·→α,s .
(b) In the situation of Definition 4.2.3, we are not concerned with the behaviour of ϕ off
uα , or of f off Xu, or (in the case of part (b)) of f off U .
We now consider the case where X is a subalgebra of A. This means that all the basic
-functions of X, including the metrics, are retracts of the corresponding functions of A.
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Definition 4.2.5 (Enumerated -subalgebra). Let X be a -subalgebra of A. An enumer-
ation α of X, together with a family of tracking functions for its operations, is called an
enumerated -subalgebra of A.
Definition 4.2.6 (-effective enumeration). The enumeration α is said to be strictly -
effective if all the basic -functions on A (including the metrics) are strictly α-computable.
Discussion 4.2.7 (Computational closure). Let X be a subspace of A, enumerated by α.
We define a family
Cα(X) = 〈Cα(X)s | s ∈ Sort()〉
of sets Cα(X)s of α-computable elements of As , i.e., limits in As of effectively convergent
Cauchy sequences (to be defined below) of elements of Xs , so that
Xs ⊆ Cα(X)s ⊆ As,
with corresponding enumerations
α¯s : α¯,sCα(X)s.
Writing α¯ = 〈α¯s | s ∈ Sort()〉, we call the enumerated subspace (Cα(X), α¯) the comput-
able closure of (X, α) in A.
The sets α¯,s ⊆ N consist of codes for Cα(X)s (w.r.t. α), i.e., pairs of numbers c =
〈e,m〉 where
(i) e is an index for a total recursive function defining the function α ◦ {e} : N → Xs , i.e.,
the sequence
αs({e}(0)), αs({e}(1)), αs({e}(2)), . . . , (6)
of elements of Xs , and
(ii) m is an index for a modulus of convergence for this sequence:
∀k, l  {m}(n) : di (α({e}(k)), α({e}(l))) < 2−n.
For any such code c = 〈e,m〉 ∈ α¯,s , α¯s(c) is defined as the limit in As of the Cauchy
sequence (6), and so Cα(X)s is the range of α¯s :
As explained in [55] (and cf. Remark 3.1.9), we get an equivalent theory if we assume
that the sequences (6) are fast Cauchy sequences, i.e., the moduli of convergence are always
the identity function on N, and so work with “e-codes” instead of “c-codes” as elements
of α¯ .
We are generally interested in α¯-computable (rather than α-computable) functions on
A as our model of concrete computability on A. The best known non-trivial example of
an enumerated subspace and its extension to a subspace of α-computable elements, is the
subspace of rationalsQ ⊂ R and its extension to the recursive reals, considered in Section
4.3.
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Fix a -product type u. We consider notions of semicomputability on Au corresponding
to both models of computability.
Definition 4.2.8 (Notions of semicomputability)
(a) The halting set of a WhileCC∗ procedure P : u → v on A is the set
{a ∈ Au | PA(a)\{↑} /= ∅}.
(b) A subset of Au is WhileCC∗-semicomputable if it is the halting set of some WhileCC∗
procedure.
(c) A set U ⊆ Au is α¯-semicomputable if there is an r.e. relation S ⊆ Nm such that
α¯−1[U ] =df {c ∈ uα¯ | α¯(c) ↓∈ U} = S ∩ uα¯.
Lemma 4.2.9 (Domains of definition)
(a) Suppose U is WhileCC∗-semicomputable. If f : Au →
U
As is uniformly WhileCC∗ ap-
proximable on U, then it is approximable by a procedure P : nat × u → s which
diverges off U, i.e. (cf. Definition 4.1.2),
a ∈ Au\U ⇒ PA(n, a) = {↑}.
(b) Suppose U is α¯-semicomputable. If f : Au →
U
As is α¯-computable on U, then it is α¯-
computable by a recursive tracking function ϕ which diverges on uα¯\(α¯)−1[U ], i.e.,
for all c ∈ uα¯,
ϕ(c) ↓ ⇐⇒ α¯(c) ∈ U.
Proof. The proofs use standard computability-theoretic arguments. For part (b), for exam-
ple: by assumption, α¯−1[U ] = S ∩ uα¯ for some r.e. S, and f has a recursive α-tracking
function ϕ′ on U . We modify ϕ′ to a recursive tracking function ϕ as desired, with the fol-
lowing algorithm: “With input k, generate the elements of S until k appears. Then compute
ϕ′(k)”. Part (a) is handled similarly. 
We now consider computability concepts of open exhaustions.
Definition 4.2.10 (WhileCC∗ computability concepts of open exhaustions). An open exhaus-
tion (U, V ) of Au is said to be
(a) WhileCC∗-semicomputable if the relation
LocA(a, p) =df a ∈ Vp
is WhileCC∗-semicomputable;
(b) WhileCC∗-computably open if there is a WhileCC∗-computable function
γ : Au ×N → N
such that for all p and all a ∈ Vp,
B(a, 2−γ (a,p)) ⊆ Vp.
Remark 4.2.11 (WhileCC∗-computable Archimedean property of open exhaustions). If
(U, V ) is WhileCC∗-semicomputable, then there is a WhileCC∗ procedure Ploc : u → nat
which, given a ∈ Au, produces some p such that a ∈ Vp, i.e.,
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PAloc(a) =
{{p | a ∈ Vp} if a ∈ U,
{↑} otherwise.
This procedure can be simply defined as
Ploc(x) ::= choose p : Loc(x, p).
This WhileCC∗-computable Archimedean property of (U, V ) was used explicitly as an
assumption in the Completeness Theorem C in [55]. In the present formulation of this
theorem (4.2.13), this assumption is replaced by the assumption of WhileCC∗-semicom-
putability of (U, V ), since it can be derived from the latter, as shown above. This was not
possible in [55] with its more restrictive version of the “choose” construct (cf. Remark
4.1.1).
Lemma 4.2.12. If (U, V ) is WhileCC∗-semicomputable, then so is U .
Proof. U is the halting set of Ploc (in the notation of the Remark 4.2.11). 
The next theorem is a mild generalisation of the Completeness Theorem (Theorem C)
in [55] (see Remark 4.2.14 below).
Theorem 4.2.13 (Completeness: equivalence of abstract and concrete models). Let A be
an N-standard partial metric -algebra, with an enumerated Sort()-subspace (X, α).
Suppose the enumerated Sort()-space (Cα(X), α¯) of α-computable elements of A is a
-subalgebra of A. Assume also that for all -sorts s,
(i) α¯ is strictly -effective,
(ii) Xs is dense in As, and
(iii) αs : N → As is WhileCC∗-computable on A.
For a given -sort s and -product type u, let (U, V ) be an open exhaustion in Au and let
f : Au →
U
As be a function on A such that
(iv) (U, V ) is WhileCC∗-semicomputable and WhileCC∗-computably open, and
(v) f is effectively locally uniformly continuous w.r.t. (U, V ).
Then the following are equivalent:
(1) f is uniformly WhileCC∗() approximable on U,
(2) f is α¯-computable on U .
Proof. (Outline): This follows along the lines of the proof of the Completeness Theorem
C in [55]. The soundness direction (1) ⇒ (2) constructs an α¯-tracking function for f on
U from a uniform sequence of α¯-tracking functions for the WhileCC-approximations to
f . This uses assumption (i), i.e., -effectiveness of α¯. (A deterministic version of this
direction, i.e., without “choose”, was proved in [47].)
The adequacy direction (2) ⇒ (1) uses assumptions (ii)–(v). The following is an infor-
mal overview of this direction. (See Fig. 1.)
Given the assumptions (ii)–(iv) of the theorem, suppose f : Au →
U
As is α¯-computable
on U by ϕ : uα¯ ·→α¯,s . (In the figure, we represent ϕ as mapping uα to α,s , rather than
uα¯ to α¯,s , as a convenient simplification.) We must describe a WhileCC∗() procedure
which approximates f on A.
Let x ∈ U , and suppose f (x) ↓ y. By the density of Xu = ran(αu) in Au, and by
the openness of U , for each n we can find (using the “choose” operator, as well as the
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WhileCC∗ computability of α) an element kn of uα such that xn =df αu(kn) ∈ U , and
also d(xn, x) < 2−n.
Now compute an element ln of uα which is a close approximation to f (kn), or rather to
f (const(kn)), where const(k) is a standard index for the constant function onNwith value
k. More precisely, let e′n =df f (const(kn)), and let ln =df {e′n}(n). Then d(α(ln), α¯(e′n)) <
2−n. Put yn = α(ln). We must now check that the mapping (x, n) → yn defined above is
WhileCC∗ computable, and approximates f . By assumption (v): effective local uniform
continuity of f w.r.t. (U, V ), since (xn)n is a fast Cauchy sequence with limit x, (yn)n is
a Cauchy sequence with limit y and WhileCC∗ computable modulus of convergence. In
fact we can assume w.l.o.g. that d(yn, y) < 2−n (cf. Remark 3.1.9). Note that WhileCC∗
computability of yn (as a function of x and n) uses the WhileCC∗ computability of α.
Hence we can define a WhileCC∗ procedure P : nat × u → s with PA(n, x) equal to the
set of all such yn, obtainable in this way from all possible implementations of the “choose”
operator. Hence f is computably approximable by P . 
Remark 4.2.14 (Connection with Completeness Theorem of [55]). There are two slight dif-
ferences between the formulations of the Completeness Theorem here and in [55, Theorem
C]:
(1) In [55], assumption (iv) includes the assumption of the WhileCC∗-computable Archi-
medean property of the exhaustion (U, V ). In the present formulation, this assumption
is replaced by (and derived from) the assumption of WhileCC∗-semicomputability of
(U, V ), as explained in Remark 4.2.11.
(2) The present formulation, with U ⊇ dom(f ), apparently generalises that in [55], where
it was assumed that U = dom(f ). However the present formulation could in any case
be derived from the version in [55], by replacing f by its restriction to U .
From the Completeness Theorem 4.2.13, together with Lemmas 4.2.12 and 4.2.9, we
infer:
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Corollary 4.2.15 (Corollary to Completeness Theorem). Under the assumptions of Theo-
rem 4.2.13, including (i)–(v), together with
(vi) U is α¯-semicomputable,
and assuming either (1) or (2), we may conclude:
(1+) f is uniformly WhileCC∗() approximable on U by a procedure which diverges off
U, and
(2+) f is α¯-computable on U by a partial recursive tracking function which diverges off
(α¯)−1[U ].
4.3. Application to computability on R
Let
α0 : N → Q
be a (fixed, standard) enumeration of the rationals. From this we construct the set
C0 = Cα0(Q)
of recursive reals, with enumerations
α¯0 : 0C0.
Note that α0 is While∗ computable over RNp . Further, Q is dense in R, C0 is a subfield of
R, and α¯0 is (RNp )-effective. We then have, as a corollary to Theorem 4.2.13:
Theorem 4.3.1. Suppose f : Rq →
U
R is effectively locally uniformly continuous w.r.t.
(U, V ), where (U, V ) is a WhileCC∗(RNp )-semicomputable open exhaustion of Rq . Then
the following are equivalent:
(i) f is α¯0-computable on U
(ii) f is uniformly WhileCC∗(RNp ) approximable on U .
Here and below we use notation such as “While∗(A)” for the While∗((A)) program-
ming language, etc.
Note that Theorem 4.3.1 applies in particular to total functions on Rq which are effec-
tively locally uniformly continuous w.r.t. the standard open exhaustion of Rq .
4.4. Equivalence of all the models for total functions on R
We connect all the models considered so far in Sections 3 and 4 for total functions on
R.
Theorem 4.4.1. Suppose f : Rq → R is total and effectively locally uniformly continu-
ous. Then the following are equivalent:
(i) f is GL-computable on R,
(ii) f is α¯0-computable on R,
(iii) f is effectively locally Q-polynomially approximable on R,
(iv) f is locally uniformly While(RNt ) approximable on R,
(v) f is locally uniformly While∗(RNt ) approximable on R,
(vi) f is uniformly WhileCC∗(RNp ) approximable on R.
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Note that the local uniform continuity and approximability in the statement all refer to
the standard open exhaustion of Rq .
Note also that in comparing (v) with (vi), local uniform While∗(RNt ) approximability
corresponds to global uniform WhileCC∗(RNp ) approximability.
Proof. (Outline). The equivalence of (i), (iii), (iv) and (v) is Theorem 3.3.2. The equiv-
alence of (ii) and (vi) is Theorem 4.3.1. Finally, we can show the equivalence of the two
concrete models (i) and (ii). We omit details. 
Remark 4.4.2. We state this theorem for total functions, and the standard exhaustion of
Rq , since those were the assumptions in Theorem 3.3.2. We conjecture the theorem is true
more generally (cf. Remark 3.3.3).
Next, by working with the corresponding models over the unit interval [0, 1] with the
trivial exhaustion, we obtain:
Theorem 4.4.3. Suppose f : [0, 1]q → R is total and effectively uniformly continuous.
Then the following are equivalent:
(i) f is GL-computable on [0, 1],
(ii) f is α¯0-computable on [0, 1],
(iii) f is effectively Q-polynomially approximable on [0, 1],
(iv) f is uniformly While(INt ) approximable on [0, 1],
(v) f is uniformly While∗(INt ) approximable on [0, 1],
(vi) f is uniformly WhileCC∗(INp ) approximable on [0, 1].
Here α0 is a standard effective enumeration of the rationals between 0 and 1, and INt
and INp are algebras on [0, 1] defined analogously to RNt and RNp respectively.
Note that this is a re-formulation of the Theorem in [51, Section 10], with the added
assumption of effective uniform continuity of f , and more equivalences ((ii) and (vi))
added.
5. Algebraic specifications of GL-computable functions on the reals
In this section we modify the theory of [53, Section 6] for compact intervals to obtain a
universal algebraic specification for computably approximable functions on R, from which
we obtain a universal specification for dynamical systems on Euclidean n-space.
5.1. Universal specification of While∗-approximable functions on metric algebras
We begin with a universal algebraic specification over N-standard metric algebras. This
specification consists of finitely many algebraic formulae over the signature that are “local-
ised” with respect to an exhaustion.
Let  be an N-standard signature, u → s a -function type, and A a total N-standard
metric -algebra.
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Definition 5.1.1 (Conditional localised equations and inequalities)
(a) Conditional -equations are formulae of the form
P1 ∧ · · · ∧ Pn → P, (7)
where n  0 and the atoms Pi and P are equations (t1 = t2) where t1 and t2 have the
same -type (for any -type).
(b) Conditional -equations and inequalities are as in (a), except that the atoms in (7) may
also be real inequalities (t1 < t2) where t1 : real and t2 : real.
(c) Conditional localised -equations and inequalities w.r.t. u → s are as in (b), except
that the atoms in (7) may also be localising atoms Loc(t1, t2) (meaning “t1 ∈ Vt2 ”)
where t1 : u and t2 : nat.
Note that clause (c) in the definition extends the concept of “conditional equations and
inequalities”, introduced in [53], by the addition of “localising atoms”.
Our specification language for functions on exhaustions is based on conditional local-
ised equations and inequalities. The equality operator “=” and inequality operator “<” on
the reals, and the locality predicate “Loc” belong to the specification language, but are not
in the signature of the metric algebras.
Suppose (U, V ) is an open exhaustion of Au, and f : Au →
U
As .
Definition 5.1.2 (Conditional localised equational or inequality specification)
(a) A conditional localised -equational or inequality specification of f on A w.r.t. (U, V )
has the form
(′, E),
where ′ is an expansion of  by function symbols including “f” (for f ), and E is
a finite set of conditional ′-localised equations and inequalities w.r.t. u → s, which
specifies f uniquely on U , i.e.,
(i) (A, f ) |= E, and
(ii) for any f ′ : Au →
U
As , if (A, f ′) |= E then f ′U = f U .
(b) A conditional -equational or inequality specification of f on A is defined as above,
except that E contains no localising atoms.
By adapting the proof of Theorem 2 of [53, Section 6] to local uniform While∗-approx-
imability, we can show:
Theorem 5.1.3 (Universal conditional localised equational or inequality specification of
While∗ approximable functions). For each -function type u → s we can effectively find a
signature ∗u,s which expands ∗ by function symbols only, and a finite conditional local-
ised equational or inequality specification(
∗u,s, Eu,s(z)
) (8)
which is universal for all locally uniformly While∗-approximable functions of type u → s,
w.r.t. any open exhaustion (U, V ) of Au. More precisely, the specification (8) contains
a distinguished natural number variable z such that for every While∗() procedure P :
nat × u → s, total metric -algebra A, open exhaustion (U, V ) of A and
function f : Au →
U
As, if f is locally uniformly approximable on A by P w.r.t. (U, V ),
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then (∗u,s, Eu,s(k¯)), where k = P , specifies f on A w.r.t. (U, V ), with hidden sorts
and functions.
Remark 5.1.4
(a) The localising atoms in the conditional specifications in this theorem are only needed
on the l.h.s. of the conditional equations, and only in the form “Loc(x, n)” for variables
x : u and n : nat.
(b) The “hidden sorts” mentioned are (only) the starred sorts s∗ for all -sorts s.
5.2. Universal specification of GL-computable functions
Now consider in particular the total real algebra RNt . For convenience we display its
complete definition in Fig. 2.
Let GLT (Rq → R) be the class of total functions f : Rq → R that are GL-computable
on R. By combining and further developing Theorems 5.1.3 and 3.3.2 we will prove (cf.
Theorem 3 of [53, Section 6], which applies to [0, 1] instead of R):
Theorem 5.2.1 (Universal conditional equational or inequality specification of GL-com-
putable functions). For each q > 0 we can effectively find a signature q which is an
expansion of (RNt ) by finitely many function symbols, and a finite conditional equational
or inequality specification (q, Eq(z)) which is universal for specifications of GLT (Rq →
R), in the following sense: it contains a distinguished natural number variable z such
Fig. 2.
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that each function f ∈ GLT (Rq → R) is specified (with hidden functions) by a suitable
substitution instance (q, Eq(k¯)), where k can be found effectively from a GL-code for f .
Proof. Suppose f ∈ GLT (Rq → R). By Theorem 4.4.1, there is a While(RNt ) function
g : N× Rq → R
which approximates f locally uniformly (w.r.t. the standard open exhaustion), in the sense
that for all n and x ∈ Rq :
−n < x < n ⇒ d(f (x), g(n, x)) < 2−n, (9)
(cf. Remark 3.2.2) where d is the standard metric on the reals: d(x, y) = |x − y|. Next, by
the Universal Function Theorem for While(RNt ) ([52, Section 4.9], [53, Section 4.4]) there
is a While(RNt ) function
Gq : N×N× Rq → R
which is universal for While(RNt ) functions of type nat × realq → real, and so there exists
k such that for all n and x ∈ Rq :
Gq(k, n, x) = g(n, x). (10)
Note that k can be found effectively from a While((RNt )) index for g, which in turn can
be found effectively from a GL index for f . Note also that Gq is µPR computable on
RNt [52, Theorem 8] and we can effectively find a µPR derivation for Gq from its While
procedure.
From (9) and (10), for all n and x ∈ Au,
−n < x < n ⇒ d(f (x),Gq(k, n, x)) < 2−n. (11)
The signature q expands (RNt ) by the functions listed below, and Eq(z) consists of
conditional equational and inequality specifications for these functions, as follows:
(i) the function negexp : N → R, where negexp(n) = 2−n, used for assertions about com-
putable approximations, together with its primitive recursive equational specification
negexp(0nat) = 1real, negexp(S(z)) = divnat(negexp(z), S(S0));
(ii) the embedding iN : N ↪→ R, together with its primitive recursive equational specifi-
cation
iN(0nat) = 0real, iN(S(n)) = iN(n) + 1;
(iii) the function f and the “universal approximating function” Gq and the conditional
inequality (11) connecting the two:
(−iN(n) < x) ∧ (x < iN(n)) → d(f(x),Gq(z, n, x)) < negexp(n) (12)
which can be re-written without the metric “d” as a pair of conditional inequalities:
(−iN(n) < x) ∧ (x < iN(n)) → f(x) < Gq(z, n, x) + negexp(n),
(−iN(n) < x) ∧ (x < iN(n)) → Gq(z, n, x) < f(x) + negexp(n); (13)
(iv) the auxiliary functions used in the µPR derivation of Gq , together with equational
specifications for these (cf. (v) below);
(v) the characteristic function for “bounded universal quantification” on N, together with
its primitive recursive equational specification [53, Section 3.3], which is used for an
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equational specification of the µ-operator [53, Section 5.2], which in turn is needed
for deriving an equational specification of Gq from its µPR derivation. 
Remark 5.2.2
(a) Three simplifications are possible with regard to the signature q of this specification,
compared to the more general case of Theorem 5.1.3, which applies to arbitrary total
metric -algebras with arbitrary open exhaustions.
(i) The localising atoms “Loc(x, n)” needed in the general case (cf. Remark 5.1.4(a))
can be replaced by conjunctions of inequalites
(−iN(n) < x) ∧ (x < iN(n))
as in (12) above.
(ii) The metrics d can be eliminated, as in the transformation from (12) to (13) above.
(iii) The starred sorts real∗ etc. are not needed. (This follows, e.g., from the equivalence
given by Theorem 3.3.2(i) and (ii).) Thus there are no hidden sorts here (cf. Remark
5.1.4(b)).
(b) This theorem is stated for total functions, and the standard exhaustion of Rq , since
those were the assumptions in Theorem 3.3.2. Again (cf. Remarks 3.3.3(c) and 4.4.2)
we conjecture the theorem is true more generally.
5.3. Application: universal specification of dynamical systems
We illustrate the connection between algebraic specification methods and models of
dynamical systems. (Compare [53, Section 6.3], where the following analysis was carried
out for systems on [0, 1]q instead of Rq .)
A deterministic dynamical system with finite dimensional state space S ⊆ Rq and time
T ⊆ R is represented in a model by a function
φ : T × S → S,
where for t ∈ T , s ∈ S, φ(t, s) is the state of the system at time t with initial state s. For
example, the state of a particle in motion is represented by position and velocity. Thus, for
a system of n particles in three-dimensional space, the state space has 6n dimensions.
In practice, the model is specified by ordinary differential equations (ODEs) whose
complete solution is φ. Specifically, in the modern qualitative theory of ODEs [1], φ is
differentiable, and the function φt : S → S defined by
φt (s) = φ(t, s) for t ∈ T , s ∈ S,
is a 1-parameter group of diffeomorphisms of S; the action of this group on S is φ itself,
called the flow on the phase space S. This flow can be specified by a vector field on S.
In modelling a dynamical system, one aim is to compute values of the function φ on
some time interval and subspace of the space of initial conditions. Many methods exist to
derive algorithms for φ from the equations that define it. Indeed, various fields of applied
mathematics exist in order to design such equations, and the field of numerical analysis
exists to design such solution methods.
Conversely, we suppose that φ : S → S can be simulated on a digital computer, i.e., φ is
a classically computable (e.g., GL-computable) function. Note, in this connection, that in
mechanics, state spaces are often modelled as differentiable manifolds of finite dimension.
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By Whitney’s Theorem [58] any differentiable manifold of dimension k can be embedded
as a submanifold of R2k+1. So
Assume that the state space S is the Euclidean q-space Rq, and the time dimension T
is the real line R.
Thus we have a state evolution function
φ : R× Rq → Rq .
We can now apply Theorem 5.2.1 to show that the dynamical system has a finite alge-
braic specification; indeed, there is one finite system of formulae that defines them all.
Theorem 5.3.1 (Universal specification of computable dynamical systems). For each n >
0 there is a finite signature ˜n which extends the signature (RNt ) of the total real algebra
RNt by function symbols, and a finite specification
(˜n, E˜n(z))
consisting of conditional equations and inequalities, which is universal for all GL-com-
putable dynamical systems on Euclidean n-space Rn.
Note that ˜n is essentially the signature q of Theorem 5.2.1, with n = q + 1.
6. Concluding remarks and future directions
Finally, we consider a number of future directions and some open problems.
6.1. Algebraic specifications and topological algebras
Our chosen method to specify functions on a metric algebra involves:
(i) Algebraic specifications: We have developed formulae that are based on conditional
equations, but customised for metric algebras (i.e., by introducing inequalities between
reals) or the kind of function at hand (i.e., by introducing exhaustions).
We have on occasion required algebras and/or functions to be total to simplify notions
of computation, approximation and/or specification. Clearly, the general case of partial
multivalued functions needs further analysis.
(ii) Unique semantics: We have required that the formulae define the functions uniquely
on a specific metric algebra, or on a class of such algebras of the same signature.
In particular, we have ignored the problem of specifying the underlying metric algebra
itself; more specifically, we have ignored the problem of specifying the data of the alge-
bra. There are a number of approaches that try to specify topological data types such as
infinite tree algebras, algebras of real numbers and stream algebras, with different fields of
application in mind. This brings us to
Problem 1. To create a comprehensive algebraic theory for the specification of topologi-
cal data types.
As with models of computation, this problem can be approached in two ways.
(a) Concrete approaches: Some uncountable structures, such as algebras of infinite
trees, were considered in the seminal work of the ADJ group [16]. Maurice Nivat and
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his colleagues developed these ideas of continuous algebras into an extensive theory of
algebraic semantics for programming languages. Order-theoretic notions and metric meth-
ods play a vital role in this approach, as in [17]. Although the theory of data types, and the
principal examples of real numbers and function spaces, are not the subject of algebraic
semantics, its mathematical techniques are relevant to a theory of topological algebras.
These techniques have been used to create a theory of processes, starting with [10] and
extensively developed by de Bakker and co-workers [8,9].
These methods motivated the idea of representing certain topological algebras by do-
mains [41]. Infinite trees, ordered algebras, metric and ultrametric algebras, inverse limits
and domains are intimately related, and are the basis of a concrete theory of data types that
deals with representations.
(b) Abstract approaches: The algebraic theory of data uses “algebraic formulae” to axi-
omatise the properties of operations and hence avoid problems of representations. Axiom-
atic approaches to specifying the real numbers are not new. There is David Hilbert’s proof
that the field of real numbers is uniquely defined as a complete archimedian ordered field,
and attempts at axiomatising computer arithmetics start in [56]. A recent such specification
is given in [38]. But a general specification theory for topological algebras that retains the
special features of the countable case is yet to be found.
The theory of higher order algebraic specifications seems appropriate for tackling topo-
logical algebras. Higher order data types were considered by Maibaum and Lucena [28]
and a theory of higher order specifications developed systematically by Bernhard Möller
and colleagues, starting in [30,31], with an emphasis on refinement. Meinke studied the
universal algebra of higher order specifications in a series of papers [25,26]. In addition to
results on the power of higher order specifications, he considered explicitly working with
(i) topological data types in general [26]; (ii) stream algebras for hardware verification
[33].
Higher order algebra provides an abstract approach for a general theory of specification
and verification in topological data types.
The theory of term rewriting for infinite terms [11,23] is also a mathematical tool that
could be applied to this problem. A related approach, using infinite terms combined with
initial model semantics, was given in [54].
We conjecture that all the above approaches work, and can be shown to be equivalent,
at least for metric algebras.
6.2. Equations
Since the late 1970s, the scope and limits of specifying countable data types with equa-
tions or conditional equations, with and without hidden functions and sorts, under both
initial and final semantics, has been studied in some depth; see [6] which contains a sys-
tematic account of the first phase of the programme and, for example, the recent striking
results in [22].
In the topological context, several questions can be asked about the expressive power of
conditional equations and inequalities.
Problem 2. Can all computably approximable functions on a total metric algebra be
defined by (conditional) equations only?
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The converse problems, exploring under what conditions algebraic specifications are
computable, are largely open. For countable data types the (semi- or cosemi-)computability
of specifications under initial or final semantics was easy to prove [6]. In the topological
case, however, it is known that finite systems of equations can define non-computable
functions [53, Section 6.4]. Now under broad conditions, a computable function must be
continuous (roughly speaking), by Tseitin’s Theorem. Thus we expect some form of con-
tinuity (at least) as a necessary condition to be added to equational definability to ensure
computability.
Now, the property of a function f of being a homomorphism is an equational condition.
It is defined by a system of equations: for each operation F in the signature, there is an
equation of the form
f (F (x1, . . . , xm)) = F(f (x1), . . . , f (xm)).
Given the fact that homomorphisms generalise structural inductions, it is natural to ask
if homomorphism equations might imply computability. Indeed, given that (some form of)
continuity is a necessary condition for computability, we have the following wide ranging
problem, for various classes of algebras.
Problem 3. Suppose f is a metric algebra homomorphism from A to B. Under what extra
conditions on A and f is the following true?
f is locally uniformly continuous ⇐⇒ f is computable.
The first result of this form was noted in the case of linear maps on Banach spaces
by Pour-El and Richards (“First Main Theorem” in [35, p. 101]). Here boundedness of
the linear map (which is equivalent to global uniform continuity), together with certain
computability assumptions on the spaces, is shown to be equivalent to its computability.
The proof involves the special properties and techniques of Banach space theory. The phe-
nomenon has been analysed and extended to homomorphisms on partial metric algebras in
[44].
6.3. Physical algorithmic models and dynamical systems
Topological data types and algebraic specifications are fundamental in many areas of
computing. In scientific computation, mathematical models of dynamical systems are spec-
ified by sets of equations, for which algorithms are sought to compute their solutions and
hence to simulate the systems. Typically, a question is:
Given some kind of differential or integral equation that models a system, find algo-
rithms to approximate their solution and, hence, to simulate the system.
Our Theorems 4.4.1 and 5.2.1 answer a converse question, namely:
Given some algorithm that approximates the behaviour of a physical system, is there
a set of algebraic formulae (e.g., equations) that defines the algorithmic model of the
system?
To concentrate on finite-dimensional systems only, our results imply the following (cf.
Theorem 5.3.1):
Theorem. If a deterministic finite-dimensional physical system has a model that can
be simulated to any degree of accuracy by a computer algorithm, then there exists an
algebraic specification for the model. Indeed, for each n, there is a universal algebraic
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specification that captures all such computably approximable models with n-dimensional
state spaces.
Of course, the equations we produce are not the familiar differential or integral equa-
tions for modelling dynamical systems. They are more abstract equations designed to
model purely algorithmic structures. Nevertheless, in our view, such results are intriguing.
They certainly help delimit further the territory of a computability theory for dynamical
systems. Still, we can ask:
Problem 4. Does there exist a family of differential equations, the solutions of which
include all, and only, the computably approximable finite dimensional systems?
Given the wealth of algorithms and theory in numerical methods, it seems to us that
relatively little is known about the computational and logical scope and limits of equations,
which are central to the classical mathematical methods of science. Earlier [53] we have
posed:
Problem 5. Show that the theory of numerical solutions of differential and integral equa-
tions is a special instance of a general theory of algebraic specifications on metric alge-
bras.
A solution to this problem would play a role in the algebraic theory of co-ordinate free
numerical software pioneered by Magne Haveraaen and Hans Munthe-Kaas (see [18] and
other papers in that Special Issue).
The universal algebraic specifications for dynamical systems are clearly of theoreti-
cal interest. Although they are different from the classical differential and integral equa-
tions that describe most physical systems, the formulae are intimately connected with
algorithms. Now, in mathematical modelling, using algorithms to model physical sys-
tems directly, without first deriving them from differential or integral equations, is a long
established practice. Thus, we may pose the following:
Problem 6. Can one develop universal algebraic specifications for classes of algorithmic
models of physical systems that are physically meaningful?
Independent algorithmic models of systems are commonplace in
(i) simulating non-linear dynamical systems, for example, in biology, where it began over
50 years ago with McCulloch’s and Pitts’ neural nets (in 1943) and von Neumann’s
cellular automata (in 1952).
They are also ubiquitous in
(ii) specifying hardware for computing devices, where algorithmic models are used to
define the architecture and intended behaviour of a physical device or machine.
Computational universality has been studied in both areas. Indeed, one might also argue
that the older discipline of
(iii) designing analogue computers for specific problems
could be added to the list, though differential and integral equations play a role there.
Many of the algorithms used for dynamical systems and hardware have been shown
to have a common structure, namely that of synchronous concurrent algorithms (SCAs).
SCAs are networks of processors linked by channels that are synchronised by a global
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clock. They occupy discrete space and operate in discrete time, processing infinite streams
of data. In particular, SCAs can be defined using recursion equations over stream algebras.
Thus, in SCA theory one can unify many disparate systems using a standard method for
making algebraic specifications that are physically meaningful. For some basic information
on SCAs see [48], for applications to dynamical systems see [19,37], and for applications
to hardware see [20,21]. A study of the equational specification of general computable,
countable, discrete space, discrete time dynamical and hardware systems is given in [36].
We think these are exciting and difficult problems, with many applications and ramifi-
cations.
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