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Abstract
In the present paper, perturbations against a Q-ball solution are considered. It is
shown that if we calculate the U(1) charge and the energy of the modes, which are
solutions to linearized equations of motion, up to the second order in perturbations, we
will get incorrect results. In particular, for the time-dependent modes we will obtain
nonzero terms, which explicitly depend on time, indicating the nonconservation over time
of the charge and the energy. It is shown that, as expected, this problem can be resolved
by considering nonlinear equations of motion for the perturbations, providing second-
order corrections to the solutions of linearized equations of motion. It turns out that
contributions of these corrections to the charge and the energy can be taken into account
without solving explicitly the nonlinear equations of motion for the perturbations. It is
also shown that the use of such nonlinear equations not only recovers the conservation
over time of the charge and the energy but also results in the additivity of the charge and
the energy of different modes forming the perturbation.
1 Introduction
It is well known that in classical field theory charge and energy are conserved over time if the
corresponding equations of motion are satisfied. Of course, the same should be valid if we
consider, for example, a stationary background solution and a small perturbation against it:
charge and energy of the whole system are conserved over time, so we expect that the correctly
defined charge and energy of the perturbation are also conserved over time. As a simple
and well-known example, one can recall perturbations against the kink solution, satisfying the
corresponding linearized equation of motion (see, for example, [1]). The energy of the modes,
which is quadratic in perturbations, does not depend on time, ensuring its conservation over
time.
Usually, perturbations against some background solution are supposed to satisfy the lin-
earized equations of motion, whereas the charge and the energy of the perturbations are calcu-
1
lated up to the terms quadratic in perturbations. Meanwhile, since the conservations laws
dQ
dt
= 0,
dE
dt
= 0 (1)
are valid whenever the equations of motion are satisfied, if the equations of motion for pertur-
bations are linear, then in the general case one can expect that the charge and the energy are
conserved only in the linear order in perturbations, but not in the quadratic order in pertur-
bations. Below it will be shown explicitly that exactly this situation is realized if we consider
a Q-ball as a background solution.
A solution to this problem is obvious and simple: in order to have the conservation over
time of the charge and the energy up to the second order in perturbations, in the general case
one has to consider equations of motion for the perturbations also up to the second order in
perturbations. I will show explicitly how it works for Q-balls, revealing some interesting results
in the course of the analysis. In particular, I will show that although the correct expressions
for the charge and the energy of a single mode include nonlinear corrections, their contribution
can be taken into account without solving explicitly the nonlinear equations of motion for
perturbations. Moreover, the use of these nonlinear equations of motion not only recovers the
conservation over time of the charge and the energy but also results in the additivity of the
charge and the energy of different modes forming the perturbation. Exactly the same effect has
recently been observed in the case of the nonlinear Schro¨dinger equation [2].
The paper is organized as follows. In Section 2 the basic setup and notations are introduced.
In Section 3 perturbations against a Q-ball in the linear approximation are considered. In
Section 4 it is shown explicitly that the use of the linear approximation for perturbations is
not sufficient to provide correct expressions for the charge and the energy of the modes up to
the second order in perturbations. In Section 5 perturbations in the nonlinear approximation
(including the corrections quadratic in perturbations) are discussed and correct expressions for
the charge and the energy of the modes are obtained. It is also shown that the charge and the
energy of a single mode can be calculated without solving explicitly the nonlinear equations of
motion for perturbations. In Section 6 it is shown that the additivity property is valid for the
charge and the energy of oscillation modes. In Section 7 a simple explicit formula, which allows
one to isolate a single oscillation mode from the linear part of the perturbation, is presented. In
Section 8 an explicit example of the model with logarithmic scalar field potential is discussed. In
the Conclusion the obtained results are briefly discussed. The auxiliary materials are collected
in four appendices.
2 Setup
Let us start with the standard action, describing a complex scalar field φ in the flat (d + 1)-
dimensional space-time with d ≥ 1, in the form
S =
∫ (
φ˙∗φ˙−
d∑
l=1
∂lφ
∗∂lφ− V (φ∗φ)
)
dtddx, (2)
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where φ˙ = ∂tφ. The standard ansatz for a Q-ball has the form [3, 4]
φ0(t, ~x) = e
iωtf(r). (3)
Here r =
√
~x2 and f(r) is a real function that is supposed to have no nodes (without loss of
generality, we can set f(r) > 0 for any r) and to satisfy the boundary conditions
∂rf(r)|r=0 = 0, lim
r→∞
f(r) = 0. (4)
In this case, the function f(r) satisfies the equation
ω2f +∆f − dV
d(φ∗φ)
∣∣∣∣
φ∗φ=f2
f = 0, (5)
where ∆ =
d∑
l=1
∂2l . Of course, the function f(r) depends on ω (more precisely, on ω
2).
The U(1) charge, corresponding to the theory with action (2), is defined in the standard
way as
Q = i
∫ (
φφ˙∗ − φ∗φ˙
)
ddx. (6)
In particular, for the Q-ball we get
Q0 = 2ω
∫
f 2ddx. (7)
The energy of this system has the form
E =
∫ (
φ˙∗φ˙+
d∑
l=1
∂lφ
∗∂lφ+ V (φ∗φ)
)
ddx. (8)
3 Perturbations in the linear approximation
Now let us consider small perturbations against background solution (3), of the form
φ(t, ~x) = eiωt
(
f(r) + ϕ(t, ~x)
)
. (9)
In the linear approximation, the perturbation ϕ(t, ~x) satisfies the equation of motion
eiωt
(
ω2ϕ− 2iωϕ˙− ϕ¨+∆ϕ− dV
d(φ∗φ)
∣∣∣∣
φ∗φ=f2(r)
ϕ
)
− d
2V
d(φ∗φ)2
∣∣∣∣
φ∗φ=f2(r)
(
φ∗0φ0e
iωtϕ + φ20e
−iωtϕ∗
)
= 0, (10)
where φ0 is given by (3), which can be rewritten as
ω2ϕ− 2iωϕ˙− ϕ¨+∆ϕ− Uϕ− S(ϕ+ ϕ∗) = 0, (11)
3
where
U(r) =
dV
d(φ∗φ)
∣∣∣∣
φ∗φ=f2(r)
, S(r) =
d2V
d(φ∗φ)2
∣∣∣∣
φ∗φ=f2(r)
f 2(r). (12)
The standard ansatz for perturbations, which passes through the linearized equation of motion,
takes the form [5, 6]
ϕ(t, ~x) = α
(
a(~x)eiρt + b(~x)e−iρ
∗t
)
, (13)
where a(~x) and b(~x) are complex functions, ρ is a complex parameter, and α ≪ 1 is a real
parameter. Of course, this ansatz does not describe all types of perturbations, even if we do
not take into account possible exotic cases such as the mode of the form
ϕ(t, ~x) ∼ itf + df
dω
, (14)
which corresponds to the change of the Q-ball frequency ω. As an example, one can also recall
the mode of the form
ϕ(t, ~x) ∼ t∂jf + iωxjf, (15)
which corresponds to the Lorentz symmetry of the theory. However, ansatz (13) covers the
most important types of perturbations, whereas the mode defined by (15) will be considered
separately.
For ansatz (13), the equations of motion take the form
Lˆ1ξ − 2ωρη − ρ2ξ = 0, (16)
Lˆ2η − 2ωρξ − ρ2η = 0, (17)
where
ξ(~x) = a(~x) + b∗(~x), η(~x) = a(~x)− b∗(~x) (18)
and
Lˆ1 = −∆+ U(r) + 2S(r)− ω2, (19)
Lˆ2 = −∆+ U(r)− ω2. (20)
Using linearized equations of motion (16) and (17), it is possible to show that the following
relation fulfills
ρ2 = ρ∗2; (21)
see the detailed proof in [7]. This equation has two obvious solutions: ρ = γ and ρ = −iγ,
where γ is a real constant. The first solution, ρ = γ, stands for the oscillation modes, which
have the form
ϕ(t, ~x) = α
(
a(~x)eiγt + b(~x)e−iγt
)
. (22)
Without loss of generality, we can set γ > 0 in this case. Note that perturbations of a simpler
form, say, of the form
ϕ(t, ~x) = αa(~x)eiγt, (23)
do not pass through linearized equation of motion (11). The second solution, ρ = −iγ, leads to
ϕ(t, ~x) = α(a(~x) + b(~x))eγt = α(u(~x) + iv(~x))eγt, (24)
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where u(~x) and v(~x) are real functions. Of course, such modes exist only for classically unstable
Q-balls and describe the initial stage of their classical decay.1 Usually, a classically unstable
Q-ball has only one such mode in the spectrum of perturbations (this statement is not proved;
however, I am not aware of any exceptions), and this mode is spherically symmetric (this topic
will be discussed later). Technically, time-independent modes (such as translational modes)
can be considered as instability modes with γ = 0 , but for illustration purposes below I will
consider these modes separately.
From (24) it follows that formally the case ρ = −iγ should be considered separately, because
we cannot isolate the terms ∼ eiρt and ∼ e−iρ∗t in the linearized equation of motion. However,
the correct equations for u and v can be obtained directly from Eqs. (16) and (17) if we suppose
that ξ is purely real and η is purely imaginary and set u = ξ, v = −iη.
It is interesting to mention that when a Q-ball passes (by changing its frequency ω) from
the stable region dQ0
dω
< 0 to the unstable region dQ0
dω
> 0,2 the oscillation mode turns into the
instability mode (the explicit manifestation of this effect will be presented in Section 8).3 To
demonstrate it, let us consider a Q-ball in the vicinity of dQ0
dω
= 0, for which |ρ|
ω
≪ 1 is supposed
to fulfill, and represent the perturbation as
ξ = c
(
ρ
df
dω
+ ρ3c1(~x)
)
, (25)
η = c
(
f + ρ2c2(~x)
)
, (26)
where c is a complex constant and c1(~x) and c2(~x) are complex functions. The form of per-
turbation (25) and (26) is motivated by the facts that Lˆ2f = 0 (which is simply Eq. (5))
and
Lˆ1
df
dω
= 2ωf ; (27)
the latter relation can be obtained by differentiating Eq. (5) with respect to ω. Using ansatz
(25) and (26) and linearized equations of motion (16) and (17), for |ρ| → 0 we can get the
relation (see the derivation in Appendix A)
1
2
dQ0
dω
+ ρ2
∫ [(
df
dω
)2
+ c∗2Lˆ2c2
]
ddx ≃ 0. (28)
Now recall that Lˆ2f = 0, i.e., the function f is the eigenfunction of the operator Lˆ2 with the
zero eigenvalue. Since f(r) > 0 for any r, it is the eigenfunction of the lowest eigenstate of the
operator Lˆ2 (for example, for d = 3 it corresponds to the 1s level in the spherically symmetric
quantum mechanical potential U(r) − ω2), so all the other eigenvalues of Lˆ2 are larger than
zero, leading to ∫
c∗2Lˆ2c2 d
dx ≥ 0. (29)
1The criterion of classical stability for Q-balls was established in [8]; see also [9–12]. The proof along the
lines of the Vakhitov-Kolokolov method [13,14], based on the use of only the linearized equations of motion for
perturbations, can be found in [7].
2Usually, there exists the instability mode for Q-balls with dQ0
dω
> 0, although the classical stability criterion
only states that there are no instability modes if dQ0
dω
< 0 and if there exists only one negative eigenvalue of the
operator Lˆ1.
3In (1 + 1)-dimensional case, this effect was observed numerically in [15].
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Thus, for dQ0
dω
< 0 we have ρ2 > 0, leading to ρ = γ and
ϕ ≃ αc
2
(
γ
df
dω
+ f
)
eiγt + α
c∗
2
(
γ
df
dω
− f
)
e−iγt, (30)
whereas for dQ0
dω
> 0 we have ρ2 < 0, leading to ρ = −iγ and
ϕ ≃ −iαc− c
∗
2
(
γ
df
dω
+ if
)
eγt. (31)
4 Charge and energy: examples of incorrect calculations
Let us define the charge and the energy of the perturbation ϕ up to the second order in
perturbations as follows:
Qp = Q−Q0 =
∫ (
2ωf(ϕ+ ϕ∗) + if(ϕ˙∗ − ϕ˙) + 2ωϕ∗ϕ+ i(ϕ˙∗ϕ− ϕ∗ϕ˙)
)
ddx, (32)
Ep = E − E0 =
∫ (
2ω2f(ϕ+ ϕ∗) + iωf(ϕ˙∗ − ϕ˙)
+ (ϕ˙∗ − iωϕ∗)(ϕ˙+ iωϕ) +
d∑
l=1
∂lϕ
∗∂lϕ+ Uϕ∗ϕ+
1
2
S(ϕ+ ϕ∗)2
)
ddx, (33)
where E0 is the Q-ball energy. Note that expression (32) is exact. The calculation of charge
and energy (32) and (33) seems to be a trivial and straightforward task. Indeed, we have
perturbation (13), which is supposed to satisfy linearized equation of motion (11), so it is
necessary just to substitute (13) into (32) and (33) and to calculate the corresponding integrals.
However, below we will see that, as was noted in the beginning of the paper, such an approach
leads to incorrect results.
4.1 Time-independent mode
First, let us consider the simplest example
ϕ(t, ~x) = iαf(r), (34)
where α is a real dimensionless constant such that α ≪ 1, which corresponds to the global
U(1) symmetry f → eiαf and satisfies linearized equation of motion (11). Substituting (34)
into (32) and (33), we easily get for the charge
Qp = 2α
2ω
∫
f 2ddx. (35)
For the energy of the perturbation, using the equation of motion for the background field f ,
we get
Ep = 2α
2ω2
∫
f 2ddx. (36)
This result seems to be incorrect, because multiplication of the initial solution f by eiα does
not change the total charge and energy, so we expect to get Qp = 0, Ep = 0, but not Qp 6= 0,
Ep 6= 0.
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4.2 Modes corresponding to the Lorentz transformations
Let us consider the mode
ϕ(t, ~x) = v
(
t∂jf + iωx
jf
)
, (37)
where v ≪ 1 and j = 1, 2, ..., d. This mode corresponds to the linear in v term of the Taylor
series of the solution
φ(t, ~x) = e
iω
(
t+vxj√
1−v2
)
f
(
x1, ...,
xj + vt√
1− v2 , ..., x
d
)
, (38)
which corresponds to a Q-ball moving with a constant speed v along the jth direction. It is
not difficult to check that (37) satisfies linearized equation of motion (11). Substituting (37)
into (32), we easily get
Qp = v
22ω
∫ (
t2(∂jf)
2 + ω2(xj)2f 2 +
1
2
f 2
)
ddx, (39)
which is not conserved over time. Moreover, we expect to get Qp = 0 in this case, but not
Qp 6= 0. Analogous results can be obtained for Ep.
4.3 Instability modes
Now let us consider the mode
ϕ(t, ~x) = αeγt
(
u(~x) + iv(~x)
)
, (40)
where γ is real and γ 6= 0, α is real and α≪ 1, and u(~x) and v(~x) are real functions. For mode
(40), the linearized equations of motion take the form
Lˆ1u− 2ωγv + γ2u = 0, (41)
Lˆ2v + 2ωγu+ γ
2v = 0. (42)
As was noted above, the instability mode is spherically symmetric. This happens because
usually the operator Lˆ1 has only one negative eigenvalue and the corresponding eigenfunction
is spherically symmetric.4 To demonstrate it, let us decompose the functions u and v into
eigenfunctions of the operator Lˆ1. In such a case, Eqs. (41) and (42) decouple into equations
for the spherically symmetric parts of u, v and nonspherically symmetric parts of u, v (which
can be denoted as uns and vns). Thus, from Eqs. (41) and (42) for uns, vns it follows that
γ2
∫
(u2ns + v
2
ns)d
dx = −
∫
(unsLˆ1uns + vnsLˆ2vns)d
dx. (43)
Since the only eigenfunction of the operator Lˆ1 with negative eigenvalue is spherically symmet-
ric, we get ∫
unsLˆ1uns d
dx ≥ 0. (44)
4The existence of only one negative eigenvalue of the operator Lˆ1 is essential for the validity of the classical
stability criterion dQ0
dω
< 0; see, for example, [7].
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Using Eqs. (44) and (29) we get
γ2
∫
(u2ns + v
2
ns)d
dx ≤ 0, (45)
which has only a trivial solution for γ2 > 0. This implies that at least if Lˆ1 has only one
negative eigenvalue, the instability mode can be only spherically symmetric. Equation (43),
but with u, v instead of uns, vns, also implies that in the general case γ
2 < |λ−|, where λ− is
the negative eigenvalue of the operator Lˆ1.
Substituting (40) into (32), we get
Qp = αe
γt
∫
(4ωfu+ 2γfv)ddx+ α2e2γt2ω
∫
(u2 + v2)ddx. (46)
If we multiply Eq. (42) by f , integrate the result over the space and use the fact that Lˆ2f = 0,
we will obtain ∫
(2ωfu+ γfv)ddx = 0. (47)
The latter relation leads to
Qp = α
2e2γt2ω
∫
(u2 + v2)ddx. (48)
It is clear that the integral
∫
ddx(u2+v2) is not equal to zero. Thus, the charge of the instability
mode is not conserved over time. Analogously, for the energy we get5
Ep = α
2e2γt2ω2
∫
(u2 + v2)ddx, (49)
which also is not conserved over time.
4.4 Oscillation modes
And finally, let us consider the oscillation mode, which has the form
ϕ(t, ~x) = α
(
a(~x)eiγt + b(~x)e−iγt
)
, (50)
where γ is real and γ 6= 0, α is real and α≪ 1, and a(~x) and b(~x) are complex functions. From
the very beginning, it is convenient to use the notations
ξ(~x) = a(~x) + b∗(~x), η(~x) = a(~x)− b∗(~x). (51)
With these notations, the corresponding linearized equations of motion take the form
Lˆ1ξ − 2ωγη − γ2ξ = 0, (52)
Lˆ2η − 2ωγξ − γ2η = 0. (53)
5When calculating Ep, one should perform integration by parts and use Eqs. (41) and (42) to get rid of the
terms with
d∑
l=1
∂lu∂lu,
d∑
l=1
∂lv∂lv.
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For the charge of the mode, we obtain
Qp = α
∫ (
eiγt(2ωfξ + γfη) + e−iγt(2ωfξ∗ + γfη∗)
)
ddx
+α2
∫ (
ω(ξ∗ξ + η∗η) + γ(ξ∗η + η∗ξ) +
ω
2
(
e2iγt(ξ2 − η2) + e−2iγt(ξ∗2 − η∗2))) ddx. (54)
If we multiply Eq. (53) by f , integrate the result over the space, and use the fact that Lˆ2f = 0,
we will get ∫
(2ωfξ + γfη)ddx = 0. (55)
Thus, the terms ∼ α vanish, and we arrive at
Qp = α
2
∫ (
ω(ξ∗ξ + η∗η) + γ(ξ∗η + η∗ξ) + e2iγt
ω
2
(ξ2 − η2) + e−2iγtω
2
(ξ∗2 − η∗2)
)
ddx. (56)
In the general case ∫
(ξ2 − η2)ddx = 4
∫
ab∗ddx 6= 0. (57)
The fact that this integral is not equal to zero is not so obvious as in the previous example of
the instability mode, but it can be checked explicitly for the perturbations in the model of [16],
which were examined analytically in [6]. Analogous time-dependent terms can be obtained for
Ep. Thus, the charge and the energy are not conserved over time.
As has been already mentioned, the origin of nonconservation of the charge and the energy,
as well as of the incorrect results for the time-independent modes, is trivial. The conservation
laws Q˙ = 0 and E˙ = 0 are valid only if the equations of motion are satisfied. Thus, if the
equations of motion are satisfied only in the linear approximation, in the general case we
cannot expect that the charge and the energy are conserved over time at the quadratic level.
An obvious solution is to consider the equations of motion which are valid up to the second
order in perturbations. This will be done in the next section.
5 Charge and energy: correct calculations
The equation of motion for the field ϕ up to the terms quadratic in perturbations can easily
be obtained and has the form
ω2ϕ− 2iωϕ˙− ϕ¨+∆ϕ− Uϕ− S(ϕ+ ϕ∗)− S 1
f
(ϕ2 + 2ϕ∗ϕ)− J(ϕ+ ϕ∗)2 = 0, (58)
where
J(r) =
1
2
d3V
d(φ∗φ)3
∣∣∣∣
φ∗φ=f2(r)
f 3(r). (59)
To simplify the subsequent calculations, it is convenient to get rid of the term ∂iϕ
∗∂iϕ in (33).
This can be done by using equation of motion (58). Performing an integration by parts for the
term with ∂iϕ
∗∂iϕ in (33), substituting equation of motion (58), and omitting the terms which
are cubic in perturbations, we get
Ep = ωQp +
∫ (
iω(ϕ˙∗ϕ− ϕ∗ϕ˙) + ϕ˙∗ϕ˙− 1
2
ϕ¨∗ϕ− 1
2
ϕ∗ϕ¨
)
ddx. (60)
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Below we will use the following form of the perturbation:
ϕ(t, ~x) = αψ1(t, ~x) + α
2ψ2(t, ~x), (61)
where ψ1(t, ~x) is supposed to satisfy linearized equation of motion (11), whereas ψ2(t, ~x) is
supposed to be a correction coming from (58). In such a case, perturbation (61) solves nonlinear
equation (58) up to terms quadratic in α. As in the previous section, the real parameter α≪ 1
is introduced for the convenience — with such a parameter we can suppose that the functions
ψ1(t, ~x) and ψ2(t, ~x) are of the order of f(r).
Now we are ready to consider specific examples.
5.1 Time-independent modes
First, let us consider perturbation of the form
ϕ(t, ~x) = iαf(r) + α2g(~x), (62)
where g(~x) is some real function. Substituting (62) into (58) and isolating the terms ∼ α and
∼ α2, we get the equation
Lˆ2g + 2Sg + Sf = 0. (63)
Recalling that Lˆ2f = 0, we get
g = −f
2
. (64)
Substituting ϕ(t, ~x) = iαf − α2
2
f into (32) and (60) and keeping the terms ∼ α and ∼ α2, we
get
Qp = 0, Ep = 0. (65)
This is the expected result because
eiαf ≈ f + iαf − α
2
2
f. (66)
Meanwhile, it is clear that iαf − α2
2
f is not a solution of linear equation (11).
The second example, which can be considered here, is connected with the translational mode
∂jf(r),
ϕ(t, ~x) = αL∂jf(r) + α
2g(~x), (67)
where j = 1, 2, ..., d. Here L is the parameter with the dimension of length that is introduced
in order to keep α dimensionless. Substituting (67) into (58), we get the following equation for
the function g(~x):
Lˆ1g + 3S
1
f
(L∂jf)
2 + 4J(L∂jf)
2 = 0. (68)
Now let us recall that
Lˆ1∂jf = 0, (69)
which can easily be obtained by differentiating equation Lˆ2f = 0 with respect to x
j . Now let
us differentiate Eq. (69) with respect to xj . We get
Lˆ1∂
2
j f + 2
(
3S
1
f
(∂jf)
2 + 4J(∂jf)
2
)
= 0. (70)
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Comparing this result with (68), we find that
g =
L2
2
∂2j f. (71)
Substituting
ϕ(t, ~x) = αL∂jf +
α2L2
2
∂2j f (72)
into (32) and (60), we obtain
Qp = 0, Ep = 0. (73)
This is also the expected result, because
f
(
x1, ..., xj + αL, ..., xd
) ≈ f(r) + αL∂jf(r) + α2L2
2
∂2j f(r). (74)
5.2 Modes corresponding to the Lorentz transformations
For this mode, let us consider perturbation of the form
ϕ(t, ~x) = v
(
t∂jf + iωx
jf
)
+ v2g(~x, t), (75)
where g(~x) is some complex function. One can show that (75) with
g(~x, t) =
1
2
xj∂jf +
1
2
t2∂2j f −
1
2
ω2(xj)2f + i
(
ωtxj∂jf +
1
2
ωtf
)
(76)
satisfies Eq. (58) up to the quadratic order in v (one should also use Eq. (70) while performing
the calculations). Note that there is no summation in j in (76). With this solution, for the
charge we get
Qp = 0, (77)
which is the expected result for the mode corresponding to a Q-ball moving with a constant
speed.
Now we turn to the energy. Substituting (75) into (60), we easily get
Ep = v
2
∫ (
ω2f 2 + ∂jf∂jf
)
ddx. (78)
Using the spherical symmetry of the Q-ball profile f , the integral in (78) can be rewritten as
∫ (
ω2f 2 + ∂jf∂jf
)
ddx =
1
2
(
ωQ0 +
2
d
∫ d∑
l=1
∂lf∂lf d
dx
)
, (79)
where Q0 is Q-ball charge (7). Since
ωQ0 +
2
d
∫ d∑
l=1
∂lf∂lf d
dx = E0, (80)
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where E0 is the Q-ball energy (the proof can be found in Appendix A of [17]), for the energy
we obtain
Ep = E0
v2
2
, (81)
which is the kinetic energy of the moving Q-ball in the nonrelativistic approximation. This is
the expected result, because
φ(t, ~x) = e
iω
(
t+vxj√
1−v2
)
f
(
x1, ...,
xj + vt√
1− v2 , ..., x
d
)
≈ eiωtf(r) + eiωt (v (t∂jf + iωxjf)+ v2g(~x, t)) , (82)
where g(~x, t) is defined by (76).
5.3 Instability modes
For the instability mode, we consider perturbation of the form
ϕ(t, ~x) = αeγt
(
u(~x) + iv(~x)
)
+ α2e2γt
(
p(~x) + iq(~x)
)
, (83)
where γ is real and γ 6= 0; u(~x), v(~x), p(~x), q(~x) are real functions. Substituting (83) into
Eq. (58), keeping the terms ∼ α and ∼ α2 and isolating the purely real and purely imaginary
terms with different dependences on time, we get Eqs. (41) and (42) and the following equations
for the functions p, q:
−Lˆ1p+ 4ωγq − 4γ2p = S 1
f
(3u2 + v2) + 4Ju2, (84)
−Lˆ2q − 4ωγp− 4γ2q = 2S 1
f
uv. (85)
Substituting (83) into (32) and retaining the terms ∼ α and ∼ α2, we get
Qp = αe
γt
∫
(4ωfu+ 2γfv)ddx+ α2e2γt
∫ (
4ωfp+ 4γfq + 2ω(u2 + v2)
)
ddx. (86)
The term ∼ α vanishes because of (47), so we are left with only the term ∼ α2.
Now let us multiply Eq. (85) by f and integrate over the space. We get∫ (
4ωfp+ 4γfq +
2
γ
Suv
)
ddx = 0. (87)
Then we consider the relation
∫
ddx(vLˆ1u−uLˆ2v) = 2
∫
ddxSuv, which follows from definition
of the operators Lˆ1 and Lˆ2, (19) and (20). Using Eqs. (41) and (42), we get for this relation
2
∫
Suv ddx = 2ωγ
∫
(u2 + v2)ddx. (88)
Combining (87) and (88), we obtain∫ (
4ωfp+ 4γfq + 2ω(u2 + v2)
)
ddx = 0, (89)
which means that the term ∼ α2 in (86) also vanishes. Using (60), finally we get
Qp = 0, Ep = 0, (90)
which is the expected result for the instability mode.
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5.4 Oscillation modes
Finally, let us turn to the oscillation mode and consider perturbation of the form
ϕ(t, ~x) = α
(
a(~x)eiγt + b(~x)e−iγt
)
+ α2
(
m(~x) + j(~x)e2iγt + w(~x)e−2iγt
)
, (91)
where γ is real and γ > 0; a(~x), b(~x), m(~x), j(~x) and w(~x) are complex functions. From the
very beginning, it is convenient to use notations (51) and the notations
χ+(~x) = m(~x) +m
∗(~x), χ−(~x) = m(~x)−m∗(~x), (92)
ψ+(~x) = j(~x) + w
∗(~x), ψ−(~x) = j(~x)− w∗(~x). (93)
Substituting (91) into Eq. (58), keeping the terms ∼ α and ∼ α2, and isolating the terms with
different dependences on time, we get Eqs. (52) and (53) and the following equations for χ+,
χ−, ψ+, and ψ−:
−Lˆ1χ+ = S 1
f
(3ξ∗ξ + η∗η) + 4Jξ∗ξ, (94)
−Lˆ2χ− = S 1
f
(ξ∗η − η∗ξ), (95)
−Lˆ1ψ+ + 4ωγψ− + 4γ2ψ+ = S 1
f
(
3
2
ξ2 − 1
2
η2
)
+ 2Jξ2, (96)
−Lˆ2ψ− + 4ωγψ+ + 4γ2ψ− = S 1
f
ξη. (97)
Now we substitute (91) into (32) and retain the terms ∼ α and ∼ α2. The result looks as
follows:
Qp = α
∫ (
eiγt(2ωfξ + γfη) + e−iγt(2ωfξ∗ + γfη∗)
)
ddx
+α2
∫
ddx
(
2ωfχ+ + ω(ξ
∗ξ + η∗η) + γ(ξ∗η + η∗ξ)
+e2iγt
1
2
(
4ωfψ+ + 4γfψ− + ω(ξ2 − η2)
)
+ e−2iγt
1
2
(
4ωfψ∗+ + 4γfψ
∗
− + ω(ξ
∗2 − η∗2))). (98)
It is possible to show that∫ (
4ωfψ+ + 4γfψ− + ω(ξ2 − η2)
)
ddx = 0; (99)
see Appendix B for details. Together with (55), it means that the terms ∼ e±iγt and ∼ e±2iγt
vanish from (98). Thus, for the charge we get
Qp = α
2
∫ (
2ωfχ+ + ω(ξ
∗ξ + η∗η) + γ(ξ∗η + η∗ξ)
)
ddx. (100)
Substituting (91) into (60), we easily obtain
Ep = α
2
∫ (
2ω2fχ+ + (ω
2 + γ2)(ξ∗ξ + η∗η) + 2ωγ(ξ∗η + η∗ξ)
)
ddx. (101)
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Note that the term with χ+ in (101), i.e., the nonlinear correction, comes only from the term
ωQp of (60). One can see that this nonlinear correction is equal to zero for ω = 0. Thus, for
the static background one can use the formulas without the nonlinear corrections (compare,
say, (56) with ω = 0 and (100) with ω = 0).
To get the charge and the energy of the mode, it is necessary to find χ+. However, if one
knows not only the Q-ball profile f(r) for a given value of the frequency ω, but also the forms
of Q-ball solutions in the vicinity of this frequency ω (or if there exists the analytic solution
f(r, ω)), it is possible to simplify the task of calculating Qp and Ep considerably by using the
following trick: let us multiply Eq. (94) by df
dω
, integrate the result over the space, and use
Eq. (27). We obtain∫
2ωfχ+d
dx =
∫
df
dω
Lˆ1χ+d
dx = −
∫
df
dω
(
S
1
f
(3ξ∗ξ + η∗η) + 4Jξ∗ξ
)
ddx, (102)
leading to
Qp = α
2
∫ (
ω(ξ∗ξ + η∗η) + γ(ξ∗η + η∗ξ)− 1
f
df
dω
S(3ξ∗ξ + η∗η)− 4 df
dω
Jξ∗ξ
)
ddx. (103)
Ep = α
2
∫ (
(ω2 + γ2)(ξ∗ξ + η∗η) + 2ωγ(ξ∗η + η∗ξ)− ω
f
df
dω
S(3ξ∗ξ + η∗η)− 4ω df
dω
Jξ∗ξ
)
ddx.
(104)
A remarkable feature of formulas (103) and (104) is that in order to correctly calculate the
charge and the energy of the oscillation mode, it is sufficient to have only the solutions to
linearized equations of motion (together with df
dω
), whereas all the nonlinear corrections turn
out be taken into account automatically in (103) and (104). Note that Qp and Ep are finite for
the modes from a discrete spectrum.
We see that, contrary to formula (56), here the charge Qp is conserved over time, as well as
the energy Ep. Moreover, even if we average (56) over the “period of oscillations”
2π
γ
(here I do
not take into account the overall factor eiωt), we will not get the correct result for the charge
of the oscillation mode (because of the absence of the necessary term with χ+).
In the general case, Qp and Ep defined by (103) and (104) can be negative or positive. A
possible negativity of Ep is not strange — Ep is not the absolute energy; it is just the relative
energy of the mode with respect to the Q-ball energy. Namely, one has to extract the energy
−Ep > 0 from the Q-ball (and at the same time to extract the charge −Qp from the Q-ball)
to produce this mode. However, one may think that it is energetically favorable for the Q-ball
to drop the charge −Qp and the energy −Ep, say, by emitting some particles. The latter may
look like a potential source of classical or quantum instability. Let us discuss this problem in
more detail.
First, from (103) and (104) we see that
Ep = ωQp + α
2
∫ (
γ2(ξ∗ξ + η∗η) + ωγ(ξ∗η + η∗ξ)
)
ddx. (105)
Now let us take Eq. (53), multiply it by η∗ and integrate the result over the space. We obtain∫ (
η∗Lˆ2η − γ2η∗η
)
ddx = 2ωγ
∫
η∗ξ ddx. (106)
14
Combining relation (106) with its complex conjugate, we get∫ (
η∗Lˆ2η − γ2η∗η
)
ddx = ωγ
∫
(η∗ξ + ξ∗η)ddx. (107)
Using the latter relation, for (105) we obtain
Ep = ωQp + α
2
∫ (
γ2ξ∗ξ + η∗Lˆ2η
)
ddx. (108)
The inequality
∫
ddx η∗Lˆ2η ≥ 0 (see (29)) results in∫ (
γ2ξ∗ξ + η∗Lˆ2η
)
ddx > 0 (109)
for γ 6= 0, ξ 6≡ 0 (if ξ ≡ 0, then, according to Eq. (52), η ≡ 0). Inequality (109) implies that
Ep can be negative only if ωQp < 0.
However, in such a case there is a more energetically favorable process than the one men-
tioned above. Namely, if the Q-ball simply changes its frequency ω by dropping (somehow) the
charge −Qp, then the energy loss of the initial Q-ball will be larger than the one in the case of
the “excited state” with Ep < 0:
|△E0| ≈ |ωQp| > |ωQp| −
∫ (
γ2ξ∗ξ + η∗Lˆ2η
)
ddx = |Ep|. (110)
In deriving this inequality, it is necessary to use the relation
dE0
dQ0
= ω, (111)
which holds for any Q-ball.
Now we have two possibilities. First, let there exist only the scalar excitations of the
field φ against the vacuum solution φ ≡ 0, forming the corresponding scalar particles of the
theory. The mass of these particles M =
√
dV
d(φ∗φ)
∣∣
φ∗φ=0
is such that |ω| < M ; thus, both
processes with the emitting of such scalar particles are energetically forbidden. Of course, if
E0 < MQ0, the quantum decay of the Q-ball into scalar particles is possible, but it still cannot
go through the excited state with Ep < 0. Second, if there exist some additional particles of
mass m < |ω|, which interact with the Q-ball and carry the same U(1) charge as the Q-ball
does, both processes are not forbidden, but the process ending up with the new Q-ball of energy
E0 +△E0 ≈ E0 + ωQp < E0 is more energetically favorable than the process ending up with
the excited Q-ball with Ep < 0. All these reasonings show that the existence of the oscillation
mode with Ep < 0 is not dangerous and does not lead to any additional instability, at least at
the quantum level. As for the classical stability, one should not expect that the existence of
such modes can somehow affect the classical stability of Q-balls, which can easily be seen from
the derivation of the classical stability criterion [8,12] based on the use of linearized equations
of motion for perturbations [7].6 However, we will also discuss this problem at the end of the
next section.
6An explicit example of the mode with Ep < 0 for classically stable Q-balls in the model with logarithmic
scalar field potential will be presented in Section 8.
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6 Additivity of charge and energy for oscillation modes
In the previous section the formulas were obtained for the charge and the energy (in the
quadratic order in perturbations) of a single mode forming the perturbation against a Q-ball.
But what if we have many modes in the perturbation? The main question is whether the
additivity property is valid for the charge and the energy. The naive expectation is that it
is not valid because of the nonlinear equation of motion for the perturbations. However, this
naive expectation is not correct.
Suppose we have a classically stable Q-ball (in order not to deal with the instability modes
of form (40)). Let us take the following solution to linearized equation of motion (11):
ϕlin(t, ~x) = α
∑
n
(
an(~x)e
iγnt + bn(~x)e
−iγnt) , (112)
where γn are real, γn > 0 and γn 6= γk for n 6= k. Without loss of generality, I take one and
the same α for all modes. Also, for simplicity, I take only the modes from the discrete part of
the spectrum. However, the modes from the continuous part of the spectrum, if they exist, can
easily be taken into account: the simplest way to do it is to put the system into a “box” of a
finite size.
The perturbation with nonlinear corrections takes the form
ϕ(t, ~x) = α
∑
n
(
an(~x)e
iγnt + bn(~x)e
−iγnt)+ α2m(~x) + α2∑
n
(
jn(~x)e
2iγnt + wn(~x)e
−2iγnt)
+α2
∑
n,k
n<k
(
p1,nk(~x)e
i(γn+γk)t + p2,nk(~x)e
−i(γn+γk)t + q1,nk(~x)ei(γn−γk)t + q2,nk(~x)e−i(γn−γk)t
)
,
(113)
where an(~x), bn(~x), m(~x), jn(~x), wn(~x), p1,nk(~x), p2,nk(~x), q1,nk(~x), and q2,nk(~x) are complex
functions. It is also convenient to use the notations
ξn(~x) = an(~x) + b
∗
n(~x), ηn(~x) = an(~x)− b∗n(~x), (114)
χ+(~x) = m(~x) +m
∗(~x), χ−(~x) = m(~x)−m∗(~x), (115)
ψ+,n(~x) = jn(~x) + w
∗
n(~x), ψ−,n(~x) = jn(~x)− w∗n(~x), (116)
̺+,nk(~x) = p1,nk(~x) + p
∗
2,nk(~x), ̺−,nk(~x) = p1,nk(~x)− p∗2,nk(~x), (117)
θ+,nk(~x) = q1,nk(~x) + q
∗
2,nk(~x), θ−,nk(~x) = q1,nk(~x)− q∗2,nk(~x). (118)
Substituting perturbation (113) into Eq. (58), keeping the terms ∼ α and ∼ α2, and isolating
the terms with different dependences on time, we get the following set of equations:
−Lˆ1ξn + 2ωγnηn + γ2nξn = 0, (119)
−Lˆ2ηn + 2ωγnξn + γ2nηn = 0, (120)
−Lˆ1χ+ = S 1
f
∑
n
(3ξ∗nξn + η
∗
nηn) + 4J
∑
n
ξ∗nξn, (121)
−Lˆ2χ− = S 1
f
∑
n
(ξ∗nηn − η∗nξn) , (122)
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−Lˆ1ψ+,n + 4ωγnψ−,n + 4γ2nψ+,n = S
1
f
(
3
2
ξ2n −
1
2
η2n
)
+ 2Jξ2n, (123)
−Lˆ2ψ−,n + 4ωγnψ+,n + 4γ2nψ−,n = S
1
f
ξnηn, (124)
−Lˆ1̺+,nk + 2ω(γn + γk)̺−,nk + (γn + γk)2̺+,nk = S 1
f
(3ξnξk − ηnηk) + 4Jξnξk, (125)
−Lˆ2̺−,nk + 2ω(γn + γk)̺+,nk + (γn + γk)2̺−,nk = S 1
f
(ξnηk + ηnξk) , (126)
−Lˆ1θ+,nk + 2ω(γn − γk)θ−,nk + (γn − γk)2θ+,nk = S 1
f
(3ξnξ
∗
k + ηnη
∗
k) + 4Jξnξ
∗
k, (127)
−Lˆ2θ−,nk + 2ω(γn − γk)θ+,nk + (γn − γk)2θ−,nk = S 1
f
(ηnξ
∗
k − ξnη∗k) . (128)
Now let us substitute (113) into (32) and keep the terms ∼ α and ∼ α2. In full analogy with
the case of a single mode, the terms linear in α (which are ∼ e±iγnt) vanish because of (55),
whereas the terms ∼ e±2iγnt vanish because of (99). Thus, we obtain
Qp = α
2
∫ (
2ωfχ+ +
∑
n
(
ω(ξnξ
∗
n + ηnη
∗
n) + γn(ξnη
∗
n + ηnξ
∗
n)
))
ddx+
∫
ddx
∑
n,k
n<k
α2
×
[
ei(γn+γk)t
(
2ωf̺+,nk + (γn + γk)f̺−,nk + ω(ξnξk − ηnηk) + 1
2
(γn − γk)(ξkηn − ξnηk)
)
+ei(γn−γk)t
(
2ωfθ+,nk + (γn − γk)fθ−,nk + ω(ξnξ∗k + ηnη∗k) +
1
2
(γn + γk)(ξ
∗
kηn + ξnη
∗
k)
)
+ c.c.
]
.
(129)
It is possible to show that∫ (
2ωf̺+,nk + (γn + γk)f̺−,nk + ω(ξnξk − ηnηk) + 1
2
(γn − γk)(ξkηn − ξnηk)
)
ddx = 0, (130)∫ (
2ωfθ+,nk + (γn − γk)fθ−,nk + ω(ηnη∗k + ξnξ∗k) +
1
2
(γn + γk)(ξ
∗
kηn + ξnη
∗
k)
)
ddx = 0; (131)
see Appendix C for details. It means that the terms ∼ e±i(γn+γk)t and ∼ e±i(γn−γk)t also vanish
from (129), and we arrive at
Qp = α
2
∫ (
2ωfχ+ +
∑
n
(
ω(ξnξ
∗
n + ηnη
∗
n) + γn(ξnη
∗
n + ηnξ
∗
n)
))
ddx. (132)
It is clear that, according to (121), one can represent χ+ as
χ+ =
∑
n
χ
(n)
+ , (133)
where each χ
(n)
+ satisfies the equation
− Lˆ1χ(n)+ = S
1
f
(3ξ∗nξn + η
∗
nηn) + 4Jξ
∗
nξn. (134)
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Then, Qp takes the form
Qp = α
2
∑
n
∫ (
2ωfχ
(n)
+ + ω(ξnξ
∗
n + ηnη
∗
n) + γn(ξnη
∗
n + ηnξ
∗
n)
)
ddx
= α2
∑
n
∫ (
ω(ξnξ
∗
n + ηnη
∗
n) + γn(ξnη
∗
n + ηnξ
∗
n)−
1
f
df
dω
S(3ξnξ
∗
n + ηnη
∗
n)− 4
df
dω
Jξnξ
∗
n
)
ddx.
(135)
Substituting (113) into (60) and keeping the terms ∼ α and ∼ α2, for the energy we obtain
Ep = ωQp + α
2
∫ ∑
n
(
γ2n(ξ
∗
nξn + η
∗
nηn) + ωγn(ξ
∗
nηn + η
∗
nξn)
)
ddx
+
α2
4
∫ ∑
n,k
n<k
(
ei(γn+γk)t(γn − γk)
(
2ω(ηnξk − ξnηk) + (γn − γk)(ξnξk − ηnηk)
)
+ei(γn−γk)t(γn + γk)
(
2ω(ηnξ
∗
k + ξnη
∗
k) + (γn + γk)(ξnξ
∗
k + ηnη
∗
k)
)
+ c.c.
)
ddx. (136)
It is possible to show that∫
(2ω(ηnξk − ηkξn) + (γn − γk)(ξnξk − ηnηk)) ddx = 0, (137)∫
(2ω(ηnξ
∗
k + ξnη
∗
k) + (γn + γk)(ξnξ
∗
k + ηnη
∗
k)) d
dx = 0; (138)
see Appendix D for details. It means that the terms ∼ e±i(γn+γk)t and ∼ e±i(γn−γk)t vanish from
(136), and we arrive at
Ep = ωQp + α
2
∑
n
∫ (
γ2n(ξ
∗
nξn + η
∗
nηn) + ωγn(ξ
∗
nηn + η
∗
nξn)
)
ddx. (139)
We see that the total charge of the perturbation is just the sum of the charges of the modes.
It means that the additivity property is valid for the charge, though we used nonlinear equation
of motion (58) for the perturbation. That is,
Qp =
∑
n
Q(n)p [ξn, ηn, γn], (140)
where each Q
(n)
p [ξn, ηn, γn] can be calculated using formula (103). Analogously, we can write
Ep =
∑
n
E(n)p [ξn, ηn, γn], (141)
where each E
(n)
p [ξn, ηn, γn] can be calculated using formula (104). The additivity property is
valid for the energy too.
What if we have two modes such that γi = γj = γ for ξi 6≡ cξj and ηi 6≡ cηj, where c is a
constant, i.e., different modes of the same frequency? In this case one gets in (132) and (139)
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ξi+ ξj instead of a single ξn and ηi+ ηj instead of a single ηn. There is a good reason to believe
that the corresponding overlap integrals in (132) and (139) are equal to zero, i.e.,
Q(i+j)p [ξi + ξj, ηi + ηj , γ] = Q
(i)
p [ξi, ηi, γ] +Q
(j)
p [ξj, ηj, γ], (142)
E(i+j)p [ξi + ξj, ηi + ηj , γ] = E
(i)
p [ξi, ηi, γ] + E
(j)
p [ξj, ηj, γ]. (143)
Indeed, let us use the standard trick and modify “by hands” the function S(r) → S(ǫ)(r) =
S(r)+ ǫ δS(r). Here δS(r) is chosen in such a way that it removes the degeneracy of the modes
γi → γ(ǫ)i = γ + ǫ δγi, γj → γ(ǫ)j = γ + ǫ δγj, (144)
where δγi 6= δγj. Of course, the functions ξi,j and ηi,j (as well as the functions χ(i,j)+ , which are
expressed through ξi,j and ηi,j by means of Eq. (134)) also turn out to be modified as
ξi,j → ξ(ǫ)i,j = ξi,j + ǫ δξi,j, ηi,j → η(ǫ)i,j = ηi,j + ǫ δηi,j . (145)
In this case γ
(ǫ)
i 6= γ(ǫ)j and, according to the results presented above, the terms ∼ e±i(γ
(ǫ)
i ±γ
(ǫ)
j )t
vanish, so we are left with
Q(i)p [ξ
(ǫ)
i , η
(ǫ)
i , γ
(ǫ)
i ] +Q
(j)
p [ξ
(ǫ)
j , η
(ǫ)
j , γ
(ǫ)
j ] (146)
for the charge and
E(i)p [ξ
(ǫ)
i , η
(ǫ)
i , γ
(ǫ)
i ] + E
(j)
p [ξ
(ǫ)
j , η
(ǫ)
j , γ
(ǫ)
j ] (147)
for the energy.7 In the limit ǫ→ 0 we still get
Q(i)p [ξi, ηi, γ] +Q
(j)
p [ξj, ηj , γ], E
(i)
p [ξi, ηi, γ] + E
(j)
p [ξj, ηj, γ] (148)
without any cross terms. The latter implies that the additivity of the charge and the energy
remains valid for the case γi = γj = γ with ξi 6≡ cξj, ηi 6≡ cηj , where c is a constant, too.
Note that the symmetry between the modes with positive and negative charges, i.e., the
symmetry Q
(n)
p = −Q(k)p , E(n)p = E(k)p , is not expected. An explicit example will be presented
in Section 8.
One can see that if we drop the terms ̺±,nk and θ±,nk (which come as nonlinear corrections)
in (129), we will get the nonzero time-dependent terms proportional to the overlap integrals
between solutions for different modes. Thus, the use of the nonlinear equation of motion for
perturbations not only recovers the conservation over time of the charge and the energy but
also results in the additivity of the charge and the energy of the modes.
At the end of this section, let us return to the discussion of Q-ball stability in connection
with the existence of the modes with E
(n)
p [ξn, ηn, γn] < 0, which was started at the end of
Section 5.4. As was shown in Section 5.3, the instability mode has Qp = 0, Ep = 0; see (90).
So, there arises the question about a possibility to construct a perturbation with Qp = 0 and
Ep < 0, using the modes with E
(n)
p [ξn, ηn, γn] < 0. If such perturbations exist, then the energy
7The modification of S(r) may even remove the degeneracy of the time-independent modes if and ∂if .
Meanwhile, since the operator Lˆ2 remains intact and Lˆ2f = 0, the results of Appendices C and D remain valid
and we still can obtain formulas (132) (but not (135) at this step, because Lˆ
(ǫ)
1
df
dω
6= 2ωf) and (139).
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of the excited Q-ball will be less than the energy of the initial Q-ball. The latter may imply a
potential instability of the Q-ball.
To this end, let us suppose that we have the modes with E
(n)
p [ξn, ηn, γn] < 0, as well as
the modes with E
(n)
p [ξn, ηn, γn] > 0. Let us consider the perturbation constructed from these
modes. According to (140), for the total charge of the perturbation we have
Qp =
∑
n
Q(n)p = 0, (149)
For the energy, using (141) and (108), we get
Ep =
∑
n
E(n)p =
∑
n
(
ωQ(n)p + α
2
∫ (
γ2nξ
∗
nξn + η
∗
nLˆ2ηn
))
ddx
= ω
∑
n
Q(n)p + α
2
∑
n
∫ (
γ2nξ
∗
nξn + η
∗
nLˆ2ηn
)
ddx = α2
∑
n
∫ (
γ2nξ
∗
nξn + η
∗
nLˆ2ηn
)
ddx > 0, (150)
where we have used (149) and (109). We see that it is impossible to compose from the oscillation
modes a perturbation with the charge Qp = 0 and Ep < 0. This is an additional indication
of the fact that the modes with E
(n)
p [ξn, ηn, γn] < 0 do not induce new instabilities, on both
classical and quantum levels. An explicit example of the mode with E
(n)
p [ξn, ηn, γn] < 0 in the
case of a classically stable Q-ball will be presented in Section 8.
Note that the last term of (150) comes only from the second term of (60). This term
does not contain any pathologies like time-dependent terms or the absence of additivity when
only the linear part of the perturbation is taken into account (in the second term of (60), the
corrections ∼ α2 to the linear part of the perturbation lead to the terms ∼ α3, which are
neglected).
Analogously, using (111), it is possible to show that the energy of any classically stable Q-
ball of charge Q0+Qp is smaller than the energy of the excited Q-ball of the same total charge
Q0+Qp (i.e., with the original charge Q0 and the charge of the perturbation Qp), regardless of
the combination of the modes forming this perturbation:
(E0[Q0] + Ep)− E0[Q0 +Qp] ≈ (E0[Q0] + Ep)− (E0[Q0] + ωQp)
= Ep − ωQp = α2
∑
n
∫ (
γ2nξ
∗
nξn + η
∗
nLˆ2ηn
)
ddx > 0. (151)
This result also implies that the term “excited Q-ball” can be considered from a different point
of view. Namely, if we somehow excite a Q-ball without changing its charge, i.e., if we just
add only the energy to the system, it may look like a process changing the original Q-ball plus
creating a perturbation,
E0[Q0]→ E0[Q0 −Qp] + Ep. (152)
It is clear that the change of the frequency of the Q-ball ∆ω ∼ α2, and we can neglect the
corrections ∆Qp ∼ α4 and ∆Ep ∼ α4. The energy, which should be added to the initial Q-ball,
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is
δE = Ep − ωQp = α2
∑
n
∫ (
γ2nξ
∗
nξn + η
∗
nLˆ2ηn
)
ddx
= α2
∑
n
∫ (
γ2n(ξ
∗
nξn + η
∗
nηn) + ωγn(ξ
∗
nηn + η
∗
nξn)
)
ddx > 0. (153)
One can see that it is always positive. Again, δE can be calculated using only the linear part
of the perturbation.
7 Isolation of a single mode
For completeness, here I present a method of isolation of a single mode from the linear part of
the perturbation, i.e., from superposition (112), which is a solution to linearized equations of
motion (119) and (120). Suppose we have a set of properly normalized solutions of Eqs. (119)
and (120), which we define as ξˆn and ηˆn. It is clear that since Eqs. (119) and (120) are invariant
with respect to the rescaling ξn → Cnξn and ηn → Cnηn, the initial functions an and bn in (112)
turn out to be rescaled as an → Cnan and bn → C∗nbn. Thus, the linear part of perturbation
(112) can be represented as
ϕlin(t, ~x) =
∑
n
(
Cn
1
2
(ξˆn + ηˆn)e
iγnt + C∗n
1
2
(ξˆ∗n − ηˆ∗n)e−iγnt
)
. (154)
The coefficients Cn in (154) can be obtained with the help of the formula
Cn =
∫ [
(ξˆ∗n + ηˆ
∗
n) ((γn + 2ω)ϕlin − iϕ˙lin) + (ξˆ∗n − ηˆ∗n) ((γn − 2ω)ϕ∗lin − iϕ˙∗lin)
]
ddx
2eiγnt
∫ [
γn(ξˆ∗nξˆn + ηˆ∗nηˆn) + ω(ξˆ∗nηˆn + ξˆnηˆ∗n)
]
ddx
, (155)
which can be evaluated at any moment of time t. The derivation of Eq. (155) is straightforward
and relies on the use of the complex conjugate of Eqs. (137) and (138). In fact, Eqs. (137) and
(138) exactly suggest the form of transform (155).
8 Explicit example: logarithmic scalar field potential
Let us consider d = 3 and the scalar field potential of the form [16]
V (φ∗φ) = −µ2φ∗φ ln (β2φ∗φ) . (156)
The Q-ball profile in this model has the form
f(r) =
1
β
e
− ω2
2µ2
+1
e−
µ2r2
2 . (157)
The charge and the energy of this Q-ball look like
Q0 = 2π
3
2
ω
β2µ3
e
2−ω2
µ2 , E0 = 2π
3
2
1
β2µ
(
ω2
µ2
+
1
2
)
e
2−ω2
µ2 . (158)
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The model with potential (156) is known to be exactly solvable — not only Q-ball solu-
tion (157) can be found analytically [16] but also the linearized equations of motion can be
solved analytically [6], providing detailed information about the spectrum of perturbations. In
particular, it was shown in paper [6] that Q-balls in this model are classically stable for ω2 ≥ µ2
2
.
For (12), (59), and df
dω
we get
U = −3µ2 + ω2 + µ4r2, S = −µ2, J = µ
2
2f
,
df
dω
= − ω
µ2
f. (159)
As was noted above, the linearized equations of motion for this model were solved analytically
in [6]. Here I will repeat only the main steps of calculations in order to get the formulas in our
notations. Equations (119) and (120) take the form
−∆ξn + µ4r2ξn = γ2nξn + 5µ2ξn + 2ωγnηn, (160)
−∆ηn + µ4r2ηn = γ2nηn + 3µ2ηn + 2ωγnξn. (161)
As was noted in Section 3, Eqs. (160) and (161) can be used for instability modes too if ξn is
supposed to be real, whereas ηn is supposed to be imaginary. It is clear that solutions to these
equations are connected with the eigenfunctions of the operator −∆ + µ4r2, which is just the
Hamiltonian of the quantum mechanical harmonic oscillator,
−∆ΨNˆ(~x) + µ4r2ΨNˆ(~x) = µ2(3 + 2N)ΨNˆ(~x), (162)
where Nˆ = {N1, N2, N3}, N = N1 +N2 +N3, and N1,2,3 = 0, 1, 2, .... So, we define
ξNˆ,±(~x) = ΨNˆ(~x)YNˆ,±, ηNˆ,±(~x) = ΨNˆ(~x)ZNˆ,±, (163)
where the subscripts Nˆ ,± are used instead of the subscript n in (160) and (161). The meaning
of the subscripts “+” and “–” will become clear later. Here YNˆ,± and ZNˆ,± are complex
coefficients, for which we get
(γ2N,± + 2µ
2 − 2Nµ2)YNˆ,± + 2ωγN,±ZNˆ,± = 0, (164)
2ωγN,±YNˆ,± + (γ
2
N,± − 2Nµ2)ZNˆ,± = 0, (165)
leading to
γ2N,± = 2µ
2

ω2
µ2
− 1
2
+N ±
√(
ω2
µ2
− 1
2
)2
+ 2N
ω2
µ2

 . (166)
Note that there is the subscript N in γN,±, not Nˆ .
According to (166), for ω2 > µ
2
2
there are two solutions corresponding to the modes with
the zero frequency (time-independent modes):
γ0,− = 0, γ1,− = 0 (167)
(in order to correctly use the notations YNˆ,± and ZNˆ,± for the modes with γN,± = 0, it is also
necessary to restrict YNˆ,± to be purely real and ZNˆ,± to be purely imaginary for these modes, as
in the case of instability modes). The first solution corresponds to the mode αif , whereas the
22
second solution corresponds to the translational modes α∂if , i = 1, 2, 3. It is not difficult to
show that γ2N,± > 0 for the other modes if ω
2 > µ
2
2
. Without loss of generality, we can suppose
that γN,± > 0 for these modes. It is clear that the modes with the same γN,+, as well as the
modes with the same γN,−, are degenerate — they have the same value of the frequency but
different “wave functions” ΨNˆ .
For ω2 < µ
2
2
the (0,−) mode turns out to be the instability mode with
γ20,− = 2(2ω
2 − µ2) < 0. (168)
Now we turn to the charge and the energy. Using (159), from (135) and (139) we get for
each mode with γN,± > 0
QNˆ ,±p = α
2
∫
γN,±
(
ξNˆ,±η
∗
Nˆ ,± + ηNˆ ,±ξ
∗
Nˆ,±
)
d3x, (169)
ENˆ,±p = 2ωQ
Nˆ,±
p + α
2
∫
γ2N,±
(
ξNˆ,±ξ
∗
Nˆ,± + ηNˆ ,±η
∗
Nˆ,±
)
d3x. (170)
From, say, Eq. (165), we get for ω 6= 0
YNˆ,± = −
γ2N,± − 2Nµ2
2ωγN,±
ZNˆ,±. (171)
Substituting the latter relation into (169) and (170), we obtain
QNˆ,±p = −α2
2µ2
ω

ω2
µ2
− 1
2
±
√(
ω2
µ2
− 1
2
)2
+ 2N
ω2
µ2

 |ZNˆ,±|2
∫
|ΨNˆ |2d3x, (172)
ENˆ,±p = α
2µ
4
ω2

4Nω2
µ2
−
(
ω2
µ2
− 1
2
)
∓
√(
ω2
µ2
− 1
2
)2
+ 2N
ω2
µ2

 |ZNˆ,±|2
∫
|ΨNˆ |2d3x. (173)
Since
∫
d3xΨ∗
Nˆ
ΨKˆ = 0 for Nˆ 6= Kˆ, there cannot be cross terms in the expressions for the
charge and the energy of the perturbation containing the modes of the same frequency but
with different wave functions. The latter supports the conclusion of Section 6, which is related
to Eqs. (142) and (143).
We see from (172) that the sign of QNˆ,±p can be positive or negative, depending on the sign
+ or − in (172) and the sign of ω. In general, there is no symmetry Q(n)p = −Q(k)p , E(n)p = E(k)p .
The easiest way to see it is to consider ω = µ√
2
> 0. In this case, for the nonzero γN,± we can
write
QNˆ,±p = ∓
√
NCNˆ,±, (174)
ENˆ,±p =
µ√
2
(
2N ∓
√
N
)
CNˆ,±, (175)
where CNˆ,± > 0. Requirements for the symmetry under consideration look as follows:
√
NCNˆ,+ =
√
KCKˆ,−, (176)(
2N −
√
N
)
CNˆ,+ =
(
2K +
√
K
)
CKˆ,−, (177)
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resulting in √
N = 1 +
√
K. (178)
Of course, this equation has solutions for some natural N and K, but obviously not for all.
It is interesting to note that for ω2 > µ
2
2
, N = 0, and the sign − in (173) we get
E0,+p = −2α2
µ4
ω2
(
ω2
µ2
− 1
2
)
|Z0,+|2
∫
|Ψ0|2 d3x < 0, (179)
where the subscript Nˆ = {0, 0, 0} is replaced by “0”, which corresponds to the oscillation mode
with
γ0,+ =
√
2
√
2ω2 − µ2. (180)
We see that the energy of the oscillation mode indeed can be negative even in the case of a
classically stable Q-ball. For this mode,
|E0,+p | =
µ2
2ω2
|ωQ0,+p | < |ωQ0,+p |, (181)
which corresponds to (110). If we pass from the stable region ω2 > µ
2
2
to the unstable region
ω2 < µ
2
2
, this mode will transform (through the time-independent mode ∼ if) into the insta-
bility mode with γ0,− = −i
√
2
√
µ2 − 2ω2; see the discussion at the end of Section 3. Since the
energy of an instability mode is equal to zero, the energy of the corresponding oscillation mode
should tend to zero as γn → 0. It is easy to see that indeed E0,+p → 0 as γ0,+ → 0. However,
one cannot expect that in the general case the energy of the oscillation mode, which transforms
into the instability mode, is always negative.
As for the other modes with γN,± > 0 in this model, the inequality ENˆ,±p > 0 holds for these
modes. For N ≫ 1 and N ≫ ω2
µ2
we can get ENˆ,±p ≈ ∓µ
√
2
√
N QNˆ,±p ∼ N .
9 Conclusion
In the present paper, the charge and the energy of perturbations against a Q-ball solution are
considered up to the second order in perturbations. It is shown that in order to obtain correct
results (in particular, to maintain the conservation over time of the charge and the energy), it
is necessary to consider nonlinear equations of motion for perturbations, i.e., equations which
include quadratic terms in perturbations. It is also shown that, contrary to the naive expecta-
tion for the nonlinear theory, the additivity property is valid for the charge and the energy if
the perturbation against a Q-ball contains many modes. It is expected that the same is true
for other integrals of motion such as momentum or angular momentum.
This additivity of the charge and the energy can be explained in the following way. Indeed,
the overlap integrals for different modes in Qp and Ep, at least for the modes with different
frequencies γn, can appear together only with the oscillating exponents e
±i(γn±γk)t. Since the
charge and the energy are conserved over time up to the second order in perturbations (due to
the use of the nonlinear equation of motion for the perturbation), such terms should vanish.
In fact, the analysis presented in this paper is just the correct use of the perturbation theory.
However, apart from the main results, it reveals some interesting consequences:
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1. If one knows not only the Q-ball profile f(r) but also df(r)
dω
, there is no need to solve the
equations of motion for the nonlinear correction: the charge and the energy of the mode
can be obtained using only the solutions to linearized equations of motion. This result
can be useful for consistent and correct quantization of perturbations against Q-balls.
2. The energy of the oscillation mode can be negative (with respect to the Q-ball energy),
which was demonstrated explicitly for the model with logarithmic scalar field potential.
However, it does not lead to additional instabilities of the Q-ball with such modes in the
spectrum of perturbations.
3. The second order corrections to the linear part of a perturbation are not necessary if we
consider the perturbation that does not change the total charge of the system (i.e., with
Qp = 0). In such a case, the energy of the perturbation (in the quadratic order in the
expansion parameter α) can be calculated using only the linear part of the perturbation,
which does not lead to pathologies such as emergence of time-dependent terms or violation
of the additivity property.
4. Nonlinear corrections are not necessary for Q-balls with ω = 0, i.e., for static background
solutions. Meanwhile, it is necessary to note that all Q-balls with ω = 0 are classically
unstable (see, for example, [7]).
5. The form of oscillation mode (91) with nonlinear corrections implies that in the full
nonlinear theory there may exist exact solutions for small perturbations ϕ, representing
the nonlinear modes that are periodic in time with the periods Tn =
2π
γn
(here I do not take
into account the overall factor eiωt). Although it is not obvious that the full nonlinear
theory indeed admits the existence of such solutions, if they still exist, the corresponding
terms of their Fourier transform will give the result close to Eq. (91).
In principle, an analogous situation with the necessity to consider nonlinear equations of
motion for perturbations may appear in other theories with time-dependent background so-
lutions (for the case of the nonlinear Schro¨dinger equation, see [2]). Thus, I hope that the
approach and the results presented in this paper can be useful not only for examining Q-balls
but also for studying perturbations against other time-dependent background solutions.
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Appendix A: Perturbations in the case of small |ρ|
Let us substitute ansatz (25) and (26) into linearized equations of motion (16) and (17). Using
the relations Lˆ2f = 0 and Eq. (27), we get
Lˆ1c1 − 2ωc2 − df
dω
− ρ2c1 = 0, (182)
Lˆ2c2 − 2ω df
dω
− f − ρ2(2ωc1 + c2) = 0. (183)
We see that c1(~x) and c2(~x) are not singular in ρ
2. Now let us make the following steps. First,
let us multiply Eq. (183) by f and integrate the result over the space. We get
1
2
dQ0
dω
+ ρ2
∫
(2ωc1f + c2f)d
dx = 0, (184)
where we have used the definition of Q-ball charge (7). Second, let us take the complex
conjugate of Eq. (183), multiply it by c2(~x), and integrate the result over the space. We get∫
c2Lˆ2c
∗
2 d
dx =
∫ (
2ωc2
df
dω
+ c2f
)
ddx+ ρ∗2
∫
(2ωc∗1c2f + c
∗
2c2f) d
dx. (185)
And third, let us multiply Eq. (182) by df
dω
and integrate the result over the space. Using
Eq. (27), we get ∫ (
df
dω
)2
ddx =
∫ (
2ωc1f − 2ωc2 df
dω
)
ddx− ρ2
∫
c1
df
dω
ddx. (186)
After summing up (185) and (186), substituting the result into (184), and omitting the terms
∼ ρ4 and ∼ ρ∗2ρ2, we get relation (28).
Appendix B: The integrals arising when calculating the
charge, single mode
Let us take Eq. (97), multiply it by f , and integrate the result over the space. Using the fact
that Lˆ2f = 0, we get ∫
(4ωfψ+ + 4γfψ−)ddx =
1
γ
∫
Sξη ddx. (187)
Then, using Eqs. (52) and (53), let us consider the integrals∫
η(Lˆ1ξ)d
dx =
∫
η(2ωγη + γ2ξ)ddx, (188)∫
ξ(Lˆ2η)d
dx =
∫
ξ(2ωγξ + γ2η)ddx. (189)
Since from definition of the operators Lˆ1 and Lˆ2, (19) and (20), it follows that∫
(ηLˆ1ξ − ξLˆ2η)ddx = 2
∫
Sξη ddx, (190)
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we get
1
γ
∫
Sξη ddx = ω
∫
(η2 − ξ2)ddx. (191)
Combining (187) and (191), we obtain∫ (
4ωfψ+ + 4γfψ− + ω(ξ2 − η2)
)
ddx = 0, (192)
which is exactly relation (99).
Appendix C: The integrals arising when calculating the
charge, many modes
Let us take Eq. (126), multiply it by f , and integrate the result over the space. Using the fact
that Lˆ2f = 0, we get
(γn + γk)
∫
(2ωf̺+,nk + (γn + γk)f̺−,nk) d
dx =
∫
S (ξnηk + ηnξk) d
dx. (193)
Then let us take Eqs. (119) and (120) and consider the integrals∫
ηk(Lˆ1ξn)d
dx =
∫
ηk(2ωγnηn + γ
2
nξn)d
dx, (194)∫
ξn(Lˆ2ηk)d
dx =
∫
ξn(2ωγkξk + γ
2
kηk)d
dx. (195)
Since ∫
(ηkLˆ1ξn − ξnLˆ2ηk)ddx = 2
∫
Sξnηk d
dx, (196)
we get
2
∫
Sξnηk d
dx =
∫ (
2ω(γnηnηk − γkξnξk) + (γ2n − γ2k)ξnηk
)
ddx. (197)
Now let us take Eqs. (119) and (120) and consider the integrals∫
ηn(Lˆ1ξk)d
dx =
∫
ηn(2ωγkηk + γ
2
kξk)d
dx, (198)∫
ξk(Lˆ2ηn)d
dx =
∫
ξk(2ωγnξn + γ
2
nηn)d
dx. (199)
Analogously, we get
2
∫
Sξkηn d
dx =
∫ (
2ω(γkηnηk − γnξnξk) + (γ2k − γ2n)ξkηn
)
ddx. (200)
Summing up (197) and (200), we obtain∫
S(ξnηk + ξkηn)d
dx =
∫ (
ω(γn + γk)(ηnηk − ξnξk) + 1
2
(γ2n − γ2k)(ξnηk − ξkηn)
)
ddx. (201)
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Finally, combining (193) and (201) and using the fact that γn + γk 6= 0, we arrive at∫ (
2ωf̺+,nk + (γn + γk)f̺−,nk + ω(ξnξk − ηnηk) + 1
2
(γn − γk)(ξkηn − ξnηk)
)
ddx = 0, (202)
which is exactly relation (130).
Relation (131) can be obtained in an analogous way. Multiplying Eq. (128) by f and
integrating the result over the space, we get
(γn − γk)
∫
(2ωfθ+,nk + (γn − γk)fθ−,nk) ddx =
∫
S (ηnξ
∗
k − ξnη∗k) ddx. (203)
Then let us take Eqs. (119) and (120) and consider the integrals∫
ηn(Lˆ1ξ
∗
k)d
dx =
∫
ηn(2ωγkη
∗
k + γ
2
kξ
∗
k)d
dx, (204)∫
ξ∗k(Lˆ2ηn)d
dx =
∫
ξ∗k(2ωγnξn + γ
2
nηn)d
dx, (205)
leading to
2
∫
Sξ∗kηn d
dx =
∫ (
2ω(γkηnη
∗
k − γnξnξ∗k) + (γ2k − γ2n)ξ∗kηn
)
ddx, (206)
and the integrals ∫
η∗k(Lˆ1ξn)d
dx =
∫
η∗k(2ωγnηn + γ
2
nξn)d
dx, (207)∫
ξn(Lˆ2η
∗
k)d
dx =
∫
ξn(2ωγkξ
∗
k + γ
2
kη
∗
k)d
dx, (208)
leading to
2
∫
Sξnη
∗
k d
dx =
∫ (
2ω(γnηnη
∗
k − γkξnξ∗k) + (γ2n − γ2k)ξnη∗k
)
ddx. (209)
Subtracting (209) from (206), we obtain∫
S(ξ∗kηn − ξnη∗k)ddx =
∫ (
ω(γk − γn)(ηnη∗k + ξnξ∗k) +
1
2
(γ2k − γ2n)(ξ∗kηn + ξnη∗k)
)
ddx. (210)
Combining (203) and (210) and using the fact that γn − γk 6= 0, we arrive at∫ (
2ωfθ+,nk + (γn − γk)fθ−,nk + ω(ηnη∗k + ξnξ∗k) +
1
2
(γn + γk)(ξ
∗
kηn + ξnη
∗
k)
)
ddx = 0, (211)
which is exactly relation (131).
Appendix D: The integrals arising when calculating the
energy, many modes
First, using Eq. (119), let us consider the integrals∫
ξk(Lˆ1ξn)d
dx =
∫
ξk(2ωγnηn + γ
2
nξn)d
dx, (212)∫
ξn(Lˆ1ξk)d
dx =
∫
ξn(2ωγkηk + γ
2
kξk)d
dx, (213)
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leading to ∫ (
2ωγnηnξk − 2ωγkηkξn + (γ2n − γ2k)ξnξk
)
ddx = 0. (214)
Then, using Eq. (120), let us consider the integrals∫
ηk(Lˆ2ηn)d
dx =
∫
ηk(2ωγnξn + γ
2
nηn)d
dx, (215)∫
ηn(Lˆ2ηk)d
dx =
∫
ηn(2ωγkξk + γ
2
kηk)d
dx, (216)
leading to ∫ (
2ωγnηkξn − 2ωγkηnξk + (γ2n − γ2k)ηnηk
)
ddx = 0. (217)
Combining (214) and (217), we obtain∫ (
2ω(γn + γk)(ηnξk − ηkξn) + (γ2n − γ2k)(ξnξk − ηnηk)
)
ddx = 0. (218)
Since γn + γk 6= 0, we get∫
(2ω(ηnξk − ηkξn) + (γn − γk)(ξnξk − ηnηk)) ddx = 0, (219)
which is exactly relation (137).
Relation (138) can be obtained in an analogous way. Using Eq. (119), we consider the
integrals ∫
ξ∗k(Lˆ1ξn)d
dx =
∫
ξ∗k(2ωγnηn + γ
2
nξn)d
dx, (220)∫
ξn(Lˆ1ξ
∗
k)d
dx =
∫
ξn(2ωγkη
∗
k + γ
2
kξ
∗
k)d
dx, (221)
leading to ∫ (
2ωγnηnξ
∗
k − 2ωγkη∗kξn + (γ2n − γ2k)ξnξ∗k
)
ddx = 0. (222)
Then, using Eq. (120), we take the integrals∫
η∗k(Lˆ2ηn)d
dx =
∫
η∗k(2ωγnξn + γ
2
nηn)d
dx, (223)∫
ηn(Lˆ2η
∗
k)d
dx =
∫
ηn(2ωγkξ
∗
k + γ
2
kη
∗
k)d
dx, (224)
leading to ∫ (
2ωγnη
∗
kξn − 2ωγkηnξ∗k + (γ2n − γ2k)ηnη∗k
)
ddx = 0. (225)
Combining (222) and (225), we obtain∫ (
2ω(γn − γk)(ηnξ∗k + ξnη∗k) + (γ2n − γ2k)(ξnξ∗k + ηnη∗k)
)
ddx = 0. (226)
Since γn − γk 6= 0, we get∫
(2ω(ηnξ
∗
k + ξnη
∗
k) + (γn + γk)(ξnξ
∗
k + ηnη
∗
k)) d
dx = 0, (227)
which is exactly relation (138).
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