Abstract. We study the defocusing inhomogeneous mass-critical nonlinear Schrödinger equation on R 2
Introduction
We consider the Cauchy problem for the cubic nonlinear Schrödinger equation with inhomogeneous nonlinearity (N LS n ) iu t + ∆u = g(nx)|u| 2 u
and the homogeneous defocusing cubic nonlinear Schrödinger equation
where g ∈ L ∞ (R 2 ) andḡ ≥ 0. Ifḡ = 0, (NLS) becomes the linear Schrödinger equation.
The (NLS) arises in various physical contexts in the description of nonlinear waves. For example, (NLS) models the propagation of intense continuous wave laser beams in a homogeneous Kerr medium, in which case the nonlinearity is generated as a result of the interaction of the electric field and the atoms of the dielectric medium. By comparison, the inhomogeneous (N LS n ) describes the propagation of laser beams in an inhomogeneous medium; in this context, n is proportional to the ratio between the scale of the laser beam and the spacing of the atoms of the medium.
In [10] , Merle studied the inhomogeneous mass-critical NLS iu t + ∆u = −g(x)|u|
and obtained sufficient conditions on the coupling function g to ensure the existence of blow-up solutions, as well as the nonexistence of minimal blow-up solutions in L 2 . In [12] , Raphaël and Szeftel discovered necessary and sufficient conditions on g to ensure the existence and uniqueness of critical blow-up solutions for the same problem. In [6] and [9] , the well-posedness of the inhomogeneous NLS was investigated for a specific family of coupling functions, namely for the problem
where α, b > 0. In [3] , Combet and Genoud established a classification of minimal blow-up solutions of this problem with α =
4−2b
d . The blow-up of solutions of mass-critical NLS with time-oscillating nonlinearity is studied in [11] and [16] .
The question we will consider in this paper is that of homogenization for this problem. Homogenization problems have received a lot of attention and one of the most popular methods is the spectral approach based on the Floquet-Bloch theory. This method is used in [13] to study the behavior of the solution u n of the Cauchy problem for the Schrödinger-type equation i∂ t u n = A n u n + F, where A n is a self-adjoint strongly elliptic second order differential operator with periodic coefficients depending on nx. For a special case of this problem, namely the Schrödinger equation with large periodic potential i∂ t u n − ∇· [g(nx)∇u n ] + (n 2 c(nx) + d(x, nx))u n = 0, where g(y), c(y), d(x, y) are real-valued bounded functions defined for x ∈ R d , y ∈ T d , and g(y) is symmetric and uniformly positive definite, homogenization was obtained in [1] . The random Schrödinger equation with a time-dependent potential i∂ t u + 1 2 ∆u − εV (t, x)u = 0 with the low frequency initial condition u(0, x) = u 0 (ε α x) for some α > 0 is treated in [8] , extending the homogenization result of Zhang and Bal ( [14, 15] ) for the case when α = 1 and V (x) is a (not time-dependent) mean zero Gaussian random potential. Another related problem that has been extensively studied is the NLS with a time oscillating nonlinearity. In [2] , Cazenave and Scialom consider the NLS with time-oscillating nonlinearity i∂ t u ω + ∆u ω + θ(ωt)|u ω | p u ω = 0
where p is an H 1 -subcritical exponent and θ is a periodic function; they showed, firstly, that, as |ω| → ∞, the solution u ω converges locally in time to soliton solutions of the stationary equation, obtained by the replacement of θ(t) with its time-average value, and secondly, that, if the limiting solution is global and has a certain decay property as t → ∞, then u ω is also global if |ω| is sufficiently large. Similar results for the critical problem where obtained by Fang and Han in [5] . The NLS with time-oscillating nonlinearity and dissipation
and θ, ζ continuous periodic functions was studied in [7] ; it was shown that under some conditions, as ω → ∞, the solution will locally converge in Besov spaces to the solution of the averaged equation iu t + ∆u + θ 0 |u| p u + iζ 0 u = 0 with the same initial condition, and that, if ζ 0 is large enough, then the solution u ω is global for sufficiently large ω.
In this paper, we address the question of well-posedness for (N LS n ) and the behavior of the solutions as n → ∞, which cannot be answered by any of the aforementioned results. We obtain sufficient conditions for the coupling function g to ensure the existence and uniqueness of global solutions to (N LS n ) for n sufficiently large, as well as a global in time homogenization result. More precisely, we show that, under these conditions, solutions to (N LS n ) converge to the solution to the homogeneous defocusing (NLS) in L 4 t,x (R × R 2 ). These results are recorded in the following theorem.
Then for n sufficiently large there exists a unique global solution u n to (N LS n ) with initial data u n (0) = u 0 ; it scatters, in the sense that there exist u
Moreover, ifũ is the solution to (NLS) with initial dataũ(0) = u 0 , then
In fact, the solutions u n converge toũ in all Strichartz spaces. Remark 1.3. One of the virtues of this result is that g need not be a non-negative function. Our coupling function g can take on a negative sign on subsets of R 2 , which suggests that we should be worried for focusing behavior. However, our result guarantees that homogenization arrests the dreaded blow-up.
In the context of nonlinear optics that we briefly discussed above, this theorem implies that, under certain conditions and for high intensity laser beams, the propagation in an inhomogeneous medium approximates the propagation in a homogeneous Kerr medium, which is much better understood. It is worth noting that we only assume finite mass for the initial data; this is better fit to describe the optical power of a continuous wave laser beam. In general, we should not expect the propagation of an optical wave to preserve smoothness.
The idea for the proof of Theorem 1.1. is to approach the inhomogeneous problem as a perturbation of the homogeneous one for large values of n, which we know is globally well-posed with spacetime bounds, as demonstrated by Dodson. We should emphasize that a naive application of perturbation would not be effective, as there is no indication that g −ḡ is small. Instead, we discover and exploit the non-resonant behavior of the coupling function, which leads to a more delicate perturbation argument. Unlike the usual homogenization problems, for which existence of global solutions is trivial and one only worries about convergence, in our case it is the homogenization that guarantees global well-posedness.
, there exists a unique global solution u to (NLS) with initial data u 0 such that
With this goal in mind, we will start by investigating well-posedness and establish the perturbation theory for (N LS n ) in Section 3. In Section 4 we will show that in our setup, solutions to (N LS n ) are indeed approximate solutions to (NLS). Thus for n sufficiently large the global well-posedness of the homogeneous problem gives rise to a unique global solution for (N LS n ).
In Section 5 we showcase some especially interesting applications of Theorem 1.1. In particular, we show that our Theorem guarantees the existence of unique solution and homogenization whenever the coupling function g is a trigonometric polynomial, a continuous quasi-periodic function or a bounded (not necessarily continuous) periodic function. Moreover, we show that our result can be applied to certain alloy-type models. These problems model disordered alloys in which the atoms of the various materials are located in lattice positions.
Preliminaries
We adopt the following convention for the Fourier transform:
for functions on the plane and
for functions on the torus R 2 /2πZ 2 . Throughout this paper we will denote the nonlinearities associated with (N LS n ) and (NLS) by F n (u) := g(nx)|u| 2 u and F (u) := |u| 2 u.
We use the standard Littlewood-Payley projections onto low frequencies given by
, as well as the projections onto high frequencies
The Littlewood-Payley operators obey the following estimates.
Definition 2.2. We say that the pair (q, r) is Schrödinger admissible if 2 ≤ q, r ≤ ∞,
and (q, r) = (2, ∞). We also define the Strichartz norm by
Definition 2.3 (Solution)
. Let I be a compact interval containing zero. A function
and obeys the Duhamel formula
Lemma 2.4 (Strichartz estimates). Let (q, r) and (q,r) be Schrödinger admissible pairs. If u solves
.
well-posedness and stability
We start by showing well-posedness for (N LS n ).
) > 0 such that, for 0 < η < η 0 and I compact interval containing zero satisfying
Moreover, we have the following bounds
We use a contraction mapping argument. We consider the solution map u → Φ(u) given by Duhamel's formula
We will show that this is a contraction mapping on the set B = B 1 ∩ B 2 , where
. Note that C is the constant in Strichartz inequality. Also note that B 1 , B 2 are closed, hence complete under d.
For u ∈ B, Strichartz inequality yields
On the other hand, using Strichartz inequality and (3.1),
. Therefore, if we choose η 0 sufficiently small, Φ maps B to itself. Now we begin to show that it is indeed a contraction mapping.
First of all, note that for u, v ∈ B
, we conclude that Φ is a contraction mapping. The fixed point theorem then guarantees the existence of a unique solution u to (N LS n ). One more application of the Strichartz inequality yields (3.3). 
For general L 2 -initial data, the existence of a compact time interval I such that (3.1) holds is guaranteed by the Strichartz inequality combined with the Dominated Convergence Theorem.
Our next goal is to develop a stability result for the equation (N LS n ). In the next section, this will be used to compare solutions to (N LS n ) to solutions to the cubic NLS with a constant coupling constant; these solutions are known to be global and satisfy global spacetime bounds (Theorem 1.2).
The stability result adapted to (N LS n ) is modeled after the one for the masscritical equation. We present the details below.
Lemma 3.3 (Short time perturbations
be a compact time interval and letũ be an approximate solution to (N LS n ) in the sense that
. Assume also that
, and
where all implicit constants are allowed to depend on g L ∞ (R 2 ) .
Proof. Let w = u −ũ. Then w is a solution to
For t ∈ I, we define
On the other hand, by Strichartz, (3.7) and (3.8),
This completes the proof of the Lemma.
be a compact time interval and letũ be an approximate solution to (N LS n ) in the sense that iũ t + ∆ũ = F n (ũ) + e for some function e, with initial dataũ(0) =ũ 0 . Assume also that
Proof.
Proceeding inductively, we show that for all 0 ≤ j < J and 0 < ε ≤ ε 1 , where
where the constants C(j) are allowed to depend on g L ∞ (R 2 ) . Indeed, by the previous theorem, it suffices to show that
ε for all 0 ≤ j < J and 0 < ε ≤ ε 1 .
We verify these conditions by induction. Assume they hold for all 0 ≤ k < j. By the Strichartz inequality,
Again by Strichartz inequality,
Thus, by choosing
) sufficiently small we can ensure that the conditions above will hold for j.
4.
Proof of Theorem 1.1
and suppose there existsḡ ≥ 0 such that (1.1) holds for every R > 0. As we mentioned earlier, Dodson's result guarantees that there exists a unique global solutionũ to (NLS) with initial data u 0 . Our goal is to show that, for n sufficiently large,ũ is an approximate solution to (N LS n ) in the sense of Theorem 3.4. Then the perturbation theory we established in the previous section will imply that (N LS n ) has a global solution that is unique, obeys spacetime bounds, and approximatesũ in S(R × R 2 ) for n large. Note thatũ is a solution to
Clearlyũ satisfies conditions (3.10)-(3.13) in Theorem 3.4, so it suffices to show that
for n sufficiently large. Before we begin, let us outline the steps we are going to follow and prove some useful results.
We will split F (ũ) into a part where high frequencies ofũ appear and a part including only low frequencies. For the first part, persistence of regularity and stability allow us to derive the desired bound provided high enough frequencies are present; the only property of g that is required is boundedness. For the second part, the bound is obtained as a result of the smallness of (−∆ + 1)
−ḡ] on a fixed ball for n sufficiently large, combined with an estimate for the projection onto low frequencies of a smooth compactly supported function and the boundedness of (−∆+1)
−ḡ] everywhere else. The following lemmas record the aforementioned estimates that will be essential in the proof of Theorem 1.1.
, and c > 0,
Proof. Let 1 < q < ∞ such that
Using Hölder inequality and the definition of the Littlewood-Payley projections, we get that
and for every R > 0
Then:
Proof. Fix M ∈ 2 N and decompose g(nx) = P >M g(nx) + P ≤M g(nx). The integral kernel associated with the operator (−∆ + 1)
To estimate the low frequencies, let
where m ∈ C ∞ c (R 2 ) is the smooth cutoff function associated with the LittlewoodPayley projection.
Observe that for any h,
Since g ∈ L ∞ (R 2 ) and K 1 ∈ L 1 (R 2 ) as the inverse Fourier transform of a Schwartz function, we conclude that (4.2) (−∆ + 1)
Combining (4.1) and (4.2) we obtain
Next, let h n (x) = (−∆ + 1) −1 g(nx). To estimate the high frequencies we exploit the boundedness of g, as follows:
Let R > 0, ε > 0. There exists n 0 ∈ N such that for all n > n 0
For |x| ≤ R, using (4.3) and the rapid decay of K 2 ,
by taking R sufficiently large. Combining (4.4) and (4.5) and letting M → ∞, R → ∞, and then ε → 0 we derive claim (2) .
We now turn to claim (3) . Observe that for any h
where
Then, since K 3 ∈ L 1 (R 2 ) (as the inverse Fourier transform of a Schwartz function), and g ∈ L ∞ (R 2 ), we conclude that
uniformly in n. Then (4.4) and (4.7) imply that
uniformly in n.
Remark 4.3. Note that the estimates (4.1), (4.2), (4.4) and (4.6), and consequently (4.3) and (4.7), hold for any g ∈ L ∞ (R 2 ).
We are now ready to complete the proof of Theorem 1.1.
Proof of Theorem 1.1. As stated above, it is enough to show that given ε > 0
< ε for n sufficiently large. Without loss of generality, we may assumeḡ = 0 in what follows. We splitũ into low and high frequencies, P ≤Nũ and P >Nũ respectively. Here N is a large dyadic integer that will be chosen shortly.
First we deal with the terms where at least one P >Nũ is present. For this we will only use the boundedness of g. In what follows, we will allow the implicit constants to depend on u 0 L 2 (R 2 ) and on g L ∞ (R 2 ) .
Let
) be the small constant in the stability result, where C( u 0 L 2 (R 2 ) ) is the spacetime bound in Dodson's result. We choose 0 < η < min{ε, ε 1 } and M ∈ 2 Z large such that
Take v 0 = u 0 −P >M u 0 = P ≤M u 0 . By Dodson's result, there exists a global solution v to (NLS) with initial data v 0 which satisfies
. Persistence of regularity, combined with Strichartz, guarantees that
Since P >M u 0 L 2 (R 2 ) < η, stability ensures that ũ − v S(R×R 2 ) η and so
η . Therefore, for N sufficiently large the previous estimate and Strichartz inequality yield
ε.
Next, we turn our attention to the terms where only P ≤Nũ appears. Having fixed N ∈ N large, we will show that
for n sufficiently large. One can easily see that for functions F and G we have the following identity:
Integrating by parts and using (4.8), we obtain that
We will show that the L 4 t,x norm of each one of these terms is less than ε for n sufficiently large. Let η > 0 to be chosen later. The main tools we have at our disposal are Lemma 4.1 and Lemma 4.2. In order to take advantage of Lemma 4.1, we need to approximateũ by a compactly supported function v in some appropriate space.
The analysis of each term is slightly different, but the idea behind all of them can be summarized as follows: First of all, we split the term we are working with into a term that contains v and one that containsũ − v. The first term can be estimated using the smallness of (−∆ + 1) −1 g(nx) on a fixed ball containing the support of v and the smallness of P ≤N v outside it. The essential ingredient for the second term is that v is an approximation ofũ, combined with the boundedness of (−∆ + 1)
. Let R > 1 be such that suppv ⊂ B R (0) and suppv 0 ⊂ B R (0) (note that the first ball is in R × R 2 and the second in R 2 ). By Lemma 4.2, there exists n 0 ∈ N such that for all n > n 0 (4.10) (−∆ + 1)
Moreover, we know that (4.11)
where the implicit constants do not depend on n. Let's begin with I 1 . We consider n > n 0 . By Strichartz,
, where
Then by Hölder and (4.10)
An application of Lemma 4.1 for c = 5 gives us the estimates (4.12)
Then, by (4.11) and (4.12),
Finally by Hölder, (4.9) and (4.11)
Next, we consider I 2 . Note that, sinceũ is a solution to (NLS), Strichartz inequality yields
Observe that both of them can be written as
with T 5 (ũ) = ∆ũ for I 5 and T 6 (ũ) = |ũ| 2ũ for I 6 . In both situations, the L 4 t,x -norm of P ≤N T (ũ) can be bounded by Strichartz norms ofũ. More specifically,
We consider I 
On the other hand, Hölder inequality and the estimates (4.9), (4.11) and (4.13) give
To estimate I 6 , we decompose into I . We work similarly to what we did for I 5 , using the estimate (4.14) instead of (4.13). We obtain
For I 3 , we have that
We have already estimated I 5 and we will treat I 7 similarly. Once again, we consider I
. Hölder inequality and Bernstein, combined with the estimates (4.9), (4.10), (4.11) and (4.12) yield
To estimate I 4 , we use Strichartz inequality once again and perform a decomposition similar to what we did for the previous terms. More precisely,
Then, using Hölder inequality, Bernstein and the estimates (4.9), (4.10), (4.11), (4.12) we get
Next, we turn our attention to the boundary terms. We start by decomposing
We apply Hölder inequality and use Bernstein and the estimates (4.9), (4.10), (4.11), (4.12) to get
For B 2 , Strichartz inequality yields
Then, by (4.10), Bernstein and (4.9),
We can use Lemma 4.1 for c = 5 to see that
Using (4.11) and the estimate above, we get
Finally, by Hölder and (4.9),
All in all, by taking N even larger if necessary, so that N −1 << ε, we choose η > 0 sufficiently small so that ηN 2 << ε. This choice guarantees that
for n > n 0 and thus completes the proof.
Applications
As we stated in the Introduction, there are several interesting examples that satisfy the hypotheses of Theorem 1.1. Below we discuss them individually; however, as the following lemma shows, they may be combined.
Lemma 5.1. Convex combinations of functions for which the conditions of Theorem 1.1 hold, also satisfy these conditions. Proof. It suffices to show it for a convex combination of two functions.
Let g 1 , g 2 ∈ L ∞ (R 2 ) and suppose there exist nonnegative constantsḡ 1 ,ḡ 2 such that for every R > 0
and lim
Let 0 < λ < 1 and
5.1. Trigonometric Polynomials. We will show that if g is a trigonometric polynomial, i.e. g(x) = It is obvious that g ∈ L ∞ (R 2 ). The natural choice forḡ here isḡ = c 0 ≥ 0. We only need to prove that g satisfies (1.1). It is enough to prove it in the case when g is a character, i.e.
g(x) = e ik·x for some k ∈ Z 2 . For k = 0, one can see that (1.1) is trivially true since g(nx) −ḡ = 0. For k = 0, we getḡ = 0. Moreover,
5.2. Continuous (quasi-)periodic functions. Consider G : R d → R a 2π-periodic continuous function such thatĜ(0) ≥ 0 and A a d × 2 matrix whose rows are linearly independent over Z. Then the function g : R 2 → R given by
is quasi-periodic. Note that this also covers the case where g is periodic with respect to some (not necessarily rectangular) lattice. We will show that g satisfies the assumptions of Theorem 1.1. We chooseḡ =Ĝ(0); we may assume thatḡ =Ĝ(0) = 0. Let ε > 0. Since G is continuous, it can be approximated in L ∞ (R 2 ) by trigonometric polynomials; there exists trigonometric polynomial f such that
2 , independent identically distributed Bernoulli random variables that take the value 1 with probability 1 2 and the value -1 with probability 1 2 . We are interested in the function
We will show that g satisfies the hypotheses of Theorem 1.1 almost surely. First of all, it is easy to see that
for every x ∈ R 2 . The natural choice ofḡ here isḡ = 0. Note that for every
Showing that g satisfies (1.1) requires more work. Once again, it is convenient to decompose in high and low frequencies. For high frequencies, the proof of Lemma 4.2 supplies us with useful estimates, the majority of which hold for all bounded functions as we remarked earlier. For low frequencies, we have the added advantage that the integral kernel associated with the operator (−∆ + 1)
, we get (4.1) uniformly in n, so we can fix N ∈ 2 N large enough so that
Having fixed N large, we turn our attention to (−∆+ 1) −1 P ≤N g(nx). Let R ∈ N and consider the ball B R := {x ∈ R 2 : |x| ≤ R}. Let n ∈ N and consider squares of the form
Observe that B R can be covered by O(n 2 R 2 ) many of these squares, say B R ⊂ m∈I S m for some I ⊂ Z with |I| = O(n 2 R 2 ). We will first show that, for n sufficiently large, |(−∆ + 1) −1 P ≤N g(nx)| is small at the bottom left corners of our little squares, i.e. at the points m n for m ∈ I, and then that the difference of the values of (−∆ + 1) −1 P ≤N g(nx) between the bottom left corner and any other point of the square S m is small. We begin by estimating the function at the bottom left corners. In the following, we denote by K the integral kernel that satisfies (−∆ + 1)
2 and u, v ∈ R 2 . Then using Riemann sums one can see that (5.1)
Then for each k ∈ Z 2 a change of variables gives
The interchange of integration and the infinite sum is justified by the Monotone Convergence Theorem, and the Dominated Convergence Theorem allows us to use (5.1). This result suggests that there exists n 0 ∈ N such that for all n > n 0 and for all x ∈ R Then by Borel-Cantelli we conclude that almost surely (5.5) sup m∈I |(−∆ + 1) −1 P ≤N g(n·)(x m )| < ε for all but finitely many n ∈ N.
We are left to estimate the difference between the values of (−∆ + 1) −1 P ≤N g(n·) at the bottom left corner of S m and any other point of the square. Fix x 1 , x 2 ∈ R 2 and u ∈ R 2 . Using Riemann sums once again we conclude that (5.6) lim
Arguing as earlier, 
|∇K|
for all n > n 0 for some n 0 ∈ N and for all x 1 , x 2 ∈ R 2 . Fix m ∈ I and consider the points of the square S m , x m = m n and x. Since |X k | = 1 with probability 1, the absolute value of the difference between the values of (−∆ + 1) −1 P ≤N g(n·) at x m and x is bounded by the left hand side of (5.8) with x 1 , x 2 replaced by x m , x ∈ S m . Recall that S m is a square of side length 
