
















This paper investigates the econometric properties of the Taylor (1993) rule applied to U.S., 
Australian and Swedish data to judge its empirical relevance. Little attention has been paid to 
the time series properties of the data underlying interest rate rules, nor the estimations 
themselves, despite the rise in popularity of Taylor-like rules in both empirical and theoretical 
work. Unit root tests indicate that the variables commonly used in such modelling are likely to 
be integrated of order one or near integrated. Given that the variables in the Taylor rule are 
integrated of order one or near integrated processes, cointegration is a necessary condition both 
for consistent estimation of the parameters of the model and compatibility between the model 
and the data. Tests find little support for cointegration and, together with an out-of-sample 
forecast exercise, suggest that we should have serious doubts about the Taylor rule as a 
reasonable description of how monetary policy is conducted in the countries considered in this 
study. Parameter estimates from the standard Taylor rule regressions are therefore likely to be 
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During the last decade the interest among macroeconomists in estimating monetary policy 
reaction functions has increased markedly. The reaction function can, within a macroeconomic 
model, be used to evaluate the actions and policy of central banks and through these 
estimations researchers have aimed to gain insight into central bank behaviour. Taylor (1993) 
made an important contribution to this field with a very simple characterisation of the Federal 
Reserve’s monetary policy. He claimed that expressing the federal funds rate as a linear 
function of current inflation’s deviation from an inflation target and the output gap was not 
only a good description of previous monetary policy in the U.S., but also a reasonable policy 
recommendation. Since its introduction, Taylor’s rule has become highly popular and versions 
of it have been used in numerous empirical studies of monetary policy




Whilst the Taylor rule has reached widespread fame and popularity it has lately been 
questioned. Svensson (2002) argues that the relevance of the Taylor rule for conducting 
monetary policy should be doubted from a theoretical point of view. Monetary policy 
conducted by the world’s most advanced central banks should be at least as optimising and 
forward-looking as the behaviour of rational private agents. Svensson therefore finds it strange 
that a large part of the recent literature on monetary policy represents central bank behaviour 
by a mechanical instrument rule; the Taylor rule is highly unlikely to be the solution of a 
central bank’s optimisation problem in which the objective is to stabilise inflation and the 
output gap. If there are important state variables other than inflation and the output gap, it will 
not be optimal. For a large and not very open economy, the efficiency loss in not responding to 
other variables than output and inflation may be small, but for a small and open economy 
Svensson argues that the real exchange rate, terms of trade, foreign output and the foreign 
interest rate are essential state variables that have to be added. This would increase the number 
of response coefficients that need to be fixed in the central bank’s reaction function. 
 
The theoretical objections regarding the Taylor rule translate into suspicions of 
misspecification. It is therefore remarkable that previous studies in the area to a large extent 
have ignored both the time series properties of the included variables and the properties of the 
                                                 
1 See for instance Clarida et al (1998, 2000), Taylor (1999b), Gerlach and Schnabel (2000), Huang et al (2001), 
Orphanides (2001) and Rudebusch (2002a). 
2 See for instance Levin et al (1999), Leitemo and Söderström (2001) and Rudebusch (2002b). 
  2estimated models, particularly given the strong indications that the variables in the regressions 
have unit roots, or at least are highly persistent. Phillips (1986, 1988) showed that if variables 
are integrated of order one, I(1), or near integrated – that is have roots close to unity – 
misspecified static regressions using levels are spurious.
3 Using an estimated Taylor rule to 
evaluate central bank behaviour or make statements about its preferences over time, the 
econometric properties of the model should first be scrutinised; these statements should not be 
based on a model where there are serious reasons to doubt the consistency of the estimated 
parameters. 
 
The purpose of this paper is to investigate the empirical relevance of the Taylor rule by 
estimating it for the U.S., Australia and Sweden. Focus is put on the time series properties of 
the variables and the relevance of the Taylor rule is evaluated using cointegration techniques 
and an out-of-sample forecast exercise. Given the (near) unit root behaviour of the variables in 
the Taylor rule found here, the concept of cointegration becomes essential for the model, not 
only in order to estimate the parameters of the model consistently but to give economic 
meaning to the relationship. Absence of cointegration means that there is no long-run 
relationship between the variables in a system and such a finding must lead to the conclusion 
that the Taylor rule is incompatible with central bank behaviour. Results show that the Taylor 
rule cannot be rejected as a reasonable description of monetary policy in the U.S. during the 
1960’s and 1970’s, but that there are serious reasons to doubt the relevance of the rule during 
later sample periods and in Australia and Sweden. 
 
This paper is organised as follows. Section two presents the Taylor rule and variants thereof in 
some detail and discusses previous findings in the area. Section three describes data for the 
countries in this study, performs relevant tests and conducts the out-of-sample forecast 
exercise. Finally, section four concludes. 
 
2. The Taylor rule 
 
Taylor’s (1993) original formulation is shown in equation (1), 
 
( ) t y t t t y f f r i + − + + =
* * π π π π      (1) 
                                                 
3 Phillips (1988) considers both processes that have roots smaller than unity (strongly autoregressive) and larger 
than unity (mildly explosive). In this paper, however, the concept near integration will always refer to processes 
with roots smaller than unity. 
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where i  is the central bank policy rate,  t
* r  is the equilibrium real interest rate,  t π  the twelve 
month inflation rate,   the inflation target of the central bank and   the output gap. Taylor 
found that a rule, with the parameters set arbitrarily to 
* π t y
2
* = r ,  ,   and  2 =
* π 5 . 0 = π f 5 . 0 = y f  
tracked the actual federal funds rate fairly well between 1987 and 1992. Rewriting equation (1) 
slightly and dropping restrictions on coefficients, this can be expressed as 
 
( ) t y t t y i β π π β α π + − + =
*      (2) 
 
where   and 
* * π α + = r π π β f + =1 . The policy rate of the central bank – which in the original 
paper is meant to be the federal funds rate – is decomposed into response to deviations of 
current inflation from its target rate, response to the output gap from its target rate zero and a 
constant containing the equilibrium real interest rate and the inflation target. 
 
Many variants of this basic rule has been employed in both theoretical and empirical work. One 
simple alternative to the Taylor rule of equation (2) is to use forecasts of the variables in the 
reaction function as in equation (3) below, as in for instance Orphanides (2001). 
 
[] ( ) [ m t t y k t t t y E E i + + + − + = β π π β α π
* ]
                                                
     (3) 
 
This specification is preferred by some researchers because it attempts to capture the explicit 
forward looking behaviour of some central banks. Several countries have during the last decade 
reformed their monetary policy to practice what best could be described as inflation forecast 
targeting, namely Australia, the Czech republic, New Zealand, Sweden and the U.K. among 
others. Explicit inflation forecast targeting by the central bank is, however, not a necessary 
condition for forward looking behaviour; it is also a reasonable assumption for the behaviour 
of other central banks, such as the Federal Reserve. From a theoretical point of view, the 
policies of inflation forecast targeting countries should probably be interpreted as specific tar-
geting rules and not instrument rules
4, but does not exclude the Taylor rule as a reasonable 
approximation. 
 
4 Targeting and instrument rules are here defined as formally proposed by Svensson (1999), where a specific 
targeting rule means a commitment to set the instrument rate so as to achieve a specific target criterion for the 
target variables and an instrument rule expresses the instrument as a prescribed function of variables in the current 
information set. This definition can be contrasted with McCallum and Nelson’s (1999) definition of targeting. 
  4 
A common modification of Taylor’s rule, justified by the view held by some economists that 
central banks tend to smooth adjustments in the interest rate, is the addition of a lagged interest 
rate term as in equation (4). 
 
() [] ( ) [ ] { } 1
* 1 − + + + + − + − = t m t t y k t t t i y E E i ρ β π π β α ρ π      (4) 
 
where  [ ) 1 , 0 ∈ ρ . Levin et al (1999) for instance argue that this behaviour could be an optimal 
response for a central bank and such interest rate smoothing has been employed in empirical 
work by Clarida et al (1998, 2000), Gerlach and Schnabel (2000) and Doménech et al (2002). 
In general, ρ ˆ  in the estimated equations has been highly significant, which has been 
interpreted as evidence for the hypothesis that central banks adjust the interest rate gradually 
towards its target rate. The coefficient ρ  decides the speed of this adjustment and is often 
fairly high, which implies a slow adjustment process. However, the conclusion of a significant 
estimate of  ρ  as a sign of interest rate smoothing has been questioned recently by Rudebusch 
(2002a) and Söderlind et al (2003), both of whom argue that a Taylor rule with interest rate 
smoothing generates much more interest rate predictability than can be found in the data. 
 
Even though reasons to doubt the appropriateness of the Taylor rule have been presented, the 
rule has also been shown to have a number of appealing features. Leitemo and Söderström 
(2001) find the Taylor rule robust when there is uncertainty about the exchange rate model 
using a New-Keynesian open economy model and Nyberg (2002) gives further support arguing 
that it is a reasonable rule even in an open economy when there is parameter uncertainty. It 
appears that the Taylor rule is robust in the sense of performing well in a number of different 
macro models, a conclusion also supported by Levin et al (1999), Taylor (1999a) and 
Rudebusch (2002b) for instance. 
 
From an empirical point of view, our primary interest is whether the estimated parameters from 
a regression are meaningful to interpret. For this to be the case, the rule should either have been 
used by central banks or at least be a close enough approximation to central bank behaviour. 
The former is unlikely to be the case; no central bank has so far made a statement that it has 
committed to a simple instrument rule like the Taylor rule and even Taylor (1993, p. 213) 
states that “… such rules cannot and should not be mechanically followed by policymakers”. 
However, despite this claim, Taylor still argued that the rule was a good policy 
  5recommendation and the Taylor rule has been advocated by decision makers within central 
banks, such as Federal Reserve Board Governor Yellen (Federal Reserve Board, 1995). It is 
also possible that, even if inflation forecast targeting is the official policy of a central bank, it 
could actually be following a Taylor rule in disguise. Misrepresentation of central bank policy 
has been established by for instance Bernanke and Mihov (1997) who found evidence that 
Bundesbank was actually targeting inflation when it claimed to target money growth. 
However, it is probably more likely that the latter argument – of the Taylor rule being an 
approximation to central bank behaviour – is the most reasonable. 
 
2.1 Empirical tests of the Taylor rule 
 
To answer the question whether the Taylor rule is a good representation of central bank 
behaviour, it must be tested against data and a number of studies have endeavoured to do this 
for different time periods, countries and specifications. In Taylor’s (1993) initial work, no 
formal econometric study was performed and the simple rule in equation (1) was found to 
visually track the federal funds rate fairly well between 1987 and 1992. Taylor (1999b) 
estimated a modified version of equation (2), shown in (5), for the U.S. over several different 
sample periods using OLS.
5 
 
t t y t t y i ε β π β δ π + + + =       (5) 
 
where  . Taylor concluded that the size of the response coefficients has 
increased over time between the international gold standard era and the Bretton Woods and 
post-Bretton Woods era. Using the same specification and estimation method, Hetzel (2000) 
compares the 1965-1979, 1979-1987 and 1987-1999 periods for the U.S.. The response 
coefficients are found to increase over time, but Hetzel questions whether these can be given 
structural interpretations.
()
* * 1π β δ π − − = r
6 
 
Many authors have followed in Taylor’s path, estimating variants the rule. Orphanides (2001) 
estimates the Taylor rule for the U.S. during 1987-1992 using LS and IV on the specifications 
in equation (2), (3) and (4). Applying them to both ex post and real time data, he makes two 
major points: first and most important, when real time data are used, the rule seems to give a 
                                                 
5 Similar modifications are made to equations (3) and (4) when they are being estimated. 
6 Whether it is reasonable to interpret Taylor rule regressions as reaction functions for monetary policy has also 
been questioned by Minford et al (2002), where it is shown in a theoretical framework that a relation between 
interest rates, inflation and the output gap could be an outcome from quite different rules. 
  6much less accurate description of policy than when ex post data are used. Second, forward 
looking versions of the Taylor rule seem to describe policy better than contemporaneous 
specifications, particularly so using real time data. Using OLS and IV on New Zealand data 
from 1989 to 1998, Huang et al (2001) estimate the specifications in equation (2), (3) and (4), 
concluding that the forward looking version of the Taylor rule performs better than a 
contemporary variable specification, although the differences are minor. 
 
In Clarida et al (1998) reaction functions with a lagged interest rate included are estimated with 
GMM for Germany, Japan, the U.S., the U.K., France and Italy using data between 1979 and 
1992. Their results support the idea that central banks are forward looking, but also apply a 
high degree of interest rate smoothing. Clarida et al (2000) consider two sub-samples, 1960-
1979 and 1979-1996 for the U.S. and using the same specification, claim that there are 
substantial differences in response coefficients during the different periods. Doménech et al 
(2002) challenge these results by finding results supporting the view of an activist monetary 
policy in the U.S. in the seventies resembling that of the eighties and nineties. Results for the 
EMU area are also interpreted as support for forward looking central banks using interest rate 
smoothing. More support for the Taylor rule in the EMU area was found by Gerlach and 
Schnabel (2000) who estimated equations (2), (4) and variants thereof on data from 1990 to 
1998 with GMM, concluding that monetary policy in the EMU area had largely been consistent 
with the Taylor rule. 
 
Unlike much of the literature, which largely has been supportive of Taylor rules, the above 
mentioned papers by Rudebusch (2002a) and Söderlind et al (2003) provide empirical 
arguments questioning the Taylor rule. It is shown that a Taylor rule with interest rate 
smoothing predicts much more interest rate predictability than can be found in the data and 
after applying the rule to U.S. data from 1988 to 2000 it is concluded that there are 
inconsistencies between the rule and the data. While Rudebusch does not abandon the Taylor 
rule completely – he argues that the significant parameter found on lagged interest rates reflects 
serially correlated shocks to the economy – Söderlind et al claim that the Taylor rule has 
fundamental problems. 
 
  7In none of the above mentioned studies have the time series properties of the variables in the 
Taylor rule been properly addressed and with a few exceptions they are completely ignored.
7 
This is especially distressing since there is evidence that the variables in the Taylor rule contain 
unit roots for some countries and sub-samples.
8 If variables are found to be integrated of order 
one or near integrated, but not cointegrated, a static regression in levels like equation (5) above 
is spurious. It is well known that when a regression is spurious, the estimated parameter vector 
is inconsistent and t-and F-statistics diverge.
9 Among the studies using static regressions like 
(5), Taylor (1999b) report nothing except parameter estimates, t-values of the estimated 
coefficients and the multiple coefficient of determination (
2 R ) and Hetzel (2000) reports the 
same plus the standard error of regression and the Durbin-Watson statistic. The fact that the 
2 R  
is by far larger than the Durbin-Watson statistic in Hetzel’s regressions – which according to 
Granger and Newbold (1974) is a sign that the regression is likely to be spurious – passed 
without further notice. Such modest scrutiny of the statistical properties of the models is a 
serious shortcoming. Since interpretation of estimated coefficients based on spurious 
regressions is highly dubious, the properties of the estimated model should be established 
before any inference is made about central bank behaviour. 
 
Another issue regarding the order of integration of the variables is the possible simultaneity in 
equation (5). Unless inflation and the output gap in time t are predetermined, OLS regression 
will not yield consistent estimates and IV techniques should be used when all variables are 
stationary.
10 However, if the variables are I(1) or near integrated and cointegrated, OLS 
regression of equation (5) will yield not only consistent, but superconsistent estimates 
regardless of whether there is simultaneity or not. This is an obvious advantage when it comes 
to estimation if the variables are in fact I(1) and the Taylor rule is relevant – that is, we have 
cointegration. Having stressed the importance of the time series properties of the variables and 
of a good specification of the econometric model, we now turn to the empirical study in this 
paper. 
                                                 
7 Clarida et al (1998) perform some unit root tests, but find mixed results regarding the order of integration for the 
included variables. They conclude by assuming that all variables are stationary after all and that the mixed results 
are due to low power of the unit root test. Unit root tests and cointegration tests are also performed – but 
unfortunately not reported in detail – by Huang et al (2001) in order to find statistical support for estimation of the 
Taylor rule. Apart from interest rate, inflation and the output gap, the real exchange rate was also included in a 
system and all variables were found to be I(1). The Johansen trace test and maximum eigenvalue test were then 
applied to the data and both supported one cointegrating vector in the system. 
8 See for instance Goodfriend (1991), Mishkin (1992), Crowder and Hoffman (1996) and Culver and Papell 
(1997). 
9 See for instance Phillips (1986, 1988). 
10 Modelling inflation and the output gap as forward looking is one way of not making these variables 
predetermined. Svensson (2002), however argues that ”in any realistic model, current inflation and the output gap 
are predetermined”. 
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3. Empirical study 
 
There are a number of possible specifications of the Taylor rule, but in this section the focus 
will be on equation (5) with contemporary variables. Not only is this version closest to 
Taylor’s original formulation, but it has also been used frequently in empirical work and is 
furthermore a special case of more elaborate models. Investigating the properties of this rule 
will, hence, serve as a useful benchmark. U.S., Australian and Swedish data will here be used 
to test the Taylor rule. This choice is based on the fact that the U.S. was the country for which 
the Taylor rule was initially intended and the focus of most research, whilst Australia and 
Sweden are of interest since they can tell us something about the appropriateness of the Taylor 
rule for countries that explicitly target inflation forecasts. 
 
Quarterly data are available for all three countries, but for different time periods. For the U.S., 
the full sample is 1960:1-1999:4, for Australia it is 1993:1-2001:4 and for Sweden 1992:4-
2002:2. The U.S. sample will, as in a number of previous studies, be divided  into sub-samples 
according to the chairman in the Federal Reserve.
11 For Australia and Sweden, the samples 
correspond to the periods of inflation forecast targeting in these countries. Data on US 
variables were supplied by Bureau of Economic Analysis (CPI inflation), Federal Reserve 
Bank of St Louis (GDP and federal funds rate) and Congressional Budget Office (potential 
GDP). Australian data were supplied by Reserve Bank of Australia (output gap) and Ecowin 
(cash target rate and CPI inflation) and data on Swedish variables were supplied by Central 
Bank of Sweden (output gap) and Ecowin (repo rate and CPI inflation). 
 
3.1 Time series properties and cointegration tests 
 
The initial step in the empirical analysis is to investigate the time series properties of the 
included variables with focus on the persistence of the variables in the Taylor rule. For this 
purpose the Augmented Dickey-Fuller (Said and Dickey, 1984) and KPSS (Kwiatkowski et al, 
1992) tests will be used. The Augmented Dickey-Fuller (ADF) test has been shown to have 
good size and power properties in a number of studies and is therefore preferred to other tests 
with unit root under the null hypothesis.
12 The lag length used in the test is determined using 
the Akaike (1974) information criterion. To complement the ADF test, the KPSS test, which 
                                                 
11 See for instance Taylor (1999b), Clarida et al (2000) and Doménech et al (2002). 
12 See for instance Schwert (1989) and Pantula (1991). 
  9has stationarity under its null, is used. The KPSS test is here performed with a Bartlett kernel 
where the bandwidth parameter is selected using the Newey and West (1994) automatic 
bandwidth parameter method. 
 
The results, given as test statistics, for the unit root tests for all countries and different sub-
samples are shown in Tables 1 and 2. Looking at the U.S., the ADF and KPSS tests agree that 
the order of integration of the federal funds rate is one for the period 1960:1-1979:2, whereas 
they reach conflicting conclusions for the other three samples. Regarding inflation the tests are 
even more supportive of the unit root hypothesis; they both find that inflation is I(1) for the 
1960:1-1979:2 and 1987:4-1999:4 samples and reach conflicting results otherwise. Turning to 
the output gap, both tests find it to be stationary for the full sample. However, the results from 
the different sub-samples conflict – the ADF test cannot reject the null of a unit root and the 
KPSS test is unable to reject its null of stationarity. 
 
Table 1. Results from unit root tests on individual series for the U.S. 








  ADF KPSS ADF KPSS ADF KPSS ADF KPSS 
t i  
-2.352 0.325  -2.424 0.759
** -3.200
*  0.933
** -2.025  0.300 
t i ∆  
-5.472





**  0.102 
      
    
t π  
-1.798 0.277  -0.977 0.996
** -4.674
**  0.700
*  -1.540 0.636
* 
t π ∆  
-5.163





**  0.118 
      
    
t y  
-3.132




  -0.452 0.276 
t y ∆  
-6.561





**  0.357 
** significant at the 1% level 
* significant at the 5% level 
 
The results for the Australian data support that the output gap should be modelled as I(1), since 
both unit root tests find this conclusion. Regarding inflation and the cash target rate the tests 
disagree; the ADF test cannot reject the null that the series are I(1) and the KPSS test is unable 
to reject the null of stationarity. Looking at Sweden, there is even more support that the series 
are I(1); the repo rate and the output gap are found to be I(1) by both tests and there are 
conflicting results for inflation. 
 
  10Table 2. Results from unit root tests on individual series for Australia and Sweden. 




  ADF KPSS ADF KPSS 
t i  
-1.908 0.193  -2.052 0.647
* 






      
t π  
-2.196 0.144  -2.937 0.319 






      












** significant at the 1% level 
* significant at the 5% level 
 
A general conclusion drawn from the above results is that it is hard to find conclusive evidence 
of stationarity among the investigated variables. Worth noting is that the results of the unit root 
tests for inflation for Australia and Sweden are less supportive of stationarity than might be 
expected. Since both countries aim to keep inflation constant at their target rates of 2.5 and 2 
percent respectively we would expect inflation to be stationary processes with means equal to 
the target rates in these countries. The only variable found unanimously stationary by the two 
unit root tests is the output gap in the U.S. for the full sample period. Hence, when it comes to 
econometric modelling of the variables in the Taylor rule, it seems appropriate to describe 
them as I(1) or near integrated. 
 
Considering the above results, there is an obvious risk of running a spurious regression using 
the formulation in equation (5) to estimate the Taylor rule on these data.
13 Close inspection of 
the properties of the estimated models are, hence, required and testing for cointegration will be 
an important part of this. Testing for cointegration can be done in numerous ways. In this paper 
four different tests will be considered: the Augmented Engle-Granger (Engle and Granger, 
1987) test, the KPSS test applied in the fashion proposed by Shin (1994), the Johansen (1988) 
maximum eigenvalue test and the Johansen (1991) trace test.
14 Lag length in the Augmented 
Engle-Granger (AEG) test and the bandwidth parameter in the KPSS test are chosen using the 
same procedures as in the ordinary unit root tests, that is by the Akaike information criterion 
and the Newey-West method. Since OLS regression of equation (5) also is the first step of the 
                                                 
13 Spurious regressions are present for near-integrated variables also in small samples as shown by DeBoef and 
Granato (1997). 
14 A brief description of the different cointegration tests is given in Appendix 1 and properties of the AEG and 
Johansen tests when applied to processes with roots less than unity are discussed in Appendix 2. 
  11AEG and KPSS tests, this will be our starting point for our analysis of the Taylor rule.
15 The 
top panel of Table 3 presents results from OLS estimation of equation (5) on U.S. data for the 
four different periods. 
 
Table 3. Estimated Taylor rules for the U.S.. 
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AEG  -2.129 -3.965
*  -1.989 -3.762 
KPSS  0.298
*  0.101 0.429
**  0.076 
   
    






































       
JB  460.613
**  11.181 15.403
*  4.667 
       
RA
trace J  
33.466 43.183
** 39.817
*  20.317 
RA Jmax  
17.304 32.922
** 22.012
*  11.532 
Standard errors Newey-West corrected in OLS estimations; t-values in parentheses(). 
DW is the test statistic from the Durbin-Watson test for first order autocorrelation. 
F is the test statistic from the standard F-test 
ε σ ˆ  is the standard error of the regression 
Chow is the test statistic from the F-test of structural change; breakpoints in parentheses[]. 
JB is the test statistic from the Jarque-Bera test for normality. 
ARCH-LM is the test statistic from the LM test for autoregressive conditional heteroscedasticity. 
RA
trace J  is the test statistic from the Johansen’s trace test adjusted by the Reinsel and Ahn correction. 
RA Jmax is the test statistic from Johansen’s maxiumum eigenvalue test adjusted by the Reinsel and Ahn correction. 
** significant at the 1% level 
* significant at the 5% level 
 
                                                 
15 Note that the estimation of equation (5) is relevant when testing for cointegration – and provides a 
superconsistent estimate of the cointegrating vector – even if the true data generating process is of interest rate 
smoothing type, such as  ( )( ) t t t y t t i y ε ρ β π β δ ρ π + + + + − = −1 1 i . 
  12All four sample periods yield estimated rules where the point estimate of the response 
coefficient on inflation is between 0.7 and 1.2 and judging by the t-statistics
16 it is significantly 
different from zero in all cases. However, for the full sample and the 1960:1 to 1979:2 sub-
sample the coefficient is at the same time significantly less than one, which violates the 
stability condition for the Taylor rule. The coefficient appears to increase over time, as found 
by for instance Taylor (1999b) and Clarida et al (2000). The response coefficient on the output 
gap is smaller and only significantly different from zero in two of the sub-samples. Judging by 
the 
2 R  from the regressions, the fit also seems fairly good but the model appears to have a 
number of problems; the Durbin-Watson test shows that the residuals have significant first 
order autocorrelation and they are also found to be heteroscedastic. According to the Chow 
test, the model also appears to have problem with parameter instability in three of the sub-
samples. Comparing the 
2 R  to the Durbin-Watson statistic, we find that the 
2 R  in all cases is 
larger which, as previously mentioned, could be a sign of the regressions being spurious. 
Testing for cointegration using the AEG and KPSS test, this suspicion is partly supported; for 
the full sample period and the 1979:3 to 1999:4 sub-sample, the two tests both find that there is 
no cointegration. For the 1987:4 to 1999:4 sub-sample, the AEG test is unable to reject the null 
of no cointegration whereas the KPSS test is unable to reject the null of cointegration. Finally, 
for the sub-sample 1960:1 to 1979:2 the two tests both reach the conclusion of cointegration. 
 
The results from OLS estimation of equation (5) on Australian and Swedish data are found in 
the top panel of Table 4. For Australia, the response coefficient on both variables are small and 
even though   is significantly different from zero on the five percent level, it violates the 
stability condition by being significantly less than one. The 
π β ˆ
2 R  is not particularly high, but 
very close to the value of the significant Durbin-Watson statistic. Considering the question of 
cointegration, the two tests are both unable to reject their null hypothesis, leaving us with no 
strong support for either claim. On the Swedish data the response coefficients are also low, 
especially the estimate of   which is significantly negative, contrary to theory. The parameter 
instability found in all but one of the other samples is present also for Sweden and, once again, 
the 
y β ˆ
2 R  is higher than the Durbin-Watson statistic. There is obviously reason to believe that the 
regression is misspecified and, hence, that the regression is spurious. Looking at the results 
                                                 
16 Inference based on t-statistics from the regressions should be interpreted with some caution even when the 
standard errors have been Newey-West corrected. The reason for this is twofold: when there is no cointegration, 
the t-statistics diverge since the residuals behave like a unit root process; when there on the other hand is 
cointegration, the distribution of the t-statistics are only asymptotically standard normal when the regressors are 
strongly exogenous for the estimation of the cointegrating vector. 
  13from the AEG and KPSS tests, this suspicion is confirmed; they both conclude that there is no 
cointegration. 
 
Table 4. Estimated Taylor rules for Australia and Sweden. 

























    
















JB  0.895 6.687
* 
ARCH-LM  8.100 29.140
** 
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Standard errors Newey-West corrected in OLS estimations; t-values in parentheses(). 
DW is the test statistic from the Durbin-Watson test for first order autocorrelation. 
F is the test statistic from the standard F-test 
ε σ ˆ  is the standard error of the regression 
Chow is the test statistic from the F-test of structural change; breakpoints in parentheses[]. 
JB is the test statistic from the Jarque-Bera test for normality. 
ARCH-LM is the test statistic from the LM test for autoregressive conditional heteroscedasticity. 
RA
trace J  is the test statistic from the Johansen’s trace test adjusted by the Reinsel and Ahn correction. 
RA Jmax is the test statistic from Johansen’s maxiumum eigenvalue test adjusted by the Reinsel and Ahn correction. 
** significant at the 1% level 
* significant at the 5% level 
 
So far the results from the AEG and KPSS tests have been mixed for the U.S. and Australia. To 
see whether more light can be shed on the matter, we next turn to the Johansen tests. Generally, 
asymptotic critical values are used when determining the cointegrating rank of a system. 
However, Cheung and Lai (1993) showed that these values often are poor approximations in 
  14finite samples – especially when the dimension of the VAR is large and the lag length is high – 
finding size distortions in a Monte Carlo study. Therefore the finite sample correction of 
Reinsel and Ahn (1988) will be used in this paper, which means that the test statistic is 
multiplied by the factor (  and then compared to the asymptotic critical value. T 
corresponds to the sample size, n to the dimension of the VAR and p is the number of lags in 
the VAR. Lag length in the vector error correction model on which the tests are based is 
determined by applying the Akaike information criterion to the VAR in levels. 
) T np T / −
 
The lower panel of Table 3 presents the results from the Johansen tests for the U.S.. The 
estimate of the cointegrating vector is also presented, regardless of whether the null hypothesis 
of no cointegration was rejected or not. Neither the maximum eigenvalue test nor the trace test 
find any support for cointegration for the full sample, supporting the conclusion of the AEG 
and KPSS tests. For the two sub-samples 1960:1 to 1979:2 and 1979:3 to 1999:4 both tests find 
support of one cointegrating vector. The result for the first sub-sample supports the earlier 
conclusion of cointegration found by the residual based tests and we can also notice fairly 
similar point estimates of the cointegrating vector. The result for the 1979:3 to 1999:4 sample 
on the other hand contrasts the previous findings where no cointegration was found. The 
contrasting findings also holds for the estimated cointegrating vectors, where the Johansen 
method yields a highly significant negative intercept and a response coefficient for inflation 
that is very high. Finally, for the 1987:4 to 1999:4 sub-sample neither of the two Johansen tests 
can find support of cointegration, in line with the finding of the AEG test earlier. 
 
Looking at the results for Australia in the lower panel of Table 4, no support can be found for 
cointegration in the Australian data using either of the tests. This finding seems reasonable 
when looking at the estimate of the cointegrating vector, where   is found significantly 
negative. For Sweden the tests disagree – the trace test supports one cointegrating vector, 
whereas the maximum eigenvalue test finds no cointegration. However, the estimate of the 
cointegrating vector is not very supportive of the Taylor rule as a reasonable description of the 
Swedish economy; the estimate of   is not significantly different from zero and   is found 
to be negative. The rejection of residual multivariate normality found by the Jarque-Bera test in 
two of the American sub-samples as well as for Australia and Sweden is worth a comment 
since the Johansen tests rests on a normality assumption. Cheung and Lai (1993) found that the 
maximum eigenvalue test is robust to excess kurtosis but less so to the presence of large 




  15deviations from normality found in these systems – which is found to largely be an outcome of 
excess kurtosis – need not influence the behaviour of neither the trace test nor the maximum 
eigenvalue test much.  
 
Summing up the results on the cointegration tests, the evidence of cointegration between the 
variables in the Taylor rule is not overwhelming. The exception is the 1960:1 to 1979:2 sub-
sample for the U.S., where all four tests conclude that there is cointegration. It could be 
claimed that absence of cointegration in the long sample could be due to structural breaks, 
since there is very likely to have been at least some differences in regimes in the U.S. between 
1960 and 1999. This argument – which is supported by the significant Chow test – is hard to 
deny and is a reason to question the relevance of a very simple specification over long samples, 
which can be found in for instance Taylor (1999b). It is, however, also hard to find evidence 
that there is cointegration in some of the sub-samples. Nor can much support be found when 
looking at the inflation forecast targeting countries Australia and Sweden for whom the Taylor 
rule could be prescribed. Taken together, this points to the possibility that the problem might 
be a more fundamental misspecification of the Taylor rule. The likely inconsistency of 
parameter estimates implied by such misspecification should make us question the 




The above regressions and tests tell us something about the empirical performance of the 
Taylor rule. So far, some support for the Taylor rule has been found in the data. However, the 
evidence in favour of the rule is not very convincing and that the rule suffers from some kind 
of misspecification is a reasonable conclusion. Misspecification must naturally be considered a 
shortcoming of any model, but it need not necessarily disqualify it from being useful in 
forecasting purpose. The probability of the model being useful though, is of course drastically 
reduced if it does not fulfil the assumptions underlying the estimation; as Granger and 
Newbold (1986, p. 210) argue, “it would, of course, be foolish to expect models with spurious 
equations to forecast successfully”. In order to see whether the Taylor rule has some property 
that makes it a good forecasting equation despite the above shown shortcomings, its out-of-
sample forecasting ability is next investigated. Should the rule on the other hand be unable to 
produce good forecasts as well, must the evidence against it as a reasonable description of 
monetary policy be considered even stronger and its empirical usefulness be judged as minor. 
 
  16The out-of-sample forecast exercise will be conducted only for the U.S. since the Australian 
and Swedish samples are both fairly short.
17 The out-of-sample forecasts are calculated as 
follows: initially, equation (5) is estimated on U.S. data from 1979:3 to 1989:4 and these 
coefficients – together with the actual data on inflation and output gap – are used to generate 
forecasts up to 1993:4. The sample is then extended one period and new forecasts up to the 
four year horizon are calculated and so forth. This set-up is obviously very generous in the 
information given to the Taylor rule, since actual values of the right hand side variables are 
used as input. Not only is this better than rational expectations – it is actually perfect foresight. 
Table 5 reports the results from this exercise, where the evaluation of the performance is based 
on the one quarter to four years forecast horizons. As a comparison, naive forecasts – which are 
optimal for a univariate unit root process – of the interest rate are also evaluated. The 
evaluation measures reported in Table 5 are mean error (ME), mean absolute error (MAE) and 
root mean square error (RMSE) and Theil’s U
18. Theil’s U provides a comparison between a 
forecast model and a naive forecast; if the model is doing better than the naive forecast, Theil’s 
U will be smaller than unity. 
 
As can be seen from Table 5, the naive forecast performs better than the Taylor rule on all 
forecast horizons according to the ME. It is, however, obvious that this is due to systematic 
over-prediction from the Taylor rule model. The MAE – which probably is a more interesting 
measure than the ME – is also lower for the Taylor rule when the forecast horizon is eleven 
quarters or more. The RMSE and Theil’s U further confirms the impression that the Taylor rule 
model is performing worse than a naive forecast up to a two or three years horizon, but better 
on the longer horizons. 
 
                                                 
17 In order to get a reasonable number of forecasts to make comparisons with another model, extremely few 
observations would be left for estimation and, hence, it does not seem like a relevant exercise to perform for these 
countries. 




























, where is the forecasted value and 
 the actual. 
i t z + ˆ
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  17Table 5. Out-of-sample forecasts for the U.S.. 







ME  MAE  RMSE  Theil´s U  Sign test 
Taylor rule  1 40  1.519  1.729  2.314  4.764  1.000 
  2 39  1.591  1.815  2.413  3.326  0.998 
  3 38  1.672  1.959  2.513  2.469  0.993 
  4 37  1.730  1.976  2.604  1.911  0.976 
  5 36  1.752  2.005  2.666  1.556  0.986 
  6 35  1.749  2.004  2.695  1.329  0.980 
  7 34  1.738  1.995  2.710  1.166  0.804 
  8 33  1.737  1.996  2.736  1.059  0.500 
  9 32  1.731  1.989  2.749  0.988  0.298 
  10 31  1.703  1.960  2.727  0.930  0.237 
  11 30  1.664  1.918  2.682  0.875  0.292 
  12 29  1.605  1.856  2.596  0.839  0.068 
  13 28  1.539  1.784  2.492  0.800  0.006 
  14 27  1.459  1.694  2.352  0.767  0.003 
  15 26  1.372  1.595  2.185  0.735  0.005 
  16 25  1.285  1.489  2.008  0.698  0.007 
            
Naive forecast  1 40 -0.083  0.284  0.413     
  2 39 -0.166  0.539  0.755     
  3 38 -0.262  0.804  1.066     
  4 37 -0.362  1.047  1.371     
  5 36 -0.452  1.269  1.662     
  6 35 -0.490  1.447  1.904     
  7 34 -0.515  1.605  2.115     
  8 33 -0.535  1.736  2.308     
  9 32 -0.530  1.839  2.456     
  10 31 -0.498  1.929  2.551     
  11 30 -0.457  1.996  2.618     
  12 29 -0.403  2.042  2.641     
  13 28 -0.337  2.058  2.629     
  14 27 -0.265  2.045  2.591     
  15 26 -0.189  2.011  2.520     
  16 25 -0.105  1.944  2.419     
 
The evaluation measures presented in Table 5 are point estimates and therefore a formal test 
proposed by Diebold and Mariano (1995) between competing forecasting models is reported in 
the far right column. The test is a sign test based on the i horizon absolute forecast error 
difference ( )
i
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  18and 
 
i
t naive e ,  and 
i
t Taylor e ,  are the absolute forecasting errors of the naive forecast and the Taylor rule 
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Under the assumption that the loss differential series is iid, the test statistic follows the 
binomial distribution with parameters T and 0.5. The results are given as p-values from the test 
where a low p-value indicates a better result for the Taylor rule model. It is clear from Table 5 
that the Taylor rule model does not perform significantly better compared to the naive forecasts 
on the forecast horizons shorter than three years. For the longer horizons on the other hand, the 
Taylor rule significantly outperforms the naive forecast. It should be kept in mind though, that 
the Taylor rule model has been provided with actual values of the right hand side variables in 
the forecasting equation. Considering this, it must be considered a huge shortcoming not being 
able to significantly outperform naive forecasts unless the horizon is at least three years. 
Judging from the results in the out-of-sample forecast, major support in favour of the Taylor 
rule has certainly not been added; the model seems to have problems describing the data both 




When Taylor (1993) provided a very simple characterisation of the Federal Reserve’s monetary 
policy, an important contribution to the field of monetary economics was made and it has 
inspired much empirical and theoretical literature since. The econometric work has, however, 
not been satisfactory in much of the empirical work and this paper makes a renewed 
investigation of the empirical relevance of the Taylor rule. The results imply that the Taylor 
rule is a less appropriate description of central banks’ behaviour than has previously been the 
general opinion. Compatibility is found between the rule and U.S. data from 1960:1 to 1979:2, 
but in the rest of the investigated samples there is very little support of cointegration between 
the included variables. This is a major shortcoming of the model since cointegration is a 
necessary condition for the relevance of the Taylor rule given the I(1) or near integrated 
behaviour of the variables found in this study. This finding, together with the poor forecasting 
  19performance of the model, provides evidence that the rule is misspecified. Such 
misspecification might be one reason for the common finding in many papers that central 
banks seem to smooth the interest rate (for instance Clarida et al, 1998, 2000); introducing a 
serially correlated error term through misspecification is extremely likely to generate a 
significant parameter estimate on the lagged interest rate. This gives further support to the 
claim of Rudebusch (2002a) and Söderlind et al (2003) that there is something wrong with the 
Taylor rule. 
 
It is a general conclusion in this paper that data are not very compatible with the Taylor rule. 
This means that the central banks are doing something else than mechanically following this 
simple instrument rule. However, it also means that the Taylor rule is not even a close enough 
approximation to central bank behaviour to be judged as empirically relevant. It can also be 
noticed that support for the Taylor rule is especially hard to find in the inflation targeting small 
open economies in this study. Having established serious shortcomings of this formulation of 
the Taylor rule, it would in the future be interesting to see whether the use of forward looking 
versions of the Taylor rule and/or real time data makes the model consistent with data. 
Considering Romer’s (2000) recommendation that the standard aggregate supply and demand 
framework should be modified to incorporate an interest rate rule, it might still be the case that 
the Taylor rule can provide a useful simplification. However, estimating Taylor rules on actual 
data, great care should be taken before statements about central bank policy are made since it is 
likely that the estimated parameters are inconsistent.
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  23Appendix 1 – Cointegration tests 
 
A brief description of the different cointegration tests used is given below, where we will first 
look at the AEG test. The first step in the test involves running a static OLS regression of the 
form in equation (A1). 
 
t t t a y υ + ′ + = x β       ( A 1 )  
 
The residuals from this regression are then tested for the presence of a unit root, using an ADF 









1 ˆ ˆ ˆ      ( A 2 )  
 
If the t-statistic on ρ , which follows a non-standard distribution, is small enough, the null 
hypothesis of a unit root is rejected, and we conclude that we have found a cointegrating 
relationship. 
 
In the KPSS test, the initial stage is equivalent to the first stage in the AEG test, i.e. regression 
(A1) is run. The residuals from this regression are then tested for stationarity using the test 




















ˆ υ  
 
and   is a consistent estimator of the long-run variance of 
2 ˆ σ t υ . If the test statistic is larger 
than the critical value, we reject the null of stationarity. Finally, we will consider the two tests 
based on the methodology developed by Johansen (1988). Consider a VAR of order p, as given 
by equation (A4). 
  24 
t p t p t t ε y A y A µ y + + + + = − − L 1 1      ( A 4 )  
 
where   is a nx1 vector of non-stationary I(1) variables and   is a nx1 vector of innovations. 
We can rewrite the VAR as 






























If the coefficient matrix   has reduced rank r<n, then there exist nxr matrices   and β each 
with rank r such that   and   is stationary. r is the number of cointegrating relations, 
the elements of α are known as the adjustment parameters in the vector error correction model 
and each column of β is a cointegrating vector. If   has full rank all variables are stationary. 
In order to allow for an intercept in the cointegrating relationship but no drift in the system, the 




β Π ′ t y β′
Π
0 µ = ′ ⊥ . It can be shown that, for given r,  the 
maximum likelihood estimator of   defines the combination of   that yields the r largest 
canonical correlations of   with y  after correcting for lagged differences and 
deterministic variables when present.
β
1 − t
1 − t y
t y ∆
19 Johansen proposes two different likelihood ratio tests to 
test the significance of these canonical correlations and thereby the reduced rank of the   









i trace T J
1
ˆ 1 ln λ )       ( A 6 )  
 
( ) 1 max ˆ 1 ln + − − = r T J λ       ( A 7 )  
 
                                                 
19 For a detailed description of the procedure, see for instance Johansen (1995). 
  25where   is the i:th largest canonical correlation. The trace statistic,  , tests the null 
hypothesis of the number of cointegrating vectors being less than or equal to r against the 
alternative hypothesis of r+1 or more. The maximum eigenvalue statistic,  , tests the null 
hypothesis of the number of cointegrating vectors being less than or equal to r against the 






Appendix 2 – Monte Carlo simulations 
 
It is well established that AR processes with roots close to, but less than, unity behave like unit 
root processes in “small” samples, but like stationary processes in “large” samples. Since the 
methodology in this paper partly relies on unit root approximation to near integrated series, it is 
therefore relevant to investigate for which combinations of sample size and persistence this 
approximation is appropriate. To clarify the problems we face, consider a system generated 
according to (A8). 
 
t t t ε By y + = −1       ( A 8 )  
 
where   is a 3x1 vector and  ∼ t y t ε ( ) 3 ,I 0 NID . The persistence of the variables are determined 
by the matrix B .  3 I b =
 
It is obvious that the regression (A9) 
 
t t t t y y y λ γ γ κ + + + = 3 2 2 1 1     ( A 9 )  
 
is a nonsense regression since the variables are completely unrelated. For I(1) or near 
integrated variables we therefore want the AEG or Johansen tests to conclude that there is 
cointegration between these variables with the probability of the chosen size. However, when b 
is small enough all variables will behave like stationary; this means that the AEG test should 
conclude that there is cointegration – despite the complete absence of relationship between the 
variables – since the residual truly is stationary. Moreover should the Johansen tests find three 
cointegrating vectors in the system. This is a question of test power, but we want to avoid this 
  26situation since it will not allow us to make statements about the relationship between the 
variables in the model. 
 
In the Monte Carlo experiment, data are generated according to the system in equation (3) with 
. T is set to  () 90 . 0 95 . 0 99 . 0 00 . 1 = b ( ) 160 80 40 = T , which largely corresponds to the 
sample sizes in the empirical part of the paper. The Matlab programming language is used for 
simulations and the routine RANDN generates pseudo-normal innovations; for each 
combination of parameters 20 000 replications are performed. Setting  1 = b  the system is used 
to generate finite sample critical values for the three sample sizes for the AEG test and the two 
Johansen tests by applying (A1), (A2) and (A5). As pointed out in Appendix 1, the constant 
term in (A5) is restricted according to α 0 µ = ′ ⊥  to make the VAR consistent with theoretical 
restrictions. For b  rejection frequencies of the null hypothesis of no 
cointegrating vector in the system are then computed and are reported in Table A1. These 
frequencies should be compared to the nominal size of five percent used and in those systems 
where the cointegration tests have a rejection frequency close to nominal size, we conclude that 
the approximation is legitimate. 
( . 0 99 . 0 = ) 90 . 0 95
 
Table A1. Rejection frequencies of cointegration tests applied to system of near integrated variables. Nominal size 
5%. 
T b  trace J   max J   AEG 
40  0.99 0.040 0.047 0.054
  0.95 0.033 0.043 0.057
  0.90 0.039 0.044 0.068
     
80  0.99 0.040 0.045 0.050
  0.95 0.045 0.049 0.064
  0.90 0.119 0.072 0.107
     
160  0.99 0.034 0.043 0.053
  0.95 0.129 0.073 0.114
  0.90 0.652 0.241 0.342
Number of simulations: 20 000 
 
It can be seen that for T , all tests have rejection frequencies very close to nominal size for 
b as low as 0.9. Increasing the sample size to 80 the probability of rejecting the null hypothesis 
is still negligibly different from five percent for 
40 =
( ) 95 . 0 99 . 0 = b , but found to be 
approximately double the nominal size for  9 . 0 = b . The performance of the tests when 
 indicates that the unit root approximation is good as long as  160 = T 99 . 0 = b ; for    95 . 0 = b
  27the rejection frequency is just above ten percent for both the trace test and the AEG test and for 
 all three tests show large departures from nominal size.  9 . 0 = b
 
The results from the unit root tests presented in Tables 1 and 2 tell us that the variables in the 
Taylor rule are highly persistent in most samples. But in order to compare the results from the 
Monte Carlo study above to our data, it is interesting to know how persistent. AR(p) models on 
each series were therefore estimated and Table A2 presents the sum of the AR parameters from 
these regressions.  
 
Table A2. Sum of AR-parameters from estimated univariate AR(p) models. 

















       









       




















    





    






    
Lag length, p, in parentheses(). 
 
The persistence of the different series is very high in general. However, given sample size the 
sums of the AR coefficients are occasionally not particularly close to one. Highest probability 
of the null hypothesis of no cointegration being rejected, despite the Taylor rule not being the 
true relationship between the variables, is likely for the full sample for the U.S.; the rejection 
frequency for this sample size given the persistence of approximately 0.95 is likely to be twice 
the nominal size. The persistence in the Australian series also appears to be low, but a 
simulation with   and b  (not reported, but available upon request) shows 
negligible deviations in rejection frequency from the nominal size of five percent. Comparing 
Table A1 and A2, it is clear that in most cases the unit root approximation is appropriate for the 
data considered in this paper. 
40 = T 85 . 0 =
  28