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ESTIMATION of unmeasured variables is a central objective in a broad range of ap-plications. However, the estimation process turns into a challenging task when
the underlying model is nonlinear and even more so when additionally it exhibits mul-
tiple time-scales. The current results on estimation for systems with two time-scales
apply to linear systems, and limited classes of nonlinear plants and specific observers.
Therefore, a new and robust estimation framework for nonlinear systems with variables
evolving in different time-scales is needed. This work focuses on developing a rigorous
theoretical body for the state estimation of a general class of nonlinear singularly per-
turbed systems by assuming that the input and output are measured.
In the first part of the thesis, we consider the estimation of the slow state of globally
Lipschitz nonlinear singularly perturbed systems by using a full-order observer synthe-
sised for the reduced order (slow) model. We deal with the case when the measured out-
put is disturbed by bounded measurement noise. We prove a global exponential input-
to-state (ISS) practical stability property for the estimation error with ISS gain from the
measurement noise. Moreover, we show that our assumptions are such that they also
imply practical L2 stability of the error dynamics. Our findings apply to a general class
of nonlinear globally Lipschitz singularly perturbed systems, and to a number of full-
order observers. In order to prove the robustness results to singular perturbations and
to measurement noise of the observer, we first show that the plant has bounded solu-
tions under an appropriate set of assumptions on the corresponding boundary layer
and reduced order models. We demonstrate the applicability of our findings by show-
ing that the stated assumptions hold for at least four classes of plants and nonlinear
observers. Moreover, we present simulation results for numerical examples.
In the second part of the thesis, we generalise current results in the literature and the
results of the first part by considering broader classes of plants and estimators of gen-
eral dimension to cover reduced-order, full-order and higher-order observers. Similarly
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to the first part of the thesis, we first prove a boundedness result for the plant based on a
set of assumptions imposed on the reduced order and boundary layer systems. We then
exploit this boundedness property of the plant to show that the error dynamics of the
observer designed for the reduced system are semi-globally input-to-state practically
(ISpS) stable when the observer is implemented on the original plant. Furthermore, we
conclude L∞ ∩L2 stability results when the measurement noise belongs to L∞ ∩L2. In
the absence of measurement noise, we state results on semi-global practical asymptoti-
cal (SPA) stability for the error dynamics. We illustrate the generality of our main results
through four classes of systems with corresponding observers.
In the third part of this thesis, we address the parameter and state estimation prob-
lem of nonlinear systems with unknown slowly time-varying parameters where the un-
known parameter is assumed to belong to a compact set. We tackle this problem by
using a multi-observer approach under the supervisory framework. This estimation
technique requires a finite number of sample points taken from the compact set where
the unknown parameter belongs to. Then, by using these samples as potential param-
eter estimates, a state observer is designed for each sample to construct a bank of ob-
servers to generate potential state estimates. The selection of the parameter and state
estimates is performed under the supervisory framework by using a set of monitoring
signals and a selection criterion. The monitoring signals characterise the quality of the
output estimation errors so that the selection criterion chooses the estimate that gives
the smallest difference between the measured and the estimated output.
In this thesis, we propose a novel dynamic sampling policy to generate the param-
eter samples. This new policy allows the application of the multi-observer technique
on systems with slowly time-varying parameters so that our proposed approach is a
non-trivial generalisation of the multi-observer technique for parameter and state es-
timation for systems with constant parameters. We prove that our proposed technique
generates parameter and state estimates that are ultimately bounded where the ulti-
mate bounds can be made arbitrarily small if the parameter is sufficiently slow, and if
there is a sufficiently large number of observers. We have addressed the parameter and
state estimation problem since the slow state of a singularly perturbed system can be
regarded as a slowly time-varying parameter to the fast dynamics. Hence, the multi-
observer technique for parameter and state estimation of nonlinear systems with un-




This is to certify that
1. the thesis comprises only my original work towards the PhD,
2. due acknowledgement has been made in the text to all other material used,
3. the thesis is less than 100,000 words in length, exclusive of tables, maps, bibli-
ographies and appendices.




First and foremost, I would like to express my sincere gratitude and appreciation to my
principal supervisor Prof. Dragan Nešić. I am extremely grateful for his patience and
for always having the right words to keep me motivated. I am thankful for his commit-
ment to my development and his readiness. I admire his great enthusiasm for research,
immense knowledge, gentleness and humility.
I would also like to thank my co-supervisor Chris Manzie for always showing me a
new perspective for my research. His guidance, questions and suggestions helped me
to enrich my work. I am sure that this research would have been impossible without
the aid and support of Chris. I strongly believe that I could not have asked for better su-
pervisors since Dragan and Chris motivated me to grow personally and professionally.
I am grateful to the academics and staff of the Department of Electrical and Elec-
tronic Engineering. Special thanks go to the Department Administrator Lyn Bunchanan
since she has always been keen to help me in anything she can. I would also like to
thank my advisory committee chair A/Prof. Peter Dower for his constructive comments
and suggestions.
I am thankful to my friends and colleagues of the singular perturbations research
team, Saeed Ahmadizadeh and Mohammad Deghat. I am extremely grateful to Saeed
for helping me to put in track my PhD when I was loosing the wheel of my research. I
will always remember Saeed’s kindness in my moments of need and Mohammad’s sup-
portive words after each meeting to keep me positive about my research. Moreover, I
am very pleased to give my sincere thanks my friends and colleagues in the Melbourne
School of Engineering, including Carlos Murguia, Ricardo Garcia, Omin Monfred, Ale-
jandro Maass, and Tianci Yang.
Finally, I would like to express my deep gratitude to my beloved family for their end-
less love, dedication and support. Special thanks to my mother Elda and my father
David, I appreciate from my heart everything that you have done that has led me to
vii
reach this milestone in my life. Special thanks go to my grandma Quina, my brothers
Eduardo and David, and my family by choice Itzel, Carlos, Montse and Alma for their
strong support in all aspects of my life during my PhD. Even though my grandpa Nico
passed away a long time ago, my deepest gratitude goes to him because his last words
to me brought me here.
viii
Preface
The material presented in this thesis is an original research, unless otherwise stated,
developed during my PhD candidature in the Department of Electrical and Electronic
Engineering at The University of Melbourne. The work reported herein was conducted
in collaboration with my supervisors Prof. Dragan Nešić and Prof. Chris Manzie. In ad-
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• L. Cuevas, D. Nešić, C. Manzie and R. Postoyan. A new dynamic sampling policy
for the multi-observer approach under the supervisory framework. In prepara-
tion for conference submission.
No portion of the work presented herein was conducted prior to my enrolment in
the degree of Doctor of Philosophy at the University of Melbourne. Neither has any of
it been submitted for any other qualification.
This research has been financially supported by the Melbourne International Re-
search Scholarship scheme of The University of Melbourne, and the Australian Research
Council (ARC) through the Discovery Project DP170104102. During my candidature, I
was also supported by the Consejo Nacional de Ciencia y Tecnologı́a (CONACYT) of
the Mexican government. Furthermore, I obtained a travel grant from the Melbourne
School of Engineering during my candidature.
x
To my grandpa Nico and to everyone who has motivated me, encouraged me,








1.1 Motivation and scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 A brief introduction to singular perturbations . . . . . . . . . . . . . . . . 6
1.3 Overview of literature . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.3.1 Observer design for singularly perturbed systems . . . . . . . . . 14
1.3.2 Parameter and state estimation of nonlinear systems . . . . . . . 20
1.4 Outline of the thesis and contributions . . . . . . . . . . . . . . . . . . . . 23
I Slow State Estimation of Globally Lipschitz Nonlinear Singularly Per-
turbed Systems 27
2 Observers for Globally Lipschitz Nonlinear Singularly Perturbed Systems 31
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
2.2 General setting for globally Lipschitz nonlinear systems . . . . . . . . . . 33
2.3 Practical DISS and practical L2 stability of the plant . . . . . . . . . . . . 37
2.4 Estimation error convergence result . . . . . . . . . . . . . . . . . . . . . 39
2.5 Conclusions of the chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . 43
3 Applications of Global Results 45
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
3.2 High-gain observer for Lipschitz nonlinear systems . . . . . . . . . . . . 46
3.2.1 Observer design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
3.2.2 Simulation results: A class of mechanical systems . . . . . . . . . 50
3.3 Circle-criterion observer for systems with global Lipschitz properties . . 52
3.3.1 Observer design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
3.3.2 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.4 Circle criterion-basedH∞ observer for systems with linear output maps 58
3.4.1 Observer design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
3.4.2 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60
xiii
3.5 Circle criterion-based H∞ observer for systems with nonlinear output
maps . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62
3.5.1 Observer design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
3.5.2 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 65
3.6 Conclusions of the chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . 67
II Observers of General Dimension for the Slow State Estimation of Non-
linear Singularly Perturbed Systems 69
4 Semi-Global Stability of Nonlinear Observers for the Estimation of the Slow
States 73
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 73
4.2 General setting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
4.3 Boundedness of solutions of the plant . . . . . . . . . . . . . . . . . . . . 78
4.4 Estimation error convergence result . . . . . . . . . . . . . . . . . . . . . 81
4.4.1 Robustness Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . 87
4.5 Conclusions of the chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . 91
5 Applications of Semi-Global Results 93
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93
5.2 Luenberger-type nonlinear observer . . . . . . . . . . . . . . . . . . . . . 94
5.2.1 Observer design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 96
5.3 Robust circle-criterion observer . . . . . . . . . . . . . . . . . . . . . . . . 98
5.3.1 Observer design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
5.3.2 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 103
5.4 Reduced-order circle criterion observer . . . . . . . . . . . . . . . . . . . 107
5.4.1 Observer design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108
5.4.2 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 111
5.5 High-gain observer with limited gain power . . . . . . . . . . . . . . . . . 112
5.5.1 Observer design . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 114
5.5.2 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . 116
5.6 Conclusions of the chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . 118
III Parameter and State Estimation of Nonlinear Systems with Slowly Time-
varying Parameters 119
6 Parameter and State Estimation of Systems with Slowly Time-Varying Param-
eters 123
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 123
6.2 Nonlinear plants with slowly time-varying parameters . . . . . . . . . . . 125
6.3 Multi-observer for nonlinear systems with unknown constant parameters 126
6.3.1 Static sampling policy . . . . . . . . . . . . . . . . . . . . . . . . . 127
6.3.2 Dynamic sampling policy (zoom-in approach) . . . . . . . . . . . 132
xiv
6.3.3 Case study: A neural mass model with slowly time-varying param-
eters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 134
6.4 Multi-observer for nonlinear systems with unknown slowly varying pa-
rameters . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138
6.4.1 Static sampling policy . . . . . . . . . . . . . . . . . . . . . . . . . 138
6.4.2 A novel dynamic sampling policy . . . . . . . . . . . . . . . . . . . 142
6.5 Conclusions of the Chapter . . . . . . . . . . . . . . . . . . . . . . . . . . 149
7 Applications of multi-observer approach 151
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 151
7.2 Neural mass model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 152
7.3 Simulation results for the new dynamic sampling policy . . . . . . . . . . 153
7.4 Constant parameters and noisy measurements . . . . . . . . . . . . . . . 154
7.5 Time-varying discontinuous parameters . . . . . . . . . . . . . . . . . . . 158
7.6 A singularly perturbed plant . . . . . . . . . . . . . . . . . . . . . . . . . . 159
7.7 Conclusions of the chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . 161
8 Conclusions and Future Work 163
8.1 Summary of Contributions . . . . . . . . . . . . . . . . . . . . . . . . . . . 163
8.2 Future Work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165
A Proofs of Chapter 2 169
A.1 Proof of Lemma 2.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
A.2 Proof of Corollary 2.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 174
A.3 Proof of Theorem 2.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 178
B Proofs of Chapter 4 183
B.1 Proof of Lemma 4.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183
B.2 Proof of Corollary 4.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 188
B.3 Proof of Corollary 4.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 193
B.4 Proof of Lemma 4.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 194
B.5 Proof of Theorem 4.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
B.6 Proof of Lemma B.1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
B.7 Proof of Lemma B.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 206
C Proofs of Chapter 6 209
C.1 Proof of Lemma 6.3 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 209
C.2 Proof of Lemma 6.4 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211
C.3 Proof of Lemma 6.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 213
C.4 Proof of Theorem 6.2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 219
C.5 Proof of Lemma 6.6 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 222
C.6 Proof of Lemma 6.7 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 226




1.1 Natural and engineered systems that exhibit a time scale separation: a)
continuously stirred tank bioreactor, b) a single neuron, c) human brain,
d) larvae prey-predator system, e) DC-DC converter, f) lithium-ion bat-
teries, g) electrical motor, h) suspension system. . . . . . . . . . . . . . . 3
1.2 General block diagram of the slow state estimation problem. . . . . . . . 5
1.3 General block diagram of the parameter and state estimation of nonlin-
ear systems with slowly time-varying parameters. . . . . . . . . . . . . . . 6
1.4 Summary of the slow state estimation problem. . . . . . . . . . . . . . . . 12
1.5 Simulation results for the motivational example. . . . . . . . . . . . . . . 13
1.6 Supervisory control framework. . . . . . . . . . . . . . . . . . . . . . . . . 21
1.7 Parameter and state estimation of nonlinear systems with unknown con-
stant parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
I.1 General setting for the slow state estimation of globally Lipschitz singu-
larly perturbed systems via a full order observer synthesised for the re-
duced (slow) system. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
2.1 Block diagram of the estimation of the slow variables of a globally Lips-
chitz nonlinear singularly perturbed system. . . . . . . . . . . . . . . . . 40
3.1 Simulations results for a mechanical system with a sensor with linear fast
dynamics. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 52
3.2 Simplified model of a semi-active seat suspension system. . . . . . . . . 56
3.3 Estimation error performance of the damping properties of c2(t). . . . . 57
3.4 Single track model for vehicle lateral dynamics with linear output. . . . . 61
3.5 Simulations results for automotive slip angle estimation with nonlinear
output. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3.6 Simulations results for automotive slip angle estimation. . . . . . . . . . 66
II.1 Slow state estimation via observers of general dimension for nonlinear
singularly perturbed systems. . . . . . . . . . . . . . . . . . . . . . . . . . 71
5.1 Estimation error performance for the estimates of x1 and x2 through the
Circle Criterion Observer. . . . . . . . . . . . . . . . . . . . . . . . . . . . 105
5.2 A flexible joint robot link with a stiffening torsional spring in the flexible
joint. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 106
5.3 Performance of the estimation error for the angular rotation and angular
velocity of the flexible joint robot link in (5.39). . . . . . . . . . . . . . . . 107
xvii
5.4 Estimation error performance for the states x2 and x3. . . . . . . . . . . . 112
5.5 Estimation error performance for x1 and x2. . . . . . . . . . . . . . . . . . 118
III.1 Multi-observer approach for parameter and state estimation. . . . . . . . 121
6.1 Multi-observer approach under the supervisory framework [25]. . . . . . 127
6.2 Yellow: Real parameter. Blue: Parameter sample points. Red: Parameter
estimate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 136
6.3 Parameter estimation errors for the neural mass model with slowly time-
varying parameters. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
6.4 State estimation errors for z3 and z5 when using the dynamic sampling
policy from [25]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 137
7.1 Parameter estimation errors for the neural mass model when using the
multi-observer approach with the dynamic sampling policy introduced
in Chapter 6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154
7.2 Yellow: Real parameter. Blue: Parameter sample points. Red: Parameter
estimate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
7.3 Parameter estimates when using the sampling policy introduced in Chap-
ter 6. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 155
7.4 State estimation errors for z3 and z5 when using the new dynamic sam-
pling policy introduced in Chapter 6. . . . . . . . . . . . . . . . . . . . . . 156
7.5 Simulation results for systems with unknown constant parameters and
noisy measurements. Yellow: Real parameter. Blue: Parameter sample
points. Red: Parameter estimate. . . . . . . . . . . . . . . . . . . . . . . . 156
7.6 Simulation results for systems with unknown discontinuous parameters.
Yellow: Real parameter. Blue: Parameter sample points. Red: Parameter
estimate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 158
7.7 Simulation results for the simplified suspension system (7.4) - singularly
perturbed plant. Yellow: Real parameter. Blue: Parameter sample points.
Red: Parameter estimate. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160
8.1 Schematic representation of the proposed estimation approach. . . . . . 166
xviii
Nomenclature
R The set of real numbers.
R≥0 The set of non-negative real numbers.
R>0 The set of strictly positive real numbers.
Rn×m The space of real matrices with dimensions n×m.
N The set of non-negative integers.
N≥1 The set of positive integers.
λmin{A} The minimum eigenvalue of a real, symmetric matrixA.
λmax{A} The maximum eigenvalue of a real, symmetric matrixA.
? The symmetric block component of a symmetric matrix.
I The identity matrix.
|x| The (Euclidean) norm of a vector x ∈ Rn.
|x|∞ The∞-norm of a vector x = (x1, x2, . . . , xn)> ∈ Rn which is defined
as |x|∞ = maxi |xi|, where |xi| denotes the absolute value.
L∞ The set of functions s : R → Rn, such that ||s||∞ < ∞, where
||s||∞ := ess supt|s(t)|.
|s[t1, t2]| The supremum over the time interval [t1, t2] of a function s : R →
Rn, i.e. |s[t1, t2]| := supt∈[t1,t2] |s(t)|.
|s(t)|L2 The L2-norm of s : R→ Rn defined as |s(t)|L2 :=√∫∞0 s(t)Ts(t)dt.
X(xc, ∆) The hypercube centred at xc ∈ Rn with distance to the edge ∆ > 0,
i.e. X(xc, ∆) := {x ∈ Rn | |x− xc|∞ ≤ ∆}.
d(x,X) The distance from x ∈ Rn to the elements of the set X ⊂ Rn and it
is defined as d(x,X) := minx∈X |x− x|∞.
xix
K A continuous function α(·) : R≥0 → R≥0 is said to be a class-K
function, if it is strictly increasing and α(0) = 0.
K∞ A continuous function α(·) : R≥0 → R≥0 is said to be a class-
K∞ function, if it is strictly increasing, α(0) = 0, and additionally,
α(s)→∞ as s→∞.
KL A continuous function β(·, ·) : R≥0 × R≥0 → R≥0 is said to be a
class-KL function, if β(·, s) is a class-K function for each s ≥ 0 and
β(r, ·) is non-increasing and β(r, s)→ 0 as s→∞ for each r ≥ 0.
(·)− The left-limit operator.
(No.) ≤ Indicates that the result on the right-hand side of the inequality




The definitions of stability properties presented in here are essential for the full under-
standing and interpretation of the results of this thesis. I only give the definition of each
property without having any discussions afterwards since they are widely known. I state
fundamental stability definitions for systems with and without disturbances. Consider
the non-autonomous system defined by
ẋ = f(t, x), (1)
where f : [0,∞) × D → Rn is piecewise continuous in t and locally Lipschitz in x on
[0,∞) × D, and D ⊂ Rn is a domain that contains the origin x = 0. We say that the
origin is an equilibrium point for (1) at t = 0 if f(t, 0) = 0 for all t ≥ 0 [70].
Definition 1. [Definition 4.4, 70] The equilibrium point x = 0 of (1) is
• uniformly stable if, for each ε > 0, there is δ = δ(ε) > 0, independent of t0 such that
|x(t0)| < δ =⇒ |x(t)| < ε, ∀ t ≥ t0 ≥ 0, (2)
• uniformly asymptotically stable if it is uniformly stable and there is a positive con-
stant c, independent of t0, such that for all |x(t0)| < c, x(t)→ 0 as t→∞, uniformly
in t0; that is, for each η > 0, there is T = T(η) > 0 such that
|x(t)| < η, ∀ t ≥ t0 + T(η), ∀ |x(t0)| < c, (3)
• globally uniformly asymptotically stable if it is uniformly stable, δ(ε) can be chosen
to satisfy limε→∞ δ(ε) =∞, and, for each pair of positive numbers η and c, there is
T = T(η, c) > 0 such that
|x(t)| < η, ∀ t ≥ t0 + T(η, c), ∀ |x(t0)| < c, (4)
Definition 2. [Lemma 4.5, 70] The equilibrium x = 0 of (1) is
• uniformly stable if and only if there exists a class-K function α(·) and a positive
constant c, independent of t0, such that
|x(t)| ≤ α(|x(t0)|), ∀ t ≥ t0 ≥ 0, ∀ |x(t0)| < 0, (5)
• uniformly asymptotically stable if and only if there exists a class-KL functionβ(·, ·)
xxi
and a positive constant c, independent of t0, such that
|x(t)| ≤ β(|x(t0)|, t− t0), ∀ t ≥ t0 ≥ 0, ∀ |x(t0)| < 0, (6)
• globally uniformly asymptotically stable if and only if inequality (6) is satisfied for
any initial state x(t0).
Definition 3. [Definition 4.5, 70] The equilibrium point x = 0 of (1) is exponentially
stable if there exists positive constants c, k, λ such that
|x(t0)| ≤ k exp[−λ(t− t0)]|x(t0)|, ∀ |x(t0)| < c, (7)
and globally exponentially stable if (7) is satisfied for any initial state x(t0).
Definition 4. [Definition 4.6, 70] The solutions of (1) are
• uniformly bounded if there exists a positive constant c, independent of t0 ≥ 0, and
for every a ∈ (0, c), there is β = β(a) > 0, independent of t0, such that
|x(t0)| < a =⇒ |x(t)| ≤ β, ∀ t ≥ t0, (8)
• globally uniformly bounded if (8) holds for arbitrarily large a.
• uniformly ultimately bounded with ultimate bound b if there exist positive con-
stants b and c, independent of t0 ≥ 0, and for every a ∈ (0, c), there is T = T(a, b) ≥
0, independent of t0, such that
|x(t0)| < a =⇒ |x(t)| ≤ b, ∀ t ≥ t0 + T, (9)
• globally uniformly ultimately bounded if (9) holds for arbitrarily large a.
Now, consider the general class of nonlinear systems defined by
ẋ = f(x, u), (10)
where x ∈ Rn is the state and u ∈ Rr is the control input. Here, f : Rn × Rr → Rn is
continuously differentiable and satisfies f(0, 0) = 0. For each ξ ∈ Rn and each u ∈ L∞,
we denote x(t, ξ, u) the trajectory of the system (10) with initial state x(0) = ξ and the
input u. This is defined on some maximal interval [0, Tξ,u), with Tξ,u ≤ +∞ [116].
Definition 5. [Definition 2.1, 116] The system (10) is (globally) input-to-state stable (ISS)
if there exist a class-KL function β : R≥0 × R≥0 → R and a class-K function γ(·) such
that, for each input u ∈ L∞ and each ξ ∈ Rn it holds that
|x(t, ξ, u)| ≤ β(|ξ|, t) + γ(||u||∞), (11)
for each t ≥ 0.
Definition 6. [Definition 2.1, 6] The system (10) is said to be k-th derivative input-to-
state stable (DkISS) if there exist some class-KL function β : R≥0 × R≥0 → R and some
class-K functions γ0, γ1 . . . , γk such that, for every input u ∈ L∞, the following holds
|x(t, ξ, u)| ≤ β(|ξ|, t) + γ0(||u||∞) + γ0(||u̇||∞) + . . .+ γk(||u(k)||∞), (12)
xxii
for all t ≥ 0.
Definition 7. The system (10) is said to be input-to-state practically stable (ISpS) if there
exist a class-KL function β : R≥0 × R≥0 → R, a class-K function γ(·) and a constant
c ≥ 0,such that
|x(t, ξ, u)| ≤ β(|ξ|, t) + γ(||u||∞) + c, (13)
holds for each control u and each ξ ∈ Rn and for all t ≥ 0 [115].
Definition 8. [Definition 1, 94] The system ẋ = f(t, x, ε), where ε ∈ R`≥0 is a parame-
ter vector, is said to be semi-globally practically asymptotically (SPA) stable uniformly in
(ε1, . . . , εj), j ∈ {1, . . . , `}, if there existsβ(·, ·) ∈ KL such that the following holds. For each
pair of strictly positive real numbers (∆, ν), there exist real numbers ε∗k = ε
∗
k(∆, ν) > 0, k ∈
{1, 2, . . . , j, and for each fixed εk ∈ (0, ε∗k), k ∈ {1, 2, . . . , j, there exists εi = εi(ε1, ε2, . . . , εi−1,
∆, ν), with i = j + 1, j + 2, . . . , `, such that the solutions of ẋ = f(t, x, ε) with the so con-
structed parameters ε = (ε1, . . . , ε`) satisfy
|x(t)| ≤ β(|x(t0)|, (ε1, . . . , ε`)(t− t0)) + ν, (14)
for all t ≥ t0 ≥ 0 and |x(t0)| ≤ ∆. If we have that j = `, then we say that the system is SPA
stable, uniformly in ε.
Observe that Definitions 5 - 7 can be restated in terms of semi-global practical sta-





1.1 Motivation and scope
MEASURING all the variables of interest of a dynamical system might be infeasi-ble or prohibitively expensive. When state variables are required and not mea-
sured, they need to be estimated by using a virtual mathematical tool called observer
or estimator. Observers are the solution to the estimation problem where the measured
variables delivered by sensors are used to obtain the estimates of unmeasured or hid-
den variables of the system. In general, the structure that describes the link between
the unknown and the measured variables in the estimation problem is made of three
components:
• A dynamical model that describes the evolution of the variables of the plant.
• An output model that relates the state and the measured signal.
• A virtual dynamical model, called observer or estimator, that relates the state es-
timate, the hidden variables and the measured output.
The problem of estimating the state variables, or the so-called observer design, has
been of central importance in control theory to improve product quality, enable pro-
cess control, achieve fault diagnosis, and so on. This problem has been addressed from
two different perspectives in the linear and nonlinear case: deterministic and stochas-
tic. There exists a well-known robust estimation framework for linear systems based on
the Luenberger observer for the deterministic case, see [16, 20, 37, 41, 42, 71, 85, 86, 98].
Regarding the case when stochastic differential/difference equations model the system
there is a solid linear estimation framework based on the Kalman Filter, see [41, 62–64,
117].
Estimation theory of linear systems can be applied to nonlinear plants after lineari-
sation of the model of the system. However, in these cases, the Luenberger observers are
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only valid locally and only work well when the system evolves close to the equilibrium
point considered for the linearisation. On the other hand, the nonlinear version of the
Kalman filter, the so-called Extended Kalman filter, iteratively linearises the state and
measurement equations by computing their Jacobian matrices and evaluating these
matrices at the current estimate. This linearisation may produce highly unstable fil-
ters if the restrictions of the local linearity are violated when a ‘bad’ estimate is used for
the linearisation [62]. Furthermore, the derivation of the Jacobian matrices needed for
the periodical linearisation may potentially be non-trivial and lead to implementation
issues. Another well-known drawback of the Extended Kalman filter is that it does not
consider the approximation errors arising from the linearisation of the state and output
equations.
To overcome the local properties and the issues arising when linear estimation the-
ory is used on nonlinear systems, a wide variety of nonlinear observers have been de-
veloped [7, 9, 12, 16, 23, 26, 43, 66, 68, 69, 71, 76, 78, 98, 103]. The estimation problem of
nonlinear systems has been addressed by different approaches and perspectives with
particular methodological objectives that apply to a range of classes of nonlinear sys-
tems. Although many natural and engineering systems exhibit models with multiple
time scales, observers for general nonlinear systems exhibiting a time-scale separation
are missing. The time scale separation arises when some variables evolve in time much
faster than the rest. The analysis of multiple time-scale systems is challenging as clas-
sical methods lead to ill-posed problems. Moreover, model-based observer design for
these systems is a complicated problem as the time scale separation may lead to ill-
conditioned observer gains and undesired convergence properties [31, 68, 77]. If the
system has two time-scales, we say that we are dealing with a system in a singularly
perturbed structure [52, 56, 74, 121]. This work focuses on two time-scales systems as
they are standard in a wide range of applications. For instance, consider the simplified
model of a biological process with two species given by
ẋ1 = x2 − x1, (1.1a)
ẋ2 = −x
3
2 + 2x2 − x1 − 1, (1.1b)
εż = x1 − z, (1.1c)
y = z, (1.1d)
where x1 and x2 represent the reaction rates of the each specie and z is the state of a
sensor with a fast linear dynamics. In this case, the singular perturbation parameter
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ε > 0 represents the time-constant of the sensor. We use this example as a motivation
for the first and second part of this thesis. Even though this thesis focusses on systems
with two time-scales, systems exhibiting multiple time scales are analysed using similar
techniques [52, 121].
A typical academic example of a singularly perturbed system is the Van der Pol os-
cillator with an RL circuit where the oscillator represents a prototype vibrating actuator,
and the RL circuit acts as an elementary linear plant [118]. The time scale separation
appears because the Van der Pol oscillations are faster compared to the dynamics of
the RL circuit. Another example is the class of systems with fast sensors and/or actua-
tors in which the dynamics of the sensor/actuator are much faster than the dynamics
of the plant [75]. Most electromechanical systems exhibit multiple time scales because,
in general, the electrical variables change much faster than the mechanical ones [74].
Chemical processes and systems exhibit multiple time scales behaviours too; for in-
stance, the selective catalytic reduction systems where the temperature variations and
the change of the mass of the substrate evolve in two different time scales [120]. Nonlin-
ear network systems such as swarms of robotic vehicles and animal aggregations with
areas of internally dense and externally sparse interconnections exhibit a time-scale
separation [19]. Other examples are power electronic systems [73], electrochemical sys-







Figure 1.1: Natural and engineered systems that exhibit a time scale separation: a) con-
tinuously stirred tank bioreactor, b) a single neuron, c) human brain, d) larvae prey-
predator system, e) DC-DC converter, f) lithium-ion batteries, g) electrical motor, h)
suspension system.
4 Introduction
Some examples of natural and engineered systems with variables evolving in differ-
ent time-scales are displayed in Figure 1.1. For instance, the stirred tank bioreactor in
a) is an instrumented system which usually has a sensor with fast linear dynamics to
measure the cell-mass concentration of the system [40]. The single neuron model in b)
exhibits a time-scale separation as the three main processes of the system: stimuli, re-
action and relaxation happen at different time rates [47]. The human brain in c) also has
multiple time-scales as the cortex activity happens in different time-scales depending
of the region of the cortex [99]. A prey-predator system where the immature and ma-
ture stages of the prey are considered in the model also has a time-scale separation as
the dynamics of the density of immature preys is a slow process [97]. The prey-predator
system is depicted by d).
In the DC-DC converter in e), the inductor currents are faster variables than the
capacitor voltages so that this sort of power electronic systems can be studied as a sin-
gularly perturbed system [73]. The picture in f) refers to lithium-ion batteries which ex-
hibit multiple time-scales from different perspectives; for example, the internal model
of a lithium-ion battery exhibits two or more time-scales depending on its desired com-
plexity. The study of the state of health and state of charge of a lithium-ion battery also
leads to a two time-scale separation [54, 72, 130, 131]. The electrical motor in g) repre-
sents the class of electromechanical systems in which the electrical variables are much
faster than the mechanical ones [70, 75]. The suspension system in h) is a mechanical
system that has a model that can be written in a singularly perturbed structure in which
the time scale separation arises from the different magnitudes of the natural frequency
of the car’s body and the natural frequency of the tire [70]. Observe that analysing the
aging of the spring of a suspension system also leads to a system with two time-scales.
Many works have tackled the observer design problem of linear singularly perturbed
systems. However, the estimation problem for general nonlinear systems with two
time-scales has not been fully addressed as current existing results only apply to par-
ticular cases. We present an overview of literature of linear and nonlinear estimation
for singularly perturbed systems in Section 1.3. To the best of our knowledge, the es-
timation of the slow state, as well as the estimation of the slow and fast state of gen-
eral nonlinear singularly perturbed systems, are open problems. The existing results
on observer design for the slow variables of systems with two-time scales are very re-
strictive. Hence, a general framework for the estimation of the slow state of nonlinear
singularly perturbed systems is needed. In this thesis, we address the slow state esti-
mation of systems with two time-scales with a generality that has not been reported
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before. This generality is understood as the feature of our statements of covering many
classes of nonlinear singularly perturbed systems and observers of general dimension
with a single proof. We estimate the slow variables of a singularly perturbed system by
using the problem setting depicted by Figure 1.2. A detailed explanation of the problem
is discussed in Section 1.2, and the contributions of the thesis regarding this topic are














Figure 1.2: General block diagram of the slow state estimation problem.
In this thesis, we also address the parameter and state estimation problem of non-
linear systems with unknown slowly time-varying parameters. We present an estima-
tion technique that is a generalisation of the multi-observer approach in [25] to cover
the case of parameter and state estimation of systems with slowly time-varying param-
eters under supervisory framework depicted by Figure 1.3. We propose a new dynamic
sampling policy for the multi-observer approach which is able to deal with parameters
that are slowly changing. We present convergence results that guarantees that the pa-
rameter and state estimation errors have ultimate bounds that can be made arbitrarily
small if the parameter moves sufficiently slow and if the observer is carefully tuned.
We have addressed this problem since it is natural to the singular perturbations frame-
work as the slow state can be regarded as a slowly time-varying parameter to the fast



















Figure 1.3: General block diagram of the parameter and state estimation of nonlinear
systems with slowly time-varying parameters.
While the significance of the first set of results of this thesis lies on their generality
rather than on the approach used in the proofs, the results on the multi-observer tech-
nique give the novelty factor to this work because of the technical challenges that have
been addressed.
1.2 A brief introduction to singular perturbations
The perturbations framework is a compendium of methods for the systematic analy-
sis of the global performance of solutions to differential and difference equations that
exhibit a multiple time-scale structure [52]. We typically study systems with two-time
scales by using an asymptotic method called singular perturbations approach [70, 74].
The general set up for singular perturbations theory consists of identifying a small pa-
rameter, usually denoted by ε > 0, such that when ε = 0, the problem becomes simpler
and solvable since part of the model degenerates into an algebraic equation. Such al-
gebraic equation allows to analyse linear/nonlinear systems exhibiting two time-scales
by using lower dimensional models that approximate the performance of the original
system. Hence, the global solution to the given problem is studied by performing a
local analysis around ε = 0. In summary, singular perturbations methods are tech-
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niques that deliver approximated solutions of a nonlinear system such that the error
between the real solution and the approximation is small, in some norm, for small val-
ues of ε > 0. Hence, by taking advantage of the time scale separation, we can avoid the
ill-posed problems produced by the singular perturbation parameter on systems with
two time-scales [70, 74, 75].
Below, we present a brief introduction to singular perturbations techniques. Con-
sider the following autonomous singular perturbed system in standard from without
inputs
ẋ = f(x, z), (1.2a)
εż = g(x, z), (1.2b)
y = h(x, z,w), (1.2c)
where x ∈ Rn represents the slow state of the system, z ∈ Rm is the the vector of states
associated with the fast dynamics, y ∈ Rp is the measured output of the system,w ∈ Rq
is the measurement noise disturbing the output and ε > 0 is the singular perturbation
parameter that captures the time scale separation.
Remark 1.1. In the context of this thesis, measurement noise refers to an external distur-
bance affecting the output of the system. Such a disturbance can be high or low frequency
since we only consider its amplitude to analyse its effect on the observer design problem.
Although the study of the stochastic properties of the measurement noise is an important
problem in its own right, it is out of the scope of this thesis.
Remark 1.2. The initial conditions of all of the nonlinear systems considered here are
assumed to be unknown. The only known information about the initial conditions is the
set where they belong to. We specify such a set for all of our results. The initialization of
the nonlinear observers considered here is an interesting problem that is left for further
research.
The first challenge to address in the singular perturbations approach is the con-
struction of a model for the physical system that agrees with a singularly perturbed
system in the standard form (1.2). This may represent an issue since some systems
that possess two time-scale properties may have non-standard representations where
all variables may possess boundary layers and converge to quasi-steady-states [Section
1.6, 75]. Hence, a non-singular change of coordinates to transform the system into the
standard form (1.2) would be needed. Another potential problem is the selection of
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the appropriate parameter to be considered as small in model (1.2) as it is not always
clear how to perform such selection. In general, the understanding and knowledge of
the physical components of the processes or systems are powerful tools to define an
adequate perturbation parameter [70, 75].
The study of nonlinear singularly perturbed systems is complicated due to the non-
linearities and to the time scale separation; however, we can take advantage of this time
scale separation to reduce the complexity of the problem. Hence, by using the fact that
the states evolve in different time scales, we approximate the performance of the slow
variables through the so-called reduced (slow) order model, while the fast transient is
described by the discrepancy between the response of the reduced model and that of
the full model [70]. The fast performance is studied through the so-called boundary
layer system. The analysis of the full-system is carried out by studying the properties of
the lower dimensional models and the effects of their interconnection.
By following singular perturbations techniques, we set ε = 0 in (1.2) such that a
fundamental and abrupt change in the dynamics properties of the system is obtained.
Observe that (1.2b) degenerates into an algebraic or transcendental equation
0 = g(x, z). (1.3)
It is assumed that there exists an isolated solution to (1.3) given by
z = H(x) ∀ x ∈ Rn. (1.4)
Then, setting ε = 0 represents the restriction of the solutions of the system (1.2) to
the slow manifold given by (1.4). Hence, we can ensure a well-defined n-dimensional
reduced model.
Remark 1.3. The isolated solution (1.4) is an approximation of the slow manifold for
0 < ε  1. We abuse the terminology in this thesis by calling slow manifold to its ap-
proximation obtained when setting ε = 0.
We now substitute the isolated solution (1.4) into (1.2a) so that we obtain the follow-
ing reduced (slow) order model
ẋ = f(x,H(x)), (1.5a)
ys = h(x,H(x), w). (1.5b)
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Remark 1.4. Let (x(t), z(t)) denote the solution to (1.2a) - (1.2b) for a given initial con-
dition (x(0), z(0)) which is dependent on ε > 0. Let x(0) be an approximation of x(0)
at ε = 0 such that x(t)is the solution to (1.5a). Define the quasi-steady-state of z(t)
when x(t) = x(t) as z(t) := H(x(t)). Since ż = g/ε, the speed of z can be high when ε
is small and whenever g 6= 0 . Hence, we have made the transient of z instantaneous
when setting ε = 0 in (1.2). Note that appropriate stability conditions must be satisfied
to ensure that z(t) will converge to its quasi-steady-state z(t), which represents an equi-
librium of (1.2b). Such conditions will be defined below. We know from [Theorem 11.2,
70] that for a sufficiently small ε > 0 the following conditions hold: x(t) − x(t) = O(ε)
and z(t)− z(t) = O(ε). Therefore, as the approximated solutions remain arbitrarily close
to the real ones after the boundary-layer transient, we will use x and z instead of x and z
when referring to the approximated variables. This use of the notation is standard in the
literature on singular perturbations [Chapter 7, 75], [33, 70, 118].
Singular perturbations theory suggests us to perform a change of variables to anal-
yse the behaviour of the fast state of the system (1.2). Hence, let consider the change of
variables
ξ = z−H(x), (1.6)
which shifts the quasi-steady-state of z ∈ Rm to the origin. Observe that, in the new
variables (x, ξ), the full system (1.2) becomes
ẋ =f(x, ξ+H(x)), (1.7a)




y =h(x, ξ+H(x), w). (1.7c)
To introduce the boundary layer system, we first define the fast-time variable τ := t/ε.
Hence, the system (1.7) in the τ-time scale is given by
dx
dτ
= εf(x, ξ+H(x)), (1.8a)
dξ
dτ




y = h(x, ξ+H(x), w). (1.8c)
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= g(x, ξ+H(x)), (1.9b)
yf = h(x, ξ+H(x), w), (1.9c)
which has equilibrium at ξ = 0. The slow state x in (1.9) is frozen to its initial value and
is seen as a fixed parameter for the fast dynamics. Since the slow variables eventually
move away from their initial conditions, an asymptotic stability of this equilibrium is
needed to justify the model reduction and to be able to analyse the full system (1.7) via
the reduced system (1.5) and the boundary layer system (1.9).
By using the lower dimensional systems (1.5) and (1.9), the analysis and design tasks
become a more manageable problem. Systems with two-time scales are notoriously
hard to deal within the context of state estimation since the time scale separation may
lead to ill-conditioned gains that inherently causes complications in the observer de-
sign. When dealing with the estimation problem, we work with the reduced order and
boundary layer systems to overcome undesired convergence properties of the estima-
tion error when the observer is designed for the full plant [88]. In Part I and II of this
thesis, we concentrate on estimating the slow states of the plant by using an observer
synthesized for the reduced model. We put our attention on this problem as several sys-
tems and processes with “slow” dynamics are instrumented with sensors or actuators
that exhibit “fast” dynamics. For instance, reactor networks and some classes of bio-
process [68]. We use the standard methodology on state estimation of linear/nonlinear
singularly perturbed systems [24, 38, 58, 59, 68, 126]. This methodology is summarised
as follows
1. We approximate the full plant via the lower dimensional systems: reduced order
system and boundary layer system.
2. We design an observer for the reduced model while the fast variables are ne-
glected.
3. We implement the observer on the full system.
Since we implement the observer on the original plant and the fast variables of the sys-
tem are not considered during the observer design, we analyse the robustness of the
observer to singular perturbations. Moreover, we study the estimator robustness to
measurement noise affecting the output of the system.
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Consider the system (1.5) and design an observer of the following form
˙̂x = fo(x̂, ys), (1.10)
where x̂ ∈ Rn is the state of the observer and an estimate of x ∈ Rn. To be able to
design an observer for the reduced order system (1.5), we need to guarantee that (1.5)
has bounded solutions since the estimation problem of unbounded systems is a hard
task to address. Hence, assume that the solutions to (1.5) are globally bounded so that
it is possible to design the observer (1.10). Note that as the system initial conditions
are unknown, the problem of choosing the observer initial conditions is an interest-
ing problem when stating semi-global results. Methods for the appropriate choice of
the observer initial conditions are out of the scope of this thesis and are left for future
research.
We now define the state estimation error as e = x− x̂ so that the error dynamics are
given by
ė = f(x,H(x)) − fo(x̂, ys). (1.11)
To guarantee an appropriate performance of the observer (1.10) when implemented on
the plant (1.7), we need an observer for which the estimation error has an appropriate
performance when used on the reduced system (1.5). Hence, we choose an observer
for which the error dynamics (1.11) satisfy certain stability property; for instance, ISS
stability with respect to the measurement noise. Note that the estimation of the slow
states via an observer synthesised for the reduced order system has been used before in
linear/nonlinear singularly perturbed systems [24,38,58,59,68,126]. Since the observer
must be implemented on the singularly perturbed plant (1.7) to estimate the slow state,
we compute the slow state estimation error as follows
ė = f(x, ξ+H(x)) − fo(x̂, y). (1.12)
Hence, we need to investigate the robustness of the observer with respect to singular
perturbations as the observer is synthesised without considering the fast variables. The
block diagram in Figure 1.4 summarise the estimation problem of the slow states of the
plant described above where the observer is synthesised for the reduced system (1.5)
and used to estimate the slow state of the plant. Figure 1.4 depicts a simplified version
of the problem setting we address in Chapters 2 and 4 of this thesis.
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Figure 1.4: Summary of the slow state estimation problem.
Consider the motivational example introduced in Section 1.1 which is defined by
equation (1.1). Note that, by setting ε = 0, one can obtain the reduced order system
with the following model
ẋ1 = x2 − x1, (1.13a)
ẋ2 = −x
3
2 + 2x2 − x1 − 1, (1.13b)
ys = x1. (1.13c)
Then, by using the change of variables ξ = z − x1 and introducing the fast time-scale




yf = ξ+ x1(0). (1.14b)
Observe that the reduced order system (1.13) can be written in the following form
ẋ = Ax+Gγ(Fx) + σ(ys, u), (1.15)
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Then, we can design a circle criterion observer [9] with the following form
˙̂x = Ax̂+ L(Cx̂− ys) +Gγ(Fx̂− K(Cx̂− ys)) + σ(ys, u), (1.16)
where x̂ ∈ R2 is the state of the observer and an estimate of x ∈ R2, and the gain matrices
are K = −2.49 and L = [−3.24,−13.52]T . By following the approach described above, we
implement the observer (1.16) on the original plant (1.1) to estimate the slow variables
of the system. We show in Figure 1.5 the performance of the observer for different values
of the perturbation parameter ε > 0. It can be seen that the estimation error has better
convergence properties when the perturbation parameter is smaller.
 
 
Figure 1.5: Simulation results for the motivational example.
1.3 Overview of literature
Many nonlinear observer design methods can be found in the literature. Different ap-
proaches and perspectives with particular methodological objectives have been devel-
oped to deal with nonlinearities in processes and systems. For instance, the authors
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of [76] propose a geometric observer design method in which they obtain linear esti-
mation error dynamics. A less conservative methodology is presented in [69] where the
set of conditions in the theoretical body, especially regarding linearisation, are much
less restrictive than in other works. Another nonlinear observer is the circle criterion
observer which provides globally convergent estimates for a class of nonlinear mod-
els, see [9]. This observer can be designed and implemented on a class of systems in
which the nonlinearities satisfy a monotone growth property [7, 9, 43]. A common class
of observers are the so-called high-gain observers in which high-gain linear terms or
geometric transformations counter the nonlinearities of the plant, see [71].
Other nonlinear observers include the nonlinear versions of the Kalman filter: the
Extended Kalman filter [117] and the Unscented Kalman filter [62]. The Extended Kal-
man filter solve the nonlinear estimation problem by iteratively linearinsing the non-
linearities of the system’s model and using the traditional linear Kalman filter. This
technique presents some issues as the linearisation may produce highly unstable fil-
ters. Hence, the Unscented Kalman filter was developed to obtain the equivalent per-
formance of the Kalman filter in nonlinear systems without the linearisation steps re-
quired by the Extended Kalman filter. The main element of the Unscented Kalman fil-
ter is the unscented transformation which uses a set of appropriately chosen weighted
points to parametrise the means and covariances of probability distributions [62]. This
filter does not require to compute the Jacobians matrices so that has a larger scope
of applicability. The Extended Kalman and the Unscented Kalman filters only provide
local estimates of the state. There are other many nonlinear observers for particular
applications; for instance, observers for permanent magnet synchronous motors [103],
observers designed via dynamic extension [67] and so on [3, 8, 13, 17, 18, 84, 119].
In this thesis, we prove that a number of the nonlinear observers can be used to
estimate the slow states of a singularly perturbed system by synthesising an observer
based on the reduced system (1.5) and implementing it on the full plant. Although the
design framework for the slow state estimation generated in this thesis do not cover all
the aforementioned nonlinear observers, we demonstrate in Chapters 3 and 5 that a
number of observers fit such a design framework.
1.3.1 Observer design for singularly perturbed systems
Regarding observer design for singularly perturbed systems, there exists a robust esti-
mation framework for linear singularly perturbed systems where the observer design
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problem has been tackled from different perspectives [39, 44, 45, 53, 59, 65, 79, 81, 82,
93, 100, 102, 113, 124, 127, 129]. For instance, a composite observer to estimate the full
state of a class of time-varying linear singularly perturbed systems is presented in [101].
The composite observer is constructed by using an estimator designed for the reduced
model and an observer synthesised for the boundary layer system. Another work is pre-
sented in [58] where the authors propose a technique to estimate only the slow state of
a linear singularly perturbed plant with equilibrium manifolds. The observer design
is done based on the reduced model of the plant. The stochastic linear case has been
covered too; for instance, an observer design method that deals with linear singularly
perturbed systems with uncertain perturbation parameters is presented [111]. In the
stochastic case, problems arise because the white noise is faster than the fast dynamics
of the boundary layer [44, 49, 111]. Whilst there are several results on observer design
for linear singularly perturbed systems, the nonlinear case has not been fully explored.
As far as we are aware, the most recent results on observer design for linear singu-
larly perturbed systems are reported in [125–127]. The authors address the estimation
problem of linear systems with slow and fast modes by introducing independent slow
and fast observers. Besides providing pure-slow and pure-fast observers, the proposed
observer design methodology produces estimates with very high accuracy of O(εi), for
i ∈ {2, 3, . . .}. This feature of the observers is significant since most of existing methods
for estimation of linear singularly perturbed systems only deliver anO(ε) accuracy. The
observer design results are then used to construct independent observer-based con-
troller by using a two-stage feedback design technique for the slow and fast subsystems.
The authors show that the typical ill-conditioning problem of singularly perturbed sys-
tems is avoided under the proposed design approach. They analyse different cases de-
pending on the measured state space variable. Results in [125–127] have significantly
contributed to the knowledge regarding linear estimation of systems with two time-
scales.
The observer design literature for nonlinear singularly perturbed systems is not as
extensive as in the linear case. Although multiple time-scale estimation has been used
in some nonlinear applications [28–30,32,34,54,58,107,108,130,131], there is no general
mathematical framework on the stability of the estimation error covering a large class of
plants and observers since existing results cover specific cases. For instance, there is a
solid framework on feedback control for singularly perturbed systems where nonlinear
observers are used to design feedback controllers [28–30, 32, 34]. The authors of [32]
study the output feedback control of two time-scale hyperbolic PDE systems by using
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two distributed state observers which are synthesised for the fast and slow subsystems.
Then, these observers are used together with a distributed state feedback controller to
guarantee closed-loop stability of the system and enforce output tracking. The main
assumption of this work is that the perturbation parameter is sufficiently small such
that the time scale septation is sufficiently large.
The author of [30] addresses the problem of synthesising a robust output feedback
controller for a class of nonlinear singularly perturbed systems with uncertain vari-
ables. It is assumed that the system has an asymptotically stable boundary layer system
and a reduced order system which is input/output linearisable and possesses input-to-
state inverse dynamics. The problem is tackled by using a combination of a high-gain
observer and a robust state feedback controller synthesised via the Lyapunov’s direct
method. Even though results in [28–30, 32, 34] are highly useful for stabilisation and
output tracking, they only apply to specific classes of systems and do not possess the
generality to be applicable to many problems. Moreover, their main objective is not the
estimation problem by itself.
There are few other works on estimation for nonlinear systems with two time-scales.
For instance, the authors of [130] propose an algorithm to estimate the internal states of
a lithium-ion battery to enable real-time monitoring and control of the state of charge
and state of health of the battery. The author uses a multi-time scale approach since
the state of charge evolves faster than the state of health. The estimation of the state is
done by using an Extended Kalman filter [117]. Moreover, it is stated in [130] that the
algorithm can be implemented by using a Unscented Kalman filter [62]. The works pre-
sented in [54,131] are based on the Extended Kalman Filter too. In [131], two filters with
different time-scales are combined for the state of health and state of charge estimation
in lithium-ion batteries. The state of charge is estimated in real-time, and the state of
health is updated off-line. The authors of [54] address the same problem by proposing
a multi-scale framework with the Extended Kalman filter which when applied to the
battery system can be regarded as a hybrid of Coulomb counting and adaptive filtering
techniques. Observers to estimate the full state of a class of mechanical singularly per-
turbed systems are presented in [107, 108]. Both works propose a Lyapunov-based ob-
server design; however, their results only apply to spring-mass-damper systems since
the observer is constructed by considering specific characteristics of the model.
Despite the fact that the nonlinear estimation problem for systems exhibiting two
time-scales has been studied in some examples as the ones mentioned above, those re-
sults only apply to particular cases. To the best of our knowledge, there are few rigorous
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results on nonlinear estimation for general singularly perturbed systems. For instance,
a systematic natural observer design framework for vector second-order systems in the
presence of multiple time scales is presented in [38]. Second-order mechanical systems
with fast unmodelled sensor dynamics were considered. Further results for determin-
istic nonlinear systems are presented in [68] where the authors deal with the estimation
of the slow state based on the reduced order model. The study is focused on a specific
class of plants with fast linear dynamics and a particular nonlinear observer with linear
estimation error dynamics. The fast variables of the system are not estimated, and they
are neglected during the observer design. Then, the authors study the effect of the fast
variables on the convergence properties of the estimation error. Note that these results
are restrictive in the sense of applying to a particular class of systems and a specific
nonlinear observer.
Another work on the estimation of the slow state of a system with two time-scales
is presented in [24]. The authors introduce a sliding mode observer for estimating
the slow variables of a class of nonlinear globally Lipschitz plants. In this context,
the estimation of the slow and fast state of nonlinear globally Lipschitz systems via a
Luenberger-type observer is reported in [123]. The authors consider a limited class of
nonlinear systems with global Lipschitz properties. The observer design is carried out
in terms of an LMI condition which is independent of the perturbation parameter and
which guarantees exponential stability of the error dynamics. In [36], we can found
estimation results on the Extended Kalman Filter for a class of singularly perturbed
stochastic nonlinear systems.
In summary, we can identify there is a lack of general results for the state estimation
of nonlinear singularly perturbed systems. Although the problem has been addressed
for some particular problems, we are not aware of existing results with the enough gen-
erality to cover large classes of nonlinear systems and nonlinear observers of general
dimension. In fact, we can identify two important research gaps in the literature that
need to be filled,
• A general estimation framework for slow state estimation of nonlinear singularly
perturbed systems.
• An estimation technique to estimate both slow and fast states of nonlinear singu-
larly perturbed systems.
We now make a brief overview of an important rigorous mathematical result on slow
state estimation. We concentrate on the result in [68] as it is the most closely related
to the first and second parts of this thesis. Then, we revise the required literature for
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the parameter and state estimation of nonlinear systems with unknown slowly time-
varying parameters which is the problem addressed in the third part of the thesis.
An estimation result for nonlinear singularly perturbed systems
This thesis focuses on the deterministic estimation problem of nonlinear systems with
two time-scales. Hence, we revise those results in [68] where the authors work with the
standard approach for the linear/nonlinear observer design for the estimation of the
slow variables of autonomous singularly perturbed systems. They consider a specific
class of nonlinear plants that covers processes and systems exhibiting fast linear dy-
namics. The slow part of the state is reconstructed through a state observer which is
designed based on the reduced model. Then, the dynamic behaviour of the estimation
error is analysed and mathematically characterised when the observer is implemented
on the full system. We revise results in [68] as they represent the starting point of the
first and second parts of this thesis. The class of systems considered in [68] has the
following standard singularly perturbed form
ẋ = f(x, z), (1.17a)
εż =M1x+M2z, (1.17b)
y = C1x+ C2z, (1.17c)
where x ∈ X ⊂ Rn is the slow state of the system, z ∈ Z ⊂ Rm is the fast part of the
state and X, Z are compact sets containing the origin, ε > 0 is the singular perturbation
parameter which is assumed to be small, and y ∈ R is the measured output of the
system. It is assumed that f(x, z) is a real analytic vector function defined on X×Z, and
M1, M2, C1, C2 are constant matrices of appropriate dimensions with M2 being non-
singular. The class of systems represented by (1.17) captures a broad class of interesting
cases such as instrumented processes, biological processes, reactor networks, and so
on [68].
It is assumed that the origin (x, z) = (0, 0) is an equilibrium point for (1.17) with
f(0, 0) = 0. By setting ε = 0, the system is restricted to the slow manifoldM1x+M2z = 0
such that the reduced system is obtained
ẋ = f(x,−M−12 M1x), (1.18a)
y = (C1 − C2M
−1
2 M1)x. (1.18b)
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By considering the reduced model (1.18), a simplified design of an appropriate non-
linear observer is done to estimate the slow variables of the original plant (1.17). So,
consider the nonlinear observer introduced in [69], which has the following form
˙̂x = f(x̂,−M−12 M1x̂) + L(x̂)(y− ŷ), (1.19a)
ŷ = (C1 − C2M
−1
2 M1)x̂, (1.19b)
where x̂ ∈ Rn is the state of the observer and an estimate of x ∈ Rn, and ŷ is the es-
timated output. The above nonlinear observer has a state-dependent gain L(x), which








wherew = T(x) : Rn → Rn is a solution to the following associated system of first order
non-homogeneous linear partial differential equations (PDEs)
∂T
∂x
f(x,−M−12 M1x) = AT(x) + B(C1 − C2M
−1
2 M1)x, (1.21)
withA, B being constant matrices of appropriate dimensions. It can be proven that the
observer (1.12) with the nonlinear gain (1.20) induces a linear error dynamics given by
ė = Ae, (1.22)
where the estimation error is defined as e := T(x) − T(x̂). Therefore, ifA is chosen to be
Hurwitz, its eigenvalues regulate the exponential rate of decay of the estimation error
to zero [68]. When the observer (1.19) designed based on the reduced system (1.18) is
implemented on the original system (1.17), the presence of the fast z-dynamics leads to
new estimation error dynamics. It can be shown that the estimation error dynamics of
the slow observer when implemented on the original plant (1.17) is given by









The authors of [68] take advantage of the linear structure of the fast dynamics and use
closeness of solutions results for singularly perturbed systems to show that the estima-
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tion error satisfies
e(t) = exp(A(t− t0))e(t0) + H(t, ε), (1.24)
where the observer error term H(t, ε) is of orderO(ε) for t ∈ [t0,∞). Although the result
in [68] is interesting on its own right, it cannot be applied to a large class of plants and
nonlinear observers. Then, we aim to generalise them by considering a boarder class of
systems and nonlinear observers of general dimension. We have given a brief summary
of results presented in [68] since they are the most closely related results to the first and
second parts of this thesis.
1.3.2 Parameter and state estimation of nonlinear systems
The parameter and state estimation problem as separate problems has been of cen-
tral importance in control theory. Several approaches have dealt with the state esti-
mation [3, 7–9, 13, 16–18, 43, 71, 84, 98, 119], and some others have addressed the the
parameter estimation problem [1, 55, 83]. The simultaneous estimation of both param-
eter and state is commonly tackled by augmenting the state vector with the param-
eter vector. This technique transforms the parameter and state estimation problem
into a state estimation task. However, augmenting the state may lead to a model with
several nonlinearities which may further complicate the estimation problem. Systems
with models with unknown parameters has been studied before in control literature
[15, 51, 90–92, 122]. Different approaches as the supervisory control have been devel-
oped to address the problem of steering the system state to the origin. The supervisory
framework is closely related to the parameter and state estimation as it uses a bank
of estimators for control purposes. Nevertheless, such a framework does not provide
guarantees of convergence of the parameter estimates.
The supervisory control framework for linear systems [15, 51, 90–92, 122] depicted
in Figure 1.6 consists of two main units: 1) a multi-controller and 2) a supervisor that
defines the switching among the controllers. The multi-controller is a family of can-
didate controllers parametrized by guesses of the uncertain parameters. On the other
hand, the supervisor is constituted by a multi-estimator, a set of monitoring signals and
a switching logic. The multi-estimator is defined as a bank of estimators that uses the
input and output of the system to produce estimates of the unknown parameters and
estimates of the output for each of these parameter estimates. The monitoring signals,
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which are functions of an appropriate norm of the output estimation errors, are used to










Figure 1.6: Supervisory control framework.
The supervisory control was introduced in [90] to drive and hold at a prescribed set-
point the output of a process modelled by a dynamical system with large scale uncer-
tainty. While other techniques experimentally evaluate the performance of each can-
didate controller by briefly applying it to the process, the supervisory control posses a
unique distinctive characteristic which is that the controller selection is made based on
a continuous comparison in real time of the output estimation errors. This significant
feature of the supervisory control has attract the attention of the research community
so that further improvements of the switching logic have been proposed; for instance,
the hysteresis-based switching logic proposed in [51].
The supervisory framework has recently motivated the parameter and state estima-
tion of nonlinear systems by using a multi-observer. This approach was introduced
in [25] where the authors propose a hybrid scheme for the parameter and state estima-
tion of nonlinear systems inspired by the supervisory framework. In [25], the unknown
parameter is assumed to be a constant vector that belongs to a known compact set. The
state observers are synthesized for a finite set of nominal parameter values to generate
multiple state estimates. Then, a selection criterion based on the supervisory frame-
work chooses the estimate by using monitoring signals that consider the difference be-
tween the measured and the estimated output so that it provides state and parameter
estimates at any given time instant. The multi-observer technique introduced in [25]
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Figure 1.7: Parameter and state estimation of nonlinear systems with unknown con-
stant parameters.
The sampler in Figure 1.7 represents a sampling strategy that generates a set of pa-
rameter sample points. The multi-observer approach requires of this set of sample
points to construct the bank of observers. The authors of [25] propose two sampling
policies for the generation of the parameter sample points. The first one is a static pol-
icy where a sampled set with a large number of samples is generated at the start of
the algorithm and remain the same for all time. The second policy is a dynamic sam-
pling policy where the parameter samples are periodically updated by using a zoom-in
procedure to provide the same accuracy as with the static policy while using a smaller
number of observers. Note that the sampler in the dynamic sampling policy uses the
last parameter estimate to generate the new samples at each iteration. The number of
observers determines the size of the neighbourhood around zero where the parame-
ter and state estimation errors converge. Hence, the estimation errors can be made as
small as desired by increasing the number of observers.
The multi-observer approach seems natural to the singular perturbations frame-
work as the slow state can be regarded as a fixed parameter to the boundary layer sys-
tem. In fact, results in [25] deal with nonlinear plants that can be seen as the boundary
layer system (1.9) of a singularly perturbed plant (1.2) where the slow state is treated
as fixed parameter. Since the slow variables behave as slowly time-varying parameters
to the fast part of a singularly perturbed system, here we address the parameter and
state estimation problem for nonlinear systems with slowly time-varying parameters.
We generate a new sampling policy for the multi-observer approach that generalises
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results in [25] as it can address more general problems.
A zoom-in and a zoom-out procedures are the main elements of the new sampling
policy presented in here. The multi-observer approach for systems with unknown con-
stant parameters and the dynamic sampling policy with a zoom-in procedure in [25]
as well as the control strategy with zooming-in and zooming-out procedures in [80]
have inspired the work presented in here. Although the authors of [80] study a differ-
ent problem (stabilization with respect to external disturbances of linear systems with
quantized measurements), we have found out that the main idea behind their switch-
ing control strategy is useful in our problem. Further discussion on this is presented in
introduction of Chapter 6.
1.4 Outline of the thesis and contributions
This thesis focusses on the convergence analysis of deterministic state nonlinear ob-
servers for the slow state estimation of a general class of nonlinear singularly perturbed
systems. We present a general estimation framework for slow state estimation of non-
linear singularly perturbed systems, where the generality comes from the fact that these
results cover large classes of nonlinear plants and observers of general dimension. This
feature of the thesis sharply distinguish it from other works where results only apply to
particular plants and specific observers. This thesis also introduces a novel perspec-
tive for parameter and state estimation for nonlinear systems with slowly time-varying
unknown parameters that is natural to the singular perturbations framework. We now
summarise our contributions and provide a brief outline for the material that is pre-
sented and developed in the subsequent chapters.
This thesis has been divided in three parts: Part I (Chapters 2 - 3): Slow State Es-
timation of Globally Lipschitz Nonlinear Singularly Perturbed Systems, Part II (Chap-
ters 4 - 5): Observers of General Dimension for the Slow State Estimation of Nonlinear
Singularly Perturbed Systems, and Part III (Chapters 6 - 7): Parameter and State Esti-
mation of Nonlinear Systems with Slowly Time-varying Parameters.
Part I: Slow State Estimation of Globally Lipschitz Nonlinear Singularly Perturbed
Systems. We develop a general estimation framework for the slow state of globally Lips-
chitz nonlinear singularly perturbed systems. We deal with a smaller class of nonlinear
singularly perturbed systems and nonlinear observers than the plants and estimators
studied in Part II. However, the strong assumptions we use in Part I lead to stronger
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convergence properties which are crucial for a number observers. In Chapter 2, we
study the robustness of nonlinear observers with respect to singular perturbations and
to measurement noise of an observer designed base on the reduced system and used to
estimate the slow variables of a globally Lipschitz nonlinear singularly perturbed sys-
tem. As far as we are aware, our global convergence results for nonlinear observers
for singularly perturbed systems are the first ones that consider the presence of mea-
surement noise as a disturbance to the output. These global results cover a broader
class of systems than the existing results in the literature. We provide input-to-state
stability and finite-gain L2 stability results. In Chapter 3, we demonstrate and illus-
trate the generality of results from Chapter 2. We show that many classes of nonlinear
globally Lipschitz singularly perturbed systems satisfy the given assumptions in Chap-
ter 2. We also demonstrate how our assumptions hold for nonlinear observers that can
be designed for the reduced systems of those plants. We study four classes of systems
with reduced order models for which we can design four different nonlinear observers
[2,9,128]. Although we have checked that our framework covers existing results as those
in [123] when the observer is used only for the estimation of the slow state, we have not
presented all those cases here. Simulations results are provided in this chapter.
Part II: Observers of General Dimension for the Slow State Estimation of Nonlin-
ear Singularly Perturbed Systems. In the first part of the thesis, we require strong as-
sumptions that imply strong conclusions at the expense of restricting the applicability
of results. Hence, by considering relaxed assumptions, we generate semi-global con-
vergence results for nonlinear observers of general dimension used to estimate the slow
state of a nonlinear singularly perturbed plant. These results are weaker convergence
properties than those generated in Part I; however, they cover a larger number of plants
and observers. We analyse the robustness of the observers to singular perturbations
and to measurement noise. We state practical input-to-state stability results for a gen-
eral class of nonlinear singularly perturbed systems and observers of general dimension
when the input and the measurement noise belong to L∞. We prove L∞ ∩ L2 results
when the measurement noise belongs to L∞ ∩ L2. Furthermore, we state semi-global
practical asymptotical stability of the estimation error in the absence of measurement
noise. Then, Chapter 5 plays the same role as Chapter 3 in illustrating the generality
of our results. We demonstrate that, for each of the classes of systems and observers
presented in Chapter 5, the assumptions in Chapter 4 hold. We study the class of plants
and observers considered in [68]. Furthermore, we analyse another three classes of sys-
tems and a reduced-order, a full-order and a higher-order observer. Our results cover
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a larger number of observers and nonlinear plants; however, we have not included all
possible cases for which we can guarantee that our design framework applies.
Part III: Parameter and State Estimation of Nonlinear Systems with Slowly Time-
varying Parameters. An approach for parameter and state estimation of systems with
slowly time-varying parameters is proposed by using a multi-observer approach adapted
from the case when the unknown parameter is constant. It is rigorously proved that
the multi-observer approach provides practical convergence of both parameter and
state estimates for a general class of autonomous nonlinear systems with slowly time-
varying parameters. Chapter 6 introduces a novel dynamic sampling policy for the
multi-observer approach which is able to deal with slowly time-varying parameters. We
combine a hysteresis switching law with zoom-in and zoom-out procedures to guaran-
tee that the parameter estimate will stay close to the slowly time-varying parameter for
all time. We state convergence results that show that the parameter and state estimates
are ultimately bounded. It is shown that the ultimate bound depends on two factors:
1) the number of sample points and observers, and 2) the rate of change of the slowly
time-varying parameters. The new sampling policy as well as the convergence results
are the main contributions of the third part of the thesis. In Chapter 7, we illustrate
through simulations the applicability of results in Chapter 6. We demonstrate via sim-
ulations that our approach can be used on systems with unknown constant parameters
in the presence of noisy measurements as well as on systems with discontinuous slowly
time-varying parameters. Moreover, we present simulations results for the case when
our technique is used to estimate the full-state of a singularly perturbed system.
Finally, Chapter 8 presents the conclusions and a discussion on the possible future
research directions related to the content of this thesis. Appendices A, B an C contain
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Introduction to Part I
IN THIS first part of the thesis, we analyse the stability of the estimation error of theslow variables of general globally Lipschitz nonlinear singularly perturbed plants
when nonlinear observers are synthesized based on the reduced (slow) system. Hence,
we address the problem of slow state estimation by using the set-up shown in Figure I.1.
Observe that we consider a general class of globally Lipschitz nonlinear systems where



















Figure I.1: General setting for the slow state estimation of globally Lipschitz singularly
perturbed systems via a full order observer synthesised for the reduced (slow) system.
Here, we state strong (global) assumptions on the plant and on the convergence
properties of the observer designed for the reduced order model. These global con-
ditions lead to strong global conclusions on the stability of the slow estimation error
dynamics when the observer is implemented on the original plant. These results cover
a smaller class of nonlinear singularly perturbed systems and nonlinear observers than
the plants and estimators studied in Part II where weaker conditions lead to weaker
results. Although results in this first part and the second part of the thesis deal with
similar problems, they do not imply each other as the sharper results concluded from
Part I cannot be concluded from results in Part II. On the other hand, results from Part I
cannot cover as many plants and observers of general dimension as results in Part II.
This part of the thesis consists of two chapters where we deliver global convergence
results for the slow estimates of the plant. In Chapter 2, we focus on the theoretical
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Part I: Slow State Estimation of Globally Lipschitz Nonlinear Singularly Perturbed
Systems
developments that give a solution to the problem. We present a robustness analysis to
singular perturbations and to measurement noise for general nonlinear globally Lip-
schitz singularly perturbed systems and full-order observers. The study is performed
by using a Lyapunov approach which is combined with an ISS technique for intercon-
nected systems. We take advantage of the fact that the estimation error is in cascade
with the state of the plant. We also obtain results in terms of finite-gain L2 stability.
As Chapter 2 presents an estimation framework that cover a number of nonlinear
plants and observers, we demonstrate the applicability of such framework in Chapter 3.
We verify that at least four classes of plants and observers satisfy the stated assumptions
in Chapter 2. Moreover, we present simulations results to illustrate our findings.
Chapter 2
Observers for Globally Lipschitz
Nonlinear Singularly Perturbed
Systems
In this chapter, we study the stability of the estimation error of full-order observers de-
signed to estimate the slow state of globally Lipschitz nonlinear singularly perturbed plants.
The observers are designed on the basis of the reduced (slow) model. We prove a strong
(global) result under global Lipschitz assumptions and global exponential stability of the
boundary layer dynamics. We analyse the robustness of the observers with respect to singu-
lar perturbations and with respect to measurement noise.
2.1 Introduction
ESTIMATION of the slow states of singularly perturbed systems via an observer de-signed for the reduced (slow) system has been studied before, see [24, 123]. How-
ever, these results deal with specific observers and specific plants with appropriate Lip-
schitz properties. The estimation of the slow and fast states via a Luenberger-type ob-
server is reported in [123]. The observer design is carried out in terms of an LMI con-
dition independent of the perturbation parameter. A sliding mode observer design for
the slow states of a singularly perturbed plant is presented in [24]. Although the results
in [24,123] guarantee desired convergence properties, they cannot be extended to cover
a larger class of plants since their design approach takes into account the special char-
acteristics of the considered class of systems. Hence, we use the standard singular per-
turbations approach to generate a general estimation framework for globally Lipschitz
nonlinear singularly perturbed systems. As far as we are aware, there are no existing
results in the literature addressing the slow estimation problem with the generality we
present here. This generality is understood as the fact that several nonlinear plants and
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observers are covered by a single proof. Chapter 3 demonstrates and illustrates the gen-
erality of our results by showing that the imposed assumptions in here are satisfied for
many plants and observers.
In this chapter, the estimation of the slow state of the plant is addressed by using an
observer designed for the reduced order system and implemented on the original plant.
Hence, we study the robustness of the observer with respect to singular perturbations
since the fast variables are neglected during the observer design. We deal with a gen-
eral class of plants with outputs disturbed by measurement noise so that we also study
the robustness of the observer with respect to it. To the best of our knowledge, there
are no existing results addressing this sort of robustness analysis within the singular
perturbations framework.
To cover a wide class of systems, we consider singularly perturbed plants that have
input-to-state practically stable (ISpS) slow systems and globally exponentially stable
boundary layer systems. We assume that the error dynamics of the observer designed
for the reduced system exhibit an input-to-state stability property (ISS) with linear gain
from the measurement noise. We show that the error dynamics are ISpS stable when
the observer is used on the original plant. Moreover, we exploit how our assumptions
are stated to provide robustness results on finite-gain L2 stability.
Our main result implies that the error dynamics are practically globally exponen-
tially stable when the measurement noise is equal to zero. Since our results cover a large
class of plants and nonlinear observers, they constitute a new and general estimation
framework for globally Lipschitz nonlinear singularly perturbed systems. Moreover, our
results contribute to the existing literature that only applies to specific plants and ob-
servers. Although results in this chapter cover a smaller class of systems and observers
than results presented later in Chapter 4, results in here are important contributions
in their own right as they lead to strong conclusions for some classes of systems and
observers that cannot be concluded with results presented in Chapter 4.
This chapter is organised as follows. Section 2.2 introduces the general class of non-
linear plants studied in here and the assumptions placed upon it. Section 2.3 shows
a result on boundedness of solutions which is required to state the main result. Sec-
tion 2.4 presents our main contribution on the observer robustness to singular per-
turbations and to measurement noise. In Section 2.5, we state the conclusions of the
chapter.
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2.2 General setting for globally Lipschitz nonlinear systems
Here, we deal with the estimation of the slow variables of singularly perturbed systems
in the so-called standard form. Hence, consider the following general class of nonlinear
singularly perturbed systems
ẋ = fs(t, x, z, u, ε), (2.1a)
εż = ff(t, x, z, u, ε), (2.1b)
y = h(t, x, z, u,w, ε), (2.1c)
where x ∈ Rn represents the slow state of the plant, z ∈ Rm is the fast state, y ∈ Rp is
the measured output, u ∈ Rr is the known input,w ∈ Rq is the measurement noise and
ε > 0 is the singular perturbation parameter characterising the time scale separation.
As far as we are aware, there are no existing results dealing with measurement noise in
the context of nonlinear estimation of globally Lipschitz nonlinear singularly perturbed
systems. The robustness analysis with respect to this sort of disturbances is a contribu-
tion of this work. We need to ensure that the measurement noise, the input and its
derivative are bounded to perform our analysis and be able to conclude our results.
Assumption 2.1. The input of the system (2.1), u ∈ Rr, is differentiable and its deriva-
tive is bounded uniformly in ε for ε  1. In addition, the input, its derivative and the
measurement noise belong to L∞; i.e. u, u̇,w ∈ L∞.
Note that Assumption 2.1 is common and useful in singular perturbations theory
when we intend to establish a result for the full system from assumptions over the re-
duced and boundary layer systems. Our goal is to analyse the performance of a nonlin-
ear observer for the estimation of the slow variables of a two-time scale system when it
has been designed for the reduced system. Hence, we investigate the robustness of the
observer with respect to singular perturbations. Alongside with the singular perturba-
tions analysis, we study the robustness of the observer to measurement noise (w ∈ Rq).
The conclusions in this chapter guarantee appropriate convergence properties of the
estimation error when one picks any existing observer satisfying our assumptions to
estimate the slow state x ∈ Rn.
By following the singular perturbations technique, we decompose the plant (2.1)
into the reduced (slow) order and the boundary layer systems which are associated with
different time scales. We set ε = 0 to restrict the process dynamics to the slow manifold
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represented by the following algebraic equation
0 = ff(t, x, z, u, 0). (2.2)
Assumption 2.2. The algebraic equation (2.2) has an isolated solution z = H(t, x, u) that
can be obtained analytically.
Assumption 2.2 is common within the singular perturbation framework since it is
needed to study the quasi-steady state performance of the system. Furthermore, we
have assumed that H(t, x, u) has a closed analytical representation. This is a needed
strong assumption since we use a model-based observer. Note that this requirement
can be relaxed to the case when the isolated rootH(t, x, u) is an approximated solution
to (2.2). In that case, the robustness of the estimator to errors arising from such approx-
imations opens an interesting topic for further research. We now substitute the isolated
solution z = H(t, x, u) in (2.1a) and (2.1c) at ε = 0. Hence, we obtain the reduced (slow)
dynamical system given by
ẋ = fs(t, x,H(t, x, u), u, 0), (2.3a)
ys = h(t, x,H(t, x, u), u,w, 0). (2.3b)
We need to assume an appropriate stability property for the reduced system in order to
be able to conclude appropriate results regarding the estimation error. Hence, we state
the following assumption which is common within the observer design context.
Assumption 2.3. For the reduced (slow) system (2.3), there exists a continuously differ-
entiable function V1(t, x), bi > 0 for i ∈ {1, . . . , 5}, and δV1 ≥ 0 such that for all x ∈ Rn,
u ∈ Rn, and t ≥ 0
b1|x|






fs(t, x,H, u, 0) ≤ −b3|x|2 + b4|u|2 + δV1 , (2.5)∣∣∣∣∂V1∂x
∣∣∣∣ ≤ b5|x|. (2.6)
Observe that any reduced system (2.3) satisfying Assumption 2.3 is globally input-
to-state practically stable for any bounded input. The practical term in condition (2.5)
implies that we can deal with plants that have reduced order systems that exhibit glob-
ally stable limit cycles. We require inequality (2.6) since we perform a robustness anal-
2.2 General setting for globally Lipschitz nonlinear systems 35
ysis for the full plant via Lyapunov methods. This condition is useful when using the
Lipschitz properties of the plant to analyse the interconnection between the reduced
system and the boundary layer system. Assumption 2.3 is standard within the estima-
tion context since the observer design for nonlinear unbounded systems is a compli-
cated problem to address.
To analyse the performance of the fast variables and their effect on the estimation
error of the slow state, we consider the change of variables ξ = z−H(t, x, u) so that the
equilibrium of the fast dynamics is moved to the origin. Hence, the system (2.1) in the
new coordinates (x, ξ) is written as follows
ẋ = fs(t, x, ξ+H(t, x, u), u, ε), (2.7a)










fs(t, x, ξ+H(t, x, u), u, ε), (2.7b)
y = h(t, x, ξ+H(t, x, u), u,w, ε), (2.7c)
where the quasi-steady-state of (2.7b) is ξ = 0, which when substituted into (2.7a)
and (2.7c) leads to the reduced model (2.3). We need to ensure that εξ̇ remain finite
when ε→ 0 and ξ̇→∞ to be able to analyse (2.7b). Hence, we study the fast dynamics
performance by analysing the system (2.7) in the fast time scale τ := t−t0ε . Observe
that if ε → 0, τ → ∞ even for finite t close to t0. By considering the τ time scale, the
singularly perturbed system (2.7a) - (2.7b) becomes
dx
dτ
= εfs(t, x, ξ+H(t, x, u), u, ε), (2.8a)
dξ
dτ










fs(t, x, ξ+H(t, x, u), u, ε), (2.8b)
where we have used the approach in [33]. The variables t and x in (2.8b) are slowly
time-varying since they are defined as follows
t = t0 + ετ, x = x(t0 + ετ).
Set ε = 0 so that the variables t and x are frozen to t = t0 and x = x(t0). Therefore, (2.8a)
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becomes dx/dτ = 0 and (2.8b) is reduced to the following autonomous system
dξ
dτ
= ff(t0, x(t0), ξ+H(t0, x(t0), u), u, 0), (2.9)
which has an equilibrium point at ξ = 0. When ξ = 0 is asymptotically stable and ξ(0)
belong to its domain of attraction, the solutions to (2.9) converges to an O(ε) neigh-
bourhood of the origin during the boundary layer interval [70]. Beyond this interval,
the slowly varying parameters (t, x) move away from their initial values (t0, x0). Then,
we need to assume that (2.9) satisfy a stability property so that its solutions remain
close to the origin even when (t, x) has changed. To analyse this situation, the frozen
variables t = t0 and x = x(t0) must be allowed to take values in the region of the slowly
varying parameters (t, x). Hence, we rewrite (2.9) as follows
dξ
dτ
= ff(t, x(t), ξ+H(t, x(t), u), u, 0), (2.10)
where (t, x) are treated as fixed parameters. The system (2.10) is the corresponding
boundary layer model for the system (2.7). The reader can refer to [70, 75] for further
details on how the boundary layer system is obtained. To justify the model reduction
so that the performance of the plant (2.7) can be approximated by (2.3) and (2.10), a
critical stability property needed for (2.10) is stated in the following assumption.
Assumption 2.4. For the boundary layer system (2.10), there exists a Lyapunov function
W(t, x, ξ) and ci > 0 for i ∈ {1, . . . , 6} such that for all (x, ξ) ∈ Rn×Rm, u ∈ Rr, and t ≥ 0
c1|ξ|
2 ≤W(t, x, ξ) ≤ c2|ξ|2, (2.11)
∂W
∂ξ
ff(t, x, ξ+H(t, x, u), u, 0) ≤ −c3|ξ|2, (2.12)∣∣∣∣∂W∂ξ
∣∣∣∣ ≤ c4|ξ|, ∣∣∣∣∂W∂t
∣∣∣∣ ≤ c5|ξ|2, ∣∣∣∣∂W∂x
∣∣∣∣ ≤ c6|ξ|. (2.13)
Remark 2.1. Although Assumption 2.4 is strong due to the uniformity in u in (2.12), it is
a common assumption in singular perturbations analysis [33]. If we claim that (2.10) is
exponentially stable uniformly in t, x and u, we can use the converse Lyapunov theorem
[Lemma 9.8, 70] in which is stated that
∣∣∣∣∂W∂x
∣∣∣∣ ≤ c|ξ|2 for some c > 0. This is a slightly more
general condition than the last inequality in (2.13). However, we need condition (2.13)
for our proof to state a global result.
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2.3 Practical DISS and practical L2 stability of the plant
Our main result requires the solutions of the system (2.7) to be bounded for all time
t ≥ 0. Hence, we need to guarantee a boundedness of solutions property to be able to
conclude the main result of this chapter. Although one can directly assume the solu-
tions of the plant are bounded, we have stated and shown this result for (2.7) since it is
important in its own right and can be established from the same assumptions needed
for our main result. We characterise the boundedness of solutions of the plant by show-
ing practical DISS and practical L2 stability results.
Here, we perform a Lyapunov analysis so that we define a composite Lyapunov func-
tion by using the Lyapunov functions satisfying Assumptions 2.3 and 2.4. Then, we take
the time derivative of the composite Lyapunov function along the trajectories of (2.7).
We need to take into account the terms that arise from the interconnection of the slow
and fast dynamics since our assumptions are made for the lower dimensional systems.
In general, those terms are sign indefinite, so we need to appropriately bound them.
Assumption 2.5. Consider fs(t, x, ξ + H(t, x, u), u, ε) and let Li ≥ 0, for i ∈ {0, 1, 2}, be
such that the following inequalities hold for all x ∈ Rn, ξ ∈ Rm, u ∈ Rr, and t ≥ 0
|fs(t, x, ξ+H(t, x, u), u, ε) − fs(t, x, ξ+H(t, x, u), u, 0)| ≤ εL0(|x|+ |ξ|+ |u|), (2.14)
|fs(t, x, ξ+H(t, x, u), u, 0) − fs(t, x,H(t, x, u), u, 0)| ≤ L1|ξ|, (2.15)
|fs(t, x,H(t, x, u), u, 0)| ≤ L2(|x|+ |u|). (2.16)
Assumption 2.6. Consider ff(t, x, ξ + H(t, x, u), u, ε) and H(t, x, u). Let Li ≥ 0, for i ∈
{3, . . . , 6}, be such that the following inequalities hold for all x ∈ Rn, ξ ∈ Rm, u ∈ Rr, and
t ≥ 0
|ff(t, x, ξ+H(t, x, u), u, ε) − ff(t, x, ξ+H(t, x, u), u, 0)| ≤ εL3(|x|+ |ξ|+ |u|), (2.17)∣∣∣∣∂H∂t
∣∣∣∣ ≤ L4(|x|+ |u|), ∣∣∣∣∂H∂x
∣∣∣∣ ≤ L5, ∣∣∣∣∂H∂u
∣∣∣∣ ≤ L6. (2.18)
Remark 2.2. The given inequalities in Assumptions 2.5 and 2.6 can be deduced from
general conditions over the maps fs(t, x, ξ + H(t, x, u), u, ε), ff(t, x, ξ + H(t, x, u), u, ε)
and H(t, x, u). Observe that if fs(t, x, ξ + H(t, x, u), u, ε) and ff(t, x, ξ + H(t, x, u), u, ε)
are continuously differentiable with globally bounded derivatives, fs(0, 0, 0, 0, ε) = 0,
ff(0, 0, 0, 0, ε) = 0 and H(t, 0, 0) = 0, we can conclude (2.14) - (2.17). Similarly, condi-
tions in (2.18) can be deduced if ∂H/∂x and ∂H/∂u have continuous and bounded first
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partial derivatives with respect to t [35].
We are now ready to present our first result on boundedness of solutions of the sys-
tem (2.7). This result is stated by using the previous assumptions for the lower dimen-
sional systems (2.3) and (2.10). Note that we use the result in Lemma 2.1 to prove the
main result of this chapter.
Lemma 2.1. Consider the singularly perturbed system (2.7). If Assumptions 2.1 - 2.6 hold,
there exists ε̃∗ > 0, ki > 0 for i ∈ {1, 2}, ki ≥ 0 for i ∈ {3, . . . , 7}, `1 > 0, `i ≥ 0 for
i ∈ {2, . . . , 6}, such that the solutions to the system (2.7) satisfy the following ISS and L2
conditions1









2k6|u̇[t0, t]|+ k7, (2.19)








2 `5|u̇(t)|L2 + `6t, (2.20)
for all ε ∈ (0, ε̃∗) and for all (x0, ξ0) ∈ Rn × Rm, u, u̇ ∈ L∞, and t ≥ 0.
Note that (2.19) implies that the singularly perturbed system (2.7) is practical input-
to-state stable with respect to the input and its derivative (practical DISS), while (2.20)
means that (2.7) is practical L2 stable. The proof of Lemma 2.1 is presented in Ap-
pendix A.1. The following result on the trajectories of the fast dynamics is a direct im-
plication of Lemma 2.1.
Corollary 2.1. Consider the singularly perturbed system (2.7). If Assumptions 2.1 - 2.6
hold, there exists ε∗ > 0, k̃i > 0 for i ∈ {1, 2}, k̃i ≥ 0 for i ∈ {3, 4, 5}, ˜̀1 > 0 and ˜̀i ≥ 0 for
i ∈ {2, . . . , 5}, such that the fast state satisfies the following ISS and L2 conditions











|x[t0, t]| + |u[t0, t]|
)














for all ε ∈ (0, ε∗), ξ0 ∈ Rm, x, u, u̇ ∈ L∞, and t ≥ 0.
The result in Corollary 2.1 is useful to study the convergence of the estimation er-
ror in the next section as we need to analyse the effect of the fast state on the observer.
1In the sequel, x0 := x(0). The same apply for the other states.
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Note that conditions (2.21) and (2.22) imply that the fast state rapidly becomes upper
bounded by an O(ε) term. This property of the fast state is crucial for our main result
since, for instance, we use the fact that the exponential function in (2.21) rapidly con-
verges to zero to remove undesired terms bounding the estimation error. The proof of
Corollary 2.1 is presented in Appendix A.2.
Remark 2.3. We have taken advantage of our assumptions to prove practical DISS and
practical L2 stability results for the singularly perturbed plant (2.7). Lemma 2.1 and
Corollary 2.1 state practical DISS results for the full state and the fast variable, respec-
tively. It is observed that if we set ε = 0 in (2.19), we recover the property implied by
Assumption 2.3. The L2 results are equivalent to the ISS ones, but from the perspective of
finite-gainL stability. Note thatL2 bounds are very useful when dealing withL2 bounded
noise and in optimisation problems. Both ISS and L2 conditions prove different robust-
ness properties of the system which are used to conclude appropriate results in our main
result of the chapter in Theorem 2.1.
2.4 Estimation error convergence result
Here, we focus on the estimation of the slow state of the plant (2.7) by using a full-
order nonlinear observer for globally Lipschitz systems synthesized based on (2.3). We
now give a general set of assumptions that cover a large class of full-order observers
described by
˙̂x = fo(t, x̂, ys, u), (2.23)
where x̂ ∈ Rn is the state of the observer and an estimate of x ∈ Rn (slow variable), ys
is the output of the reduced order system (2.3) and u is the input to the system. The
nonlinear estimation problem studied here is summarised in Figure 2.1.
We define the estimation error as e = x − x̂. Therefore, the error dynamics for the
observer synthesised for the reduced system (2.3) is given by
ė = fe(t, x, e,H(t, x, u), ys, u, 0), (2.24)
where fe = fs(t, x,H(t, x, u), u, 0) − fo(t, x − e, ys, u). When we synthesise the error dy-
namics, we consider the reduced system (2.3) as if the slow state were independent of
the fast part of the plant. Note that the last argument of fe, which is set to zero, explicitly






?̇? = 𝑓*(𝑡, 𝑥, 𝑧, 𝑢, 𝜀)																			
𝜀?̇? = 𝑓0(𝑡, 𝑥, 𝑧, 𝑢, 𝜀)																			
𝑦 = ℎ(𝑡, 𝑥, 𝑧, 𝑢, 𝑤, 𝜀)														
 
𝑥2̇ = 𝑓3(𝑡, 𝑥2, 𝑦, 𝑢) 
𝑢(𝑡) 
𝑥2(𝑡) 
Figure 2.1: Block diagram of the estimation of the slow variables of a globally Lipschitz
nonlinear singularly perturbed system.
indicates that the error dynamics (2.24) refer to the observer designed for the reduced
system, i.e., when the perturbation parameter ε is equal to zero.
The interconnection of the reduced system (2.3) and the observer (2.23) can be rep-
resented trough the extended state (x, e) ∈ Rn × Rn. It follows that (x, e) leads to the
following extended system
ẋ = fs(t, x,H(t, x, u), u, 0), (2.25a)
ė = fe(t, x, e,H(t, x, u), ys, u, 0), (2.25b)
ys = h(t, x,H(t, x, u), u,w, 0). (2.25c)
Note that the estimation error dynamics are in cascade with the reduced system as
(2.25a) does not depend on e. This property is preserved when the observer (2.23) is
implemented on the full plant (2.7). Then, we take advantage of it in the convergence
analysis of the estimation error.
We now assume a set of appropriate properties for the error dynamics (2.24) to en-
sure a desired performance of the observer (2.23) when we use it to estimate the slow
state of the singularly perturbed system (2.7). The following assumption characterises
the stability of the observer for the reduced system (2.3).
Assumption 2.7. For the error dynamics (2.24), there exists a continuously differentiable
function Ve(t, e) and ai > 0 for i ∈ {1, . . . , 5}, such that for all (x, e) ∈ Rn × Rn, u ∈ Rr,
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w ∈ Rq, and t ≥ 0
a1|e|






fe(t, x, e,H, ys, u, 0) ≤ −a3|e|2 + a4|w|2, (2.27)∣∣∣∣∂Ve∂e
∣∣∣∣ ≤ a5|e|. (2.28)
Remark 2.4. Assumption 2.7 implies that the error dynamics (2.24) are ISS stable respect
to the measurement noise with an exponential KL function and a linear gain from w ∈
Rq (measurement noise). Furthermore, as the gain from w ∈ Rq in (2.27) is quadratic,
Assumption 2.7 implies an L2 stability property with linear gain fromw ∈ Rq to e ∈ Rn.
Note that the measurement noise affect the error dynamics via the output of the system
which is seen as an input to the observer dynamics (2.23). It is important to highlight
that the estimation problem of linear/nonlinear singularly perturbed systems in the pres-
ence of measurement noise has not been considered before. Therefore, its inclusion is a
contribution of this work.
Since the observer (2.23) designed for the slow system (2.3) is then implemented on
the full system (2.7), the singular perturbation parameter ε and the fast state ξ have an
effect on the performance of the slow state estimation error. Then, it follows that the
error dynamics for the observer when it is used on the original plant (2.7) is given by
ė = fe(t, x, e, ξ+H(t, x, u), y, u, ε), (2.29)
where fe = fs(t, x, ξ + H(t, x, u), u, ε) − fo(t, x − e, y, u). While (x, e) represents the
interconnection between the reduced system (2.3) and the error dynamics (2.24), the
extended state (x, e, ξ) characterises the interconnection between the singularly per-
turbed plant (2.7) and the error dynamics (2.29). Hence, the full extended intercon-
nected system is given by
ẋ = fs(t, x, ξ+H(t, x, u), u, ε), (2.30a)
ė = fe(t, x, e, ξ+H(t, x, u), y, u, ε), (2.30b)










fs(t, x, ξ+H(t, x, u), u, ε), (2.30c)
y = h(t, x, ξ+H(t, x, u), u,w, ε). (2.30d)
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Since the quasi-steady-state of (2.30c) is ξ = 0, by setting ε = 0 in (2.30), we recover
the interconnected system (2.25). We need to analyse the interconnected system (2.30)
to conclude a result regarding the convergence properties of the slow state estimation
error. Hence, we have to introduce an assumption to relate (2.30) with the error dynam-
ics (2.24) and Assumption 2.7.
Assumption 2.8. Let L7 ≥ 0 and L8 ≥ be such that fo(t, x− e, y, u) satisfies the following
inequality for all x ∈ Rn, ξ ∈ Rm, e ∈ Rn, u ∈ Rr,w ∈ Rq, and t ≥ 0
|fo(t, x− e, y, u) − fo(t, x− e, ys, u)| ≤ εL7 + L8|ξ|, (2.31)
where y = h(t, x, ξ+H(t, x, u), u,w, ε) and ys = h(t, x,H(t, x, u), u,w, 0).
Remark 2.5. Inequality (2.31) can be obtained if the output map h(t, x, z, u,w, ε) is glob-
ally Lipschitz in (x, z, u,w, ε) uniformly in t and if fo(t, x̂, y, u) is globally Lipschitz in
(x̂, y, u) uniformly in t.
We now use the assumptions and results in the previous section as well as the as-
sumptions in this section to state the main result of this chapter. In Theorem 2.1, we
conclude that the estimation error dynamics exhibit a practical DISS and a practical L2
stability properties when the observer (2.23) is used to estimate the slow states of the
singularly perturbed plant (2.7). These results imply interesting properties of the esti-
mation error when the output is not corrupted by measurement noise. For instance,
the practical DISS property leads to practical asymptomatic stability of the error dy-
namics. Further discussions on this matter are presented in Remark 2.6. The proof of
Theorem 2.1 is presented in Appendix A.3.
Theorem 2.1. Consider the singularly perturbed system (2.30). If Assumptions 2.1 - 2.8
hold, there exists ε∗ > 0, ki > 0 for i ∈ {1, 2}, ki ≥ 0 for i ∈ {3, . . . , 6}, ^̀1 > 0 and ^̀i ≥ 0
for i ∈ {2, . . . , 5}, such that the error dynamics satisfy the following ISS and L2 stability
properties




|e0|+ εk3 + εk4
[
|x[t0, t]| + |ξ[t0, t]|+ |u[t0, t]|
]
+ k5|ξ[t0, t]|+ k6|w[t0, t]|, (2.32)
|e(t)|L2 ≤ ^̀1|e0|+ ^̀2|w(t)|L2 + ε^̀3
[
|x(t)|L2 + |ξ(t)|L2 + |u(t)|L2
]
+ ^̀5|ξ(t)|L2 + ε^̀4t, (2.33)
for all ε ∈ (0, ε∗), e0 ∈ Rn, x, ξ, u, u̇ ∈ L∞ and t ≥ 0.
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Remark 2.6. The error dynamics are in cascade with the state (x, ξ). Hence, x(t) and
ξ(t) are seen as signals in Theorem 2.1. It follows from Lemma 2.1 that x(t) and ξ(t)
are bounded signals when considered as inputs to the error dynamics for any initial con-
ditions and bounded inputs with bounded derivatives. By (2.21), the fast states rapidly
converge to a ball of order ε since the exponential function in (2.21) quickly converges to
zero in a finite time εTξ > 0 where Tξ depends on ξ0. Note that the convergence rate can
be adjusted by reducing ε. Then, it can be proven that the O(1) term in ε that depends
on ξ(t) in (2.32) rapidly converges. It is observed in (2.32) that the gains from x to e are
of O(ε). Then, the effect of x over the error dynamics can be attenuated by reducing ε.
Moreover, Lemma 2.1 implies there is a finite time T > 0 depending on (x0, ξ0) such that
the contribution due to x becomes of O(ε) for all t ≥ T . Hence, for all t > T the ultimate
bound for the estimation error is an O(ε) term plus the input gain due to the measure-
ment noise. Note that the O(ε) in the ultimate bound only depends on k3, u and u̇. By
using an ISS approach for interconnected systems as in [Lemma 4.7, 70], it can be shown
that (2.32) can be written in a form such that if ε is arbitrarily small, the property implied
by Assumption 2.7 is recovered.
Remark 2.7. Theorem 2.1 implies “practical” L2 stability, where the practical meaning
is understood based on the definition [Property I3, 95]. Note that the practical term in
(2.33) is of O(ε). By using the cascade properties of the error dynamics, it can be proven
that (2.33) has an equivalent form in which the input gains from u, u̇ and (x0, ξ0) to e
are ofO(ε). Moreover, Lemma 2.1 implies the gain from ξ0 to e is ofO(ε
1
2 ). It follows that
we can find a finite time T > 0 such that the L2 bound becomes a term of O(ε) plus the
contribution due to the measurement noise. Since the contribution from the disturbance
to the error dynamics has a finite gain in (2.33), it implies that the observer is robust with
respect to measurement noise when the described approach is used.
Remark 2.8. In the absence of the measurement noise, Theorem 2.1 implies global expo-
nential practical stability of the error dynamics.
2.5 Conclusions of the chapter
We considered the estimation of the slow state of nonlinear singularly perturbed plants
with appropriate global Lipschitz properties. The estimation problem was addressed
by using a nonlinear observer synthesised for the reduced system and implemented on
the full plant. We dealt with a general class of full-order observers for globally Lipschitz
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nonlinear systems and analysed their robustness with respect to singular perturbations.
Moreover, we studied the robustness of the observer to measurement noise since it was
assumed that the output of the plant is corrupted by this sort of disturbances. As far as
we are aware, this is the first time that measurement noise is considered in the singular
perturbation framework for nonlinear observer design.
Under a set of global assumptions, we proved boundedness of solutions results in
Lemma 2.1 and Corollary 2.1 as well as the convergence properties of the estimation
error in Theorem 2.1. We showed that the error dynamics exhibit practical DISS and
practical L2 stability properties in Theorem 2.1. These results imply that the estimation
error globally practically converges in the absence of measurement noise. Although the
observer design process does not consider the singular perturbation parameter and the
fast variables, we proved that the observer performs well when implemented on the full
system. In conclusion, we have generated a general and solid design framework that
allows us to estimate the slow states of globally Lipschitz nonlinear singularly perturbed
systems by using a number of existing nonlinear observers in the literature.
Chapter 3
Applications of Global Results
In this chapter, we focus on presenting different classes of plants and full-order nonlinear
observers that are covered by the results in Chapter 2. We give the conditions so that the stated
assumptions in Chapter 2 are verified. Moreover, we include simulation results to illustrate
our theoretical findings.
3.1 Introduction
THE THEORETICAL results developed in Chapter 2 lead to a design framework forthe observer design of full-order observers for nonlinear Lipschitz singularly per-
turbed systems. We have presented a design framework and we have given conditions
to cover a large class of plants and observers. Here, we demonstrate and support the
generality and usefulness of our theoretical results by showing that our Assumptions
in Chapter 2 hold for several situations. We show that our results apply to nonlinear
singularly perturbed systems with reduced order models which have the appropriate
structure so that many existing nonlinear observer design methods can be used within
our estimation framework.
We study four classes of nonlinear singularly perturbed systems with reduced order
models for which we can design the following nonlinear observers
• High-gain observer for Lipschitz nonlinear systems [2].
• Circle-criterion observer for systems with global Lipschitz nondecreasing nonlin-
earities [9].
• Circle criterion-based H∞ observer for Lipschitz nonlinear systems with linear
output [128].
• Circle criterion-basedH∞ observer for Lipschitz nonlinear systems with nonlin-
ear output [128].
Each section of this chapter contains the study of the aforementioned nonlinear ob-
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servers and their corresponding simulation results. We have reported in a conference
paper that our results from Chapter 2 cover the class of plants and the nonlinear ob-
server considered in [68] when we assume global Lipschitz properties for the reduced
order model. This is not presented in here as we study its local version in Chapter 5.
3.2 High-gain observer for Lipschitz nonlinear systems
We first analyse the nonliner observer introduced in [2] and the class of nonlinear sin-
gularly perturbed plants in the following form
ẋ = Ax+ f(t, x, z), (3.1a)
εż =M1x+M2z, (3.1b)
y = C1x+ C2z+Dw, (3.1c)
where x ∈ Rn and z ∈ Rm are the slow and fast state vectors, y ∈ Rp is the measured
output, w ∈ Rp is the measurement noise which is assumed to be globally bounded,
0 < ε  1 is the singular perturbation parameter of the plant, and A, C1, C2, D, M1
andM2 are matrices of appropriate dimensions. Observe that the plant (3.1) is covered
by the general class of systems (2.1).
Assumption 3.1. The map f(t, x, z) is continuous, globally Lipschitz and f(t, 0, 0) = 0.
Assumption 3.2. The matrixM2 is Hurwitz.
We have considered a linear fast dynamics in (3.1b) for two reasons: 1) it is easier to
compute the slow manifold, and 2) after the model reduction the slow system has the
structure for which we can design the high-gain observer introduced in [2]. Assump-
tion 3.2 is required to approximate the system via the lower dimensional systems since
the inverse ofM2 must exist.
Next, we demonstrate that Assumptions 2.1 - 2.6 are satisfied by the class of sys-
tems (3.1) so that we can use conclusions from Lemma 2.1 for this class of plants in
(3.1). Then, we introduce the observer presented in [2] and show that Assumptions 2.7
and 2.8 hold. Therefore, we can use results in Theorem 2.1 to predict the performance
of the estimation error. Note that there are no inputs to the system, then Assumption 2.1
trivially holds. We now set ε = 0 in (3.1b), such that the system is restricted to the slow
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manifold defined by
M1x+M2z = 0. (3.2)
It follows that the algebraic equation (3.2) has an analytical solution given by H(x) =
−M−12 M1x. Hence, Assumption 2.2 holds. By using H(x), we obtain the slow model
defined as follows
ẋ = Ax+ f(t, x), (3.3a)
ys = Cx+Dw, (3.3b)
with f(t, x) = f(t, x,−M−12 M1x), and C = C1 − C2M
−1
2 M1x.






fn(t, x1, . . . , xn)
 . (3.4)
Moreover, f(t, x,H(x)) satisfies [Assumption 1, 2].
Assumption 3.4. The reduced system (3.3) is globally exponentially practically stable.
Note that we need Assumption 3.4 to be able to design the observer for the reduced
system (3.3). It follows from Assumption 3.4 that Assumption 2.3 holds. Now, define the
change of variables z = ξ−M−12 M1x. Therefore, we have
ẋ = Ax+ f(t, x, ξ−M−12 M1x), (3.5a)
εξ̇ =M2ξ+ ε(M
−1
2 M1)[Ax+ f(t, x, ξ−M
−1
2 M1x)], (3.5b)
y = Cx+ C2ξ+Dw (3.5c)
By using the fast time scale τ = t/ε, it follows that the boundary layer system is given by
dξ/dτ =M2ξ. (3.6)
SinceM2 is Hurwitz, we have from [Theorem 4.6, 70] that for any given positive definite
symmetric matrix Qξ there exists a positive definite symmetric matrix Pξ that satisfies




2Pξ = −Qξ. (3.7)
Then, consider W(ξ) = ξTPξξ as a candidate Lyapunov function for boundary layer
system (3.6). It follows that
∂W
∂ξ
M2ξ ≤ −λmin{Qξ}|ξ|2, (3.8)
so that Assumption 2.4 holds with c1 = λmin{Pξ}, c2 = λmax{Pξ}, c3 = −λmin{Qξ},
c4 = 2λmax{Pξ}, c5 = 0 and c6 = 0. We now check inequalities in Assumptions 2.5
and 2.6. Note that L0 = 0 and L3 = 0 because the right-hand side of the system does
not depend on ε. Since [Assumption 1, 2] holds, there is Lhg > 0 satisfying such an as-
sumption so that (2.15) holds with L1 = Lhg1 . Since f(t, x, z) vanishes at (x, z) = (0, 0),
it follows that |f(t, x,H(x))| ≤ Lhg2 so that (2.16) holds with L2 = Lhg2 . The isolated
solution H(x) is a function of x; hence, L4 = 0, L5 = |M−12 M1| and L6 = 0. Therefore,
Assumptions 2.5 and 2.6 hold.
3.2.1 Observer design
We now focus on designing an observer for the reduced order system (3.3) and on study-
ing its performance when implemented in the full system (3.1). So, consider the high
gain full-order observer presented in [2] which has the following form
˙̂x = Ax̂+ f(t, x̂) +G(γ, K)(y− Cx̂), (3.9)
where x̂ ∈ Rn is the state of the observer and an estimate of the x ∈ Rn,K = [k1, k2, . . . , kn]T








where γi is the i-th component of the design vector γ ∈ Rn. Define the estimation error
ê = x−x̂, but similarly to the analysis in [2], the stability of the estimation error is studied
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through the transformed coordinates T(γ)e = ê where T(γ) = diag(γ1, γ2, . . . , γn). It is
well know that a linear transformation preserves the stability property of the system
(see [48]). The error dynamics in the transformed coordinates if defined as follows
ė = γ1(A− KC+Ω(γ))e(t) + T(γ)
−1
(
f(t, x(t) − f(t, x(t) − T(γ)e(t)
)
+ T(γ)−1G(γ, K)Dw, (3.10)
whereΩ(γ) is a matrix given by
Ω :=

0 α1 0 . . . 0






0 0 0 . . . αn−1
0 0 0 . . . 0

, (3.11)
where αi = γi+1/(γ1γi) − 1, for i ∈ {1, . . . , n − 1}. From the definitions of G(γ, K) and
T(γ), it is straightforward to conclude that T(γ)−1G(γ, K)Dw = KDw. Therefore, (3.10)
becomes
ė = γ1(A− KC+Ω(γ))e(t) + T(γ)
−1
(
f(t, x(t) − f(t, x(t) − T(γ)e(t)
)
+ KDw, (3.12)
To design the high-gain observer (3.9), we consider the system (3.3) in the absence of
measurement noise. From [Theorem 2, 2], we know that if there exists a constant λ > 0
and matrices P = PT > 0, Y, S = ST > 0 diagonal, andW ≤ 0 diagonal such that[




W > −S (3.14)











2 maxi∈{1,...,n} Li where Li are the Lipschitz constants generated by [As-
sumption 1, 2]. By solving the LMIs in (3.13) and (3.14), we can choose the observer
gains as K = P−1Y and γi = γi1
∏i−1
k=1(αk + 1), for i ∈ {2, . . . , n}.
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Remark 3.1. λ > 0, which is computed via the LMI (3.13), is a small constant that de-
termines the fast response of the High-gain observer (3.9). As λ > 0 is generated by using
the reduced order system (3.3), we first fix the observer gain and then implement it in the
original plant. Hence, there is no interaction between the singular perturbation param-
eter, ε > 0, and λ > 0.
Note that, at this point, the observer has been designed by considering there is not
measurement noise disturbing the output of (3.3). Hence, as the observer must be im-
plemented on the system disturbed by the measurement noise, let considerV(e) = eTPe
as a Lyapunov function for (3.12). Then, if the stated above holds, we conclude that the
time derivative of V(·) along the trajectories of (3.12) is bounded as follows
∂V2
∂e
fe(e) ≤ −ν|e|2 + 2|e||w||KD|λmax{P}, (3.15)
where ν > γ1 − 2kfλmax{P}/λ > 0 and fe(e) is given by the right-hand side of (3.12).
We use completion of squares on (3.15) so that we conclude that Assumption 2.7 holds
with a1 = λmin{P}, a2 = λmax{P}, a3 = ν, a4 = 2
|KD|2λmax{P}2
ν and a4 = 2λmax{P}. Since
the output of the system does not depend on the perturbation parameter ε, it follows
that L7 = 0, and moreover, it is straightforward to see that L8 = |G(γ, K)||C2|. Therefore,
Assumption 2.8 holds and our results apply and hold for the class of plants in (3.1) and
the observer defined by (3.9). Notice that L8 depends on γ, then a larger γ would lead
to more conservative results and a smaller ε∗ would be required for our results to hold.
3.2.2 Simulation results: A class of mechanical systems
We now illustrate the applicability of our results by performing simulations of the ob-
server (3.9) when designed for an example that agrees with (3.1). Let us consider a me-
chanical system with a fast sensor dynamics described by the following model
ẋ1 = x2, (3.16a)
ẋ2 = x3 − 0.1 sin(x1 + z) − 0.2x2, (3.16b)
ẋ3 = −0.1x2 − 0.15x3, (3.16c)
εż = x1 − z, (3.16d)
y = z, (3.16e)
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When setting ε = 0, we obtain from (3.16d) that H(x) = x1 is an isolated solution to
x1 − z. Hence, the reduced order system is given by
ẋ1 = x2, (3.17a)
ẋ2 = x3 − 0.1 sin(2x1) − 0.2x2, (3.17b)
ẋ3 = −0.1x2 − 0.15x3, (3.17c)
y = x1, (3.17d)
By following the framework described in Chapter 2, the high-order observer (3.9) must
be designed for the reduced system (3.17) and implemented on the full system (3.16).







 , f(t, x) =

0
−0.1 sin(2x1) − 0.2x2)
−0.1x2 − 0.15x3
 .
We apply the observer design method described above so that we obtain that the gains
of the observer are given byγ = [11.71, 107.8, 854.5]T andK = [2.88, 5.13, 1.43]T . We show
simulation results in Figure 3.1, in which we have chosen different initial conditions to
illustrate that the estimation error converges for any initial condition. Note that we have
included measurement noise in our simulations such that the output of the system is:
y = z+ 0.1 sin(10t) + 0.05 cos(5t). From our results, we found that the upper bound for
ε is ε∗ = 0.059. We performed our simulations at ε = 0.01 since this singular pertur-
bation parameter is smaller than the given upper bound. Although we found that the
observer for the reduced system converges immediately when implemented on (3.3), it
is clear that the presence of the fast variable affects the performance of the estimation
error when implemented on the full system. The initial conditions for the simulations
presented in Figure 3.1 are given in Table 3.1.
x0 z0 x̂0
Blue (a) (10, 5, 7) 50 (8, 14, 10)
Red (b) (1, 10, 15) 20 (3, 7, 18)
Orange (c) (30, 50, 21) 80 (30, 10, 3)
Table 3.1: Initial conditions for the simulation results presented in Figure 3.1.
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Time [sec]














































Figure 3.1: Simulations results for a mechanical system with a sensor with linear fast
dynamics.
3.3 Circle-criterion observer for systems with global Lipschitz
properties
In this section, we consider the class of plants with a singularly perturbed structure
such that the slow model has a form in which results from [9] can be applied to design
a full-order observer. We consider a class of plants covered by the general system (2.1),
such class of plants is defined by
ẋ = Ax+Gγ(Fx) + σ(y, u) + Bz, (3.18a)
3.3 Circle-criterion observer for systems with global Lipschitz properties 53
εż =M1x+M2z, (3.18b)
y = C1x+ C2z, (3.18c)
where x ∈ Rn is the slow state, z ∈ Rm is the fast state, y ∈ Rp is the measured output
variable,u ∈ Rr is the measured control input, ε > 0 is the singular perturbation param-
eter, γ(·) is a nondecreasing function, and A, B, C1, C2, F, G, M1 and M2 are matrices
of appropriate dimensions. By having a linear fast dynamics, we can easily compute
the slow manifold and end up with a reduced model with the appropriate structure for
which we can design the circle-criterion observer in [9].
Assumption 3.5. The functions γ(·) and σ(·, ·) are globally Lipschitz and vanish at zero.
Moreover, the input belongs to L∞; i.e. u ∈ L∞.
Assumption 3.6. The matrixM2 in (3.18b) is Hurwitz.
Assumption 3.5 over σ(·, ·) is useful to prevent the solutions of x ∈ Rn from escap-
ing to infinity in a finite time [9]. Moreover, Assumption 3.5 implies that u ∈ L∞ so
that Assumption 2.1 trivially holds since no condition is needed for u̇ because the fast
dynamics do no depend on u. Note that Assumption 3.6 is essential since the approxi-
mation of the singularly perturbed system (3.18) through lower dimensional systems is
only possible ifM2 is Hurwitz.
To construct the reduced system and the boundary layer model, we first set ε = 0
in (3.18b) such that we obtain that the solutions to the system (3.18) are restricted to
the slow manifold given by (3.2). It follows that H(x) = −M−12 M1x exists by virtue of
Assumption 3.6. Subsequently, Assumption 2.2 holds. Then, the reduced order (slow)
system is given by
ẋ = A0x+Gγ(Fx) + σ(ys, u), (3.19a)
ys = Cx, (3.19b)
where A0 = A − BM−12 M1 and C = C1 − C2M
−1
2 M1, and it assumed that the pair (A,C)
is detectable.
Assumption 3.7. The reduced system (3.19) is input-to-state practically stable (ISpS).
By virtue of Assumption 3.7, there is a Lyapunov function such that the reduced
system satisfies Assumption 2.3. This assumption allows more generality to the plant
since there is no need for A0 to be Hurwitz. We now define the change of variables
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z = ξ−M−12 M1x. Therefore, we have that the original system (3.18) in the (x, ξ) variables
is given by














y = Cx+ C2ξ (3.20c)
Following the same procedure as in the previous section, we consider the fast time scale
τ = t/ε to obtain that the boundary layer system at ε = 0 is given again by (3.6). It
is straightforward to check that Assumption 2.4 holds with with c1 = λmin{Pξ}, c2 =
λmax{Pξ}, c3 = −λmin{Qξ}, c4 = 2λmax{Pξ}, c5 = 0 and c6 = 0, where the matrices Pξ and
Qξ are defined by (3.7).
We now check the interconnection conditions in Assumptions 2.5 and 2.6. The
right-hand side of the system does not depend on ε, then we have that L0 = 0, and L3 =
0. By Assumption 3.5, there is a Lipschitz constant Lc1 > 0 such that Gγ(Fx)| ≤ Lc1 |x|.
Moreover, we have that |σ(y, u) − σ(ys, u)| ≤ |C2||ξ| and that there is Lc2 > 0 such that
|σ(ys, u)| ≤ max{|C|, Lc2}(|x|+ |u|). Then, L1 = |C2|+ |B| where we have included |B| since
|Bξ| ≤ |B||ξ|, and L2 = max{Lc1 , Lc2}. Since the isolated solution H(x) is a function of x
we have L4 = 0, L5 =
∣∣M−12 M1∣∣ and L6 = 0. Therefore, it follows that Assumptions 2.5
and 2.6 hold.
3.3.1 Observer design
Since the lower dimensional systems that approximate the plant (3.18) satisfy the given
conditions in Chapter 2, we are able to design an observer to estimate the slow vriables
of the system based on the reduced order model (3.19) . Then, consider the circle crite-
rion observer introduced in [9] with the following dynamics
˙̂x = A0x̂+ L(Cx̂− ys) +Gγ(Fx̂+ K(Cx̂− ys)) + σ(ys, u), (3.21)
where x̂ ∈ Rn is the observer’s state and an estimate of x ∈ Rn, K and L are gain matrices
of appropriate dimensions which must be designed as described in the following. We
need to design the observer (3.21) for the reduced system (3.19), and then implement it
on the full singularly perturbed system (3.18). Define the estimation error as e := x− x̂,
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such that the error dynamics are defined as follows
ė = (A0 + LC)e+G [γ(Fx) − γ(F(x− e) − KCe)] . (3.22)
To verify Assumption 2.7, we consider the Lyapunov function V2(e) = eTP3e, where the
matrix P3 = PT3 > 0 is computed by solving the following LMI given in [9][
(A0 + LC)
TP3 + P3(A0 + LC) + ν̂ P3G+ (F+ KC)
TΛ
GTP3 +Λ(F+ KC) 0
]
≤ 0, (3.23)
where Λ > 0 is an observer design diagonal matrix, and ν̂ > 0 is an observer design




fe(x, e) ≤ −ν̂|e|2, (3.24)
with fe(x, e) = (A0 + LC)e+G[γ(Fx) − γ(F(x− e) −KCe)]. Hence, Assumption 2.7 holds
with a1 = λmin{P3}, a2 = λmax{P3}, a3 = ν̂, a4 = 0, and a5 = 2|P3|. We now have to verify
Assumption 2.8. Since the output of the system does not depend on ε, L7 = 0. On the
other hand, we have that L8 = |LC2| + |G||KC2| + |C2| such that (2.31) is satisfied; then,
Assumption 2.8 holds. Therefore, all the assumptions hold and our main result does
too.
3.3.2 Simulation results
In this section, we present a seat suspension system in which we consider the ageing
effects on a damper. The ageing process evolves in a much more slow time-scale than
the operation of the system. Even though we consider a simple model of the seat sus-
pension system, this application is significant because several problems that consider
the ageing effects exhibit a similar singularly perturbed structure.
A simplified seat suspension model is shown in Figure 3.2. The system is composed
of a single degree of freedom body mass, a linear spring and two dampers. Such a model
has been extensively discussed in the literature and captures many essential character-
istics of a real seat suspension system. To guarantee that the suspension system always
have a dissipative element, we assume that one of the dampers of the seat suspension
system suffers ageing effects while the other one can conserve its damping properties








Figure 3.2: Simplified model of a semi-active seat suspension system.
over time. Otherwise, after a finite time, the system would become a simple oscilla-
tor. This assumption is understandable as real suspension systems always have back
up dampers and springs.
We select the state variables as z1 := z − zs and z2 := ż, and define the disturbance
caused by road roughness as û = zs and u = żs. It is observed that the state space
equation of the seat suspension can be written in the following form,






















where k is the constant of the spring, c1 (constant) and c2(t) (variable) are the damping
coefficients of the dashpots, and m is the mass of the body. Since the damper with a
coefficient c2(t) is assumed to suffer aging effects, we need an assumption on its dy-
namics.
Assumption 3.8. The damping coefficient c2(t) has the following dynamics
ċ2 = −ε(ż+ c2), (3.26)
where ε is an small real number.
We define a the third state x = c2, and assume that there is a sensor in the ageing
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damper which gives as output y = x+ z1. Then, the full model becomes

















ẋ = −ε(z2 + x), (3.27c)
y = x+ z1, (3.27d)
where z ∈ R2 correspond to the fast state variables, x ∈ R is the slow state of the system,
and ε > 0 is the singular perturbation parameter defining the time-scale separation.
We define the slow time-scale as ts = εt. Therefore, the system (3.27) in the new time
scale is given by
dx
dts
























It follows that the reduced system is defined by
dx
dts
= −u− x, (3.29a)
ys = x. (3.29b)
Let k = 50, c1 = 40 and m = 5 and consider a circle criterion observer given by [9] for
the reduced system (3.29). We then use the observer to estimate the slow states of the
full system (3.28). We present simulation results in Figure 3.3.















Figure 3.3: Estimation error performance of the damping properties of c2(t).
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3.4 Circle criterion-basedH∞ observer for systems with linear
output maps
In this section and the following one, we analyse the nonlinear observers introduced
in [128]. Both observers and the class of plants for which they can be designed share
some properties. The main difference between them is that the observer considered
in this section deals with nonlinear systems with linear outputs while the observer in
the next section considers nonlinear systems with nonlinear output maps. So, consider
the class of plants with a singularly perturbed structure such that the slow model has a
form for which results from [128] can be applied,
ẋ = Ax+Gγ(x) + Bz, (3.30a)
εż =M1x+M2z, (3.30b)
y = C1x+ C2z+Dw, (3.30c)
where x ∈ Rn is the slow state, z ∈ Rm is the fast state, y ∈ Rp is the measured output
variable, w ∈ Rq is the measurement noise which is L2 bounded, ε > 0 is the singular
perturbation parameter of the process, γ : Rn → Rs is assumed to be globally Lipschitz
and A ∈ Rn×n, B ∈ Rn×m, G ∈ Rn×s, C1 ∈ Rp×n, C2 ∈ Rp×m,D ∈ Rp×q,M1 ∈ Rm×n and
M2 ∈ Rm×m. The function γ(·) has the form
γ(x) =
[
γ1(F1x), . . . , γi(Fix), . . . , γs(Fsx)
]T
, (3.31)
where Fi ∈ Rni×n. The notation ni represents the number of rows of Fi that are not con-
strained [128]. By having a linear fast dynamics, we guarantee that the reduced model
has the appropriate structure for which we can design the nonlinear observer [128].
Assumption 3.9. The matrixM2 in (3.30b) is Hurwitz.
The above assumption is essential since the approximation of the singularly per-
turbed system (3.30) through lower dimensional systems is only possible if M2 is Hur-
witz. Note that the system (3.30) does not have inputs, then Assumption 2.1 trivially
holds. We now set ε = 0 in (3.30b), such that we obtain that H(x) = −M−12 M1x. Hence,
Assumption 2.2 holds. Note that the slow model is defined by
ẋ = A0x+Gγ(x), (3.32a)
ys = Cx+Dw, (3.32b)
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whereA0 = A− BM−12 M1 and C = C1 − C2M
−1
2 M1.
Assumption 3.10. The reduced system (3.32) is Input-to-State practically stable.
By virtue of Assumption 3.10, there is a Lyapunov function such that the reduced
system satisfies Assumption 2.3. This assumption gives generality to the plant since
there is no need for A0 to be Hurwitz. Now, define the change of variables z = ξ −
M−12 M1x. Therefore, we have
ẋ = A0x+Gγ(x) + Bξ, (3.33a)
εξ̇ =M2ξ+ ε(M
−1
2 M1)[A0x+Gγ(x) + Bξ], (3.33b)
y = Cx+ C2ξ+Dw (3.33c)
Similarly to the previous sections, we have that the boundary layer system is defined
by dξ/dτ = M2ξ where τ = t/ε. So, we can check that Assumption 2.4 holds with
c1 = λmin{Pξ}, c2 = λmax{Pξ}, c3 = −λmin{Qξ}, c4 = 2λmax{Pξ}, c5 = 0 and c6 = 0.
The verification of the interconnection conditions in Assumptions 2.5 and 2.6 is
done as in the previous case. The right-hand side of the system does not depend on
ε, then L0 = 0 and L3 = 0. It follows from (3.32a) and (3.33a) that L1 = |B|. The func-
tion γ(·) is globally Lipschitz and it is observed that it vanishes at x = 0, then there is
a Lipschitz constant Lγ > 0 such that |Gγ(x)| ≤ Lγ|x|. Moreover, |A0x| ≤ |A0||x|, so that
|A0x + Gγ(x)| ≤ (Lγ + |A0|)|x|. Then, L2 = Lγ + |A0|. Since the isolated solution H(x)
is a function of x we have L4 = 0, L5 = |M−12 M1| and L6 = 0. Therefore, it follows that
Assumptions 2.5 and 2.6 hold.
3.4.1 Observer design
We now consider the generalized circle criterion observer proposed in [128] for nonlin-
ear systems with linear outputs. This observer is defined by
˙̂x = A0x̂+G
[
γ1(v̂1), . . . , γs(v̂s)
]T
+ L(ys − Cx̂), (3.34)
with v̂i = Fix̂ + Ki(ys − Cx̂) where i ∈ {1, . . . , s}, x̂ ∈ Rn is the observer’s state and an
estimate of the slow state, Ki and L are gain matrices of appropriate dimensions which
must be designed. We design the observer (3.34) for the reduced system (3.32). Define
the estimation error as e := x− x̂. By considering [Lemma 2, 128] and the features of the
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system such as the global Lipschitz property of γ(·) among other conditions, it is shown
in [128] that the error dynamics is given by
ė = (A− LC+ A) e+ (−LD+ B)w, (3.35)
where A =
∑i,j=s,ni
i,j=1 [φijGHijFKi ] and B =
∑i,j=s,ni




FKi = Fi − KiC, and DKi = −KiD, where ι̂s(i) is a vector of the canonical basis of Rs
with the element 1 in the i-th position, the functions φij are defined by [Lemma 2, 128]
(see [128] for further details). The observer design problem is to determine the param-




is satisfied and µ is minimised. [Theorem 4, 128] gives a LMI that must be solved to
minimize µ and to design the gain matrices of the observer. By solving the LMI, it is
possible to construct the matrices L and Ki. Moreover, the solution of the LMI condi-
tion gives a symmetric positive definite matrix P ∈ Rn×n such that V2(e) = eTPe is a




fe(e,w) ≤ −|e|2 + µ|w|2, (3.37)
where fe(e,w) is given by the right-hand side of (3.35). It is observed that, by L2-norm,
(3.37) implies that the H∞ criterion is satisfied with ρ = λmax{P}. Note that Assump-
tion 2.7 holds with a1 = λmin{P}, a2 = λmax{P}, a3 = 1, a4 = µ and a5 = λmax{P}.
We now look at the observer dynamics to verify Assumption 2.8. Note that the output
of the system does not depend on ε then L7 = 0. On the other hand, we have that
L8 = |LC2|+Lγ|G| |
∑
i KiC2| is such that (2.31) holds where Lγ > 0 is a Lipschitz constant
for the function γ(·). Therefore, Assumptions 2.1 - 2.8 hold, and Theorem 2.1 holds too.
3.4.2 Simulation results
We now present a case study for the nonlinear observer described and analysed above.
We consider an application to vehicle slip angle estimation. We consider the single
track model for vehicle lateral dynamics described by Figure 3.4 which was introduced
in [104]. The variables in Figure 3.4 define the following, Fyf and Fyr are the lateral tire
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forces of the front and rear wheels, Fxf and Fxr are the horizontal tire forces, a and b are
the distances of the front and the rear tires from the centre of gravity of the vehicle, r is
the yaw rate, β is the slip angle of the vehicle, and αf and αr are the tire slip angles of
the front and the rear wheels.
 
Figure 3.4: Single track model for vehicle lateral dynamics with linear output.
We assume an inertial measurement unit with fast linear dynamics is used to obtain
the slip angle of the front tire. Hence, the nonlinear vehicle lateral dynamics with a fast





























































εż = x1 − z, (3.38c)
y = z1. (3.38d)
where x1 = αf, x2 = αr, ux is the longitudinal velocity, ci are the tire coefficients, Iz is











We need to estimate both front and rear tire slip angles so that one can compute the
slip angle of the vehicle. This can be done, for example, by using the formula β = −αr−
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y = x1. (3.39c)
Since the reduced order system (3.39) can be written in the form of (3.32), we are able to
use the proposed approach in [128] to construct an observer for the reduced system. By
following the methodology given in [128], we obtain the gain matrices for the observer











We performed simulations with different values of the perturbation parameter to test
how the system behaves when the sensor has different time-constant. The simulation
results for this numerical example are displayed in Figure 3.5.
3.5 Circle criterion-based H∞ observer for systems with non-
linear output maps
We now consider nonlinear systems with reduced order models with nonlinear outputs
for which we can design the observer introduced in [128]. Consider the following class
of plants with a singularly perturbed structure
ẋ = Ax+Gγ(x) + B1z, (3.40a)
εż =M1x+M2z, (3.40b)
y = Cx+ B2γ̃(x, z) +Dw, (3.40c)
where x ∈ Rn is the slow state, z ∈ Rm is the fast state, y ∈ Rp is the measured output
variable, w ∈ Rq is the measurement noise which is L2 bounded, ε > 0 is the singular
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Figure 3.5: Simulations results for automotive slip angle estimation with nonlinear out-
put.
perturbation parameter of the process, the maps γ : Rn → Rs and γ̃ : Rn × Rm → Rr
are assumed to be globally Lipschitz and A ∈ Rn×n, B1 ∈ Rn×m, B2 ∈ Rp×r, G ∈ Rn×s,
C ∈ Rp×n,D ∈ Rp×q,M1 ∈ Rm×n andM2 ∈ Rm×m. The function γ(·) has the form given
in (3.31).
Assumption 3.11. The matrixM2 in (3.40b) is Hurwitz.
The above assumption is essential since the approximation of the singularly per-
turbed system (3.40) through lower dimensional systems is only possible if Assump-
tion 3.11 holds. Since the plant (3.40) does not have inputs, Assumption 2.1 trivially
holds. Moreover, Assumption 2.2 holds by virtue of Assumption 3.11. Note that the
isolated solution is given byH(x) = −M−12 M1x and the slow model by
ẋ = A0x+Gγ(x), (3.41a)
ys = Cx+ B2γ(x) +Dw, (3.41b)
where A0 = A − B1M−12 M1 and γ(x) = γ̃(x,−M
−1
2 M1x). It is assumed that the function
γ(·) has the following form
γ(x) =
[
γ1(E1x), . . . , γi(Eix), . . . , γr(Erx)
]T
, (3.42)
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where Ei ∈ Rpi×n. The notation pi represents the number of rows of Ei are not con-
strained, see [128] for further details.
Assumption 3.12. The reduced system (3.41) is Input-to-state practically stable.
Assumption 2.3 holds by virtue of Assumption 3.12. Now, we perform the change of
variables z = ξ−M−12 M1x so that we obtain
ẋ = A0x+Gγ(x) + B1ξ, (3.43a)
εξ̇ =M2ξ+ ε(M
−1
2 M1)[A0x+Gγ(x) + B1ξ], (3.43b)
y = Cx+ B2γ̃(x, ξ−M
−1
2 M1x) +Dw. (3.43c)
Observe that (3.43) leads to the boundary layer system given by dξ/dτ = M2ξ where
τ = t/ε. It follows that there are two positive definite symmetric matrices Qξ and Pξ
satisfying (3.7) so thatW(ξ) = ξTPξξ is a candidate Lyapunov function for the boundary
layer system. Therefore, Assumption 2.4 holds with c1 = λmin{Pξ}, c2 = λmax{Pξ}, c3 =
−λmin{Qξ}, c4 = 2λmax{Pξ}, c5 = 0 and c6 = 0.
The verification of the interconnection conditions in Assumptions 2.5 and 2.6 is
done as in the previous case. Then, we have that L0 = 0, L1 = |B1|, L2 = Lγ + |A0|,
L3 = 0, L4 = 0, L5 = |M−12 M1| and L6 = 0 where Lγ > 0 is such that |Gγ(x)| ≤ Lγ|x|.
Therefore, it follows that Assumptions 2.5 and 2.6 hold.
3.5.1 Observer design
Consider the circle criterion-based H∞ observer for nonlinear systems with nonlinear
output maps introduced in [128]. The dynamics of the observer is given by
˙̂x = A0x̂+G
[




ys − Cx̂− B2
[




v̂i = Fix̂+ Ki
(
ys − Cx̂− B2
[





ys − Cx̂− B2
[
γ1(E1x̂), . . . , γr(Erx̂)
]T)
,
for i ∈ {1, . . . ,m}, x̂ ∈ Rn is the observer’s state and an estimate of the slow state, Ki ∈
Rni×p, L ∈ Rn×p and Ni ∈ Rpi×p are the gain matrices of the observer which must be
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designed. By following the approach described in Chapter 2, we design the observer
(3.44) for the reduced system (3.41).
We now define the estimation error as e := x− x̂ so that we have from [128] that the
error dynamics are defined by
ė = (A− LC+ A) e+ Ce+ (−LD+ B)w+ Dw (3.45)
where A =
∑i,j=s,ni
i,j=1 [φijGHijFKi ], B =
∑i,j=s,ni





i,j=1 [ψijLB2FijJNi ], for whichHij = ι̂s(i)̂ι
T
ni
(j), FKi = Fi − KiC, JKi = −KiD,
ENi = NiC − Ei and JNi = NiD, where ι̂s(i) is a vector of the canonical basis of Rs with
the element 1 in the ith position, the functions φij and ψij are defined by [Lemma 2,
128] (see [128] for further details). Similarly to the previous section, the observer design
must be performed such that the H∞ criterion in (3.36) holds while µ is minimized.
[Theorem 5, 128] states that the optimization problem of minimizing µ is solved by
obtaining a solution to an LMI. Then, with the solution of the LMI one can construct the
gain matrices L, Ki and Ni. Furthermore, the solution of the LMI condition generates
a symmetric positive definite matrix P ∈ Rn×n such that V2(e) = eTPe is a Lyapunov
function for (3.45). Then, it follows from [Theorem 5, 128], that
∂V2
∂e
fe(e,w) ≤ −|e|2 + µ|w|2 (3.46)
where fe(e,w) is given by the right-hand side of (3.45). Then, (3.46) implies that the
H∞ criterion (3.36) is satisfied with ρ = λmax{P}. Note that Assumption 2.7 holds with
a1 = λmin{P}, a2 = λmax{P}, a3 = 1, a4 = µ and a5 = λmax{P}. Since the output of the
system does not depend on ε then L7 = 0 in Assumption 2.8. On the other hand, we
have that L8 = Lγ̃|LB2|| |I+
∑
iNiB2| + LγLγ̃|G| |
∑





that (2.31) holds where Lγ > 0 and Lγ̃ > 0 are Lipschitz constants for functions γ(·) and
γ̃(·, ·). Therefore, Assumptions 2.1 - 2.8 hold, and Theorem 2.1 holds too.
3.5.2 Simulation results
We now consider the single track model for vehicle lateral dynamics from Section 3.4.2
which is described by the system of differential equations (3.38). However, in this sec-
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By considering this nonlinear output, we design an observer in the form of (3.44) to es-
timate the slow variables of the system (3.38) with nonlinear output (3.47). By following
























In Figure 3.6, we present simulation results for different values of ε > 0. It can be seen
that the estimation error performs better when the perturbation parameter is smaller.























Figure 3.6: Simulations results for automotive slip angle estimation.
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3.6 Conclusions of the chapter
We have reported in a conference paper that results from Chapter 2 apply to the class
of systems and the nonlinear observer considered in [68] when we assume global Lips-
chitz conditions for the reduced order model. Note that assumptions in [24] imply our
conditions hold such that results in [24] are covered by our findings in Chapter 2. Our
conclusions also cover those cases when results in [123] are used only for the estimation
of the slow states of the plant. Here, we presented four classes of systems and observers
that are not covered by the existing literature.
We demonstrated that the estimation framework developed in Chapter 2 covers at
least four classes of globally Lipschitz nonlinear singularly perturbed systems and four
nonlinear full-order observers that can be designed for the reduced order models of
those systems. We stated how those classes of plants and observers satisfy the given as-
sumptions in Chapter 2. Furthermore, we illustrated the applicability of the theoretical
framework by presenting simulation results for each observer. We presented two classes
of observers for systems with outputs disturbed by measurement noise and proved that
they can be used to estimate the slow states of a globally Lipschitz nonlinear singularly
perturbed plant. This is a significant outcome of this chapter and Chapter 2 since, as far
as we are aware, the estimation problem of globally Lipschitz nonlinear singularly per-
turbed systems in the presence of measurement noise has not been addressed before.

Part II
Observers of General Dimension
for the Slow State Estimation




Introduction to Part II 71
Introduction to Part II
IN THIS part of the thesis, we present semi-global stability results for the estimationerror of nonlinear observers used to estimate the slow state of a more general class
of nonlinear singularly perturbed systems than those considered in Part I. We tackle the
slow state estimation problem represented by the block diagram in Figure II.1. We deal
with observers of general dimension, i.e. full-order, reduced-order and higher-order
estimators. Similarly to Part I, we assume that measurement noise is a disturbance to
the output of the system. Although we use standard singular perturbation techniques,
we address a problem that has not been considered in the literature before. Further-
more, we develop a design framework with such generality that our assumptions hold
for many classes of nonlinear systems and observers. We demonstrate that when our



















Figure II.1: Slow state estimation via observers of general dimension for nonlinear sin-
gularly perturbed systems.
In Chapter 4, we introduce the theoretical results that solve the problem depicted
by Figure II.1. We present semi-global practical input-to-state stability results for the
estimation error dynamics as well as L∞ ∩ L2 stability results when the measurement
noise belongs to L∞ ∩ L2, i.e. w ∈ L∞ ∩ L2. Our results lead to semi-global practical
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asymptotical (SPA) stability of the error dynamics in the absence of measurement noise.
We also present a boundedness of solutions result for the singularly perturbed plant as
part of the theoretical body developed in this part of the thesis.
The theoretical results in Chapter 4 constitute a design framework for slow state es-
timation of nonlinear singularly perturbed systems. Hence, we study three classes of
systems and nonlinear observers in Chapter 5 to demonstrate the applicability of our
conclusions. Furthermore, we demonstrate how the class of nonlinear systems and the
nonlinear observer considered in [68] satisfy our assumptions. We also present numer-
ical examples and simulation results to illustrate our findings.
Chapter 4
Semi-Global Stability of Nonlinear
Observers for the Estimation of the
Slow States
In this chapter, we generalise existing results on the slow state estimation for systems with
two time-scales. We focus on estimating only the slow variables of the system by assuming
that the output and the input are available. Our results consider boarder classes of plants
and estimators than results in Chapter 2 and other results in the literature. Furthermore, we
deal with observers of general dimension, i.e. we cover reduced-order, full-order and higher-
order estimators. We study the robustness of the estimators to singular perturbations and to
measurement noise since we consider systems with outputs corrupted by measurement noise.
Here, we present results that lead to semi-global practical asymptotical (SPA) stability in the
absence of measurement noise.
4.1 Introduction
TO GENERALISE findings in [68] and Chapter 2, we now consider a broader classof systems and nonlinear observers of general dimension, i.e. reduced-order, full-
order and higher-order observers. We deal with singularly perturbed systems where the
measured output is corrupted by measurement noise. Our goal is to analyse the ro-
bustness to singular perturbations and measurement noise of nonlinear observers de-
signed to estimate the slow states of a nonlinear singularly perturbed system. We do not
consider the fast variables for the observer design process; instead, the observer is syn-
thesised for the reduced (slow) model. We work with this approach since model-based
observer design for singularly perturbed systems may lead to ill-conditioned observer
gains, and subsequently, to undesired convergence properties of the estimation error if
the observer is designed for the full plant.
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Although we use a standard singular perturbation approach, we address an esti-
mation problem that was not previously considered in the literature. Then, we gener-
ate a general estimation framework for nonlinear singularly perturbed systems in the
standard form that was missing in the literature. We prove that, under a set of gen-
eral assumptions on the observer and the plant, the estimation error is semi-globally
input-to-state practically stable where the slow and fast states are seen as inputs. In our
proofs, we take advantage of the cascade properties of the observer and error dynamics.
Moreover, we prove that the input-to-state property of the estimation error dynamics
leads to semi-global practical asymptotical stability in the perturbation parameter in
the absence of measurement noise.
Since we consider nonlinear plants with outputs disturbed by measurement noise,
we also provide L2 ∩ L∞ stability results to cover cases where the noise belongs to L2 ∩
L∞. Furthermore, as far as we are aware, there are no existing results in the literature
dealing with measurement noise in the estimation context of nonlinear singularly per-
turbed systems. To conclude the input-to-state stability and L2 ∩ L∞ results, we first
prove that, under certain assumptions on the reduced and boundary layer systems, the
singularly perturbed plant exhibits an input-to-state practical stability property with
respect to the input and its derivative (practical DISS) as well as a practical L2 stability
as defined in [Property I3, 95].
This chapter is organized as follows. Section 4.2 introduces the plant and assump-
tions placed upon it. Section 4.3 demonstrates boundedness of solutions of the original
system (Lemma 4.1) and SPA stability for the fast states of the system (Corollary 4.1).
Section 4.4 contains the main result of this chapter. First, boundedness of solutions
is proven for the observer dynamics (Corollary 4.2). Then, a semi-global practical ISS
and L2 stability properties are proven for the error dynamics in our main contribution
(Theorem 4.1). Section 4.5 presents the conclusions of the chapter.
4.2 General setting
In this section, we introduce a general class of nonlinear systems as well as the lower
dimensional systems: the reduced order and the boundary layer systems. Moreover,
we state a set of appropriate assumptions that allow us to analyse the performance of
the singularly perturbed plant through the lower dimensional systems. In this work, we
follow the traditional approach of singular perturbations theory but applied to systems
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with outputs as they are required by the problem we address here. Consider the general
class of plants in the following singularly perturbed form
ẋ = fs(t, x, z, u(t), ε), (4.1a)
εż = ff(t, x, z, u(t), ε), (4.1b)
y = h(t, x, z, u(t), w(t), ε), (4.1c)
where x ∈ Rn and z ∈ Rm represent the slow and fast states of the system respectively,
y ∈ Rp is the measured output, ε > 0 is the singular perturbation parameter repre-
senting the time scale separation, u ∈ Rr denotes the input vector and w ∈ Rs is the
measurement noise to the system which is assumed to be bounded. The vector u(t) is a
measured input that may represent a control input, exogenous measured disturbances,
constant or time-varying parameters or tracking signals. In the sequel, for simplicity,
we will suppress the argument t in the notation of the vector input u(t) and in the mea-
surement noise w(t). Observe that the estimation problem we address in this chapter
leads to weaker results than Chapter 2 since here we consider weaker assumptions on
the stability properties of the reduced order system and the boundary layer model. Al-
though results in here and in Chapter 2 are related, they do not imply each other.
Assumption 4.1. The input of the system u is differentiable and its derivative is bounded
uniformly in ε for ε 1. In addition, the input, its derivative and the measurement noise
belong to L∞; i.e., u, u̇,w ∈ L∞.
Singular perturbations techniques are useful to reduce the complexity of the prob-
lem by taking advantage of the time-scale separation of the system. The standard sin-
gular perturbations technique is the decomposition of original system (4.1) into lower
dimensional systems associated with different time scales which in general are easier to
deal with. Then, Assumption 4.1 is helpful when we intend to prove a result by working
with the reduced order system and the boundary layer system.
By following the standard singular perturbations technique, we set ε = 0 so that
we restrict the performance of the system to the slow manifold given by the following
algebraic equation
0 = ff(t, x, z, u, 0). (4.2)
Assumption 4.2. The algebraic equation (4.2) has an isolated solution z = H(t, x, u) that
can be obtained analytically and is used to define the reduced (slow) system.
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Assumption 4.2 is common in the singular perturbations framework since it is re-
quired to analyse the quasi-steady state behaviour of the singularly perturbed system.
Moreover, we must know H(t, x, u) to define the slow system which is needed to de-
signing an observer for the slow states of the plant. Note that one can work with an
approximation of H(t, x, u) which would open a new area for further research. Since
we assume that we know H(t, x, u), we substitute the isolated solution z = H(t, x, u)
in (4.1a) and (4.1c) at ε = 0 to obtain the reduced (slow) dynamical system
ẋ = fs(t, x,H(t, x, u), u, 0), (4.3a)
ys = h(t, x,H(t, x, u), u,w, 0). (4.3b)
To be able to conclude a result for the singularly perturbed plant (4.1), we need to as-
sume certain properties on the reduced system (4.3). Hence, consider the following
stability property for the reduced system.
Assumption 4.3. For the slow system (4.3), there exists a continuously differentiable func-
tion V1(t, x), class-K∞ functions αV1(·), αV1(·), αV1(·), γV1(·), and ζ1 > 0, δV1 ≥ 0, such
that for all x ∈ Rn, u ∈ Rr, t ≥ 0






fs(t, x,H(t, x, u), u, 0) ≤ −ζ1α2V1(|x|) + γV1(|u|) + δV1 . (4.5)
Note that Assumption 4.3 implies that, for any bounded input, the system (4.3) is
globally input-to-state practically stable [33, 114, 116]. This assumption is standard in
nonlinear systems since the observer design for nonlinear unbounded systems is no-
toriously difficult. It covers systems with globally stable limit cycles; for instance, the
Van der Pol Oscillator [70], Hamiltonian systems [22], the elastic pendulum [46], and
so on. To analyse the fast dynamics behaviour, we consider the change of variables
ξ = z−H(t, x, u). The system (4.1) in the new coordinates (x, ξ) is represented by
ẋ = fs(t, x, ξ+H(t, x, u), u, ε), (4.6a)










fs(t, x, ξ+H(t, x, u), u, ε), (4.6b)
y = h(t, x, ξ+H(t, x, u), u,w, ε), (4.6c)
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in which the quasi-steady-state of the fast dynamics is ξ = 0. Consider the fast time
scale τ defined as τ := t−t0ε . Hence, in the τ-time scale, the singularly perturbed system
(4.6a)-(4.6b) takes the form
dx
dτ
= εfs(t, x, ξ+H(t, x, u), u, ε), (4.7a)
dξ
dτ










fs(t, x, ξ+H(t, x, u), u, ε). (4.7b)




= ff(t0, x(t0), ξ+H(t0, x(t0), u), u, 0). (4.8)
Observe that the solutions of (4.8) will converge to an O(ε) neighbourhood of the ori-
gin during the boundary layer interval, see [70]. After that interval, the slowly varying
parameters (t, x) are not longer close enough to their initial values (t0, x(t0)). Then, a
stability property must be assumed for (4.8) such that its solutions remain in a neigh-
bourhood of zero. To do so, the frozen variables t = t0 and x = x(t0) must be allowed
to take values in the region of the the slowly varying parameters (t, x). Therefore, we
rewrite (4.8) as follows
dξ
dτ
= ff(t, x(t), ξ+H(t, x(t), u), u, 0), (4.9)
where (t, x) are thought as fixed parameters. We refer to (4.9) as the boundary layer
system. For further details on how the boundary layer system is obtained, the reader
can refer to [Chapter 11, 70] and/or [Chapter 7, 75].
Assumption 4.4. For the Boundary Layer System (4.9) there exists a Lyapunov function
W(t, x, ξ) and class-K∞ functions αW(·), αW(·) and αW(·), and ζ3 > 0 such that for all
t, x, ξwe have
αW(|ξ|) ≤W(t, x, ξ) ≤ αW(|ξ|), (4.10)
∂W
∂ξ
ff(t, x, ξ+H(t, x, u), u, 0) ≤ −ζ3α2W(|ξ|). (4.11)
Note that Assumption 4.4 implies that the boundary layer dynamics are globally
asymptotically stable uniformly in t, x and u. The above assumption is standard in
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the singular perturbation literature [33, 70, 75], and is critical in justifying the model
reduction.
4.3 Boundedness of solutions of the plant
In this section, we provide a result that characterises the boundedness of solutions of
the system (4.6) under general conditions, with a view to later using it for robustness
analysis of the proposed approach to observer design. Although boundedness of solu-
tions of the full system can be assumed, we prove it for two reasons, 1) this result is of
interest in its own right and 2) some of the assumptions we state for this result are also
needed to prove much stronger conclusion on the stability of the error dynamics. In our
analysis, we compute the derivatives of V1(t, x) andW(t, x, ξ), given in Assumptions 4.3
and 4.4, along the trajectories of (4.6). This leads to some terms representing the inter-
connections between the slow and the fast dynamics. In general, those interconnection
terms are sign indefinite; therefore, we need appropriate conditions to bound them to
conclude boundedness of solutions. These interconnection conditions were carefully
chosen so that they cover as many classes of systems as possible. We demonstrate in
Chapter 5 that a set of examples satisfies these conditions. Hence, our results provide a
solid observer design framework for nonlinear singularly perturbed systems.
Assumption 4.5. Consider αV1(·) and αW(·) given in Assumptions 4.3 and 4.4 respec-
tively. Suppose there exist non-negative constants ai (i = 1, 2, 3) and bi (i = 1, 2, 3), and
class-K∞ functions γi(·) (i = 1, . . . , 4), so that the following conditions hold∣∣∣∣∂V1∂x [fs(t, x, ξ+H(t, x, u), u, ε) − fs(t, x,H(t, x, u), u, 0)]
∣∣∣∣ ≤ εa1α2V1(|x|)
+εγ1(|u|)αV1(|x|) + b1αV1(|x|)αW(|ξ|), (4.12)
∣∣∣∣∂W∂ξ [ff(t, x, ξ+H(t, x, u), u, ε) − ff(t, x, ξ+H(t, x, u), u, 0)]
∣∣∣∣ ≤ εa2α2W(|ξ|)
+εγ2(|u|)αW(|ξ|) + εb2αV1(|x|)αW(|ξ|), (4.13)














W(|ξ|) + b3αV1(|x|)αW(|ξ|) + γ3(|u|)αW(|ξ|) + γ4(|u̇|)αW(|ξ|), (4.14)
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for all (x, ξ) ∈ Rn × Rm, u ∈ Rr, u̇ ∈ Rr and t ≥ 0.
Remark 4.1. Assumption 4.5 can be relaxed to hold regionally or locally. Moreover, con-
ditions in Assumption 4.5 can be relaxed to hold semi-globally with respect to the per-
turbation parameter ε. This means that for any positive constants δ1 > 0, δ2 > 0, δ3 > 0
there exists ε∗a5 > 0 such that (4.12) - (4.14) holds for all ε ∈ (0, ε
∗
a5
) and for all |(x, ξ)| ≤ δ1,
|u| ≤ δ2, |u̇| ≤ δ2 and t ≥ 0. Our proofs are such that our results can be easily extended to
cover these cases.
The inequalities (4.12) - (4.14) are general and similar to the ones in [74]. These
interconnection conditions are satisfied in a number of real world examples we consid-
ered; for instance, a suspension system [70], a biological reactor [68], a three-state SCR
catalyst [120], and so on. Note that we have also checked classes of plants for which
these interconnection conditions hold. For example, the class of systems covered by
the circle criterion observer [9] and the class of plants in the observability canonical
form [14]. Moreover, the above inequalities can be verified in several examples by us-
ing quadratic-type Lyapunov functions [106]. A set of examples that satisfies Assump-
tion 4.5 is presented in the next chapter.
We now present our first result of this chapter (Lemma 4.1) which states that, under
Assumptions 4.1 - 4.5, for sufficiently small values of ε, the singularly perturbed sys-
tem (4.6) exhibits a practical input-to-state stability with respect to the input and its
derivative. Moreover, we also present a result in terms of L2 stability which guarantees
that bounded energy inputs imply practical bounded solutions. Results in Lemma 4.1
are used later to prove the main result of the chapter.
Lemma 4.1. Consider the singularly perturbed system (4.6). If Assumptions 4.1 - 4.5 hold,
there exists a composite Lyapunov function V(t, x, ξ), class-K∞ functions αV(·), αV(·),
γV(·), γ̃V(·), γ̂V(·), and µV > 0, such that there exists ε̃∗ > 0 and αV(·) ∈ K∞, such that









ff ≤ −αV(|(x, ξ)|) + γV(|u|) + εγ̃V(|u|) + εγ̂V(|u̇|) + µV , (4.16)
hold for all ε ∈ (0, ε̃∗) and for all (x, ξ) ∈ Rn × Rm, u ∈ Rr, u̇ ∈ Rr and t ≥ 0.
Consequently, there exists βL1(·, ·) ∈ KL, γL1(·) ∈ K∞, class-K∞ functions γ̃ε(·), γ̂ε(·)
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parametrized by ε (their argument is of orderO(ε)), and µL1 > 0, such that
a
|(x(t), ξ(t))| ≤ βL1 (|(x0, ξ0)|, t− t0) + γL1(|u[t0, t]|) + γ̃ε(|u[t0, t]|)
+ γ̂ε(|u̇[t0, t]|) + µL1 , (4.17)
for all ε ∈ (0, ε̃∗) and for all (x0, ξ0) ∈ Rn × Rm, u, u̇ ∈ L∞ and t ≥ t0 ≥ 0. Furthermore,
the system (4.6) satisfies∫ t
t0










γ̂V(|u̇(s)|)ds+ µV(t− t0), (4.18)
for all ε ∈ (0, ε̃∗), (x0, ξ0) ∈ Rn × Rm, for all essentially bounded inputs with essentially
bounded derivatives (i.e. u, u̇ ∈ L∞) that belongs to L2 (i.e. u, u̇ ∈ L2), and for all
t ≥ t0 ≥ 0.
The proof of Lemma 4.1 is presented in Appendix B.1. Lemma 4.1 implies that
both slow and fast states are bounded. Now, we state that the fast states are ultimately
bounded by a constant term that one can make arbitrarily small by reducing ε. We also
show that the L2 upper bound is parametrized by ε, which is a desired property in this
framework.
Corollary 4.1. Consider the singularly perturbed system (4.6). If Assumptions 4.1 - 4.5
hold, there exists βξ(·, ·) ∈ KL, such that for any ∆̃ > 0, ∆̃u1 > 0, ∆̃u2 > 0 and µ̃ > 0, there












for all ε ∈ (0, ε∗), |(x0, ξ0)| ≤ ∆̃, ||u||∞ ≤ ∆̃u1 , ||u̇||∞ ≤ ∆̃u2 and t ≥ t0 ≥ 0. Consequently,
there exists a time T
∗
> 0 such that
|ξ(t)| ≤ µ̃, (4.20)
for all ε ∈ (0, ε∗), |(x0, ξ0)| ≤ ∆̃, ||u||∞ ≤ ∆̃u1 , ||u̇||∞ ≤ ∆̃u2 and t ≥ εT∗ + t0 > 0.
Furthermore, there exists αWc(·) ∈ K∞, such that for the given ∆̃ > 0, ∆̃u1 > 0, ∆̃u2 > 0
aIn the sequel, x0 := x(t0). The same applies for the other states.
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and µ̃ > 0 there exist ε∗L2 > 0, such that∫ t
t0
αW(|ξ(s)|)ds ≤ εαWc(|ξ0|) + µ̃(t− t0), (4.21)
for all ε ∈ (0, ε∗L2), |(x0, ξ0)| ≤ ∆̃, for any input satisfying ||u||∞ ≤ ∆̃u1 , ||u̇||∞ ≤ ∆̃u2 ,
|u|L2 ≤ ∆̃u1 , |u̇|L2 ≤ ∆̃u2 , and for all t ≥ t0 ≥ 0.
The proof of Corollary 4.1 is presented in Appendix B.2. The proof relies on the
analysis of the fast dynamics by considering the Lyapunov function for the boundary-
layer system and Lemma 4.1. Note that the statement of the corollary implies that the
ultimate bound in (4.19) and (4.20) can be made arbitrarily small. To do so, it is required
to reduce ε, i.e., the magnitude of the ultimate bound determines the maximum value
that the perturbation parameter can take. The properties given by Corollary 4.1 are
exploited later in the proof of our main result.
4.4 Estimation error convergence result
We now study the robustness to singular perturbations of nonlinear observers of gen-
eral dimension designed for the reduced system (4.3) and implemented on the system
(4.6) by assuming that y and u are available. We follow the standard procedure on lin-
ear/nonlinear observer design for singularly perturbed systems; 1) we approximate the
full system (4.3) by (4.3) and (4.9), 2) we then design an observer using the reduced
(slow) system, and 3) we implement the observer synthesised for the reduced system
on the original plant. We analyse the performance of the estimation error in the full
system and prove that, under reasonable general conditions, the approach mentioned
above leads to ISS and L2 stability properties for the error dynamics. Furthermore, we
conclude useful SPA convergence results for the estimation error in the absence of mea-
surement noise.
Here, we provide a general set of conditions to cover a large class of plant models
and observers of general dimension. Since we assume that a nonlinear observer ex-
ists, our results are prescriptive. However, our conditions justify the use of a broader
class of observers than those results in [68]. While authors in [68] deal with nonlinear
systems where the slow part of the model satisfies a Lipschitz condition and the fast
dynamics and the output of the plant are linear, here we consider a more general class
of nonlinear plants. Moreover, whilst results in [68] only apply to a specific nonlinear
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Luenberger-type observer that exhibits a linear error dynamics for the reduced system,
our framework can cover a number of nonlinear observers including reduced-order [9],
full-order [9, 26, 27, 43, 61, 68, 107–110], and higher-order observers [14].
We now assume that a nonlinear observer is designed for the reduced system (4.3).
So, we consider the observer with the following general dynamics
χ̇ = fo(t, χ, ys, u), (4.22a)
x̂ = ho(t, χ, u), (4.22b)
where χ ∈ Rq is the state of the observer, x̂ ∈ Rn is the output of the observer and an
estimate of x (slow variable), ys andu are the output and input of the nonlinear reduced
system (4.3). In general, q is arbitrary and not necessarily equal to n so that (4.22) cov-
ers observers of general dimension. Existing results on nonlinear observer design for
singularly perturbed systems only cover a Luenberger-type full-order observer [68].
Remark 4.2. In the case of reduced-order observers, the observer dynamics are generally
designed on the basis of an auxiliary subsystem. Then, for reduced-order observers, the
output of the observer (4.22b) may depend on the output of the system (ys). We allow
this dependency only if ys does not appear in the estimation error. We demonstrate in
Chapter 5 that the reduced-order circle criterion observer in [9] satisfies this condition.
Assumption 4.6. The map ho(t, χ, u) : [0,∞)×Rq×Rr → Rn is a continuously differen-
tiable function in all its arguments.
Remark 4.3. Assumption 4.6 implies thatho(t, χ, u), ∂ho/∂χ and ∂ho/∂u are continuous.
Consider the variable χ̂ = [χ, u]T , it follows from [Lemma 3.2, 2] that, for any ∆1 > 0
and ∆2 > 0, there exists L0 > 0 so that when |∂ho/∂χ̂| ≤ Lo, for all χ and u such that
|χ| ≤ ∆1 and |u| ≤ ∆2, there exists L > 0 such that |∂ho/∂χ| ≤ L. We have verified that
Assumption 4.6 holds for reduced-order [9], full-order [9, 26, 27, 43, 61, 68, 107–110], and
higher-order observers [14]. In Chapter 5, we present four of these observers.
Define the estimation error as e = x̂ − x so that the error dynamics for the observer
synthesised for the reduced system (4.3) are given by
ė = fe(t, x, χ, e,H(t, x, u), ys, u, u̇, 0). (4.23)
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where










− fs(t, x,H(t, x, u), u, 0).
Remark 4.4. For reduced-order observers relying on Remark 2, the error dynamics are
defined by considering an auxiliary system used to construct the observer dynamics and
the observer model itself. Later in Chapter 5, we illustrate this statement and Remark 4.2
via a reduced-order circle criterion observer presented in [9].
Since the observer (4.22) is designed for the reduced order system (4.3), we require
of an appropriate stability property for the error dynamics (4.23) to be able to analyse
the performance of the observer when implemented on (4.6). We give generality to our
framework by allowing to (4.23) to be input-to-state stable with respect to the measure-
ment noise.
Assumption 4.7. For the error dynamics in (4.23), there exists a continuously differ-
entiable function V3(t, e), class-K∞ functions αV3(·), αV3(·), αV3(·), γV3(·), and ζ2 > 0,
ζ̂2 > 0, such that for all (x, e) ∈ Rn × Rn, u ∈ Rr, t ≥ 0






fe(t, x, χ, e,H(t, x, u), ys, u, u̇, 0) +
∂V3
∂x




fo(t, χ, ys, u) ≤ −ζ2α2V3(|e|) + γV3(|w|), (4.25)∣∣∣∣∂V3∂e
∣∣∣∣ ≤ ζ̂2αV3(|e|). (4.26)
The reduced-order observer presented in [9], the full-order observers [9, 26, 27, 43,
61,68,107–110], and higher-order observer [14] satisfy Assumption 4.7. Note that in the
case of reduced-order observers e ∈ Rq where q < n. The Lyapunov condition (4.26) is
common when one wants to use a Lyapunov function to prove robustness of a stability
property, which is the case in this work. We verify this in a set of nonlinear observers
presented in Chapter 5.
Remark 4.5. It can be proven that Assumption 4.7 implies a boundedness of solutions
property for the observer dynamics when q = n, i.e., the observer is of full-order. This
can also be shown for reduced-order observers like the one in [Section 5.2, 9]. Note that
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the estimation error completely captures the behaviour of the observer state in full-order
observers and some particular reduced-order observers. To show a boundedness property
from Assumption 4.7, one can use V3(t, χ) as a candidate Lyapunov function for the ob-
server dynamics; then, by using some mild conditions on fs and using (4.26) the result can
be proven. For instance, we can show the result if fs satisfies certain Lipschitz properties.
In general, when q 6= n (higher order and reduced order observers), it might be
complicated or even impossible to show boundedness of solutions of the observer dy-
namics by just using Assumption 4.7. Hence, we need to assume that the observer has
bounded solutions since we need such a property to prove a robustness result for ob-
servers of general dimension. This property is stated in the following assumption where
y and u are seeing as input signals.
Assumption 4.8. For the observer dynamics (4.22), there exist class-K∞ functions αo1(·),
αo2(·), and αo3(·), such that for all χ0 ∈ Rq, y, u ∈ L∞, t ≥ t0 ≥ 0
|χ(t)| ≤ αo1(|χ0|) + αo2(||y||∞) + αo3(||u||∞). (4.27)
Moreover, if u(t) and y(t) are essentially bounded input signals to the observer dynamics
(4.22), there exist αo4(·), αo5(·), αo6(·), αo7(·) ∈ K∞, such that∫ t
t0







To prove the robustness of the observer (4.22), its dynamics must have some kind of
boundedness of solutions property when implemented on the original system. We use
Assumption 4.8 to show that the observer states are ultimately bounded when we apply
it to the original singularly perturbed system. Moreover, we prove that the observer
states has a practical L2 stability property in the sense of [Property I3, 95].
Since we intend to estimate the slow variables of the singularly perturbed system
(4.6), the observer synthesised based on the reduced order model (3.3) must be imple-
mented on the plant (4.6). Then, the observer and error dynamics will be affected by
the influence of the perturbation parameter ε as well as by the fast state ξ ∈ Rm. Hence,
we study the following systems
χ̇ = fo(t, χ, y, u), (4.29a)
ė = fe(t, x, χ, e, ξ+H(t, x, u), y, u, u̇, ε), (4.29b)
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where










− fs(t, x, ξ+H(t, x, u), u, ε).
Note that the extended state (x, χ, e, ξ) represents the interconnection between the sys-
tem (4.6), and the observer and error dynamics in (4.29). Hence, the robustness of the
observer (4.22) is studied through the analysis of the estimation error performance in
the full extended interconnected system given by
ẋ = fs(t, x, ξ+H(t, x, u), u, ε), (4.30a)
χ̇ = fo(t, χ, y, u), (4.30b)
ė = fe(t, x, χ, e, ξ+H(t, x, u), y, u, u̇, ε), (4.30c)










fs(t, x, ξ+H(t, x, u), u, ε), (4.30d)
y = h(t, x, ξ+H(t, x, u), u,w, ε). (4.30e)
Clearly, the observer dynamics are in a cascade with the state of the plant (x, ξ), while
the error dynamics are in cascade with the extended state (x, χ, ξ). We exploit these
properties to conclude our main result by using results in the previous section.
Assumption 4.9. Consider the output of the system (4.30). There exists class-K∞ func-
tions αy(·), γy(·) and γw(·), such that, for any ∆̂ > 0, ∆̂u1 > 0 and ∆̂w > 0, there exists εy
such that
|h(t, x, ξ+H(t, x, u), u,w, ε)| ≤ αy(|(x, ξ)|) + γy(|u|) + γw(|w|). (4.31)
for all ε ∈ (0, εy) and for all |(x, ξ)| ≤ ∆̂, |u| ≤ ∆̂u1 , |w| ≤ ∆̂w and t ≥ 0.
Assumption 4.9 is a mild assumption that allows us to show in Corollary 4.2 that
the solutions of the observer are bounded when the observer is implemented on the
original system. Observe that any continuous map h that is zero at zero satisfies our
assumption, see [114]. We use Assumption 4.9 in the proof of the main result to bound
terms related to the output of the observer.
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Corollary 4.2. Consider the observer dynamics (4.30b). If Assumptions 4.1 - 4.6, 4.8
and 4.9 hold, there exists a class-K∞ function αc1(·), such that for any ∆ > 0, ∆u1 > 0,
∆u2 > 0, and ∆w ≥ 0 there exists ε̂∗ > 0 and Υ > 0 such that
|χ(t)| ≤ αc1(|χ0|) + Υ, (4.32)
for all ε ∈ (0, ε̂∗) and for all |(x0, ξ0, χ0)| ≤ ∆, ||u||∞ ≤ ∆u1 , ||u̇||∞ ≤ ∆u2 , ||w||∞ ≤ ∆w and
t ≥ t0 ≥ 0. Furthermore, there exist class-K∞ functions αc2(·), αc3(·), such that for the
given ∆ > 0, ∆u1 > 0, ∆u2 > 0, and ∆w ≥ 0 there exists ε̂∗ > 0 and ΥL2 > 0 such that∫ t
t0
αc2(|χ(τ)|)dτ ≤ αc3(|χ0|) + ΥL2(t− t0), (4.33)
for all ε ∈ (0, ε̂∗), |(x0, ξ0, χ0)| ≤ ∆, for any input satisfying ||u||∞ ≤ ∆u1 , ||u̇||∞ ≤ ∆u2 ,
|u|L2 ≤ ∆u1 , |u̇|L2 ≤ ∆u2 , for any ||w||∞ ≤ ∆w, |w|L2 ≤ ∆w and for all t ≥ t0 ≥ 0.
The proof of Corollary 4.2 is presented in Appendix B.3. Note that the above result
implies that the states of the observer will remain bounded even under the influence
of the fast variable ξ ∈ Rm and the singular perturbation parameter ε. We use this
property to guarantee that those terms of the error dynamics related to χ ∈ Rq remain
bounded for all time.
Since we study the robustness of the stability property of the error dynamics when
the observer (4.22) is implemented on the original system (4.6), we compute the deriva-
tive of V3(t, e, x, χ) along the solutions of (4.30) in our main proof. This leads to inter-
connection terms which, in general, are of sign indefinite. Hence, we need conditions to
bound those terms. Note that we have verified that several observers satisfy the follow-
ing assumption. In fact, we show how this assumption hold on four different observers
in Chapter 5.
Assumption 4.10. ConsiderαV1(·),αW(·) andαV3(·) given in Assumptions 4.3, 4.4, and 4.7,
respectively. Suppose there exist non-negative constants ai and bi (i = 4, . . . , 7), and
class-K∞ functions γ5(·) and γ6(·), so that the following conditions hold∣∣∣∣∂V3∂x [fs(t, x, ξ+H(t, x, u), u, ε) − fs(t, x,H(t, x, u), u, 0)]
∣∣∣∣ ≤ εa4αV1(|x|)αV3(|e|)
+εγ5(|u|)αV3(|e|) + b4αV3(|e|)αW(|ξ|), (4.34)∣∣∣∣∂V3∂χ [fo(t, χ, y, u) − fo(t, χ, ys, u)]
∣∣∣∣ ≤ εa5αV1(|x|)αV3(|e|)
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+ b5αV3(|e|)αW(|ξ|), (4.35)∣∣∣∣∂V3∂e [fs(t, x, ξ+H(t, x, u), u, ε) − fs(t, x,H(t, x, u), u, 0)]
∣∣∣∣ ≤ εa6αV1(|x|)αV3(|e|)
+εγ6(|u|)αV3(|e|) + b6αV3(|e|)αW(|ξ|), (4.36)∣∣∣∣∂V3∂e [ fo(t, χ, y, u) − fo(t, χ, ys, u)]
∣∣∣∣ ≤ εa7αV3(|e|)αV1(|x|)
+ b7αV3(|e|)αW(|ξ|). (4.37)
for all (x, ξ, e, χ) ∈ Rn × Rm × Rn × Rq, u ∈ Rr, u̇ ∈ Rr and t ≥ 0.
Remark 4.6. Assumption 4.10 can be relaxed to hold regionally or locally. Moreover, con-
ditions in Assumption 4.10 can be relaxed to hold semi-globally with respect to the singu-
lar perturbation parameter ε. This means that for any positive constants δ̂1 > 0, δ̂2 > 0,
δ̂3 > 0 there exists ε∗a10 > 0 such that (4.34) - (4.37) holds for all ε ∈ (0, ε
∗
a10
) and for all
|(x, ξ)| ≤ δ̂1, |u| ≤ δ̂2, |u̇| ≤ δ̂2 and t ≥ 0. Our proofs are such that our results can be easily
extended to cover these cases.
Remark 4.7. For reduced-order observers that satisfy conditions in Remarks 4.2 and 4.4,
the notation on all of the above assumptions and definitions must be slightly modified.
However, these modifications do not affect the essence of the assumptions, proofs and
results.
Our goal is to guarantee the convergence of the slow state estimate to the real value
when the observer (4.22) synthesised for the reduced model (4.3) is applied on the full
system (4.6). In the next section, we use results in Lemma 4.1 and Corollaries 4.1 and 4.2
to prove that the estimation error is semi-global practical ISS stable. We also prove a
L∞ ∩ L2 stability property for the error dynamics. Moreover, we show through a useful
result that, in the absence of measurement noise, the error dynamics are SPA stable and
that the ultimate bound for the error dynamics can be reduced by reducing ε.
4.4.1 Robustness Analysis
We first provide a useful result that states the error dynamics are ISS with respect to x,
ξ, u and w. Moreover, we show the system (4.30) satisfies a L∞ ∩ L2 stability property
which is important in a broad range of applications when the measurement noise be-
longs to L∞ ∩ L2. These results are the key ingredients that allow us to prove our main
result in Theorem 4.1.
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Lemma 4.2. Consider the singularly perturbed system (4.30). If Assumptions 4.1 - 4.10
hold, there exists βe(·, ·) ∈ KL, functions γξ(·), γw(·) ∈ K∞, and class-K∞ functions
γx,ε(·), γu,ε(·) parametrized by ε (their argument is of orderO(ε)), such that for any∆L >
0, ∆Lu1 > 0, ∆Lu2 > 0, and ∆Lw > 0, there exists ε
∗
L > 0, such that
|e(t)| ≤ βe(|e0|, t− t0) + γξ(|ξ[t0, t]|) + γx,ε(|x[t0, t]|) + γu,ε(|u[t0, t]|) + γw(|w[t0, t]|),
(4.38)
for all ε ∈ (0, ε∗L) and for all |(x0, ξ0, χ0, e0)| ≤ ∆L, ||u||∞ ≤ ∆Lu1 , ||u̇||∞ ≤ ∆Lu2 , ||w||∞ ≤
∆Lw and t ≥ t0 ≥ 0. Furthermore, there exists k1 > 0 and ki ≥ 0 (i = 2, 3) such that∫ t
t0



















for all ε ∈ (0, ε∗L), |(x0, ξ0, χ0, e0)| ≤ ∆L, for any input satisfying ||u||∞ ≤ ∆Lu1 , ||u̇||∞ ≤
∆Lu2 , ||u||L2 ≤ ∆Lu1 , ||u̇||L2 ≤ ∆Lu2 , for any ||w||∞ ≤ ∆Lw , ||w||L2 ≤ ∆Lw and t ≥ t0 ≥ 0.
The proof of Lemma 4.2 is given in Appendix B.4. We now present the main result of
this chapter in Theorem 4.1. This theorem states that the error dynamics exhibit a semi-
global practical input-to-state stability property as well as a L∞ ∩ L2 stability property
whenw ∈ L∞ ∩L2. Our proof focuses on the convergence of the estimation error while
the other states in (4.30) are bounded. It is crucial for our proof to take into account that
the error dynamics are in cascade with the original system and the observer dynamics.
The next theorem summarises our main result.
Theorem 4.1. Consider the singularly perturbed system (4.30). If Assumptions 4.1 - 4.10
hold, there exists βT1(·, ·) ∈ KL and γT1(·) ∈ K∞, such that for any ∆ > 0, ∆u1 > 0,
∆u2 > 0, ∆w > 0 and µ > 0, there exists µT1 = µT1(µ) > 0 and ε
∗ > 0 such that
|e(t)| ≤ βT1 (|(x0, ξ0, e0)| , t− t0) + γT1 (|w [t0, t]|) + µT1 + µ, (4.40)
for all ε ∈ (0, ε∗), and for all |(x0, ξ0, χ0, e0)| ≤ ∆, ||u||∞ ≤ ∆u1 , ||u̇||∞ ≤ ∆u2 , ||w||∞ ≤ ∆w,
and t ≥ t0 ≥ 0. Furthermore, there exists βT1(·, ·) ∈ KL and γT1(·)K∞, such that for the
given ∆ > 0, ∆u1 > 0, ∆u2 > 0, ∆w > 0 and µ > 0, there exists T
∗ > 0 and ε∗ > 0 such that
|e(t)| ≤ βT1 (|e0| , t− t0) + γT1 (|w [t0, t]|) + µ, (4.41)
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for all ε ∈ (0, ε∗), |(x0, ξ0, χ0, e0)| ≤ ∆, ||u||∞ ≤ ∆u1 , ||u̇||∞ ≤ ∆u2 , ||w||∞ ≤ ∆w, and
t ≥ εT∗ + t0. In addition, there exists kT1 > 0 and αT1(·), αT1(·) ∈ K∞ such that for the
given ∆ > 0, ∆u1 > 0, ∆u2 > 0, ∆w > 0 and µ > 0, there exists µL2 = µL2(µ) > 0 and
ε∗L2 > 0 such that∫ t
t0




γV3(|w(τ)|)dτ+ µL2(t− t0) + µ(t− t0), (4.42)
for all ε ∈ (0, ε∗L2), |(x0, ξ0, χ0, e0)| ≤ ∆, for any input satisfying ||u||∞ ≤ ∆u1 , ||u̇||∞ ≤ ∆u2 ,
|u|L2 ≤ ∆u1 , |u̇|L2 ≤ ∆u2 , for any ||w||∞ ≤ ∆w, |w|L2 ≤ ∆w and for all t ≥ t0 ≥ 0.
Furthermore, there exists kT1 > 0 and αT1(·) ∈ K∞ such that for the given ∆ > 0, ∆u1 > 0,
∆u2 > 0, ∆w > 0 and µ > 0, there exists T
∗ > 0 and ε∗L2 > 0 such that∫ t
t0
α2V3(|e(τ)|)dτ ≤ αT1(|e0|) + kT1
∫ t
t0
γV3(|w(τ)|)dτ+ µ(t− t0). (4.43)
for all ε ∈ (0, ε∗L2), |(x0, ξ0, χ0, e0)| ≤ ∆, for any input satisfying ||u||∞ ≤ ∆u1 , ||u̇||∞ ≤ ∆u2 ,
|u|L2 ≤ ∆u1 , |u̇|L2 ≤ ∆u2 , for any ||w||∞ ≤ ∆w, |w|L2 ≤ ∆w and for all t ≥ εT∗ + t0.
The proof of Theorem 4.1 is given in Appendix B.5. Note that in the absence of mea-
surement noise, stronger conclusions can be obtained as an immediate consequence
of Theorem 4.1. The next corollary presents these sharper results.
Corollary 4.3. Consider the singularly perturbed system (4.30). Let Assumptions 4.1 -
4.10 hold and assume that w(t) = 0 for all t ≥ t0 ≥ 0. Then, there exists βc(·, ·) ∈ KL
such that for any ∆ > 0, ∆u1 > 0, ∆u2 > 0 and µ > 0, there exists T
∗ > 0 and ε∗ > 0 such
that
|e(t)| ≤ βc (|e0| , t− t0) + µ, (4.44)
for all ε ∈ (0, ε∗), |(x0, ξ0, χ0, e0)| ≤ ∆, ||u||∞ ≤ ∆u1 , ||u̇||∞ ≤ ∆u2 , and t ≥ εT∗ + t0.
Furthermore, there exists αc(·) ∈ K∞ such that for the given ∆ > 0, ∆u1 > 0, ∆u2 > 0 and
µ > 0, there exists T∗ > 0 and ε∗L2 > 0 such that∫ t
t0
α2V3(|e(τ)|)dτ ≤ αc(|e0|) + µ(t− t0). (4.45)
for all ε ∈ (0, ε∗L2), |(x0, ξ0, χ0, e0)| ≤ ∆, for any input satisfying ||u||∞ ≤ ∆u1 , ||u̇||∞ ≤ ∆u2 ,
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|u|L2 ≤ ∆u1 , |u̇|L2 ≤ ∆u2 , and for all t ≥ εT∗ + t0.
The proof of Corollary 4.3 follows directly from Theorem 4.1 so that we do not present
a proof for this result. Observe that both Theorem 4.1 and Corollary 4.3 state detailed
properties of the error dynamics. Moreover, these results ensure that any existing non-
linear observer satisfying our assumptions would perform properly when used to es-
timate the slow state of a singularly perturbed system. We now enunciate important
remarks regarding the implications of our results.
Remark 4.8. Corollary 4.3 implies a SPA stability property for the error dynamics in the
absence of measurement noise. It is semi-global because the result holds for a given set
of initial conditions and bounded inputs with bounded derivatives. It is practical in the
perturbation parameter because one can make µ arbitrarily small by reducing ε. And
it is asymptotical because of the class-KL function βe(·, ·). These results (Theorem 4.1
and Corollary 4.3) imply important robustness properties for a large class of plants and
observers. So, we can choose any existing observer, satisfying this framework, to estimate
the slow states of a singularly perturbed system that satisfies the given assumptions.
Remark 4.9. The global and semi-global assumptions for the boundary layer and re-
duced systems, and for the observer and error dynamics can be relaxed. If all assumptions
hold on appropriate bounded sets, the results hold in a given region defined by those sets.
Moreover, our approach is such that local results can easily be stated if the assumptions
are relaxed to hold locally.
Remark 4.10. If the fast dynamics (4.1b) do not depend on the input u, there is no need
of any conditions on u̇. Moreover, the results would not depend on u̇ either.
Remark 4.11. Let (A2, R2) and (A4, R4) be the pairs representing the assumptions and re-
sults from Chapter 2 and Chapter 4, respectively. When dealing with full-order observers,
it is straightforward to show that A2 =⇒ A4 and R2 =⇒ R4. Since A4 =⇒ R4, it fol-
lows that A2 =⇒ R4. Hence, we are able to state semi-global conclusions under strong
(global) assumptions by using results from this chapter. However, we can only conclude
strong (global) results under strong (global) assumptions when using results from Chap-
ter 2 asA4 6=⇒ A2.
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4.5 Conclusions of the chapter
We have generated a new rigorous estimation framework for a general class of singularly
perturbed systems in the standard form by considering nonlinear observers of general
dimension, i.e. reduced-order, full-order and higher-order observers. We tackled the
estimation problem of the slow variables of general nonlinear systems with two time-
scales. We analysed the performance of nonlinear observers designed based on the
slow part of the system while the fast dynamics are neglected. Therefore, we studied
and proved the robustness of the observers to singular perturbations.
We provided a set of general conditions to guarantee an appropriate performance
of the error dynamics when the observer synthesised for the reduced model is imple-
mented on the full system. We delivered results that show robustness of observers with
respect to singular perturbations and with respect to measurement noise. The main
contribution of this chapter fills in a gap in the literature since we are unaware of such a
general observer design framework for general nonlinear singularly perturbed systems.
Moreover, the inclusion of the measurement noise gives significance to this work since
this problem has not been considered before within the nonlinear singular perturba-
tions framework.
Although the estimation of the slow states of a singularly perturbed system is usu-
ally done by neglecting the fast dynamics, there are no rigorous theoretical results that
support such an approach. Hence, our results constitute a useful mathematical tool
to justify the observer design for the slow states by just considering the reduced (slow)
model. In summary, we have provided a general design framework to justify the use of




Applications of Semi-Global Results
In this chapter, we demonstrate that results in Chapter 4 cover existing results in [68].
Moreover, we present three different classes of plants, a full-order, a reduced-order and a
higher-order nonlinear observers that are covered by the results in Chapter 4. We verify that
the stated assumptions in Chapter 4 are satisfied such that we can demonstrate the appli-
cability of our design framework from Chapter 4. We present simulation results to illustrate
our theoretical findings.
5.1 Introduction
RESULTS in [68] apply to nonlinear singularly perturbed systems with linear fastdynamics, linear output and slow dynamics satisfying a Lipschitz condition. Their
approach only allows to obtain conclusions for a specific Luenberger-type nonlinear
observer. Therefore, this work generalises findings in [68] since we cover the results in
there and we deal with a more general class of systems and estimators. Moreover, we
have studied the robustness of the error dynamics with respect to measurement noise
within the singular perturbations framework.
Our theoretical contributions in Chapter 4 apply to a large class of systems and non-
linear observers of general dimension. We have delivered a general observer design
framework. Hence, we now demonstrate and illustrate the generality and usefulness of
our results. We first show that our framework covers results in [68]. We then present
three classes of singularly perturbed plants and nonlinear observers for which our re-
sults hold. In this chapter, we show that our results cover at least one full-order [27],
one reduced-order [9] and one higher-order [14] observer. Moreover, we illustrate our
results through numerical examples. Note that the classes of systems and observers
considered in here are not covered by existing results in the literature. Although not
presented here, our results cover the situation when the reduced (slow) system is such
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that nonlinear observers in [9,26,27,43,61,68,107–110] can be used to estimate the slow
variables.
5.2 Luenberger-type nonlinear observer
An important work on robustness analysis for the observer design for the slow states of
singularly perturbed systems is presented in [68]. Although the authors present useful
results, their conclusions are restrictive to a particular class of systems and to a specific
nonlinear Luenberger-type observer. In this section, we demonstrate that the design
framework presented in Chapter 4 covers the results reported in [68].
We study the class of plants considered in [68] which is a subclass of the general class
of systems (4.1). So, let us consider the class of nonlinear singularly perturbed systems
described by the following model
ẋ = f(x, z), (5.1a)
εż =M1x+M2z, (5.1b)
y = C1x+ C2z, (5.1c)
where x ∈ X ⊂ Rn is the slow state, z ∈ Z ⊂ Rm is the fast state, y ∈ Rp is the output,
ε > 0 is the singular perturbation parameter, and C1, C2,M1,M2 are matrices of appro-
priate dimensions. It is assumed that the sets X and Z are compact sets containing the
origin so that X × Z is compact too. Furthermore, the authors of [68] assume that the
map f(x, z) is a real analytic vector function defined on the compact set X × Z and that
f(0, 0) = 0.
Assumption 5.1. The matrixM2 in (5.1b) is Hurwitz.
Assumption 5.1 is needed since the approximation of the original system through
the reduced order and the boundary layer systems is only possible if the matrix M2 is
Hurwitz. We now demonstrate how the given assumptions in Chapter 4 are satisfied by
this class of systems. Note that Assumption 4.1 states that the input and its derivative
belong to L∞. Since the class of systems in (5.1) does not consider inputs, it follows
that Assumption 4.1 trivially holds.
In the following, we use the standard singular perturbations technique to obtain the
reduced and boundary layer systems. We set ε = 0 such that the system is restricted to
5.2 Luenberger-type nonlinear observer 95
the slow manifold
M1x+M2z = 0. (5.2)
Then, we have that H(x) = −M−12 M1x is an isolated solution for (5.2) so that Assump-
tion 4.2 holds. We now useH(x) to construct the reduced system given by
ẋ = f(x,−M−12 M1x), (5.3a)
ys = Cx. (5.3b)
where C = C1 − C2M−12 M1.
Assumption 5.2. The reduced system (5.3) is locally exponentially stable.
Remark 5.1. Results in [68] hold under the assumption of local exponential stability of
the reduced system (5.3). This assumption is used to ensure closeness of solutions on the
infinite time interval of the solutions of (5.1) with respect to the solutions of the reduced
system and those of the boundary layer system. Here, we apply the design framework
from Chapter 4 relying on Remark 4.9.
By virtue of Assumption 5.2, we have from [Theorem 4.14, 70] that there is a function
V1(x) that satisfies the inequalities
c1|x|
2 ≤ V1(x) ≤ c2|x|2, (5.4)
∂V1
∂x
f(x,−M−12 M1x) ≤ −c3|x|
2, (5.5)∣∣∣∣∂V∂x
∣∣∣∣ ≤ c4|x|, (5.6)
for some positive constants c1, c2, c3 and c4. Then, it follows that Assumption 4.3 holds.
We now perform a change of variables z = ξ −M−12 M1x so that we obtain that the
original system (5.1) in the new variables (x, ξ) is given by






y = Cx+ C2ξ. (5.7c)
Then, by using the fast time-scale τ = t/ε and setting ε = 0, we have that the boundary
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SinceM2 is Hurwitz (Assumption 5.1), we have from [Theorem 4.6, 70] that for any given
positive definite symmetric matrixQξ there exists a positive definite symmetric matrix
Pξ that satisfies the following Lyapunov equation
PξM2 +M
T
2Pξ = −Qξ. (5.9)
To check Assumption 4.4, considerW(ξ) = ξTPξξ as a candidate Lyapunov function for
(5.8). Then, it follows that
∂W
∂ξ
M2ξ ≤ −λmin{Qξ}|ξ|2, (5.10)
which implies that the boundary layer system is asymptotically stable. Therefore, As-
sumption 4.4 is satisfied withαW(|ξ|) = λmin{Pξ}|ξ|
2 andαW(|ξ|) = λmax{Pξ}|ξ|2,αW(|ξ|) =
|ξ| and ζ3 = −λmin{Q2}.
We have that f(x, z) is a real analytic vector function on a compact set X × Z, then
it is continuously differentiable. The compactness of X × Z implies that the convex
hull co(X × Z) is compact. Then, by [Lemma 3.1, 70], the continuous differentiability
of f(x, z) and the fact that co(X × Z) is a convex compact set imply the function f(x, z)
is locally Lipschitz on X × Z. Since f(0, 0) = 0, it follows from the Lipschitz property
of f(x, z) that |f(x, ξ −M−12 M1x)| ≤ L1|x| + L2|ξ −M
−1
2 M1x| and |f(x, ξ −M
−1
2 M1x) −
f(x,−M−12 M1x)| ≤ L3|ξ| hold for all (x, ξ) ∈ X × Z for some non-negative constants L1,
L2, and L3 [Lemma 3.2, 70]. Moreover, from Converse Theorem [Theorem 4.14, 70], we
know the Lyapunov function V1(x) satisfies (5.6). Then, it follows that Assumption 4.5 is
satisfied with a1 = 0, γ1(·) = 0, b1 = cL3, a2 = 0, b2 = 0, γ2(·) = 0, a3 = 2L2|Pξ||M−12 M1|,




2 M1|, γ3(·) = 0 and γ4(·) = 0.
5.2.1 Observer design
We now consider the Luenberger-type nonlinear observer introduced in [69] with the
following dynamics
˙̂x = f(x̂) + L(x̂)(y− ŷ), (5.11)
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where x̂ ∈ Rn is the observer state and an estimate of x ∈ Rn, and ŷ = Cx̂ is the es-
timated output. Since the output of the observer is the state by itself, it follows that







where T(x̂) is a solution to a system of partial differential equations given by
∂T
∂x̂
f(x̂) = AT(x̂) + BCx̂, (5.13)
with A and B being matrices of appropriate dimensions, and A being Hurwitz. It is
shown in [68], that a coordinate transformation given by w = T(x) leads to linear error
dynamics when we define the estimation error as e = w − ŵ. It can be shown that the
observation error for the reduced system (5.3) has the following linear dynamics
ė = Ae. (5.14)
SinceA is Hurwitz, it follows from [Theorem 4.6, 70] that for any given positive definite
symmetric matrix Qe there exists a positive definite symmetric matrix Pe that satisfies
the following Lyapunov equation
PeA+A
TPe = −Qe, (5.15)
so that the quadratic function V2(e) = eTPee is a Lyapunov function candidate for
(5.14). Then, the derivative of V2(e) along the trajectories of the linear system (5.14)





It follows that Assumption 4.7 holds with αV3(|e|) = λmin{Pe}|e|
2, αV3(|e|) = λmax{Pe}|e|
2,
ζ2 = λmin{Qe}, αV3(|e|) = |e|, and ζ̂2 = 2|Pe|. Observe that the observer (5.11) is of
full-order such that Assumption 4.8 holds relying on Remark 4.5. Moreover, since the
output of the system (5.1) is linear and does not depend on the perturbation parameter,
it follows that Assumption 4.9 trivially holds.
When the observer (5.11) is implemented on the full system (5.1), the error dynamics
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become nonlinear and are given by









Since our results hold when our assumptions are satisfied in appropriate bounded sets,
we take advantage of some of the features of f(x, z) and T(x) to check Assumption 4.10.
In the compact set X, the analyticity of the map T(x) implies |∂T/∂x| ≤ L4 for all x ∈ X
with L4 > 0. As pointed out above, we have that |f(x, ξ−M−12 M1x) − f(x,−M
−1
2 M1x)| ≤
L3|ξ| holds for all (x, ξ) ∈ X× Z with L3 > 0. So, we have that the norm of the difference
between (5.14) and (5.17) is bounded as follows∣∣∣∣Ae− BC2ξ+ ∂T∂x [ f(x, ξ−M−12 M1x) − f(x,−M−12 M1x)]−Ae
∣∣∣∣ ≤
|BC2||ξ|+ L3L4|ξ|. (5.18)
Then, it follows that Assumption 4.10 holds with b4 = 2|Pe|(|BC2|+ L3L4) and with all of
the rest constants and functions equal to zero. As Assumptions 4.1 - 4.10 are satisfied,
we conclude that Theorem 4.1 holds. We summarise the above results in the following
corollary which is an immediate consequence of Theorem 4.1.
Corollary 5.1. Consider the singularly perturbed plant (5.1), the nonlinear Luenberger-
type observer (5.11) and the error dynamics (5.17). If Assumptions 5.1 and 5.2 hold, there
exists a positive definite matrix Pe and a constant c > 0 such that for any ∆ > 0 and













for all ε ∈ (0, ε∗), |(x0, ξ0, e0)| ≤ ∆ and t ≥ t0.
5.3 Robust circle-criterion observer
In this section, we consider a class of singularly perturbed plants where the reduced
(slow) model takes the form in which results from [27] can be applied to design a full-
order observer. This class of plants is covered by the general model (4.1). Note that
this class of systems and the observer are not covered by results in [68]. Moreover, this
class of plants is more general than those considered in Chapter 3. Consider the class
5.3 Robust circle-criterion observer 99
of plants with the following nonlinear singularly perturbed form
ẋ = Ax+ Bz+Gγ(F1x+ F2z) + σ(y, u), (5.20a)
εż =M1x+M2z, (5.20b)
y = C1x+ C2z+Dw, (5.20c)
where the state vector x ∈ Rn corresponds to the slow state, z ∈ Rm is the fast state,
y ∈ Rp is the measured output variable, u ∈ Rr is the control input, w is the mea-
surement noise, ε > 0 is the singular perturbation parameter of the process, γ(·) =
[γ1(·), . . . , γnγ(·)]T is a nondecreasing locally Lipschitz function, and A, B, F1, F2, G, C1,
C2,D,M1 andM2 are matrices of appropriate dimensions. We require a linear dynam-
ics in (5.20b) for two reasons: 1) it is easier to compute the slow manifold, and 2) with a
linear fast dynamics we end up with a reduced model that exhibits a structure for which
we can design the circle criterion observer in [27].
Assumption 5.3. The matrixM2 in (5.20b) is Hurwitz.
Assumption 5.4. The solutions of the system belong to a compact set. Moreover, the func-
tions γ(·) and σ(·, ·) are locally Lipschitz, and γ(·) satisfies [Assumption 1, 27].
Assumption 5.4 over σ(·, ·) is required to prevent the solutions of x from escaping
to infinity in a finite time [9]. Note that this example satisfies our results relaying in
Remark 4.9 since we consider a local Lipschitz condition. From Assumption 5.4, we
know that for any i-entry (γi) of the vector γ, there exists a time-varying gain δi(t) taking
values in the interval [0, Li] such that
γi(ai) − γi(bi) ≤ δi(t)(ai − bi), ∀ ai, bi ∈ R, (5.21)
where Li is a Lipschitz constant for γi. This property must hold in order to implement
the circle criterion observer introduced in [27]. We now check our assumptions for the
class of systems represented by (5.20). Note that Assumption 4.4 requires u, u̇,w ∈ L∞.
It is observed that no condition is needed for u̇ because the fast dynamics do not de-
pend on u.
Assumption 5.5. The input u and the measurement noisew are essentially bounded sig-
nals, i.e. u,w ∈ L∞.
It follows from the above assumption that Assumption 4.1 trivially holds. To obtain
the lower dimensional systems, we set ε = 0 such that the system is restricted to the
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slow manifold
M1x+M2z = 0. (5.22)
Then, it follows that,H(x) = −M−12 M1x, is an isolated solution of (5.22). Then, Assump-
tion 4.2 holds with H(x) = −M−12 M1x which always exists by virtue of Assumption 5.3.
By usingH(x), we have that the reduced system is given by
ẋ = A0x+Gγ(Fx) + σ(ys, u), (5.23a)
ys = Cx+Dw, (5.23b)
where A0 = A − BM−12 M1, C = C1 − C2M
−1
2 M1, and F = F1 − F2M
−1
2 M1. Note that
it is assumed that the pair (A0, C) is detectable. Therefore, to allow more generality
for the matrix A0, we need to assume that the reduced system (5.23) is input-to-state
practically stable (ISpS), such that there exists a Lyapunov ISpS function that satisfies
Assumption 4.3. This is required since there is no need forA0 to be Hurwitz.
Remark 5.2. If the matrix A0 is Hurwitz, then Assumption 4.3 holds with V1(x) being a
quadratic Lyapunov function. Moreover, it is straightforward to find the functions and
constants for which Assumption 4.5 is satisfied.
We now define the change of variables z = ξ −M−12 M1x. Then, the original system
(5.20) in the (x, ξ) variables is given by
ẋ = Ax+Gγ(F1x+ F2(ξ−M
−1







2 M1x)) + σ(y, u)
+ B(ξ−M−12 M1x)], (5.24b)
y = Cx+ C2ξ+Dw. (5.24c)
By expressing (5.24) in the fast time-scale τ = t/ε, we have that the boundary layer




SinceM2 is Hurwitz, we have from [Theorem 4.6, 70] that for any given positive definite
symmetric matrix Qξ there exists a positive definite symmetric matrix Pξ that satisfies
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the following Lyapunov equation
PξM2 +M
T
2Pξ = −Qξ. (5.26)
To check Assumption 4.4, considerW(ξ) = ξTPξξ as a candidate Lyapunov function for
(5.25). It follows that
∂W
∂ξ
M2ξ ≤ −λmin{Qξ}|ξ|2. (5.27)
Therefore, Assumption 4.4 holds with αW(|ξ|) = λmin{Pξ}|ξ|
2 and αW(|ξ|) = λmax{Pξ}|ξ|2
as the lower and upper bounds for W(ξ) respectively, and with ζ3 = λmin{Qξ} and
αW(|ξ|) = |ξ| as the terms satisfying (5.32). Due to the generality of the matrix A0, we
need to assume that the full system (5.24) satisfies the interconnection conditions in
Assumption 4.5.
5.3.1 Observer design
We now consider the circle criterion observer proposed in [27] with the following dy-
namics
˙̂x = A0x̂+ L(Cx̂− y) +Gγ(Fx̂+ K(Cx̂− y)) + σ(y, u), (5.28)
where x̂ ∈ Rn is the observer’s state and an estimate of the state, K and L are gain matri-
ces of appropriate dimensions which must be designed. By following the approach de-
scribed in this manuscript, the observer (5.28) is designed for the reduced system (5.23),
and then implemented on the full singularly perturbed plant (5.25). Since we are deal-
ing with a full order observer, it follows that Assumption 4.6 trivially holds because the
output of the observer is a linear map in which the transformation matrix is the iden-
tity matrix. We now define the estimation error as e := x − x̂. It follows that the error
dynamics are given by
ė = (A0 + LC)e− LDw+G[γ(Fx) − γ(F(x− e) − KCe− KDw)]. (5.29)
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To check Assumption 4.7, we consider the Lyapunov function V3(e) = eTP3e, where
P3 = P
T
3 > 0. The matrix P3 is obtained by solving the following LMI from [27]
(A0 + LC)
TP3 + P3(A0 + LC) + ν̂I P3G+ (F+ KC)
TΛ −P3LD








 ≤ 0, (5.30)
where Λ > 0 is a diagonal matrix and an observer design parameter, µw > 0 is a scalar
constant and ν̂ > 0 is also an observer design parameter. When the LMI in (5.30) is
satisfied, it follows from [27] that
∂V3
∂e
fe(x, e) ≤ −ν̂|e|2 + µw|w|2, (5.31)
with fe(x, e) = (A0+LC)e−LDw+G[γ(Fx)−γ(F(x− e)−KCe−KDw)]. Then, Assump-
tion 4.7 holds with αV3(|e|) = λmin{P3}|e|
2 and αV3(e) = λmax{P3}|e|
2 being the lower and
upper bounds for V3(|e|) respectively, with ζ2 = ν̂, αV3(|e|) = |e| and γV3(|w|) = µw|w|
2
being the elements that satisfy the bound in (5.31), and with ζ̂2 = 2|P3| being the con-
stant that multiplies αV3(·) to bound the norm of the gradient of V3(e) with respect to e.
It follows from Remark 4.5 that Assumption 4.8 holds when using the Lyapunov
function V3(x̂) as a Lyapunov function for the observer dynamics (5.28). Moreover, As-
sumption 4.9 holds globally since the output does not depend on the perturbation pa-
rameter. Then, Assumption 4.9 is satisfied with αy(|(x, ξ)|) = 2max{|C|, |C2|}|(x, ξ)| and
γw(|w|) = |D||w|. Note that in the case of full order observers we do not need Assump-
tions 4.6, 4.8 and 4.9, and Corollary 4.2 since the error dynamics completely capture the
performance of the observer states.
To verify Assumption 4.10, we need to obtain the error dynamics when the observer
(5.28) is implemented on the full system (5.25). Then, by considering the full system we
obtain that the error dynamics are given as follows
ė = (A0 + LC)e+Gγ([F, F2][x, ξ]
T ) + Bξ+ LC2ξ− LDw
−Gγ(F(x− e) − K(Ce+ C2ξ) − KDw). (5.32)
By considering Assumption 5.4 and equations (5.29) and (5.32), we have that Assump-
tion 4.10 holds with b6 = 2(|P1||B+LC2|+L0|P1G||F2|+L0|P1G||KC2|), while the rest of the
constants and functions are zero. L0 is the Lipschitz constant on the compact set where
the solutions belong to. We have checked that Assumption 4.1 - 4.10 hold for plants in
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the form of (5.20) and the circle criterion observer (5.28). Therefore, we conclude that
all our results holds relaying on Remark 4.9. We summarise this section in the following
corollary which is an immediate consequence of Theorem 4.1.
Corollary 5.2. Consider the singularly perturbed plant (5.20), the circle criterion observer
(5.28) and the error dynamics (5.32). If Assumptions 4.3, 4.5 and 5.3 - 5.5 hold, there
exists a positive definite matrix P3, constants ν̂ > 0 and µw > 0, such that for any ∆ > 0,
∆u1 > 0, ∆u2 > 0, ∆w > 0 and µ > 0, there exists T
















µw ||w [t0, t]||
2 + µ, (5.33)
for all ε ∈ (0, ε∗), |(x0, ξ0, e0)| ≤ ∆, ||u||∞ ≤ ∆u1 , ||u̇||∞ ≤ ∆u2 , ||w||∞ ≤ ∆w, and t ≥
εT∗ + t0. Furthermore, for the given ∆ > 0, ∆u1 > 0, ∆u2 > 0, ∆w > 0 and µ > 0, there









|w(τ)|2dτ+ µ(t− t0). (5.34)
for all ε ∈ (0, ε∗L2), |(x0, ξ0, e0)| ≤ ∆, for any input satisfying ||u||∞ ≤ ∆u1 , ||u̇||∞ ≤ ∆u2 ,
|u|L2 ≤ ∆u1 , |u̇|L2 ≤ ∆u2 , for any ||w||∞ ≤ ∆w, |w|L2 ≤ ∆w and for all t ≥ εT∗ + t0.
5.3.2 Simulation results
Suspension system with nonlinear hardening spring
In this section, we present simulations results to illustrate the applicability of our re-
sults. We consider the quarter-car model of automotive suspension in [Chapter 11, 70]
with nonlinear hardening spring between the car body and the tire. We assume that
there is no disturbance to the system and define ẋ = dx/dtr with tr = t
√
ks/ms. Then,
the model of the system can be expressed in the following standard singularly perturbed
form
ẋ1 = x2 − z2, (5.35a)
ẋ2 = −x1 − x
3
1 − β(x2 − z2) + u, (5.35b)
εż1 = z2, (5.35c)
εż2 = αx1 + αx
3
1 − αβ(z2 − x2) − z1 − αu, (5.35d)









, β = bs√
ksms
, u = Fks` , where ms and mu are the car
body and tire masses, ks and kt are the spring constants of the strut and tire, ` is a con-
stant distance, which is used to normalize variables, bs is the shock absorber constant
(damping term), and F is a bounded force generated by a force generator that acts as an
active element. Note that the reduced system system is given by
ẋ1 = x2, (5.36a)
ẋ2 = −x1 − x
3
1 − βx2 + u. (5.36b)






= −αβξ2 − ξ1. (5.37b)
We assume that an accelerometer, located on the car body, is used to measure the ver-
tical velocity of the system; such a sensor provides an output in the form of
y = x2 +w(t), (5.38)
where w(t) = 0.05 sin(0.3t) is the measurement noise. Note that the reduced system
(5.36) with the output (5.38) can be written in the form of (5.23) with σ(y, u) = [y, u −


















, D = 1. Therefore, it
follows that a circle-criterion observer (5.28) can be used to estimate the slow states of
(5.35). Hence, the estimation error is expected to converge to a region around the origin
as highlighted in Corollary 5.2. The aforementioned region is critically related to ε and
to the bound of the measurement noise.
To perform simulations, we consider the following parameters: ks = 500[N − m],
kt = 6[KN − m], ms = 200[Kg], mu = 20[Kg], bs = 35[N − s/m]. For these values,
we have that α = 0.913 and β = 0.111. Note that, for the given parameters, the per-
turbation parameter for the system is ε = 0.0913. By following the design procedure
described above, we obtain the following gain matrices for the circle-criterion observer





. The performance of the Circle Criterion Observer designed
for the slow system (5.36) and implemented on the full system (5.35) is presented in
Figure 5.1 for different values of ε. It is observed that the estimation error performs as
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expected, i.e. it converges to a small offset around the origin. Even though the circle
criterion observer has an exponential convergence rate for the reduced system, its per-
formance on the original system is affected by the perturbation parameter and the fast
part of the state as stated in our main result and illustrated in Figure 5.1.
Time [sec]






























Figure 5.1: Estimation error performance for the estimates of x1 and x2 through the
Circle Criterion Observer.
Single-link flexible joint robot
We now illustrate our findings in a second example. We present simulation results for
the single-link flexible joint robot showed in Figure 5.2. This nonlinear system and its
parameters were taken from [43]. The motor and the link position and velocities of the
flexible joint robot are denoted by θm, ωm, θl andωl, respectively. We assume the robot
is instrumented with a sensor that measures the motor position and that has linear fast
dynamics. Then, the model of the full system is given by











θ̇l = ωl, (5.39c)













εż = θm − z, (5.39e)
y = z, (5.39f)
where Jm is the inertia of the DC motor, Jl is the inertia of the link, 2h and m represent
the length and mass of the link, B is the viscous friction, and Kτ is the amplifier gain.
Since we consider a stiffening torsional spring in the flexible joint, the torque due to
this spring is given by
τ = κ1(θl − θm) + κ2(θl − θm)
3. (5.40)
Observe that the model (5.39) agrees with the general plant in (5.20) so that we can es-
timate the slow variables by using an observer synthesised for the reduced model if the
singular perturbation parameter is small enough. For this example, the singular per-
turbation parameter can be treated as a tunable parameter since it represents the time-
constant of the sensor. We design a circle criterion observer and perform simulations
by using the parameters given in Table 5.1.
The simulation results are shown in Figure 5.3. The performance of the slow state
estimation error is related to the magnitude of ε. When the sensor dynamics are fast
enough (small ε), such fast dynamics have no significant impact on the convergence of
the estimation error. Observe that the estimation error does converges to neighbour-
hood around zero.
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Table 5.1: System parameters for single-link robot arm
Inertia of the motor (Jm[kgm2]) 3.7× 10−3
Inertia of the link (Jm[kgm2]) 9.3× 10−3
Length of the link (2h[m]) 3.1× 10−1
Mass of the link (m[kg]) 0.21
Viscous friction (B[m]) 4.6×−2
Amplifier gain (Kτ[NmV−1]) 8× 10−2
Constant κ1 1.8× 10−1
Constant κ2 1








A Single-Link Flexible Joint Robot: ωl
ǫ = 0.2
ǫ = 0.01






A Single-Link Flexible Joint Robot: θl
ǫ = 0.2
ǫ = 0.01
Figure 5.3: Performance of the estimation error for the angular rotation and angular
velocity of the flexible joint robot link in (5.39).
5.4 Reduced-order circle criterion observer
Reduced-order observers are useful in a number of applications in which it might be
more convenient to estimate only the unmeasured states. Here, we deal with a reduced-
order version of the circle criterion observer considered in Section 5.3. In this section,
we follow the same approach as in the previous one to analyse the robustness, with re-
spect singular perturbations, of the reduced-order circle criterion observer introduced
in [Section 5.2, 9].
The class of plants we consider in this section is the same class of systems intro-
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duced in Section 5.3, but with an special output map. Then, we just make reference
to the content in Section 5.3 and mention the differences considered for this new case.
Here, we focus on analysing nonlinear singularly perturbed systems with a structure
given by (5.20a)-(5.20b), and an output defined by
y = Ex, (5.41)
where E ∈ Rp×n is defined as E := [I 0] with I being a p× p identity matrix and 0 being a
p×(n−p) zero matrix. The definition of the output implies that y consists of p elements
of the state vector. We consider Assumptions 5.3 and 5.4 for this case too. It is observed
that Assumptions 4.1 - 4.5 are only related to the system dynamics without considering
the output so that they hold under Assumption 5.3 and 5.4.
5.4.1 Observer design
Since we already analysed the plant in Section 5.3, we now focus on the reduced-order
circle criterion observer introduced in [Section 5.2, 9] when is used to estimate the slow
states of the system. To design a reduced-order observer for the slow system (5.23), we
need an extra assumption over the model (5.23).
Assumption 5.6. There is a change of coordinates such that the slow state vector is given
by x = [yT , xTo]
T . Moreover, the slow system in the new coordinates is
ẏ = A1xo +G1γ([F1, F2][y, xo]
T ) + σ1(y, u), (5.42a)
ẋo = A2xo +G2γ([F1, F2][y, xo]
T ) + σ2(y, u), (5.42b)
where the linear terms in y are incorporated in the nonlinearities σ1(y, u), and σ2(y, u),
and F1 and F2 are matrices of appropriate dimensions.
By following the design process given in [9], we have that the estimate of the unmea-
sured variable xo is obtained via χ = xo + Ny, where N ∈ R(n−p)×p is to be designed.
The following auxiliary subsystem is constructed from the definition of χ,
χ̇ = (A2 +NA1)χ+ (G2 +NG1)γ(F2χ+ (F1 − F2N)y) + σ̃(y, u), (5.43)
where σ̃(y, u) = Nσ1(y, u) + σ2(y, u) − (A2 + NA1)y. The reduced-order observer is
designed by considering the auxiliary system (5.43). Then, the observer dynamics are
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given by
˙̂χ = (A2 +NA1)χ̂+ (G2 +NG1)γ(F2χ̂+ (F1 − F2N)y) + σ̃(y, u). (5.44)
The estimate of xo, i.e., the output of the observer is given by x̂o = χ̂−Ny, which agrees
with our framework relaying on Remarks 4.2, 4.4 and 4.7. The estimation error is de-
fined as e = xo − x̂o = χ − χ̂ which verify that this design method fits our theory since
conditions in Remark 4.2 hold. It follows that the error dynamics are given by
ė = (A2 +NA1)e+ (G2 +NG1)[γ(F2χ+ (F1 − F2N)y)
− γ(F2(χ− e) + (F1 − F2N)y)]. (5.45)
It can be proven that y can be removed from the error dynamics (5.45) such that it be-
comes a function that only depends on e, see [Section 5.2, 9]. The alternative represen-
tation of (5.45) is
ė = (A2 +NA1)e+ (G2 +NG1)ψ(t, F2e), (5.46)
whereψ(·, ·) = γ(F2χ+(F1−F2N)y)−γ(F2(χ−e)+(F1−F2N)y). To verify Assumption 4.7,
we consider the Lyapunov function V3(e) = eT P̂e, where P̂ = P̂T > 0 is different from
the the matrix considered in Section 5.3. Here, the matrix P̂ is obtained by solving the
following LMI[
(A2 +NA1)




T P̂ +ΛF2 0
]
≤ 0, (5.47)
where Λ > 0 is a diagonal matrix and an observer design parameter, and ν̂ > 0 is also
an observer design parameter. It follows from [9] that
∂V3
∂e
fe(e) ≤ −ν̂|e|2, (5.48)
when the LMI (5.47) is satisfied. Note that fe(e) = (A2+NA1)e+ (G2+NG1)ψ(t, F2e) in
(5.48). Therefore, we conclude that Assumption 4.7 is satisfied withαV3(|e|) = λmin{P̂}|e|
2
and αV3(|e|) = λmax{P̂}|e|
2, ζ2 = ν̂, αV3(|e|) = |e|, and ζ̂2 = 2|P̂|. We know from Remark 4.5
that it is not mandatory to check Assumption 4.8 when the reduced-order observer re-
lies on Remark 4.2. For this case, Assumption 4.8 can be verified by using the Lyapunov
function V3(χ̂) as a Lyapunov function for the observer dynamics (5.44). Moreover, As-
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sumption 4.9 holds globally with αy(|(x, ξ)|) = 2|E|}|(x, ξ)| since the output does not de-
pend on the singular perturbation parameter. Similar to the full-order observers case,
we do not need Assumptions 4.6, 4.8 and 4.9 and Corollary 4.2 since the error dynamics
completely capture the performance of the states of the observer.
Under the proposed approach, the observer designed for the reduced model must
be implemented on the full system. Then, we have that the error dynamics when the
observer is applied to the true system are given by
ė = (A2 +NA1)e+ Boξ+ (G2 +NG1)[γ(F2χ+ (F1 − F2N)y+ F2ξ)
− γ(F2(χ− e) + (F1 − F2N)y+ F2ξ)], (5.49)
where Bo is a matrix of appropriate dimensions that agrees with the unmeasured state.
Then, it follows that Assumption 4.10 is satisfied with b6 = 2|P̂||B0|, while the rest of the
constants and functions of u are zero. Since Assumption 4.1 - 4.10 hold, we conclude
that our framework applies to the class of systems and the reduced-order observer con-
sidered in this section. We summarise the content of this section in the next corollary
which is an immediate consequence of Theorem 4.1 and Corollary 4.3.
Corollary 5.3. Consider the singularly perturbed plant (5.42), the circle criterion observer
(5.44) and the error dynamics (5.49). If Assumptions 4.3, 4.5 and 5.3 - 5.6 hold, there exists
a positive definite matrix P̂ and ν̂ > 0, such that for any ∆ > 0, ∆u1 > 0, ∆u2 > 0 and













for all ε ∈ (0, ε∗), |(x0, ξ0, χ0, e0)| ≤ ∆, ||u||∞ ≤ ∆u1 , ||u̇||∞ ≤ ∆u2 , and t ≥ εT∗ + t0.
Furthermore, for the given ∆ > 0, ∆u1 > 0, ∆u2 > 0 and µ > 0, there exists T
∗ > 0 and




|e0|+ µ(t− t0). (5.51)
for all ε ∈ (0, ε∗L2), |(x0, ξ0, χ0, e0)| ≤ ∆, for any input satisfying ||u||∞ ≤ ∆u1 , ||u̇||∞ ≤ ∆u2 ,
|u|L2 ≤ ∆u1 , |u̇|L2 ≤ ∆u2 and for all t ≥ εT∗ + t0.
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5.4.2 Simulation results
In this section, we consider an academic example taken from [9] to evaluate the per-
formance of the reduced circle criterion observer when used to estimate the slow states
of singularly perturbed system. Let us consider the nonlinear system with linear fast
dynamics described by the following model
ẋ1 = x2 + x
2
1, (5.52a)
ẋ2 = x2 + x3 exp(x2) + u, (5.52b)
ẋ3 = 2u, (5.52c)
εż = x1 − z, (5.52d)
y = z. (5.52e)
By setting ε = 0, we obtain that the reduced order system is given by
ẋ1 = x2 + x
2
1, (5.53a)
ẋ2 = x2 + x3 exp(x2) + u, (5.53b)
ẋ3 = 2u, (5.53c)
y = x1. (5.53d)
We assume that xo = [x2, x3]T so that the reduced system can be written in the form of



















and with σ1(y, u) = y2 and σ2(y, u) = [u, 2u]T . By solving the LMI (5.47), we design a
reduced-order observer with the following structure
˙̂χ2 = −χ̂2 + χ̂3 − exp(χ̂2 + 2y) + (−2y
2 − y+ u), (5.54a)
˙̂χ3 = −χ̂2 + (−y
2 − 2y+ 2u), (5.54b)
x̂2 = χ̂2 + 2y, (5.54c)
x̂3 = χ̂3 + y. (5.54d)
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We design a PD controller to guarantee that x(t) remains bounded for all time. Then,
we implement the observer (5.54) on the original plant (5.52). The simulation results
for this numerical example are shown in Figure 5.4.




















Figure 5.4: Estimation error performance for the states x2 and x3.
5.5 High-gain observer with limited gain power
We now analyse the class of singularly perturbed systems which has a structure such
that the reduced (slow) model takes the form in which results from [14] can be applied
to design a higher-order observer. Note that this class of plants is covered by the general
model (4.1). Moreover, available results in [68] do not cover the class of systems and the
observer considered in this section. Consider the class of systems with the following
form
ẋ = fs(x, z), (5.55a)
εż = ff(x, z), (5.55b)
y = h(x, z) +w(t), (5.55c)
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where the state vector x ∈ X ⊂ Rn corresponds to the slow state, z ∈ Z ⊂ Rm is the fast
state, y ∈ Rp is the measured output variable, w ∈ R is the measurement noise which
belongs to L∞ ∩ L2, and ε > 0 is the singular perturbation parameter of the process.
We now check our assumptions for the class of systems represented by (5.55). Since the
system does not consider inputs, Assumption 4.1 trivially holds. To obtain the lower
dimensional systems, we set ε = 0 such that the system (5.55) is restricted to the slow
manifold 0 = ff(x, z).
Assumption 5.7. The algebraic equation 0 = ff(x, z) has a solution H(x) which can be
obtained analytically.
Then, Assumption 4.2 holds by virtue of Assumption 5.7. Note that the reduced
system is given by
ẋ = fs(x, H(x)), (5.56a)
ys = h(x, H(x)) +w(t). (5.56b)
Assumption 5.8. The reduced system (5.56) is input-to-state practical stable, such that
there exists a Lyapunov ISpS function that satisfies Assumption 4.3. Moreover, there exists
a transformation x = φx(x), such that the reduced system (5.56) can be written as
ẋ = Anx+ Bnψ(x), (5.57a)
y = Cnx+w(t), (5.57b)
where ψ(·) is a locally Lipschitz function, and (An, Bn, Cn) is a triplet in “prime form” of
















The system (5.57) is defined on the set X ⊂ Rn where X = φx(X).
Note that the ISpS condition in Assumption 5.8 can be checked either in (5.56) or
(5.57). It follows that Assumption 4.3 holds by virtue of Assumption 5.8. We have that
the boundary layer system is given by
dξ
dτ
= ff(x, ξ+H(x)) (5.58)
114 Applications of Semi-Global Results
where τ = t/ε is the fast-time scale and ξ = z −H(x).
Assumption 5.9. There is a Lyapunov functionW(ξ) such that it can be proven that the
boundary layer system is asymptotically stable. Furthermore, the full system (5.55) satis-
fies the interconnection conditions in Assumption 4.5.
We require Assumption 5.9 to hold due to the generality of the boundary layer sys-
tem (5.58). It follows from Assumption 5.9 that Assumptions 4.4 and 4.5 are satisfied.
5.5.1 Observer design
We now consider the high-gain observer with limited gain power proposed in [14] with
the following dynamics
χ̇i = Aχi +Nχi+1 +D2(`)Kiêi, i = 1, . . . , n− 2,
...
χ̇n−1 = Aχn−1 + Bψs(x̂) +D2(`)K(n−1)ên−1, (5.59)
where (A,B,C) is a triplet in prime form of dimension 2, χ = col(ξ1, . . . , ξn−1) ∈ R2n−2
is the state of the observer with χi ∈ R2, Ki = (ki1, ki2)T are the gains to be designed,
D2(`) = diag(`, `2) with ` being the high gain parameter, x̂ = L1x is the output of the
observer with L1 = blkdiag( C, . . . , C︸ ︷︷ ︸
(n−2) times
, I2), ê1 = y−Cχ1, êi = BTχi−1−Cχi (i = 2, . . . , n−
1), and ψs(·) is an appropriate saturated version of ψ(·). Note that state of the observer
has a dimension of 2n − 2 so that the redundancy of the observer is used to obtain tow
estimates with the asymptotic properties of the standard high-gain observer. Since the
output of the observer is a linear map, it follows that Assumption 4.4 trivially holds. We





−(n−1)(B2n−2∆ψ`(e, x) +w`(t))], (5.60)
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where L−1 is the left inverse of L1, ∆ψ`(·, ·) = ψs(e + x) − ψ(x), w`(·) = `
nK1w(·) with
K1 = col(K1, 0, . . . , 0), and
M =






. . . . . . . . . . . .
...
...




. . . Qn−2 En−2 N


















. Since the solutions evolve in a
compact set and ψ(·) is locally Lipschitz, it follows that ψ(·) is uniformly Lipschitz in X
andψs(·) is bounded. Moreover, there exists δ1 > 0 and δ2 > 0 such that
|`−(n−1)∆ψ`(e, x)| ≤ δ1|e|, and |`−(n−1)w`(t)| ≤ δ2|`w(t)|,
for all e ∈ Rn, x ∈ X and ` ≥ 1. Now, let Pe = PTe be such that PeML +MTLPe = −I
where ML = L1ML−1 and I is the identity matrix. Consider V3(e) = e
TPe as a candidate
Lyapunov function for (5.60). It can be proven that the time derivative of the aforemen-




≤ −a1`|e|2 + a2|w|, (5.61)
for all ` ≥ 4δ1|P| where a1 and a2 are positive constants. Therefore, Assumption 4.7
holds with αV3(|e|) = λmin{Pe}, αV3(|e|) = λmax{Pe}, ζ2 = a1`, αV3(|e|) = |e|
2, γV3(|w|) =
a2|w|, and ζ̂2 = 2|Pe|. The Lyapunov analysis carried out in [14] considers the auxiliary
variables ηi = `2−iD2(`)−1(χi − col(xi, xi+1)) to construct a vector η = col(η1, . . . , ηn1)
which represent the estimation error of the two available estimates of x.
By using the Lyapunov function used in [14], it can be proven that (4.27) in Assump-
tion 4.8 holds with αo1(|χ0|) = c1 exp(−c2`t)|χ0|, αo2(||y||∞) = c3||y||∞ and αo3(||u||∞) = 0
where c1 =
√
λmax{P}/λmin{P}, c2 = d1/2λmax{P}, and c3 =
√
λmax{P}/λmin{P}d2 with
d1 > 0, d2 > 0 and P = PT satisfying PM +MTP = −I. Since we use a definition of L2
equivalent to ISS, the condition (4.28) can be concluded from the same analysis.
Note that the output of the system does not depend on the perturbation parameter.
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Then, Assumption 4.9 must hold globally. Due to the generality of the output map, we
assume that Assumption 4.9 holds. The generality of the system (5.55) does not allow
to obtain a unique solution for the constants and functions in Assumption 4.10. The
best we can do is to guarantee that Assumption 4.10 holds with b6 > 0 and b7 ≥ 0while
a4 = 0, a5 = 0, a6 = 0, a7 = 0, γ5(·) = 0 and γ6(·) = 0.
Remark 5.3. Sharper conclusions on the bounds in Assumption 4.10 can be concluded
if we restrict the class of systems in (5.55). For instance, one can consider a linear fast
dynamics.
The following result is a consequence of a direct application of Theorem 4.1 to the
class of systems and the higher-order observer considered in this section.
Corollary 5.4. Consider the singularly perturbed plant (5.55), the higher-order observer
(5.59) and the error dynamics (5.60). If Assumptions 5.7 - 5.9 hold, there exists a positive
definite matrix Pe, and constants a1 > 0 and a2 > 0, such that for any ∆ > 0, ∆w > 0 and
















a2 ||w [t0, t]||
2 + µ, (5.62)
for all ε ∈ (0, ε∗), |(x0, ξ0, χ0, e0)| ≤ ∆, ||w||∞ ≤ ∆w, and t ≥ εT∗ + t0. Furthermore, for the









|w(τ)|2dτ+ µ(t− t0). (5.63)
for all ε ∈ (0, ε∗L2), |(x0, ξ0, χ, e0)| ≤ ∆, for any ||w||∞ ≤ ∆w, |w|L2 ≤ ∆w and for all t ≥
εT∗ + t0.
5.5.2 Simulation results
Let us consider the Van der Pol oscillator with a fast sensor dynamics described by the
following mathematical model
η̈ = −α2η+ β(1− η2)η̇,
εż = η− z,
y = z+w(t), (5.64)
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where y ∈ R is the available sensor measurement (output), α,β are uncertain constant
parameters, and w(t) is a bounded measurement noise. By setting ε = 0, the reduced
system is obtained
η̈s = −α
2ηs + β(1− η
2
s)η̇s,
ys = ηs +w(t). (5.65)
Atw(t) = 0, we construct a high-gain nonlinear observer with limited gain power for the
reduced order system in (5.65). To do so, the system must be rewritten in the canonical
observability form as follows
ẋ = Ax+ Bψ(x),
y = Cx+ ν(t), (5.66)
where x = [x1, x2, x3, x4, x5]T is the vector of time derivatives of ηs, ψ(x) is a locally Lips-
















We design the high-gain limited power observer in (5.59) for the reduced system (5.66)
and perform simulations. The simulation parameters and initial conditions were taken
from [14]. The implemented observer produces redundant state estimates, but we have
only consider one of them since the results are quite similar for both asymptotic esti-
mates. In Figure 5.5, the simulation results are shown. On the top, the estimation error
for the state x1 is shown, several values of the perturbation parameter ε were tested.
During simulations, it was observed that for large ε the estimation error for x1 oscillates
between −0.4 and 0.4, and it never converges to zero. It is an expected behaviour be-
cause of the nature of the Van der Pol system. On the bottom, the estimation error for
the state x2 is presented, in this case when ε grows up the estimation error still con-
verges, but the convergence rate becomes slow. It is evident when the sensor dynamics
are fast enough (small ε), such fast dynamics have no significant impact on the conver-
gence properties of the estimation error, especially in the first state.
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Figure 5.5: Estimation error performance for x1 and x2.
5.6 Conclusions of the chapter
We demonstrated that the observer design framework presented in Chapter 4 covers the
class of nonlinear singularly perturbed systems and the nonlinear observer considered
in [68]. Moreover, we show that our findings apply to other three classes of nonlin-
ear singularly perturbed systems and three nonlinear observers of general dimension
that can be designed for the reduced order models of these systems. These nonlinear
observers are not covered by existing results in the literature. Furthermore, we illus-
trated the applicability of the theoretical design framework by presenting numerical
examples and simulation results for each observer. Although we have checked that our
assumptions in Chapter 4 hold for many nonlinear systems and observers, we have not
included all of them here.
Part III
Parameter and State Estimation





IN THIS part of the thesis, we present a new estimation technique for parameter andstate estimation of nonlinear systems with slowly time-varying parameters. The new
algorithm is a generalisation of existing works on parameter and state estimation un-
der the supervisory framework [25]. The proposed technique is able to deal with esti-
mation of constant and slowly time-varying parameters. Moreover, the multi-observer
approach is natural to singularly perturbed systems and can be used to estimate the
















Figure III.1: Multi-observer approach for parameter and state estimation.
This part of the thesis contains Chapter 6 and Chapter 7. In Chapter 6, we first make
a review on the existing theory related to the multi-observer approach under the super-
visory framework for systems with unknown constant parameters. Then, we introduce
a modified static sampling policy and a new and novel dynamic sampling policy which
generalises the multi-observer approach to the case when the unknown parameter is
slowly time-varying. We state and prove that the new sampling policies can achieve
arbitrarily small parameter and state estimation errors.
In Chapter 7, we present simulation results to illustrate the performance of our pro-
posed technique. Moreover, we demonstrate that the new dynamic sampling policy can
deal with more general problems than the existing multi-observer technique in [25]. We
show via simulations that the multi-observer for nonlinear systems with slowly time-
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Part III: Parameter and State Estimation of Nonlinear Systems with Slowly
Time-varying Parameters
varying parameters can be used for parameter and state estimation of systems with
constant parameters in the presence of noisy measurements. We present simulation
results for both vanishing and non-vanishing noise cases. Furthermore, we illustrate
via simulations that our technique can deal with nonlinear systems with discontinuous
slowly time-varying parameters with appropriate dwell-time between discontinuities.
Finally, we demonstrate on a practical example that the our proposed approach can be
implemented on singularly perturbed systems to estimate the full-state of the plant.
Chapter 6
Parameter and State Estimation of
Systems with Slowly Time-Varying
Parameters
This chapter delivers a multi-observer technique based on the supervisory framework for
nonlinear autonomous plants with unknown slowly time-varying parameters. Here, we gen-
eralise existing results on the multi-observer approach for estimation of systems with un-
known constant parameters. First, we study the convergence properties of the multi-observer
technique when a static sampling policy is used to construct the bank of observers. Then, we
present a new dynamic sampling policy which is capable of addressing more general prob-
lems than results in [25]. We present convergence results for the parameter and state esti-
mation errors in which we show that both estimates can be made arbitrarily small when the
norm of the time derivative of the unknown parameter is sufficiently small.
6.1 Introduction
THE SUPERVISORY control framework [15, 51, 90–92, 122] is a research area thatdeals with the stabilisation and output tracking of uncertain linear systems. The
structure of the supervisory control can be summarised in two main components: 1) a
multi-controller and 2) a supervisor that defines the switching among the controllers.
The multi-controller is a family of candidate controllers parametrized by guesses of the
uncertain parameters. On the other hand, the supervisor is constituted by a multi-
estimator, a set of monitoring signals and a switching logic.
The multi-estimator is a bank of estimators that uses the input and output of the
system to produce estimates of the unknown parameters and estimates of the output
for a set of sample points of the unknown parameter. Then, by using the monitoring
signals, a switching logic is generated to decide which controller would be active at each
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time instant. The multi-estimator under the supervisory framework for uncertain linear
systems has motivated the multi-observer approach under the supervisory framework
for parameter and state estimation of nonlinear autonomous systems with unknown
constant parameters [25].
The multi-observer technique presented in [25] consists of a hybrid scheme for the
parameter and state estimation of nonlinear systems where it is assumed that the un-
known parameter vector is constant and belongs to a known compact set. The state
observers are synthesized for a finite set of nominal sample parameter values to gen-
erate multiple state estimates. Then, a selection criterion chooses the estimate that
gives the smallest difference between the measured and the estimated output by using
a set of monitoring signals. This criterion provides state and parameter estimates at any
given time instant. Note that the results in [25] can be regarded as the estimation of the
fast and slow state by using the boundary layer system of a singularly perturbed plant.
Hence, the multi-observer is natural to the singular perturbations framework.
Two sampling policies are presented in [25] to generate the parameter samples. The
first one is a static sampling policy where a large number of samples is generated at the
start of the algorithm and remain the same for all time. Since the number of observers
determines the size of the neighbourhood around zero where the parameter and state
estimation errors converge, the estimation errors can be made as small as desired by
increasing the number of sample points and observers when a uniform sampling pol-
icy is used. Therefore, the static sampling policy would require a significant computa-
tional power. To counteract this problem, the second policy in [25] corresponds to a
dynamic sampling policy where the parameter samples are periodically updated by us-
ing a zoom-in procedure to provide the same accuracy as the static policy while using a
smaller number of observers.
When dealing with the problem of parameter and state estimation of nonlinear sys-
tems with slowly time-varying parameters, a possible solution is a multi-observer ap-
proach with a uniform sampled set with a large number of sample points. Here, we
revisit the multi-observer approach with a static sampling policy from [25] and prove
that, under appropriate modifications, it generates ultimately bounded parameter and
state estimation errors. However, this sampling policy demands a significant computa-
tional power. Hence, a further generalisation of results in [25] requires a new dynamic
sampling policy to guarantee accurate parameter and state estimates while having re-
duced computational requirements. The zoom-in procedure in the dynamic sampling
policy introduced in [25] periodically reduces the size of the set where the samples are
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taken from and uses intersections with previous sets to obtain denser sampled sets at
each iteration. The centre of the zoomed set is always moved to the last best parameter
estimate so that the new set of samples are taken from a potential neighbourhood of
the real parameter. However, this is not enough to deal with nonlinear systems with
slowly time-varying parameters as these parameters may eventually leave the zoomed-
in set after a finite time due to the reduction of the size of the set and the use of the
intersection with previous sets.
A dynamic sampling policy able to deal with slowly time-varying parameters needs
to incorporate a zoom-out procedure besides the zoom-in so that the sampled set can
follow the moving parameter. We propose a periodical update of the sampled set in-
spired by the works in [25] and [80]. The zoom-in procedure follows the same structure
as the dynamic sampling policy in [25]. On the other hand, the zoom-out procedure
keeps the centre of the “box” at the same position of the last zoom-in and increases the
size of the sampled set. In the zoom-out procedure, the new set is not intersected with
any previous sampled set, the only needed condition is that the zoomed-out set is a sub-
set of the known set where the unknown parameter lives. The new dynamic sampling
policy consisting of zoom-in and zoom-out procedures is one of the contributions of
this thesis. We provide convergence results of the parameter and state estimation errors
as well as appropriate tuning algorithms that guarantee such convergence properties.
The outline of this chapter is as follows. In Section 6.2, we present the general class
of plants that we consider in this chapter. In Section 6.3, we give a brief background
on the multi-observer approach for nonlinear systems with unknown constant param-
eters. In Section 6.4, we address the parameter and state estimation problem of non-
linear systems with unknown slowly time-varying parameters. Finally, we present the
conclusions of the chapter in Section 6.5.
6.2 Nonlinear plants with slowly time-varying parameters
The study of this chapter is done by considering a general class of nonlinear autonomous
systems with slowly time-varying parameters. Hence, consider systems represented by
the following model
ξ̇ = f(ξ, x(t), u), (6.1a)
y = h(ξ, x(t), u), (6.1b)
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where ξ ∈ Rm is the state of the system, y ∈ Rp is the measured output, u ∈ Rr is the
known input, and x ∈ X is an unknown time-varying parameter vector where X ⊂ Rn is
assumed to be a known compact set. Moreover, the derivative of the varying parameter
is bounded by an small parameter ε > 0 so that |ẋ(t)|∞ ≤ εLx for a fixed Lx > 0.
Assumption 6.1. The maps f and h in (6.1) are assumed to be continuously differen-
tiable.
Assumption 6.2. Consider the nonlinear system (6.1). For any ∆ > 0 and ∆u1 > 0, there
exists kA2 > 0 such that for all |ξ(0)| ≤ ∆, ||u||∞ ≤ ∆u1 and t ≥ 0, the following holds
|ξ(t)|∞ ≤ kA2. (6.2)
Assumption 6.2 implies that the solutions to (6.1) are bounded for any bounded ini-
tial conditions and bounded inputs. This assumption is common within the estimation
context since the estimation of nonlinear systems with unbounded solutions is a com-
plicated task to solve. Moreover, a number of physical systems have solutions that are
uniformly bounded. Note that kA2 > 0 does not need to be known in order to imple-
ment the estimation algorithms presented below. Before presenting our results on pa-
rameter and state estimation for nonlinear systems in the form of (6.1), we summarise
results from [25].
6.3 Multi-observer for nonlinear systems with unknown con-
stant parameters
In this section, we overview results in [25]. Note that those results can be related to the
singular perturbations framework in the sense that they can be regarded as the estima-
tion of the slow and fast states by using the boundary layer model. Let us consider the
system
ẋ = 0, (6.3a)
ξ̇ = f(ξ, x, u), (6.3b)
y = h(ξ, x), (6.3c)
where ξ ∈ Rm is the state of the system, y ∈ Rp is the measured output, u ∈ Rr is the
known input, and x ∈ X is an unknown constant parameter vector where X ⊂ Rn is
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assumed to be a known compact set.
Remark 6.1. The nonlinear system (6.3) represents the particular case when ε = 0 in the
nonlinear model (6.1). Moreover, the system (6.3) can be regarded as the boundary layer
model of a singularly perturbed system as it has the same structure as the system (1.9).
We assume that the system (6.3) satisfies Assumptions 6.1 and 6.2. We now present
the multi-observer approach for parameter and state estimation introduced in [25].
The methodology explained below consists of two main units: a bank of observers
(multi-observer) which generates potential state estimates and the supervisor which
chooses one observer and one potential parameter estimate at any given time. The
multi-observer under the supervisory framework introduced in [25] is depicted by Fig-
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Figure 6.1: Multi-observer approach under the supervisory framework [25].
6.3.1 Static sampling policy
The multi-observer technique requires of finite number of sample points of the known
set X. So, consider the nonlinear system (6.3) where x ∈ X is a fixed unknown parameter.
We select N ∈ N≥1 parameter values x̂i, for i ∈ {1, . . . ,N}, from X to form the sampled







)} → 0 asN→∞. (6.4)
Note that results in [25] do not consider the max notation, but our condition in (6.4)
cover the one in [25]. Since the set X is assumed to be compact, it can be embedded in
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a hypercube. Hence, condition (6.4) can be guaranteed by employing a uniform sam-
pling for instance. Although the static sampling policy is an easy way to address the
parameter and state estimation problem under the multi-observer approach, it has an
important disadvantage as we would need a large number of sample points and ob-
servers to generate accurate parameter and state estimates. This translates into a high
computational cost as the observers must run in parallel. For systems with fixed un-
known parameters, the static sampling policy may perform well without requiring a
significant computational power. We next present the multi-observer.
Multi-observer
A state observer is designed for each x̂i ∈ X̂, for i ∈ {1, . . . ,N}. We assume that each of
these observers is robust with respect to parameter errors in Assumption 6.4. For the
system (6.3), consider the following multi-observer
˙̂ξi = fo(ξ̂i, x̂i, u, y), (6.5a)
ŷi = h(ξ̂i, x̂i, u), (6.5b)
where ξ̂i ∈ Rm, for i ∈ {1, . . . ,N}, are the potential estimates of ξ ∈ Rm, and ŷi ∈ Rp is
the output estimate for each x̂i ∈ X̂, for i ∈ {1, . . . ,N}.
Assumption 6.3. The map fo in (6.5) is continuously differentiable. Furthermore, the
solutions to (6.5) are unique and defined for all positive time, for all initial conditions,
any input u ∈ Rr, any system output y ∈ Rp and any sampled parameter x̂i ∈ X̂, for
i ∈ {1, . . . ,N}.
Denoting the state estimation error as eξi := ξ̂i − ξ, the output error as eyi := ŷi − y,
and the parameter error as exi := x̂i − x, we obtain the following state estimation error
systems for the system (6.3) and the observer (6.5),
ėξi = fei(ξ, x, exi , eξi , u), (6.6a)
eyi = he(ξ, x, exi , eξi , u), (6.6b)
for i ∈ {1, . . . ,N}, where fei = fo(eξi +ξ, exi + x, u, y)− f(ξ, x, u) and he = h(eξi +ξ, exi +
x, u) − h(ξ, x, u).
Observe that Assumption 6.3 alongside with Assumption 6.1 grant certain Lipschitz
properties for the estimation error systems (6.6). Assumption 6.3 also guarantees there
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exists an estimate ξ̂i ∈ Rm for each x̂i ∈ X̂, for i ∈ {1, . . . ,N}, for all time t ≥ 0. We now
assume that the observers (6.5) are designed such that the following property holds.
Assumption 6.4. There exist ai > 0, for i ∈ {1, . . . , 4}, λ0 > 0, a continuous non-negative
function γ̃ : Rn × Rm × Rr → R≥0 with γ̃(0, ξ, u) = 0 for all ξ ∈ Rm, u ∈ Rr such
that for any x̂i ∈ X̂, for i ∈ {1, . . . ,N}, there exists a continuously differentiable function
Vi : Rn × Rm → R≥0, which satisfies the following for all eξi ∈ Rm, ξ ∈ Rm, x ∈ X, u ∈ Rr
a1|eξi |
2∞ ≤ Vi(x, eξi) ≤ a2|eξi |2∞, (6.7)
∂Vi
∂eξi
fei(ξ, x, exi , eξi , u) ≤ −λ0Vi(x, eξi) + γ̃(exi , ξ, u). (6.8)
Assumption 6.4 implies that the observer is robust with respect to small parameter
errors on compact sets. When exi = 0, (6.7) and (6.8) imply that the origin of the state
estimation error system (6.6a) is globally exponentially stable. Observe that the nega-
tivity of the derivative would depend on how large is the magnitude of eξi with respect
to exi so that for large exi the error dynamics (6.6a) become unstable.
Monitoring signals
We next define the monitoring signals µi(·, ·), which are used to select the “best” es-
timates ξ̂i, x̂i, for i ∈ {1, . . . ,N}, from the potential estimates that the multi-observer
(6.5) produces. The signal associated with each observer is the exponentially weighted






for i ∈ {1, . . . ,N}, where λ > 0 is a design parameter. For the static sampling policy pre-
sented in this section, the monitoring signals (6.9) can be implemented as the following
linear filters
µ̇i(0, t) := −λµi(0, t) + |eyi(t)|
2∞, (6.10)
for all t ≥ 0 with µi(0, 0) = 0, for i ∈ {1, . . . ,N}. We now assume that the output error of
each of the observers eyi satisfies the following property.
Assumption 6.5. For any ∆ > 0, ∆eξ > 0, and ∆u1 > 0, there exist a class-K∞ function
αey(·) and a constant TA5 = TA5(∆,∆eξ , ∆u1) > 0 such that for all x̂i ∈ X for i ∈ {1, . . .N},
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|ξ(0)| ≤ ∆, |eξi(0)| ≤ ∆eξ , and ||u||∞ ≤ ∆u1 , the corresponding solution to systems (6.3)
and (6.6) satisfies ∫ t
t−TA5
|eyi(τ)|
2∞dτ ≥ αey(|exi |∞), ∀ t ≥ TA5. (6.11)
The inequality in Assumption 6.5 is known as the persistence of excitation (PE) con-
dition that appears in identification and adaptive literature. This assumption holds
when the output errors eyi ∈ Rp, for i ∈ {1, . . . ,N}, satisfy the classical PE condition,
see [Proposition 1, 25]. This assumption is used to guarantee the convergence proper-
ties of the multi-observer approach. Note that the excitation level grows as the norm
of the parameter error increases. Then, the left-hand side of (6.11) gives quantitative
information regarding the parameter estimation error.
The signal σ : R≥0 → {1, . . . ,N} is used to choose a parameter estimate and an ob-
server from (6.5) at every time instant. It is defined as
σ(t) := arg min
i∈{1,...,N}
µi(t), ∀ t ≥ 0. (6.12)
Note that no dwell time is guaranteed with this selection criterion, and rapid changes
of the signal σ(·) are allowed. Nevertheless, these switches do not affect the dynamics
of the observers (6.5) and system (6.3). Based on switching signal (6.12), the estimated
parameter and the estimated state are given by
x̂(t) := x̂σ(t)(t), (6.13)
ξ̂(t) := ξ̂σ(t)(t), (6.14)
for all t ≥ 0. The parameter and the state estimates are discontinuous in general be-
cause these signals switch among a finite family of continuous trajectories that are in
general different at the switching instants.
Estimation error convergence result
Here, we first present Lemmas 6.1 and 6.2, which were stated and proved in [25] to
define desirable properties of the error systems (6.6) and the monitoring signals (6.9).
Lemma 6.1 states that the error systems (6.6) satisfy a local input-to-state stability prop-
erty with respect to the parameter error exi , for i ∈ {1, . . . ,N}. On the other hand,
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Lemma 6.2 guarantees that the monitoring signals (6.9) are lower and upper bounded
by class-K∞ functions of the parameter error exi , for i ∈ {1, . . . ,N}.
Lemma 6.1. Consider the system (6.3) and the error system (6.6). Let Assumptions 6.1 -
6.4 hold. Then, there exists km > 0 and λ > 0 such that for any ∆ > 0, ∆eξ > 0, ∆u > 0,
there exists γex(·) ∈ K∞ such that the corresponding solutions to (6.6) satisfy, for i ∈
{1, . . . ,N}
|eξi(t)|∞ ≤ km exp(−λt)|eξi(0)|∞ + γex(||exi ||∞), (6.15)
for all x, x̂i ∈ X, |ξ(0)|∞ ≤ ∆, |eξi(0)|∞ ≤ ∆eξ , ||u||∞ ≤ ∆u, and t ≥ 0.
Lemma 6.2. Consider the system (6.3), the monitoring signals (6.9) and the error sys-
tem (6.6). Let Assumptions 6.1 - 6.5 hold. For any ∆̃ > 0, ∆̃eξ > 0, ∆̃u > 0, and
ν > 0, there exist class-K∞ functions α(·) and α(·) independent of ν and a constant
T = T(∆̃, ∆̃eξ , ∆̃u, ν) > 0 such that the monitoring signals µi(0, t) satisfy, for i ∈ {1, . . . , n}
α(|exi |∞) ≤ µi(0, t) ≤ α(|exi |∞) + ν, (6.16)
for all t ≥ T , x, x̂i ∈ X, |ξ(0)|∞ ≤ ∆̃, |eξi(0)|∞ ≤ ∆̃eξ , ||u||∞ ≤ ∆̃u.
The result presented below in Theorem 6.1 was also stated and proved in [25] by
using results from Lemmas 6.1 and 6.2. This theorem states that the estimates (6.13)
and (6.14) are respectively guaranteed to converge to their true values x and ξ up to
some given margins νex > 0 and νeξ > 0, provided that the distance between any point
x ∈ X and the sampled set X̂ is sufficiently small. Then, if the sampling is such that
(6.4) holds, the accuracy of the estimates can be rendered as accurate as desired by
increasingN (the number of samples and observers).
Theorem 6.1. Consider system (6.3), the multi-observer (6.5), the monitoring signals
(6.9), the selection criterion (6.12), and the estimates (6.13) and (6.14). Suppose Assump-
tions 6.1 - 6.5 are satisfied. For any ∆ > 0, ∆eξ > 0, ∆u > 0 and any margins νex > 0
and νeξ > 0, there exist Keξ > 0, Kex > 0, and a sufficiently large N
∗ ∈ N such that for
any N ≥ N∗, the following holds for all |ξ(0)|∞ ≤ ∆, |eξi(0)|∞ ≤ ∆eξ for i ∈ {1, . . . ,N},
||u||∞ ≤ ∆u, and t ≥ 0
|exσ(t)(t)|∞ ≤ Kex , (6.17)
|eξσ(t)(t)|∞ ≤ Keξ , (6.18)
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lim sup
t→∞ |exσ(t)(t)|∞ ≤ νex , (6.19)
lim sup
t→∞ |eξσ(t)(t)|∞ ≤ νeξ . (6.20)
A significant disadvantage of the scheme presented in this section is the need for
a sufficiently large N to guarantee that the estimates fall within the required margins.
Therefore, the computational cost increases as one requires better estimates of x and ξ.
Observe that one can use the multi-observer with a static sampling policy while working
with systems with slowly time-varying parameters. We prove this later in Theorem 6.2.
6.3.2 Dynamic sampling policy (zoom-in approach)
In [25], it was shown that a reduced number of observers N can achieve the same ac-
curacy as the approach described above if the sampled set is periodically updated by
using a zoom-in procedure. We now present the general algorithm of this dynamic pol-
icy since it has inspired the new algorithm presented in this thesis. We introduce the
hypercube X which satisfies that X ⊂ X and discretise it with N ∈ N sample points
whereN is generated by [Theorem 2, 25]. The sampled set is denoted as
X̂ := {x̂1, . . . , x̂N} | x̂i ∈ X for i ∈ {1, . . . ,N}. (6.21)

















sures (6.22), see [25].
When implementing a dynamic sampling policy, we work with time-varying sets
X(tk) and X̂(tk) = {x̂1(tk), . . . , x̂N(tk)}, where tk, for k ∈ N, is the updating time satisfying
tk+1 − tk = Td, (6.23)
with Td > 0 being a design parameter. The full algorithm and the generation of X(tk)
are as explained in the following.
Algorithm 6.1. Assume X is an hypercube centred at some known xc ∈ Rn and of edge
length 2∆ > 0 such that X ⊂ X . Let the zooming-in parameter a ∈ (0, 1) be given. LetN
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be the number of samples and Td be the sampling time. These parameters are generated
by [Theorem 2, 25]. In view of (6.23), let tk := kTd, for k ∈ N.
1. Set k = 0. Let xc(t0) = xc and ∆(t0) = ∆.
2. Generate the sampled set X̂(tk) by using (6.21) and (6.22).
3. Design a state observer for (6.3) for each x̂i(tk) ∈ X̂(tk), for i ∈ {1, · · · , N} and k ∈ N
˙̂ξi = fo(ξ̂i, x̂i(tk), u, y), ∀ t ∈ [tk, tk+1), (6.24a)




where ξ̂i ∈ Rm and ŷi ∈ Rp are the state and the output estimates. The monitoring
signals (6.9) are implemented as follows, for i ∈ {1, . . . ,N} and k ∈ N
µ̇i(tk, t) = −λµi(tk, t) + |eyi(t)|
2, ∀ t ∈ [tk, tk+1),
µi(tk, tk) = 0. (6.25)
The selection criterion signal is as follows, for k ∈ N
σ(t) := arg min
i∈{1,...,N}
µi(tk, t), ∀ t ∈ [tk, tk+1). (6.26)
4. Generate the new set to be sampled as follows
xc(tk+1) = x̂σ(t−k+1)
(t−k+1), (6.27)
∆(tk+1) = a∆(tk), (6.28)
X(tk+1) = X(xc(tk+1), ∆(tk+1)) ∩ X(tk) ∩ · · · ∩ X(t0). (6.29)
5. Let k = k+ 1. Then, go to step 2.
When using the above sampling policy in our setting, the slowly time-varying pa-
rameters may eventually leave the sampled set which reduces its size due to the zoom-
in procedure. Hence, the parameter estimation error cannot be reduced arbitrarily even
if we use a large number of observers. We next demonstrate and illustrate this on an ex-
ample of a neural mass model with slowly time-varying parameters.
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6.3.3 Case study: A neural mass model with slowly time-varying parameters
Here, we illustrate that Algorithm 6.1 may lead to arbitrarily large estimation errors
when dealing with systems with unknown slowly time-varying parameters. The param-
eter estimation error can be as large as the diameter of the set in which the unknown
parameter lives. To demonstrate that the error cannot be arbitrarily reduced when im-
plementing the Algorithm 6.1, we consider the neural mass model used as an example
in [25]. So, let us consider the class of nonlinear systems in the following form
ż = A(x(t))z+G(x(t))γ(Hz) + B(x(t))σ(u, y), (6.30a)
y = C(x(t))z, (6.30b)
where x ∈ X ⊂ Rn, z ∈ Rm, y ∈ Rp, u ∈ Ru, γ : Rn → Rs and σ : Rr × Rp → Rq. The ma-
trices A(x(t)), B(x(t)), C(x(t)) and G(x(t)) are continuous in x on the known compact
set X. The neural mass model has the form of (6.30) with the following matrices
A =

0 1 0 0 0 0
−a2 −2a 0 0 0 0
0 0 0 1 0 0
0 0 −a2 −2a 0 0
0 0 0 0 0 1














0 x1(t)a 0 0 0 0




c1 0 0 0 0 0
c3 0 0 0 0 0
]
,
and C = [0 0 1 0 − 1 0], where the parameters a, b, c1, c2, c3 and c4 are assumed to
be known. The nonlinear terms in (6.30) are γ = (S, S) and σ(u, y) = (S(y), u) where
the function S denotes the sigmoid function S(v) := 2e0
1+exp[r(v0,v)]
for v ∈ R with known
constants e0, v0 and r ∈ R≥0. The states z1, z3 and z5 are the membrane potential con-
tributions of the pyramidal neurons, the excitatory and the inhibitory inter-neurons
respectively, and z2, z4 and z6 are their respective time derivatives. The unknown pa-
rameters x1 and x2 represent the synaptic gains of excitatory and inhibitory neuronal
populations, respectively. For a further explanation of the neural mass model, its dy-
namics and its parameters, the reader is referred to [57].
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While [25] assumes that the unknown vector parameter is constant, we assume the









25.5+ 0.015t if x2 ∈ (22, 28),
28 otherwise,
(6.31b)
so that |ẋ(t)| ≤ ε where ε = 0.015. We consider the state observer introduced in [27] to
construct the following multi-observer
˙̂zi = A(x̂i)ẑi +G(x̂i)γ(Hẑi + K(x̂i)(Cx̂i − y)) + B(x̂i)σ(u, y)
+ L(x̂i)(C(x̂i)ẑi − y), (6.32a)
ŷi = C(x̂i)ẑi, (6.32b)
for i ∈ {1, . . . ,N}, where K(x̂i) and L(x̂i) are the observer gain matrices which are com-
puted as described in the following. Suppose there exist real matrices Pi = PTi > 0,
Mi = diag(mi1, . . . ,min) > 0 and scalars νi, µi such that the following holds
A(Pi, L(x̂i), νi) B(Pi,Mi, K(x̂i)) Pi
? E(Mi) 0
? ? −νiI
 ≤ 0, (6.33)
where the elements are
A(Pi, L(x̂i), νi) = Pi(A(x̂i) + L(x̂i)C(x̂i)) + (A(x̂i) + L(x̂i)C(x̂i))TPi + νi, I









where I is the identity matrix and bγk ∈ Rn\0 is such that
∂γk(vk)
∂vk
≤ bγk < ∞ for all
vk ∈ R where γ = (γ1, . . . , γn).
To show that Algorithm 6.1 cannot achieve arbitrarily small parameter estimation
errors when dealing with systems with unknown slowly-time varying parameters, we
implement such algorithm to the neural mass model described above. In Figure 6.2, we
show simulation results where we plotted with blue dots the sample points taken from
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the set X, the red dot is the estimated parameter vector and the yellow mark is the real
unknown slowly time-varying parameter. To perform simulations, we assumed that the
parameter moves from the center of X to the corner and stay there forever. In Table 6.1,
we display the simulation parameters for the neural mass model.
a = 100 b = 50 c1 = 135 c2 = 108 c3 = 33.75
c4 = 33.75 e0 = 2.5 v0 = 6 r = 0.56
Table 6.1: Simulation parameters for results displayed in Figure 6.2.
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Figure 6.2: Yellow: Real parameter. Blue: Parameter sample points. Red: Parameter
estimate.
Observe that in Figure 6.2 the parameter estimates obtained by using the dynamic
sampling policy in Algorithm 6.1 are able to follow the real parameter just for a finite
time. As the parameter vector moves away from its initial condition, Algorithm 6.1 can-
not follow real parameter so that the parameter estimation error increases, and subse-
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Parameter estimation error (x̂1 − x1)













Parameter estimation error (x̂2 − x2)
Figure 6.3: Parameter estimation errors for the neural mass model with slowly time-
varying parameters.
quently, the state estimation error grows too. The performances of the parameter and
state estimation errors are plotted in Figures 6.3 and 6.4. In Figure 6.4, we only included
results for the states z3 and z5 as they exhibit the biggest state estimation errors.














State estimation error (ẑ3 − z3)














State estimation error (ẑ5 − z5)
Figure 6.4: State estimation errors for z3 and z5 when using the dynamic sampling policy
from [25].
The above results illustrate that we need a zoom-out procedure besides the zoom-in
to allow the sampled set to recapture the varying parameter when it has left the set. This
would permit to the parameter and state estimation errors to converge to an arbitrar-
ily small neighbourhood around the origin. In the next section, we introduce a novel
dynamic sampling policy that leads to a non-trivial generalisation of results in [25].
The dynamic policy from [25] may lose the parameter even when it is constant.
However, the tuning conditions for the algorithm ensure that the parameter estimation
error is sufficiently small even when the parameter is no longer in the sampled set. In
the scenario of having noisy measurements, the dynamic sampling policy introduced
in [25] cannot address small estimation errors if the sampled set loses the parameter.
Although we do not analyse this scenario in here, we illustrate by simulation results
that our proposed policy can address this problem in Chapter 7.
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6.4 Multi-observer for nonlinear systems with unknown slowly
varying parameters
In this section, we address the problem of parameter and state estimation of nonlinear
systems with slowly time-varying parameters. We consider the class of plants defined
by (6.1) where we have assumed that x(t) ∈ X is an unknown time-varying parameter
vector where X ⊂ Rn is a known compact set. Moreover, the derivative of the varying
parameter is bounded as follows |ẋ(t)|∞ ≤ εLx for a fixed Lx > 0 and a sufficiently
small ε > 0.
As stated above, we propose here a novel dynamic sampling policy to tackle the
main estimation problem of this chapter. However, before presenting the new dynamic
sampling policy and proving a convergence result for it, we show that, under appropri-
ate modifications, the static sampling policy in Section 6.3.1 can be used for parameter
and state estimation of nonlinear systems with slowly time-varying parameters at the
expense of a high computational cost. We then introduce a new dynamic sampling pol-
icy and state a convergence result for it. In Chapter 7, we show by simulations on a
single neural mass model that the new sampling policy achieves the same accuracy as
the static sampling policy with a reduced number of observers. Note that we present
generalised versions of Lemmas 6.1 and 6.2 that can be applied to systems with slowly
time-varying parameters.
6.4.1 Static sampling policy
The problem setting presented in this section is similar to the one in Section 6.3.1.
Here, we consider those nonlinear systems with models defined by (6.1) where we have
that x(t) ∈ X is an unknown slowly time-varying parameter. We select N ∈ N≥1 pa-
rameter values x̂i, for i ∈ {1, . . . ,N}, from the known set X to form the sampled set
X̂ = {x̂1, x̂2, . . . , x̂N}. The selection of the samples is done such that (6.4) holds.
Multi-observer
By following the multi-observer approach described in Section 6.3.1, we design a state
observer for each x̂i ∈ X̂, for i ∈ {1, . . . ,N}. We consider that the multi-observer with the
dynamics defined by (6.5) is synthesised for the system (6.1). Furthermore, we assume
that each observer of the bank of observers in (6.5) satisfies Assumption 6.3.
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As stated above (6.6), we define the state estimation error as eξi := ξ̂i−ξ, the output
error as eyi := ŷi − y, and the parameter error as exi := x̂i − x. It follows that state
estimation error systems for the system (6.1) and the observer (6.5) are given by
ėξi = fei(ξ, x(t), eξi , exi(t), u), (6.34a)
eyi = he(ξ, x(t), eξi , exi(t), u), (6.34b)
for i ∈ {1, . . . ,N}, where fei = fo(eξi + ξ, exi(t) + x(t), u, y) − f(ξ, x(t), u) and he =
h(eξi + ξ, exi(t) + x(t), u) − h(ξ, x(t), u). Note that (6.34) has the same structure as (6.6)
with the main difference that we now have that x is a slowly time-varying parameter so
that exi is also slowly time-varying.
The main aim of this section is to tackle the problem of parameter and state stima-
tion of nonlinear systems with slowly time-varying parameters. Hence, since we want
to prove a stronger result than those in [25], we need to assume that the state estimation
errors satisfy stronger conditions than those in Assumption 6.4.
Assumption 6.6. There exists ai > 0, for i ∈ {1, . . . , 4}, λ0 > 0, a continuous non-negative
function γ̃ : Rn × Rm × Rr → R≥0 with γ̃(0, ξ, u) = 0 for all ξ ∈ Rm, u ∈ Rr such
that for any x̂i ∈ X̂, for i ∈ {1, . . . ,N}, there exists a continuously differentiable function
Vi : Rn × Rm → R≥0, which satisfies the following for all ezi ∈ Rm, ξ ∈ Rm, x ∈ X, u ∈ Rr
a1|eξi |
2∞ ≤ Vi(x, eξi) ≤ a2|eξi |2∞, (6.35)
∂Vi
∂eξi
fei(ξ, x, eξi , exi , u) ≤ −λ0Vi(x, eξi) + γ̃(exi , ξ, u), (6.36)∣∣∣∣ ∂Vi∂eξi
∣∣∣∣∞ ≤ a3|eξi |∞,
∣∣∣∣∂Vi∂x
∣∣∣∣∞ ≤ a4|eξi |2∞. (6.37)
Note that the inequalities in (6.37) are needed to handle perturbations when the
parameter is slowly time-varying. These conditions are standard when analysing the
stability of nonlinear slowly varying systems [Section 9.6, 70].
The supervisor in the multi-observer approach consists of a set of monitoring sig-
nals and a selection criterion. For the case we are dealing with in this section, we
consider the monitoring signals defined by (6.9). However, their implementation is
changed with respect to the static sampling policy in Section 6.3.1. Here, we periodi-
cally reset the monitoring signals to zero to prevent them to increase unbounded. Fur-
thermore, resetting the monitoring signals to zero allows to the selection criterion to
choose an estimate based on the most recent data. We consider a finite time Td > 0
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so that Td = tk+1 − tk where tk is a resetting time of the monitoring signals. Hence, we
implement the monitoring signals as follows, for i ∈ {1, . . . ,N} and k ∈ N
µ̇i(tk, t) = −λµi(tk, t) + |eyi(t)|
2, ∀ t ∈ [tk, tk+1),
µi(tk, tk) = 0. (6.38)
We assume that the output error of each of the observers satisfies a persistence of ex-
citation condition implied by a modified version of Assumption 6.5 where we let exi =
exi(tk) and x̂i = x̂i(tk). So, let us consider the following assumption.
Assumption 6.7. For any ∆ > 0, ∆eξ > 0, and ∆u1 > 0, there exist a class-K∞ function
αA7(·) and a constant TA7 = TA7(∆,∆eξ , ∆u1) > 0 such that for all x̂i(tk) ∈ X, i ∈ {1, . . .N},
|ξ(0)| ≤ ∆, |eξi(0)| ≤ ∆eξ , and ||u||∞ ≤ ∆u1 , the corresponding solution to systems (6.3)
and (6.6) satisfies ∫ t
t−TA7
|eyi(τ)|
2∞dτ ≥ αA7(|exi(tk)|∞), (6.39)
for all t ≥ tk + TA7 for any tk ≥ 0.
The selection criterion in the supervisor is given by the piecewise constant function
defined as follows
σ(tk+1) := arg min
i∈{1,...,N}
µi(tk, tk+1). (6.40)
Estimation error convergence result
We now present the convergence results for the multi-observer technique when im-
plemented on systems with slowly time-varying parameters by using a static sampling
policy. We first present three useful results needed to prove the result in Theorem 6.2. In
Lemma 6.3, we show that each of the error systems (6.34) satisfies a practical ISS prop-
erty with respect to the parameter error exi , for i ∈ {1, . . . ,N}. We then prove that As-
sumption 6.7 leads to a weaker persistence of excitation condition for the systems with
slowly time-varying parameters. Furthermore, we prove that the monitoring signals
µi(0, t), for i ∈ {1, . . . ,N}, defined by (6.9) are lower and upper bounded in Lemma 6.5
where the upper and lower bounds are different from those in [Lemma 2, 25]. These
results are then used to conclude Theorem 6.2 which states a convergence result for the
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estimates obtained via the multi-observer (6.5) when used on nonlinear systems with
slowly time-varying parameters.
Lemma 6.3. Consider the system (6.1), and the estimation error systems (6.34). Let As-
sumptions 6.1 - 6.3, and 6.6 hold. Then, there exist kL1 > 0, λL1 > 0 and ε̃∗ > 0 such that
for any ∆ > 0, ∆eξ > 0 and ∆u1 > 0, there exists γL(·) ∈ K∞ such that the corresponding
solutions to (6.34) satisfy, for i ∈ {1, . . . ,N},
|eξi(t)|∞ ≤ kL1 exp (−λL1t) |eξi(0)|∞ + γL(||exi ||∞), (6.41)
for all ε ∈ (0, ε̃∗), x̂i ∈ X, |ξ(0)|∞ ≤ ∆, |eξi(0)|∞ ≤ ∆eξ , ||u||∞ ≤ ∆u1 , and t ≥ 0.
Remark 6.2. Observe that inequalities in (6.37) in Assumption 6.6 can be relaxed at the
expense of concluding a practical input-to-state stability property in Lemma 6.3. Re-
laxing conditions in Assumption 6.6 to hold with general nonlinear α(·) ∈ K functions
would allow using a larger class of observers. Note that this relaxation can be done as we
have assumed that the system (6.1) has bounded solutions.
The proof of Lemma 6.3 is presented in Appendix C.1. This result is used to prove
Lemma 6.5 as well as the Theorem 6.2.
Lemma 6.4. Consider the error systems (6.34) and let Assumptions 6.1 - 6.3, 6.6 and 6.7
hold. For any ∆ > 0, ∆eξ > 0 and ∆u1 > 0, there exist a class-K∞ function αL(·), a
constant Tf = Tf(∆,∆eξ , ∆u1) > 0, kPE > 0 and ε̃
∗ > 0, such that the following holds, for
i ∈ {1, . . .N}, ∫ t
t−Tf
|eyi(τ)|
2∞dτ ≥ max{αL(|exi(tk)|∞) − ε2kPE, 0} , (6.42)
for all t ≥ tk+Tf, for any tk ≥ 0, ε ∈ (0, ε̃∗), |ξ(0)|∞ ≤ ∆, |eξi(0)|∞ ≤ ∆eξ , and ||u||∞ ≤ ∆u1 .
The corresponding proof of Lemma 6.4 is presented in Appendix C.2. We have stated
the result in Lemma 6.4 since it is needed to be able to prove the following lemma.
Lemma 6.5. Consider the system (6.1), the monitoring signals (6.9) and the error system
(6.34). Let Assumptions 6.1 - 6.3, 6.6 and 6.7 hold. For any ∆̃ > 0, ∆̃eξ > 0, ∆̃u1 > 0 and
ν > 0, there exist class-K∞ functions χ(·) and χ(·) independent of ν, kLM > 0, a constant
T = T(∆̃, ∆̃eξ , ∆̃u1 , ν) > 0, Td ≥ T and ε∗ > 0 such that the monitoring signals µi(tk, t)
satisfy, for i ∈ {1, . . . , n}
max
{
χ(|exi(tk)|∞) − ε2kLM, 0
}
≤ µi(tk, t) ≤ χ(|exi(tk)|∞) + ν, (6.43)
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for all t ∈ [tk + T, tk+1), k ∈ N, and for all ε ∈ (0, ε∗), x(t), x̂i ∈ X, |ξ(0)|∞ ≤ ∆̃, |eξi(0)|∞ ≤
∆̃eξ and ||u||∞ ≤ ∆̃u1 .
The proof of Lemma 6.5 is presented in Appendix C.3. We are now ready to state a
convergence result for the parameter and state estimation errors for the case of having
a nonlinear system with slowly time-varying parameters when using a static sampling
policy. The proof of Theorem 6.2 uses results in Lemmas 6.3 - 6.5 to conclude the result.
The proof of Theorem 6.2 is presented in Appendix C.4.
Theorem 6.2. Consider system (6.1), the multi-observer (6.5), the monitoring signals
(6.9), the selection criterion (6.12), and the static sampling policy. Let Assumptions 6.1 -
6.3, 6.6 and 6.7 hold. Then, for any ∆ > 0, ∆eξ > 0, ∆u > 0, ν̃ex > 0 and ν̃eξ > 0, there
exist K̃eξ > 0, K̃ex > 0, ε̂
∗ > 0, and a sufficiently large N∗ ∈ N such that for any N ≥ N∗,
the following holds
|exσ(t)(t)|∞ ≤ K̃ex , (6.44)
|eξσ(t)(t)|∞ ≤ K̃eξ , (6.45)
lim sup
t→∞ |exσ(t)(t)|∞ ≤ ν̃ex , (6.46)
lim sup
t→∞ |eξσ(t)(t)|∞ ≤ ν̃eξ , (6.47)
for all ε ∈ (0, ε̂∗), |ξ(0)|∞ ≤ ∆, |eξi(0)|∞ ≤ ∆eξ for i ∈ {1, . . . ,N}, ||u||∞ ≤ ∆u, and t ≥ 0.
Remark 6.3. The static sampling policy can be used for parameter and state estimation of
nonlinear systems with slowly time-varying parameters. However, it needs a large num-
ber of observers to guarantee arbitrarily small parameter and state estimation errors after
a sufficiently large t ≥ 0. Hence, the static sampling policy requires a significant compu-
tational power. We illustrate this through numerical simulation results in Chapter 7. The
number of observers can be reduced by using the dynamic sampling policy presented in
the next section while achieving the same accuracy as the static policy. This is also illus-
trated via simulations in Chapter 7.
6.4.2 A novel dynamic sampling policy
We now introduce a new dynamic sampling policy designed to overcome the computa-
tional cost of the static method, see Theorem 6.2, and the inability of the dynamic sam-
pling policy proposed in [25] to deal with slowly time-varying parameters. This new
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dynamic sampling policy is such that allows the implementation the multi-observer
technique on systems with slowly time-varying parameters. This policy consists of a
zoom-in and a zoom-out procedure inspired by the work in [80]. Results in this section
generalise those in [25].
Algorithm 6.2. Let ∆0 ≥ 0 and xc ∈ Rn be given such that X ⊂ X(xc, ∆0). Let a ∈
(0, 1), b > 1, c > 0, δ0 > 0, and δ1 ∈ (0, δ0), and let N ∈ N and Td > 0, where a
and b are the zoom-in and zoom-out factors, respectively, c is a threshold for the zoom-
out procedure, δ is a threshold for the monitoring signals, N is the number of samples
and Td is the sampling time. These parameters are generated by Theorem 6.3 presented
below. In view of (6.23), let tk := kTd, for k ∈ N. Moreover, let x̂0 be the initial condition
for the parameter estimate and let m(tk) be a discrete variable which will take values in
the set {‘zoom-in’, ‘zoom-out’} with initial valuem(t0) = ‘zoom-in’.
1. Set k = 0. Let xc(t0) = xc and ∆(t0) = ∆0 such that X ⊂ X(xc(t0), ∆(t0)) and define
X(t0) = X(xc(t0), ∆(t0)) ∩ X.
2. Generate the sampled set X̂(tk) by using (6.21) and (6.22).
3. Design a state observer for (6.3) for each x̂i(tk) ∈ X̂(tk), for i ∈ {1, · · · , N} and k ∈ N
˙̂ξi = fo(ξ̂i, x̂i(tk), u, y), ∀ t ∈ [tk, tk+1), (6.48a)




where ξ̂i ∈ Rm and ŷi ∈ Rp are the state and the output estimates. The monitoring
signals (6.9) are implemented as follows, for i ∈ {1, . . . ,N} and k ∈ N
µ̇i(tk, t) = −λµi(tk, t) + |eyi(t)|
2, ∀ t ∈ [tk, tk+1),
µi(tk, tk) = 0. (6.49)
The selection criterion signal is as follows, for k ∈ N
σ(tk+1) := arg min
i∈{1,...,N}
µi(tk, tk+1). (6.50)
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4. Let µσ(tk+1) = mini∈{1,...,N} µi(tk, tk+1), and
m(tk+1) =

‘zoom-in’ if µσ(tk+1) < δ1,
‘zoom-out’ if µσ(tk+1) > δ0,
m(tk) if µσ(tk+1) ∈ [δ1, δ0].
(6.51)
5. Implement the following,
• Zoom-in: Ifm(tk+1) = ‘zoom-in’, let
xc(tk+1) = x̂σ(t−k+1)
(t−k+1), (6.52)
∆(tk+1) = a∆(tk), (6.53)
X(tk+1) = X(xc(tk+1), ∆(tk+1)) ∩ X(tk). (6.54)
• Zoom-out: Ifm(tk+1) = ‘zoom-out’, let
xc(tk+1) = xc(tk), (6.55)
∆(tk+1) = bmax{∆(tk), c}, (6.56)
X(tk+1) = X(xc(tk+1), ∆(tk+1)) ∩ X(t0). (6.57)
6. Let k = k+ 1. Then, go to step 2.
We introduce some new notation. Note that for each k ∈ N≥1 we have m(tk) =
‘zoom-in’ or m(tk) = ‘zoom-out’ so that a zoom-in or a zoom-out is implemented at
iteration k. Hence, there is a subsequence of intervals on which we zoom-in or zoom-
out for a given initial condition. We introduce kj ∈ N≥1 such that
m(tk) = ‘zoom-in’, ∀ tk ∈ [tk2j , tk2j+1−1],
m(tk) = ‘zoom-out’, ∀ tk ∈ [tk2j+1 , tk2j+2−1],
(6.58)
for j ∈ {0, . . . ,N}, with either finite N ∈ N or N = ∞ since there may be finitely or
infinitely many switchings between zoom-in and zoom-out. For all our results, we will
always let k0 = 1, except when it is stated differently.
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Estimation error convergence result
The multi-observer in Algorithm 6.2 is required to satisfy Assumption 6.3. Observe that
the estimation error systems for (6.1) and (6.48) are as follows
ėξi = fei(ξ, x(t), eξi , exi(t), u), ∀ t ∈ [tk, tk+1), (6.59a)
eyi = he(ξ, x(t), eξi , exi(t), u), (6.59b)
for i ∈ {1, · · · , N} and k ∈ N, where fei and he are as defined after (6.6). The param-
eter estimation error is as defined above of (6.6), i.e. exi = x̂i − x. Observe that the
Algorithm 6.2 implies that exi(·) are piecewise continuous functions with jumps (dis-
continuities) at each t = tk, k ∈ N. Although all variables on the right hand side of
(6.59) depend on the time, we have highlighted only the time dependency of x(t) and
exi(t) to make a clear distinction respect to the error systems (6.6).
We now present a convergence result for the multi-observer technique when us-
ing the new dynamic sampling policy presented above for the case of having unknown
time-varying parameters. Since our Algorithm 6.2 is such that x̂i(tk) ∈ X, for i ∈ {1, . . . , n}
and k ∈ N, we are able to invoke Lemmas 6.3 and 6.5.
Theorem 6.3. Consider the nonlinear system (6.1), the Algorithm 6.2, and the error sys-
tems (6.59). Let Assumptions 6.1 - 6.3, 6.6 and 6.7 hold. Then, for any given ∆̂ > 0,











0, χ ((1− θ)c)
)
, for θ ∈ (0, 1), and δ1 ∈ (0, δ0),
there exists K̂ex > 0, K̂eξ > 0, sufficiently large T
∗ > 0 and N∗ ∈ N such that for any
Td ≥ T∗ and N ≥ N∗ there exists ε∗ > 0, constructed according to Algorithm 6.3 below,
such that the following holds
|exσ(t)(t)|∞ ≤ K̂ex , (6.60)
|eξσ(t)(t)|∞ ≤ K̂eξ , (6.61)
lim sup
t→∞ |exσ(t)(t)|∞ ≤ ν̂ex , (6.62)
lim sup
t→∞ |eξσ(t)(t)|∞ ≤ ν̂eξ , (6.63)
for all ε ∈ (0, ε∗), |ξ(0)|∞ ≤ ∆̂, |eξi(0)|∞ ≤ ∆̂eξ for i ∈ {1, . . . ,N}, ||u||∞ ≤ ∆̂u1 , and t ≥ 0.
Algorithm 6.3. (Construction of T∗ > 0,N∗ ∈ N,N ≥ N∗, Td > 0, and ε∗ > 0): Let ∆̂ > 0,
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δ0 ∈
(
0, χ ((1− θ)c)
)
, for θ ∈ (0, 1), and δ1 ∈ (0, δ0) be given. Consider γL(·) ∈ K∞
and ε̃∗ > 0 generated by Lemma 6.3, χ(·), χ(·) ∈ K∞, kLM > 0 and ε∗ > 0 generated by
Lemma 6.5 and π(·, ·) ∈ KL satisfying (6.22). Then, we have the following.










2. Select ∆0 > 0 as stated in Algorithm 6.2, ∆2 ∈ (0, ∆0) and ∆1 ∈ (∆2, ∆0) such that
∆2 = c and ∆1 = 2bc
√
n.
3. Select T∗ > 0, N∗ ∈ N sufficiently large and Td ≥ T∗ such that Lemma 6.5 holds
with ν > 0 sufficiently small such that
χ−1(χ(π(s,N∗)) + 2ν) ≤ as, (6.65)
for all s ∈ [∆2, ∆0].
4. SelectN > 0 sufficiently large such thatN ≥ N∗,
χ(π(∆0, N)) + ν ≤ δ0, (6.66)
and
χ(π(∆1, N)) + ν < δ1. (6.67)
Recall that 0 < δ1 < δ0.
5. Define ε∗ > 0 as follows
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ε∗5 =
√







Remark 6.4. A large number of sampling points N, leading to a large number of ob-
servers, would require significant computational resources. Hence, we aim to reduce the
computational cost by having a time-varying set X(tk) and a reduced number of sample
points and observers, N ∈ N. To achieve better accuracy of the estimates, we implement
a zoom-in procedure; however, when applying the multi-observer technique to systems
with slowly time-varying parameters, x(t) may occasionally exit the set X(tk) since x(t)
is slowly changing and the parameter sampled set is reducing its size. This was demon-
strated via simulation results on a neural mass model in Section 6.3.3. Therefore, we need
a zoom-out procedure to capture x(t) within the set X(tk) if the parameter has left X(tk).
Since it is not possible to directly know when x(t) has left X(tk), we switch between zoom-
in and zoom-out based on the monitoring signals which indirectly help to check if x(t) is
close to X̂(tk).
Remark 6.5. It is always possible to ensure (6.65) since χ(·), χ(·) ∈ K∞ and π(·, ·) ∈ KL.
Furthermore, the choice of δ0 and ∆2 guarantees a positive numerator in the argument
of the square root of the forth term of (6.68). Observe that we can always choose δ0 ∈(
0, χ ((1− θ)c)
)
, for θ ∈ (0, 1), δ1 ∈ (0, δ0) and N ≥ N∗ such that (6.66) and (6.67) hold
due to the properties of the functions χ(·) and π(·, ·) and because ∆0 > ∆1.
Remark 6.6. The argument within the square root in (6.73) is always positive as ∆2 = c
and δ0 ∈
(
0, χ ((1− θ)c)
)
, for θ ∈ (0, 1).
We now present two useful results that are the key ingredients for the proof of The-
orem 6.3. We first study the behaviour of the Algorithm 6.2 when m(tk) = ‘zoom-in’
for all tk ∈ [tk2j , tk2j+1−1] in Lemma 6.6. Then, we provide a bound for the infinity norm
of the parameter estimation error for the time intervals [tk2j+1 , tk2j+2−1], for j ∈ N, in
Lemma 6.7. Furthermore, we show in Lemma 6.7 that the construction of the observer
parameters in Algorithm 6.3 guarantees that k2j+2−k2j+1 = 1, for all j ∈ N, which implies
the zoom-out interval consists of one iteration and then the sampling policy switch to
the zoom-in interval. These two results are concatenated in the proof of Theorem 6.3
to guarantee that, after the transient has terminated, the parameter estimation error
becomes ultimately bounded. Then, we use this ultimate bound to show that the state
estimates are ultimately bounded too. It is proven that the ultimate bounds can be
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made arbitrarily small if ε is sufficiently small and if the observer parameters are appro-
priately tuned.
Lemma 6.6. Let conditions of Theorem 6.3 hold such that η̂ > 0, ∆0 > 0, ∆1 > 0, ∆2 > 0,
T∗ > 0, N∗ ∈ N, N ≥ N∗, Td > 0, and ε∗ > 0 are generated by Algorithm 6.3. Consider
tk ∈ [tk2j , tk2j+1−1], for j ∈ N. Then, for all ε ∈ (0, ε∗), |ξ(0)|∞ ≤ ∆̂, |eξi(0)|∞ ≤ ∆̂eξ for
i ∈ {1, . . . ,N}, ||u||∞ ≤ ∆̂u1 , and t ≥ 0, the following holds, for any tk
∆(tk−1) ≥ ∆2 =⇒ x(tk) ∈ X(tk) =⇒ m(tk) = ‘zoom-in’, (6.75)
and
x(tk) 6∈ X(tk) =⇒ ∆(tk−1) < ∆2, (6.76)
moreover
m(tk2j+1) = ‘zoom-out’ =⇒ x(tk2j+1) 6∈ X(tk2j+1) =⇒ ∆(tk2j+1−1) < ∆2. (6.77)
Furthermore, for any ∆(tk2j−1) = ∆in ∈ (∆2, ∆0], the following holds∣∣∣exσ(t−k ) (t−k )∣∣∣∞ ≤ max{ak−k2j+1∆in, ∆2} , (6.78)
for all tk ∈ [tk2j , tk2j+1−1], and moreover
|exσ(t−k2j+1−1)
(t−k2j+1−1)|∞ < ∆2, (6.79)
for all j ∈ N.
The proof of Lemma 6.6 is presented in Appendix C.5. Since our construction guar-
antees that m(tk0) = ‘zoom-in’, the result in Lemma 6.6 characterises the transient of
the multi-observer approach when using the new dynamic sampling policy proposed
in Algorithm 6.2. This result also delivers the appropriate bounds so that we are able to
relate the end of a ‘zoom-in’ interval with the beginning of a ‘zoom-out’ interval.
Lemma 6.7. Let conditions of Theorem 6.3 hold such that η̂ > 0, ∆0 > 0, ∆1 > 0, ∆2 > 0,
T∗ > 0,N∗ ∈ N,N ≥ N∗, Td > 0, and ε∗ > 0 are generated by Algorithm 6.3. Assume there
exists ∆out ∈ (0, ∆2) such that ∆(tk2j+1−1) ≤ ∆out for all j ∈ N. Then, for all ε ∈ (0, ε∗),
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|ξ(0)|∞ ≤ ∆̂, |eξi(0)|∞ ≤ ∆̂eξ for i ∈ {1, . . . ,N}, ||u||∞ ≤ ∆̂u1 , and t ≥ 0, the following holds
k2j+2 − k2j+1 = 1, (6.80)
and the parameter estimation error satisfies
|exσ(t−k2j+2−1)
(t−k2j+2−1)|∞ < ∆1, (6.81)
for all j ∈ N.
The proof corresponding to Lemma 6.7 is presented in Appendix C.6. Observe that
∆out ≤ ∆2, ∆1 ∈ (∆2, ∆0), (6.79) and (6.81) imply that we can concatenate results from
Lemmas 6.6 and 6.7. Therefore, these two lemmas are the key ingredients to obtain an
ultimate bound of the parameter estimation error in proof of Theorem 6.3 presented in
Appendix C.7.
Remark 6.7. The proposed dynamic sampling policy can be used on systems with con-
stant parameters and with noisy measurements. In Chapter 7, we demonstrate via simu-
lations that our proposed technique can deal with the case when the noise vanishes after
a finite time as well as with non-vanishing noise. For the case of non-vanishing noise,
we illustrate that the state estimation errors exhibit an ISS behaviour with gain from the
measurement noise. We present simulation results for these problems in Chapter 7 and a
rigorous analysis is left for future work.
6.5 Conclusions of the Chapter
In this chapter, we addressed the problem of parameter and state estimation of non-
linear systems with unknown slowly time-varying parameters. We tackled the problem
by using a multi-observer approach under the supervisory framework. We proposed
a novel dynamic sampling policy that uses zoom-in and zoom-out procedures to al-
low to the parameter estimates to follow a slowly time-varying parameter. This new
dynamic sampling policy lead to a generalisation of existing results for parameter and
state estimation in [25]. We rigorously proved that our proposed technique guarantees
the parameter and state estimation errors can be made as small as desired if the slowly





In this chapter, we implement the multi-observer approach presented in Chapter 6 on a
nonlinear autonomous system with slowly time-varying parameters. We demonstrate via
simulations that our proposed technique can be used on systems with constant parameters
and noisy measurements. We illustrate that our dynamic sampling policy works well when
the plant has unknown discontinuous slowly time-varying parameters with a sufficiently
large dwell-time. Furthermore, we present simulation results on full-state estimation of a
singularly perturbed system.
7.1 Introduction
THE NEW DYNAMIC sampling policy presented in Chapter 6 generalises results in[25] to the case of having nonlinear systems with slowly time-varying parameters.
Here, we present simulation results where we estimate the parameter and state of a
neural mass model with unknown slowly time-varying parameters. We first revisit the
case study presented in Chapter 6 and demonstrate that the static sampling policy can
achieve arbitrarily small parameter and state estimation errors after a sufficiently large
t ≥ 0 if we use a large number of observers. We then illustrate through simulations
that our proposed sampling policy in Algorithm 6.2 is able to deal with systems with
unknown slowly time-varying parameters while using a reduced number of observers.
We also show via simulations that the proposed multi-observer approach under the
supervisory framework can address more general problems when the new sampling
policy is used. We present simulation results for the case when the neural mass model
has unknown constant parameters with noisy measurements. We illustrate that our
technique can address the problem of having vanishing and non-vanishing measure-
ment noise. These are problems that cannot be addressed by results in [25]. We also
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show simulations for the case when the slowly time-varying parameter is discontinu-
ous with a sufficiently large τd dwell-time, i.e. there is a τd time interval between con-
secutive discontinuities. Finally, we demonstrate via simulations that the Algorithm 6.2
can be used for the full-state estimation of singularly perturbed systems when the fast
dynamics treat the slow states as slowly time-varying parameters. These scenarios are
only presented via simulations and their theoretical study is left for future work.
7.2 Neural mass model
In this chapter, we present simulation results for the neural mass model studied in Sec-
tion 6.3.3. Hence, consider the class of systems defined by
ż = A(x(t))z+G(x(t))γ(Hz) + B(x(t))σ(u, y), (7.1a)
y = C(x(t))z, (7.1b)
where x ∈ X ⊂ Rn, z ∈ Rm, y ∈ Rp, u ∈ Ru, γ : Rn → Rs and σ : Rr × Rp → Rq. The
matricesA(x(t)), B(x(t)), C(x(t)) andG(x(t)) are continuous in x on the compact set X.
We now consider the neural mass model used in [25] which was taken from [57]. Such
model has the form of (6.30) with the following matrices
A =

0 1 0 0 0 0
−a2 −2a 0 0 0 0
0 0 0 1 0 0
0 0 −a2 −2a 0 0
0 0 0 0 0 1














0 x1(t)a 0 0 0 0




c1 0 0 0 0 0
c3 0 0 0 0 0
]
,
and C = [0 0 1 0 − 1 0], where the parameters a, b, c1, c2, c3 and c4 are assumed to
be known. The nonlinear terms in (6.30) are γ = (S, S) and σ(u, y) = (S(y), u) where
the function S denotes the sigmoid function S(v) := 2e0
1+exp[r(v0,v)]
for v ∈ R with known
constants e0, v0 and r ∈ R≥0. The states z1, z3 and z5 are the membrane potential con-
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tributions of the pyramidal neurons, the excitatory and the inhibitory inter-neurons
respectively, and z2, z4 and z6 are their respective time derivatives. The unknown pa-
rameters x1 and x2 represent the synaptic gains of excitatory and inhibitory neuronal
populations, respectively (see [57] for further details).
In Section 6.3.3, we considered the above single neural mass model with slowly
time-varying parameters that belongs to X := [4, 8] × [22, 28] and moves according to
(6.31). Furthermore, we designed a multi-observer given by (6.32) and presented sim-
ulation results for it in Figures 6.2, 6.3 and 6.4. We demonstrated that the dynamic
sampling policy introduced in [25] is not able to achieve arbitrarily small estimation
errors when implemented on systems with unknown slowly-time varying parameters.
In Table 7.1, we display the simulation parameters for the neural mass model we used
in Section 6.3.3. We also use this parameters in the rest of this chapter.
a = 100 b = 50 c1 = 135 c2 = 108 c3 = 33.75
c4 = 33.75 e0 = 2.5 v0 = 6 r = 0.56
Table 7.1: Simulation parameters for the neural mass model.
7.3 Simulation results for the new dynamic sampling policy
In this section, we present simulation results when we implement the new dynamic
sampling policy introduced in Chapter 6. However, before presenting those simulation
results, we briefly discuss the performance of the static sampling policy for parameter
and state estimation of nonlinear systems with unknown slowly time-varying param-
eters. Consider the neural mass model presented above with parameters that slowly
change according to (6.31).
We have found via simulations that the static sampling policy requires a large num-
ber of sample points and observers. When using the static sampling policy, a sampled
set with 100 sample points generates a parameter estimation error with the following
norm |exσ(t)| = 0.62 for t > 180. A sampled parameter set with 250 sample points gener-
ates a parameter estimation error with |exσ(t)| = 0.18 for t > 160. To generate a param-
eter estimation error with norm |exσ(t)| = 0.05, we need to generate 400 sample points,
and subsequently, 400 observers.
We now present and analyse simulation results for the single neuron model when we
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implement the new dynamic sampling policy introduced in Chapter 6. We present the
parameter estimation errors in Figure 7.1. Observe that after a finite time these estima-
tion errors converge to a neighbourhood around zero. Our simulations were performed
by using 100 sample points and they lead to a parameter estimation error ultimately
bounded by 0.003 for t ≥ 200.














Parameter estimation error (x̂1 − x1)













Parameter estimation error (x̂2 − x2)
Figure 7.1: Parameter estimation errors for the neural mass model when using the
multi-observer approach with the dynamic sampling policy introduced in Chapter 6.
In Figure 7.2, we illustrate how the parameter sampled set can recapture the real
parameter when it has left the set. Note that during the first 10 iterations the multi-
observer exhibits the same performance as simulation results in Section 6.3.3 where
we used the approach from [25]. Hence, we only present iterations 1, 2, 9 and 10. The
zoom-out procedure is executed at iteration eleven (plot in the centre of Figure 7.2).
The rest of the plots correspond to iterations 12, 13, 19 and 25. Note that, as the pa-
rameter is recaptured by the sampled set, the parameter estimation error becomes ar-
bitrarily small. This is the distinctive feature of our proposed dynamic sampling policy
since the existing results in [25] cannot guarantee arbitrarily small errors as depicted by
Figures 6.3 and 6.4.
The parameter estimates are presented in Figure 7.3 and the state estimation errors
corresponding to the states z3 and z5 are displayed in Figure 7.4. We can compare plots
in Figure 7.4 with those in Figure 6.4. In this case, the increasing performance of the
state estimation errors is reverted once the parameter is recaptured by the sampled set.
7.4 Constant parameters and noisy measurements
We now consider nonlinear systems with unknown constant parameters and noisy mea-
surements. We present simulation results for the cases of having vanishing and non-
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Figure 7.2: Yellow: Real parameter. Blue: Parameter sample points. Red: Parameter
estimate.
























Figure 7.3: Parameter estimates when using the sampling policy introduced in Chap-
ter 6.
vanishing noise. Here, we demonstrate via simulations that our proposed dynamic
sampling policy in Chapter 6 can be used for parameter and state estimation of this
class of systems. We consider the neural mass model presented in Section 7.2 with pa-
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State estimation error (ẑ3 − z3)














State estimation error (ẑ5 − z5)
Figure 7.4: State estimation errors for z3 and z5 when using the new dynamic sampling
policy introduced in Chapter 6.
rameters given by x1 = 6.5 and x2 = 25.5. Furthermore, we consider the following
output for simulation purposes
y =
{
x3 − x5 + 0.08 sin(0.5t) − 0.01 cos(0.3t), if t ≤ 70,
x3 − x5, otherwise.
(7.2)








































































































































































Figure 7.5: Simulation results for systems with unknown constant parameters and noisy
measurements. Yellow: Real parameter. Blue: Parameter sample points. Red: Parame-
ter estimate.
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The simulation results in Figure 7.5 illustrate that the multi-observer approach uses
the zoom-out procedure to allow to the estimates to follow the real parameter. We
show the first ten iterations as the zoom-out procedure is executed at iterations four
and eight. Since the measurement noise vanishes after the seventh iteration, the multi-
observer can recover the parameter within the parameter sampled set and generate
accurate estimates. This is illustrated by the last two plots in Figure 7.5.
We now present the norm of the parameter and state estimation errors obtained via
simulations for the case when the noise does not vanish. These values are displayed
in Tables 7.2, 7.3 and 7.4 for different values of the noise. Simulation results show that
when the noise does not vanish, the estimation errors cannot be reduced arbitrarily.
However, the estimation errors exhibit input-to-state stability-like behaviours with gain
from noise which is a desired property when dealing with noisy measurements.
N = 25 N = 81 N = 100
|x̂− x|∞ 0.367 0.242 0.091
|ẑ− z|∞ 0.052 0.052 0.045
Table 7.2: ∞-norm of parameter and statee estimation errors when the noise satisfies
|w|∞ = 0.05.
N = 25 N = 81 N = 100
|x̂− x|∞ 1.15 0.755 0.321
|ẑ− z|∞ 0.155 0.101 0.093
Table 7.3: ∞-norm of parameter and statee estimation errors when the noise satisfies
|w|∞ = 0.1.
N = 25 N = 81 N = 100
|x̂− x|∞ 1.58 0.764 0.378
|ẑ− z|∞ 0.206 0.114 0.104
Table 7.4: ∞-norm of parameter and statee estimation errors when the noise satisfies
|w|∞ = 0.15.
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7.5 Time-varying discontinuous parameters
We now show simulation results that illustrate that the multi-observer approach in
Chapter 6 can be used on systems with discontinuous parameters with a sufficiently
large dwell time (see Remark 7.1 below). Here, we perform simulations for the neural
mass model when the parameter evolves in time satisfying the following
x1 =
{





25.5+ 0.015t if t < 60
26.5 otherwise,
(7.3b)
so that at t = 60 the parameter jumps to another value and stays there forever. We
present simulation results in Figure 7.6. Note that the proposed dynamic sampling pol-
icy in Chapter 6 can follow the real parameter even after it has jumped.
Remark 7.1. The discontinuous slowly time-varying parameter must have a sufficiently
large τd dwell-time such that there is a τd time interval between consecutive discontinu-
ities. This is a needed condition for our approach to work as monitoring signals require
of a sufficiently large time to be able to deliver useful information about the estimates.
















































































































Figure 7.6: Simulation results for systems with unknown discontinuous parameters.
Yellow: Real parameter. Blue: Parameter sample points. Red: Parameter estimate.
In Figure 7.6, we first display the first four iterations. Then, in the first column of the
second row we present the sixth iteration where the parameter jumps from its contin-
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uous trajectory to the point x = (6, 26.5). The zoom-out procedure is triggered at the
tenth iteration which is showed in the third column of the second raw. This tracking of
the real parameter is only possible because of the zoom-out procedure. Hence, results
from [25] cannot address this problem.
7.6 A singularly perturbed plant
In this section, we present simulation results for the case when we apply the multi-
observer approach and the new dynamic sampling policy from Chapter 6 to a singularly
perturbed system. We consider a modified version of the suspension system used in
Section 5.3.2. Here, we assume that the system has a linear spring element between the
car body and the tire. Hence, the model of the system is given by
ẋ1 = x2 − z2, (7.4a)
ẋ2 = −x1 − β(x2 − z2) + u, (7.4b)
εż1 = z2, (7.4c)
εż2 = αx1 − αβ(z2 − x2) − z1 − αu, (7.4d)
where α = 2.28, β = 0.099 and ε = 0.0091. We assume that an inertial measurement
unit, located on the spring connecting the car body and the tire, is used to measure the
spring deflection; such a sensor provides an output in the form of
y = z1. (7.5)
To implement the multi-observer technique, we only consider the fast dynamics (7.4c) -
(7.4d) and treat the slow states as slowly time-varying parameters without using their
model. Observe that a linear observer can be used to estimate the fast states of the
system (7.4). Hence, let us consider the multi-observer
˙̂zi = A(x̂i)ẑi + B(x̂i)u+ L(x̂i)(C(x̂i)ẑi − y), (7.6a)
ŷi = C(x̂i)ẑi, (7.6b)
for i ∈ {1, . . . ,N}, where L(x̂i) is the observer gain which satisfies thatA(x̂i) + L(x̂i)C(x̂i)
is Hurwitz (this is always possible whenever the pair (A(x̂i), C(x̂i)) is detectable). Note
that x̂i ∈ X are the samples of the slow state and X is a compact set. Simulations re-
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sults are displayed in Figure 7.7 where we have shown how the sampled set (set of blue
points) moves around the compact set X. Observe that the dynamic sampling policy
switches between zoom-in and zoom-out to be able to follow the real slow state. We










































































Figure 7.7: Simulation results for the simplified suspension system (7.4) - singularly per-
turbed plant. Yellow: Real parameter. Blue: Parameter sample points. Red: Parameter
estimate.
Remark 7.2. Simulation results showed that the new dynamic sampling policy intro-
duced in Chapter 6 is capable of dealing with the full-state estimation of singularly per-
turbed systems. However, further improvements are required to reduce the complexity of
tuning the multi-observer’s parameters as well as for enhancing its performance. Here,
the model of the slow dynamics has been ignored as the slow states have been treated
as slowly varying parameters. Hence, a more efficient multi-observer approach can be
generated by considering the structure of the slow part of the model.
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7.7 Conclusions of the chapter
We illustrated via simulations that the dynamic sampling policy described by Algo-
rithm 6.2 performs well when used for parameter and state estimation of nonlinear
systems with unknown slowly time-varying parameters. We demonstrated that our new
dynamic sampling policy leads to arbitrarily small parameter and state estimation er-
rors which cannot be addressed by results in [25]. We then showed that the new dy-
namic sampling policy can deal with other problems as the parameter estimation of
systems with noisy measurements. We presented simulations for the case when the
noise vanishes after a finite time. Moreover, we summarised in tables the norm of the
estimation errors for the case when the measurement noise does not vanish. These re-
sults suggested that the estimation errors have an ultimate bound depending on the
norm of the noise. We also presented simulation results that illustrate that results in
Chapter 6 can be used on systems with discontinuous parameters with an appropriate
τd dwell-time between discontinuities. Finally, we demonstrated via simulations that
Algorithm 6.2 can be used on singularly perturbed systems to solve the full-state esti-
mation problem. A rigorous mathematical study for these cases is left for future work.

Chapter 8
Conclusions and Future Work
8.1 Summary of Contributions
THIS THESIS has addressed the estimation problem of nonlinear singularly per-turbed systems. We used standard singular perturbations techniques to study the
slow state estimation of nonlinear plants with two time-scales. Although we used the
standard approach, we addressed an estimation problem with a generality that has not
been considered in the literature before. The generality of our results is implied by the
fact that they cover a large class of nonlinear plants and observers of general dimen-
sion. We have also proposed a novel dynamic sampling policy for the multi-observer
approach under the supervisory framework to address the parameter and state esti-
mation of systems with unknown slowly time-varying parameters. These results are
natural to the singular perturbations framework as the slow state can be regarded as
slowly time-varying parameter to the fast part of the system. We now summarise the
contributions of this thesis.
In Part I (Chapters 2 and Chapter 3), we generated a general design framework for
the estimation of slow state of globally Lipschitz singularly perturbed systems. We
performed a robustness analysis with respect to singular perturbations and to mea-
surement noise for nonlinear full-order observers for globally Lipschitz nonlinear sys-
tems designed based on the reduced system to estimate the slow states of a singu-
larly perturbed plant. The main contribution of this part of the thesis is the generality
of our results since our assumptions hold for many nonlinear systems and observers
as it was demonstrated in Chapter 3. Furthermore, our work also distinguishes from
other results in the literature by the fact that we dealt with singularly perturbed systems
with outputs corrupted by measurement noise. Although results in Part I cover smaller
classes of systems and observers than results in Part II, our findings in Part I are impor-
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tant contributions since they allow us to obtain sharper conclusions for some observers
than those generated by results in Part II.
In Part II (Chapter 4 and Chapter 5), we further generalised results in Part I by stat-
ing semi-global results under relaxed assumptions at the expense of concluding weaker
convergence properties. These results cover boarder classes of nonlinear singularly per-
turbed systems and observers of general dimensions. Observe that both set of results
in Parts I and II are important by their own right as they can be useful in different sit-
uations. For instance, when using a globally Lipschitz nonlinear observer, results in
Part II only can guarantee semi-global convergence of the estimation error while re-
sults of Part I lead to sharper conclusions that hold globally. Hence, both Chapters 2
and 4 contain results that do not imply each other. Similarly to Part I, we used a stan-
dard singular perturbations approach to address the estimation problem and deliver a
general estimation framework that applies to many nonlinear systems and observers.
An important feature of results in Part II is that they cover reduced-order, full-order
and higher-order observers. We stated practical input-to-state stability results as well
as L∞ ∩ L2 results when the measurement noise belongs to L∞ ∩ L2. Furthermore,
we concluded semi-global practical asymptotical stability of the estimation error in the
absence of measurement noise as a direct consequence of our main results. We demon-
strated and illustrated the applicability of our results by showing how several nonlinear
systems and observers satisfy our assumptions and by presenting simulation results for
numerical examples.
In Part III (Chapter 6 and Chapter 7), we introduced a multi-observer technique for
parameter and state estimation of nonlinear systems with slowly time-varying param-
eters under the supervisory framework. We proposed a novel dynamic sampling policy
for the multi-observer approach that is able to deal with plants with unknown parame-
ters that are slowly changing. We rigorously proved in Chapter 6 that the multi-observer
approach provides parameter and state estimates that are uniformly ultimately bounded
if the unknown parameter moves sufficiently slowly. Furthermore, we illustrated in
Chapter 7 that our proposed sampling policy addresses other problems as parameter
and state estimation of systems with unknown constant parameters and noisy mea-
surements, and the estimation problem of systems with unknown discontinuous and
slowly time-varying parameters. The multi-observer technique is natural to the singu-
lar perturbations framework as the slow state can be regarded as slowly time-varying
parameter to the fast part of the system.
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8.2 Future Work
The results presented in this thesis open new directions for further research on the es-
timation problem of nonlinear singularly perturbed systems. In Part I and II of this
thesis, we assumed that the algebraic equation defining the slow manifold has an iso-
lated solution that can be obtained analytically. This assumption allowed us to obtain
well defined reduced order and boundary layer systems. Hence, a plausible problem
formulation for future work would be the slow state estimation problem when the re-
duced system is constructed via an approximation of the solution to the algebraic equa-
tion defining the slow manifold. This relaxed assumption would lead to an interest-
ing problem where the errors due to the approximation will affect the estimation error
properties. Then, an extensive study is required to characterise the stability of the slow
estimation error under these approximation errors.
Future work can be done by considering nonlinear singularly perturbed systems
with boundary layer solutions that do not necessarily converge to an equilibrium but
they converge to a bounded set. For instance, the case when the trajectories of the
boundary layer system converge to a family of limit cycles parametrized by the slow
state. This scenario can be studied by using results on averaging methods in [118] where
the steady-state performance of the boundary layer system can be used to average the
derivative of the slow state. Then, a reduced averaged system approximates the be-
haviour of the slow part of the system and it can be used to estimate the slow variables.
Hence, future opportunities on slow state estimation by using the reduced averaged
system would lead to results addressing more general problems that are not covered by
this thesis.
Here, we generated an estimation framework that allows to use a number of exist-
ing nonlinear observers for the slow state estimation of singularly perturbed systems.
More constructive approaches to deal with this problem would lead to new research di-
rection. Hence, a different perspective is the development of nonlinear observers exclu-
sively dedicated for the slow state estimation of nonlinear singularly perturbed systems.
We next focus on future research opportunities regarding parameter and state estima-
tion problem of systems with slowly time-varying parameters and their implications on
full state estimation of nonlinear singularly perturbed systems.
We illustrated in Chapter 7 that the new dynamic sampling policy introduced in
Chapter 6 is useful to address different problems as the parameter and state estimation
of nonlinear systems with constant unknown parameters and noisy measurements.
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We also showed via simulations that the new sampling policy can address the estima-
tion problem of systems with unknown discontinuous slowly time-varying parameters.
Hence, an extensive and rigorous analysis is required to mathematically justify the con-
vergence properties of the multi-observer approach in these situations.
As demonstrated in Section 7.6, the estimation technique introduced in Chapter 6
is natural to the singular perturbations framework as the slow states can be regarded
as slowly time-varying parameters to the fast dynamics of the system. However, further
research is needed to improve the multi-observer technique when used for full state
estimation of singularly perturbed systems. When dealing with systems with two time-
scales, we can generate a more efficient multi-observer approach by considering the
structure of the reduced part of the model. This would help to reduce the required
number of observers, and subsequently, the required computational power.
Another future work direction is depicted by Figure 8.1. This estimation technique
would potentially produce accurate estimates of the full state after the transient has
terminated. The methodology has three modes of operation that would be applied on
three time intervals as shown in Figure 8.1. This approach would lead to a switched es-
timator as a result of combining a multi-observer for systems with slowly time-varying
parameters, a slow observer synthesized for the reduced model and a fast estimator
with slowly varying gains. Observe that this estimation technique would be highly use-














































































Third operation mode 
 
Figure 8.1: Schematic representation of the proposed estimation approach.
We now briefly describe the operation modes in Figure 8.1. During the first oper-
ation mode, we use a multi-observer to estimate the fast and slow state of the system
in which the slow state is regarded as slowly time-varying parameter. This technique
would deliver quickly estimates of the full state by requiring high computational power.
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In the second mode, we start using the dynamics of the reduced system to estimate the
slow variable while running a multi-observer to obtain the fast estimates. This mode
is initialised once the estimation error of the slow state obtained from the first mode
is sufficiently small so that the transient of the slow observer is reduced. Even though
the multi-observer could potentially obtain very accurate slow estimates using only the
first mode, the required computational power would make it impractical for large sys-
tems as nonlinear networks. Hence, using the reduced order model would improve the
accuracy of the estimates without significantly increasing the computational cost.
The third mode starts once the error of the slow estimate is further reduced so that
the effect of the initial conditions of the slow observer is “forgotten”; this would guaran-
tee that in the third mode the slow estimation error is sufficiently and uniformly small
for all time. As a result, we can replace the multi-observer with a single fast observer
whose gains depend directly on the slow state estimate obtained from the slow ob-
server. Since the slow estimate in the third mode would be sufficiently and uniformly
close to the true slow state, both slow and fast observers would deliver estimates that ul-
timately produce arbitrarily small estimation errors. The most important feature of us-
ing this mode is that replacing the multi-observer by the slow and fast observers would
significantly reduce the computational cost while obtaining accurate fast and slow es-
timates.
This technique would offer the flexibility to deal with the trade-offs of computa-
tional requirements, domain of attraction, speed of convergence and the ultimate bound
on errors. We consider that the results from this thesis and further modifications of
results in Chapter 6 can lead to the generation of the hybrid observer depicted in Fig-
ure 8.1. As far as we are aware, the estimation problem within the linear/nonlinear sin-
gular perturbations framework has never been addressed from this perspective. Hence,
the proposed approach in Figure 8.1 is an interesting future research direction arising
from the work presented in this thesis.
Here, we stated our results under semi-global conditions. Hence, as we usually do
not know the initial conditions of real systems, a method to rationally choose the initial
conditions of the observer is crucial when applying our results. Note that this is not
an issue for our global results in Chapter 2 when the interconnection conditions are
verified as stated in Remarks 2.2 and 2.5. However, the generation of systematic meth-
ods for appropriately choosing the initial conditions of the observers is an interesting
area for further research in the semi-global case. This would contribute to ensuring the
applicability of our results, and it would enrich the nonlinear observer design literature.

Appendix A
Proofs of Chapter 2
A.1 Proof of Lemma 2.1
We prove the result in two steps. In step 1) we show that the practical DISS condition in
(2.19) holds. Then, in step 2), we prove that the practical L2 bound in (2.20) holds too.
We use a linear version of the practical L2 stability definition used in [Property I3, 95].









where b̂1 = c4(L3 + L4 + L0L5 + L2L5) + c6(L0 + L2), b̂4 = b5(L0 + L1), b̂5 = b5L0 + 1/4 and
































where η∗ = b̂4
b̂4+b̂1
, and λ̂ = λmin{A(ε̃∗, η∗)} with
A(ε̃∗, η∗) =
[















] ] . (A.6)
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All of the above constants come from Assumptions 2.3 - 2.6. We now consider the com-
posite Lyapunov function
V(t, x, ξ) = (1− η)V1(t, x) + ηW(t, x, ξ), (A.7)
where η ∈ (0, 1) is a constant to be chosen. The candidate Lyapunov functions V1(t, x)
andW(t, x, ξ) come from Assumptions 2.3 and 2.4 respectively. We take the time deriva-





























































































where f̂s, fs and ff denote fs(t, x, ξ+H,u, 0), fs(t, x,H, u, 0) and ff(t, x, ξ+H,u, 0), respec-
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+ ε(1− η)b5L0|u||x|+ εηb̂3|u||ξ|+ ηL6|u̇||ξ|
+ ηb̂1|u||ξ|+ b4(1− η)|u|




(1− η)(b3 − εb5L0) −
1
2 [(1− η)b̂4 + ηb̂1]




c3 − ε(b̂2 + b̂3)
] ] ,
where b̂1 = c4(L3 + L4 + L0L5 + L2L5) + c6(L0 + L2), b̂2 = c4(L3 + L1L5) + c5 + c6L1,
b̂3 = c4L0L5 + c6L0 and b̂4 = b5(L0 + L1). Note that completion of squares implies that




|u̇|2, then by applying completion of squares to other cross terms





















2 + b4(1− η)|u|




(1− η)(b3 − εb̂5) −
1
2 [(1− η)b̂4 + ηb̂1]






] ] , (A.14)
where b̂5 = b5L0 + 1/4 and b̂6 = b̂2 + b̂3 + 1/2. By the Sylvester’s Criterion, the matrix
A(ε, η) is positive definite if
(1− η)(b3 − εb̂5) ≥ 0, (A.15)








[(1− η)b̂4 + ηb̂1]
2 ≥ 0. (A.16)
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It is seen that the maximum value of εη occurs at η = η∗ with η∗ :=
b̂4
b̂4+b̂1
, and is given
by (A.1). Therefore, for the fixed η = η∗, the matrix A(ε, η∗) is positive definite if ε ∈
(0, ε̃∗). Now, we show that, for a fixed η = η∗, the quadratic part of (A.13) has an upper
bound which is independent of ε.
Lemma A.1. For the given matrix (A.14) and any η ∈ (0, 1), the minimum eigenvalue
λmin{(A(ε, η)} is strictly decreasing function of ε for every ε > 0.
By virtue of Lemma A.1, λmin{A(ε, η)} is a strictly decreasing function of ε for η = η∗ and
ε > 0. This fact implies that λmin{A(ε, η∗)} > λmin{A(ε̃∗, η∗)} for all ε ∈ (0, ε̃∗). Moreover,
at η = η∗, it can be proven that there is an ε∗ > ε̃∗ at which the left-hand side of (A.16) is




≤ −λmin{A(ε̃∗, η∗)}|(x, ξ)|2 + k3|u|2 + εk4|u|2
+ ε2k5|u|
2 + εk2|u̇|
2 + (1− η∗)δV1 , (A.17)
where A(ε̃∗, η∗) is given in (A.6), k2 := η∗
L26
2c3








≤ −k1|(x, ξ)|2 + k3|u|2 + εk4|u|2 + ε2k5|u|2 + εk2|u̇|2 + (1− η∗)δV1 . (A.18)
Assumptions 2.3 and 2.4 lead to
k6|(x, ξ)|
2 ≤ V(t, x, ξ) ≤ k7|(x, ξ)|2, (A.19)



















(k3 + εk4 + ε2k5)|u[t0, t]|2 + εk2|u̇[t0, t]|2 + k8, (A.20)
where k8 = (1 − η∗)δV1 . By using the inequality
√
a2 + b2 ≤ a + b for non-negative
numbers a and b, it follows from (A.20) that the system (2.7) is practical DISS satisfying
(2.19) with gains (A.2) - (A.5). Therefore, for any ε ∈ (0, ε̃∗), (2.19) holds.
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Step 2) Let Assumptions 2.1 - 2.6 hold. Define
`1 :=
√




























where η∗ := b̂4
b̂4+b̂1
and λ̂ := λmin{A(ε̃∗, η∗)} with A(ε̃∗, η∗) given in (A.6). All the above
constants are come from Assumptions 2.3 - 2.6. Now, consider the Lyapunov function




≤ −k1|(x, ξ)|2 + k3|u|2 + εk4|u|2 + ε2k5|u|2 + εk2|u̇|2 + (1− η∗)δV1 , (A.24)
where k1 = λmin{A(ε̃∗, η∗)}, k2 := η∗
L26
2c3





∗b̂23. Integrating both sides of (A.24) yields




















where x(t), ξ(t) are the solutions to the system (2.7), and u and u̇ are inputs to the sys-
tem. By using the fact that V(t, x, ξ) ≥ 0, we obtain∫ t
t0




























V(t0, x0, ξ0). (A.26)
Taking the square roots and using the inequality
√
a2 + b2 ≤ a + b for non-negative




























V(t0, x0, ξ0). (A.27)




























Then, it follows from (A.28) that the system (2.7) is practicalL2 stable and satisfies (2.20)
with linear gains (A.21) - (A.23). Therefore, for any ε ∈ (0, ε̃∗), (2.20) holds. This com-
pletes the proof. 
A.2 Proof of Corollary 2.1
We split the proof in two steps. In step 1), we prove that the DISS property (2.21) holds.
Then, in step 2), we show that the L2 bound holds.




d22 + 2d4 − d2
d4
 , (A.29)
































the above constants come from Assumptions 2.4 - 2.6. We now consider the Lyapunov
functionW(t, x, ξ) in Assumption 2.4 and take its derivative along the solutions of (2.7).




























































































∣∣∣∣ |u̇|) . (A.35)
We now use all the conditions defined in Assumptions 2.4 - 2.6. Note that Assump-










εc4L3(|x|+ |ξ|+ |u|)|ξ|+ c5|ξ|
2 + c6 (εL0(|x|+ |ξ|+ |u|)
+ L1|ξ|+ L2(|x|+ |u|)) |ξ|+ c4|ξ|[L4(|x|+ |u|) + L5(εL0(|x|+ |ξ|+ |u|) + L1|ξ|
+ L2(|x|+ |u|)) + L6|u̇|]. (A.36)







2 + d1|x||ξ|+ d2|ξ|
2 + d3|u||ξ|+ c4L6|ξ||u̇|
+ εd4|x||ξ|+ εd4|u||ξ|+ εd4|ξ|
2, (A.37)
where d1 = c4(L3 + L4 + L2L5) + c6L2, d2 = c4(L3 + L1L5) + c5 + c6L1, d3 = c4(L3 + L4 +










|ξ|2 + d1|x||ξ|+ d3|u||ξ|+ c4L6|ξ||u̇|+ εd4|x||ξ|+ εd4|u||ξ|. (A.38)
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Clearly, (A.39) implies that the ξ − subsystem is ISS with respect to x, u and u̇ with the
following linear gains
























Since we see x(t) as input to the ξ − subsystem, we need this signal to be bounded in
order to have a finite upper bound for ξ(t). From (2.19) and using |x(t)| ≤ |(x(t), ξ(t))|,
we conclude that x(t) is a bounded signal when treated as input to the ξ − subsystem
for all ε ∈ (0, ε̃∗) where ε̃∗ ≤ ε∗. Then, it follows from (A.39) that the solutions of the fast
dynamics are DISS satisfying (2.21) with gains (A.30) - (A.32). Hence, for any ε ∈ (0, ε∗),
(2.21) holds.




























where d1 = c4(L3 + L4 + L2L5) + c6L2. All the above constants come from Assump-
tions 2.4 - 2.6. We consider the Lyapunov function W(t, x, ξ) in Assumption 2.4. It fol-
lows from above that the time derivative of W(t, x, ξ) is upper bounded as showed in
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We integrate both sides of (A.47) so that we obtain



































where ξ(t) is the solution for the error dynamics and x, u and u̇ are seeing as inputs to

































W(t0, x0, ξ0). (A.49)
Then, by taking the square roots in (A.49) and using the inequality
√
a2 + b2 ≤ a+ b for































Since we see x(t) as input to the ξ − subsystem, we need this signal to be bounded
in order to have a finite upper bound for ξ(t). It follows from Lemma 2.1 that x(t) is
a bounded signal when treated as input to the ξ − subsystem for all ε ∈ (0, ε̃∗) where
ε̃∗ ≤ ε∗. Then, we conclude from (A.50) that the ξ − subsystem (2.7b) is L2 stable and
satisfies (2.22) with linear gains (A.43) - (A.45). Therefore, for any ε ∈ (0, ε̃∗), (2.22)
holds. This completes the proof. 
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A.3 Proof of Theorem 2.1
We prove the result in two steps. In step 1) we show that the practical ISS condition in
(2.32) holds. Then, in step 2), we prove that the “practical” L2 bound in (2.33) holds too.
Step 1) Let Assumptions 2.1 - 2.8 hold. Define
ε∗ := ε̃∗, (A.51)
where ε̃∗ comes from Lemma 2.1 and let
k1 :=
√
a2/a1, k2 := a3/(4a2), (A.52)
k3 := 2a5L7k1/a3, k4 := 2a5L0k1/a3, (A.53)
k5 := 2a5(L1 + L8)k1/a3, k6 := 2a4k1/a3. (A.54)
All the constants used from (A.52) to (A.54) come from Assumptions 2.3 - 2.8. We now
consider the Lyapunov function Ve(t, e) and take its derivative along solutions to (2.30),










fe(t, x, e, ξ+H,y, u, ε). (A.55)

















where fe denotes fe(t, x, e,H, ys, u, 0). By using the definition of the error dynamics, we














fs − fo − fs + fo
]
, (A.57)
where fo and fs denote fo(t, x − e, ys, u) and fs(t, x,H, u, 0), respectively. By using the






2 + a5 |e|
∣∣∣ fs − fs∣∣∣+ a5 |e| ∣∣∣ fo − fo∣∣∣ . (A.58)






2 + εa5L0 |e| (|x|+ |ξ|+ |u|)
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+ εa5L7 |e|+ a5(L1 + L8)|e||ξ|, (A.59)












2 + εa5L0 |e| (|x|+ |ξ|+ |u|) + a4|w|
2
+ εa5L7 |e|+ a5(L1 + L8)|e||ξ|. (A.60)




εm1|x|+ (εm1 +m2)|ξ|+ εm1|u| + εm3 + a4|w|
2
]
=⇒ V̇e∣∣(2.30) = −12a3|e|2,
(A.61)
where m1 = a5L0, m2 = a5(L1 + L8), and m3 = a5L7. Since the error dynamics are in
cascade with the original state, we take x and ξ as inputs to the error dynamics. Then,
(A.61) implies that the error dynamics are ISS with the following linear gains































































Note that the upper bound (A.64) is finite only if the states are bounded, i.e. Lemma 2.1
must hold. Then, our result holds if ε ∈ (0, ε̃∗) where ε̃∗ comes from Lemma 2.1 and it
is included in (A.51). It follows that x(t) and ξ(t) are bounded signals when considered
as inputs to the error dynamics. Therefore, by using (A.52) - (A.54) it follows that (2.32)
holds for all ε ∈ (0, ε∗).





























where all the constants come from Assumptions 2.3 - 2.8. Consider the Lyapunov func-
tion Ve(t, e) and take its derivative along the solutions of (2.30), which is bounded as
showed in (A.59). We now apply completion of squares to (A.59) to obtain the appropri-


















































. Then, we have






























We now integrate both sides of (A.69) so that











































where e(τ) is the solution for the error dynamics and x, ξ and u are seeing as inputs.
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Then, taking the square roots in (A.71) and using the inequality
√
a2 + b2 ≤ a + b for


































Note that the error dynamics is in cascade with (x, ξ). Since Assumptions 2.1 - 2.8 hold,
Lemma 2.1 holds too. It follows from Lemma 2.1 that x(t) and ξ(t) are bounded; then,
we can treat them as bounded input signals to the error dynamics. Hence, theL2 stabil-
ity property implied by (A.72) holds if ε ∈ (0, ε̃∗) where ε̃∗ ≥ ε∗ comes from Lemma 2.1.
Therefore, it follows that (2.33) holds, with ^̀i for i ∈ {1, . . . , 5}, given by (A.65) - (A.67),
for all ε ∈ (0, ε∗). This completes the proof.

Appendix B
Proofs of Chapter 4
B.1 Proof of Lemma 4.1
We split the proof in three steps. In the first step, we prove that (4.15) and (4.16) hold
under Assumptions 4.1 - 4.5. In the second step, we show that the full system is practical
DISS, i.e., (4.17) holds. Finally, we prove in the last step that (4.6) satisfies the practical
L∞ ∩ L2 stability condition (4.18).
Step 1) Let Assumptions 4.1 - 4.5 hold. Define the composite Lyapunov function
V(t, x, ξ) := (1− d)V1(t, x) + dW(t, x, ξ), (B.1)
where d ∈ (0, 1) is to be chosen and V1(t, x) and W(t, x, ξ) come from Assumptions 4.3
and 4.4, respectively. Moreover, let d∗ ∈ (0, 1) be such that
d∗ :=
b1
b1 + b2 + b3
, (B.2)
where bi ≥ 0, for i ∈ {1, 2, 3} come from Assumption 4.5. Define
αV(s) := inf
|(r1,r2)|≥s
{(1− d∗)αV1(r1) + d
∗αW(r2)}, (B.3a)
αV(s) := (1− d
∗)αV1(s) + d
∗αW(s), (B.3b)
where αV1(·), αV1(·) come from Assumption 4.3 and αW(·), αW(·) come from Assump-
tion 4.4. Define
γV(s) := (1− d
∗)γV1(s), (B.4a)
















µV := (1− d
∗)δV1 , (B.4d)
where γV1(·), come from Assumption 4.3, γi(·), for i ∈ {1, . . . , 4}, come from Assump-






































) ] , (B.7)
where all constants and the class-K∞ functions used in (B.5) - (B.7) come from Assump-
tions 4.3 - 4.5. We now consider (B.1) as candidate Lyapunov function for (4.6). By
[Lemma 4.3, 70], there exist class-K∞ functions αV(·) and αV(·) such that, for a fixed d
given by (B.2), the Lyapunov function (B.1) satisfies (4.15) for all (x, ξ) ∈ Rn×Rm,u ∈ Rr,
u̇ ∈ Rr and t ≥ 0. Moreover, the functions αV(·) and αV(·) can be constructed from (4.4)
and (4.10). It is straightforward to prove that the upper bound for the composite Lya-
punov function (B.1) is given by (B.3b). To construct the lower bound, we consider the
following result.
Lemma B.1. Consider the functions κ1(|r|), κ2(|l|) ∈ K∞. Then, the function
κ̂(s) = inf
|(r,l)|≥s
{κ1(|r|) + κ2(|l|)} ∀ s ≥ 0, (B.8)
is of class-K∞ function.
The proof of Lemma B.1 is given in Appendix B.6. It follows from (4.4), (4.10) and
Lemma B.1 that the lower bound for the composite Lyapunov function (B.1) is given
by (B.3a) for all s ≥ 0. Hence, (4.15) holds for all (x, ξ) ∈ Rn × Rm, u ∈ Rr, u̇ ∈ Rr and
t ≥ 0with αV(s) ∈ K∞ and αV(s) ∈ K∞ given by (B.3a) and (B.3b), respectively. We now
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where fs0 = fs(t, x,H(t, x, u), u, 0) and ff0(t, x, ξ+H(t, x, ξ), u, 0). Using Assumptions 4.3 -























+ (1− d)δV1 + (1− d) [γV1(|u|) + εγ1(|u|)αV1(|x|)] + d[γ2(|u|)αW(|ξ|)
+ γ3(|u|)αW(ξ) + γ4(|u̇|)αW(ξ)]. (B.11)
We first prove that, for a fixed d = d∗ with d∗ given in (B.2), the negative quadratic part
in (B.11) is bounded by a function that depends on ε. Then, we show that this function
has a bound independent of the perturbation parameter. So, we apply completion of
squares to (B.11) to remove the cross terms γ1(|u|)αV1(|x|), γ2(|u|)αW(|ξ|), γ3(|u|)αW(|ξ|)










































Let define k1 := 1, k2 := 14 , k3 :=
9ε
4ζ3
, and k4 :=
ζ3

















− 12(1− d)b1 −
1
2d(b2 + b3)
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≤ −bTA(d, ε)b + γVd(|u|) + εγ̃Vd(|u|) + εγ̂Vd(|u̇|) + µdδ, (B.14)
where b := [αV1(·), αW(·)]
T , γVd(s) := (1− d)γV1(s), γ̂Vd(s) :=
9d
4ζ3
γ24(s), µdδ := (1− d)δV1 ,





















− 12(1− d)b1 −
1
2d(b2 + b3)







3ζ3 − ε(a2 + a3)
) ] . (B.15)
For the first term on the right-hand side of (B.14) to be negative, the square matrix
A(d, ε) in (B.15) must be positive definite. By the Sylvester’s Criterion, the matrix A(d, ε)

































Note that both conditions, (B.16) and (B.17), hold if (B.17) holds. It is observed that







(1− d)b1 + d(b2 + b3)
]2







) := εd. (B.18)
It is seen that the maximum value of εd is given by ε̃∗ in (B.5) and it occurs at d = d∗ with
d∗ given by (B.2). Therefore, for the fixed d = d∗, the matrix A(d∗, ε) is positive definite
for all ε ∈ (0, ε̃∗). We now show that, for a fixed d = d∗, the first term on the right-hand
side of (B.14) has an upper bound which is independent of ε. To do so, consider the
following result.
Lemma B.2. For the given matrix (B.15) and any d ∈ (0, 1), the minimum eigenvalue
λmin{A(d, ε)} is a strictly decreasing function of ε for every ε > 0.
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The proof for Lemma B.2 is given in Appendix B.7. By virtue of Lemma B.2, we conclude
that λmin{A(d∗, ε)} > λmin{A(d∗, ε̃∗)} for all ε ∈ (0, ε̃∗). Moreover, at d = d∗, there is an
ε∗ > ε̃∗ at which the left-hand side of (B.17) is zero (see proof of Lemma B.2). Then, we
conclude that λmin{A(d∗, ε̃∗)} > 0 (see Remark B.1). Then, it follows that the first term on
the right-hand side of (B.14) has a bound which is independent of d and ε. Moreover,




≤ −λmin{A(d∗, ε̃∗)}bTb + γV(|u|) + εγ̃V(|u|) + εγ̂V(|u̇|) + µV , (B.19)
where γV(·), γ̃V(·), γ̂V(·) ∈ K∞ and µV > 0 are given by (B.4). Let define Θ(x, ξ) :=
α2V1(|x|)+α
2
W(|ξ|), which is a radially unbounded function. So, by [Lemma 4.3, 70], there
exists a class-K∞ function Ξ(|(x, ξ)|) such that Θ(x, ξ) ≥ Ξ(|(x, ξ)|). Moreover, by virtue
of Lemma B.1, Ξ(|(x, ξ)|) := inf|(x,ξ)|≥s{Θ(x, ξ)}. Hence, by defining αV(·) ∈ K∞ as in
(B.6), we have that −al1bTb ≤ −αV(|(x, ξ)|) where al1 := λmin{A(d∗, ε̃∗)} with A(d∗, ε̃∗)
given by (B.7). Since al1 is positive for a fixed value of d∗ in (B.2) and ε̃∗ in (B.5), we have
that αV(·) is in fact a function of class−K∞. Therefore, (4.16) holds for all ε ∈ (0, ε̃∗), and
for all (x, ξ) ∈ Rn × Rm, u ∈ Rr, u̇ ∈ Rr and t ≥ 0.
Step 2) We now show that (4.7) is practical DISS stable. Let λL1(·, ·) ∈ KL be defined as
the solution of the following differential equation
ẏ = −αV ◦ α−1V (y), y(t0) = y0,
where αV(·) and αV(·) come from (4.15) and (4.16), respectively. Then, y(t) = λL1(y0, t−
t0). The existence of λL1(·, ·) follows from [Lemma 4.4, 70]. Define
βL1(r, s) := α
−1
V (λL1(αV(r), s)), (B.20)
where αV(·) and αV(·) come from (4.15). Define
γL1(s) := α
−1
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where the class-K∞ functions αV(·), αV(·) and αV(·) come from (4.15) and (4.16), γV1(·)
and δV1 are given in Assumption 4.3, γi(·), for i ∈ {1, . . . , 4}, come from Assumption 4.5,
and ζ3 is given in Assumption 4.4. We apply results in [114] and [116] to (4.15) and (4.16).
So, it follows that the system (4.6) is practical DISS stable satisfying (4.17) withβL1(·, ·) ∈
KL given by (B.20), γL1(·), γ̃ε(·), γ̂ε(·) ∈ K∞ defined as in (B.21a) - (B.21c), and µL1 > 0
given by (B.21d). Therefore, (4.17) holds for all ε ∈ (0, ε̃∗) and for all (x0, ξ0) ∈ Rn × Rm,
u, u̇ ∈ L∞ and t ≥ t0 ≥ 0.
Step 3) We now prove that the practical L2 stability condition (4.18) holds. To do so, we
consider and integrate (4.16) as follows

















where x(t) and ξ(t) are the solutions of (4.6) and u and u̇ are inputs to the system. We
use the fact that V(t, x(t), ξ(t)) ≥ 0 to obtain∫ t
t0














It follows from (4.15) that V(t0, x(t0), ξ(t0)) ≤ αV(|(x0, ξ0)|). Then, (B.23) leads to (4.18).
Therefore, (4.18) holds for all ε ∈ (0, ε̃∗) and for all (x0, ξ0) ∈ Rn × Rm, u, u̇ ∈ L2 and
t ≥ t0 ≥ 0. This completes the proof. 
B.2 Proof of Corollary 4.1
We split the proof into three steps. In the first step, we prove the ultimate boundedness
condition in (4.19). Then, we show that (4.20) holds in the second step. Finally, in the
third step, we prove that the practical L2 the fast state satisfy the stability property in
(4.21).
Step 1) Let Assumptions 4.1 - 4.5 hold. Let λξ(·, ·) ∈ KL be defined as the solution of the




α̂W(yξ), yξ(t0) = yξ0 ,
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. The existence of λξ(·, ·) follows from [Lemma 4.4, 70]. Define the
class-KL function
βξ (r, s) := α
−1
W (λξ (αW(r), s)) , (B.24)
where the functions αW(·) and αW(·) come from Assumption 4.4. Let ∆̃ > 0, ∆̃u1 > 0,
∆̃u2 > 0 and µ̃ > 0 be given such that |(x0, ξ0)| ≤ ∆̃, ||u||∞ ≤ ∆̃u1 , and ||u̇||∞ ≤ ∆̃u2 . By
using Lemma 4.1, we generate ε̃∗ > 0 such that (4.17) holds for all ε ∈ (0, ε̃∗) and for all
(x0, ξ0) ∈ Rn × Rm, u, u̇ ∈ L∞ and t ≥ t0 ≥ 0. Introduce ∆̃x := βL1(∆̃, 0) + γL1(∆̃u1) +
γ̃ε(∆̃u1)+ γ̂ε(∆̃u2)+µL1 where βL1(·, ·), γL1(·), γ̃ε(·), γ̂ε(·) and µL1 come from Lemma 4.1.
Then, |x(t)| ≤ |(x(t), ξ(t))| and (4.17) imply that |x(t)| ≤ ∆̃x for all |(x0, ξ0)| ≤ ∆̃, u ∈ B̃u1 ,
u̇ ∈ B̃u2 and t ≥ t0 ≥ 0 where B̃u1 = {u ∈ Rr | |u| ≤ ∆̃u1} and B̃u2 = {u̇ ∈ Rr | |u̇| ≤ ∆̃u2}.
Define


















where α̃W(·) := α2W(·) with αW(·), αW(·), αW(·) come from Assumption 4.4, αV1(·) is
given by Assumption 4.3, b2 ≥ 0, b3 ≥ 0 and γi(·) (i = 2, . . . , 4) come from Assump-
tion 4.5. Let ε∗ > 0 be such that − 1ε
ζ3
2 + (a2 + a3 + 1) ≤ 0. Note that we can re-
duce C̃ in (B.26) by reducing ε; so, for any given µ̃ we can always obtain µ̃ > C̃ if ε is
sufficiently small. Let (∆̃, ∆̃u1 , ∆̃u2 , µ̃) generate ε
∗
3 > 0, which is given below, such that






holds for all ε ∈ (0, ε∗3). Hence, define



















2(a2 + a3 + 1)
, (B.28b)










(∆̃x) + (γ2(∆̃u1) + γ3(∆̃u1))
2 + γ24(∆̃u2)]
, (B.28c)
where all the above constants and functions come from Assumption 4.3 - 4.5. Since
we have applied Lemma 4.1, we have that ε∗1 comes from ε̃
∗ in (B.5). And ε∗2, ε
∗
3 are
constructed as described above. We now consider the Lyapunov function W(t, x, ξ) in







































W(|ξ|) + (a2 + a3)α
2
W(|ξ|) + [(b2 + b3)αV1(|x|) + γ2(|u|)
+ γ3(|u|) + γ4(|u̇|)]αW(|ξ|). (B.30)








W(|ξ|) + (a2 + a3 + 1)α
2




+ γ23(|u|) + γ
2
4(|u̇|). (B.31)










































W (·). To conclude an ISS result, we have
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where α̃W(·) := α2W(·). Note that we consider x(t) as an input to the ξ− subsystem. It is
observed from (B.33) that the fast dynamics are ISS with respect to x, u and u̇. It follows
from Lemma 4.1 that x(t) is an input bounded signal to the ξ−subsystem. Note that we


















+γ22(|u[t0, t]|) + γ
2








2α2V1(|x[t0, t]|) + γ
2
2(|u[t0, t]|) + γ
2





















Since the second term on the right-hand side of (B.36) is equal to C̃ and µ̃ > C̃ holds for
all ε ∈ (0, ε∗3) with ε∗3 given by (B.28c), we conclude that (4.19) holds for all ε ∈ (0, ε∗)
and for all |(x0, ξ0)| ≤ ∆̃, ||u||∞ ≤ ∆̃u1 , ||u̇||∞ ≤ ∆̃u2 and t ≥ t0 ≥ 0.
















, ν := αW(∆̃)
and K = min{α̂W(W)} over the set {∆̃ ≤ |ξ| ≤ ∆̃ξ} with ∆̃ξ = α−1W ◦αW(∆̃). Note that T
∗ is
ofO(ε). To prove that the second part of the corollary holds, we consider the inequality






K < 0. (B.38)
Integrating (B.38) leads to




Note that αW(|ξ0|) ≤ ν. So, it follows from (4.10) that
W(t, x(t), ξ(t)) ≤ ν− 1
ε
K(t− t0). (B.40)
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So, we have from (B.34) that υ ≤ ν. It is observed that (B.40) implies there is a time
t > 0 such that υ = ν − 1εK(t − t0). From this equality, we conclude that such a time is
t = T∗ + t0 where T∗ is given by (B.37). Moreover, we have that
υ ≥ ν− 1
ε
K(t− t0), (B.41)
for all t ∈ [t0 + T∗,∞). Then, it follows from (B.40) and (B.41) that (4.20) holds for
all ε ∈ (0, ε∗), and for all |(x0, ξ0)| ≤ ∆̃, ||u||∞ ≤ ∆̃u1 , ||u̇||∞ ≤ ∆̃u2 and t ≥ T∗ + t0.

















where ε∗1 and ε
∗
2 are given by (B.28a) and (B.28b), respectively. We now bound (B.32) by
















We integrate both sides of (B.45), which leads to
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By usingαWc(·) and µ̃L2 defined as in (B.42) and (B.43) respectively, it follows from (B.48)
that (4.21) holds for all ε ∈ (0, ε∗L2), and for all |(x0, ξ0)| ≤ ∆̃, ||u||L2 ≤ ∆̃u1 , ||u̇||L2 ≤ ∆̃u2
and t ≥ t0 ≥ 0. This completes the proof. 
B.3 Proof of Corollary 4.2
We split the proof into two steps. In the first step, we prove that the ultimate bounded-
ness condition in (4.32) holds. Then, in the second step we show that the practical L2
stability property in (4.33) is satisfied.
Step 1) Define the class-K∞ function
αc1(s) := αo1(s), (B.49)
where αo1(·) comes from Assumption 4.8. Let ∆ > 0, ∆u1 > 0,∆u2 > 0 and ∆w > 0 be
given such that |(x0, ξ0, χ0)| ≤ ∆, ||u||∞ ≤ ∆u1 , ||u̇||∞ ≤ ∆u2 and ||w||∞ ≤ ∆w. By using





γL1(∆u1)+γ̃L1(∆u1)+γ̂L1(∆u2)+µL1 , whereβL1(·, ·), γL1(·), γ̃ε(·), γ̂ε(·) andµL1 come from
Lemma 4.1. Then, (4.17) implies that |(x(t), ξ(t))| ≤ ∆(x,ξ) for all |(x0, ξ0)| ≤ ∆, u ∈ Bu1 ,
u̇ ∈ Bu2 , and t ≥ t0 ≥ 0 where Bu1 = {u ∈ Rr | |u| ≤ ∆u1} and Bu2 = {u̇ ∈ Rr | |u̇| ≤ ∆u2}.
Define (∆̂, ∆̂u1 , ∆̂w) as ∆̂ := ∆(x,ξ), ∆̂u1 := ∆u1 , ∆̂w := ∆w. By virtue of Assumption 4.9, let
(∆̂, ∆̂u1 , ∆̂w) generate εy > 0 such that (4.31) holds. Introduce ∆h := αy(∆̂) + γy(∆̂u1) +
γy(∆̂w) and note that (4.31) implies that |h(t, x, ξ+H(t, x, u), u, ε)| ≤ ∆h for all ε ∈ (0, εy)












) , εy} , (B.50)
where all of the above constants come from Assumptions 4.3 - 4.5. Finally, define
Υ := αo2(∆h) + αo3(∆u1), (B.51)
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where functions αo2(·), αo3(·) ∈ K∞ come from Assumption 4.8. Since we have applied
Lemma 4.1, we have that the first term in (B.50) corresponds to ε̃∗ in (B.5). Note that
the second term in (B.50) comes from Assumption 4.9. It is observed that the observer
dynamics is in cascade with the original system (4.6) through the output of the system.
Then, the output is seen as a signal input to the observer. Since the map of the output
is bounded for any ε ∈ (0, εy), it follows that y is a bounded signal input to the observer
dynamics, i.e., ||y(t)||∞ ≤ ∆h. Hence, we have from Assumption 4.8 that Υ in (B.51) is
well defined. Moreover, we conclude from (4.27) that (4.32) holds for any ε ∈ (0, ε̂∗) and
for all |(x0, ξ0, χ0)| ≤ ∆, ||u||∞ ≤ ∆u1 , ||u̇||∞ ≤ ∆u2 , ||w||∞ ≤ ∆w and t ≥ t0 ≥ 0.
Step 2) We now prove that (4.33) holds. Define
αc2(s) := αo4(s), (B.52)
αc3(s) := αo5(s), (B.53)
where αoi , for i ∈ {4, 5}, come from Assumption 4.8. Let ||u||L2 ≤ ∆u1 , ||u̇||L2 ≤ ∆u2 and
||w||L2 ≤ ∆w. It follows that Lemma 2.1 holds and ||y||L2 ≤ ∆h. Define
ΥL2 := αo6(∆h) + αo7(∆u1), (B.54)
where αoi (i = 6, 7) come from Assumption 4.8. Then, it follows from (4.28) and the
linearity of the integral function that∫ t
t0




Therefore, we conclude from (B.55) that (4.33) holds for all ε ∈ (0, ε̂∗), |(x0, ξ0, χ0)| ≤ ∆,
||u||L2 ≤ ∆u1 , ||u̇||L2 ≤ ∆u2 , ||w||L2 ≤ ∆w and t ≥ t0 ≥ 0. This completes the proof. 
B.4 Proof of Lemma 4.2
We split the proof in two steps. In the first step, we prove that (4.38) holds under As-
sumptions 4.1 - 4.10. We then show that the error dynamics satisfy (4.39).
Step 1) Let Assumptions 4.1 - 4.10 hold. Let λe(·, ·) ∈ KL be defined as the solution of
the following scalar differential equation,
ẏe = −α̂V3(ye), ye(t0) = ye0 , (B.56)
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with α̂V3(·) = 14ζ2α
2
V3
◦ α−1V3 (·) where ζ2, αV3(·) and αV3(·) come from Assumption 6.7.
Then, y(t) = λe(ye0 , t−t0). The existence of λe(·, ·) follows from [Lemma 4.4, 70]. Define
the class-KL function



























































where α̃V3(·) = α2V3(·), and all constants and functions come from Assumptions 4.3 -
4.6, 4.9 and 4.10, and L > 0 is such that |∂ho/∂χ| ≤ L for all χ ∈ B1 with B1 = {χ ∈
Rq | |χ| ≤ ∆1} where ∆1 > 0. Let ∆L > 0, ∆Lu1 > 0, ∆Lu2 > 0, and ∆Lw > 0 be given
such that |(x0, ξ0, χ0, e0)| ≤ ∆L, ||u||∞ ≤ ∆Lu1 , ||u̇||∞ ≤ ∆Lu2 , and ||w||∞ ≤ ∆Lw . By us-
ing Lemma 4.1, we generate ε̃∗ > 0 such that (4.17) holds for all ε ∈ (0, ε̃∗). Define
(∆,∆u1 , ∆u2 , ∆w) as ∆ := ∆L, ∆u1 := ∆Lu1 , ∆u2 := ∆Lu2 , ∆w := ∆Lw . By using Corol-
lary 4.2, let (∆,∆u1 , ∆u2 , ∆w) generate ε̂
∗ > 0 and Υ > 0 such that (4.32) holds for all
ε ∈ (0, ε̂∗).
We now introduce∆x := βL1(∆L, 0)+γL1(∆Lu1 )+γ̃L1(∆Lu1 )+γ̂L1(∆Lu2 )+µL1 and∆χ :=
αc1(∆) + Υ, where βL1(·, ·), γL1(·), γ̃L1(·), γ̂L1(·) and µL1 come from (4.17) in Lemma 4.1,
and αc1(·) and Υ come from (4.32) in Corollary 4.2. Then, we have that |x(t)| ≤ ∆x for
all |(x0, ξ0)| ≤ ∆L, u ∈ Bu1 , u̇ ∈ Bu2 , and t ≥ t0 ≥ 0 where Bu1 = {u ∈ Rr | |u| ≤ ∆Lu1 }
and Bu2 = {u̇ ∈ Rr | |u̇| ≤ ∆Lu2 }. From Lemma 4.1, we have that |(x(t), ξ(t))| ≤ ∆x
for all |(x0, ξ0)| ≤ ∆L, u ∈ Bu1 , u̇ ∈ Bu2 , and t ≥ t0 ≥ 0. Moreover, from the choice
of (∆,∆u1 , ∆u2 , ∆w), we conclude that |χ(t)| ≤ ∆χ for all |(x0, ξ0, χ0)| ≤ ∆, u ∈ Bu1 , u̇ ∈
Bu2 , and t ≥ t0 ≥ 0. Let ε∗L3 > 0 be such that ε(a4 + a5 + a6 + La7 + 2) − ζ2 < 0 for all
ε ∈ (0, ε∗L3), ε
∗
L3





















ε∗L2 := εy, (B.60b)
ε∗L3 :=
ζ2
a4 + a5 + a6 + La7 + 2
, (B.60c)
where all of the above constants come from Assumptions 4.3 - 4.6, 4.9 and 4.10.
Note that (B.60a) comes from ε̃∗ in Lemma 4.1. Moreover, from the choice of (∆,∆u1 ,
∆u2 , ∆w) and Corollary 4.2, we have that (B.60b) comes from ε̂
∗. We have introduced
above the condition from which ε∗L3 has been constructed. To prove that (4.38) holds, we
now consider the Lyapunov function V3(t, e, x, χ) in Assumption 4.7 and take its deriva-














fs(t, x, ξ+H(t, x, u), u, ε) +
∂V3
∂χ
fo(t, χ, y, u). (B.61)
By adding and subtracting terms and using the definition of the error dynamics, we can










fe(t, x, χ, e, ξ+H(t, x, u), ys, u, u̇, 0) +
∂V3
∂x




























[fs(t, x,H(t, x, u), u, 0) − fs(t, x, ξ+H(t, x, u), u, ε)] . (B.62)
As showed above, it follows from Corollary 4.2 that |χ| ≤ ∆χ for all ε ∈ (0, ε̂∗) where
ε̂∗ ≤ ε∗L. Let define ∆1 := ∆χ and ∆2 := ∆Lu1 , so we have from Remark 4.1 that for
the given ∆1 and ∆2 there is L > 0 such that |∂ho/∂χ| ≤ L for all χ ∈ B1 with B1 =
{χ ∈ Rq | |χ| ≤ ∆1} where ∆1 := ∆χ. By using the norm and applying inequalities in




≤ −ζ2α2V3(|e|) + ε(a4 + a5 + a6 + La7)αV1(|x|)αV3(|e|) + εγ5(|u|)αV3(|e|)
+ (b4 + b5 + b6 + Lb7)αV3(|e|)αW(|ξ|) + εγ6(|u|)αV3(|e|) + γV3(|w|). (B.63)
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(a4 + a5 + a6 + La7 + 2)α
2
V3
(|e|) + εγ25(|u|) + εγ
2
6(|u|)






α2W(|ξ|) + γV3(|w|), (B.64)









(|e|) + ε(a4 + a5 + a6 + La7)α
2
V1






α2W(|ξ|) + γV3(|w|), (B.65)
for all ε ∈ (0, ε∗L3) with ε
∗
L3
given by (B.60c). It is observed that ε∗L3 ≤ ε
∗
L. Then, it follows






ε(a4 + a5 + a6 + La7)α
2
V1








=⇒ V̇3∣∣(4.30) ≤ −α̂V3(V3), (B.66)





◦ α−1V3 (·). We can conclude an ISS result from




















for any (x, ξ, χ, e) ∈ Bρ, where Bρ := {(x, ξ, χ, e) ∈ Rn × Rm × Rq × Rn | |(x, ξ, χ, e)| ≤
α−1 ◦ α(∆L)}. If (B.67) does not hold, the solutions would not belong to the invari-
ant set that agrees with (4.24) and the dissipation inequality (B.65), see [Theorem 4.18,
70]. We now exploit the cascade properties of the error dynamics, which are in cascade
with the x, ξ and χ. Since Lemma 4.1 and Corollary 4.2 hold, |x(t)| ≤ |(x(t), ξ(t))| and
|ξ(t)| ≤ |(x(t), ξ(t))|, it follows that x, ξ and χ are essentially bounded inputs to the error
dynamics. Then, (B.66) implies that the error dynamics are ISS with respect to x, ξ, u,
andw. By applying results in [114] and [116], we obtain
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α2W(|ξ[t0, t]|) + γV3(|w[t0, t]|)
])
, (B.68)
where βe(·, ·) ∈ KL is given by (B.57). By applying the weak triangle inequality to the
second term on the right-hand side of (B.68), we conclude that (4.38) holds for all ε ∈
(0, ε∗L) and for all |(x0, ξ0, χ0, e0)| ≤ ∆L, ||u||∞ ≤ ∆Lu1 , ||u̇||∞ ≤ ∆Lu2 , ||w||∞ ≤ ∆Lw and
t ≥ t0 ≥ 0, where γξ(·), γx,ε(·), γu,ε(·), and γw(·) are given by (B.58).








(a4 + a5 + a6 + La7), (B.69b)
k3 :=




where all constants come from Assumptions 4.7 and 4.10, and L is defined as in Step
1) of this proof. Let ||u||L2 ≤ ∆Lu1 , ||u̇||L2 ≤ ∆Lu2 , and ||w||L2 ≤ ∆Lw . Consider the set
Ω1 = {(x, ξ, χ, e) ∈ Rn × Rm × Rq × Rn | |(x, ξ, χ, e)| ≤ α(∆L)} which is a subset of
Bρ = {(x, ξ, χ, e) ∈ Rn × Rm × Rq × Rn | |(x, ξ, χ, e)| ≤ α−1 ◦ α(∆L)}.
Claim: If (x0, ξ0, χ0, e0) ∈ Ω1 for some t0 ≥ 0, then (x(t), ξ(t), χ(t), e(t)) ∈ Ω1 for all
t ≥ t0. Proof of claim: We prove our claim by contradiction. Assume there exists ν > 0
and some t1 > t0 such that
V3(t1, e(t1), x(t1), χ(t1)) ≥ α(∆L) + ν.
Let t1 be minimal value of t such that the above inequality holds (for a fixed ν). Hence,
V3(t, e(t), x(t), χ(t)) > α(∆L) for some t close to t1. Since V3(t, e(t), x(t), χ(t)) > α(∆L)
and |e| ≥ α−1(V3), we have
|e| ≥ ∆L.
Then, it follows from (B.67) that the inequality on the left-hand side of (B.66 holds for
each t in the neighbourhood of t1, and the continuous function V3(t, e(t), x(t), χ(t))
has negative derivative near t1. Thus, V3(t, e(t), x(t), χ(t)) > V3(t1, e(t1), x(t1), χ(t1))
for some t ∈ (t0, t1), contradicting minimality of t1. Therefore, Ω1 must indeed be
invariant, as claimed. This completes the proof of the claim.
Since Ω1 is an invariant set, we know that any trajectory starting within the set will
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remain in it, and subsequently, in Bρ. This implies that the norm infinity of the estima-
tion error will remain bounded for all t ≥ t0. Moreover, we know from Lemma 2.1 and
Corollary 2.2 (see Step 1) of this proof) that the states of the system and the states of the
observer have finite and bounded infinity norm for all ε ∈ (0, ε∗L), |(x0, ξ0, χ0, e0)| ≤ ∆L,
||u||∞ ≤ ∆Lu1 , ||u̇||∞ ≤ ∆Lu2 , ||w||∞ ≤ ∆Lw and t ≥ t0 ≥ 0. Therefore, we can now
integrate (B.65) as follows





















































It follows from (4.24) that V3(t0, e(t0), x(t0), ξ(t0)) ≤ αV3(|e0|). Therefore, it follows from
(B.71) that (4.39) holds for all ε ∈ (0, ε∗L), |(x0, ξ0, χ0, e0)| ≤ ∆L, for any input satisfying
||u||∞ ≤ ∆Lu1 , ||u̇||∞ ≤ ∆Lu2 , ||u||L2 ≤ ∆Lu1 , ||u̇||L2 ≤ ∆Lu2 , for any ||w||∞ ≤ ∆Lw , ||w||L2 ≤
∆Lw and for all t ≥ t0 ≥ 0, where ki (i = 1, 2, 3) are given by (B.69). This completes the
proof. 
B.5 Proof of Theorem 4.1
We split the proof in four steps. In the first step, we prove that (4.40) holds under As-
sumptions 4.1 - 4.10. Then, we show that (4.41) holds under the same assumptions. In
the third step, we prove that the error dynamics satisfy (4.42). Finally, we show that the
error dynamics also satisfy (4.43).
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Step 1) Let Assumptions 4.1 - 4.10 hold. Define the class-KL function

























where βe(·, ·) ∈ KL and γξ(·) ∈ K∞ come from Lemma 4.2, and βξ(·, ·) ∈ KL is given in
Corollary 4.1. Define the class-K∞ function
γT1(s) := γw(s) + βe (2γw(s), 0) , (B.73)
where γw(·) ∈ K∞ comes from Lemma 4.2. Let ∆ > 0, ∆u1 > 0, ∆u2 > 0, ∆w > 0 and
µ > 0 be given such that |(x0, ξ0, χ0, e0)| ≤ ∆, ||u||∞ ≤ ∆u1 , ||u̇||∞ ≤ ∆u2 , and ||w||∞ ≤ ∆w.
Define
µT1 := βe(2µ, 0). (B.74)
Let (∆,∆u1 , ∆u2 , ∆w) be defined as ∆ := ∆, ∆u1 := ∆u1 , ∆u2 := ∆u2 , ∆w := ∆w. Using
Corollary 4.2, let (∆,∆u1 , ∆u2 , ∆w) generate ε̂
∗ > 0 andΥ > 0 such that (4.32) holds for all
ε ∈ (0, ε̂∗). We now introduce∆χ := αc1(∆)+Υ, whereαc1(·) andΥ > 0 come from (4.32)
in Corollary 4.2. From the choice of (∆,∆u1 , ∆u2 , ∆w), we conclude that |χ(t)| ≤ ∆χ for
all |(x0, ξ0, χ0, e0)| ≤ ∆, u ∈ Bu1 , u̇ ∈ Bu2 , and t ≥ t0 ≥ 0 where Bu1 = {u ∈ Rr | |u| ≤ ∆u1}












where all of the above constants come from Assumptions 4.7 and 4.10 the class-K∞
functions come from Assumptions 4.4 and 4.7, and L > 0 is such that |∂ho/∂χ| ≤ L
for all χ ∈ B1 with B1 = {χ ∈ Rq | |χ| ≤ ∆1} where ∆1 := ∆χ. From the choice of
(∆̃, ∆̃u1 , ∆̃u2 , µ̃), we generate ε
∗ such that Corollary 4.1 holds. Define (∆L, ∆Lu1 , ∆Lu2 , ∆Lw)
as ∆L := ∆, ∆Lu1 := ∆u1 , ∆Lu2 := ∆u2 , ∆Lw := ∆w. Let Lemma 4.2 holds with the
choice of (∆L, ∆Lu1 , ∆Lu2 , ∆Lw), which means that Lemma 4.1 holds too. Introduce∆x :=
βL1(∆, 0) + γL1(∆u1) + γ̃L1(∆u1) + γ̂L1(∆u2) + µL1 where βL1(·, ·), γL1(·), γ̃L1(·), γ̂L1(·) and
µL1 come from (4.17) in Lemma 4.1. We now define an auxiliary constant C := εc1 + c2
with
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c2 =




where all constants come from Assumption 4.7 and 4.10, µ̃ is defined as in (B.75), L > 0
is as defined above, αV1(·), αW(·), and γi(·) (i = 5, 6) come from Assumptions 4.3, 4.4
and 4.10, respectively. Define the auxiliary constant









where it is observed that Ĉ can be made small by reducing C, which implies to reduce ε
and µ̃. The weak triangle inequality for comparison functions leads to

















Note that µ̃ in (B.75) is such that the second term on the right-hand side of (B.79) is half
of µ, i.e., 12µ = α
−1
V3






















(a4 + a5 + a6 + La7)α
2
V1

















ε∗ := min {ε∗L, ε
∗, ε∗a} . (B.81)
Note that ε∗a is given by (B.80), ε
∗ is generated by Corollary 4.1, and ε∗L in (B.81) comes
from (B.59) in Lemma 4.2 and implies that Lemma 4.1 and Corollary 4.2 hold. It follows
from Lemma 4.2 that
















α2W(|ξ[t0, t]|) + γV3(|w[t0, t]|)
])
, (B.82)
with k1 = (b4 + b5 + b6 + Lb7)2. By virtue of Lemma 4.1 and Corollary 4.1, we have
that x(t) and ξ(t) are bounded signal inputs to the error dynamics. We now use the
cascade properties of the system to conclude the result. By using the ISS approach for
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interconnected systems proposed in [Lemma 4.7, 70], we have that (B.82) yield to
|e(t)| ≤ βT1 (|(x0, ξ0, e0)|, t− t0) + βe
(












+ γT1 (|w [t0, t]|) + α
−1
V3

















where βT1(·, ·) ∈ KL and γT1(·) ∈ K∞ are given by (B.72) and (B.73), respectively. There-
fore, by the fact that µ > Ĉ, β(r, 0) ≥ β(r, s), and using (B.74), we conclude that
(4.40) holds for all ε ∈ (0, ε∗) and for all |(x0, ξ0, χ0, e0)| ≤ ∆, ||u||∞ ≤ ∆u1 , ||u̇||∞ ≤ ∆u2 ,
||w||∞ ≤ ∆w and t ≥ t0 > 0.
Step 2) We now prove that (4.41) holds under Assumptions 4.1 - 4.10. Define the func-
tions βT1(·, ·) ∈ KL and γT1(·)K∞
βT1(r, s) := βe(r, s), (B.84)
γT1(s) := γw(s), (B.85)
where βe(·, ·) ∈ KL and γw(·) ∈ K∞ come from Lemma 4.2. For the given ∆ > 0,
∆u1 > 0, ∆u2 > 0, ∆w > 0 and µ > 0, let ε
∗ > 0 be as defined in (B.81). As showed in
Step 1), Lemmas 4.1 and 4.2 and Corollaries 4.1 and 4.2 hold. Using Corollary 4.1, let
(∆̃, ∆̃u1 , ∆̃u2 , µ̃) generate T
∗ > 0 such that (4.20) in Corollary 4.1 holds for all ε ∈ (0, ε∗),





where υ := αW ◦ α̃−1W
(










∆x, α̃W(·) := α2W(·), ν := αW(∆̃), K = min{α̂W(|ξ|)} over the set {∆̃ ≤ |ξ| ≤ ∆̃ξ} with




W (·) and ∆̃ξ = α
−1
W ◦ αW(∆̃), where all the constants and class-K∞
functions come from Assumptions 3, 4 and 5.
To show the result, we consider (B.82) which comes from Lemma 4.2. It is observed
that x(t) and ξ(t) are essentially bounded signal inputs to the error dynamics. We know
from the SPA result in Corollary 4.1 that the fast state rapidly converges, and it becomes
ultimately bounded by µ̃ after a finite time T∗ > 0defined by (B.86). This occurs because
βξ(·, ·) ∈ KL in (4.19) quickly converges to zero. Hence, |ξ[εT∗, t]| ≤ µ̃ for all t ≥ εT∗+ t0
where µ̃ is given by (B.75). Moreover, |x[t0, t]| ≤ ∆x, and |u[t0, t]| ≤ ∆u1 . Therefore, by
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considering c1 and c2 in (B.76) and (B.77), (B.82) leads to
|e(t)| ≤ βT1(|e(t0)|, t− t0) + α
−1
V3
















+ γT1(|w[t0, t]|), (B.87)
for all ε ∈ (0, ε∗) and for all t ≥ εT∗ + t0, where βT1(·, ·) ∈ K∞ and γT1(·) ∈ K∞ given by
(B.84) and (B.85). Note that the sum of second and third terms on the right-hand side
of (B.87) is equal to right hand side of (B.79), which is smaller than µ for all ε ∈ (0, ε∗).
Therefore, we conclude that (4.41) holds for all ε ∈ (0, ε∗), |(x0, ξ0, χ0, e0)| ≤ ∆, ||u||∞ ≤
∆u1 , ||u̇||∞ ≤ ∆u2 , ||w||∞ ≤ ∆w and t ≥ εT∗ + t0.





and the class-K∞ functions




(b4 + b5 + b6 + Lb7)
2αWc(s), (B.90)
where αWc ∈ K∞ come from Corollary 4.1. For the given ∆ > 0, ∆u1 > 0, ∆u2 > 0,
∆w > 0 and µ > 0, let |(x0, ξ0, χ0, e0)| ≤ ∆, ||u||L2 ≤ ∆u1 , ||u̇||L2 ≤ ∆u2 , ||w||L2 ≤ ∆w.
Let Lemmas 4.1 and 4.2 and Corollary 4.2 hold as in Step 1) of this proof where the L2
results hold for any input satisfying ||u||∞ ≤ ∆u1 , ||u̇||∞ ≤ ∆u2 , ||u||L2 ≤ ∆u1 , ||u̇||L2 ≤ ∆u2 ,
and for any ||w||∞ ≤ ∆w, ||w||L2 ≤ ∆w. Define (∆̃, ∆̃u1 , ∆u2 , µ̃) as ∆̃ := ∆, ∆̃u1 = ∆u1 ,
∆̃u2 = ∆u2 and
µ̃ := α−1W
√ ζ22
4(b4 + b5 + b6 + Lb7)2
µ
 . (B.91)
From the choice of (∆̃, ∆̃u1 , ∆u2 , µ̃), we generate ε





(b4 + b5 + b6 + Lb7)
2α−1W
√ ζ22
4(b4 + b5 + b6 + Lb7)2
µ
 , (B.92)
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whereαw(·) ∈ K∞ and the rest of the constant come from Assumptions 4.4, 4.5 and 4.10,






















(a4 + a5 + a6 + La7)α
2
V1









where ε∗L and ε
∗ come from Lemma 4.2 and Corollary 4.1, respectively. We now con-
sider (4.39) in Lemma 4.2 and (4.21) in Corollary 4.1. Note that (4.39) holds for all
































εαWc(|ξ0|) + µ̃(t− t0)
)
, (B.95)
where αWc(·) comes from Corollary 4.1 and k1 = (b4 + b5 + b6 + Lb7)2. We use the fact
































Eq. (B.96) and ε 2ζ2
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µ̃(t− t0) + µ(t− t0), (B.97)
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for all ε ∈ (0, ε∗L2). By using αT1(·), αT1(·) ∈ K∞, kT1 and µL2 given in (B.88) - (B.92) and
by the fact that |e0| ≤ |(x0, ξ0, e0)| and |ξ0| ≤ |(x0, ξ0, e0)|, we conclude from (B.97) that
(4.42) holds for all ε ∈ (0, ε∗L2), |(x0, ξ0, χ0, e0)| ≤ ∆, for any input satisfying ||u||∞ ≤ ∆u1 ,
||u̇||∞ ≤ ∆u2 , ||u||L2 ≤ ∆u1 , ||u̇||L2 ≤ ∆u2 , for any ||w||∞ ≤ ∆w, ||w||L2 ≤ ∆w, and for
all t ≥ t0 ≥ 0.
Step 4) Finally, we demonstrate that the L2 stability property (4.43). To prove this final
result, let Lemmas 4.1 and 4.2 and Corollary 4.2 hold as in previous steps, and let Corol-
lary 4.1 holds as stated in Step 3) of this proof. Let kT1 > 0 and αT1(·) ∈ K∞ be such as
defined in (B.88) and (B.89), respectively. Moreover, define ε∗L2 > 0 as in (B.94). From
the choice of (∆̃, ∆̃u1 , ∆u2 , µ̃) in Step 3) where µ̃ is given by (B.91), we generate T
∗ > 0
such that |ξ(t)| ≤ µ̃ for all t ≥ εT∗ + t0. Since we work with the intersection of the in-
finity norm and the L2 norm, we use the fact that |ξ(t)| ≤ µ̃ for all t ≥ εT∗ + t0 and we
consider |x(t)| ≤ ∆x, |u(t)| ≤ ∆u1 and |u̇(t)| ≤ ∆u2 . Therefore, we obtain from (4.39) that































































γV3(|w(τ)|)dτ+ µ(t− t0). (B.100)
Therefore, by using kT1 > 0 as in (B.88) and αT1(·) ∈ K∞ as in (B.89), it follows from
(B.100) that (4.43) holds for all ε ∈ (0, ε∗L2), |(x0, ξ0, χ0, e0)| ≤ ∆, for any input satisfying
||u||∞ ≤ ∆u1 , ||u̇||∞ ≤ ∆u2 , ||u||L2 ≤ ∆u1 , ||u̇||L2 ≤ ∆u2 , for any ||w||∞ ≤ ∆w, ||w||L2 ≤ ∆w,
and for all t ≥ εT∗t0. This completes the proof. 
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B.6 Proof of Lemma B.1
We split the proof into two steps. In the first step, we show that the infimum always
happens at the boundary, i.e. |(r, l)| = s. Then, in the second step, we show that the
function is strictly increasing function and it is zero at |(r, l)| = 0.
Step 1) We use contradiction by assuming that, for a given s1, the infimum happens at
|(r2, l2)| = s1 + ν︸ ︷︷ ︸
s2
for some ν > 0. This means that
κ1(|r2|) + κ2(|l2|) ≤ κ1(|r1|) + κ2(|l1|). (B.101)
for any (r1, l1) in the neighbourhood of (r2, l2). Now, chose the pair (r1, l1) such that
|r1| ≤ |r2|, |l1| < |l2| and |(r1, l1)| = s1. Since κ1(·) and κ2(·) are strictly increasing func-
tions, it follows that
κ1(|r1|) + κ2(|l1|) < κ1(|r2|) + κ2(|l2|). (B.102)
This contradicts with the assumption that infimum happens at |(r2, l2)|.
Step 2) Again, we use contradiction by assuming if s1 < s2 then κ̂(s1) ≥ κ̂(s2). Let (r1, l1)
and (r2, l2) be the points at which infimums happen. Following the same argument in
the first step, we can find a point (r∗1, l
∗
1) in the neighbourhood of (r2, l2) such that
κ1(|r
∗
1 |) + κ2(|l
∗
1 |) < κ1(|r2|) + κ2(|l2|) ≤ κ̂(s1), (B.103)
with |(r∗1, l
∗
1)| = s1. According to definition of κ̂(s1), we have κ̂(s1) ≤ κ1(|r∗1 |) + κ2(|l∗1 |)
which contradicts with the inequality in (B.103). Therefore, κ̂(s) is strictly increasing.
Since κ1(·) and κ2(·) are of class-K∞, it is straightforward to see that κ̂(s) = 0 and
lims→∞ κ̂(s) = ∞ if and only if (r, l) = 0 and |(r, l)| → ∞ respectively. This completes
the proof. 
B.7 Proof of Lemma B.2








, b = 1εd
(
2





2d(b2+b3). Note that the statement of the Lemma implies that d is fixed.
Then, it can be observed that the minimum eigenvalue of the matrix A(d, ε) in (B.15) is
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(a+ b)2 − 4(ab− c2)
2
, (B.104)
for all ε > 0. From the continuity of eigenvalues with respect to the parameter ε, we





















((1− d)b1 + d(b2 + b3))










Observe that it is straightforward to prove that the term inside the square root is always
positive.
Now, we claim that dλmin(ε)dε < 0, which along with continuity of eigenvalues with
respect to the parameter ε conclude that λmin(ε) is strictly decreasing function of ε. To
do so, we use contradiction.
Assume now that λmin(ε) is not strictly decreasing. Then, it means that
dλmin(ε)
dε = 0 for


































































































which is negative; whilst the left term in (B.107) and (a − b)2 are positive. This means
that there is no ε that satisfies (B.107), and subsequently, (B.106). This contradicts with
our assumption and completes the proof.
Remark B.1. Consider ε̃∗ and ε∗ given in (B.5) and (B.105), respectively. Note that at





























































































Since the last inequality is true, it follows that, in fact, ε̃∗ < ε∗. Finally, the monotonicity
of λmin{A(d∗, ε)} and the fact that ε̃∗ < ε∗ imply
λmin{A(d
∗, ε̃∗)} > λmin{A(d
∗, ε∗)}.
From Lemma B.2, we have that limε→ε∗ λmin{A(d∗, ε)} = 0. Therefore, λmin{A(d∗, ε̃∗)} > 0.
Appendix C
Proofs of Chapter 6
C.1 Proof of Lemma 6.3
Let x̂i ∈ X, for i ∈ {1, . . . ,N}, and let Assumption 6.6 hold such that we generate Vi :
Rn × Rm → R≥0, γ̃ : Rn × Rm × Rr → R≥0, ai > 0 for i ∈ {1, . . . , 4}, and λ0 > 0. Define














where θ ∈ (0, 1) and Lx > 0 is such that |x(t)|∞ ≤ εLx. Let ∆ > 0, ∆eξ > 0 and ∆u1 > 0
be given such that |ξ(0)|∞ ≤ ∆, |eξi(0)|∞ ≤ ∆eξ , ||u||∞ ≤ ∆u1 . To apply Assumption 6.2,
define (∆,∆u1) as ∆ := ∆ and ∆u1 := ∆u1 . From the definition of (∆,∆u1), we have that
kA2 > 0 is generated by Assumption 6.2. Let us introduce
γ̂(exi) = max
|ξ|∞≤kA2,|u|∞≤∆u1
γ̃(exi , ξ, u). (C.4)
It follows from [Lemma 4.3, 70] that there exists γ(·) ∈ K∞ such that
γ(s) ≥ max
s≥|exi |∞ γ̂(exi), (C.5)
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We now prove that the conclusion of the lemma holds. We use Vi(x, eξi) satisfying As-
sumption 6.6, for i ∈ {1, . . . ,N}, as Lyapunov function candidates for the error systems
(6.34). We have that time derivatives ofVi(x, eξi), for i ∈ {1, . . . ,N}, along the trajectories







fei(ξ, x, eξi , exi , u), (C.7)
for all t ≥ 0. It follows from (C.7) that
V̇i(x, eξi) ≤ −λ0Vi(x, eξi) + γ̃(exi , ξ, u) + a4|eξi |
2∞|ẋ|∞. (C.8)
Since γ̃ : Rn×Rm×Rr → R≥0 is a continuous function and γ̃(0, ξ, u) = 0, for all ξ ∈ Rm,
u ∈ Rr, γ̃ can always be upper bounded by the positive definite function in (C.4). Hence,
by using that |ẋ|∞ ≤ εLx and (C.4), we conclude from (C.8) that
V̇i(x, eξi) ≤ −λ0Vi(x, eξi) + γ̂(exi) + εa4Lx|eξi |
2∞. (C.9)
Then, it follows from (6.35), (C.5) and (C.9) that







Vi(x, eξi) + γ(exi). (C.10)
Let consider θ ∈ (0, 1) such that (C.10) is written as follows
V̇i(x, eξi) ≤ −(1− θ)λ0Vi(x, eξi) − θλ0Vi(x, eξi) +
a4Lx
a1
εVi(x, eξi) + γ(exi). (C.11)
Then, we conclude that, for any ε ∈ (0, ε̃∗) with ε̃∗ given by (C.3), the time derivative of
Vi(x, eξi) is bounded as follows
V̇i(x, eξi) ≤ −(1− θ)λ0Vi(x, eξi) + γ(exi). (C.12)
By the comparison principle in [Lemma 3.4, 70], for any |ξ(0)|∞ ≤ ∆, |eξi(0)|∞ ≤ ∆eξ ,
||u||∞ ≤ ∆u1 , it follows from (C.12) that the corresponding solutions to (6.1) and (6.34)
verify




exp [−(1− θ)λ0τ]dτ. (C.13)
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where λ0 = (1−θ)λ0 and where we have used (6.35) and that
√
















































for ε ∈ (0, ε̃∗) and t ≥ 0. Therefore, by using the definitions given in (C.1), (C.2) and
(C.6), we conclude that (6.41) holds. This completes the proof. 
C.2 Proof of Lemma 6.4
Let ∆ > 0, ∆eξ > 0, ∆u1 > 0 and ν > 0 be given such that |ξ(0)|∞ ≤ ∆, |eξi(0)|∞ ≤ ∆eξ ,
||u||∞ ≤ ∆u1 . To apply Assumption 6.2, define (∆,∆u1) as ∆ := ∆ and ∆u1 := ∆u1 . From
the definition of (∆,∆u1), we have that kA2 > 0 is generated by Assumption 6.2. To
apply Assumption 6.7, define (∆,∆eξ , ∆u1) as ∆ := ∆, ∆eξ := ∆eξ and ∆u1 := ∆u1 . Hence,
from the definition of (∆,∆eξ , ∆u1), we use Assumption 6.7 to generate αA7(·) ∈ KL and





Since x(t) ∈ X where X is assumed to be a known compact set, it follows that x̂i − x(t)
belongs to some compact set X̃. Therefore, there is kex > 0 such that
|x̂i − x(t)|∞ ≤ kex , (C.18)
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for all i ∈ {1 . . . ,N} and t ≥ 0whereN ∈ N≥1. Note that (C.18) implies |exi(t)|∞ ≤ kex for
all i ∈ {1 . . . ,N} and t ≥ 0. Define Tf = Tf(∆,∆eξ , ∆u1) > 0 as
Tf := TA7(∆,∆eξ , ∆u1), (C.19)
where TA7 is generated by Assumption 6.7. To apply Lemma 6.3, define (∆,∆eξ , ∆u1) as
∆ := ∆, ∆eξ := ∆eξ and ∆u1 := ∆u1 . Hence, from the definition of (∆,∆eξ , ∆u1), we use





where Lh > 0 is such that |eyi(tk + Tf) − eyi(tk)|∞ ≤ εLh for any tk ≥ 0 (the existence
of Lh is proven below). We now prove the statement of the lemma. Let us consider
the error systems (6.34) and assume that x(t) and exi(t) are frozen to x(tk) and exi(tk),
respectively, for tk ≥ 0. Hence, for x(t) = x(tk) and exi(t) = exi(tk), we denote the
solution to the state error dynamics (6.34a) at time t ≥ tk as ϕ(t, x(tk), exi(tk)), where
we have omitted its dependence on ξ, u and eξi(tk). Similarly, we denote the error
output (6.34b) at time t ≥ tk as ψ(t, x(tk), exi(tk)). Since ff and fo are continuously
differentiable, exi(tk) ∈ X̃, x(tk) ∈ X, ||u||∞ ≤ ∆u and since |ξ(t)|∞ ≤ kA2 (by Assump-
tion 6.2), it follows fei is locally Lipschitz in ϕ, uniformly in x, ξ, exi , and u by using
similar arguments as in the proof of [Lemma 3.2, 70]. Hence, ϕ(t, x(tk), exi(tk)) is con-
tinuous in t, x(tk) and exi(tk) by [Theorem 3.5, 70]. As a consequence, we deduce that
ψ(t, x(tk), exi(tk)) is continuous in t, x(tk) and exi(tk) by using the fact that he is contin-
uously differentiable (Assumption 6.1). Now, consider the error systems (6.34) where
x(t) and exi(t) are time varying. Denote the solution to the state error dynamics (6.34a)
at time t ≥ 0 as ϕ(t, x(t), exi(t)) and denote the error output (6.34b) at time t ≥ 0
as ψ(t, x(t), exi(t)) where we have omitted the dependency of these functions on ξ, u
and eξi(0). Then, as Lemma 6.3 hold, there is keξ > 0 generated from the choice of
(∆,∆eξ , ∆u1) so that |eξi |∞ ≤ keξ for all ε ∈ (0, ε̃∗). Hence, by following the same argu-
ments as above,ϕ(t, x(t), exi(t)) andψ(t, x(t), exi(t)) are continuous in t, x(t) and exi(t).
Since h is continuously differentiable, h, and subsequently, he in (6.34b) are Lipschitz
on compact sets. Hence, it follows that there exists Lh > 0 such that, for t ∈ [tk, tk + Tf],
|ψ(t, x(t), exi(t)) −ψ(t, x(tk), exi(tk))|∞ ≤ εLh. (C.21)
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When x(t) and exi(t) are frozen to x(tk) and exi(tk), i.e. x(t) = x(tk) and exi(t) = exi(tk),
the error output (6.34b) satisfies Assumption 6.7. Since |eyi |∞ ≤ |eyi | where |eyi | is the
Euclidean norm of a vector eyi ∈ Rr, it follows that (6.39) can be expressed in a scalar
form as follows ∫ t
t−Tf
(υTeyi(τ))
2dτ ≥ αA7(|exi(tk)|∞), (C.22)
for all t ≥ tk + Tf, with Tf defined as in (C.19), where υ ∈ Rp is any constant vector with
|υ| = 1. As eyi(t) = ψ(t, x(tk), exi(tk)) when x(t) = x(tk) and exi(t) = exi(tk), it follows







2dτ ≥ αey(|exi(tk)|∞). (C.23)
By using (C.23), we have that∫ t
t−Tf









[ψ(τ) −ψ(τ)][ψ(τ) −ψ(τ)]Tdτ, (C.24)
for all t ≥ Tf, where we have omitted the dependency of ψ on exi(t) and x(t) and the
dependency of ψ on exi(tk) and x(tk) to simplify notation. It follows from (C.21), (C.23)
and (C.24) that∫ t
t−Tf
ψ(τ, x(τ), exi(τ))ψ
T (τ, x(τ), exi(τ))dτ ≥
1
2
αA7(|exi(tk)|∞) − L2hε2. (C.25)
Hence, it follows from the left-hand side of (C.25) that∫ t
t−Tf
ψ(τ, x(τ), exi(τ))ψ




αA7(|exi(0)|∞) − L2hε2, 0
}
. (C.26)
Since |eyi | ≤
√
p|eyi |∞, we conclude from (C.26) that (6.42) holds with αL(·) ∈ K∞ and
kPe > 0 defined as in (C.17) and (C.20), respectively. This completes the proof. 
C.3 Proof of Lemma 6.5
Let x(t), x̂i ∈ X and let ∆̃ > 0, ∆̃eξ > 0, ∆̃u1 > 0 and ν > 0 be given such that |ξ(0)|∞ ≤ ∆̃,
|eξi(0)|∞ ≤ ∆̃eξ and ||u||∞ ≤ ∆̃u1 . To apply Assumption 6.2, define (∆,∆u1) as∆ := ∆̃ and
∆u1 := ∆̃u1 . From the definition of (∆,∆u1 , ∆u2), we have that kA2 > 0 is generated by
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Assumption 6.2. To apply Lemma 6.3, let define (∆,∆eξ , ∆u1) as ∆ := ∆̃, ∆eξ := ∆̃eξ and
∆u1 := ∆̃u1 . By using Lemma 6.3, we obtain kL1 > 0, λL1 > 0 and ε̃
∗ > 0, and from the
choice of (∆,∆eξ , ∆u1), we generate γL(·) ∈ K∞. We now define (∆,∆eξ , ∆u1) as ∆ := ∆̃,
∆eξ := ∆̃eξ and ∆u1 := ∆̃u1 so that Lemma 6.4 holds with these definitions. Since all
sample points x̂i ∈ X̂ belong to the set X, there exists kex > 0 such that
|x̂i − x(t)|∞ ≤ kex, (C.27)
for all i ∈ {1 . . . ,N} and t ≥ 0 whereN ∈ N≥1. Then, it follows that |exi(t)|∞ ≤ kex for all
i ∈ {1 . . . ,N} and t ≥ 0 so that Lemma 6.3 implies
|eξi(t)|∞ ≤ kL1 exp (−λL1t) |eξi(0)|∞ + γL(||exi ||∞)
≤ kL1∆̃eξ + γL(kex), (C.28)
for all ε ∈ (0, ε̃∗). Define a constant keξ > 0 as follows
keξ := kL1∆̃eξ + γL(kex). (C.29)
Let Bkex := {exi ∈ R
n | |exi |∞ ≤ kex}, Bkeξ := {ezi ∈ Rm | |eξi |∞ ≤ keξ}, and Bkξ := {ξ ∈
Rm | |ξ|∞ ≤ kA2}, where |ξ|∞ ≤ kA2 follows from Assumption 6.2. Since the map h is
continuously differentiable (Assumption 6.1), x ∈ X, exi ∈ Bkex , ξ ∈ Bkξ , and eξi ∈ Bkeξ
(by (C.28)), h is locally Lipschitz. Moreover, we have that he(ξ(t), x(t), 0, 0, u(t)) = 0 in
view of the definition of he in (6.34). Therefore, there exist `eξ > 0 and `ex > 0 such that
|he(ξ(t), x(t), eξi(t), exi(t), u(t))|∞ = |he(ξ(t), x(t), eξi(t), exi(t), u(t))
− he(ξ(t), x(t), 0, 0, u(t))|∞
= |h(eξi(t) + ξ(t), exi(t) + x(t), u(t)) − h(ξ(t), x(t), u(t))|∞
≤ |h(eξi(t) + ξ(t), exi(t) + x(t), u(t)) − h(ξ(t), x(t), u(t))|
≤ `ex |exi(t)|+ `eξ |eξi(t)|
≤
√
n`ex |exi(t)|∞ +√m`eξ |eξi(t)|∞. (C.30)











where λ > 0 come from (6.9). Let Teξ > 0 be sufficiently large such that
kL1 exp (−λL1t) ∆̃eξ ≤ νeξ , (C.33)








2 ≤ νµ. (C.34)
Let the class-K∞ function αL2(·), and the constants kPE > 0 and Tf > 0 be generated by
Lemma 6.4 such that the corresponding solutions to systems (6.1) and (6.34) satisfy∫ t
t−Tf
|eyi(s)|
2∞ds ≥ max{αL2(|exi(0)|∞) − ε2kPE, 0} , (C.35)












and T(∆̃, ∆̃eξ , ∆̃u1 , ν) as follows
T := max
{
Tµ, Teξ , Tf
}
. (C.39)
Note that χ(·), χ(·) ∈ K∞ depend only on ∆̃, ∆̃eξ , ∆̃u1 and not on ν. Select Td > T such































where ε̃∗ is generated by Lemma 6.3. Now, by using the definitions given above and
following similar steps of proof of [Lemma 2, 25], we prove that (6.43) holds. Recall that
the monitoring signals are periodically reset to zero after a finite time Td = tk+1 − tk.























Since s 7→ exp(−λs) is strictly decreasing,





As the monitoring signal are reset to zero at t = tk, k ∈ N, (C.35) leads to∫ t
t−Tf
|eyi(s)|
2∞ds ≥ max{αL2(|exi(tk)|∞) − ε2kPE, 0} , (C.47)
for t ≥ tk + Tf. Hence, from (C.36), (C.37), (C.46) and (C.47), since t ≥ tk + Tf
µi(tk, t) ≥ exp(−λTf)max
{




χ(|exi(tk)|∞) − ε2kLM, 0
}
. (C.48)
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Since eyi(t) = he(ξ(t), x(t), eξi(t), exi(t), u(t)), we use (C.30) and the fact that for any
















m`eξ |eξi(s)|∞ +√n`ex |exi(s)|∞)2 ds
≤ 1
λ













2∞ + 2n`2ex |exi(s)|2∞
)
ds. (C.51)
Observe that for any t ≥ Teξ , it follows from Lemma 6.3 and (C.33) that
|eξi(t)|∞ ≤ νeξ + γL1(||exi ||∞). (C.52)
By using the property (a + b)2 ≤ 2a2 + 2b2 for any a ≥ 0, b ≥ 0, it follows that
|eξi(t)|
2∞ ≤ 2ν2eξ + 2γ2L1(||exi ||∞). (C.53)
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Since 1λ exp(−λ(t − tk − Teξ)) ≤
1
λ exp(−λ(Tµ − Teξ)) for all t ≥ tk + Tµ, it follows from
(C.34), (C.51), (C.53) and (C.54) that






















exp(−λ(t− s))ds = 1λ(1− exp(−λ(t− tk− Teξ))) ≤
1
λ , we conclude from (C.55)
that


















The choice of Td > T implies |exi(t) − exi(tk)|∞ ≤ εLexTd for all t ∈ [tk, tk+1). Hence, we
obtain from (C.56) that

























By adding and subtracting terms to (C.57) we obtain













|exi(t) + exi(tk) − exi(tk)|∞
)
+2`2ex |exi(t) + exi(tk) − exi(tk)|
2∞)]+ 1λ4m`2eξν2eξ . (C.58)
Then, as |exi(t) − exi(tk)|∞ ≤ εLexTd for all t ∈ [tk, tk+1), we conclude from (C.58) that




















By using νµ, νeξ , χ(·) ∈ K∞ and ε∗ in (C.31), (C.32), (C.38) and (C.40), we obtain
µi(tk, t) ≤ ν+ χ(|exi(tk)|∞). (C.60)
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Therefore, (6.43) holds in view of (C.48) and (C.60). This completes the proof. 
C.4 Proof of Theorem 6.2
Let∆ > 0,∆eξ > 0,∆u > 0, ν̃ex > 0, ν̃eξ > 0 be given an such that |ξ(0)|∞ ≤ ∆, |eξi(0)|∞ ≤
∆eξ , for i ∈ {1, . . . ,N}, and ||u||∞ ≤ ∆u. To apply Lemma 6.3, define (∆,∆eξ , ∆u1) as
∆ := ∆, ∆eξ := ∆eξ and ∆u1 := ∆u1 . By using Lemma 6.3, we obtain γL(·) ∈ K∞, kL1 > 0,






whereγL(·) ∈ K∞ are generated by Lemma 6.3. To apply Lemma 6.5, define (∆̃, ∆̃eξ , ∆̃u1)
as ∆̃ := ∆, ∆̃eξ := ∆eξ and ∆̃u1 := ∆u1 . From the definition of (∆̃, ∆̃eξ , ∆̃u1), we generate








. It follows from compactness that there exists K̃ex > 0 such
that
|x̂i − x(t)|∞ ≤ K̃ex . (C.62)
Note that K̃ex depends on the size of X. Hence, (C.62) implies that |exi(t)|∞ ≤ K̃ex . We
now define
K̃eξ := kL1∆eξ + γL(K̃ex), (C.63)
where kL1 > 0, and γL(·) come from Lemma 6.3 and K̃ex > 0 satisfies (C.62). Define






















































as N → ∞, it follows that there exists N∗ ∈ N≥1 such that max{d(x, X̂)} ≤ d∗ for all
N ≥ N∗. We now prove the statement of the theorem. It follows from (C.62) that
max
i∈{1...,N}
|exi(t)|∞ ≤ K̃ex . (C.70)




for all t ≥ 0. Therefore, it follows from (C.70) and (C.71) that (6.44) holds. We now




By Lemma 6.3 and (C.62), we have that for all i ∈ {1 . . . ,N} the following holds
|eξi(t)|∞ ≤ kL1 exp (−λL1t) |eξi(0)|∞ + γL(||exi ||∞)
≤ kL1∆eξ + γL(K̃ex), (C.73)
for all ε ∈ (0, ε̂∗) where ε̂∗ ≤ ε̃∗. Hence, we conclude from (C.63), (C.72) and (C.73)
that the state estimation error satisfies (6.45). We now focus on the ultimate bounds in
(6.46) and (6.47). Recall that we reset the monitoring signals to zero after a finite time
Td = tk+1 − tk. Hence, by the selection criterion (6.12), we have that
µσ(t) ≤ µi(tk, t), (C.74)
for all t ∈ [tk, tk+1) and for all i ∈ {1, . . . ,N}, where µσ(t) denotes the chosen monitoring
signal for any t ∈ [tk, tk+1). Since (C.74) and Lemma 6.5 hold, it follows that
max
{
χ(|exσ(t)(tk)|∞) − ε2kLM, 0} ≤ µσ(t) ≤ µi∗(tk, t) ≤ χ(|exi∗ (tk)|∞) + ν, (C.75)
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holds for all t ∈ [tk+ T, tk+1) and ε ∈ (0, ε̂∗), where µi∗(tk, t) denotes the monitoring sig-
nal with the smallest parameter estimation error, i.e. i∗ := arg mini∈{1,...,N} |exi∗ (t)|∞. We







Observe that σ(tk) is a piecewise constant function which is updated at t = tk so that
σ(t) = σ(tk) for all t ∈ [tk, tk+1). It follows from (C.75) that
|exσ(tk)(tk)|∞ ≤ χ−1
(


































Hence, as ε̂∗ ≤ ε̂∗3, we conclude that, for all ε ∈ (0, ε̂∗), the following holds
|exσ(tk)(tk)|∞ ≤ 12 min{η, ν̃ex}. (C.78)
Observe that exσ(tk)(t) − exσ(tk)(tk) = ėxσ(tk)Td for all t ∈ [tk, tk+1]. Since σ(t) = σ(tk) for




k+1). Hence, we obtain
exσ(t−k+1)
(t−k+1) = ėxσ(tk)Td + exσ(tk)(tk). (C.79)
Then, by taking the∞-norm on both sides of (C.79), we conclude that
|exσ(t−k+1)
(t−k+1)|∞ = |ėxσ(tk)|∞Td + |exσ(tk)(tk)|∞. (C.80)
Since ėxi = ẋ for any i ∈ {1, . . . ,N}, it follows that |ėxσ(0)|∞ ≤ εLx for a fixed Lx > 0. Then,
(C.78) and (C.80) imply that
|exσ(t−k+1)
(t−k+1)|∞ ≤ εLxTd + 12 min{η, ν̃ex}. (C.81)
It follows from (C.81) and the definition of ε̂∗4 > 0 that
|exσ(t−k+1)
(t−k+1)|∞ ≤ min{η, ν̃ex} ≤ ν̃ex , (C.82)
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for all ε ∈ (0, ε̂∗). Hence, it follows from (C.78) and (C.82) that (6.46) holds. We now
examine the∞-norm of the state estimation error eξσ(t)(t). Since exp(−αs) is a strictly
decreasing function, it follows from (6.41) in Lemma 6.3 that
lim sup
t→∞ |eξσ(t)(t)|∞ ≤ γL (min{η, ν̃ex}) ≤ γL(η). (C.83)
Then, by (C.61), we conclude that
lim sup
t→∞ |eξσ(t)(t)|∞ ≤ ν̃eξ . (C.84)
Hence, we conclude that (6.47) holds by virtue of (C.84). This completes the proof. 
C.5 Proof of Lemma 6.6
Let conditions of Theorem 6.3 hold so that |ξ(0)|∞ ≤ ∆̂, |eξi(0)|∞ ≤ ∆̂eξ for i ∈ {1, . . . ,N},
and ||u||∞ ≤ ∆̂u1 . Then, by using Algorithm 6.3, we generate η̂ > 0, ∆0 > 0, ∆1 > 0,
∆2 > 0, T∗ > 0,N∗ ∈ N,N ≥ N∗, Td > 0, and ε∗ > 0. We now present the main elements
we use in the proof. Recall from (6.50) that the selection criterion is defined as follows
σ(t) = σ(tk) = arg min
i∈{1,...,N}
µi(tk−1, tk), (C.85)
for t ∈ [tk, tk+1), k ∈ N. Indeed, as Td ≥ T∗, it follows from Algorithm 6.3 and Lemma 6.5
that
max{χ(|exσ(t)(tk)|∞) − ε2kLM, 0} ≤ µσ(t) ≤ χ(|exσ(t)(tk)|∞) + ν. (C.86)
Let ei∗(tk) be the parameter estimation error with the smallest norm so that
i∗ = arg min
i∈{1,...,N}
|ei(tk)|∞.
Note that |eσ(tk)(tk)|∞ is not necessarily equal to |ei∗(tk)|∞ for all tk. Hence, it follows
that, for j ∈ N,
µσ(tk2j )
≤ µi∗(tk2j−1, tk2j). (C.87)
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Now, note that we have, for k ∈ N, that the following holds
|x(tk+1) − x(tk)|∞ < π(∆2, N), (C.88)
for all ε ∈ (0, ε∗). This is verified in the following. Observe that (6.71) guarantees that
εLxTd < π(∆2, N), (C.89)
for all ε ∈ (0, ε∗). Since we have assumed |ẋ(t)|∞ ≤ εLx for a fixed Lx > 0 and a suffi-
ciently small ε > 0, it follows that the rate of change of the moving parameter is given
by εLx. Then, we have that
|x(t+ Td) − x(t)|∞ ≤ εLxTd, (C.90)
for all t ≥ 0. Hence, as Td = tk+1 − tk, it follows from (6.71), (C.89) and (C.90) that (C.88)
holds for all ε ∈ (0, ε∗).
We now prove the result by dividing the rest of the proof in five steps. We first show
that the first argument in the max term in (6.78) holds for all j ∈ N. Secondly, by using
the analysis from the first step, we prove that, for j = 0, ∆(tk) becomes smaller than ∆1
after a finite time . Then, in the third step, we show that (6.75) holds for all j ∈ N. In the
fourth step, we show that (6.76) and (6.77) hold too. Finally, in the fifth step we prove
that the second argument in the max term in (6.78), and subsequently, (6.79) hold.
Step 1) For j = 0, we have that Algorithm 6.2 initialises ∆(t0) = ∆0 so that ∆in0 = ∆0.
Then, the choice of N satisfying condition (6.66) guarantees µσ(tk0 ) ≤ δ0. Hence, the
switching law (6.51) and ∆0 > ∆2 imply that (6.75) holds at k0. For j ≥ 1, as the centre
of the sampled set is moved to the best estimate, we have from (6.71) and (C.88) that
x(t−k+1) ∈ X(tk) as long as ∆(tk) ≥ ∆2; otherwise, a zoom-out may be triggered. Hence,
as (6.74) and (C.88) imply that ∆2 + 2εLxTd ≤ b∆2 for all ε ∈ (0, ε∗), we have that Al-
gorithm 6.3 ensures x(t−k2j) ∈ X(tk2j−1). Moreover, from the definition of ∆1 in Step 2 of
Algorithm 6.3, we have that ∆(tk2j−1) = ∆inj ∈ (∆2, ∆1] for all j ∈ N≥1. Hence, we have




)|∞ ≤ π(∆(tk2j−1), N), (C.91)
for all j ∈ N. Then, for j ≥ 1, we have that Lemma 6.5, the switching law (6.51), (6.67)







(C.91) ≤ χ(π(∆(tk2j−1), N)) + ν
≤ χ(π(∆1, N)) + ν (6.67) < δ1, (C.92)
where the third inequality holds as ∆(tk2j−1) ∈ (∆2, ∆1] Since x(t
−
k2j
) ∈ X(tk2j−1), for
j ∈ N, we have from (C.86) and (C.87) that
|exσ(t−k2j )
(t−k2j)|∞ ≤ χ−1(χ(|exi∗ (t−k2j)|∞) + ν+ ε2kLM)
(C.91) ≤ χ−1(χ(π(∆in, N)) + ν+ ε2kLM), (C.93)
Note that (6.72) implies that ε2kLM ≤ ν for all ε ∈ (0, ε∗), for small values of kLM > 0.
Hence, as ∆inj > ∆2, for all j ∈ N, we have from (6.65) and (C.93) that
|exσ(t−k2j )
(t−k2j)|∞ ≤ χ−1(χ(π(∆inj , N)) + 2ν)
(6.65) ≤ a∆inj = ∆(tk2j). (C.94)
It follows from (C.94) that x(tk2j) ∈ X(xc(tk2j), ∆(tk2j)) since |xc(tk2j)−x(tk2j)|∞ ≤ ∆(tk2j)
where xc(tk2j) = x̂σ(t−k2j )
(t−k2j). Therefore, x(tk2j) ∈ X(tk2j). Moreover, if ∆(tk2j) ≥ ∆2,
we conclude from π(∆2, N) ≤ ∆2, (C.89) and (C.90) that x(t−k2j+1) ∈ X(tk2j) for any ε ∈
(0, ε∗). Now, let k ∈ [k2j, k2j+1 − 1] and assume ∆(tk−2) > ∆2, x(t−k−1) ∈ X(tk−2) and that
|exσ(t−k−1)
(t−k−1)|∞ ≤ ak−k2j∆inj = ∆(tk−1). (C.95)
Then, if ∆(tk−1) ≥ ∆2, we have that π(∆2, N) ≤ ∆2, (C.90) and (C.89) imply x(t−k ) ∈
X(tk−1). Hence, as in (C.91), it follows from (6.22) that |ei∗(t−k )|∞ ≤ π(∆(tk−1), N) so that
(C.86) and (C.87) lead to
|exσ(t−k )
(t−k )| ≤ χ
−1(χ(|ei∗(t
−
k )|∞) + ν+ ε2kLM)
≤ χ−1(χ(π(∆(tk−1), N)) + 2ν), (C.96)
for all ε ∈ (0, ε∗), where the second inequality holds since ε2KLM ≤ ν for all ε ∈ (0, ε∗),
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for small values of kLM > 0. If ∆(tk−1) ≥ ∆2, it follows from (6.65) and (C.96)
|exσ(t−k )
(t−k )|∞ ≤ a∆(tk−1) = ∆(tk). (C.97)
Hence, we deduce from (C.94), (C.95) and (C.97) that ∆(tk) = ak+1−k2j∆inj , for tk ∈
[tk2j , tk2j+1−1], j ∈ N, so that the first argument of max{·, ·} on the right-hand side of
(6.78) holds for all j ∈ N. Moreover, (C.92) and (C.94) imply that ∆(tk2j) < ∆1 for all
j ≥ 1. In the next step, we show that, for j = 0, there is a finite number of iterations
before the parameter estimation error becomes bounded by ∆1.
Step 2) We now consider∆(tk) = ak+1−k2j∆inj at j = 0 to characterise the transient time.
Since ∆(tk) = ak+1−k0∆in0 is strictly decreasing in k, it follows that there exists k̃ > 0
such that ak+1−k0∆in0 ≥ ∆1 for all k ∈ [k0, k̃) and ak̃+1−k0∆in0 < ∆1. It follows from the
switching law (6.51) and (C.92) thatm(tk̃) = ‘zoom-in’.
Step 3) Since ∆(tk̃) ≤ ∆1 for j = 0, ∆(tk2j) < ∆1 for j ≥ 1 and since ∆(tk) = ak+1−k2j∆inj
is strictly decreasing in k, there exist k̂j > 0, j ∈ N, such that ak+1−k2j∆inj ≥ ∆2 for all
k ∈ [k2j, k̂j) and ak̂j+1−k2j∆inj < ∆2. Then, it follows from (6.71), (C.88) - (C.90) and
(C.97) that x(tk) ∈ X(tk) for all k ∈ [k2j, k̂j) and for all ε ∈ (0, ε∗). Hence, as x(tk) ∈ X(tk)
for all k ∈ [k0, k̂0), we conclude from (6.66) and (6.67) that, at j = 0, m(tk) = ‘zoom-in’
for all k ≤ k̂0 since ∆(tk) ∈ [∆2, ∆0] for all k ≤ k̂0. Moreover, since x(tk) ∈ X(tk) for all
k ∈ [k2j, k̂j) for j ≥ 1, we conclude from (6.67) thatm(tk) = ‘zoom-in’ for all k ∈ [k2j, k̂j)
as ∆(tk) ∈ [∆2, ∆1] for all k ∈ [k2j, k̂j). Therefore, we conclude that (6.75) holds for any
tk ∈ [tk2j , tk2j+1−1].






)|∞ < ∆2. (C.98)
If m(tk) = ‘zoom-in’ holds for any tk ≥ tk̂0 , then X(tk) keeps reducing its size and it
may happen that, at some tk, x(tk) 6∈ X(tk) since x(t) is moving. Then, it follows that
(6.76) holds. When x(tk) 6∈ X(tk), the lower bound in (6.43) may increase so that, at
t = tk2j+1 , µσ(tk2j+1 ) > δ0 and m(tk2j+1) = ‘zoom-out’. Hence, m(tk2j+1) = ‘zoom-out’
implies x(tk2j+1) 6∈ X(tk2j+1) which only holds when ∆(tk2j+1−1) < ∆2. Therefore, we
conclude that (6.77) holds.
Step 5) We have from (6.51) in Algorithm 6.2 that a zoom-out is triggered if µσ(t) ≥ δ0.
From the statement of Theorem 6.3, we have that δ0 ∈ (0, χ((1 − θ)∆2)), for θ ∈ (0, 1).
Moreover, (6.73) in Algorithm 6.3 implies that χ((1−θ)∆2)−ε2kLM ≥ δ0 for all ε ∈ (0, ε∗).
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Hence, it follows from the lower bound in (C.86) that µσ(tk) ≥ δ0 when x(tk) 6∈ X(tk)
and |exσ(t−k )(t
−
k )|∞ ≥ (1 − θ)∆2. Then, a zoom out is triggered to prevent the parameter
estimation error of increasing larger than ∆2 so that we conclude
|exσ(t−k )
(t−k )|∞ < ∆2, (C.99)
for all tk ∈ [tk̃j , tk2j+1−1], j ∈ N. Therefore, we have from (C.97) - (C.99) that (6.78) holds.
Furthermore, it follows from (C.99) that (6.79) holds for all j ∈ N. This completes the
proof. 
C.6 Proof of Lemma 6.7
Let conditions of Theorem 6.3 hold so that |ξ(0)|∞ ≤ ∆̂, |eξi(0)|∞ ≤ ∆̂eξ for i ∈ {1, . . . ,N},
and ||u||∞ ≤ ∆̂u1 . Then, by using Algorithm 6.3, we generate η̂ > 0, ∆0 > 0, ∆1 > 0,
∆2 > 0, T∗ > 0, N∗ ∈ N, N ≥ N∗, Td > 0, and ε∗ > 0. The switching law (6.51) implies
that µσ(tk2j+1−1) ≤ δ0 and
µσ(tk2j+1 )
> δ0, (C.100)
and subsequently,m(tk2j+1) = ‘zoom-out’. Moreover,µσ(tk) ≥ δ1 andm(tk) = ‘zoom-out’
for all tk ∈ [tk2j+1 , tk2j+2−1], and
µσ(tk2j+2 )
< δ1, (C.101)
which implies m(tk2j+2) = ‘zoom-in’. Since ∆out ∈ (0, ∆2) and ∆(tk2j+1−1) ≤ ∆out for all
j ∈ N, we have that ∆(tk2j+1−1) < ∆2. Lemma 6.6 implies that m(tk2j+1) = ‘zoom-out’
only happens when ∆(tk−1) < ∆2, and (6.79) implies that
|exσ(t−k2j+1−1)
(t−k2j+1−1)|∞ < ∆2, (C.102)
Indeed, as b > 1 and xc(tk) = xc(tk2j+2−1) for all tk ∈ [tk2j+1 , tk2j+2−1], we have that
X(xc(tk2j+1−1), ∆2) ⊂ X(xc(tk), b∆2). (C.103)
We know that |ẋ(t)|∞ ≤ εLx implies that εLx is the rate of change of the x(t). Hence,
to ensure x(tk) ∈ X(xc(tk), b∆2) for all tk ∈ [tk2j+1 , tk2j+2−1], it follows from (C.102) and
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(C.103) that ε has to be sufficiently small such that
∆2 + 2εTd ≤ b∆2. (C.104)
Note that (6.74) ensures that (C.104) holds for all ε ∈ (0, ε∗) so that x(tk) ∈ X(xc(tk), b∆2)
for all tk ∈ [tk2j+1 , tk2j+2−1]. A unit hypercube’s longest diagonal in n dimensions is equal
to
√
n. Since x(tk) ∈ X(xc(tk), b∆2), the largest possible distance from xσ(t−k )(t
−
k ) to x(tk)
is generated when the estimate and the real parameter are in opposite vertexes of the
hypercube’s longest diagonal. Therefore, we conclude that
|exσ(t−k )
(t−k )|∞ ≤ 2b√n∆2, (C.105)
since 2b∆2 is the edge of the hypercube X(xc(tk), b∆2). As x(tk) ∈ X(xc(tk), b∆2), it fol-
lows from (C.105) that x(tk2j+1) ∈ X(xc(tk2j+1), 2b
√
n∆2). Since ∆1 = 2bc
√
n and c = ∆2,
it follows 2b
√
n∆2 = ∆1. Hence, (6.43) and (6.67) imply
µσ(tk2j+1+1)
< δ1, (C.106)
which leads tom(tk2j+2+1) = ‘zoom-in’. Therefore, we conclude from (C.106) that k2j+2 =
k2j+1 + 1 such that (6.80) holds. Moreover, 2b
√
n∆2 = ∆1 and (C.105) imply that (6.81)
holds too. This completes the proof. 
C.7 Proof of Theorem 6.3
Here, we use Algorithm 6.3 to construct the parameters of the statement of the theo-
rem, and then we concatenate results from Lemmas 6.6 and 6.7. Let ∆̂ > 0, ∆̂eξ > 0,











0, χ ((1− θ)c)
)
, for θ ∈ (0, 1), and δ1 ∈ (0, δ0) be given, and let |ξ(0)|∞ ≤ ∆̂,
|eξi(0)|∞ ≤ ∆̂eξ for i ∈ {1, . . . ,N}, and ||u||∞ ≤ ∆̂u1 . Since Algorithm 6.2 guarantees that
all sets X(tk) ⊂ X, for all k ∈ N, we are able to invoke Lemmas 6.3 - 6.5. Moreover, it
follows from compactness of X ⊂ Rn that there exists K̂ex > 0 such that
|x̂i − x(t)|∞ ≤ K̂ex , (C.107)
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where K̂ex depends on the size of X. Hence, (C.107) implies that |exi(t)|∞ ≤ K̂ex . Define
K̂eξ := kL1∆̂eξ + γL(K̂ex), (C.108)
where kL1 > 0 and γL(·) come from Lemma 6.3 and K̂ex > 0 satisfies (C.107). We imple-
ment Algorithm 6.3 to generate η̂ > 0, ∆0 > 0, ∆1 > 0, ∆2 > 0, T∗ > 0, N∗ ∈ N, N ≥ N∗,
Td > 0, and ε∗ > 0. We now prove that (6.60) and (6.61) hold. It follows from (C.107) that
max
i∈{1...,N}
|exi(tk)|∞ ≤ K̂ex . (C.109)




for all t ≥ 0. Therefore, we conclude from (C.109) and (C.110) that (6.60) holds. We now





By Lemma 6.3 and (C.107), we have that for all i ∈ {1 . . . ,N} the following holds
|eξi(t)|∞ ≤ kL1 exp (−λL1t) |eξi(0)|∞ + γL(||exi ||∞)
≤ kL1∆̂eξ + γL(K̂ex), (C.112)
for all ε ∈ (0, ε∗) and t ≥ 0, where ε∗ ≤ ε̃∗ with ε̃∗ generated by Lemma 6.3. Hence, we
conclude from (C.108), (C.111) and (C.112) that (6.61) holds.
We now focus on the ultimate bounds in (6.62) and (6.63). Since we have imple-
mented Algorithm 6.3, we are able to invoke Lemmas 6.6 and 6.7 which hold for all
ε ∈ (0, ε∗). We analyse the time interval [t2j, t2j+2) where both m(tk) = ‘zoom-in’ and
m(tk) = ‘zoom-out’ have happened. We have from Lemma 6.6 that ∆(tk) = ak∆0 for
all tk ∈ [tk0 , tk1−1]. Then, there exists kinf > 0 such that ∆(tk) ≥ η̂ for all k < kinf and
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where the right-hand side is positive since η̃∆0 < 1 and a < 1. Moreover, it follows from
Lemma 6.6 that, at j = 0, ∆(tk1−1) < ∆2 and
|exσ(tk1−1)
(tk1−1)|∞ < ∆2. (C.114)
Then, as ∆(tk1−1) < ∆2, we are able to invoke Lemma 6.7 at j = 0 such that it follows
from (6.81) that
|exσ(tk2−1)
(tk2−1)|∞ < ∆1. (C.115)
We now proceed by induction. Let assume that
|exσ(t)(t)|∞ < ∆1, (C.116)
for all t ∈ [tk2j , tk2j+2) for j ∈ N≥1. Let j = 1. The construction of variables in Algo-
rithm 6.3, Lemma 6.7 and (C.115) imply that∆(tk2−1) < ∆1 and |exσ(t−k2−1)
(t−k2−1)|∞ ≤ ∆1.
This follows from the fact that ∆2 + 2εTd ≤ b∆2 for all ε ∈ (0, ε∗) and from b∆2 < ∆1.
Then, we can invoke Lemma 6.6 at j = 1with ∆in ∈ (∆2, ∆1) so that (C.116) holds for all
t ∈ [tk2 , tk3−1] and (6.79) implies
|exσ(t−k3−1)
(t−k3−1)|∞ < ∆2, (C.117)
and ∆(tk3−1) < ∆2 so that we are able to use results in Lemma 6.7 for j = 1. There-
fore, it follows that (C.116) holds at tk4−1. Let consider the case j + 1. Since we as-
sumed that (C.116) holds for all t ∈ [tk2j , tk2j+2) for j ∈ N≥1, we have ∆(tk2(j+1)−1) ≤ ∆1
and |exσ(t−k2(j+1)−1)
(t−k2(j+1)−1)|∞ ≤ ∆1. Then, Lemma 6.6 implies (C.116) holds for all
t ∈ [tk2(j+1) , tk2(j+1)+1−1], and (6.79) leads to
|exσ(t−k2(j+1)+1−1)
(t−k2(j+1)+1−1)|∞ < ∆2, (C.118)
and ∆(tk2(j+1)+1−1) < ∆2. Then, we apply Lemma 6.7 at j + 1 so that (C.116) holds
tk2(j+1)+2−1 by virtue of (6.81). Therefore, (C.116) holds for all t ∈ [tk2j , tk2j+2) for j ∈ N≥1.
Since ∆1 = 2bc
√
n and c < n̂/(2b
√
n), it follows that ∆1 < η̂ so that we conclude
from (C.114), (C.115) and (C.116)
|exσ(tk2−1)
(tk2−1)|∞ < η̂. (C.119)
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for all ε ∈ (0, ε∗) and t ≥ tkinf . Therefore, it follows from (6.64) and (C.119) that the
following holds
lim sup
t→∞ |exσ(t)(t)|∞ ≤ η̂ ≤ ν̂ex . (C.120)
We now examine the state estimation error eξσ(t)(t). Since exp(−λs) is a strictly decreas-
ing function, it follows from (6.41) in Lemma 6.3, (C.111) and (C.120) that
lim sup
t→∞ |eξσ(t)(t)|∞ ≤ γL(η̂). (C.121)
Then, by (6.64), we conclude that
lim sup
t→∞ |eξσ(t)(t)|∞ ≤ ν̂eξ . (C.122)
Hence, we conclude that (6.62) and (6.63) hold for by virtue of (C.120) and (C.122). This
completes the proof. 
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Petar Kokotović and Turi Nicosia, L. Menini, L. Zaccarian, and C. Abdallah, Eds.
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