Abstract-High dimensionality of microarray gene expression data has been a major problem in gene arraybased sample classification. However, it is very difficult to identify marker genes for disease diagnosis. In this regard, a new partition based attribute clustering algorithm is proposed to cluster genes from microarray data. The proposed method directly incorporates the information of response variables in the grouping process for finding such groups of genes, yielding a supervised clustering algorithm for genes. Some significant cluster representatives are then taken to form the reduced feature set that can be used to build the classifiers with very high classification accuracy. The performance of the proposed method is described based on the predictive accuracy of naive bayes classifier, Knearest neighbor rule, and support vector machine. The effectiveness of the proposed method, along with a comparison with existing methods, is demonstrated on different microarray data sets. 
I. INTRODUCTION
Microarray technology which allows to record the expression levels of thousands of genes simultaneously under a particular number of different samples, has become an essential tool in cancer prediction and diagnosis [1] , [2] . An important application of microarray gene expression data in functional genomics is to classify samples according to their gene expression profiles such as to classify cancer versus normal samples or to classify different subtypes of cancers [1] . However, among the large number of genes, only a small fraction is effective for performing a certain task. Hence, identifying a reduced set of most relevant genes is the goal of gene selection. As, this is a feature selection problem, a clustering method can be used, which partitions the given gene set into distinct subgroups, each of which should be as homogeneous as possible [3] .
When applied to gene expression data analysis, the conventional clustering methods such as Bayesian clustering [4] , hierarchical clustering [5] , k-means clustering [6] , self-Organizing Maps [7] etc. group a subset of genes or features(attributes) that are interdependent or correlated with each other. The attribute clustering is able to reduce the search dimension of a classification algorithm and constructs the model using a tightly correlated subset of genes rather than using the entire gene space. After clustering a set of small number of top ranked genes from each cluster are then selected or extracted based on some evaluation criterion to constitute the resulting reduced subset.
However, all these algorithms group genes according to unsupervised similarity measures computed from the gene expressions, without using any information about the sample categories or response variables. The information of response variables should be incorporated in attribute clustering to find groups of co-regulated genes with strong association to the sample categories. This problem is solved by supervised attribute clustering. The supervised attribute clustering is defined as grouping of genes or attributes, controlled by the information of sample categories or response variables. In this background, some supervised attribute clustering algorithms such as supervised gene clustering [8] , gene shaving [9] , tree harvesting [10] , and partial least square procedure [11] , [12] have been proposed to reveal groups of co-regulated genes with strong association to the sample categories.
In general, the quality of generated clusters is always relative to a certain criterion. Different criteria may lead to different clustering results. While tree harvesting generates clusters in an unsupervised manner and chooses cluster representatives using supervised information, other supervised clustering algorithms such as supervised gene clustering, gene shaving, and partial least square procedure do not use any similarity measure to cluster genes; rather use different predictive scores such as Wilcoxon test [8] and Cox model score test [9] to measure gene-class relevance. Moreover, all these measures depend on the actual uses of training data. Hence, they may be very sensitive to noise or outlier of the data set [13] . In this regard, a new partition-based supervised attribute clustering algorithm is proposed. It finds coregulated clusters of genes whose collective expression is strongly associated with the sample categories or class labels. The mutual information is used here to measure the similarity between genes and the gene-class relevance. It involves partitioning of the original gene set into some distinct subsets or clusters so that the genes within a cluster are highly co-regulated with strong association to the response variables or sample categories while those in different clusters are as dissimilar as possible. As like the clusters, the cluster representatives are also generated using supervised information. Finally, cluster representatives are passed through classification algorithms to constitute resulting reduced feature set.
The performance of the proposed method is studied using the predictive accuracy of support vector machine [14] , K-nearest neighbor rule [15] , and the naive-bayes method [16] on different microarray data sets. The classification accuracy of the proposed method is compared with those yielded by other well known geneselection methods. The experimental results show that the proposed method is more effective.
II. PROPOSED FEATURE EXTRACTION METHOD
Here, a new partition based supervised attribute clustering algorithm, termed as PSAC is resented for grouping co-regulated genes with strong association to the response variables. In this method, mutual information [13] is used to measure the gene class relevance, the similarity/redundancy between gene and cluster representative. The method is built by converting the popular k-means algorithm [6] into PSAC algorithm by following modifications. The modifications are given below.
 The concept of the term "mean" which represents the center of a cluster of objects is replaced by the concept of cluster representative. Mean represents the average expression profiles of all the objects present in that cluster where as the cluster representatives are average expression profiles of some of the objects present in that cluster. The objects are chosen for generation of cluster representatives depending on supervised information.  Instead of random selection of objects for initial cluster means, maximum relevance minimum redundancy (mRMR) [13] criterion is used to select objects for initial cluster representatives.  Instead of assigning an object/gene into only one cluster, it is assigned to more than one cluster as a gene can take part in multiple different processes.  A new terminating criteria is used. The proposed PSAC algorithm is now formulated in the following way.
Selection of initial cluster representatives:
The PSAC algorithm first takes the input parameter, k which represents the number of clusters and based on mRMR method selects k of the genes, each of which initially represents a cluster representative. The initial cluster representatives are chosen in such a way that they are highly relevant with respect to sample classes and as well as non-redundant with each other also.
Assignment of each gene/attribute to different clusters: For each gene/attribute, its similarity is calculated with respect to each cluster representative and the gene is assigned to the particular cluster to which it is most similar. After assigning all genes in different clusters the minimum intra-cluster similarity of every cluster is computed. The minimum intra-cluster similarity of a cluster is the minimum similarity value, among all the similarity values computed between every member of that cluster and cluster representative. For each cluster, the genes which are not members of that cluster are also included in that cluster if their similarity value with respect to cluster representative is greater than average intra-cluster similarity value of that cluster.
Computation of cluster representative for each cluster: After forming the clusters, the initial cluster representatives are refined incrementally. For every cluster, the cluster representative is refined in the following way. By searching among the genes of a cluster, the current cluster representative is merged and averaged with one single gene such that the relevance value of modified cluster representative increases. Instead of averaging all genes of that cluster, the cluster representative is refined by considering a subset of genes that increase the relevance value of initial cluster representative.
Termination: Cluster formation and assignment of all genes in different clusters are repeated until sum of relevance values of all cluster representatives of previous iteration is greater than sum of relevance values of all cluster representatives of current iteration. The pseudo code of this algorithm is given below. (G r ,G j ) represents similarity between genes G r and G j using mutual information. Set S contains set of relevant and nonredundant genes or initial cluster representatives, selected using MRMR method. µ r represents the cluster representative of C r th cluster, where r {1, · · · , k}. r  represents a set containing the genes of the cluster C r , which are involved in cluster representative formation. R previous and R current are two variables containing sum of relevance values of all cluster representatives for previous and current iteration respectively.
Output: A set of cluster representatives. 
 The temporary current augmented cluster representative T after averaging G j or its complement with genes of r  as follows: 
III. EXPERIMENTAL RESULTS AND DISCUSSION
The performance of the proposed PSAC algorithm is compared with that of some existing supervised and unsupervised gene-clustering and gene-selection algorithms, namely the supervised gene clustering algorithm [8] , the attribute clustering algorithm [3] , the kmeans clustering algorithm [6] , and the minimum redundancy maximum relevance(mRMR) framework [13] . To analyze the performance of the proposed method, the experiments are performed on three microarray gene expression data sets, namely, colon [17] , lung [18] , and leukemia [1] . The major metrics for evaluating the performance are the classification accuracy of the NB classifier [16] , the K-NN rule [15] , and the SVM [14] . To compute the classification accuracy of three classifiers, the leave-one-out cross validation is performed on each data set.
All methods are implemented in C language and run in LINUX environment having machine configuration Pentium IV, 3.2 GHz, 1 MB cache, and 1 GB RAM.
A. Classification Accuracy Analysis
Tables I-III represent classification accuracies of different cluster representatives for three microarray data sets for different number of clusters. For colon cancer and leukemia cancer data sets best results are obtained using one cluster representative when number of clusters (k) is 20 and 10 respectively. Our proposed method gives best result for lung cancer data set using three cluster representatives for k = 27.
B. Comparative Performance Analysis
Finally, Table IV compares the performance of the proposed PSAC algorithm with the best performance of different algorithms, namely, SGCA [8] , ACA [3] , the kmeans clustering algorithm [6] , and mRMR [13] based on the classification accuracy of the SVM, the K-NN rule, and the NB classier for three microarray data sets with respect to 3 best cluster representatives (z). From the results reported in Table IV , it is seen that the proposed method gives the highest classification accuracy in most of the cases. 
IV. CONCLUSION
The main contribution of this paper is to develop a new supervised gene clustering algorithm for finding clusters of co-regulated genes whose collective expression is strongly associated with sample categories; and comparing the performance of the proposed method with some existing methods based on predictive accuracy of the SVM, the K-NN rule, and the NB classifier. For three cancer data sets, significantly better results are found for the proposed method compared with existing methods in most of the cases. All the results reported in this paper demonstrate the feasibility and the effectiveness of the proposed method.
