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Atualmente, as redes de computadores seguem um paradigma tradicional de store-and-
forward, ou seja, os dispositivos de rede fazem armazenamento, encaminhamento e/ou
replicação de pacotes recebidos, sem os modificar. No virar do milénio, surgiu um artigo
seminal [24], no qual foi demonstrado teoricamente que a combinação da informação pro-
veniente de diversos pacotes, permite aumentar a capacidade de uma rede relativamente
à capacidade máxima, alcançada por simples encaminhamento. Este resultado represen-
tou o nascimento de uma área promissora de investigação, conhecida como Codificação
na Rede (Network Coding). A ideia é permitir que os nós intermédios da rede, possam
aplicar uma função de codificação sobre o conteúdo dos pacotes antes do seu encaminha-
mento, proporcionando assim um novo paradigma de store-code-forward.
A família de técnicas tradicionais pode ser divida em duas categorias, com propósitos
distintos. Codificação na Origem (Source Coding) com o objetivo de comprimir a infor-
mação enviada, e Codificação no Canal (Channel Coding) para compensar perdas e alte-
ração de informação em canais ruidosos. Com codificação na rede, surge oportunidade
para a definição de técnicas mais elaboradas e que visam outros propósitos. Deste modo,
as técnicas de codificação tradicionais podem ser extendidas para além da codificação de
pacotes em nós de origem, e da descodificação em nós de destino.
De um ponto de vista geral, a codificação na rede tem potencial para melhorar a taxa
de transferência de informação na rede; aumentar a resiliência contra perda de pacotes,
interrupção de canais e nós da rede; e aumentar a segurança contra ataques maliciosos
que visam a captura, interpretação e modificação de pacotes.
Como técnica, a codificação na rede pode ser aplicada de dois modos distintos. Por um
lado, sobre pacotes provenientes de um único fluxo de comunicação (intraflow network
coding) e por outro, sobre múltiplos fluxos sem qualquer relação entre si (interflow network
coding).
A título de exemplo, se considerarmos dois fluxos que chegam a um switch por dois
canais distintos, mas que contestam o mesmo canal de saída, temos um gargalo na rede.
Usando codificação na rede, o switch pode aplicar, bit a bit, o Ou-Exclusivo (XOR) sobre
dois pacotes (um de cada fluxo) e encaminhar o resultado. A taxa de transferência é
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melhorada, pois o switch necessita apenas de encaminhar um pacote codificado em vez
de dois originais. É de salientar que, de forma a descodificar o pacote, o nó de destino
tem de ter um dos pacotes originais usados na codificação.
Portanto, as vantagens da codificação na rede estão dependentes da topologia da rede, da
própria função de codificação utilizada, e do modo como é aplicada.
Numa rede, um nó intermédio terá à partida acesso a vários pacotes. De forma a tirar
máximo partido da técnica de codificação na rede, as funções de codificação utilizadas
acabam por consistir num código linear (Linear Network Coding). A ideia é considerar
todos os pacotes de uma mensagem a enviar (por exemplo, um ficheiro de texto, um vídeo,
ou até um simples pedido HTTP) como um vetor de elementos de um dado campo finito.
O tamanho de cada elemento, é dado pelo número de bits necessário para representar o
maior valor desse campo. Se por exemplo o campo finito for 256, cada elemento terá 8
bits. A um vetor de elementos, damos o nome de símbolo.
Associado a cada símbolo transmitido na rede, existe um vetor de coeficientes, necessário
para codificação e descodificação. O tamanho do vetor, é ditado pelo número de símbolos
originais. Se a mensagem é divida em 5 símbolos, então o vetor tem tamanho 5.
Para codificar e criar um novo símbolo, o nó da rede começa por selecionar um novo vetor
de coeficientes local. A função de codificação consiste numa combinação linear sobre
um dado número de símbolos, utilizando o novo vetor local. O vetor do novo símbolo
codificado é obtido da mesma forma. Sobre os vetores dos símbolos utilizados, é feita
uma combinação linear utilizando o vetor local.
Para descodificar os símbolos originais, são necessários um número igual de símbolos
codificados, linearmente independentes. De forma a que os símbolos codificados e reco-
dificados na rede, sejam linearmente independentes, podem ser utilizados algoritmos de
tempo polinomial [59], para estabelecer os vetores locais utilizados por cada nó intermé-
dio da rede. De forma a simplificar o problema, os vetores locais podem ser aleatórios
(Random Linear Network Coding). Se o campo finito for suficientemente grande, a proba-
bilidade de obter símbolos codificados linearmente independentes chega perto dos 100%.
De forma a ter vetores mais reduzidos, tornando as operações mais simples, e permitindo
uma descodificação gradual, os símbolos originais da mensagem podem ser organizados
em gerações. Por cada geração, são gerados e injetados pela rede, símbolos codificados.
Quando uma geração é descodificada, procede-se para a geração seguinte.
Repare-se que a função de codificação referida anteriormente, com base em XOR, é o
caso base e mais simples de um código linear. Neste caso, o campo finito é de tamanho 2.
Apesar de ser um conceito relativamente simples, implementar e usar técnicas de codifica-
ção no plano de dados dos próprios dispositivos de rede é uma tarefa bastante complicada.
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Até mesmo quase impossível na maioria dos casos, visto que a payload dos pacotes é su-
jeita a alterações. O seu funcionamento baseia-se em protocolos fixos, que correm no
próprio hardware de forma a maximizar o desempenho, o que torna difícil a tarefa de
configurar e gerir uma rede para além das simples operações de encaminhamento de pa-
cotes. Por este motivo, as implementações práticas de codificação na rede que têm vindo
a surgir nos últimos anos, operam em redes overlay. Uma rede overlay reside logicamente
na camada de aplicação, implicando que os dispositivos de rede propriamente ditos não
são alterados.
O interesse crescente em operações mais complexas e exigentes na rede, mas condicio-
nado pelo funcionamento rígido e fechado dos routers e switches tradicionais, motivou
uma mudança de paradigma: de redes configuráveis para redes programáveis. A primeira
instância de uma rede programável é conhecida como Rede Definida por Software (SDN).
Numa rede SDN, o plano de controlo é separado do plano de dados, e reside num dispo-
sitivo à parte - um controlador logicamente centralizado. Utilizando a informação de
pacotes provenientes do plano de dados dos switches, o controlador pode definir políticas
de configuração mais flexíveis e instalar regras nas tabelas match-action dos mesmos. A
comunicação entre os switches e o controlador está estandardizada, sendo utilizado um
protocolo conhecido como OpenFlow. A limitação de switches e controladores Open-
Flow está no processamento de pacotes, que continua a ser fixo. De facto, o OpenFlow
atua sobre um conjunto fixo de protocolos. Além disso, a sequência de tabelas e ações de
um switch Openflow também é fixa. Portanto, o OpenFlow não permite realmente definir
nova funcionalidade no plano de dados de um switch. Apenas fornece um meio para o
controlador tomar decisões e instalar regras nas tabelas match-action, dos mesmos. No
âmbito de codificação na rede, este fator impossibilita a alteração da payload dos pacotes,
e consequentemente a sua combinação.
No entanto, têm vindo a surgir recentemente switches programáveis, alguns até já em
produção (por exemplo, Tofino da Barefoot Networks). Estes dispositivos permitem a
programação e reprogramação do plano de dados, o que possibilita uma definição precisa
e customizada do modo de processamento de pacotes. Com esta liberdade, a codificação
na rede torna-se possível, no plano de dados.
Porém, a sua programação é baseada em interfaces de baixo nível, tornando-se um pro-
cesso demorado e doloroso. Esta dificuldade, acrescida também às limitações descritas
do OpenFlow, motivou a criação da linguagem de alto nível, P4.
A linguagem P4 permite definir cabeçalhos, parsers e a sequência de tabelas de match-
action, para qualquer dispositivo de rede compatível. As ações podem ser definidas uti-
lizando um conjunto de primitivas básicas oferecidas pela linguagem. A linguagem P4
oferece três vantagens. Primeiro, não está dependente de protocolos e formatos de pacotes
específicos, uma vez que a sua definição pode ser feita pelo programador. Segundo, per-
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mite a reconfiguração do switch a qualquer momento. Terceiro, não depende do hardware
subjacente, podendo ser escrita, da mesma forma, para qualquer dispositivo que tenha o
compilador adequado.
O objetivo desta dissertação consiste no desenho, implementação e avaliação do primeiro
switch capaz de realizar codificação no plano de dados, recorrendo à linguagem P4. Mais
concretamente, a nossa solução consiste em dois switches: um que executa XOR (P4-
XOR Switch), e outro que executa uma variante de Random Linear Network Coding
(P4-RLNC Switch). Durante a implementação enfrentámos vários desafios, devido às
peculiaridades da linguagem. Entre os principais fatores que dificultaram a implementa-
ção, está o facto de a linguagem ser declarativa, não permitindo a criação de estruturas
de dados auxiliares em tempo de execução; e a impossibilidade de criar ciclos, essencial
para repetir o mesmo processo de codificação sobre os vários elementos dos símbolos, no
caso do P4-RLNC Switch.
Sendo um trabalho inovador, a avaliação focou-se essencialmente na funcionalidade dos
dois switches concretizados. Adicionalmente, a performance do P4-XOR Switch também
foi avaliada.




Network Coding (NC) is a technique that can be used to improve a network’s throughput.
In addition, it has significant potential to improve the security, manageability, resilience
(to packet losses, link failures and node departures) and the support of quality of service,
in both wired and wireless network environments. The idea is to allow intermediate nodes
of the network (i.e. switches and/or routers) to mix the contents of incoming data packets
before forwarding them. Something that, traditionally carried out at source nodes, is
therefore extended to the network, creating an array of new options.
The difficulty of deploying NC on traditional switches lies in the impossibility to change
or extend their operation with the requirements of this new paradigm. The devices are
closed, the software and underlying hardware are vendor specific, and follow a fixed set
of protocols and processing pipeline. This rigidity precludes NC in today’s switches and
routers.
Fortunately, programmable switches are beginning to emerge, with some already achiev-
ing production-levels and reaching the market (e.g., Barefoot Tofino). A new high-level
language to program these switches has recently been proposed: P4. The P4 language al-
lows the precise definition of how packets are processed in these programmable switches.
Namely, it enables the definition of headers, parsers, match-action tables, and the pro-
cessing pipeline itself. Therefore, by taking advantage of these constructs, P4 enables the
deployment of NC, on the switch’s data plane, for the first time.
In this dissertation, we design and implement two NC switches using the P4 language.
Both switches employ Linear Network Coding (LNC). The main difference is that the
first (P4-XOR Switch), simply performs the XOR of packets (i.e., a linear code with field
size 2). The second (P4-RLNC Switch) is more generic, allowing larger field sizes. For
this purpose it performs Random Linear Network Coding (RLNC), which is a random
variant of LNC.
The evaluation was performed on Mininet (a network emulator) and focused on the func-
tionality of both switches. Additionally, the performance of the P4-XOR Switch was
tested as well. The main conclusion is that our implementations correctly perform the
required operations allowing, for the first time, NC to be performed in real data planes.
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Chapter 1 – Introduction
This chapter serves as an introduction for this dissertation. The motivation (§ 1.1), goals
(§ 1.2) and contributions (§ 1.3) are discussed here. Lastly, the remaining of the document
is outlined (§ 1.4).
In existing computer networks, packets are transmitted from source nodes to destination
nodes through a chain of intermediate nodes, by a store-and-forward paradigm. In this
paradigm, intermediate nodes simply store data packets from input links, and forward one
or several copies to output links. Network Coding (NC) extends this paradigm to store-
code-forward. Its premise is simple. Instead of simply store, replicate and/or forward
incoming data packets, intermediate nodes are also allowed to mix the contents of several
packets, by applying a coding function.
The encoding scheme can be designed in several different ways. It may be linear, non-
linear, random, static, convolutional, etc. However, derived from the characteristics of
computer networks, the encoding scheme tends to be: linear and fixed (Linear Network
Coding [62]), or linear and random (Random Linear Network Coding [47]).
Depending on the encoding scheme and on the network topology, the NC technique may
provide several advantages. The main advantage is an increase of throughput, over tra-
ditional routing, specially in multicast scenarios. It may also improve security (e.g., to
packet sniffing), manageability, resilience (to losses of specific packets, link failures and
node departures) and quality of service.
Due to its potential and significant advances on the theoretical front, several practical
applications emerged over the years, in different areas. This includes, content distribution
systems [68], wireless networks [51], ad-hoc networks [39], storage networks [36], peer-
to-peer networks [61], disruption-tolerant networks [63], among others.
However, its deployment has proved to be problematic, in practice. This is mainly due
to the difficulty to change, extend or adapt the functionality of traditional switches. The
incorporated switching chips have a fixed processing pipeline, which operates over a fixed
set of protocols. Therefore, until now, practical implementations of NC tend to operate
as overlay networks. An overlay network is logically located at the application layer
(i.e., running in end-hosts), meaning that the underlying physical network devices are not
1
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changed.
1.1 Motivation
As already mentioned, NC is very advantageous, in theory. However, enabling it in to-
day’s networks can be, in practice, a big challenge as current switches do not offer the
required flexibility. The processing pipelines are unnecessarily long and contain tables
fixed in number, arrangement and size, which process a fixed set of headers. This makes
it hard to add new protocols or change the existing ones. Therefore, NC is not possible in
hardware switches.
However, computer networks are changing paradigm: from configurable to programmable.
This change finally brings the opportunity to deploy NC at the network layer.
Software-Defined Networks (SDN) [56] are considered as the first instance of a pro-
grammable network. The idea is to enable control plane programmability, by physically
decoupling the data plane from the control plane. This decoupling provides a logically
centralized view over the network, which permits a more flexible and on-the-fly allo-
cation of resources, like buffer management and dynamic routing. The communication
between the control plane and data plane is standardized, in a protocol known as Open-
Flow [69, 14]. However, SDN only addresses the exposition of the data plane, not its
programming. Likewise, OpenFlow-compliant switches still operate over a fixed set of
protocols, and a fixed processing pipeline of match-action tables. Moreover, the set of
primitive instructions that may be used to define an action, is also fixed. In addition, the
set of protocols, primitive instructions and processing pipeline do not contemplate modi-
fications to the packet’s payload. Therefore, OpenFlow alone does not allow the encoding
of packets required for NC.
Nevertheless, it is true that several works leveraged on the OpenFlow capabilities to de-
ploy NC. However, all of them required extensions and modifications to the OpenFlow
protocol itself. For instance, in [72, 85] OpenFlow is extended with additional actions;
and in [82, 57] it is integrated with the KODO library [73].
Fortunately, there has been recently, a great development of programmable switches. With
their low-level interfaces, its easier to customize the processing pipeline of match-action
tables, within the data plane. This means that, they are capable of running new user cre-
ated protocols. The ability to program switches, and the restrictions of previous solutions
(e.g., OpenFlow), served as motivation for the creation of high-level languages. Their
objective is to ease the task of switch programming, and focus on expressiveness and
portability.
The first high-level language, for switch programming, is known as P4 [26]. The P4 lan-
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guage allows the definition of protocol headers, parsers, tables, actions and the processing
pipeline itself. It is designed to be compiled to the underlying hardware. Many renowned
companies are already starting to adopt P4 [17], and so it expected to become the stan-
dard for switch programming. In fact, P4 is already supported by the first programmable
hardware switch: Barefoot Tofino [1].
Leveraging from the capabilities of programmable switches and languages such as P4, it
is now possible to manipulate the payload of packets. Therefore, by using P4, we design
and implement the first P4-compliant switch, capable of performing NC within the data
plane itself.
1.2 Goals
The main goal of this dissertation is the design and implementation of a switch, capable of
performing NC on the data plane. With that purpose, we use the recent and promising P4
language, which enables a custom and precise definition of the data plane of P4-compliant
programmable switches. The target of our proposal is a P4-compliant software switch,
provided by the P4 Consortium, known as Behavioral Model 2 (bmv2) [18]. This switch
has been the target used in most related work, as in principle a program that runs in the
bmv2 should run in any other target having the required compiler (e.g., Barefoot Tofino).
1.3 Contributions
The main contribution of this dissertation is the design and implementation of two NC
data planes (P4-XOR Switch and P4-RLNC Switch), for P4-compliant
switches, for the first time. As the names suggest, the P4-XOR Switch consists on
Exclusive-OR Network Coding (XOR), and the P4-RLNC Switch on Random Linear
Network Coding (RLNC). In order not to work just as a fixed code, but rather as a net-
work protocol as well, we created and used a custom header stack, based on MPLS, to
carry all encoding metadata. Besides the XOR and RLNC schemes, we also designed and
implemented our own buffers, and forwarding rules. The implementation uses the P4-14
version of language, which is the most stable at this moment.
Finally, the evaluation of our solution was performed recurring to a network emulator
with P4 support - Mininet. The evaluation includes functionality tests for both switches.
Additionally, we also run performance tests, consisting of throughput and CPU utiliza-
tion measurements, for the P4-XOR Switch, in the well-known butterfly topology. Our
evaluation demonstrates both solutions to fulfill all requirements.
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The result of this work is publicly available in our group’s repository1. It includes the
developed tools to automatically generate the P4 code of our switches; and the traffic
generators, receptors and decoders, for testing purposes.
1.4 Structure of the document
This document is organized as follows. Chapter 2 (§ 2) provides the background and
related work on NC and P4. Chapter 3 (§ 3) consists on the design of our NC solutions,
using P4. Chapter 4 (§ 4) details the implementation. Chapter 5 (§ 5) presents the
evaluation in terms of functionality and performance tests. Chapter 6 (§ 6) finishes with
a conclusion about the work done, and what may be done in the future.
1https://github.com/netx-ulx/NC.p4
Chapter 2 – Related Work
In this chapter, we overview the most important aspects, in the context of this dissertation,
on Network Coding and the P4 language.
Network Coding (NC), as a technique, has a great potential to improve the overall per-
formance of a network, over traditional routing. Specially, in a single-source multicast
scenario. We start by specifying how the maximum multicast throughput is determined
(§ 2.1.1) which, unlike with routing, may always be achievable with a NC solution. We
introduce Exclusive-OR Network Coding, to exemplify this result (§ 2.1.2), and also be-
cause is one of the coding schemes we implemented. For the same reason, we describe
Linear Network Coding (§ 2.1.3) and Random Linear Network Coding (§ 2.1.4). Then,
we explore some of its variants (§ 2.1.5), advantages and use cases (§ 2.1.6). Finally, we
finish with some practical applications of NC (§ 2.1.7).
With the advent of programmable switches and of the P4 language, NC can be deployed
on the data plane of a switch. We contextualize the motivation for the emergence of
the language (§ 2.2.1, § 2.2.2). Then briefly explain, in some detail, the language itself
(§ 2.2.3). We close the section, with applications that use P4 (§ 2.2.4).
2.1 Network Coding - Overview
In today’s existing packet computer networks such as the Internet, information is still de-
livered by routing packets from source to destination via intermediate nodes. It is the tra-
ditional store-and-forward design, i.e., intermediate nodes simply buffer received packets
from input links and then relay or replicate them unmodified to output links. NC changes
this design by allowing intermediate nodes to perform some computation, like applying a
coding function or mix several packets before sending them to output links.
This mixing has been theoretically proven to maximize network throughput [24, 49, 54,
62]. For multicast, it can be done in a distributed manner with low complexity, and is
robust to packet losses and network failures [46, 67]. It may also improve security and
quality of service [81].
5
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To perform NC, encoding and decoding schemes have to be employed on source, inter-
mediate and/or destination nodes. There are several different schemes (with their own
variations), but our main focus is on the most common: Exclusive-OR Network Coding
(XOR), Linear Network Coding (LNC) and Random Linear Network Coding (RLNC).
2.1.1 Max-Flow Min-Cut Theorem
The Max-Flow Min-Cut Theorem [24], firstly proven by Menger [70], states that the
maximum multicast throughput of a network, per channel use, is bounded to the smallest
edge cut separating the source and any of the destinations. This minimal cut represents
the number of pairwise edge-disjoint paths from source to destination. Such a collection
of pairwise-disjoint paths can be found using the Ford-Fulkerson algorithm [40].
In what concerns a unicast network, i.e., single source and destination nodes, the maxi-
mum throughput (equivalent to the smallest edge cut), per channel use, can be achieved
simply with routing, by sending one packet along each of the edge-disjoint paths [71].
In the case of a multicast network, with a single source and a set of destination nodes,
the maximum multicast throughput, per channel use, is not always achieved with routing
[71]. However, it is achievable with NC [24]. Moreover, it is achievable with LNC, if the
packet alphabet over a finite field is sufficiently large [62].
This is the main theorem of network multicasting. The next section provides a classical
introductory example for this theorem and the concept of NC.
2.1.2 Exclusive-OR Network Coding (XOR)
As the name suggests, in Exclusive-OR Network Coding (XOR) [24], the encoding and
decoding schemes consist of a bit-wise addition, also referred as Exclusive-OR, or simply,
XOR.
In XOR, source nodes transmit (n) original uncoded packets. Intermediate nodes perform
encoding by applying a logical XOR on the incoming packets (from a single or multiple
source/flow). Decoding is done at destination nodes. In order to decode, these nodes must
previously receive and store (n− 1) original packets of the coded packet.
To illustrate the concept, let’s consider a single source node S, and two destination nodes
X and Y. Intermediate nodes C, D, E and V simply multicast incoming packets to the
remaining ports. The source node S has two packets, A and B, which must be multicast
to X and Y, at the highest rate possible. Also, each directed edge represents a network
link, and can transmit only a single packet per time unit. From Figure 2.1 (a), if no coding
is allowed, there is a “bottleneck” at the node V. Either the packet A or B is transmitted
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Figure 2.1: Traditional Butterfly Network (a) Network bottleneck (b) Routing solution
to X (c) Routing solution to Y (d) Network Coding solution.
through the outgoing link. To deliver both packets A and B, to both destinations X and
Y, node V requires two time units. The first to transmit packet A, the second to transmit
packet B, or vice-versa. This possible routing solution is illustrated in Figure 2.1 (b) and
(c). From Figure 2.1 (d), if coding is allowed, by extending node’s V functionality from
store-and-forward to store-encode-forward, then it can perform a simple XOR on both
packet A and B, and transmit the result. This allows to overcome the congestion of node
V, as X obtains A and reconstruct B from A ⊕ (A⊕B) = B and Y obtains B and A = B ⊕
(A⊕B), in a single time unit.
2.1.3 Linear Network Coding (LNC)
In Linear Network Coding (LNC) [62], intermediate nodes transmit to output links, linear
combinations of packets from input links. The coefficients of the combination are selected
over a finite field F. In particular, the XOR scheme (§ 2.1.2) is the base case of a linear
code, where the size of the finite field is just 2. From the literature, the LNC concept [32]
can be formally defined as follows.
Consider a network with a single source s and a set of destinations T . Let h be the
multicast capacity of the network, and x1, . . . , xh the h packets to multicast from s to T ,
per unit of time. For each output link e from an intermediate node v, let y(e) denote its
carried packet. The packet y(e) is a linear combination of packets y(e′) from input links
e′ of node v, computed as y(e) =
∑
e′ βe′y(e
′). The coefficients of this linear combination




, known as the local encoding vector on edge e. This vector’s
length equals the number of input links.
Consider y(e′1), . . . , y(e
′
h) as the original x1, . . . , xh. Then, the packet y(e) on any edge e
in the network can be computed as a linear combination of the source packets x1, . . . , xh,
Chapter 2. Related Work 8
i.e., y(e) =
∑h
i=1 gi(e)xi. The coefficients of this linear combination form a vector g(e) =[
g1(e), . . . , gh(e)
]
, known as the global encoding vector on edge e. The global encoding
vector g(e) represents the packet y(e) in terms of the source packets x1, . . . , xh. Conclud-




by using the coefficients of the local encoding vectors β(e).
Supposing that a destination node t ∈ T receives the packets y(e1), . . . , y(eh) on input
links e1, . . . , eh, they can be expressed in terms of the original packets as:y(e1)...
y(eh)
 =
g1(e1) . . . gh(e1)... . . . ...








where the ith row of the matrix Gt is the global encoding vector associated with edge ei
entering destination t. A network coding solution is found when the matrix Gt has full
rank (in this case, h entries). The h original packets are then obtained by inverting the
matrix Gt and applying the result to the previously received encoded packets.
Establishing the necessary local encoding vectors (for each node) to find a network coding
solution is not trivial. Over the years, many algorithms appeared with that purpose. The
first one was proposed by Li et al. [62], but the running time was exponential. The
first polynomial time algorithm was proposed by Jaggi and Sander et al. [49]. Other
polynomial time solutions are [43, 59]. As of today, the best algorithm is considered to be
[59]. Koetter and Médard [54, 53] simplified the problem of finding these local encoding
vectors, by alternatively giving an algebraic framework for LNC.
2.1.4 Random Linear Network Coding (RLNC)
In Random Linear Network Coding (RLNC) [47], the local encoding vectors are simply
chosen completely at random, over a large enough galois field (GF). If the field is suf-
ficiently large, the resulting code will, with very high probability, achieve the maximum
multicast rate for the considered network. The main advantage of RLNC is that the as-
signment of these vectors can be done in a decentralized way, without the need to run
the polynomial time algorithms (as referred in § 2.1.3) to establish them over all network
nodes a priori, during startup. This can be useful in practical applications [46, 28].
In this section, we describe, in a less formal and more practical way, the most standard
RLNC [62, 47] strategy. There are several variants (§ 2.1.5).
In RLNC, a message (e.g., video, audio, etc) to be sent is broken into several chunks of
equal length - each known as a "generation" of the original message. Each generation
is further divided into "symbols", also of equal length each. The number of symbols
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represents the generation size. Each symbol is further divided into elements of x bits,
given the considered Galois Field (2x).
Figure 2.2: Random Linear Network Coding - Encoding.
Encoded symbols are obtained by performing linear combinations of all the original sym-
bols of that generation. For each original symbol, a coefficient is randomly chosen over
the considered Galois Field (GF). Then, each element of the given symbol is multiplied by
this coefficient. Finally, each element composing the encoded symbol is the result of the
addition of all the multiplications performed over the elements of each original symbol
by the respective coefficient, of the same position (see Fig. 2.2).
The set of coefficients, used during the encoding process, is known as the local encoding
vector. The set of local encoding vectors applied at each network node, from source to
destination, forms the global encoding vector.
Figure 2.3: Random Linear Network Coding - Decoding.
To decode a generation, a number of linearly independent symbols, equal or greater than
the generation size, and the respective global encoding vectors, is required. The symbols
are placed on an Encoded Symbols Matrix (R) and the respective global encoding vectors
on a Global Encoding Matrix (G), until the matrix G is square and has a rank equal to
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the generation size. The matrix with the original symbols (O) is obtained by solving
O = G−1×R. The inverse of the matrix G is obtained with the Guass-Jordan elimination
algorithm, which is a variant of Gaussian elimination (see Fig. 2.3).
2.1.5 Other RLNC Schemes and Variants
As previously mentioned, there are several RLNC strategies. Depending on the use case,
one strategy might be more adequate than another. Consequently, no strategy can be
defined as the best. Below is a summary of the most well known and commonly used:
• Standard RLNC: For a given generation, all symbols are uniformly and randomly
combined. Because the symbols are mixed as much as possible, this coding type is
typically "dense" and computationally "heavy". As such, for a fairly efficient use,
small field sizes are a requirement.
• Sparse RLNC with uniform density [38]: Same as the standard RLNC case, with
the difference that some symbols of the given generation have a certain probability
of being excluded during the encoding process. This is useful when the generation
size is substantially high. As a result, the density of the code is reduced, without
any downside, and the decoding performance is greatly increased.
• Sparse RLNC with fixed density [68]: Given the current generation, only a fixed
number of symbols is used as input to the encoding process. If this fixed number
of symbols equals the size of the generation, then it is the same as the standard
RLNC. This strategy is useful if the decoder is able to provide feedback about the
state of the decoding of the current generation, as the encoding/recoding processes
can be adjusted accordingly to the current needs and, thus, provide a slight increase
in performance.
• Seed-based RLNC [31]: Typically, the encoding vector is fully sent alongside the
encoded symbol. To reduce this overhead, a random seed, able to generate the
encoding vector, is sent instead. This strategy makes recoding more difficult and
complex, even impossible in some cases. As such, this is used in scenarios where
recoding is very little used, or not used at all.
• On-the-fly RLNC [35]: This scheme differs from the traditional block codes. Con-
trary to these, it is not necessary for all the data to be available before encoding/re-
coding/decoding can take place. Given the current generation, a symbol can be
immediately encoded/recoded as soon as it is available. Decoding is similar. For
each newly received symbol, the decoder immediately performs one additional de-
coding step and releases any resulting decoded symbols, if possible. This coding
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strategy works well with low-delay services, such as VoIP, video streaming and
messaging.
• Perpetual RLNC [44]: This is a sparse and well structured coding strategy. The
non-zero coding coefficients, i.e., the coding coefficients associated to symbols used
on the encoding/recoding process, have a specific location in the coding vector. The
width of the non-zero subset of coefficients is analogous to the density of random
sparse codes. Due to this characteristic, this approach allows the decoding process
to be well structured, which permits achieving higher throughput values than other
random sparse codes, especially with high generation sizes.
• Fulcrum RLNC [66]: Consists of a concatenated "outer" and "inner" code struc-
ture. These codes provide end-to-end performance similar to other large field net-
work codes for high-end receivers, while simultaneously being able to serve low-
end nodes that may only, for instance, be able to decode in GF(2).
2.1.6 Advantages and Use Cases
The number of scenarios and use cases where NC might bring benefits are enormous.
This section’s objective is not to enumerate all of them. Nor is it to formally prove the
advantages of NC. Instead its goal is to highlight its benefits and applicability.
As already stated at the beginning of this chapter, NC has successfully been proven to
provide reliability and/or to increase (even maximize) throughput of different commu-
nication networks. Another benefit is the fact that for certain codes, like linear ones,
network nodes don’t have the requirement of receiving specific data packets in their total-
ity. Instead, they just have to receive a sufficient number of linearly independent encoded
packets to be able to decode and retrieve the original data.
Just like Erasure Correcting Codes (ECC), NC can be used in Point-to-Point Communi-
cation Networks with lossy links, to deal with packet losses. If a fairly accurate estimate
of the packet loss probability is known, source nodes may pro-actively send extra redun-
dant packets to compensate losses. This technique is known as Forward Error Correction
(FEC). Another approach is to send the extra redundant packets retro-actively, which re-
quires the destination to acknowledge the source about the lost packets. In this case, NC
simplifies the acknowledgment mechanism, because the destination just has to provide
information about the number of lost packets, and not specifically which ones.
Another use case that benefits from NC is reliable multicast, over wireless networks, with
lossy links. If no losses were to occur and each channel had ideal bandwidth, all multicast
packets would be received by all destination nodes. On the other hand, in the presence
of packet losses, reliability can be assured by a retransmission mechanism. Destination
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nodes just need to request the missing packets from the source. This means that all lost
packets are transmitted again. If the several losses, among all destination nodes, are not
correlated, then most of the retransmitted packets will not be useful to specific destina-
tions. Basically, due to the uncorrelated nature of packet losses, each destination usually
has a different set of received packets. In the end, network resources are wasted and a sin-
gle retransmission will most likely serve a single destination node. However, with the use
of NC, a single retransmission of an encoded packet, instead of a original one, can serve
multiple destination nodes. In this case, the source node can send a linear combination of
the original data. Each encoded packet might therefore be useful at different destination
nodes during the decoding process, and thus serve several nodes simultaneously, instead
of just one.
In best-effort multicast networks, reliability is usually not a requirement neither effec-
tively possible. Considering a video streaming to several destination nodes over a wireless
network, where acknowledgments are impractical, NC can help to maximize the impact
of each retransmission. In the case of linear codes, reliability is ensured by transmitted a
certain number of redundant packets for each generation. The redundancy ratio should be
tuned according the estimated Packet Error Probability (PER).
Networks characterized by dynamic nodes, i.e. nodes constantly changing their physical
position; or connected in a multi-hop fashion, i.e. where some nodes can be exclusively
reached over multiple hops, greatly benefit from NC due to its recoding feature. Basi-
cally, with LNC schemes, intermediate nodes can create new recoded packets and thus
new linear combinations of previously received and stored packets. Recoded packets can
be generated from partially decoded generations. As in these networks, source and des-
tination nodes are several hops away, if the recoding scheme at the several intermediate
nodes follows an interflow scheme, then the same recoded packets might be used by sev-
eral different destination nodes, to retrieve original data from different flows (i.e., the
desired flow by the given destination node).
Additionally, in multi-hop networks a single node has limited (to none) information about
other nodes’ state, especially if these nodes are several hops away. LNC requires coor-
dination among all nodes as the statically set of coefficient used must guarantee that the
final set of packets received at destination nodes is decodable. RLNC provides an implicit
solution for this coordination problem as coefficients are randomly chosen over a signif-
icant large finite field, which ensures that the final set of packets received by destination
nodes is decodable with very high probability.
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2.1.7 Network Coding Applications
Despite being a fairly recent topic, NC has had its fair share of applicability. This is easily
proven by consulting just a few surveys [32, 36, 25, 37]. Nonetheless, in this section a
few applications, that served as a learning base for NC, and inspiration for the design of
our solution, are summarized.
COPE
COPE [51] is a packet forwarding architecture for wireless mesh networks that signifi-
cantly improves its overall throughput. It is based on two key principles: (1) employment
of network coding and (2) exploit of the broadcast nature of wireless channels instead of
point-to-point link abstractions. This permits taking advantage of coding opportunities to
forward several packets in a single transmission. These coding opportunities are detected
by a coding layer inserted between the IP and MAC layers. It uses inter-session network
coding – packets with different destinations are encoded together. The coding scheme
consists of a simple XOR of multiple packets.
COPE incorporates three main techniques:
• Opportunistic Listening: Each node is required to store packets in a packet pool
to be able to perform coding and decoding. The packet pool consists of two kinds
of packets. Packets the node itself has to broadcast, and packets it has overheard.
Since wireless is a broadcast medium, there are many opportunities for nodes to
overhear transmitted packets. To avoid having nodes discarding overheard packets
not meant to them, COPE sets all nodes to promiscuous mode. In this mode, all
overheard packets are stored for a limited period of time T. Each node informs its
neighbors about its stored packets by broadcasting reception reports.
• Opportunistic Coding: Nodes should maximize the number of native packets de-
livered in a single transmission, while ensuring that each intended next hop has
enough information, i.e., all but the native packet, to decode its native packet. This
aims to maximize the benefits of coding [51].
• Learning Neighbor State: Nodes ideally would need an accurate global view of
the network, i.e., to know which packets each neighbor has stored. This informa-
tion is given from reception reports. However, if the network is severely congested,
reception reports may arrive too late or get lost, and so, the solution is to make well-
informed guesses. This process is as follows: (1) compute the delivery probability
of all paths, (2) broadcast the results to all nodes and (3) use them in a link-state
routing protocol to compute shortest paths. An incorrect guess may be made some-
times, making the native packet un-decodable at the destination. Whenever that
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happens, the native packet is retransmitted again, potentially encoded with a differ-
ent set of packets.
In COPE, each node maintains four data structures: a packet pool to store overheard
packets; a FIFO output queue of packets to be forwarded; two per-neighbor virtual queues
(one for small and other for large packets); and an hash table indicating for each packet
the probability of each neighbor having that packet. Packets contain three blocks of data:
IDs of the encoded native packets, reception reports, and set of acknowledgments to be
delivered.
COPE never delays packets in order to encode. If no coding opportunity is available, an
uncoded packet is sent. Also, packets headed for the same next hop are never encoded
together. Preference to XOR-ing packets of similar lengths is given.
The 802.11 broadcast is not used because it lacks reliability, backoff and retransmission
mechanism. Instead, COPE relies on a pseudo-broadcast which unicasts packets that are
meant for broadcast. The unicasted packet has its MAC address set to one of the nexthops
and a XOR-header listing all nexthops of the packet. Nodes that overhear the packet check
this header to see if it is a nexthop.
Although COPE works well, it has some limitations and a more efficient architecture is
proposed in [50].
MORE
MORE [28, 29] is a wireless routing protocol for wireless mesh networks. It is also an
opportunistic routing protocol, which makes it more reliable against packet losses. Just
like COPE [51], MORE detects coding opportunities via a coding layer inserted between
the IP and MAC layers. Differently from COPE, MORE employs intra-session network
coding – packets with the same destination are encoded together. The coding scheme
consists on RLNC.
In this protocol, the rule of each type of node is summarized as follows:
• Source: The source partitions the file to be transmitted into batches of K native
packets. Then creates a random linear combination of the K native packets of the
current batch, and broadcasts the resulting coded packet. Attached to the packet
is the coefficient vector used for encoding, the ID of the batch, the source and
destination IP addresses and a forwarder list with eligible nodes to forward the
packet. The list includes nodes closer to the destination than the source, ordered
by their proximity (computed using the ETX metric [34]) to the destination. The
source continues to broadcast coded packets of the current batch until the batch is
acknowledged by the destination.
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• Forwarders: Forwarders nodes listen for packets on all transmissions. When a
new packet is heard, the node first checks if it is in the packet’s forwarder list.
If so, the node performs two actions. Firstly, it decodes the packet, via Gaussian
Elimination [53, 54], to check if it is an innovative packet – linear independent from
previously received packets for the current batch. Innovative packets are stored and
non-innovative are discarded. Secondly, it creates a new random linear combination
of all packets heard for the current batch and broadcasts the resulting coded packet.
• Destination: The destination stores innovative packets and discards non-innovative
ones. Once K innovative packets are received for the current batch, it decodes the
whole batch by using a matrix inversion technique. It then sends an acknowledge-
ment back to the source, so that it can start sending packets from the next batch.
Avalanche
Avalanche [42] is a peer-to-peer system for file distribution, developed by Microsoft,
based on a RLNC coding scheme. An important advantage is that it does not require the
knowledge of the underlying topology or any centralized scheduling. In addition, it is
robust to extreme situations, such as sudden server and nodes departures and has better
performance compared to source coding or no encoding schemes.
Avalanche has a single centralized server, which stores the original files. The server is
constantly dividing each file into K blocks and uploading the blocks to different client
nodes, at random. To retrieve the original file, the clients exchange blocks only with a
small subset of other clients – the neighborhood. The neighborhood is constructed when
the client first joins the network and contacts the server to get a list of random clients in
the system.
In Avalanche, there are three modes of content propagation: no coding, source coding and
network coding. In the case of no coding and source coding, the algorithm for deciding
which block to transfer is based exclusively on local information. The block to transfer
may be picked among the rarest in the neighborhood, the rarest system-wise among the
neighborhood (not practical in large networks), or completely at random.
In the case of network coding, the node generates and sends a random linear combination
of all the encoded packets it has received so far, for the given file. Reconstructing the
original file is done after receiving K linear independent blocks, associated with the re-
spective coefficient coding vector. With network coding, a client does not need to request
specific blocks. Instead, it keeps downloading coded blocks from its neighbors, until it
can reconstruct the original file.
Avalanche also offers two incentive mechanisms to discourage free-riding, i.e., having
clients take advantage of the network to obtain the desired files without contributing with
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uploads to other clients. The first is to allocate more upload bandwidth to neighbors from
which the client is also downloading, than to those which it is not. The second (tit-for-tat
approach, from BitTorrent) is not to upload to a neighbor until the absolute difference of
uploading minus downloading from one to another is bounded.
Other Applications
We close this section with references to a few other interesting applications.
Ncos [64] is a framework for realizing network coding over SDN. The paper discusses
the possibility of using an XOR network coding scheme through the extension of the
OpenFlow protocol [69, 14] and of the functionality of switches.
KODO [73, 45] is an open source C++ network coding library intended to be used in
practical studies of network coding algorithms.
Other areas of NC application include Commercial mobile platforms (e.g., PictureViewer
[74]), LTE Networks (e.g., Raptor codes in eMBMS [83]), Mobile Ad Hoc Networks (e.g.,
CONCERTO [39]), network security [81, 80], etc.
Listing all the fields and relevant applications of network coding is a never ending task.
Therefore, a read on existing surveys [32, 36, 25, 37] is recommended.
2.2 SDN and P4 - Overview
P4 is a declarative language for data plane programming, which works alongside SDN
control protocols, such as Openflow. This section provides a brief walktrough over the
issues related to traditional computing network equipments, that SDN and Openflow con-
front and try to solve, which consequently led to the appearance of P4. Finally, the P4
language is explained in detail.
2.2.1 Control Plane Programmability and SDN
In traditional computer networks, the functionality of each node can be divided in three
planes:
• Data plane: Network nodes that forward packets to the next hop based on control
plane decisions.
• Control plane: Protocols that populate the forwarding tables of data plane nodes.
• Management plane: Services that monitor and configure the control plane.
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The problem with traditional architectures, is that these planes are vertically integrated.
In particular, the control and data planes are tightly coupled inside vendor-specific closed
hardware and software. This results in networks that are complex and hard to manage
[56]. In order to change and adapt the existing protocols or even to add new ones, network
operators need to configure each network node individually, one-by-one, or use complex
low-level scripts to do so. This is the main reason why the innovation of networking
infrastructure has progressed at a very slow pace.
Software-Defined Networking (SDN) [56, 77] is a new network paradigm that emerged
and aims to solve the shortcomings of more traditional architectures. The Open Network-
ing Foundation [12], defines the SDN architecture as:
• Directly programmable: Network control is directly programmable because it is
decoupled from forwarding functions.
• Agile: Abstracting control from forwarding lets administrators dynamically adjust
network-wide traffic flow to meet changing needs.
• Centrally managed: Network intelligence is (logically) centralized in software-
based SDN controllers that maintain a global view of the network, which appears
to applications and policy engines as a single, logical switch.
• Programmatically configured: SDN lets network managers configure, manage,
secure, and optimize network resources very quickly via dynamic, automated SDN
programs, which they can write themselves because the programs do not depend on
proprietary software.
• Open standards-based and vendor-neutral: When implemented through open
standards, SDN simplifies network design and operation because instructions are
provided by SDN controllers instead of multiple, vendor-specific devices and pro-
tocols.
Figure 2.4, shows the SDN architecture in more detail. The lowest layer is the infrastruc-
ture layer, also called the data plane. It consists of the forwarding devices. At the middle,
there is the control layer, also called the control plane. It is responsible for programming
and managing the data plane. To that end, it makes use of the information provided by
the data plane. It consists of one or more controllers. At the top, there is the application
layer, also called the management plane, which contains network applications that assist
the control layer in several tasks, such as security, management, monitoring or configura-
tion of the network. These applications can make use of the global view of the network
from the controllers.
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Figure 2.4: Example of SDN architecture.
The controller offers two software interfaces to communicate with network application
and forwarding devices, referred as the northbound API and southbound API, respec-
tively. The northbound API is not standardized yet and there are many SDN program-
ming languages that fulfill its purpose, such as: Frenetic [41], Pyretic [78] and Procera
[84]. On the other hand, for the southbound API, there is a well-known standard – Open-
Flow [69, 14].
2.2.2 OpenFlow, Switch Chips and Motivation for P4
OpenFlow [69, 14] was developed with the objective of having a unique way for software
control planes to remotely control OpenFlow-compliant switches from a variety of differ-
ent vendors. The idea is to make the task of writing better control planes easier. In a great
majority of computer networks, switches run the same protocols: Ethernet, IPv4, Access
Control Lists (ACLs), VLANs, etc. OpenFlow defines a standard, i.e., an open interface to
populate the forwarding tables in these switches. For instance, the hash tables for Ether-
net address lookup, the longest-prefix match tables for IPv4 and the wildcard lookups for
ACLs. At first, OpenFlow didn’t please some vendors as it commoditized their switching
products. However, the interest in it has grown tremendously since its conception and it
has proven to be a huge success. As of today, there are hundreds of OpenFlow-compliant
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switches [22, 11, 7, 5, 4, 3, 2] and this architecture has been deployed in enterprise envi-
ronments [23, 10], service providers [13], and data centers [9, 8].
Still, OpenFlow has a shortcoming. It assumes that switches have a fixed, well-known
behavior, typically described in the datasheet of the switch ASIC. Indeed, traditional
high-performance switching chips support a fixed set of protocols because they directly
implement IEEE and IETF standard protocols in silicon. Changing existing protocols or
adding new ones, to measure and control the datapath in a different way, is not possible.
Nowadays, it takes about four years to add a new protocol to a fixed-function ASIC. At
first, OpenFlow only supported the addition and removal of forwarding entries for four
common protocols: Ethernet, VLANs, IPv4 and ACLs. More header-types were added
eventually, such as: IPv6, MPLS and VXLAN. Currently, there is support for more than
fifty different protocols. Switch vendors can specify which headers the control plane
supports, by using the Table Type Patterns (TTP) standard from the Open Networking
Foundation (ONF).
In conclusion, OpenFlow doesn’t really control the switch functionality. It just provides a
mean to populate a set of well-known forwarding tables. An important drawback of using
existing switches is their unnecessary complexity and insufficient flexibility. Existing
chips are designed to support a huge set of features but only a small subset is usually
used. Also, the processing pipelines may be too long. These pipelines contain a fixed
number of tables, of fixed size, in a fixed arrangement, and they process a fixed set of
headers. The combination of a long fixed pipeline and a large set of features results in
resource waste and failure in adapting to new protocols.
To allow switches to expose more of their capabilities to the controller, it is required that
more headers and multiple stages of rule tables are added to the OpenFlow specification.
This trend can be problematic and unpractical, and it exists because switching chips are
not programmable.
If switches offered more support of flexible mechanisms, for parsing packets and match-
ing header fields, thus allowing controller applications to take advantage of these capabil-
ities through a common open interface, a protocol like OpenFlow would not be necessary.
Programmers could just define the desired API to create and populate custom tables, as
well as define how to process packets.
In fact, reconfigurable (programmable) switch chips already exist for some time (for in-
stance, NPUs and FPGAs). However, their performance is orders of magnitude worse
than fixed-function ASICs. Fortunately, recent works in chip design demonstrate that
the support to flexible mechanisms, like the ones mentioned above, can be achieved in
custom ASICs at terabit speeds [55, 27, 6]. Such programmable switches already exist
commercially. Barefoot Tofino [1], for instance, is the first fully programmable switch,
and it’s also the world’s fastest, running at 6.4 Tbps. The problem is that programming
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these chips is difficult, as each chip has its own low-level interface, akin to microcode
programming [26].
This was the motivation to create a common language to program every kind of switch the
same way, and thus achieve interoperability between them. This language is known as:
Programming Protocol-independent Packet Processors (P4) [26]. Although both Open-
Flow and P4 focus on “opening” the forwarding plane, P4 addresses the need to program
the data plane.
2.2.3 Data Plane Programmability and P4
P4 [26] is a prominent high-level declarative language, which works alongside SDN con-
trol protocols, such as OpenFlow. As of the writing of this dissertation, there are two
versions of the language: P4-14 [15] and P4-16 [16]. Each one has its own specification
and differs greatly both in syntax, semantics and underlying constructs. On the context of
this dissertation, P4-14 was used, as it is currently the most stable version. Thus, we refer
to P4-14, from now on. This section specifies all the necessary details about P4-14 that
were used in, and are needed to understand, our implementation.
Overview
P4 has three main design goals, which also turn out to be its main properties:
• Reconfigurability: Packet parsing and processing can be redefined once the switches
are deployed.
• Protocol independence: Switches are not tied to specific network protocols and
packet formats.
• Device independence: Packet parsing and functionality is described independently
of the details, and specifics, of the underlying hardware. Instead, by taking the
switch’s capabilities into consideration, a compiler is used to configure the switch.
Basically, it turns a target-independent description (written in P4) into a target-
dependent program (used for switch configuration).
P4 expresses how the data plane of a programmable forwarding network device (i.e,
router, hardware or software switch, network interface card [NIC], or network function
appliance) processes incoming packets. Such P4 compliant devices are classified with the
generic term: target. According to the specification, a target may directly execute a P4
program but it is assumed that the program is first compiled into a suitable configuration
for the target.
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Contrary to the data plane, P4 cannot be used to express the control plane of the target.
However, in part, it also defines the communication interface between the control plane
and data plane.
In traditional fixed-function devices, the data plane and control plane functionalities are
defined by the manufacturer. Data plane manipulation is assured by the control plane
via table entry management (e.g., routing tables), object configuration (e.g., meters and
counters), and control-packets processing (e.g., routing protocol packets) or asynchronous
event handling (e.g., link state changes or learning notifications). A P4 compliant target
differs from a traditional fixed-function device in two distinct ways. Firstly, it has no
built-in knowledge of existing network protocols, as its functionality is not fixed a priori
but is defined by the P4 program instead. Secondly, the set of tables and other objects
in the data plane are also not fixed and are defined by the P4 program. Hence, control
plane and data plane communication is similar but the necessary API, for that purpose, is
generated by a P4 compiler.
As such, P4 permits the expression of a broad variety of data plane protocols and behav-
iors, and thus can be said to be protocol independent. In sum, a P4 program specifies and
consists of:
• Headers: A header definition describes the sequence and structure of a series of
fields. It includes specification of field widths and constraints on field values.
• Parsers: A parser definition specifies how to identify headers and valid header
sequences within packets.
• Tables: Match+action tables are the mechanism for performing packet processing.
The P4 program defines the fields on which a table may match and the actions it
may execute.
• Actions: A complex action, consisting of a set of simpler protocol-independent
primitives. These complex actions are available within match+action tables.
• Pipeline layout and control flow: The control program determines the table lay-
out within the data plane pipeline and the packet flow through the pipeline of
match+action tables.
P4 addresses the configuration of a forwarding network device. After configuration, ta-
bles are populated and packet processing begins. Reconfiguration can still be performed
during packet processing, usually by recurring to a runtime CLI interface, exposed by the
target.
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P4 Targets and Compilers
The P4 Consortium [20] provides a GitHub repository with an implementation of a P4
software switch, also known as Behavioral Model 2 [18] (nicknamed bmv2). It offers al-
most complete support for both P4-14 and P4-16. By default, it is prepared for the P4-14
architecture (i.e., Abstract Forwarding Model). The runnable components themselves
(i.e., the runnable P4 switches), are within a directory named targets. There are three
distinct targets: simple_router , l2_switch and simple_switch . Each of
these targets implements, in software, the P4-14 specification to a different extent. For
instance, simple_router and l2_switch are very limited because they implement exclu-
sively a handful of P4 primitives. On the contrary, simple_switch is the most complete,
thus being the reference target for P4. Therefore, simple_switch is the one we ended up
using. For the remaining of this dissertation we refer to simple_switch, whenever bmv2 is
mentioned.
To map a P4 program onto the target switch’s specific hardware or software platform,
we need a compiler. Particularly, P4-14 programs can be compiled to simple_switch
with p4c [19], which is the official, yet still alpha, P4 compiler.
The Abstract Forwarding Model
P4 is based on an abstract forwarding model, which generalizes packet processing in
different forwarding devices (e.g., Ethernet switches, load balancers, routers) and by dif-
ferent technologies (e.g., fixed-function ASICs, NPUs, reconfigurable switches, software
switches, FPGAs). It consists of a parser and a set of match-action ingress and egress
table resources. The parser identifies and extracts headers (and respective fields within)
of each incoming packet, for later manipulation. A match-action table performs a lookup
on a subset of header fields and, for the first match, applies the respective action.
Figure 2.5: Abstract Forwarding Model [15].
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Figure 2.5 shows a high-level representation of the P4 abstract forwarding model. The
current "widely supported" P4-14 Specification [15], defines that a target must follow a
set of rules, in order to operate:
• For each packet, the parser produces a Parsed Representation on which match+action
tables operate.
• The match+action tables in the Ingress Pipeline generate an Egress Specification
which determines the set of ports (and number of packet instances for each port) to
which the packet will be sent.
• The Queuing Mechanism processes the Egress Specification, generates the nec-
essary packet instances and submits each of them to the Egress Pipeline. Over-
subscription for an output port may cause the Egress queuing to buffer packets,
although this is not mandated by P4.
• A packet instance’s physical destination is determined before entering the Egress
Pipeline. Once in the Egress Pipeline, the destination is assumed not to change
(though the packet may be dropped or its headers further modified).
• After all processing by the Egress Pipeline is complete, the packet instance’s header
is formed from the Parsed Representation (as modified by match+action process-
ing) and the resulting packet is transmitted.
P4 focuses on the specification of the parser, match+action tables and the control flow
through the pipelines. Programmers control this by writing a P4 program which specifies
the switch configuration as shown at the top of Figure 2.5.
The Queuing Mechanism functionality and the Egress Specification semantics are not
present in the most recent version of the P4 specification. Packet cloning and recircula-
tion are supported features also.
P4 Abstractions
The P4 language provides several abstractions. Together, the set of instances of each,
defines a P4 program:
• Header type: A specification of the set of fields, and respective sizes, of headers
found within a packet.
• Header instance: A specific instance of a packet header or metadata.
• Parser state function: Describe the permitted sequences of headers, and how to
properly identify and extract the headers and fields, within each received packet.
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• Action function: Set of primitive actions that modify header fields, metadata and
registers.
• Table instance: Specify the set of matching header fields and the permitted action
functions within the given table.
• Control flow function: Imperative description of the match+tables to be applied,
and in which order. The order might be influenced by logical conditions.
• Stateful memories: Data structures (counters, meters and registers) which persist
across each packet processing.
Adding to the high level abstractions above, the following are used for a header instance:
• Metadata: Per-packet state which may or may not be derived from packet data,
stateful memories and/or action primitives.
• Header stack: An array of header instances.
• Dependent fields: Fields whose values depend on a calculation applied to other
fields or constants.
Parser state functions can also make use of:
• Value set: Values updatable at runtime and used to determine parser state transi-
tions.
• Checksums: The ability to apply a function to a set of bytes from the packet and
test that a field matches the calculation.
Headers and Fields
Header types describe an ordered layout of field names, alongside the respective bit-width,
and are used to declare header and metadata instances.
An example declaration for a MPLS header is:
header_type mpls_t {
fields {
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A packet may contain multiple instances of a given header type. There are two types of
instances: packet headers and metadata. A header example is:
header mpls_t packet_type;
This indicates that space should be allocated in the Parsed Representation of the packet
for a mpls_t header. It may be referenced during parsing and match+action by the name
packet_type.
A metadata example is:
metadata local_metadata_t local_metadata;
This indicates that a local_metadata_t type object called local_metadata should be allo-
cated for reference during match+action.
P4 supports the notion of a header stack, which is a sequence of adjacent headers of the
same type, and is declared as an array. MPLS is the most common example:
header mpls_t coefficients[100];
Header stack instances are referenced using bracket notation and such references are
equivalent to a non-stack instance reference.
References to header and metadata instances, and their respective fields, are made for
match, action and control flow specifications. Headers are referenced via their instance
names, and header stacks with an index in square brackets, and fields with dotted notation.
The keyword last serves as an index to refer to the largest-index valid instance of a header
stack.
Stateless Memory (Metadata)
Metadata represents per-packet state which may not be derived from packet data. It can
be read and written by primitive and compound actions. However, some metadata has
special significance to the intrinsic target’s operation - Standard Intrinsic Metadata. There
are some Standard Intrinsic Metadata fields which are mandatory and required for P4
compliant targets to operate. Below are some of these fields, defined for the metadata
instance standard_metadata:
• ingress_port: The port on which the packet arrived. Set prior to parsing. Always
defined. Read only.
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• egress_spec: Specification of an egress. Undefined until set by match+action dur-
ing ingress control processing. This is the intended egress as opposed to the com-
mitted physical port(s). May be a physical port, a logical interface or a multicast
group.
• egress_port: The physical port to which this packet instance is committed. This
value is determined by the Buffering Mechanism and so is valid only for egress
match+action stages. Read only.
In addition to the standard_metadata fields, targets may provide their own definitions
of intrinsic_metadata to offer more advanced features, although programs which depend













The mcast_grp is required for the multicast feature. For a packet to be multicast, this field
needs to be written in the ingress pipeline. A value of 0 means no multicast. This value
must be one of a valid multicast group configured through a runtime API.






The first line creates a multicast group with identifier 1. The second and third lines, fetch
logical ports 2 and 3. Finally, the fourth and fifth lines associate the fetched ports to the
multicast group.
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Stateful Memory (Registers)
Counters, meters and registers are stateful memories, which persist across the processing
of each packet. Registers can be read and written in action functions and are generic
enough to keep all types of state.





As the name suggests, the width attribute indicates the bit-width of each register’s in-
stance. The instance_count attribute indicates the number of register’s instances to al-
locate. A register can only be directly used as input to register_read and register_write
primitives.
However, a register typically holds state that is used/updated on several primitive/com-
pound actions and in if-else control flow logical statements. Therefore, in order to use/up-
date it’s state, a register under these circumstances typically has a metadata field associ-
ated. This metadata field is used to temporarily hold the register’s state and use it as a
parameter to other primitive/compound actions or in control flow conditionals.
Parser Specification
P4 models the parser as a state machine. A state can be a simple state transition decision
triggered on constants or header/metadata instance field values; or may consist on the
extraction of headers. To be more detailed, parsing starts at the packet’s first byte, and the
packet’s current offset is maintained by the parser. Headers are extracted from the packet
at the current offset into per-packet header instances (which are marked as valid as well)
and the Parsed Representation of the packet is updated. The parser then indicates the next
valid packet’s byte by updating the current offset, and makes a state transition.
Below is an example of a parser state machine. Parsing starts at the start state and pro-
ceeds until an explicit reference to ingress is made, which terminates parsing and invokes
the ingress control flow function. As a final result, the parser produces a Parsed Repre-
sentation of the packet, on which the ingress pipeline of match+action tables operate and
might update. Each state is represented as a parser function.
A parser function may exit with the return statement, specifying the name, to another
parser function or control function.























The extract function takes a header instance as a parameter, copies data from the packet
at the current offset into that header instance and moves the current parsing location to
the end of that header. The header instance cannot be metadata. For header stacks, the
special identifier next is used to extract data into the next free header on the stack.
Select is a function that takes a list of fields, separated by commas, and compares them,
with the entries defined inside the curly brackets. It allows branching to different states.
The special identifier latest is a reference to the most recently extracted header instance
with the current parse state function. A reference to latest without a preceding extract
function call results in an error.
The current function allows the reference of bits not yet parsed into header/metadata
instance fields. It has two arguments. The first is the bit offset from the packet’s current
offset, and the second is the bit width of the reference.
The specification also defines meanings to deal with errors that might occur during pars-
ing. Some errors are immediately recognized as standard parser exceptions, which may be
triggered implicitly. Other errors may be triggered by explicitly defining a parser_exception
function and call it by using parse_error within a parser state function. Packets may be
immediately dropped at this stage, by invoking parser_drop within a parser_exception
function.
However, as of the writing of this dissertation, the reference target (bmv2) doesn’t sup-
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port exception handling and packet drops, yet. Therefore, the workaround is to use the
set_metadata statement to mark the packet to be dropped at the ingress pipeline. The
set_drop_flag parser state function, from the example above, illustrates this.
Action Specifications
Actions are imperative functions, composed of primitive actions. Here is an example:
action action_GF_mult (index1, index2) {
register_read(meta.log1, GF256_log, index1);
register_read(meta.log2, GF256_log, index2);
register_read(meta.invlog, GF256_invlog, meta.log1 + meta.log2);
}
The function name is used for table specification and population. Table population is per-
formed by the runtime API, and makes use of the action function’s name and parameters
to associate it with a given table entry. When a match occurs and that entry is selected, the
parameters are passed to the action. The P4 table specifications might be used to generate
the runtime APIs with parameters corresponding to the action parameters for the entry’s
action. The compiler is responsible for ensuring that the mapping of the runtime APIs
to the P4 program is consistent. In addition to values from the matching table entry, the
action operation has access to headers and metadata in the Parsed Representation.
The declaration of an action function must follow some rules. All the defined action pa-
rameters are required, thus optional parameters are not allowed. Also, the action may only
call primitive actions and/or other action functions. Finally, recursion is not supported.
P4 assumes sequential execution of all the primitive actions within an action function.
As previously mentioned, action functions are built from primitive actions. There is a
standard set of primitive actions. A target may support additional target-specific prim-
itives, but that may condition portability. Besides being a standard, not all target may
support all the standard primitive actions, due to underlying hardware and/or software
limitations. Below is a brief summary of the subset of standard primitive actions, used in
the context of this dissertation. More detailed documentation can be found in the specifi-
cation.
• modify_field: Sets the value of a field in the packet’s Parsed Representation or
metadata header.
• modify_field_rng_uniform: Generates a random number from a given range and
store in a field.
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• bit_xor: Performs a bitwise XOR operation on two values and stores the result in a
field.
• drop: Drops a packet in the egress pipeline.
• register_read: Reads from a register instance index and stores the value into a field.
• register_write: Writes a value into a register instance index.
Table Specifications
A table declaration specifies a list of match fields, action operations, and possibly other












The size attribute indicates the exact number of entries required for the table. If, at run-
time, the table has these many entries, the target may reject further insert operations.
The reads attribute specifies the list of match fields used for packet matching. A match
field is either a reference to a header/field or the validity bit for a header. The semantic of
a match is the logical conjunction (AND) of all the match field specifications. There are
essentially two types of matches:
• exact: The field value is matched against the table entries. A given entry is selected
if identical values are found.
• valid: Indicates that the field’s header should be tested for validity. Table entries
must set the field as valid (value of 1) or invalid (value of 0), as a matching criteria.
Header references are exclusively used with this type of match. Header instances
may also use it. Metadata instances do not, because they are always valid.
The actions attribute indicates which actions are available to this table’s entries. Actions
may be action functions or primitive actions. If there are no table entry matches, a default
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action is applied. If the default action isn’t specified and there are no table entry matches,
the table does not affect the packet. If the reads attribute is not declared, the default action
is always executed, if specified. Otherwise, the table also does not affect the packet.
Entries are inserted with the runtime API and each rule specifies a single action per entry.
As such, for a given packet processing only one action may be executed per table. The
runtime table entry insert operation, which is not part of P4, must specify values for each
match field in the reads attribute; and the name and parameters to the action function, if
that’s the case.
Here is an example, with the runtime API, for the reference target (bmv2):
table_set_default table_mult _nop
table_add table_mult action_GF_mult 1 666 => 125 250
The first line sets the table_mult default action to _nop. The second line adds an en-
try to table_mult, which specifies that a MPLS packet header with label 666 must be
valid, as a matching criteria; and that passes the values 125 and 250 as parameters to ac-
tion_GF_mult.
Packet Processing and Control Flow
The control flow defines the table application order, to which a packet is subjected after
parsing. It is expressed, at configuration time, as an imperative program and may consist
of table invocations, calls to other control functions and if-else statements that conditions
the control flow. When the ingress function completes, and unless it is discarded, the
packet is passed to the Queuing Mechanism. When the packet is dequeued, the egress
control function is called, if defined. Finally, the packet is forwarded to a specific port,
given by the egress_port field of the target’s standard_metadata.
Table executions are invoked on the packet with the apply operator, which has three oper-
ation modes:
• Sequential: The next control flow statement is executed unconditionally.
• Action Selection: The block of instructions to execute is determined by the applied
action in the table.
• Match Selection: The block of instructions to execute is determined by whether a
match was found in the table, or not.
The following simple control flow programs, and packet processing pipelines, provide an
illustrative example of each:

































Match selection is done by specifying a block enclosed in braces following the apply
operation with hit and/or miss as the case selection labels. Action selection is done by
having action names as the case selection labels. Action selection and match selection
modes cannot be intermixed, due to the fact that the match selection uses the reserved
words hit and miss, which cannot be used as function names. The control blocks specified
by these two modes can also affect the control flow to which the packet is subject. Only
the sequential mode was used on the context of this dissertation.
2.2.4 P4 Applications
Being a versatile and prominent language, some relevant P4 programs and related works
started to emerge recently [21]. A few interesting works, which served as inspiration and
as mean to better understand the programming logic for P4, are listed below.
PISCES
Perhaps the most relevant P4 related work, for this dissertation is: Programmable, Protocol-
Independent Software Switch (PISCES) [79]. PISCES is an extension of OpenVSwitch
(OVS) [75, 76], which is the most currently used software switch in cloud environments.
PISCES allows custom protocol specification, without requiring direct modifications to
the switch source code, by using P4. It aims to ease the addition of new protocols and
the removal of unused ones. It also achieves greater visibility into the network and allows
performing network functions at the switch. As input, PISCES takes a P4 source program
that is compiled into C language code. The resulting code is combined with a modified
OVS to obtain a custom switch with higher performance. The main challenges faced in
the development of PISCES are indeed related with performance. Namely, (1) how to en-
sure that a significant amount of packets are not diverted to the slow path and (2) how to
keep the per-packet processing cost low on the fast path; even in the presence of arbitrary
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encapsulation and decapsulation of headers, complex control flow, and expensive check-
sum and validation operations. To address these challenges, PISCES incorporates some
optimizations like: inline editing of headers, incremental checksums, clever caching, etc.
UnivMon
UnivMon [65] is another project that uses P4. It is a framework, based on universal
sketching, for network monitoring. In UnivMon, the programmer specifies a monitoring
task as a single program, written using sketch primitives against a “one-big switch” [65]
virtual network. Then, the system breaks the source code of the program into smaller
code fragments that sample incoming traffic streams, populate local sketch counters on
individual switches, and aggregate counters across switches to obtain the final result. The
data plane programs that implement sampling and tabulation are specified using P4.
NetPaxos
NetPaxos [33] is another interesting work that uses the P4 language. In this paper, P4
was used to explore how adding custom headers to packets could simplify the Paxos
Consensus Algorithm [58, 30] execution at end nodes of a network.
2.3 Summary
In this chapter, we explored the fundamental aspects on both NC (§ 2.1) and the P4 lan-
guage (§ 2.2), in the context of this dissertation.
We began by explaining the main multicast related theorem (§ 2.1.1), which motivates the
usage of NC; and introduced the XOR scheme (§ 2.1.2) to exemplify this result. Then, we
described LNC (§ 2.1.3) and RLNC (§ 2.1.4); and explored some of its variants (§ 2.1.5),
advantages and use cases (§ 2.1.6). Finally, we overviewed practical applications of NC
(§ 2.1.7). Our main focus was on linear codes (namely, XOR and RLNC) because these
are the schemes we considered for the design and implementation of our solution.
For the P4 language, we gave the context (§ 2.2.1) and motivation (§ 2.2.2) for its appear-
ance. Then, we described the language itself (§ 2.2.3) and provided some of its practical
applications (§ 2.2.4).
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Chapter 3 – Design
In the previous chapter we summarized the fundamentals on both NC and P4. NC is what
we pretend to deploy in network switches. We reviewed the basic concept, several coding
schemes and examples of its applicability, which served as inspiration for the design of
our solution. In particular, § 2.1.2 and § 2.1.4 presented the grounding base of the cod-
ing schemes that were considered - XOR and RLNC. With the advent of programmable
switching hardware, it became possible to implement non-trivial network functions in real
hardware. Furthermore, P4 provides the means to program these coding schemes. We ex-
plored the motivation behind the creation of the language, how it works and some related
works.
Our goal is to deploy XOR and RLNC coding schemes on a P4 compliant target’s data
plane pipeline. We refer to our solutions as P4-XOR Switch and P4-RLNC Switch, re-
spectively. As explained in § 2.2.3, packet processing in these devices operates in accor-
dance with an underlying forwarding abstracting model. In a way, this characterizes our
solution as an overlying system. System design is the process of defining the architecture,
modules, protocols and data components for a system to satisfy specified requirements,
which in our case, are Performance (in terms of unicast and multicast throughput gains)
and Resilience (to losses of specific packets, node’s failures and departures).
We begin the chapter by proposing an overlying architecture (§ 3.1) for our switches. Fol-
lowing from this architecture, we describe the design of its main modules, in the context
of both the P4-XOR Switch (§ 3.2) and the P4-RLNC Switch (§ 3.3).
35
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3.1 Architecture
Figure 3.1: Representation of the overlying architecture of the current solution.
The proposed architecture is depicted in figure 3.1. As we already mentioned, it is highly
dictated by the underlying forwarding model and the P4 language itself. It consists on the
declaration of a parse graph, a data plane pipeline, match+action tables and other auxiliary
data structures. The parser is fed the arriving packet and validates, extracts and forwards
the necessary information to the data plane ingress pipeline, which performs buffering,
encoding and forwarding.
3.2 P4-XOR Switch
The P4-XOR switch deploys an interflow XOR scheme, of two distinct flows. The objec-
tive is to encode two packets, one from each flow, with the same sequence number. For
each flow, the switch has a buffer, which is used to store the packets for future encod-
ing opportunities. To distinguish each flow and enumerate the packets, we use a custom
header. This header also differentiates encoding traffic (involved in the XOR operation)
from normal traffic.
On the remaining of this section, we propose a protocol header (§ 3.2.1), which consoli-
dates the necessary information for the coding scheme and the switch’s internal function-
ality as well. We also review the design of the main modules of the overlying architecture,
namely the parser (§ 3.2.2), buffering module (§ 3.2.3), coding module (§ 3.2.4) and for-
warding module (§ 3.2.5). We close the section by consolidating the switch’s operation
(§ 3.2.6) in algorithmic form, which provides a more detailed, and in-depth, overview of
how to implement our solution in P4-14.
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3.2.1 Protocol Header Format
Below is a detailed low-level representation of the XOR protocol header.
Figure 3.2: P4-XOR Switch’s Protocol Header.
To make this header easier to construct at source nodes and parsed at destination nodes,
we use an MPLS stack of two headers. The first identifies the packet’s flow1, the second
the packet’s sequence number2. We use a specific header to enumerate packets because se-
quence numbers of higher-layer protocols (e.g., TCP) may not uniquely identify a packet.
For instance, in TCP, sequence numbers of two different connections (i.e., two distinct
flows) are completely uncorrelated.
Let’s review the MPLS stack in more detail. The LABEL field holds the header infor-
mation per se. Flow_ID represents a value that uniquely identifies the flow; Seq_No the
sequence number of the packet. The EXP field identifies the type of MPLS header. A
value of 3 represents a MPLS - Flow Identifier header; a value of 4 a MPLS - Sequence
Number header. Because this is a stack, the BOS indicates the last header of each type.
A value of 0 indicates that the next header is also MPLS and of the same type; a value of
1 indicates that the current header is the last MPLS of its type. In sum, a packet can be
viewed as:
• pkt = (pkt.flowID, pkt.seqNo, pkt.payload)
Note that, pkt.flowID and pkt.seqNo do not necessarily have to be encapsulated within an
MPLS header. They could consist of a simple sequence of bits within the packet, where its
length and position are fixed and well known among all nodes of the network. However,
there would be no way to validate if the values suffered unexpected changes, due to bit
flips or a malicious attack during transmission. Thus, we rely on MPLS to be able to make
more validations, and the solution more resilient.
Our packet format has no information, distinguishing if the packet is an original or en-
coded one. We assume that packets with a MPLS header stack are always encoded, and
not original. Without this assumption, the packet would need additional information (e.g.,
a flag of one bit or an additional MPLS header type), to make this distinction.
1Referred interchangeably as pkt.flowID, from now on.
2Referred interchangeably as pkt.seqNo, from now on.
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Finally, it is important to highlight that this header was defined considering that the P4-
XOR Switch encodes together two packets with the same sequence number, over two
distinct flows. If more flows were considered, and encoding was not restricted to pack-
ets with the same sequence number and/or over all the existing encoding flows, then
MPLS header stack would require additional information. Besides its own pkt.flowID and
pkt.seqNo, the packet would need the pkt.flowID and pkt.seqNo of the other packets to
XOR together. For instance, if the packet A with sequence number 4 from flow 1, was
to be encoded together with the packet B with sequence number 5 from flow 2, and the
packet C with sequence number 6 from flow 3, then the packet A would need to have six
MPLS headers with all these information.
3.2.2 Parse Graph
Below is a high-level representation of the P4-XOR switch parser.
Figure 3.3: High-level representation of the P4-XOR Switch’s parser.
Besides the MPLS header stack, the encoding traffic also contains an Ethernet header.
First the parser verifies if the packet has a valid Ethernet header, i.e. with an etherType
identifying the protocol of the encapsulated frame’s payload as MPLS.
If so, it knows that the packet belongs to the encoding traffic, and it proceeds to the val-
idation of the MPLS header stack (according to the format already explained) and the
extraction of useful information, i.e. the LABEL fields. If any of the fields violates the
proposed format, the packet must be dropped. To drop packets at the parser, an excep-
tion that calls a primitive action to drop the packet must be defined and caught. Recall
however, that bmv2 doesn’t currently support this primitive action (although present in
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the specification). So, the work around is to use metadata to mark the packet as invalid,
so that it can dropped once it reaches the ingress control flow.
Once the MPLS header stack is correctly validated and extracted, the remaining payload3
is extracted and the packet is sent to the ingress control flow.
Packets without an MPLS header stack are not part of XOR and so, are immediately
returned to ingress control flow to be marked for multicast on the remaining ports of the
switch. This is the default behavior of our code. In some cases, the code is adjusted to
forward to a specific port, instead. More details in § 3.2.5.
3.2.3 Buffering Module
Arriving packets are not encoded alone. Therefore, each one must be previously buffered
in order to be immediately available when an encoding opportunity arises. This is why a
buffering module is required.
Currently, bmv2 and P4 itself do not offer support for access and control over the queues
and/or buffers, between the ingress and egress pipelines, that P4 compliant targets are
expected to implement, according to the Abstract Forwarding Model. As such, we had to
design our own buffering module (see Fig. 3.4).
Figure 3.4: P4-XOR Switch’s Buffering Model.
For each flow involved in XOR, there is a buffer. The buffer itself is an array of registers
with BUFFER_SIZE cells. Each cell holds a pkt.payload. The chosen buffer for an
arriving packet is determined by the pkt.flowID. Due to resource constraints, the buffer
cannot be infinite and hence, we opted for a circular buffer that can be re-utilized.
In order to implement a circular buffer, we establish an index_base for the first cell. In-
dexation is given by (index = pkt.seqNo - index_base). In practice, index_base represents
the lower bound of the pkt.seqNo that is accepted.
When the computed index is greater than BUFFER_SIZE, the buffer has completed a
cycle. Each buffer keeps track of its respective current cycle, on a cell of a buffer_cycle
3Referred interchangeably as pkt.payload, from now on.
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array of registers. In the presence of a new cycle, index_base is updated as (index_base
= index_base + BUFFER_SIZE). The respective cell in the buffer_cycle is also updated.
This will increase the lower bound.
For the upper bound we settled at (index_base + 2 × BUFFER_SIZE), but this might
be adjusted. As a result, the buffer might have stored pkt.payloads from different cy-
cles. Consequently, a complementary buffer indicating the cycle to which the stored
pkt.payload belongs is needed. Let’s call it buffer_status. When a pkt.payload is buffered,
the current buffer_cycle is written to the respective cell on buffer_status.
It is important to note that the index calculation results in negative integers for packets
below the lower bound. However, by default P4 considers unsigned integers. So in this
case, the result is an index much greater than the upper bound, which results in the packet
not being buffered, as we expected.
This module, jointly with the Coding Module, is exclusively applied to encoding traffic
(meant for XOR encoding). The switch may enable or disable these functionalities with
a nc_enabled_flag register.
3.2.4 Coding Module
The Coding Module follows from the butterfly network example given in § 2.1.2. This
implies that our solution is interflow, as it mixes together pkt.payloads with the same
pkt.seqNo, from two different pkt.flowIDs. The encoding/decoding operation consists on
arithmetic over GF(2), meaning that is as simple as performing XOR.
For each arriving packet from an encoding flow, first the Buffering Module is applied.
Then, we use the previously computed index to fetch the pkt.payloads from all the buffers
to metadata. The same for their respective buffer_status. Then we compare all the
buffer_status. If the comparison is TRUE, then the fetched pkt.payloads share the same
buffer_cycle, which entails that their pkt.seqNo is the same. In that case, we encode the
current pkt by updating its pkt.payload with an XOR over all the fetched pkt.payloads
from the buffers.
3.2.5 Forwarding Module
The Forwarding Module is fairly simplistic and not particularly relevant for this work.
We defined and changed it, depending on evaluation requirements.
By default, arriving packets without the proposed MPLS header stack are viewed as nor-
mal traffic, and are immediately multicasted on the remaining ports of the switch, without
being subject to the Buffering and Coding Modules.
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Encoding traffic is multicasted by default as well. However, in some cases we opted for
forwarding it to a specific port, instead. This decision is based on the incoming port and/or
flow. Changing the forwarding decision from multicast to unicast might implicate differ-
ent matches on the corresponding forwarding table, i.e. changing the code of the table
declaration itself. In that case, we can’t simply change the default action and repopulate
the table, via the bmv2 runtime CLI interface. It doesn’t support runtime changes to the
P4 code, for obvious reasons. Recompilation of the code and rebooting of the switch, is
required.
The reason for the behavior of this module to consist of a multicast on the remaining
ports of the switch, or forwarding to a specific port, is simple. The goal is to deploy
NC schemes within the data plane of programmable switches. Thus, our focus is on the
data plane, not the control plane. Routing management is a responsibility of the control
plane. More complex and generic routing strategies, would require a complete overview
over the network and/or contemplating existing protocols. As we are not implementing
a controller, we cannot provide a complete overview over the network, and update the
match-action tables of our switches, at runtime automatically. On top of that, focusing
on implementing and dealing with the wide range of existing protocols over several lay-
ers (e.g., TCP, UDP, IP, BGP, etc) would get away from, and defeat the purpose of, the
objectives of this dissertation.
3.2.6 Operation
So far, we have seen the format of encoding packets; how parsing is performed; and the
individual modules of the data plane pipeline. Putting it all together in algorithmic form,
Algorithm 1 Initialization of the P4-XOR switch
1: procedure INITIALIZE_XOR_SWITCH()
2:
3: // Load global and parser constants
4: TRUE = s.read(“global_constants.h”) . s is the switch
5: FALSE = s.read(“global_constants.h”)
6: PAYLOAD_SIZE = s.read(“global_constants.h”)
7: BUFFER_SIZE = s.read(“global_constants.h”)
8: ...
9:
10: Populate_Tables(cf) . cf is the configuration file
11:
12: // Load some initial state to registers
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Algorithm 2 Data Plane of the P4-XOR Switch
1: procedure XOR_DATA_PLANE()
2: m.nc_enabled_flag ← r.nc_enabled_flag . m are the metadata of s
3: m.buffer_1_cycle← r.buffer_cycle[1] . r are the registers of s
4: m.buffer_2_cycle← r.buffer_cycle[2]
Phase 1 - Compute arriving packet’s buffer index




9: if m.index > (2 × BUFFER_SIZE - 1) then
10: Drop(pkt)
11: else
Phase 1.1 - Update arriving packet’s buffer index and buffer’s cycle
12: if m.index > BUFFER_SIZE - 1 then
13: r.index_base[i]← m.index_base+ BUFFER_SIZE
14:











Phase 3 - Perform XOR
25: if m.buffer_1_status == m.buffer_2_status then
26: m.buffer_1← r.buffer_1[m.index]
27: m.buffer_2← r.buffer_2[m.index]





Phase 4 - Forwarding rules for normal traffic
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the P4-XOR switch operation is composed of an initialization sequence and the data plane
pipeline itself. We present these algorithms also as an opportunity to have a closer look
on the interaction between registers and metadata.
Algorithm 1 corresponds to the initialization sequence. First, it loads the P4 constants.
PAYLOAD_SIZE and BUFFER_SIZE are used to specify the size of related structures
(i.e., registers, header declarations, and/or header/metadata fields) and are used in logical
conditions within the pipeline. Then, when the P4-XOR switch is up and running, it
uses runtime CLI commands to populate the match+action tables (line 10). In the same
manner, it loads the nc_enabled_flag to a stateful and persistent register, and the initial
cycle of each buffer (lines 12-15).
As of § 3.1, the Buffering, Coding and Forwarding Modules compose the data plane
pipeline and are encapsulated in algorithm 2. It is executed for each arriving pkt.
The algorithm starts by loading the nc_enabled_flag and buffer_cycles to metadata (lines
2-4). We use metadata fields to hold information already present at the registers because
primitive actions cannot directly take registers as parameters.
If the pkt is valid (i.e., it’s from one of the encoding flows), then the respective index_base
is loaded to metadata and the index is calculated. If the index is greater than the upper
bound, then the pkt is discarded (Phase 1). However, if it is within the upper bound but is
greater than the size of the buffer, then its buffer_cycle, index_base and current index are
updated (Phase 1.1).
Thereafter, given the index, the pkt.payload is stored at the respective buffer and its
buffer_status is updated with its current buffer_cycle. The buffer_status from all buffers
are also fetched, given the index. (Phase 2)
Finally, if the buffer_status are all equal, then there is an encoding opportunity. Hence,
given the index, all pkt.payloads are gathered from their respective buffers, and the current
pkt.payload is updated with the bitwise XOR of them all. (Phase 3)
If the pkt is invalid (i.e., it’s normal traffic) and the drop_flag was activated during parsing,
then the packet is discarded. Otherwise, it is multicasted on the remaining ports of the
switch, by default. (Phase 4)
3.3 P4-RLNC Switch
The P4-RLNC switch deploys a single intraflow RLNC variant scheme. The size of the
symbol’s elements, and all arithmetic operations are over GF (28).
Just as we did for the P4-XOR switch, we propose a protocol header (§ 3.3.1), which
fits our needs. We review the design of the parser (§ 3.3.2), buffering module (§ 3.3.3),
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coding module (§ 3.3.4) and forwarding module (§ 3.3.5). Finally, we consolidate the
switch’s operation (§ 3.3.6) in algorithmic format.
3.3.1 Protocol Header Format
Below is a detailed low-level representation of the RLNC protocol header.
Figure 3.5: P4-RLNC Switch’s Protocol Header.
The MPLS header stack is composed by four kinds of headers. As previously mentioned
in § 3.2.1, the LABEL field holds the information of the MPLS header per se, the EXP
field uniquely identifies the type of header within the protocol, and finally the BOS field
pinpoints the last header of each type. The TTL field is not currently used.
The first kind identifies the packet’s type4. There are two types: DATA and ACK. A DATA
type defines a packet that contains an encoded symbol. A ACK type defines a packet that
the destination node sends after successfully decoding a whole generation of symbols, so
that the source can advance to the next generation.
The second is a flow identifier5. Currently, our solution is intraflow (only one flow is used
and RLNC is performed within that flow), and so, this header is not really that useful.
However, if more flows are considered, RLNC can be extended to a multiple intraflow, or
even an interflow coding scheme. In that case, this header is more useful.
The third identifies the generation6. If present on a DATA packet, then it represents the
generation of the encoded symbol contained. In the case of an ACK packet, it is the
generation that the destination has successfully decoded.
The fourth kind of header is exclusively used on a DATA type to hold the coefficients7
used on the encoding of the symbol. Each coefficient is a value within the GF considered.
As the packet is recoded at intermediate nodes, the coefficients are updated.
4Referred interchangeably as pkt.type, from now on.
5Referred interchangeably as pkt.flowID, from now on.
6Referred interchangeably as pkt.genID, from now on.
7Referred interchangeably as pkt.coef, from now on.
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Putting it all together, each packet has one of the following formats:
• pkt = (pkt.type = DATA, pkt.flowID, pkt.genID, pkt.coefs, pkt.payload)
• pkt = (pkt.type = ACK, pkt.flowID, pkt.genID)
Again, we rely on MPLS for the same reasons as for the P4-XOR switch (§ 3.2). The
generation size and galois field considered are the only information that must be well
established among all the source, intermediate and destination nodes. Obviously, the
format of this protocol header must be agreed upon and respected as well.
3.3.2 Parse Graph
The high-level representation of the P4-RLNC switch parser is represented in Figure 3.6.
Figure 3.6: High-level representation of the P4-RLNC Switch’s parser.
It operates similarly to the P4-XOR switch parser. First, it checks for the presence of
an Ethernet header and if it indicates the protocol of the encapsulated frame’s is MPLS,
then it validates and extracts the MPLS header stack, according to the format previously
proposed. If the packet violates this format, it is marked to be later dropped at the ingress
control flow. If the MPLS header stack is not present, then the packet is not part of RLNC,
and is immediately returned to the control ingress flow to be multicasted.
The only difference is that the remaining payload is not extracted to a single header, but
to multiple ones instead (one header for each element of the symbol). This is because
in RLNC, the multiplications and additions used during encoding/recoding/decoding are
performed over the GF, and therefore over the elements of symbols, which are values
within the GF as well. We need header instances to reference each element individually,
in order to properly implement the GF arithmetic, characteristic of the recoding process
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for a RLNC scheme. For instance, if the GF is 28 and DATA packets have 32 bits, then
their pkt.payload represent a symbol with 4 elements (i.e., of 8 bits each) and thus, the
pkt.payload is extracted to a stack of 4 headers.
3.3.3 Buffering Module
Similarly to the P4-XOR switch (§ 3.2.3), packets from the encoding flow have to be
stored, in order to be available for future encoding opportunities. In this case, the encoding
traffic consists of packets with pkt.type equal to DATA. Internally, the P4-RLNC switch
keeps track of the current generation (gen_current) and the identifier of the encoding flow
(flowID). To keep it short, a pkt is buffered if its pkt.type = DATA, pkt.genID = gen_current
and pkt.flowID = flowID. Buffering is exclusively done for DATA packets.
Keep in mind that a whole arriving pkt.payload is a symbol. Also, GF arithmetic is
performed over the symbol’s elements. As such, for each element, we have a buffer. (see
Fig. 3.7).
Figure 3.7: P4-RLNC Switch’s Buffering Model.
Let’s call them payload buffers (buf_p). For instance, if we consider a network where
pkt.payloads (i.e., symbols) are expected to hold three elements (represented by PAY_SIZE),
then we have three distinct payload buffers: buf_p1, buf_p2 and buf_p3. The buffer’s
cells and symbol’s elements must share the same bit-width (GF_BYTES). As we con-
sider GF (28), then 8 bits are necessary, and sufficient, to hold all GF arithmetic results
ranging from 0 to 255. Therefore, GF_BYTES equals 8.
The same applies for the encoding coefficients. A pkt will have a number of pkt.coefs,
equal to the generation size (GEN_SIZE). We also need buffers to store them. Let’s call
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them coefficient buffers (buf_c). For instance, if the GEN_SIZE is two, then each pkt has
a vector of two pkt.coefs and we have two distinct coefficient buffers: buf_c1 and buf_c2.
For indexation, the P4-RLNC switch has an internal index. This index points to the first
free column across all buf_p and buf_c buffers. Storage is done vertically, meaning that
each column holds all the data of one single pkt. If index is less than the size of the
buffers (BUF_SIZE), then there are still free columns. The pkt.payload and pkt.coefs
are stored, respectively, in the payload and coefficient buffer’s at the column given by
index. Afterwards, index is updated by one. Otherwise, if index is equal than or greater to
BUF_SIZE, then the buffers are full. In that case, the pkt overwrites an occupied column,
chosen randomly by an index_r. From the moment when the buffers are full, index_r is
computed and used instead, until we have to step to the next generation.
The P4-RLNC switch knows that it has to update the current generation when it receives
an ACK packet. If the pkt.type = ACK, pkt.genID = gen_current and pkt.flowID = flowID,
then it increments gen_current by one, and resets the buffers, by changing the index to
zero.
As we will see in § 3.3.4, the index controls which packets are retrieved from the buffer
for the recoding process. As such, resetting the index is the same as resetting the buffers.
There is no need to delete the contents of each buffer’s cell.
Just like in the case of the P4-XOR Switch, the Buffering and Coding Modules are ap-
plied to encoding traffic, if the RLNC functionality of the P4-RLNC Switch is activated
(dictated by the nc_enabled_flag register).
3.3.4 Coding Module
The Coding Module for the P4-RLNC switch is a variant of Standard RLNC (§ 2.1.4).
As explained, the solution is intraflow as we mix together packets within a single flow.
Figure 3.8 summarizes our model.
As a reminder, and building from § 2.1.4, we consider a network composed of a sin-
gle source node, multiple intermediate nodes and a single destination node. GEN_SIZE
represents the size of each generation, PAY_SIZE the number of elements of a symbol,
and GF_BYTES the bit-width of each element within a symbol. Among all nodes, these
values are assumed to be well known.
The starting point is the source, which has a message to send to the destination node. First,
it breaks the message in generations. The generations are further divided into GEN_SIZE
original symbols with PAY_SIZE elements of GF_BYTES of size each (see Fig. 3.8
- top left). Given the current generation, the source creates and sends DATA packets,
until an ACK packet for this generation is received. The DATA packet is created by
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Figure 3.8: P4-RLNC Switch’s Coding Model - Complete Overview.
randomly obtaining a local encoding vector of GEN_SIZE coefficients and applying the
encoding/recoding process (see Fig. 3.8 - center).
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The destination node organizes a number of GEN_SIZE pkt.payloads and pkt.coefs from
DATA packets in two matrices, until it is able to decode the current generation and send
an ACK packet (see Fig. 3.8 - bottom).
Intermediate nodes represent P4-RLNC switches and are where recoding takes place.
Our recoding scheme is a variant of the Standard RLNC, which we refer to as Sparse
RLNC with Incremental Density. The density is related with the number of packets
used as input to the encoding/recoding process. For instance, a recoding density of three
implies that three packets are used as input. This means that the number of symbols (i.e.,
pkt.payloads) and respective coefficient vectors (i.e., pkt.coefs) from buffered packets,
used as input to the encoding/recoding process, is not fixed at GEN_SIZE (the required
number for Standard RLNC), but is influenced by the number of buffered packets (given
by index).
To be more specific, after being subject to the Buffering Module, a DATA packet is ready
to be recoded (see Fig. 3.8 - center). If the index is greater than or equal to GEN_SIZE,
then we have enough packets for Standard RLNC8. In that case, GEN_SIZE buffered
packets are used as input. The packets are chosen randomly, without repetition (more
details later on). For each chosen packet, we retrieve its PAY_SIZE symbol’s elements and
GEN_SIZE coefficients, from the payload buffers and coefficient buffers, respectively.
Else, if index is less than GEN_SIZE, then we perform Sparse RLNC with Incremental
Density. In other words, we use all the available packets from the buffers. For instance, if
index equals three, then three packets are used. On an important note, BUF_SIZE should
be greater than or equal to the GEN_SIZE, to perform Standard RLNC eventually.
About the arithmetic operations, of addition and multiplication, involved in RLNC. Bare
in mind that we are using a protocol header with an specific format and restricted in size.
Additionally, due to P4-14 constrictions on the size of the declared data structures, buffers
are restricted in size as well. As a consequence conventional arithmetic cannot be used,
as these structures will eventually overflow (for obvious reasons). Therefore, we need
to use GF arithmetic, which keeps all results within a certain range of values. One way
to implement a given GF (2x) is to compute a primitive polynomial (pp), which is used
calculate a set of log and antilog values. These values are used to define GF arithmetic
operations (Fig. 3.8 - top right). We provide a more detailed description below.
Galois Field Arithmetic
Because we are restricted in size, if conventional arithmetic was used, large calculations
could result in overflows. To deal with this problem, all the arithmetic additions and mul-
tiplications, involved in the encoding/recoding/decoding processes, are performed over a
8At this point the code is sparse, as not all buffered packets are used for recoding
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given galois field (GF). This way, all inputs and outputs of additions and multiplications
share the same bitwise size.
Remind that we opted for a GF (28), meaning that all chosen coefficients, symbol’s ele-
ments and, consequently all addition’s and multiplication’s inputs and outputs have 8 bits
(i.e., 1 byte).
Figure 3.9: Arithmetic addition and multiplication over a galois field.
The implementation of addition is simple. To add a pair of values, an XOR is the only re-
quirement. Multiplication is far more complex. First, given the GF considered, a primitive
polynomial (pp) is calculated, which is then used to pre-compute a LOG and ANTILOG
lookup table, for each element of the field. To multiply a pair of values, these tables are
indexed (see Fig. 3.9 and 3.10).
Figure 3.10: LOG and ANTILOG table pre-computation.
To speed up the processing of each packet, the P4-RLNC switch saves these pre-computed
tables in stateful memory (i.e., registers), during startup. It is also important to note that
if-statements could in principle be required to handle the 0 and 1 multiplication cases,
which can slow down processing by a considerable amount. However, we remove the
need for the if-statements by extending the ANTILOG table [48] to handle these cases.
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For this purpose, the ANTILOG table becomes four times larger. The idea is to repeat the
set of values on more time and fills the rest with 0. The LOG table changes to 512 at index
0. This way, if either inputs of multiplication is zero, the offset at the ANTILOG table is
in the zone filled with zeros, and so the result is 0, as it should be. The multiplication by
one is handled in the same manner. Because index 1 of the LOG table has value 255, it
places the offset at the ANTILOG table on the second set of values, for the second input.
Note that this is the same as performing no multiplication at all, as it should be. (see Fig.
3.11)
Figure 3.11: LOG and ANTILOG table pre-computation - An improvement.
So, at a slightly increase in memory used, the overall performance of the switch is greatly
improved.
Choosing Random Packets
As already mentioned (§ 3.3.4), when the number of stored packets exceeds the generation
size, a number of packets, equal to the generation size, are randomly fetched from the
buffers, each time recoding is performed.
Figure 3.12: Modern variation of Fisher-Yates shuffle algorithm - An example.
In order to randomly choose packets without repetition, we implement Durstenfeld’s mod-
ern variant of the Fisher-Yates shuffle algorithm [52]. The algorithm works as follows:
1. Fill an array with the numbers to be randomly picked and set a last_index to the
array length.
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2. Roll a number n between [1, last_index].
3. Swap array[n] with array[last_index].
4. Return the new number at array[last_index].
5. Update last_index = last_index - 1.
6. Repeat steps 2-5, while last_index > 0.
Figure 3.12, illustrates the algorithm in practice. The choice of this algorithm was due to
its simplicity and for fitting well within the constraints of network switches. The array
just needs to be filled with the all the buffers indexes (i.e., from 0 to BUF_SIZE - 1), with
last_index indicating the last occupied column (i.e., given by index - 1).
3.3.5 Forwarding Module
The Forwarding Module follows the same methodology as that of the P4-XOR Switch
(§ 3.2.3). All traffic is multicasted on the remaining ports of the switch, by default. How-
ever, the encoding traffic is dropped, if the proposed MPLS header stack format is vio-
lated.
3.3.6 Operation
Putting it all together, we present in algorithmic form the operation of the P4-RLNC
Switch. Again, we detail these algorithms to have a closer look at the necessary registers
and metadata, and how they are related.
Algorithm 3 Initialization of the P4-RLNC Switch
1: procedure INITIALIZE_RLNC_SWITCH()








Algorithm 3 presents the initialization sequence of the switch. It starts by loading the
constants (line 2). Thereafter, via its runtime CLI interface, the match+action tables are
populated (line 3) and the nc_enabled_flag is set to a register (line 4). Finally, it loads the
LOG and ANTILOG pre-computed tables to arrays of registers.
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Algorithm 4 Data Plane of the P4-RLNC Switch
1: procedure RLNC_DATA_PLANE()





7: m.nc_enabled_flag ← nc_enabled_flag
8: m.gen_current_flag ← gen_current_flag
Phase 1 - Set/Get current generation
9: if m.nc_enabled_flag == TRUE then
10: if m.gen_current_flag == FALSE then
11: r.gen_current← pkt.genID
12: r.gen_current_flag ← TRUE
13: end if
14: m.gen_current← r.gen_current
15: m.gen_current_flag ← r.gen_current_flag
Algorithm 4 consolidates the Buffering, Coding and Forwarding Modules. This algorithm
is fully applied to each arriving packet. First, it applies the forwarding rules. All traffic
(normal and encoding) is set for multicast, by default (line 5). Encoding traffic that vi-
olates the proposed protocol header format, had the drop_flag activated during parsing,
and as such, is immediately dropped (lines 2-3).
Then, the nc_enabled_flag and gen_current_flag are loaded to metadata (lines 7-8). If
enabled for with RLNC functionality (line 9), the remaining of the algorithm is applied
for encoding traffic. Normal traffic is not subject to further processing in this pipeline,
as it is neither a DATA or ACK packet. Right after startup, the P4-RLNC Switch cannot
simply guess the current generation. As such, it assumes the current generation as the one
of the first arriving packet from encoding traffic. The gen_current_flag indicates if the
first generation identifier was set or not. If it wasn’t, the switch sets it to the one contained
on the packet (lines 11-12). Otherwise it just loads to metadata the one it has stored in a
register (lines 14-15). Afterwards, we check if it is a DATA or an ACK packet.
In the case of a DATA packet, its coefficient vector must be stored on the coefficient buffers
(buf_c) and its payload on the payload buffers (buf_p). The first step is to get the index
(buf_index) of the first free column. If the index is within the buffer size (BUF_SIZE),
then the contents of the packet are stored, in the respective buffers, at that position and
the index is updated (Phase 2.1).
Otherwise, if the buffers are full, then a random index (buf_index_r) is chosen and the
respective column across all the buffers is overwritten (Phase 2.2).
Finally, the packet is recoded. The number of packets retrieved and used on the recoding
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Phase 2.1 - Store packet at next free index
16: m.buf_index← r.buf_index
17: if pkt is DATA then
18: if m.buf_index < BUF_SIZE then
19: m.buf_index← r.buf_index
20: r.buf_c1[m.buf_index]← pkt.coef [0]
21: r.buf_c2[m.buf_index]← pkt.coef [1]




26: ... (repeated ×PAY_SIZE times)
27:
28: r.buf_index← m.buf_index+ 1
29: m.buf_index← r.buf_index
Phase 2.2 - Store packet at random index
30: else
31: m.buf_index_r ← rng(0, BUF_SIZE)
32: r.buf_c1[m.buf_index_r]← pkt.coef [0]
33: r.buf_c2[m.buf_index_r]← pkt.coef [1]




38: ... (repeated ×PAY_SIZE times)
39: end if
Phase 3 - Perform RLNC
40: if m.buf_index > GEN_SIZE and m.buf_index ≤ BUF_SIZE then
41: RECODE(R)
42: else if m.buf_index == 1 then
43: RECODE(1)
44: else if m.buf_index == 2 then
45: RECODE(2)
46: end if
47: ... (repeated ×GEN_SIZE times)
Phase 4 - Update current generation
48: else if pkt is ACK then
49: r.gen_current← m.gen_current + 1





process depends on the generation size and number of packets stored. While the buffers
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have a number of packets that is less than or equal to the generation size, all stored packets
are used for recoding. When the number of stored packets exceeds the generation size, a
number of packets, equal to the generation size, is randomly retrieved from the respective
buffers (without repetition) and used for recoding (Phase 3).
In the case of an ACK packet, the current generation that the switch accepts and recode
is incremented and the buffers are reset (by changing the index of the first free cell to 0).
This results in packets from older generations, that might arrive at the switch, to be set for
multicast and ignored by the Buffering and Coding Modules (Phase 4).
Algorithm 5 The RLNC recoding procedure
1: function RECODE(n)
2: Compute random coefficient vector to m
3: Load n packets to m . If n == R, randomly chosen with Fisher-Yates algorithm
4: Update pkt payload
5: Update pkt coefficients
6: end function
The recoding procedure is depicted in algorithm 5. First, we randomly obtain GEN_SIZE
coefficients within the GF, which are loaded to metadata (line 1). Then, for each packet
to be retrieved for recoding, we get its symbol’s elements from the payload buffers, and
its coefficient vector from the coefficient buffers, to metadata as well (line 2). Then, using
all this as input, the current packet is recoded (lines 4-5).
3.4 Summary
This chapter provided an overview over the design of our switches (§ 3.2, § 3.3). We began
by proposing an overlying architecture (§ 3.1), which organizes the functionality in several
modules. Following that, for each of our switches, we proposed a protocol header stack
(§ 3.2.1, § 3.3.1) that packets must follow; described the parsers (§ 3.2.2, § 3.3.2); and
the buffering (§ 3.2.3, § 3.3.3), coding (§ 3.2.4, § 3.3.4), and forwarding (§ 3.2.5, § 3.3.5)
modules. Finally, we consolidated the whole operation of the processing pipelines in
algorithmic format (§ 3.2.6, § 3.3.6).
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Chapter 4 – Implementation
At this point, it is already acknowledged that any P4 program consists on the definition
of: headers, parsers, tables, actions and control flow functions. In this chapter, we provide
a detailed walkthrough over the implementation of all these components, in the context of
our solutions: P4-XOR Switch and P4-RLNC Switch.
We begin by defining the headers (§ 4.1) and the parser state machines (§ 4.2). Then,
for each switch, we provide the overview over the respective data plane pipelines (§ 4.3,
§ 4.4), followed by a detailed explanation of their Buffering (§ 4.3.1, § 4.4.1), Coding
(§ 4.3.2, § 4.4.2) and Forwarding (§ 4.3.3, § 4.4.3) Modules.
As it will be shown, some parts of the implementation were relatively trivial. Others, how-
ever, due to several constraints imposed by the language (many of which are themselves
imposed by the switching hardware), were very challenging.
To name just a few, P4 does not support variable bit-widths for data structures (namely,
registers and metadata fields). It constraints the bit-width to the declared values, which
cannot be changed at runtime. Also, there are no means to create additional data struc-
tures, beyond the declared ones, in runtime. At times, this results on having an extensive
and complex data structure, as all data structures that one anticipates to be required must
be declared explicitly. As the explicitly declared data structures are intrinsic to the correct
operation of a P4 program running on a P4-compliant device, changes of network param-
eters (e.g., GEN_SIZE, in our case), forces turning off the device, modifying the code,
recompiling the program, and finally running it again.
Other important constraint is the nonexistence of a built-in operator for creating loops
(mainly needed for the complex RLNC recoding process), which forces us to manually
implement our owns.
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4.1 Header Definitions
We begin with the definition of the headers, which are used to validate and extract the
required information (for later use) of arriving packets, during parsing. Listings 4.1 and
4.2 showcase the needed headers, for each of the switches.










































As expected, this step is identical for both cases. We define an MPLS header (mpls_t),
because the proposed protocol header stacks (§ 3.2.1 , § 3.3.1) include MPLS. As we
want our packets to transverse a conventional LAN, an Ethernet header is also included.
As such, we define it as well (ethernet_t). For buffering and encoding, the message’s
contents contained in each packet (i.e., the payload) also needs to be extracted. Therefore,
we define a header for that purpose (msg_t). It is important to justify why we are treating
the entire payload as a header. This is due to one limitation of the P4 model: the packet
payload is supposed to be sent from ingress directly to egress without modification. This
limitation does not permit computations over the payload, which would preclude a scheme
such as NC. The workaround was to consider the payload as another header.
Notice that the only difference between the two solutions is the field size of msg_t. The
P4-XOR switch will extract the whole payload to a single header, hence msg_t.content
field size equals the packet’s payload size (PAYLOAD_SIZE).
In the case of the P4-RLNC switch, recall that the packet’s payload is one symbol and we
need individual reference to each of the symbol’s elements. Therefore, the msg_t.content
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field size equals the size of an element (GF_BYTES), and the payload/symbol will be a
stack of msg_t headers.
4.2 Parser State Machines
For the creation of our parser’s state machine, and accordingly to the protocol header
stacks, first we define some constants (Listings 4.3 and 4.4). The constants FLOW_ID,
FLOW_ID_1, FLOW_ID_2, TYPE_DATA and TYPE_ACK might not necessarily be
what is shown, and thus be set to other values, as long as all the nodes use and respect the
same values. Then, we instantiate headers from the previous header declarations (List-
ings 4.5 and 4.6), to which the packet’s contents are to be extracted. Notice the required
header stacks for both the coefficients (mpls_t coef) and symbol’s element within the
payload (mpls_t msg), for the P4-RLNC case.



























Finally, the parser’s state machines are created. We provide an excerpt of some states
within our parsers. Listing 4.7 exemplifies the starting state, and the validation/extraction
of the ethernet header. If the packet contains an ethernet header with MPLS as etherType,
then it might be encoding traffic and parsing continues. Listing 4.8 provides the full
validation and extraction of an MPLS header for the protocol header stack. This procedure
is identical for the remaining headers.
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Recall that currently, bmv2 does not support packet discarding at the parsing stage. Invalid
packets (i.e., violating the protocol) are marked as invalid, to later be dropped at the data
plane pipeline, by triggering a flag (Listing 4.12).
The validation and extraction of coefficients is somewhat different. As its number might
be considerably high, we create a recursive loop (Listing 4.9). The same applies for
the extraction of the symbol’s elements within the packet’s payload (Listing 4.10). The
difference here is that an explicit return to ingress or other different state, is not required
as these are the last packet’s bytes and return to ingress is automatic. For the P4-XOR
switch, we extract it to a single header (Listing 4.11).
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4.3 P4-XOR Switch
Before going to implementation details of the core functionality of the P4-XOR Switch
(i.e., how the buffering, coding and forwarding modules are mapped to metadata, reg-
isters, tables and actions), we opted for providing the P4 equivalent of our data plane
pipeline first (Listing 4.13). By taking a closer look, it is almost (in practice) a direct
mapping of algorithm 2 to table appliance form.
Listing 4.13: Data Plane Pipeline (P4-XOR)
1 control ingress {
2
3 apply(table_load_flags);
4 if(meta.nc_enabled_flag == TRUE) {
5
6 apply(table_get_buffer_indexes_1);


























33 control egress {
34 // declared and left empty on purpose
35 }
The ingress control flow function fully implements the data plane pipeline. It offers an
overview over all the existing tables and its application sequence. In the following subsec-
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tions (§ 4.3.1, § 4.3.2, § 4.3.3), we refer to some of these tables to detail the most relevant
parts of the implementation (e.g., table_write, table_XOR and table_multicast) and the
faced challenges. The remaining tables, despite basic arithmetic in some cases (e.g., ta-
ble_update_buffer_cycle), end up being simple transitions of data between metadata and
registers, suggested by the table names. Therefore, the code is not displayed.
4.3.1 Buffering Module
Deciding on the required data structures was not challenging and came directly from the
design phase (§ 3.2.3).










































We define some constants (Listing 4.14), which are used for the declaration of metadata
(Listing 4.15) and registers (Listing 4.16). Again, recall that registers cannot be directly
used as a parameter within logical conditions (i.e., if-else statements at ingress) and/or
other compound actions (e.g., bit_xor, modify_field). That’s why a metadata header in-
stance is needed. Its fields are used to hold the required information, for parameterization.
When the pipeline reaches the phase to store a pkt.payload, the table_write (Listing 4.17)
is applied. The table has the pkt.flowID as a match because there is an encoding action, per
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flow. Listing 4.18 demonstrates the whole process of one of these actions: from loading
the pkt.payload to its buffer, to updating the buffer_status in registers and metadata.













Listing 4.18: The Compound Action












Listing 4.19: The Table Population
table_set_default table_write _nop
table_add table_write action_write_1 500 =>
table_add table_write action_write_2 501 =>
One action per flow (action_write_1, action_write_2) is required because this table is
directly called within the pipeline, which implies that it is populated with the runtime CLI
interface beforehand (Listing 4.19). The runtime CLI interface does not support taking a
string identifying a register or header/metadata field, to specify the parameters of actions.
It only supports integers. Therefore, we have to explicitly declare the register name, to
be read from and/or written to, within the action. That’s why an action per flow/buffer is
required.
As the table’s match is the pkt.flowID, the table default is set to an action that does nothing
(_nop), in the case when the pkt.flowID is none of the two we defined.
4.3.2 Coding Module
The encoding operation consists of a single table (Listing 4.20). The procedure is the same
for every packet and at this stage all validations are made, hence the table is configured
with a single default action (Listing 4.21). This action is as simple as loading to metadata
the pkt.payloads, using the already computed index from the respective buffers; applying
the XOR pre-built action; and update the pkt.payload of the packet being processed with
the result (Listing 4.22).
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Listing 4.21: The Table Population
table_set_default table_XOR action_XOR
Listing 4.22: The Compound Action
action action_XOR () {
// Load Payloads to Metadata
register_read(meta.buffer_1, buffer_1, meta.index);
register_read(meta.buffer_2, buffer_2, meta.index);






As mentioned in the design phase (§ 3.2.5), traffic is multicast by default. To implement
this behavior, we have a single table (Listing 4.23), which matches on the ingress_port
of the current packet. The port is given by the standard_metadata of the target switch
(bmv2). The multicast action itself (Listing 4.24) consists on setting a multicast group
(given by mcast_grp). This information is contained within intrinsic_metadata, which is
target specific and, although not shown, must be declared somewhere in the P4 program.
























table_add action_multicast action_multicast 1 => 1
A table population example is presented in Listing 4.25. The first line creates a multicast
group with identifier 1. The second and third lines, fetch logical ports 2 and 3. The fourth
and fifth lines associate the fetched ports to the multicast group. Finally, we create a
match for ingress_port 1 to mcast_grp 1, and drop incoming packets from the remaining
ports by default (_drop).
Recall from design (§ 3.2.5) that we change the forwarding of encoding traffic from mul-
ticast (on all the remaining ports) to unicast (on a single port) for a subset of tests, during
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the Evaluation Phase. We provide an example of how to implement an unicast behavior
in § 4.4.3.
4.4 P4-RLNC Switch
Listing 4.26 provides the whole picture of the P4-RLNC Switch data plane pipeline,
which, in this case, is the conversion of algorithm 4 to the P4 format.
Listing 4.26: Data Plane Pipeline (P4-RLNC)
1 control ingress {
2








11 if(meta.nc_enabled_flag == TRUE) {
12





18 if(packetType.label == TYPE_DATA and flowID.label == FLOW_ID and genID.label == meta.
↪→ gen_current){
19







27 if(meta.buf_index > GEN_SIZE and meta.buf_index <= BUF_SIZE){ apply(table_recode_r);
28 } else { if(meta.buf_index == 1) { apply(table_recode_1);
29 } else { if(meta.buf_index == 2) { apply(table_recode_2);










39 control egress {
40 // declared and left empty on purpose
41 }
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The table_load_1 (Listing 4.26 - line 10) matches on either a ACK or DATA packet, by
validating if the pkt.type, pkt.flowID and pkt.genID were properly extracted, and verifying
if pkt.flowID equals the constant FLOW_ID. In that case, it loads the nc_enabled_flag and
gen_current_flag, which trigger the remaining execution of the pipeline.
Also, the logical if-else-if statements control the tables applied to DATA packets (Listing
4.26 - line 18) or to ACK packets (Listing 4.26 - line 34). As a result, the remaining tables
require only a single default action without parameters.
Just like with the P4-XOR Switch (§ 4.3), we present the pipeline with two objectives.
Firstly, to overview the existing tables and to have an idea of which of the algorithm’s
steps are within each table. Secondly, and most importantly, to contextualize the place-
ment and sequence of tables mainly involved with the core functionality of the Buffering
(§ 4.4.1), Coding (§ 4.4.2) and Forwarding (§ 4.4.3) Modules.
4.4.1 Buffering Module
Again, the required data structure comes directly from design (§ 3.3.3). First, we define
the constants (Listing 4.27), which are then used for the declaration of metadata (Listing
4.28) and registers (Listing 4.29) alike. The number of declared payload register buffers
is controlled by PAY_SIZE and the number of coefficient register buffers by GEN_SIZE.



















Listing 4.29: Registers (P4-RLNC)
// Flags / Pointers
register nc_enabled { width: 1; instance_count: 1; }
register buf_index { width: 32; instance_count: 1; }
register gen_current { width: 32; instance_count: 1; }
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To store the contents of a DATA packet, two tables are used (Listing 4.30). If the buffers
are not full, table_write is applied; else it’s table_overwrite.











Listing 4.31: The Compound Actions








action action_overwrite () {
modify_field_rng_uniform(meta.buf_index_r, 0, meta.buf_index−1);
// ... (the same as action_write(), therefore omitted) ...
}
Listing 4.32: The Table Population
table_set_default table_write action_write
table_set_default table_overwrite action_write
The respective actions (Listing 4.31) obtain the index of the column on which the pkt.payload
(extracted as symbol’s elements to the msg header stack, during parsing) and pkt.coefs are
stored over the payload and coefficient buffers. There is only one difference. The ac-
tion_write simply loads to metadata the buf_index of the next free column, persisted in
a register. The action_overwrite additionally calculates and uses a random buf_index_r
ranging from the first (given by 0) and the last columns (given by buf_index - 1).
As already stated, only DATA packets will reach this stage in the pipeline, as all the val-
idations and verifications were previously made. Therefore, the two tables are populated
exclusively with their respective action, as default (Listing 4.32).
4.4.2 Coding Module
The implementation of the Coding Module was not trivial and was one of the toughest
challenges of this dissertation. Recalling from § 3.3.4, the coding model is a Sparse
RLNC with Incremental Density. Therefore, we need a table for each density degree
(Listing 4.34), which is populated with a single default action that starts the recoding
process (Listing 4.36).
For each chosen packet (i.e., to be obtained from the buffers) for the recoding process,
there must be PAY_SIZE metadata fields (Listing 4.33) for its symbol’s elements and
GEN_SIZE for the coefficients. As the maximum recoding density is also dictated by
GEN_SIZE, we need metadata fields up to a GEN_SIZE number of packets.
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In order to fully load a packet to metadata, there is a loading action per packet (Listing
4.35). Notice that these actions are not directly applied from a table match, but rather
within the action configured for that exact same match itself (e.g., action_recode_1).
Therefore, these loading actions do not take their parameters from the matches configured
from a runtime CLI interface, implying that we are not constrained to the problem of not
being able to pass metadata fields as parameters (as seen in § 4.3.1). As such, it’s true
that there could be a single compound action, taking the metadata fields identifiers as
parameters. However, it would result in more complex code and a slight decrease in
performance (we performed some tests to verify this).
Listing 4.33: Data Structures
// packet 1 payload // packet 2 payload
p1_1 : GF_BYTES; p2_1 : GF_BYTES;
p1_2 : GF_BYTES; p2_2 : GF_BYTES;
// packet 1 coefficients // packet 2 coefficients
c1_1 : GF_BYTES; c2_1 : GF_BYTES;
c1_2 : GF_BYTES; c2_2 : GF_BYTES;
c1_3 : GF_BYTES; c2_3 : GF_BYTES;
Listing 4.34: The Tables
table table_recode_r { actions { action_recode_r; } }
table table_recode_1 { actions { action_recode_1; } }
table table_recode_2 { actions { action_recode_2; } }
table table_recode_3 { actions { action_recode_3; } }
Listing 4.35: Loading Packet to Metadata












To be more detailed, we review the recoding process, considering that GEN_SIZE equals
3 and PAY_SIZE equals 2. As an example, listing 4.37 depicts the recoding process for
a density degree of 2. It starts by getting, and loading to metadata, a random coefficient
vector (with length equal to the density), withinGF (28). Then, it also loads the necessary
number of packets to metadata. Finally, it recodes the current packet, by updating its
payload and coefficient vector.
The recoding process for a full density degree (Listing 4.38) is identical. The only dif-
ference is that we have to invoke the Fisher-Yates Shuffle Algorithm (action_rng_init) to
randomly determine, without repetition, which packets are loaded to metadata.
Recoding is a complex and endeavor task. Not only because it requires GF (28) arith-
metic, but also due to the amount of symbol’s elements and coefficients that each oper-
ation has as input, and the intermediate results that must be carried around. The same
applies for the implementation of the Fisher-Yates Shuffle Algorithm. It is not trivial.
Both tasks require a determined, and somewhat complicated, set of auxiliary structures
and compound actions. Implementation details of each, are given below.
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Listing 4.37: Recode Action: Density 2
action action_recode_2 () {





// Load Packets to Metadata
action_load_to_pkt_1(0);
action_load_to_pkt_2(1);
















































Listing 4.38: Recode Action: Full Density
action action_recode_r () {
... omitted ...








Building up from the design phase (§ 3.3.4), we create two arrays of registers to persist
the LOG (GF256_log) and ANTILOG (GF256_invlog) tables. As GF (28) is considered,
each cell needs 8 bits to represent the maximum value within the field (GF_BYTES).
Recall from § 3.3.4 that the LOG table requires an entry of each field value (GF_BITS)
and that the ANTILOG table is four times larger for optimization purposes. Notice how
we explicitly set the array length (i.e., instance_count) for the ANTILOG table. This is
because P4 does not allow arithmetic operations here (Listing 4.39).
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These tables are pre-computed considering the primitive polynomial 28+24+23+22+1
(i.e., 285) and are loaded to the respective arrays of registers, during the P4-RLNC switch
startup, via the runtime CLI interface (Listing 4.40).
Listing 4.39: Data Structures




// The ANTILOG table
register GF256_invlog {
width: GF_BYTES;
instance_count: 1025; } // GF_BITS*4 + 1
header_type meta_t {
fields {
// ... omitted ...
// Addition: one result.
add_result : GF_BYTES;















Listing 4.40: LOG/ANTILOG Table Population
register_write GF256_invlog 0 1
register_write GF256_invlog 1 2
// ... omitted ...
register_write GF256_log 0 512
register_write GF256_log 1 255
// ... omitted ...
Listing 4.41: GF Addition: Cumulative Loop









Listing 4.42: GF Multiplication: Pairing Loop














Listing 4.43: GF Addition and GF Multiplication Arithmetic Operations
action action_GF_add (a,b) {
bit_xor(meta.add_result, a, b);
}
action action_GF_mult (a,b) {
register_read(meta.log1, GF256_log, a);
register_read(meta.log2, GF256_log, b);
register_read(meta.invlog, GF256_invlog, meta.log1 + meta.log2);
}
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Bare in mind that GF operations are performed in pairs. Listing 4.43 shows how addition
(action_GF_add) and multiplication (action_GF_mult) are implemented. Addition is
the simple application of the built-in bit XOR primitive action over the two parameters.
Multiplication uses the parameters to index and get two values from the LOG table, which
are added and used as index to get the final result from the ANTILOG table. The results
are kept in metadata for later reference (Listing 4.39).
Notice that recoding a single symbol’s element of the current packet, requires several
pairs of multiplications and then the cumulatively adding of all the multiplication results.
Metadata fields to carry all these intermediary results are required (Listing 4.39).
However, modifying action_GF_add and action_GF_mult to take an additional param-
eter representing the target metadata field for each arithmetic operation result would not
only be impractical, but also result in even more extensive and complex code.
Therefore, we came with a more compact and generic solution. Given the maximum
recode density (consequence of GEN_SIZE), we define a cumulative addition cascade
loop (Listing 4.41) and a pairing multiplication cascade loop (Listing 4.42).
For instance, recoding with a density degree of 3, would take three input packets. There-
fore, for each symbol’s element to be recoded, or coefficient to be updated, first we have
3 pairs of multiplications (action_GF_mult_3). For the first symbol’s element of the cur-
rent packet: we multiply the first symbol’s element of the first input packet by the first
randomly chosen coefficient; the first element of the second packet by the second random
coefficient; and so on. The methodology for updating the coefficients is the same. Then,
the 3 pairs are cumulatively added (action_GF_add_2).
Concluding, the depth of the loops is determined by the recoding density. To recode with
density of 2, action_GF_mult_2 and action_GF_add_1 would be used instead, and so
on and so forth.
Choosing Random Packets
Following from § 3.3.4, we implemented the Fisher-Yates Shuffle Algorithm. The data
structure (Listing 4.44) consists on an array of registers (rng_array) that holds all the
possible buffer indexes (i.e., from 0 to BUF_SIZE - 1) that might be chosen; metadata
fields for the randomly chosen index (rng_idx_rng), ranging from 0 to the last index
(rng_idx_max) for the current iteration, which values are to be swapped (rng_num_at_idx,
rng_num_at_max); and finally metadata fields for the result of each iteration (rng_result_1,
rng_result_2, ...). Their bit-width equals the minimum required bits to represent BUF_SIZE.
To initialize the algorithm, the array is filled with the indexes to be randomly picked, and
the last index for the first iteration is set (i.e., BUF_SIZE - 1).
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Listing 4.45: Algorithm Initialization
action action_rng_init () {
// Create array for indexes [ 0, BUF_SIZE [
register_write(rng_array, 0 , 0);
register_write(rng_array, 1 , 1);
register_write(rng_array, 2 , 2);
register_write(rng_array, 3 , 3);
register_write(rng_array, 4 , 4);
register_write(rng_array, 5 , 5);
register_write(rng_array, 6 , 6);
register_write(rng_array, 7 , 7);
register_write(rng_array, 8 , 8);





Listing 4.46: Algorithm Execution Loop















action action_rng_random_3 () {
// ... (omitted) ...
action_rng_random_2();
}
Listing 4.47: Fisher-Yates Shuffle Algorithm


















The core of the algorithm (Listing 4.47), is composed of four steps. First, a random index
is picked within the range of the current iteration (action_rng_random_idx). Then, the
values of the array (i.e., the pretended indexes themselves) at the random index and last
index are swapped (action_rng_swap). The new value at the last index represents the
final result for the current iteration, thus is saved to metadata. Finally, the last index is
updated for the next iteration (action_rng_update_max).
As for the implementation of Galois Field Arithmetic (§ 4.4.2), we create a loop for the
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algorithm, with the same reasons (Listing 4.46). As this algorithm is called when the
payload and coefficient buffers are full, which results in full density recoding, then the
loop depth is dictated by GEN_SIZE. For instance, if GEN_SIZE equals 3, the algorithm
must be executed three times. Therefore, there are three actions that are called in cascade.
4.4.3 Forwarding Module
If by default, we intended to multicast all traffic on the remaining ports of the switch,
we could implement something similar to the P4-XOR Switch (§ 4.3.3). However, we
provide an example when a packet is just forwarded to a single port.
The table (Listing 4.48) matches on the ingress_port of the current packet. If there is
a match, the forward action itself (Listing 4.49) sets the outgoing port by changing the
egress_spec with the value received as parameter.
Listing 4.50 provides an example of populating a table to forward incoming packets from
logical port 1 to logical port 2, and vice versa. Also, it is configured to drop incoming
packets from other logical ports.














Listing 4.50: The Table Population
table_set_default table_forward _drop
table_add table_forward action_forward 1 => 2
table_add table_forward action_forward 2 => 1
This is the behavior that we ended up establishing for the P4-RLNC switch, due to the
topology that was used, during the Evaluation Phase of this dissertation, for the P4-RLNC
Switch.
4.5 Summary
Throughout this chapter we detailed our implementation, alongside the faced challenges
and restrictions, which led to certain implementation’s decisions and choices. In partic-
ular, after detailing the headers (§ 4.1) and parsers (§ 4.2), we overviewed the buffering
(§ 4.3.1, § 4.4.1), coding (§ 4.3.2, § 4.4.2) and forwarding (§ 4.3.3, § 4.4.3) modules, for
both the P4-XOR Switch (§ 4.3) and the P4-RLNC Switch (§ 4.4).
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Chapter 5 – Evaluation
Because the P4 language is fairly recent, the number of tools to evaluate P4 switches
is very small, and those that exist are limited. As to the best of our knowledge, this is
the first design and implementation of NC on P4-compliant devices, our main focus was
on testing the correct functionality of our two solutions: P4-XOR Switch and P4-RLNC
Switch.
In the case of the P4-XOR Switch, the evaluation was extended and performance was also
analyzed. With that end in mind, we considered the butterfly network. This is an excellent
testing environment due to the existent bottleneck, which showcases the performance
improvement of an interflow solution.
Evaluating the performance of the P4-RLNC Switch is more difficult, mainly because the
solution is intraflow, which requires a more complex testing environment. Nonetheless,
being intraflow would not be the only reason to extend the evaluation beyond functionality
tests. Remind that, RLNC grants great resilience against packet losses, node’s failures
and departures. However, due to the tight time schedule, the lack of P4-tools and system
resources to setup and run the proper tests, the evaluation of the P4-RLNC Switch was
not extended beyond functionality.
On the remaining of this chapter, we describe in more detail the experimental setup (§ 5.1),
namely the network topologies, developed/used tools, and collected metrics. Following
that, the setup and results of the functionality tests, for both the P4-XOR Switch (§ 5.2.1)
and the P4-RLNC Switch (§ 5.2.2), are presented. Finally, we evaluate the performance
of the P4-XOR Switch (§ 5.3).
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5.1 Experimental Setup
We set up a VM running Ubuntu 16.10, with an Intel(R) Core(TM) i7-6500U CPU @
2.50GHz and 4GB of RAM. Within this VM, we configured Mininet with the network
topologies considered in the evaluation, to run the tests.
Mininet [60] is a network emulator that has been the main experimentation tool for SDN
and P4-based work. The emulated network topologies consist of routers, switches, end-
hosts and network links. The emulator runs on a single Linux Kernel. It uses lightweight
virtualization (containers, each running in their own namespace) to make the system, on
which it runs, look and behave similarly to a real network, running the same system, user
code and kernel.
Instead of using Mininet’s default switches, we run instances of the simple_switch ,
which is the reference P4-compliant target. To be able to run these switches, the P4 Con-
sortium provides a python extension for Mininet, which enables the emulator to accept
the .json file that results from the P4 program’s compilation.
The network topologies we consider are depicted in figure 5.1.
Figure 5.1: Testing Environment’s Network Topologies (a) P4-XOR Switch: Perfor-
mance (b) P4-XOR Switch: Functionality and Performance (c) P4-RLNC Switch: Func-
tionality
To test the P4-XOR Switch we use the butterfly network topology. It consists of a source
node (h1) with two logical ports. From each port, it sends traffic of a different flow.
Destination nodes (h2, h3) will receive original traffic, from a single flow on their logical
port 0, and encoding traffic (Fig. 5.1 (b)) or original traffic (Fig. 5.1 (a)) on logical port 1.
Intermediate nodes (s1, s2, s3, s4) are loaded with the P4-XOR Switch program. Nodes
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s1, s2 and s3 have the Buffering and Coding modules disabled. Nodes s1 and s2 simply
multicast all incoming traffic from logical port 1 on the remaining ports (logical ports 1
and 2).
The behavior of nodes s3 and s4 is not fixed. It is slightly changed depending on the
test. For some performance tests (§ 5.3), the Buffering and Coding modules of s3 are
disabled. In that case, s4 will receive original traffic on its logical port 1. Traffic from
one flow (represented in red) is forwarded to logical port 3, and traffic from the other flow
(represented in blue) to logical port 2 (see Fig. 5.1 (a)).
For the functionality tests (§ 5.2.1), the Buffering and Coding modules of s3 are enabled,
thus s4 receives encoding traffic. Therefore, node s4 multicasts all traffic to the remaining
ports (see Fig. 5.1 (b)).
For the P4-RLNC Switch, we use a topology with a single source node (h1), intermediate
node (s1) and destination node (h2). For each generation, h1 sets the original symbols and
then, sends DATA packets containing an encoded symbol alongside its global encoding
vector. The node s1 is loaded with the P4-RLNC Switch program, and performs Sparse
RLNC with Incremental Density, over the incoming packets from logical port 0. Node h2
receives and keeps the contents of DATA packets until it is able to decode the generation,
which triggers sending an ACK packet back to h1 in order to step to the next generation
(see Fig. 5.1 (c)).
We mentioned at the beginning of this chapter the lack of resources to be a constraint to
extending the P4-RLNC Switch evaluation beyond functionality. Just have an idea, if we
were to consider a GEN_SIZE of 100 and a BUF_SIZE of 101, the P4 program would
have more than 1 million lines of code. We even tried to load a P4 program with these
parameters, on a topology with a single intermediate node. However, Mininet consumed
all the resources of the VM, making it crash. This was one of the reasons why we re-
stricted ourselves to functionality tests on a simple topology. As future work we plan to
investigate ways to make the solution scale better.
The behavior of both source and destination nodes was implemented with python scripts.
For packet generation we used the Scapy package.
Depending on the test, the network and encoding parameters need to be changed. Con-
sequently, the P4 programs had to be adjusted accordingly. For convenience, and to ease
this task, we created two java programs to generate the P4 programs themselves. For the
P4-XOR Switch, we refer to it as XORgenerator , and for the P4-RLNC Switch, as
RLNCgenerator .
Mininet provides a terminal prompt, where commands to view and/or change the net-
work’s state can be inserted. Xterm terminals may also be opened at any node, serving
either as an host or a switch. This feature provides the means to run these python scripts
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and other network monitoring tools.
5.2 Functionality Tests
This section presents the functionality tests conducted of both the P4-XOR Switch and
P4-RLNC Switch.
5.2.1 P4-XOR Switch
To test the functionality of the P4-XOR Switch, we considered two distinct flows. For
each flow, we send a single packet with 8 bits of payload.
By using the XORgenerator, we generate the P4 program accordingly. The constants
FLOW_ID_1 and FLOW_ID_2, are set to 500 and 501, respectively.
The source node h1 starts by sending a packet with the ascii character ‘a’ on logical port
0 (Fig. 5.2), and a packet with the ascii character ‘b’ on logical port 1 (Fig. 5.3). We will
refer to these as packet A and packet B.
Intermediate node s1 receives packet A and multicasts it on the remaining ports. As
expected, destination node h2 receives packet A on logical port 0 (Fig. 5.4).
Intermediate node s2 receives packet B and multicasts it on the remaining ports. As
expected, destination node h3 receives packet B on logical port 0 (Fig. 5.6).
Intermediate node s3 receives, stores and performs XOR over both packet A and packet
B. Notice that the ascii character ‘a’ corresponds to ‘\x61’ in hexadecimal and the ascii
character ‘b’ to ‘\x62’. Therefore the XOR operation results in ‘\x03’. Let’s call it packet
AB. Finally, s3 forwards packet AB to s4.
Intermediate node s4 receives packet AB and multicasts it on the remaining ports. As
expected, destination node h2 receives the packet AB on logical port 1 (Fig. 5.5). The
same applies for destination node h3 (Fig. 5.7).
Concluding, the functionality of the P4-XOR Switch is demonstrated to be correct. First
of all, notice from all the prints that the protocol header stack is correct. As the result
was as expected, parsing was surely correct. Secondly, without a correct Forwarding
Module, maybe the packet A and packet B would not reach destination nodes h2 and
h3, respectively. Also, maybe both would not reach intermediate node s3. This would
result in packet AB not being created. Packet AB would also not exist without a correct
Buffering and Coding Modules.
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Figure 5.2: Sending report of packet A - Source node h1, logical port 0.
Figure 5.3: Sending report of packet B - Source node h1, logical port 1.
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Figure 5.4: Reception report of packet A - Destination node h2, logical port 0.
Figure 5.5: Reception report of packet AB - Destination node h2, logical port 1.
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Figure 5.6: Reception report of packet B - Destination node h3, logical port 0.
Figure 5.7: Reception report of packet AB - Destination node h3, logical port 1.
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5.2.2 P4-RLNC Switch
To test the functionality of the P4-RLNC Switch, we follow the process of creating and
encoding a whole generation at a source node (h1); recode it at an intermediate node (s1);
and finally decode it at a destination node (s2).
In order to provide an example that can be fully visualized, we consider a generation size
of 3 and a symbol size of 4. In other words, each generation is composed of 3 original
symbols, where each symbol is divided in 4 elements. As always, we consider GF (28).
The source and destination python scripts are adjusted accordingly. The P4 program as
well, by using RLNCgenerator.
The source node h1 starts by randomly creating the original symbols and respective orig-
inal coefficient vectors (Fig. 5.8). Three DATA packets are sufficient to decode the gen-
eration. Therefore, h1 encodes and sends three DATA packets (Figs. 5.9, 5.10, 5.11).
Notice that the procedure is the same for all the DATA packets. First a local encoding
vector (LEV), within GF (28) is obtained. Using LEV and the original symbols’ elements
as input to the encoding algorithm, the new symbol’s elements are calculated. Also, using
LEV and the original encoding vectors, the DATA packet’s global encoding vector (GEV)
is updated. Because the original encoding vectors are unitary, the resulting GEV equals
LEV.
For each DATA packet received (Figs. 5.12, 5.13, 5.14), the destination node h2 ex-
tracts, and organizes in matrices, the symbol’s elements (ENCODED_SYMBOLS) and
the respective global encoding vector (GLOBAL_ENCODING). Notice how the received
DATA packets do not correspond to what was sent. This is because each DATA packet
was recoded at intermediate node s1.
After receiving the three DATA packets, the rank of the ENCODED_SYMBOLS and
GLOBAL_ENCODING matrices equals the generation size. This implies the genera-
tion can be decoded. From figure 5.14, we verify that the generation was decoded with
success, as the ORIGINAL_SYMBOLS matrix equals the one from figure 5.8.
Concluding, as the DATA packets were recoded at the intermediate node s1 with our
P4 program, and the generation was successfully decoded, we demonstrate the correct
functionality of the P4-RLNC Switch program.
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Figure 5.8: Creation of a generation.
Figure 5.9: Creation of the first DATA
packet.
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Figure 5.10: Creation of the second DATA
packet.
Figure 5.11: Creation of the third DATA
packet.
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Figure 5.12: Reception of the first recoded
DATA packet.
Figure 5.13: Reception of the second
recoded DATA packet.
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Figure 5.14: Reception of the third
recoded DATA packet.
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5.3 Performance of the P4-XOR Switch
To evaluate the performance of the P4-XOR Switch, we ran a set of tests on the butterfly
network, where two distinct flows were considered. Each test had a duration of ten min-
utes and is briefly described as follows. On each of its logical ports, the source node h1
injects traffic of a certain flow, at a specific rate. The rate is the same for both flows. At the
same time, we collect metrics (detailed below) and compute their average and standard
deviation.
To be more detailed, the set of tests consists of injecting traffic at several different rates,
in two distinct scenarios.
The first scenario is depicted in Figure 5.1 (a). The Buffering and Coding Modules of
all intermediate nodes (s1, s2, s3, s4) were disabled. Therefore, packets are exclusively
forwarded such that both flows can reach the destination nodes h2 and h3 (Scenario 1).
The second scenario is depicted in Figure 5.1 (b). The Buffering and Coding Modules of
the intermediate node s3 were enabled. Therefore, s3 will transfer a single encoded flow,
instead of two original flows (Scenario 2).
The metrics collected were: Throughput and CPU Utilization. To measure the through-
put, we count the number of received packets, per second, on all interfaces of both des-
tination nodes h2 and h3. We also measure the CPU utilization to verify if (or, at which
point), the throughput values are bound by the CPU. From the start, we expected that the
performance would be CPU bounded eventually, as we are running the tests on a VM,
within a modest laptop. To collect the metrics, we used the NMON Visualizer .
Table 5.1 summarizes the rates of injected traffic that we worked with, and the expected





(pkt/s) 1 10 25 50 100 150 200 250 300 400 500 750 1000
h2-eth0 (Scenario 1) 1 10 25 50 100 150 200 250 300 400 500 750 1000
h2-eth0 (Scenario 2) 1 10 25 50 100 150 200 250 300 400 500 750 1000
h2-eth1 (Scenario 1) 0.5 5 12.5 25 50 75 100 125 150 200 250 375 500
h2-eth1 (Scenario 2) 1 10 25 50 100 150 200 250 300 400 500 750 1000
h3-eth0 (Scenario 1) 1 10 25 50 100 150 200 250 300 400 500 750 1000
h3-eth0 (Scenario 2) 1 10 25 50 100 150 200 250 300 400 500 750 1000
h3-eth1 (Scenario 1) 0.5 5 12.5 25 50 75 100 125 150 200 250 375 500
h3-eth1 (Scenario 2) 1 10 25 50 100 150 200 250 300 400 500 750 1000
Table 5.1: Expected Throughput on Destination Node’s Interfaces, depending on the
Injected Traffic and Scenario.
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As we can see, this testing environment showcases the advantage of XOR in the presence
of bottlenecks in a network. Namely, in scenario 2 the average throughput is expected to
be equal to the rate of the injected traffic, at all interfaces. This is because, due to XOR,
there are no bottlenecks. Each link exclusively carries either a single original flow or a
single encoded flow.
For scenario 1 the same does not apply. Intermediate node s3 receives two original flows,
and as there is no XOR, it must forward both, on a single interface. Therefore, there is
a bottleneck on the link between intermediate nodes s3 and s4. As a consequence the
average throughput at the logical ports 0 (i.e. h2-eth0 and h3-eth0) is expected to be half
of the injected traffic’s rate.
On an important note, in order to create the bottleneck between s3 and s4, the bandwidth
of all the links has to be properly configured. In our case, it needs to be equal to the
injected traffic’s rate. If not, and for instance, the injected traffic’s rate was 50 pkt/s, s3
would forward 100 pkt/s. On the same manner, s4 would also receive and forward 100
pkt/s. Consequently, destination nodes would receive on their logical port 1, 50 pkt/s in
scenario 1 and 100 pkt/s in scenario 2, which is the double of the expected values.
A PAYLOAD_SIZE of 8912 and BUFFER_SIZE of 1000 were used for all tests. These
values were chosen to load the network conveniently. We had them fixed, so that the
results would not be influenced by chance, if these parameters were to be changed among
tests.
Summarizing, for each test we setup the butterfly topology within Mininet, adjust the
bandwidth of the links to the injected traffic’s rate of the traffic generator, and use the
XORgenerator, to create the P4 program accordingly. Finally, we run the traffic generator
for 10 minutes, and collect the metrics during that period.
5.3.1 CPU Utilization
The measurements of the CPU utilization are depicted in figure 5.15. We review this first,
in order to have a better understanding, later on, of the throughput measurements.
As we can see, our system can handle, approximately, a rate of injected traffic ranging
between 100 and 150 pkt/s, given the butterfly topology and two distinct flows. In other
words, for rates up to 150 pkt/s the throughput measurements will correspond to the ex-
pected theoretical ones. For higher rates, the performance is CPU bound and thus, the
throughput measurements will not have the required fidelity [60].
However, we have to consider that the standard deviation, ranging between the rates 25
pkt/s and 200 pkt/s is significant. This implies that for a considerable period of the dura-
tion of the tests, the percentages were higher or lower than the average. This is relevant,
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Figure 5.15: Measured CPU utilization, depending on the Injected Traffic and Scenario.
specially for the rates from 150 pkt/s to 200 pkt/s, where the average gets close to 100%.
It is interesting to note that a scenario without coding tends to use, and requires more CPU.
There might be two reasons for this. The first reason, is due to the Buffering and Cod-
ing modules being disabled at intermediate node s3. Therefore, its intern queues/buffers
between the ingress and egress pipelines fill faster, using more resources. The second
reason, is related to the fact that intermediate node s3, has to forward two original flows,
instead of a single encoded flow. As a consequence, more packets are discarded and the
network is more congested. We conjecture these to be the main reasons for more resources
being used.
Concluding, XOR not only improves the overall performance of a network with bottle-
necks, but also requires less resources.
5.3.2 Throughput
We organized the throughput measurements in four bar graphs, one for each interface (or,
logical port). Each graph represents the results, for each injected traffic’s rate, in both
scenarios.
The results for logical ports 0, are depicted in Figures 5.16 and 5.18. As expected, up to
a injected traffic’s rate of 150 pkt/s, the average throughput corresponds to the theoretical
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values. For the scenario with XOR enabled, the results are slightly lower for rates of
100 pkt/s and 150 pkt/s, but by taking a closer look at the standard deviation, we can
see that the throughput reaches 100 pkt/s and 150 pkt/s respectively, at certain times. We
anticipate to be due to the lack of fidelity from these values upwards. The Mininet paper
[60] explicitly mentions 50% of CPU load as a threshold to guarantee emulation fidelity.
Remind that, for rates higher than 150 pkt/s, the CPU utilization reaches 100%, thus the
results are not completely trustworthy. By interpreting them nonetheless, this implies that
the system can’t handle all the traffic, which results on an average throughput lower than
expected. However, from the standard deviation for rates 250 pkt/s and 300 pkt/s, we can
observe that the expected theoretical throughput can be achieved. From higher rates, we
can conclude that the throughput can reach approximately a maximum of 260 pkt/s, on
average. The standard deviation tells us that the absolute maximum throughput is in the
order of 315 pkt/s.
The results for logical ports 1, are depicted in Figures 5.17 and 5.19. It is clearly evident
that XOR doubles the throughput. Again, and as expected, up to an injected traffic’s rate
of 150 pkt/s, the average throughput corresponds to the theoretical values. For higher
rates, when the results are bounded by the CPU, the standard deviation shows that the
theoretical throughput values might still be reached for rates up to 250 pkt/s, at certain
time periods. From rates beyond 250 pkt/s, the average and maximum throughputs show
evidence to be approximately the same ones as for the logical ports 0.
Concluding, given our system and network parameters, our solution can correctly handle
throughputs ranging between 150 pkt/s and 200 pkt/s on average, without provoking con-
gestion and drops of packets. When the network starts to drop packets and is congested,
the maximum achievable throughput is in the order of 250 pkt/s, on average.
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Figure 5.16: Measured Throughput on logical port 0 of destination node h2, depending
on the Injected Traffic and Scenario.
Figure 5.17: Measured Throughput on logical port 1 of destination node h2, depending
on the Injected Traffic and Scenario.
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Figure 5.18: Measured Throughput on logical port 0 of destination node h3, depending
on the Injected Traffic and Scenario.
Figure 5.19: Measured Throughput on logical port 1 of destination node h3, depending
on the Injected Traffic and Scenario.
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5.4 Summary
In this chapter, we began by describing the experimental setup and overviewing the devel-
oped/used tools (§ 5.1). Then, we evaluated the functionality (§ 5.2) of both the P4-XOR
Switch (§ 5.2.1) and the P4-RLNC Switch (§ 5.2.2). Additionally, we also evaluated the
performance (§ 5.3) of the P4-XOR Switch, by collecting CPU (§ 5.3.1), and throughput
(§ 5.3.2) metrics.
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Chapter 6 – Conclusion & Future Work
In this dissertation, our goal was to design and implement a switch, capable of performing
NC within the data plane, for the first time. For that purpose, we used a new promising
high-level language for switch programming, known as P4.
Prior to the design and implementation of our solution, the fundamental concepts behind
both NC and P4 were explored. We concluded that linear codes (LNC) were the best way
to take advantage of how packets transverse a network, in order to improve the throughput
and robustness. Yet, LNC considers a fixed set of local encoding vectors across all inter-
mediate nodes. In order to find and provide a coding solution, a specific algorithm has to
be used before starting the network. This not only binds the solution to a specific network
topology, but also would render the design and implementation of our solution unneces-
sarily more complex. Thankfully, with random linear codes (RLNC), we learned that by
choosing the local encoding vectors randomly over a sufficiently large galois field, each
time a new packet is to be encoded, a coding solution is guaranteed with almost 100%
probability.
However, after understanding the inner details of the P4 language, we verified that pro-
gramming a NC switch would be difficult and challenging. The main reason is that the P4
language was not designed with focus on complex payload processing, which is intrin-
sic to NC. Moreover, buffers to store packets for future encoding opportunities would be
necessary. We came to the realization that we had to implement our own buffers.
Thankfully, with an unusual, non-trivial and unorthodox use of the simplistic data struc-
tures and limited set of primitive actions of P4, we were able to achieve our goal with
success. The hard work and time invested resulted in two solutions: P4-XOR Switch and
P4-RLNC Switch.
The P4-XOR Switch was the starting point, and consisted of a simple XOR linear code.
The implementation was relatively straightforward as P4 offers a primitive action to per-
form XOR offer two different sets of bits.
The P4-RLNC Switch consisted of a custom RLNC variant, of our own design. When
a recoding opportunity arises, all packets are used (incremental density), until there are
enough packets for full recoding (in this case, a fixed number of packets is selected with-
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out repetition). This time around, the implementation was more challenging. Mainly,
because the P4 language does not support cycles. As such, in order to deal with the sub-
stantial number of operations required to perform linear combinations, we created a series
of generic actions that call each other in cascade.
Finally, the evaluation we conducted validated the functionality of both switches. Fur-
thermore, we showcased how the P4-XOR Switch improves over traditional routing, in a
butterfly topology.
In conclusion, not only did we successfully implemented two NC data planes, but proved
that with a bit of imagination, and work around, the P4 language has the potential to define
non trivial kinds of packet processing.
As future work, the current solution could be migrated to P4-16, which is the most re-
cent version and expected to be the future reference. Note that moving from P4-14 to
P4-16 is not direct nor trivial as the abstract forwarding model that was used in P4-14
has experienced a radical change in P4-16, alongside the language itself, whose design
has suffered a significant overhaul. As we understood across this dissertation, the P4-14
version has the limitation of not directly supporting payload processing. In P4-16, extern
objects could help easing this task as they give freedom to the programmer to build exter-
nal modules to be used by P4. It would also be interesting to envision and implement new
encoding schemes.
To finish, the evaluation was performed in software, recurring to a network emulator -
Mininet. In order to further understand the potential gains and limitations of our solutions,
the next step would be to extend the evaluation to hardware switches, such as Barefoot
Tofino.
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API Application Programming Interface.
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