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Abstract
We study the β analogue of the nonintersecting Poisson random walks. We derive a stochastic
differential equation of the Stieltjes transform of the empirical measure process, which can be viewed as
a dynamical version of the Nekrasov’s equation in [7, Section 4]. We find that the empirical measure
process converges weakly in the space of cádlág measure-valued processes to a deterministic process,
characterized by the quantized free convolution, as introduced in [11]. For suitable initial data, we
prove that the rescaled empirical measure process converges weakly in the space of distributions acting
on analytic test functions to a Gaussian process. The means and the covariances are universal, and
coincide with those of β-Dyson Brownian motions with the initial data constructed by the Markov-Krein
correspondence. Our proof relies on integrable features of the generators of the β-nonintersecting Poisson
random walks, the method of characteristics, and a coupling technique for Poisson random walks.
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1 Introduction
1.1 β-nonintersecting Poisson random walks
Let x˜(t) = (x˜1(t), x˜2(t), · · · , x˜n(t)) be the continuous-time Poisson random walk on Zn>0, i.e. particles
independently jump to the neighboring right site with rate n. The generator of x(t) is given by
L˜nf(x˜) =
n∑
i=1
n (f(x˜+ ei)− f(x˜)) ,
where {ei}16i6n is the standard vector basis of Rn. x˜(t) conditioned never to collide with each other is the
nonintersecting Poisson random walk, denoted by x˜(t) = (x1(t), x2(t), · · · , xn(t)). The nonintersecting con-
dition has probability zero, and therefore, needs to be defined through a limit procedure which is performed
in [29]. The nonintersecting Poisson random walk is a continuous time Markov process on
W
n
1 = {(λ1 + (n− 1), λ2 + (n− 2), · · · , λn) : (λ1, λ2, · · · , λn) ∈ Zn>0, λ1 > λ2 > · · · > λn > 0},
with generator
Ln1f(x) = n
n∑
i=1
V (x+ ei)
V (x)
(f(x+ ei)− f(x)) = n
n∑
i=1

∏
j:j 6=i
xi − xj + 1
xi − xj

 (f(x+ ei)− f(x)) ,
where V (x) =
∏
16i<j6n(xi − xj) is the Vandermond determinant in variables x1, x2, · · · , xn.
If instead of the Poisson random walk, we start from n independent Brownian motions with mean 0 and
variance t/n, then the same conditioning leads to the celebrated Dyson Brownian motion with β = 2, which
describes the stochastic evolution of eigenvalues of a Hermitian matrix under independent Brownian motion
of its entries. For general β > 0, the β-Dyson Brownian motion y(t) = (y1(t), y2(t), · · · , yn(t)) is a diffusion
process solving
dyi(t) =
√
2
βn
dBi(t) + 1
n
∑
j 6=i
1
yi(t)− yj(t)dt, i = 1, 2, · · · , n, (1.1)
where {(B1(t),B2(t), · · · ,Bn(t))}t>0 are independent standard Brownian motions, and {y(t)}t>0 lives on the
Weyl chamber Wn = {(λ1, λ2, · · · , λn) : λ1 > λ2 > · · · > λn}.
The nonintersecting Poisson random walk can be viewed as a discrete version of the Dyson Brownian
motion with β = 2. For general β > 0, we fix θ = β/2 and define the β-nonintersecting Poisson random
walk, denoted by x(t) = (x1(t), x2(t), · · · , xn(t)), as a continuous time Markov process on
W
n
θ = {(λ1 + (n− 1)θ, λ2 + (n− 2)θ, · · · , λn) : (λ1, λ2, · · · , λn) ∈ Zn>0, λ1 > λ2 > · · · > λn > 0}, (1.2)
2
with generator
Lnθ f(x) = θn
n∑
i=1
V (x+ ei)
V (x)
(f(x+ ei)− f(x)) = θn
n∑
i=1

∏
j:j 6=i
xi − xj + θ
xi − xj

 (f(x+ ei)− f(x)) . (1.3)
In the beautiful article [21], Gorin and Shkolnikov constructed certain multilevel discrete Markov chains
whose top level dynamics coincide with the β-nonintersecting Poisson random walks. However, we use
slightly different notations, and speed up time by n. In [21], the β-nonintersecting Poisson random walks
are constructed as stochastic dynamics on Young diagrams. We recall that a Young diagram λ, is a non-
increasing sequence of integers
λ = (λ1, λ2, λ3, · · · ), λ1 > λ2 > λ3 > · · · > 0.
We denote ℓλ the number of non-empty rows in λ, i.e. λℓλ > 0, λℓλ+1 = λℓλ+2 = · · · = 0, and |λ| =
∑ℓλ
i=1 λi
the number of boxes in λ. Let Yn denote the set of all Young diagrams with at most n rows, i.e. ℓλ 6 n. A
box ✷ ∈ λ is a pair of integers,
✷ = (i, j) ∈ λ, if and only if 1 6 i 6 ℓλ, 1 6 j 6 λi.
We denote λ′ the transposed diagram of λ, defined by
λ′j = |{i : 1 6 j 6 λi}|, 1 6 j 6 λ1.
For a box ✷ = (i, j) ∈ λ, its arm a✷, leg l✷, co-arm a′✷ and co-leg l′✷ are
a✷ = λi − j, l✷ = λ′j − i, a′✷ = j − 1, l′✷ = i− 1.
Given a β-nonintersecting Poisson random walk x(t), we can view it as a growth process on Yn, by
defining λ(t) by
λi(t) = xi(t)− (n− i)θ, 1 6 i 6 n. (1.4)
Since x(t) ∈ Wnθ , we have λ1(t) > λ2(t) > · · · > λn(t) > 0, and thus λ(t) is a continuous time Markov process
on Yn. Its jump rate is given in [21, Proposition 2.25] rescaled by n, which, after simplification, is the same
as (1.3). There is a simple formula for the transition probability of λ(t) with zero initial data [21, Proposition
2.9, 2.28]. However, there are no simple formulas for the transition probabilities of λ(t) with general initial
data.
Theorem 1.1. Suppose the initial data of λ(t) is the empty Young diagram. Then for any fixed t > 0, the
law of λ(t) is given by
Pt(λ1, λ2, · · · , λn) = e−θtn
2
(θtn)|λ|
∏
✷∈λ
θn+ a′
✷
− θl′
✷
(a✷ + θl✷ + θ)(a✷ + θl✷ + 1)
. (1.5)
It is proven in [21, Theorem 3.2] that the Markov process λ(t) converges in the diffusive scaling limit to
the β-Dyson Brownian motion.
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Theorem 1.2. Fix θ = β/2 > 1/2 and let ε > 0 be a small parameter. Let x(t) be the β-nonintersecting
Poisson random walk starting at x(0) ∈ Wnθ . We define λ(t) as in (1.4) and the rescaled stochastic process
λε(t) = (λε1(t), λ
ε
2(t), · · · , λεn(t)) be defined through,
λεi (t) := ε
1/2
(
λi(t/ε)
θn
− t
ε
)
, i = 1, 2, · · · , n.
Suppose that as ε → 0, the initial data λε(0) converges to a point y(0) ∈ Wn. Then the process λε(t)
converges in the limit ε→ 0 weakly in the Skorokhod topology towards the β-Dyson Brownian motion y(t) =
(y1(t), y2(t), · · · , yn(t)) as in (1.1).
1.2 Notations
Throughout this paper, we use the following notations:
We denote R the set of real numbers, C the set of complex numbers, C+ the set of complex numbers
with positive imaginary parts, C− the set of complex numbers with negative imaginary parts, Z the set of
integers, and Z>0 the set of non-negative integers.
We denote M1(R) the space of probability measures on R equipped with the weak topology. A metric
compatible with the weak topology is the Lévy metric defined by
dist(µ, ν) := inf
ε
{µ(−∞, x− ε)− ε 6 ν(−∞, x) 6 µ(−∞, x+ ε) + ε for all x}.
Let (M, dist(·, ·)) be a metric space, either Cm or Rm with the Euclidean metric or M1(R) with the Lévy
metric. The set of cádlág functions, i.e. functions which are right continuous with left limits, from [0, T ] to
M is denoted by D([0, T ],M) and is called the Skorokhod space. Let Λ denote the set of all strictly increasing,
continuous bijections from [0, T ] to [0, T ]. The Skorokhod metric on D([0, T ],M) is defined by
dist(f, g) = inf
λ∈Λ
max
{
sup
06t6T
|λ(t)− t|, sup
06t6T
dist(f(t), g(λ(t)))
}
.
Let Zn, Z be random variables taking value in the Skorokhod space D([0, T ],M). We say Zn converges
almost surely towards Z, if Zn → Z in D([0, T ],M) for the Skorokhod metric almost surely. We say Zn
weakly converges towards Z, denoted by Zn ⇒ Z, if for all bounded Skorokhod continuous functions f ,
lim
n→∞
E[f(Zn)]→ E[f(Z)].
We refer to [22, Chapter 1] and [44, Chapter 3] for nice presentations on weak convergence of stochastic
processes in the Skorokhod space.
A random field is a collection of random variables indexed by elements in a topological space. If the collec-
tion of random variables are jointly Gaussian, we call it a Gaussian random field. Let (gn(z))z∈Ω, (g(z))z∈Ω
be C-valued random fields indexed by an open subset Ω ⊂ C\R. We say (gn(z))z∈Ω weakly converges towards
(g(z))z∈Ω in the sense of finite dimensional distributions, if for any z1, z2, · · · , zm ∈ Ω the random vector
(gn(zj))16j6m weakly converges to (g(zj))16j6m. Let {(gnt (z))z∈Ω}06t6T , {(gt(z))z∈Ω}06t6T be random field
valued random processes. We say {(gnt (z))z∈Ω}06t6T weakly converges towards {(gt(z))z∈Ω}06t6T in the
sense of finite dimensional processes, if for any z1, z2, · · · , zm ∈ Ω the random process {(gnt (zj))16j6m}06t6T
weakly converges to {(gt(zj))16j6m}06t6T in the Skorokhod space D([0, T ],Cm).
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1.3 Main results
In this paper, we study the asymptotic behavior of the β-nonintersecting Poisson random walks, as the
number of particles n goes to infinity.
We consider β-nonintersecting Poisson random walks x(t) = (x1(t), x2(t), · · · , xn(t)), with initial data
x(0) = (x1(0), x2(0), · · · , xn(0)). We define the empirical measure process
µnt =
1
n
n∑
i=1
δxi(t)/θn, (1.6)
which can be viewed as a random element in D([0, T ],M1(R)), the space of right-continuous with left limits
processes from [0, T ] into the space M1(R) of probability measures on R.
The law of large numbers theorem states that the empirical measure process {µnt }06t6T converges in
D([0, T ],M1(R)). We need to assume that the initial empirical measure µ
n
0 converges in the Lévy metric as
n goes to infinity in M1(R).
We denote the Stieltjes transform of the empirical measure at time t as
mnt (z) =
1
n
n∑
i=1
1
xi(t)/θn− z =
∫
dµnt (x)
x− z , (1.7)
where z ∈ C \ R.
Theorem 1.3. Fix θ > 0. We assume that there exists a measure µ0 ∈M1(R), such that the initial empirical
measure µn0 converges in the Lévy metric as n goes to infinity towards µ0 almost surely (in probability).
Then, for any fixed time T > 0, {µnt }06t6T converges as n goes to infinity in D([0, T ],M1(R)) almost
surely (in probability). Its limit is the unique measure-valued process {µt}06t6T , so that the density satisfies
0 6 dµt(x)/dx 6 1, and its Stieltjes transform
mt(z) =
∫
dµt(x)
x− z , (1.8)
satisfies the equation
mt(z) = m0(z)−
∫ t
0
e−ms(z)∂zms(z)ds, (1.9)
for z ∈ C \ R.
Remark 1.4. Assumption in Theorem 1.3 is equivalent to that the Stieltjes transform of the initial empirical
measure
lim
n→∞
mn0 (z) =
∫
dµ0(x)
x− z =: m0(z),
almost surely (in probability), for any z ∈ C \ R.
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The Stieltjes transform of µt is characterized by (1.9),
∂tmt(z) = −e−mt(z)∂zmt(z) = ∂z(e−mt(z)). (1.10)
This is a complex Burgers type equation, and can be solved by the method of characteristics. We define the
characteristic lines,
∂tzt(z) = e
−mt(zt(z)), z0(z) = z. (1.11)
If the context is clear, we omit the parameter z, i.e. we simply write zt instead of zt(z). Plugging (1.11)
into (1.10), and applying the chain rule we obtain ∂tmt(zt) = 0. It implies that mt(z) is a constant along
the characteristic lines, i.e. mt(zt(z)) = m0(z0(z)) = m0(z). And the solution of the differential equation
(1.11) is given by
zt(z) = z + te
−m0(z), 0 6 t < − Im[z]
Im[e−m0(z)]
=: t(z). (1.12)
We conclude that the Stieltjes transform mt(z) is given by
mt(z + te
−m0(z)) = m0(z). (1.13)
Later we will prove that for any time t > 0, there exists an open set Ωt ⊂ C \ R defined in (2.7), such that
zt(z) = z + te
−m0(z) is conformal from Ωt to C \R, and is a homeomorphism from the closure of Ωt ∩C+ to
C+ ∪R, and from the closure of Ωt ∩ C− to C− ∪ R.
The central limit theorem states that the rescaled empirical measure process {n(µnt − µt)}06t6T weakly
converges in the space of distributions acting on analytic test functions to a Gaussian process. We need to
assume that the rescaled initial empirical measure n(µn0 − µ0) weakly converges to a measure.
We define the rescaled fluctuation process
gnt (z) = n(m
n
t (z)−mt(z)) = n
∫
d(µnt (x)− µt(x))
x− z , (1.14)
which characterizes the behaviors of the rescaled empirical measure process {n(µnt − µt)}06t6T .
Assumption 1.5. We assume there exists a constant a, such that that for any z ∈ C \ R,
E
[|gn0 (z)|2] 6 a(Im[z])−2,
and the random field (gn0 (z))z∈C\R weakly converges to a deterministic field (g0(z))z∈C\R, in the sense of
finite dimensional distributions.
Remark 1.6. Assumption 1.5 implies that the initial empirical measure µn0 converges in the Lévy metric as
n goes to infinity towards µ0 in probability.
Theorem 1.7. Fix θ > 0. We assume Assumption 1.5. Then for any fixed time T > 0, the process
{(gnt (zt(z)))z∈ΩT }06t6T converges weakly towards a Gaussian process {(gt(zt(z)))z∈ΩT }06t6T , in the sense
of finite dimensional processes, with initial data (g0(z))z∈C\R given in Assumption 1.5, means
E[gt(zt(z))] = µ(t, z) :=
g0(z)
1− t∂zm0(z)e−m0(z) +
(
1
2
− 1
2θ
)
t((∂zm0(z))
2 − ∂2zm0(z))e−m0(z)
(1− t∂zm0(z)e−m0(z))2 , (1.15)
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and covariances
cov[gs(zs(z)), gt(zt(z
′))] = σ(s, z, t, z′) :=
1
θ
1
(1− s∂zm0(z)e−m0(z))(1− t∂zm0(z′)e−m0(z′))
×
(
1
(z − z′)2 −
(1 − (s ∧ t)∂zm0(z)e−m0(z))(1− (s ∧ t)∂zm0(z′)e−m0(z′))
(z − z′ + (s ∧ t)(e−m0(z) − e−m0(z′)))2
)
cov[gs(zs(z)), gt(zt(z′))] = σ(s, z, t, z¯
′),
(1.16)
where
σ(s, z, t, z) := lim
z′→z
σ(s, z, t, z′) =
(s ∧ t)e−m0(z)(2(∂zm0(z))3 − 6∂zm0(z)∂2zm0(z) + 2∂3zm0(z))
12θ(1− (s ∧ t)∂zm0(z)e−m0(z))3(1− (s ∨ t)∂zm0(z)e−m0(z))
+
(s ∧ t)2e−2m0(z)((∂zm0(z))4 + 3(∂2zm0(z))2 − 2∂zm0(z)∂3zm0(z))
12θ(1− (s ∧ t)∂zm0(z)e−m0(z))3(1− (s ∨ t)∂zm0(z)e−m0(z)) .
Remark 1.8. We can rewrite the means and covariances in terms of the characteristic lines zt(z):
µ(t, z) =
g0(z)
∂zzt(z)
+
(
1
2
− 1
2θ
)
∂2zzt(z)
(∂zzt(z))2
,
σ(s, z, t, z′) =
1
θ
1
∂zzs(z)∂zzt(z′)
(
1
(z − z′)2 −
∂zzs∧t(z)∂zzs∧t(z
′)
(zs∧t(z)− zs∧t(z′))2
)
.
(1.17)
We will prove in Section 2.2, the means and the covariances (1.17) are universal, and coincide with those of
β-Dyson Brownian motions with initial data constructed by the Markov-Krein correspondence.
To study the fluctuation of the rescaled empirical measure process {n(µnt − µt)}06t6T with analytic
functions as test functions, we need to assume that the extreme particles are bounded.
Assumption 1.9. We assume there exists a large number b, such that
bn > x1(0) > x2(0) > · · · > xn(0). (1.18)
Theorem 1.10. Fix θ > 0. We assume Assumptions 1.5 and 1.9. Then for any fixed time T > 0 and real
analytic functions f1, f2, · · · , fm on R, the random process{(
n
∫
fj(x)d(µ
n
t (x) − µt(x))
)
16j6m
}
06t6T
,
converges as n goes to infinity in D([0, T ],Rm) weakly towards a Gaussian process {(Fj(t))16j6m}06t6T ,
with means and covariances
E[Fj(t)] = 1
2πi
∮
C
µ(t, z−1t (w))fj(w)dw,
cov[Fj(s),Fk(t)] = − 1
4π2
∮
C
∮
C
σ(s, z−1s (w), t, z
−1
t (w
′))fj(w)fk(w
′)dwdw′,
where the contours are sufficiently large depending on b.
Remark 1.11. We prove in Proposition 3.6 that with exponentially high probability all particles xi(t) are
inside an interval [0, cn]. The contours in Theorem 1.10 encloses a neighborhood of [0, c/θ]. Further, it is
enough to assume in Theorem 1.10 that fj are analytic only in a neighborhood of [0, c/θ].
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1.4 Related results
For the β-Dyson Brownian motion (1.1), the asymptotic behavior of the empirical measure process was
studied in [13, 37]. They found that the empirical measure process
µ˜nt =
1
n
n∑
i=1
δyi(t), 1 6 i 6 n, (1.19)
converges weakly in the space of continuous measure-valued processes to a deterministic process µ˜t, char-
acterized by the free convolution with semi-circle distributions. It was proven in [25], that the rescaled
empirical measure process n(µ˜nt − µ˜t) converges weakly in the space of distributions acting on a class of C6
test functions to a Gaussian process, provided that the initial distributions n(µ˜n0 − µ˜0) converge. The explicit
formulas of the means and the covariances of the limit Gaussian process was derived in [3].
More generally, the β-Dyson Brownian motion y(t) = (y1(t), y2(t), · · · , yn(t)) with potential V is given
by
dyi(t) =
√
2
βn
dBi(t) + 1
n
∑
j 6=i
1
yi(t)− yj(t)dt−
1
2
V ′(yi(t))dt, i = 1, 2, · · · , n,
where {(B1(t),B2(t), · · · ,Bn(t))}t>0 are independent standard Brownian motions. It was proven in [34, 35],
that under mild conditions on V , the empirical measure process converges to a V -dependent measure-valued
process, which can be realized as the gradient flow of the Voiculescu free entropy on the Wasserstein space
over R. The central limit theorem of the rescaled empirical measure process was proven in [40] for β > 1
and sufficiently regular convex potential V .
The Wigner-Dyson-Mehta conjecture stated that the eigenvalue correlation functions of a general class
of random matrices converge to the corresponding ones of Gaussian matrices. The Dyson Brownian motion
(1.1) plays a central role in the three-step approach to the universality conjecture in a series of works
[15–18, 24, 32, 33], developed by Erdős, Yau and their collaborators. Parallel results were established in
certain cases in [38, 39], with a four moment comparison theorem.
The transition probability of the β-nonintersecting Poisson random walks with the fully-packed initial
data xi(0) = (n − i)θ, 1 6 i 6 n, is a discrete β ensemble with Charlier weight. The discrete β ensembles
with general weights were introduced in [7], which is a probability distribution
Pn(ℓ1, ℓ2, · · · , ℓn) = 1
Zn
∏
16i<j6n
Γ(ℓi − ℓj + 1)Γ(ℓi − ℓj + θ)
Γ(ℓi − ℓj)Γ(ℓi − ℓj + 1− θ)
n∏
i=1
w(ℓi;N), (1.20)
on ordered n-tuples ℓ1 > ℓ2 > · · · ℓn such that ℓi = λi + (n− i)θ and λ1 > λ2 > · · · > λN are integers. The
discrete β ensembles are discretizations for the β ensembles of random matrix theory, which are probability
distributions on n tuples of reals y1 > y2 > · · · > yn,
Pn(y1, y2, · · · , yn) = 1
Zn
∏
16i<j6n
|yi − yj |β
n∏
i=1
e−nV (yi), (1.21)
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where the potential V is a continuous function. Under mild assumptions on the potential V , the β ensembles
(1.21) exhibit a law of large number, i.e., the empirical measure
µn =
1
n
n∑
i=1
δyi ,
converges to a non-random equilibrium measure µ. For β = 1, 2, 4 and V (y) = y2, this statement dates back
to the original work of Wigner [45, 46]. We refer to [2, Chapter 2.6] for the study of the β ensembles with
general V . In the breakthrough paper [27], Johansson introduced the loop (or Dyson-Schwinger) equations
to the mathematical community, and proved that the rescaled empirical measure satisfies a central limit
theorem, i.e., for sufficiently smooth functions f(y) the random variable
n
∫
f(x)(dµn(x) − dµ(x)).
converges to a Gaussian random variable. We refer to [8, 9, 30] for further development. The law of large
numbers and the central limit theorems of the discrete β ensemble (1.20) were proven in [7], using a discrete
version of the loop equations [36].
In the special case when β = 2, the central limit theorem for the global fluctuations of the nonintersecting
Poisson random walk were obtained by various methods. For the fully-packed initial data, the central limit
theorem was established in [6] by the technique of determinantal point processes, in [5,31] by computations
in the universal enveloping algebra of U(N) and in [10, 14] by employing finite term recurrence relations of
orthogonal polynomials. For general initial data, the law of large numbers and the central limit theorems
were proven in [11, 12], where the Schur generating functions were introduced to study random discrete
models. Our results give a new proof of these results based on the dynamical approach.
1.5 Organization of the paper
In Section 2.1, we recall the quantized free convolution as introduced in [11]. We show that the limit
measure-valued process µt is characterized by the quantized free convolution. In Section 2.2, we compare the
central limit theorems of the β-nonintersecting Poisson random walks with those of the β-Dyson Brownian
motions. It turns out that the means and covariances of the limit fluctuation process coincide under Markov-
Krein correspondence. In Section 2.3, we collect some properties of the generator Lnθ of the β-nonintersecting
Poisson random walks, and derive a stochastic differential equation of the Stieltjes transform of the empirical
measure process, which relies on the integrable features of the generator. The stochastic differential equation
can be viewed as a dynamical version of the Nekrasov’s equation in [7, Section 4], which is crucial for the
proof of central limit theorems of the discrete β ensembles. In Section 2.4 and 3.1, we prove the law of large
numbers and central limit theorem of the β-nonintersecting Poisson random walks. We directly analyze the
stochastic differential equation satisfied by the Stieltjes transform using the method of characteristics as
in [23], where the method of characteristics was used to derive the rigidity of the Dyson Brownian motion.
Since the β-nonintersecting Poisson random walks are jump processes, the analysis is more sophisticated
than that of the Dyson Brownian motion. In Section 3.2 we derive an estimate of the locations of extreme
particles, by a coupling technique, and prove the central limit theorem with analytic test functions.
Finally we remark that by analyzing the stochastic differential equation of the Stieltjes transform of the
empirical measure process as in [23], one can prove the optimal rigidity estimates and a mesoscopic central
limit theorem for the β-nonintersecting Poisson random walks.
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2 Law of large numbers for the empirical measure process
2.1 Quantized free convolution
In this section we study the limit measure-valued process µt. To describe it, we need the concept of quantized
free convolution as introduced in [11]. The quantized free convolution is a quantized version of the free
convolution originally defined by Voiculescu [41, 42] in the setting of operator algebras. Given a probability
measure µ, we denote its Stieltjes transform by mµ(z) =
∫
dµ(x)/(x−z), for any z ∈ C\R. The R-transform
is defined as
Rµ(z) := m
−1
µ (−z)−
1
z
, (2.1)
where m−1µ (z) is the functional inverse of mµ(z), i.e. mµ(m
−1
µ (z)) = m
−1
µ (mµ(z)) = z. The free convolution
is a unique operation on probability measures (µ, ν) 7→ µ ⊞ ν, which agrees with the addition of the R-
transforms:
Rµ(z) +Rν(z) = Rµ⊞ν(z)
It was proven in [43] that the asymptotic distribution of eigenvalues of sums of independent random matrices
is given by the free convolution.
The quantized free convolution is an operation on probability measures which have bounded by 1 density
with respect to the Lebesgue measure. One gets the quantized free convolution by replacing the R-transform
in (2.1) with the quantized R-transform
Rquantµ (z) := m
−1
µ (−z)−
1
1− e−z . (2.2)
The quantized free convolution is a unique operation on probability measures (µ, ν) 7→ µ⊗ ν, which agrees
with the addition of the quantized R-transforms:
Rquantµ (z) +R
quant
ν (z) = R
quant
µ⊗ν (z)
It was proven in [11, Theorem 1.1] that the quantized free convolution characterizes the tensor product of
two irreducible representation of unitary group.
The Markov-Krein correspondence [1, 28] gives an exact relationship between the free convolution and
the quantized free convolution.
Theorem 2.1. For every probability measure µ on R which has bounded by 1 density with respect to the
Lebesgue measure, there exists a probability measure Q(µ) such that
mQ(µ)(z) = 1− e−mµ(z), (2.3)
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where mµ(z) and mQ(µ)(z) are Stieltjes transforms of µ and Q(µ) respectively. We denote the operator
Q˜(µ) = r ◦Q ◦ r(µ),
where r is the reflection of a measure with respect to the origin. The operator Q˜ intertwines the free convo-
lution and the quantized free convolution, i.e. for any two probability measures µ1, µ2 as above, we have
Q˜(µ1 ⊗ µ2) = Q˜(µ1)⊞ Q˜(µ2).
Theorem 2.1 essentially reduces the quantized free convolution to the free convolution. Properties of
the quantized free convolution, e.g., existence and uniqueness, follow from their counterparts of the free
convolution. We sketch the construction of the operator Q in Remark 2.11 in Section 2.3.
The limit measure-valued process µt can be described by the quantized free convolution. We denote
Rquantt (z) the quantized R-transform of the measure µt. From (1.13), we have
(mt)
−1
(z) = (m0)
−1
(z) + te−z,
and
Rquantt (z) = R
quant
0 (z) + te
z.
There exists a family of measures νt such that the quantized R-transform of νt is given by te
z. The Stieltjes
transform mνt(z) of νt is given by
ze2mνt(z) + (1 − t− z)emνt(z) + t = 0.
We can solve for mνt(z), and the density of νt is given by for t 6 1,
dνt(x)/dx =


1
πarccot
(
x+t−1√
4xt−(x+t−1)2
)
, (1−√t)2 6 x 6 (√t+ 1)2,
1, x < (1−√t)2,
0, x > (
√
t+ 1)2,
(2.4)
for t > 1,
dνt(x)/dx =


1
πarccot
(
x+t−1√
4xt−(x+t−1)2
)
, (1−√t)2 6 x 6 (√t+ 1)2,
0, x < (
√
t− 1)2 or x > (√t+ 1)2.
(2.5)
We can conclude from the discussion above,
Proposition 2.2. The limit measure µt is the quantized free convolution of the initial measure µ0 with the
measure νt as defined in (2.4) and (2.5):
µt = µ0 ⊗ νt.
In the rest of this section, we collect some properties of the Stieltjes transform mt, the characteristic
lines zt and the logarithmic potential ht of the measure µt,
ht(z) =
∫
log(x− z)dµt(x), z ∈ C \ R. (2.6)
We remark that ∂zht(z) = −mt(z).
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Proposition 2.3. For any time t > 0, we define an open set Ωt ⊂ C \ R
Ωt :=
{
z ∈ C \ R :
∫
dQ(µ0)(x)
|x− z|2 <
1
t
}
, (2.7)
where the operator Q is defined in Theorem 2.1. Then, zt(z) = z + te−m0(z) is conformal from Ωt to C \ R,
and is a homeomorphism from the closure of Ωt ∩C+ to C+ ∪R, and from the closure of Ωt ∩C− to C− ∪R.
Moreover for any z ∈ Ωt, | Im[zs]| is monotonically decreasing for 0 6 s 6 t, i.e., | Im[zs]| > | Im[zt]|.
Proof. Thanks to Theorem 2.1, we have
zt(z) = z + te
−m0(z) = z + t− tmQ(µ0)(z),
and the proposition follows from [4, Lemma 4].
Proposition 2.4. Fix T > 0. For any 0 6 t 6 T and z ∈ ΩT as defined in (2.7), we have
(∂zmt)(zt(z)) =
∂zm0(z)
1− t∂zm0(z)e−m0(z)
, (∂2zmt)(zt(z)) =
∂2zm0(z)− t(∂zm0(z))3e−m0(z)
(1− t∂zm0(z)e−m0(z))3
,
(∂tmt)(zt(z)) = − ∂zm0(z)e
−m0(z)
1− t∂zm0(z)e−m0(z) , (∂tht)(zt(z)) = −e
−m0(z).
(2.8)
Proof. The first three relations follow directly by taking derivative of (1.13). For the last relation, we have
∂z((∂tht)(zt(z))) = −(∂tmt)(zt)∂zzt(z) = ∂z(−e−m0(z)).
The last relation follows by noticing that limz→∞(∂tht)(zt(z)) = 0.
2.2 Comparing with β-Dyson Brownian motion
In this section, we compare the central limit theorems of the β-nonintersecting random walks with those
of the β-Dyson Brownian motion. For general β > 0, we recall the β-Dyson Brownian motion y(t) =
(y1(t), y2(t), · · · , yn(t)) is a diffusion process solving
dyi(t) =
√
2
βn
dBi(t) + 1
n
∑
j 6=i
1
yi(t)− yj(t)dt+ dt, i = 1, 2, · · · , n, (2.9)
where {(B1(t),B2(t), · · · ,Bn(t))}t>0 are independent standard Brownian motions, and {y(t)}t>0 lives on the
Weyl chamber Wn = {(λ1, λ2, · · · , λn) : λ1 > λ2 > · · · > λn}.
Remark 2.5. The expression (2.9) is slightly different from (1.1). We add a constant drift term in (2.9),
so that it matches with the dynamics of the β-nonintersecting Poisson random walks.
We denote the empirical measure process of (2.9),
µ˜nt :=
1
n
n∑
i=1
δyi(t).
12
It follows from [13,37], if the initial empirical measure µ˜n0 converges in the Lévy metric as n goes to infinity
towards a probability measure µ˜0 almost surely (in probability), then, for any fixed time T > 0, {µ˜nt }06t6T
converges as n goes to infinity in D([0, T ],M1(R)) almost surely (in probability). The Stieltjes transform of
the limit measure-valued process {µ˜t}06t6T
m˜t(z) =
∫
dµ˜t(x)
x− z , z ∈ C \ R,
is characterized by
m˜t(z˜t(z)) = m˜0(z),
z˜t(z) = z + t− tm˜0(z),
(2.10)
where z˜t(z) is well-defined on the domain
Ω˜t :=
{
z ∈ C \ R :
∫
dµ˜0(x)
|x− z|2 <
1
t
}
.
We recall the limit empirical measure process µt of the β-nonintersecting Poisson random walks from Theorem
1.3, its Stieltjes transform mt(z) in (1.8), and the key relations (1.12) and (1.13). We also recall the Markov-
Krein correspondence operator Q from Theorem 2.1. If we take the µ˜0 = Q(µ0), by the defining relation
(2.3) of Q, we have
m˜0(z) = 1− e−m0(z).
Therefore, the characteristic lines for mt(z) and m˜t(z) are the same:
z˜t(z) = z + t− tm˜0(z) = z + te−m0(z) = zt(z). (2.11)
The Stieltjes transforms mt(z) and m˜t(z) satisfy
m˜t(z˜t(z)) = m˜0(z) = 1− e−m0(z) = 1− e−mt(zt(z)) = 1− e−mt(z˜t(z)).
Since z˜t(z) is a surjection onto C \ R, we get µ˜t = Q(µt).
We denote the rescaled fluctuation process
g˜nt (z) = n(m˜
n
t (z)− m˜t(z)).
It follows from [3,25], if there exists a constant a, such that for any z ∈ C \ R,
E
[|g˜n0 (z)|2] 6 a(Im[z])−2,
and the random field (g˜n0 (z))z∈C\R weakly converges to a deterministic field (g˜0(z))z∈C\R, in the sense of finite
dimensional distributions, then, for any fixed time T > 0, the process {(g˜nt (z˜t(z)))z∈Ω˜T }06t6T converges
weakly towards a Gaussian process {(g˜t(z˜t(z)))z∈Ω˜T }06t6T , in the sense of finite dimensional processes, with
initial data (g˜0(z))z∈C\R, means and covariances
E[g˜t(z˜t(z))] = µ˜(t, z) =
g˜0(z)
∂z z˜t(z)
+
(
1
2
− 1
2θ
)
∂2z z˜t(z)
(∂z z˜t(z))2
,
cov[g˜s(z˜s(z)), g˜t(z˜t(z
′))] = σ˜(s, z, t, z′) =
1
θ
1
∂z z˜s(z)∂z z˜t(z′)
(
1
(z − z′)2 −
∂z z˜s∧t(z)∂z z˜s∧t(z
′)
(z˜s∧t(z)− z˜s∧t(z′))2
)
,
cov[g˜s(z˜s(z)), g˜t(z˜t(z′))] = σ˜(s, z, t, z¯
′).
(2.12)
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Remark 2.6. The statements in [3,25] are for β-Dyson Brownian motions with quadratic potential, which
differ from (2.9) by a rescaling of time and space. (2.12) follows from [3, Theorem 2.3] by a change of
variable.
By comparing (2.12) with (1.17), if we replace the characteristic lines z˜t(z) in the expressions of the
means and covariances of the random field {(g˜t(z˜t(z)))z∈Ω˜T }06t6T by zt(z), we get the means and variances
of the random field {(gt(zt(z)))z∈ΩT }06t6T . If we take the µ˜0 = Q(µ0) and g˜0(z) = g0(z), then from the
discussion above, we have µ˜t = Q(µt) and z˜t(z) = zt(z) from (2.11). Thus,
{(g˜t(z˜t(z)))z∈Ω˜T }06t6T
d
= {(gt(zt(z)))z∈ΩT }06t6T ,
in the sense of finite dimensional processes. From the discussion above, we have that the following diagram
commutes
(µ0, g0(z)) (µt, gt(zt(z)))
(µ˜0, g˜0(z)) (µ˜t, g˜t(z˜t(z))),
β−nonintersecting Poisson random walks
Q⊗I Q⊗I
β−Dyson Brownian motions
where Q is the Markov-Krein correspondence from Theorem 2.1, and I is the identity map.
2.3 Stochastic differential equation for the Stieltjes transform
In this section we derive a stochastic differential equation for the Stieltjes transform of the empirical measure
process µnt .
Proposition 2.7. The Stieltjes transform of the empirical measure process satisfies the following stochastic
differential equation
mnt (zt) = m
n
0 (z) +
∫ t
0
∂zm
n
s (zs)e
−ms(zs)ds+ θn
∫ t
0

 n∏
j=1
(
1 +
1
n
1
zs − xj(s)/θn
)
−
n∏
j=1
(
1 +
1
n
1
(zs − 1/θn)− xj(s)/θn
) ds+Mnt (z),
(2.13)
where zt is defined in (1.11) with z0 = z and Mnt (z) is a Martingale starting at 0, with quadratic variations,
[Mn(z),Mn(z)]t =
∑
06s6t
(mns (zs)−mns−(zs))2,
[Mn(z),Mn(z)]t =
∑
06s6t
|mns (zs)−mns−(zs)|2.
(2.14)
Remark 2.8. We remark that the integrand in (2.13) also appears in the Nekrasov’s equation in [7, Section
4], which is crucial for the proof of the central limit theorems of the discrete β ensembles. We can view
(2.13) as a dynamical version of the Nekrasov’s equation.
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The β-nonintersecting random walk x(t) is a continuous time Markov jump process. We recall its
generator Lnθ from (1.3). By Itó’s formula,
Mnt (z) := m
n
t (zt)−mn0 (zt)−
∫ t
0
∂zm
n
s (zs)∂tzsds−
∫ t
0
Lnθmns (zs)ds, (2.15)
is a martingale with quadratic variations given by (2.14).
To estimate the integrandLnθmns (zs) in (2.15), we need some algebraic facts about the generator Lnθ .
Lemma 2.9. For any θ ∈ R, we have
n∑
i=1
∏
j:j 6=i
xi − xj + θ
xi − xj = n. (2.16)
Proof. We can rewrite the left hand side of (2.16) in terms of the Vandermond determinant in variables
x1, x2, · · · , xn,
n∑
i=1
∏
j:j 6=i
xi − xj + θ
xi − xj =
n∑
i=1
V (x+ θei)
V (x)
.
We notice that
∑n
i=1 V (x+ θei) is a degree n(n− 1)/2 polynomial in variables x1, x2, · · · , xn. More impor-
tantly, it is antisymmetric. Therefore, there exists a constant C(θ, n) depending on θ and n such that
n∑
i=1
V (x+ θei) = C(θ, n)V (x). (2.17)
We conclude (2.16) from (2.17) by comparing the coefficient of the term xn−11 x
n−2
2 · · ·xn−1.
The following identity will be crucial for the derivation of the stochastic differential equation of the
Stieltjes transforms of the empirical measure process µt.
Corollary 2.10. For any θ ∈ R, we have
n∑
i=1

∏
j:j 6=i
xi − xj + θ
xi − xj

 1
n
1
xi/θn− z = 1−
n∏
j=1
(
1 +
1
n
1
z − xj/θn
)
. (2.18)
Proof. We use Lemma 2.9 for the vector (x1, x2, · · · , xn, θnz),
n+ 1 =
n∑
i=1

∏
j:j 6=i
xi − xj + θ
xi − xj

 xi − θnz + θ
xi − θnz +
n∏
j=1
θnz − xj + θ
θnz − xj
=
n∑
i=1

∏
j:j 6=i
xi − xj + θ
xi − xj

+ n∑
i=1

∏
j:j 6=i
xi − xj + θ
xi − xj

 θ
xi − θnz +
n∏
j=1
(
1 +
θ
θnz − xj
)
= n+
n∑
i=1

∏
j:j 6=i
xi − xj + θ
xi − xj

 θ
xi − θnz +
n∏
j=1
(
1 +
θ
θnz − xj
)
.
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The claim (2.18) follows by rearranging.
Remark 2.11. We can use Corollary 2.10 to give a construction of the operator Q in Theorem 2.1. Let µ
be a measure as in Theorem 2.1. For any large integer m > 0, we discretize µ on the scale 1/m and define
µm :=
1
m
m∑
i=1
δym
i
,
i− 1/2
m
=
∫ ∞
ym
i
dµ(x), 1 6 i 6 m.
As m goes to infinity, µm weakly converges to µ. Since the density of µ is bounded by 1, we have ymi −ymi+1 >
1/m for all 1 6 i 6 m− 1. The Perelomov-Popov measure is defined as
Qm(µm) :=
1
m
m∑
i=1
∏
j:j 6=i
ymi − ymj + 1/m
ymi − ymj
δym
i
.
Since ymi − ymi+1 > 1/m, Qm(µm) is a positive measure. Moreover, thanks to Lemma 2.9, Qm(µm) is
a probability measure. We denote the Stieltjes transform of µ, µm and Qm(µm) by mµ(z), mµm(z) and
mQm(µm)(z) respectively. Since µm weakly converges to µ as m goes to infinity,
lim
m→∞
mµm(z) = mµ(z), z ∈ C \ R.
For the Stieltjes transform mQm(µm)(z), we use Corollary 2.10,
mQm(µm)(z) =
1
m
m∑
i=1
∏
j:j 6=i
ymi − ymj + 1/m
ymi − ymj
1
ymi − z
= 1−
m∏
j=1
(
1− 1
m
1
ymj − z
)
= 1− exp

− 1m
m∑
j=1
1
ymj − z
+O
(
1
m
)

= 1− exp
{
−mµm(z) + O
(
1
m
)}
→ 1− e−mµ(z),
as m goes to infinity. Since
lim
y→∞
iy
(
1− e−mµ(iy)
)
= −1,
by [20, Theorem 1], there exists a probability measure Q(µ) with Stieltjes transform 1−e−mµ(z), and Qm(µm)
weakly converges to Q(µ).
Proof of Proposition 2.7. For the integrand Lnθmns (z), we have
Lnθmns (z) = θn
n∑
i=1

∏
j:j 6=i
xi(s)− xj(s) + θ
xi(s)− xj(s)

( 1
n
1
(xi(s) + 1)/θn− zs −
1
n
1
xi(s)/θn− zs
)
= θn

 n∏
j=1
(
1 +
1
n
1
zs − xj(s)/θn
)
−
n∏
j=1
(
1 +
1
n
1
(zs − 1/θn)− xj(s)/θn
) .
where we used Corollary 2.10. Combining with (2.15), this finishes the proof Proposition 2.7
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2.4 Law of large numbers
In this section we analyze (2.13), and prove the Law of large numbers for the β-nonintersecting Poisson
random walk.
We define an auxiliary process Nnt , which counts the number of jumps for the β-nonintersecting Poisson
random walk x(t),
Nnt =
n∑
i=1
(xi(t)− xi(0)) . (2.19)
The Poisson process Nnt will be used later to control the martingale term M
n
t (z) in (2.13).
Proposition 2.12. Nnt is a Poisson process, starting at 0, with jump rate θn
2.
Proof. According to the generator (1.3) of the β-nonintersecting Poisson random walk, the process Nnt
increases 1 with rate
θn
n∑
i=1
∑
j:j 6=i
xi − xj + θ
xi − xj = θn
2,
where we used Proposition 2.16.
In the following we simplify the stochastic differential equation of mt(zt), i.e. the second integrand in
(2.13). By Proposition 2.3, for any z ∈ ΩT , and 0 6 t 6 T , we have | Im[zt]| > | Im[zT ]| > 0. Therefore, we
have the trivial bound 1/|xj(s)/θn− zt| = O(1), where the implicit constant depends on Im[zT ].
For the first term in the second integrand in (2.13), by the Tylor expansion
n∏
j=1
(
1 +
1
n
1
zs − xj(s)/θn
)
= exp

 n∑
j=1
ln
(
1 +
1
n
1
zs − xj(s)/θn
)
= exp

 n∑
j=1
1
n
1
zs − xj(s)/θn −
1
2n2
1
(zs − xj(s)/θn)2 +
1
3n3
1
(zs − xj(s)/θn)3 +O
(
1
n4
)
= e−m
n
s (zs)
(
1− 1
2
∂zm
n
s (zs)
n
+
1
8
(∂zm
n
s (zs))
2
n2
− 1
6
∂2zm
n
s (zs)
n2
+O
(
1
n3
))
.
(2.20)
Similarly, for the second term in the integrand,
n∏
j=1
(
1 +
1
n
1
(zs − 1/θn)− xj(s)/θn
)
= exp

 n∑
j=1
ln
(
1 +
1
n
1
(zs − 1/θn)− xj(s)/θn
)
= e−m
n
s (z)
(
1−
(
1
2
− 1
θ
)
∂zm
n
s (z)
n
+
1
2
(
1
θ
− 1
2
)2
(∂zm
n
s (zs))
2
n2
−
−1
2
(
1
θ2
− 1
θ
+
1
3
)
∂2zm
n
s (zs)
n2
+O
(
1
n3
))
.
(2.21)
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The difference of (2.20) and (2.21) is
n∏
j=1
(
1 +
1
n
1
(zs − 1/θn)− xj(s)/θn
)
−
n∏
j=1
(
1 +
1
n
1
(zs − 1/θn)− xj(s)/θn
)
= e−m
n
s (zs)
(
−∂zm
n
s (zs)
θn
+
(
1
2
− 1
2θ
)
(∂zm
n
s (zs))
2 − ∂2zmns (zs)
θn2
+O
(
1
n3
))
.
(2.22)
We can use (2.22) to simplify the stochastic differential equation (2.13),
mnt (zt) = m
n
0 (z) +
∫ t
0
∂zm
n
s (zs)
(
e−ms(zs) − e−mns (zs)
)
ds+
+
(
1
2
− 1
2θ
)∫ t
0
((∂zm
n
s (zs))
2 − ∂2zmns (zs))e−m
n
s (zs)
n
ds+Mnt (z) + O
(
t
n2
)
,
(2.23)
where the implicit constant depends on θ and Im[zT ].
In the following we estimate the martingale Mnt (z) using the Burkholder-Davis-Gundy inequality. For
the quadratic variation of Mnt (z), we have
[Mn(z),Mn(z)]t =
∑
0<s6t
|mns (zs)−mns−(zs)|2
=
1
n2
∑
0<s6t
∆xi(s)>0
∣∣∣∣ 1xi(s)/θn− zs −
1
xi(s−)/θn− zs
∣∣∣∣
2
= O
(
Nnt
n4
)
,
(2.24)
where the implicit constant depends on θ and Im[zT ]. It follows from the Burkholder-Davis-Gundy inequality,
for any p > 1, we have
E
[(
sup
06t6T
|Mnt (z)|
)p]1/p
6 CpE
[
[Mn(z),Mn(z)]
p/2
T
]1/p
= O
(
p
n2
E
[
(NnT )
p/2
]1/p)
= O
(
T 1/2p3/2
n
)
.
(2.25)
By the Markov’s inequality, we have
P
(
sup
06t6T
|Mnt (z)| > ε
)
6
(
CT 1/2p3/2
εn
)p
.
Therefore it follows by taking p > 1, sup06t6T |Mnt (z)| converges to zero almost surely as n goes to infin-
ity.
For any 0 6 t 6 T , we can rewrite (2.23) as
|mnt (zt)−mn0 (z)| 6 |mn0 (z)−m0(z)|+ C
(∫ t
0
|ms(zs)−m0(z)|ds+ t
n
)
+ sup
06t6T
|Mnt |
= C
(∫ t
0
|ms(zs)−m0(z)|ds
)
+ |mn0 (z)−m0(z)|+ o(1)
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where the constant C depends on θ, T and Im[zT ], and the term o(1) converges to zero almost surely and is
uniform for 0 6 t 6 T . Thus, it follows from Gronwell’s inequality,
sup
06t6T
|mt(zt)−m0(z)| 6 C|mn0 (z)−m0(z)|+ o(1),
which converges to zero almost surely (in probability), if |mn0 (z) −m0(z)| converges to zero almost surely
(in probability). This finishes the proof of Theorem 1.3.
3 Central limit theorems for the empirical measure process
In this section, we prove the central limit theorems for the rescaled empirical measure process {n(µnt −
µt)}06t6T with analytic test functions.
3.1 Central limit theorems
Theorem 1.7 follows from the following proposition.
Proposition 3.1. We assume Assumption 1.5. Then for any values z1, z2, · · · , zm ∈ C \ R and time T <
min{t(z1), t(z2), · · · , t(zm)} as defined in (1.12), the random processes {(gnt (zt(zj)))16j6m}06t6T converge
weakly in the Skorokhod space D([0, T ],Cm) towards a Gaussian process {(Gj(t))16j6m}06t6T , which is the
unique solution of the system of stochastic differential equations
Gj(t) = Gj(0) +
∫ t
0
∂zm0(zj)e
−m0(zj)
1− s∂zm0(zj)e−m0(zj)
Gj(s)ds
+
(
1
2
− 1
2θ
)∫ t
0
((∂zm0(zj))
2 − ∂2zm0(zj))e−m0(zj)
(1− s∂zm0(zj)e−m0(zj))3
ds+Wj(t), 1 6 j 6 m,
(3.1)
with initial data (g0(zj))16j6m given in Assumption 1.5, and {(Wj(t))16j6m}06t6T is a centered Gaussian
process independent of (Gj(0))16j6m, and
〈Wj ,Wk〉t = −1
θ
∫ t
0
(∂sms)(zs(zj)) + (∂sms)(zs(zk))
(zs(zj)− zs(zk))2 −
2(e−m0(zj) − e−m0(zk))
(zs(zj)− zs(zk))3 ds,
〈Wj , W¯k〉t = −1
θ
∫ t
0
(∂sms)(zs(zj)) + (∂sms)(zs(z¯k))
(zs(zj)− zs(z¯k))2 −
2(e−m0(zj) − e−m0(z¯k))
(zs(zj)− zs(z¯k))3 ds,
(3.2)
where
〈Wj ,Wj〉t = lim
zk→zj
−1
θ
∫ t
0
(∂sms)(zs(zj)) + (∂sms)(zs(zk))
(zs(zj)− zs(zk))2 −
2(e−m0(zj) − e−m0(zk))
(zs(zj)− zs(zk))3 ds
= − 1
6θ
∫ t
0
(∂s∂
2
zms)(zs(zj))ds.
(3.3)
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Proof of Theorem 1.7. We can solve for {(Gj(t))16j6m}06t6T explicitly. From (3.1), we have
d(1 − t∂zm0(zj)e−m0(zj))Gj(t) =
(
1
2
− 1
2θ
)
((∂zm0(zj))
2 − ∂2zm0(zj))e−m0(zj)
(1− t∂zm0(zj)e−m0(zj))2
dt
+ (1− t∂zm0(zj)e−m0(zj))dWj(t).
(3.4)
We integrate both sides of (3.4),
Gj(t) = Gj(0)
1− t∂zm0(zj)e−m0(zj)
+
(
1
2
− 1
2θ
)
t((∂zm0(zj))
2 − ∂2zm0(zj))e−m0(zj)
(1− t∂zm0(zj)e−m0(zj))2
+ Bj(t),
where
Bj(t) = 1
(1− t∂zm0(zj)e−m0(zj))
∫ t
0
(1− s∂zm0(zj)e−m0(zj))dWj(s).
By a straightforward (but tedious and lengthy) calculation, using (2.8), (3.2) and (3.3), we get the covariances
of {(Bj(t))16j6m}06t6T ,
cov[Bj(s),Bk(t)] =
∫ s∧t
0
(1 − u∂zm0(zj)e−m0(zj))(1 − u∂zm0(zk)e−m0(zk))d〈Wj ,Wk〉u
(1− s∂zm0(zj)e−m0(zj))(1 − t∂zm0(zk)e−m0(zk))
=
1
θ
1
(1− s∂zm0(zj)e−m0(zj))(1− t∂zm0(zk)e−m0(zk))
×
(
1
(zj − zk)2 −
(1 − (s ∧ t)∂zm0(zj)e−m0(zj))(1− (s ∧ t)∂zm0(zk)e−m0(zk))
(zj − zk + (s ∧ t)(e−m0(zj) − e−m0(zk)))2
)
= σ(s, zj , t, zk)
cov[Bj(s),Bk(t)] = σ(s, zj , t, z¯k),
and
cov[Bj(s),Bj(t)] =
∫ s∧t
0
(1− u∂zm0(zj)e−m0(zj))2d〈Wj ,Wj〉u
(1− s∂zm0(zj)e−m0(zj))(1 − t∂zm0(zj)e−m0(zj))
=
(s ∧ t)e−m0(zj)(2(∂zm0(zj))3 − 6∂zm0(zj)∂2zm0(zj) + 2∂3zm0(zj))
12θ(1− (s ∧ t)∂zm0(zj)e−m0(zj))3(1 − (s ∨ t)∂zm0(zj)e−m0(zj))
+
(s ∧ t)2e−2m0(zj)((∂zm0(zj))4 + 3(∂2zm0(zj))2 − 2∂zm0(zj)∂3zm0(zj))
12θ(1− (s ∧ t)∂zm0(zj)e−m0(zj))3(1− (s ∨ t)∂zm0(zj)e−m0(zj))
= σ(s, zj , t, zj) = lim
zk→zj
σ(s, zj , t, zk).
This finishes the proof of Theorem 1.7.
We divide the proof of Proposition 3.1 into three steps. In Step one we prove the tightness of the
processes {(gnt (zt(zj)))16j6m)}06t6T as n goes to infinity. In Step two, we prove that the martingale term
{(nMnt (zj))16j6m}06t6T converges weakly to a centered complex Gaussian process. In Step three, we prove
that the subsequential limits of {(gnt (zt(zj)))16j6m)}06t6T solve the stochastic differential equation (3.1).
Proposition 3.1 follows from this fact and the uniqueness of the solution to (3.1).
Proof of Proposition 3.1. Step one: tightness.
We first prove the tightness of the martingale term.
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Claim 3.2. We assume the assumptions of Proposition 3.1. Then as n goes to infinity, the random processes
{(nMnt (zj))16j6m}06t6T , and {(n2[Mn(zj),Mn(zk)]t)16j,k6m}06t6T are tight.
We apply the sufficient condition for tightness of [26, Chapter 6, Proposition 3.26]. We need to check
the modulus conditions: for any ε > 0 there exists a δ > 0 such that
P
(
sup
16j6m
sup
06t6t′6T,t′−t6δ
|n(Mnt′ (zj)−Mnt (zj))| > ε
)
6 ε, (3.5)
P
(
sup
16j,k6m
sup
06t6t′6T,t′−t6δ
∣∣n2([Mn(zj),Mn(zk)]t′ − [Mn(zj),Mn(zk)]t)∣∣ > ε
)
6 ε. (3.6)
For (3.5), since {Mnt′ (zj) −Mnt (zj)}t6t′6T∨t+δ is a martingale, it follows from the Burkholder-Davis-
Gundy inequality, for any p > 1, we have
E
[(
sup
t6t′6T∨t+δ
|n(Mnt′ (zj)−Mnt (zj))|
)p]1/p
6 CpnE
[
[Mn(zj)−Mnt (zj),Mn(zj)−Mnt (zj)]p/2T∨t+δ
]1/p
= O
(
p
n
E
[(
NnT∨t+δ −Nnt
)p/2]1/p)
= O
(
δ1/2p3/2
)
.
where the implicit constant depends on θ and min16j6m | Im[zT (zj)]|. By the Markov’s inequality, we have
P
(
sup
t6t′6T∨t+δ
|n(Mnt′ (zj)−Mnt (zj))| > ε
)
6
(
Cδ1/2p3/2
ε
)p
.
Let tk = (k − 1)δ ∨ T for 1 6 k 6 ⌊1/δ⌋. By a union bound
P
(
sup
16j6m
sup
06t6t′6T,t′−t6δ
|n(Mnt′ (zj)−Mnt (zj))| > ε
)
6
m
δ
sup
16j6m
sup
16k6⌊1/δ⌋
P
(
sup
tk6t6T∨(tk+δ)
|n(Mnt (zj)−Mntk(zj))| > ε/2
)
6
m
δ
(
2Cδ1/2p3/2
ε
)p
6 ε.
if we take p > 2 and δ small enough. This finishes the proof of (3.5).
The modulus of the process n2[Mn(zj),M
n(zk)]t is dominated by the Poisson process n
−2Nnt in the
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following sense. For any 0 6 t 6 T and t 6 t′ 6 T ∨ (t+ δ),∣∣n2([Mn(zj),Mn(zk)]t′ − [Mn(zj),Mn(zk)]t)∣∣
6 n2
∑
t<s6t′
|mns (zs(zj))−mns−(zs(zj))||mns (zs(zk))−mns−(zs(zk))|
=
∑
t<s6t′
∆xi(s)>0
∣∣∣∣ 1xi(s)/θn− zs(zj) −
1
xi(s−)/θn− zs(zj)
∣∣∣∣
∣∣∣∣ 1xi(s)/θn− zs(zk) −
1
xi(s−)/θn− zs(zk)
∣∣∣∣
= O
(
Nnt′ −Nnt
n2
)
,
(3.7)
where the implicit constant depends on θ and min16j6m | Im[zT (zj)]|. By the same argument as for (3.5),
we have that n−2Nnt satisfies the modulus condition:
P
(
sup
06t6t′6T,t′−t6δ
∣∣∣∣Nnt′ −Nntn2
∣∣∣∣ > ε
)
6 ε. (3.8)
The claim (3.6) follows from combining (3.7) and (3.8).
Claim 3.3. We assume the assumptions of Proposition 3.1. Then as n goes to infinity, the random processes
{(gnt (zt(zj)))16j6m)}06t6T are tight.
We apply the sufficient condition for tightness of [26, Chapter 6, Proposition 3.26], and check the modulus
condition: for any ε > 0 there exists a δ > 0 such that
sup
n>1
P
(
sup
16i6m
sup
06t6t′6T,t′−t6δ
|gnt′(zt′(zj))− gnt (zt(zj))| > ε
)
6 ε. (3.9)
Before we prove the modulus condition (3.9), we first prove that as n goes to infinity, the random
processes {(gnt (zt(zj)))16j6m}06t6T are stochastically bounded, i.e. for any ε > 0, there exists M > 0 such
that
sup
n>1
P
(
sup
16j6m
sup
06t6T
|gnt (zt(zj))| >M
)
6 ε. (3.10)
By rearranging (2.23), for any 1 6 i 6 m, we get
gnt (zt(zj)) = g
n
0 (zj) +
∫ t
0
∂zm
n
s (zs(zj))e
−m0(zj)n
(
1− e−(mns (zs(zj))−m0(zj))
)
ds+
+
(
1
2
− 1
2θ
)∫ t
0
(
(∂zm
n
s (zs(zj)))
2 − ∂2zmns (zs(zj))
)
e−m
n
s (zs(zj))ds+ nMnt (zj) + O
(
t
n
)
.
(3.11)
For the second and third terms on the righthand side of (3.11), we have∣∣∣∂zmns (zs(zj))e−m0(zj)n(1− e−(mns (zs(zj))−m0(zj)))∣∣∣ 6 C|gns (zs(zj))|,∣∣∣(∂zmns (zs(zj)))2 − ∂2zmns (zs(zj))e−mns (zs(zj))∣∣∣ 6 C, (3.12)
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where the constants C depends on min16j6m | Im[zT (zj)]|. From (2.25), we have
E
[(
sup
06t6T
|nMnt (zj)|
)p]1/p
6 CT 1/2p3/2, (3.13)
where the constant C depends on θ andmin16j6m | Im[zT (zj)]|. Combining (3.12), (3.13) with the Gronwall’s
inequality, we get that the process {(gnt (zt(zj))16j6m}16t6T is stochastically bounded (3.10).
On the event {sup16j6m sup06t6T |gnt (zt(zj))| 6M}, for any 0 6 t 6 T and t 6 t′ 6 T ∨ t+ δ, we have
|gnt′(zt′(zj))− gnt (zt(zj))| 6 C(M + 1)δ + n(Mnt′ (zj)−Mnt (zj)) + O
(
t
n
)
.
The claim (3.9) follows from the tightness of {(nMnt (zj))16j6m}06t6T .
Step two: weak convergence of the martingale term.
We define a sequence of stopping times τn0 , τ
n
1 , τ
n
2 , τ
n
3 , · · · , where τn0 = 0 and for l > 1, τnl is the time
of the l-th jump of the Poisson process Nnt . The following estimate follows from the tail estimate of the
exponential random variables.
Claim 3.4. Fix θ > 0 and time T > 0. For any ε > 0, there exists a M > 0 such that
sup
n>1
P
(
sup
0<τn
j
6t
|τnj − τnj−1| >
M lnn
n2
)
6 ε (3.14)
Since the waiting time of Nnt is an exponential random variable of rate θn
2, for any j > 1, we have
P
(
|τnj − τnj−1| >
M lnn
n2
)
= exp
{
−θn2M lnn
n2
}
= n−θM . (3.15)
The claim (3.14) follows from (3.15) and a union bound.
Claim 3.5. We assume the assumptions of Proposition 3.1. Then as n goes to infinity, the complex mar-
tingales {(nMnt (zj))16j6m}06t6T converge weakly in D([0, T ],Cm) towards a centered complex Gaussian
process {(Wj(t))16j6m}06t6T , with quadratic variation given by (3.2) and (3.3).
We notice that Mnt (zj) = M
n
t (z¯j). Claim 3.5 follows from [19, Chapter 7, Theorem 1.4] and the weak
convergence of the quadratic variations,
n2[Mn(zj),M
n(zj)]t ⇒ − 1
6θ
∫ t
0
(∂s∂
2
zms)(zs(zj))ds, (3.16)
n2[Mn(zj),M
n(zk)]t ⇒ −1
θ
∫ t
0
(∂sms)(zs(zj)) + (∂sms)(zs(zk))
(zs(zj)− zs(zk))2 −
2(e−m0(zj) − e−m0(zk))
(zs(zj)− zs(zk))3 ds. (3.17)
Thanks to (3.6), we know that the processes {(n2[Mnt (zj),Mnt (zk)]t)16j,k6m}06t6T are tight. For (3.16)
and (3.17), it remains to prove the weak convergence of any fixed time.
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By definition, the quadratic variation n2[Mnt (zj),M
n
t (zk)]t is given by
n2[Mn(zj),M
n(zk)]t =
∑
0<s6t
∆xi(s)>0
(
1
xi(s)/θn− zs(zj) −
1
xi(s−)/θn− zs(zj)
)
(
1
xi(s)/θn− zs(zk) −
1
xi(s−)/θn− zs(zk)
)
=
∑
0<s6t
∆xi(s)>0
1
(θn)2
1
(xi(s)/θn− zs(zj))2(xi(s)/θn− zs(zk))2 +O
(
Nnt
n3
)
,
(3.18)
where the implicit constant depends on θ and min16j6m | Im[zT (zj)]|. We can further rewrite (3.18) as a
sum of differences. For (3.16), we have
n2[Mn(zj),M
n(zj)]t =
∑
0<s6t
∆xi(s)>0
1
(θn)2
1
(xi(s)/θn− zs(zj))4 +O
(
Nnt
n3
)
=
∑
0<s6t
∆xi(s)>0
− 1
3θn
(
1
(xi(s)/θn− zs(zj))3 −
1
(xi(s−)/θn− zs(zj))3
)
+O
(
Nnt
n3
)
= − 1
6θ
∑
0<s6t
∆xi(s)>0
(
∂2zm
n
s (zs(zj))− ∂2zmns−(zs(zj))
)
+O
(
Nnt
n3
)
(3.19)
We recall the stopping times defined above Claim 3.4, and rewrite (3.19) as
n2[Mn(zj),M
n(zj)]t = − 1
6θ
∑
0<l6Nnt
(
∂2zm
n
τn
l
(zτn
l
(zj))− ∂2zmnτn
l−1
(zτn
l
(zj))
)
+O
(
Nnt
n3
)
= − 1
6θ
∑
0<l6Nnt
(
∂2zm
n
τn
l
(zτn
l
(zj))− ∂2zmnτn
l−1
(zτn
l−1
(zj))− ∂3zmnτn
l−1
(zτn
l−1
(zj))(zτn
l
(zj)− zτn
l−1
(zj))
)
+O
(
Nnt
(
1
n3
+ sup
0<l6Nnt
|zτn
l
− zτn
l−1
|2
))
= − 1
6θ
(
∂2zm
n
t (zt(zj))− ∂2zmn0 (z0(zj))−
∫ t
0
∂3zm
n
s (zs(zj))dzs(zj)
)
+O
(
Nnt
(
1
n3
+ sup
0<l6Nnt
|zτn
l
− zτn
l−1
|2
)
+ |zt(zj)− zτn
Nn
t
(zj)|
)
⇒ − 1
6θ
∫ t
0
(∂s∂
2
zms)(zs(zj))ds,
(3.20)
where in the last line we used Claim (3.4) and that zt is Lipschitz with respect to t. This finishes the proof
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of (3.16). For (3.17), we have
n2[Mn(zj),M
n(zk)]t =
∑
0<s6t
∆xi(s)>0
1
(θn)2
1
(xi(s)/θn− zs(zj))2(xi(s)/θn− zs(zk))2 +O
(
Nnt
n3
)
=
1
(θn)2
∑
0<s6t
∆xi(s)>0
(
1
(zs(zj)− zs(zk))2
(
1
(xi(s)/θn− zs(zj))2 +
1
(xi(s)/θn− zs(zk))2
)
− 2
(zs(zj)− zs(zk))3
(
1
(xi(s)/θn− zs(zj)) −
1
(xi(s)/θn− zs(zk))
))
+O
(
Nnt
n3
)
= −1
θ
∑
0<s6t
∆xi(s)>0
(mns (zs(zj))−mns−(zs(zj))) + (mns (zs(zk))−mns−(zs(zk)))
(zs(zj)− zs(zk))2
− 2
θ
∑
0<s6t
∆xi(s)>0
(hns (zs(zj))− hns−(zs(zj))) − (hns (zs(zk))− hns−(zs(zk)))
(zs(zj)− zs(zk))3 +O
(
Nnt
n3
)
,
where hnt (z) is the logarithmic potential of the empirical measure µ
n
t ,
hnt (z) =
∫
ln(x− z)dµnt (x) =
1
n
n∑
i=1
ln(xi(t)− z), z ∈ C \ R.
Thanks to Theorem (1.3), we have
hnt (z)⇒ ht(z) =
∫
ln(x− z)dµt, z ∈ C \ R,
where the logarithmic potential ht(z) is defined in (2.6). By the same argument as in (3.20), we get
n2〈Mn(zj),Mn(zk)〉t ⇒ −1
θ
∫ t
0
(∂sms)(zs(zj)) + (∂sms)(zs(zk))
(zs(zj)− zs(zk))2 +
2((∂shs)(zs(zj))− (∂shs)(zs(zk)))
(zs(zj)− zs(zk))3 ds
= −1
θ
∫ t
0
(∂sms)(zs(zj)) + (∂sms)(zs(zk))
(zs(zj)− zs(zk))2 −
2(e−m0(zj) − e−m0(zk))
(zs(zj)− zs(zk))3 ds.
This finishes the proof of (3.17).
Step three: subsequential limit.
In the first step, we have proven that as n goes to infinity, the random processes {(gnt (zt(zj)))16j6m)}06t6T
are tight. Without loss of generality, by passing to a subsequence, we assume that they weakly con-
verge towards to a random process {(Gj(t))16j6m)}06t6T . We check that the limit process satisfies the
stochastic differential equation (3.1). The random process {(gnt (zt(zj)))16j6m)}06t6T satisfies the stochas-
tic differential equation (3.11). For the first term on the righthand side of (3.11), by our assumption
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(gn0 (zj))16j6m ⇒ (g0(zj))16j6m. For the second term, by Theorem 1.3, we have∫ t
0
∂zm
n
s (zs(zj))e
−m0(zj)n
(
1− e−(mns (zs(zj))−m0(zj))
)
ds
=
∫ t
0
∂zm
n
s (zs(zj))e
−m0(zj)gnt (zs(zj))ds+O
(∫ t
0
n|mns (zs(zj))−m0(zj)|2ds
)
⇒
∫ t
0
∂zms(zs(zj))e
−m0(zj)Gj(s)ds =
∫ t
0
∂zm0(zj)e
−m0(zj)
1− s∂zm0(zj)e−m0(zj)
Gj(s)ds
where the last term vanishes, because the processes {(gnt (zt(zj)))16j6m)}06t6T are stochastically bounded,
i.e. (3.10). For the third term, by Theorem 1.3 and Proposition 2.4, we have∫ t
0
(
(∂zm
n
s (zs(zj)))
2 − ∂2zmns (zs(zj))
)
e−m
n
s (zs(zj))ds⇒
∫ t
0
(
(∂zms(zs(zj)))
2 − ∂2zms(zs(zj))
)
e−m0(zj)ds
=
∫ t
0
((∂zm0(zj))
2 − ∂2zm0(zj))e−m0(zj)
(1− s∂zm0(zj)e−m0(zj))3
ds.
For the fourth term, in Step two we have proven that {(nMnt (zj))16j6m}06t6T converges weakly towards a
centered complex Gaussian process {(Wj(t))16j6m}06t6T , which is characterized by (3.16) and (3.17). This
finishes the proof of Theorem 3.1.
3.2 Extreme particles
In the following we first derive a large deviation estimate of the extreme particles of the β-nonintersecting
random walks. Then Theorem 1.10 follows from Theorem 1.7 by a contour integral.
Proposition 3.6. Suppose the initial data x(0) satisfies Assumption 1.9. For any time t > 0, there exists
a constant c depending on b and t, such that
cn > x1(t) > x2(t) > · · · > xn(t), (3.21)
with probability at least 1− exp(−cn).
We notice that the β-nonintersecting Poisson random walks are shift invariant. Suppose that the β-
nonintersecting Poisson random walk y(t) starts from (a+(n−1)θ, a+(n−2)θ, · · · , a), where a = a(n) ∈ Z>0.
Then it follows from Theorem 1.1 that for any fixed t > 0, the law of y(t) is given by
Pt(y1, y2, · · · , yn) = 1
Zn
∏
16i<j6n
Γ(yi − yj + 1)Γ(yi − yj + θ)
Γ(yi − yj)Γ(yi − yj + 1− θ)
n∏
i=1
(θtn)yi−a
Γ(yi − a+ 1) , (3.22)
where the partition function Zn is given by
Zn = e
θtn2(θtn)θ(n−1)n/2
n∏
i=1
Γ(iθ)
Γ(θ)
.
The measure Pt(y1, y2, · · · , yn) is a discrete β ensemble studies in [7]. The next proposition follows
from [7, Theorem 7.1].
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Proposition 3.7. Take a = ⌈bn⌉ and t > 0. There exits a constant c depending b and t, such that the
measure Pt as in (3.22) satisfies
Pt (y1 6 cn) > 1− exp(−cn).
Proof of Proposition 3.6. Let x(t) be a β-nonintersecting Poisson random walk with initial data x(0) ∈ Wnθ
satisfying (1.18), and y(t) another independent β-nonintersecting Poisson random walk with initial data
y(0) = (⌈bn⌉+(n− 1)θ, ⌈bn⌉+(n− 2)θ, · · · , ⌈bn⌉). Let c be as in Proposition 3.7, we prove by constructing
a coupling of x(t) and y(t), that
P(x1(t) 6 cn) > P(y1(t) 6 cn). (3.23)
Then the claim (3.21) follows from combining Proposition 3.7 and (3.23).
We define the coupling (xˆ(t), yˆ(t)) as a Poisson random walk onWnθ×Wnθ , with initial data (xˆ(0), yˆ(0)) =
(x(0),x(0)), and generator
Lˆnθ f(x,y) = θn
n∑
i=1
[
V (x+ θei)
V (x)
− V (y + θei)
V (y)
]
+
(f(x+ ei,y)− f(x,y))
+ θn
n∑
i=1
[
V (y + θei)
V (y)
− V (x+ θei)
V (x)
]
+
(f(x,y + ei)− f(x,y))
+ θn
n∑
i=1
min
{
V (x+ θei)
V (x)
,
V (y + θei)
V (y)
}
(f(x+ ei,y + ei)− f(x,y)) .
where [x]+ = max{x, 0}. The marginal distributions of xˆ(t) and yˆ(t) coincide with those of x(t) and y(t)
respectively,
{xˆ(s)}06s6t d= {x(s)}06s6t, {yˆ(s)}06s6t d= {y(s)}06s6t.
For the initial data, we have
xˆi(0) 6 bn 6 yˆi(0), 1 6 i 6 n.
In the following we prove that the coupling process (xˆ(t), yˆ(t)) satisfies
P (for all t > 0 and 1 6 i 6 n, xˆi(t) 6 yˆi(t)) = 1. (3.24)
We define a sequence of stopping times, τn1 , τ
n
2 , τ
n
3 , · · · , where τnk is the time of the k-th jump of the coupling
process (xˆ(t), yˆ(t)). We prove by induction that
P (for all 0 6 t 6 τnk and 1 6 i 6 n, xˆi(t) 6 yˆi(t)) = 1. (3.25)
Then (3.24) follows by noticing that limk→∞ τ
n
k = ∞. We assume that (3.25) holds for k, we prove it for
k + 1. If xˆi(τ
n
k ) < yˆi(τ
n
k ), then with probability one, xˆi(τ
n
k+1) 6 yˆi(τ
n
k+1). If xˆi(τ
n
k ) = yˆi(τ
n
k ), by our
assumptions, xˆ(τnk ), yˆ(τ
n
k ) ∈ Wnθ and xˆj(τnk ) 6 yˆj(τnk ) for all 1 6 j 6 n, we have
0 6
xˆi(τ
n
k )− xˆj(τnk ) + θ
xˆi(τnk )− xˆj(τnk )
6
yˆi(τ
n
k )− yˆj(τnk ) + θ
yˆi(τnk )− yˆj(τnk )
, j 6= i.
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Thus the jump rate from (xˆ(τnk ), yˆ(τ
n
k )) to (xˆ(τ
n
k ) + ei, yˆ(τ
n
k )),
θn
[
V (xˆ(τnk ) + θei)
V (xˆ(τnk ))
− V (yˆ(τ
n
k ) + θei)
V (yˆ(τnk ))
]
+
= θn

 ∏
j:j 6=i
xˆi(τ
n
k )− xˆj(τnk ) + θ
xˆi(τnk )− xˆj(τnk )
−
∏
j:j 6=i
yˆi(τ
n
k )− yˆj(τnk ) + θ
yˆi(τnk )− yˆj(τnk )


+
= 0.
vanishes. Therefore with probability one, xˆi(τ
n
k+1) 6 yˆi(τ
n
k+1). This finishes the proof of (3.24) and (3.25).
It follows from (3.24),
P(xˆ1(t) 6 cn) > P(yˆ1(t) 6 cn). (3.26)
Since the marginal distributions of xˆ(t) and yˆ(t) coincide with those of x(t) and y(t) respectively, (3.23)
follows from combining Proposition 3.7 and (3.26). This finishes the proof of Propostion 3.6.
Proof of Theorem 1.10. We take a contour C which encloses a neighborhood of [0, c/θ]. Then with exponen-
tially high probability we have
n
∫
fj(x)d(µ
n
t (x) − µt(x)) =
1
2πi
∮
C
gnt (w)fj(w)dw, 1 6 j 6 m.
By Proposition 2.7, zt(z) is a homeomorphism from the closure of Ωt ∩C+ to C+ ∪R, and from the closure
of Ωt ∩ C− to C− ∪R. By a change of variable, we have
1
2πi
∮
C
gnt (w)fj(w)dw =
1
2πi
∮
z−1t (C)
gnt (zt(z))fj(zt(z))dzt(z), 1 6 j 6 m.
By the continuous mapping theorem of weak convergence, it follows from Theorem 1.7

(
1
2πi
∮
z−1t (C)
gnt (zt(z))fj(zt(z))dzt(z)
)
16j6m


06t6T
⇒ {(Fj(t))16j6m}06t6T
Fj(t) := 1
2πi
∮
z−1t (C)
gt(zt(z))fj(zt(z))dzt(z), 1 6 j 6 m,
and the means and the covariances of the Gaussian process {(Fj(t))16j6m}06t6T are given by
E[Fj(t)] = 1
2πi
∮
z−1t (C)
µ(t, z)fj(zt(z))dzt(z) =
1
2πi
∮
C
µ(t, z−1t (w))fj(w)dw
cov[Fj(s),Fk(t)] = − 1
4π2
∮
z−1s (C)
∮
z−1t (C)
σ(s, z, t, z′)fj(zs(z))fk(zt(z
′))dzs(z)dzt(z
′)
= − 1
4π2
∮
C
∮
C
σ(s, z−1s (w), t, z
−1
t (w
′))fj(w)fk(w
′)dwdw′.
where µ(t, z) and σ(s, z, t, z′) are as defined in (1.15) and (1.16). This finishes the proof of Theorem 1.10.
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