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Abstract— Internet traffic sampling techniques are very im-
portant to understand the traffic characteristics of the Internet
[14], [8], and have received increasing attention. In spite of
all the research efforts, none has taken into account the self-
similarity of Internet traffic in analyzing and devising sampling
strategies. In this paper, we perform an in-depth, analytical study
of three sampling techniques for self-similar Internet traffic,
namely static systematic sampling, stratified random sampling
and simple random sampling. We show that while all three
sampling techniques can accurately capture the Hurst parameter
(second order statistics) of Internet traffic, they fail to capture
the mean (first order statistics) faithfully, due to the bursty
nature of Internet traffic. We also show that static systematic
sampling renders the smallest variation of sampling results in
different instances of sampling (i.e., it gives sampling results
of high fidelity). Based on an important observation, we then
devise a new variation of static systematic sampling, called
biased systematic sampling (BSS), that gives much more accurate
estimates of the mean, while keeping the sampling overhead
low. Both the analysis on the three sampling techniques and
the evaluation of BSS are performed on synthetic and real
Internet traffic traces. The performance evaluation shows that
BSS gives a performance improvement of 42% and 23% (in
terms of efficiency) as compared to static systematic and simple
random sampling.
I. INTRODUCTION
Internet traffic sampling techniques are very important to
understand the traffic characteristics of the Internet [14], [8].
If the sampled results faithfully represent Internet traffic, they
can be utilized to monitor traffic on a short-term basis for
hot spot and DoS detection [19] or on a long-term basis
for traffic engineering [14] and accounting [9]. As such, the
packet sampling approaches have been suggested by the IETF
working groups IPFIX [16] and PSAMP [17]. Tools such as
NetFlow [4] employ a naive 1-out-of-N sampling strategy in
the router design.
The major challenge in employing sampling techniques is,
however, scalability. Inspecting each individual packet for each
flow or sampling at a very high rate is obviously not feasible,
due to the large volume of traffic. On the other hand, if the
sampling rate is not adequate, the sampled results may not
reveal actual traffic characteristics. What makes the problem
even more difficult is the bursty nature of the Internet traffic.
As indicated in a number of recent empirical studies of traffic
measurement from a variety of operational packet networks
[20], [12], [23], [24], the Internet traffic is self-similar or
long-range dependent (second order statistics, LRD) in nature.
This implies the existence of concentrated periods of high
activity (peaks) and low activity (valleys), i.e., burstiness,
at a wide range of time scales. In the context of packet
sampling, this implies that either the sampling rate must be
high enough or the sampling strategy has to be judiciously
devised so as to capture all the peaks and valleys in the
traffic. As oversampling increases the memory requirements
for the off-board measurement devices, and has the danger of
making the sampling method unscalable, the latter approach
(devising a sampling strategy that is able to capture the traffic
characteristics) is preferred.
Several research efforts have been made to investigate the
effectiveness of sampling techniques in measuring network
traffic. Three commonly used sampling techniques, i.e., static
systematic1, stratified random and simple random, have been
studied by Claffy et al. [3]. In particular, they explored various
time-driven and event-driven sampling approaches with both
random and deterministic selection patterns at a variety of time
granularities. The results showed that event-driven techniques
outperform time-driven ones, while the differences within each
class are small. Cozzani and Giordano [6] used the simple
random sampling technique to evaluate the ATM end-to-end
delay. Estan and Varghese [13] proposed a random sampling
algorithm to identify large flows, in which the sampling prob-
ability is determined according to the inspected packet size.
Duffield et al. [9] focus on the issue of reducing the bandwidth
needed for transmitting traffic measurements to a back-office
system for later analysis and devise a size-dependent flow
sampling method. The notion of adjusting the sampling density
upon detection of traffic changes in order to meet certain
constraints on the estimation accuracy was proposed in [2].
Finally, Duffield et al. [11], [10] investigated the issue of
inferring stochastic properties of original flows (specifically
the mean flow length, and the flow length distribution) from
the sampled flow statistics.
In spite of all the research efforts, none has taken into
account of the self-similarity of Internet traffic in devising
sampling strategies. Three of the most important parameters
for a self-similar process are the mean (first order statistics),
the Hurst parameter (second order statistics), and the average
1In what follows, we omit “static” and simply name it systematic.
variance of the sampling results. In particular, the average
variance of the sampling results is defined as follows: let X¯
be the real mean of the parameter of interest in the original
process, and Xi be the sampled result in the ith instance of
sampling (i.e., the ith experiment). Then the average variance
is defined as E(V ) = E[E[(Xi − X¯)2]], where the inner
expectation is taken over all the samples in one instance
of sampling, and the outer expectation is taken over all the
sampling instances (e.g., different starting sampling points
in the systematic sampling technique give different sampling
instances). The mean gives the most direct value of the traffic
attribute to be measured. The Hurst parameter characterizes
the second order statistics for a self-similar/LRD process, and
is crucial for queuing analysis. The average variance is an
index of the fidelity of the sampling results.
Although it has been reported in [21] that in sampling
self-similar process with the three commonly used sampling
techniques, the sampled mean is always smaller than the actual
mean (i.e., the sampling techniques under-estimate the mean),
no solution has been proposed to address this problem. The
issues of whether the various sampling techniques accurately
capture the Hurst parameter and/or render a small average
variance have not been studied either. In this paper we close
the gap and
T1. Investigate whether or not the three commonly used
sampling techniques accurately capture the Hurst
parameter. We also provide a sufficient and necessary
condition (SNC) that a sampling strategy must satisfy
in order to maintain the autocorrelation structure of
the original process. Our derivation indicates that all
the three methods satisfy the SNC.
T2. Verify whether or not the three commonly used
sampling techniques render small average variances
(and hence give high fidelity) by leveraging the
results reported in [5]. Our research finding is that the
systematic sampling method outperforms the other
two.
T3. Demonstrate all three methods cannot provide ac-
curate estimate of the mean for self-similar Internet
traffic, especially when the sampling rate is small.
We then propose, based on an important observation,
a new variation of the systematic sampling technique,
called biased systematic sampling (BSS), that gives
much more accurate estimates of the mean, while
keeping the sampling overhead low. As BSS is a
variation of the systematic sampling technique, it
retains all the advantages of the latter.
One thing worth mentioning is that, although it is not
a problem for a router to count the incoming traffic and
summarize the mean value of the total traffic going through the
router, the obtained result instructs us little. In most cases, we
are more interested in one or several original-destination flows
(OD-flows). For example, we need to know the mean value of
the aggregated traffic of 2 specified OD flows going between
west coast and east coast in US. Under such similar case, the
router counter fails to give the information we want and ju-
diciously designed sampling techniques serve as an approach.
Specifically, in this paper, we consider a generalized traffic
process f(t) without giving a rigid definition on it (Section II.
It can be any individual OD-flow or the aggregation of several
OD-flows going through a router. Our proposed method can
be applied to any of these cases as long as a process f(t) is
specified.
Both the verification and validation in T1–T3, and the
evaluation of BSS, have been performed on synthetic and
real Internet traces. In particular, the real Internet traces were
obtained from Lucent Technologies Bell Labs [18], contain
millions of packets, and provide detailed packet level infor-
mation for hundreds of pairs of end hosts.
The rest of the paper is organized as follows. After pro-
viding the background material in Section II, we investigate
analytically in Section III whether or not the three sampling
techniques accurately capture the Hurst parameter of the
process to be measured and provide a SNC that a sampling
strategy must satisfy in order to keep the second order statistics
(and hence Hurst parameter). Then, we compare in Section IV
the average variance of the sampling results obtained by the
three techniques. Following that in Section V, we demonstrate
with both synthesized and real Internet traces that all three
techniques fail to capture the real mean of Internet traffic and
present BSS in detail. Finally we present our performance
study (again based on both synthesized and real traces) in
Section VI. The paper concludes with Section VII.
II. BACKGROUND
In this section, we introduce the self-similar processes and
the three commonly used sampling techniques, and set the
stage for subsequent derivation and discussion.
A. Self-Similar and Heavy-tailed Distribution
Let {f(t), t ∈ Z+} be a time series which represents the
traffic process measured at some fixed time granularity. As we
have mentioned, the traffic process can be individual OD-flow
or the aggregation of several OD-flows or any other flows
the researchers are interested in. To make our approach a
generic one, our definition on f(t) is rather general. To define
a self-similar process, we further define the aggregated series
f (m)(τ) as
f (m)(τ) =
1
m
τmX
i=(τ−1)m+1
f(i). (1)
f (m)(τ) can be interpreted as follows: the time axis is divided
into blocks of length m and the average value for each block
is used to represent the aggregated process. The parameter τ
is the index of the aggregated process, i.e., the τ th block.
Let R(τ) and R(m)(τ) denote the autocorrelation functions
of f(t) and f (m)(i), respectively. f(t) is (asymptotically
second-order) self-similar, if the following conditions hold:
R(τ) ∼ const · τ−β , (2)
R(m)(τ) ∼ R(τ), (3)
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Fig. 1. An illustration of the three sampling techniques.
for large values of τ and m where 0 < β < 1. That is,
f(t) is self-similar in the sense that the correlation structure
is preserved with respect to time aggregation (Eq. (3)) and
R(τ) behaves hyperbolically with
P∞
τ=0 R(τ) = ∞ (Eq. (2)).
The latter property is also referred to as long range dependency
(LRD).
Since self-similarity is closely related to heavy-tailed distri-
butions, i.e., distributions whose tails decline via a power law
with a small exponent (less than 2), we give a succinct sum-
mary of heavy-tailed distributions. The most commonly used
heavy-tailed distribution is the Pareto distribution. A random
variable X follows the Pareto distribution if its complementary
cumulative distribution function (CCDF) follows:
Pr(X > x) ∼ (k/x)α, x ≥ k,
where α is the shape parameter and determines the decreasing
rate of its tail distribution, and k is the scale parameter and is
the smallest value X can take.
An important parameter that characterizes self-
similarity/LRD is the Hurst parameter, defined as
H = 1 − β/2. By the range of β, 1/2 < H < 1. It
can be seen from Eq. (2) that the larger H is, the more
long-range dependent f(t) is. A test for self-similarity/LRD
can then be obtained by checking if H significantly deviates
from 1/2 or not.
B. Three Commonly Used Sampling Techniques
Generally speaking, the larger the sampling set, the more
accurately the original process can be characterized. The price
one has to pay is, however, the more CPU processing time
and buffer space. Indeed there exists a trade-off between the
sampling rate and the accuracy of sampling results. Three
categories of sampling techniques have been commonly used
in measuring Internet traffic: systematic sampling, stratified
random sampling, and simple random sampling (Figure 1).
In systematic sampling, every Cth element (e.g., packet) of
the parent process is deterministically selected for sampling,
starting from some starting sampling point. In stratified ran-
dom sampling, the time axis is divided into intervals of length
C, and one sample is randomly selected in each interval. In
simple random sampling, N packets are randomly selected
from the entire population.
III. HURST PARAMETER OF THE SAMPLED PROCESS
In this section, we first investigate whether or not the three
sampling techniques accurately capture the Hurst parameter of
Internet traffic. This is done by deriving the autocorrelation
function of the sampled process obtained from the three
sampling techniques. (Note that we do not intend to devise a
procedure to estimate the Hurst parameter, but instead derive
the Hurst parameter (through calculation of the autocorrelation
function) of the sampled process and compare it with that of
the original process.) Then we derive a SNC that a sampling
technique has to satisfy in order to retain the autocorrelation
structure of the original process.
A. Systematic Sampling
Let f(t) and g(t) denote the original and sampled process,
and Hf and Hg the Hurst parameter of f(t) and g(t) respec-
tively. Without loss of generality, t is discretized to be integer
numbers: 0, 1, 2, 3.... For systematic sampling, let C be the
sampling interval. Then we have2
g(t) = f(Ct), t = 0, 1, 2, .... (4)
Let Rf (τ) and Rg(τ) denote the autocorrelation function of
f(t) and g(t), and F (t) and G(t) denote the CDF of f(t) and
g(t) respectively. Then we have
Rg(τ) = E(g(t)g(t− τ)) = E(f(Ct)f(Ct− Cτ))
=
Z
f(Ct)f(Ct− Cτ)dF (t). (5)
Let Ct = u. Then Eq. (5) can be re-written as
Rg(τ) =
Z
f(u)f(u− τ)C−1dF (t)
= C−1 ·Rf (τ). (6)
Hence Rg(τ) = C−1Rf (τ) ∼ Aτ−β as τ → ∞, where A
is a constant. Also, we have Hg = Hf = 2−β2 , where 0 <
β < 1. The above derivation implies that the sampled process
obtained by the static systematic sampling technique has the
same Hurst parameter as the original process.
B. Stratified Random Sampling
Recall that in stratified random sampling, the time axis is
divided into interval of length C, and one sample is randomly
selected in each interval. Using the same notation as in
Section III-A, we have
Rg(τ) = E(g(t)g(t− τ))
= E(f(Ct + τ1)f(Ct− Cτ + τ2)),
where τ1 and τ2 are random variables that represent the time
lags after the beginning of the tth and (t − τ)th bucket
respectively. Rg(τ) can be further written as
Rg(τ) = E(E(f(Ct + τ1)f(Ct− Cτ + τ2)|τ1, τ2))
= E(C−H−1Rf (τ +
τ1 − τ2
C
))
= E(C−H−1Rf (τ + τ ′)),
where τ ′ = τ1−τ2C .
2Without loss of generality, we denote the starting point of systematic
sampling to be t = 0.
By Eq. (3), we have
Rg(τ) ∼ E(D · (τ + τ ′)−β)
=
Z
D · (τ + τ ′)−βfτ ′dτ ′,
where D is a constant related to C, and fτ ′ is the probability
density function (pdf) of τ ′. As both τ1 and τ2 are uniformly
distributed in [0, C], we have
fτ ′(x) =

1 + x, if −1 ≤ x ≤ 0,
1− x, if 0 ≤ x ≤ 1, (7)
and hence
Rg(τ) ∼
Z 1
−1
D · (τ + τ ′)−βfτ ′dτ ′
∼ Dτ−β
Z 1
−1
(1 − β τ
′
τ
)fτ ′dτ ′
= D · τ−βas τ →∞. (8)
The last equality results from the fact that E(τ ′) = 0. By
Eq. (8), we conclude that the sampled process obtained by
the stratified random sampling technique has the same Hurst
parameter as the original process.
C. Simple Random Sampling
In simple random sampling, N samples are randomly se-
lected from the entire population of M samples. That is, with
probability η = N/M a sample is selected. Let t0 denote the
sampling point in f(t) corresponding to the tth sample g(t).
Then we have
Rg(τ) = E(g(t)g(t + τ))
= E(f(t0)f(t0 + a)) = Rf (a),
where a ≥ τ is a random variable. Since
Pr(a = τ + i) =

τ + i− 1
i

ρτ (1−ρ)i, i = 0, 1, 2.., (9)
we have
Rg(τ) =
∞X
a=τ
Rf (a) · Pr(a)
=
∞X
i=0
Rf (τ + i)

τ + i− 1
i

ρτ (1 − ρ)i
∼
∞X
a=τ
Γa−β

a− 1
a− τ

ρτ (1− ρ)a−τ
=
∞X
a=τ
Γa−β
(a− 1)!
(a− τ)!(τ − 1)!ρ
τ (1− ρ)a−τ ,(10)
where Γ is a constant. Using the Sterling equation, we can
further approximate Eq. (10) as
Rg(τ) ≈ Γρ
τp
2pi(τ − 1)(τ − 1)τ−1e−(τ−1)
∞X
a=τ
a−β(a− 1)a−1/2e−(a−1)
(a− τ)a−τ+1/2e−(a−τ) · (1− ρ)
a−τ
=
Γρτ (1 − ρ)−τ√
2pi(τ − 1)τ−1/2
∞X
a=τ
a−β(a− 1)a−1/2(1 − ρ)a
(a− τ)a−τ+1/2
4
= Γˆ
∞X
a=τ
a−β(a− 1)a−1/2(1 − ρ)a
(a− τ)a−τ+1/2 , (11)
where Γˆ = Γ(
ρ
1−ρ )
τ
√
2pi(τ−1)τ−1/2 .
Since no closed form result can be obtained from Eq. (11),
We use matlab to find the relation between Rg(τ) and τ .
Specifically, We fit the value of Rg(τ) (calculated from
Eq. (11)) to const · τ βˆ and depict the estimated value βˆ and
the real value of β in Fig. 2. In Fig. 2 (a) we fit the calculated
result of Rg(τ) (after taking log2 on both τ and R(τ)) to a line
with slope βˆ = −0.08, where the real value is β = 0.1. By
changing the real value of β from 0.1 to 0.8, we perform the
same operation and report the estimated value of βˆ in Fig. 2
(b). As shown in Fig. 2 (b), the values of βˆ and β agree very
well and hence Hg ≈ Hf . Note the small gap between the
values of βˆ and β is due to the truncation error on the right
hand side of Eq. (11), i.e., in calculating Rg(τ), we cannot
sum up an infinite number of terms (from a = τ to ∞) and
have to approximate the right hand side of Eq. (11) with a
finite number of terms.
D. Sufficient and Necessary Condition for Accurately Captur-
ing the Hurst Parameter
In Section III-A–III-C, we have shown that the sampled
process generated by all three sampling techniques has the
same Hurst parameter as the original process. A more general
question is then: given a sampling technique, how do we
check if the sampled process generated by this technique has
the same Hurst parameter as the original process? To answer
the question, we derive a sufficient and necessary condition
(SNC) which a sampling technique has to satisfy in order to
preserve the same second order statistics (and therefore Hurst
parameter) in the thinned process.
We generalize the sampled process generated by a sampling
method to be a point process Zn, n = 1, 2, 3..., which
represents the series of sampling points. The intervals between
any two consecutive sampling points are defined as Ti =
Zi+1 − Zi, i = 1, 2, .... Ti’s are i.i.d random variables with
the probability density function h(x) for the continuous case
and the probability mass function H(x) for the discrete case.
Note that Zn is a renewal process with the renewal interval dis-
tribution h or H . A sampling method (and hence the sampled
process generated by the sampling method) is generated by h
or H . For example, the function H for systematic sampling
is H(C) = Pr(Ti = C) = 1 and H(x) = 0 for x 6= C, while
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Fig. 2. Estimated and actual values of β.
the function h for stratified random sampling method is
h(x) =

1
C2x, if 0 ≤ x ≤ C,
2
C − 1C2x, if C ≤ x ≤ 2C,
(12)
where C is the length of each sampling bucket. For the simple
random sampling technique with the sampling rate r, H can
be expressed as
H(i) = Pr(Ti = i) = (1 − r)i−1r. (13)
Under the assumption that the process f(t) is wide sense
stationary, we have
Rg(τ) = E (g(t)g(t− τ))
= E (f(t + t0)f(t + t0 − u))
= E (f(t)f(t− u))
= E (E (f(t)f(t− u)|u))
=
∞X
u=0
Rf (u)p(u), (14)
where u =
Pτ
i=1 Ti and p(u) is the probability mass function
of u. Note that p(u) is the τ th order convolution of H(u),
which we denote as k(u, τ) (as it is a function of both u
and τ ). Now we are in a position to derive the sufficient and
necessary condition.
Theorem 1: Given any wide sense stationary (WSS) process
f(t), the sampled process g(t) obtained from a sampling
technique with h or H has the same second order statistics as
the original process asymptotically if and only if the following
condition holds
∞X
u=0
Rf (u)k(u, τ) ∼ Rf (τ), (15)
where k(u, τ) is the τ th order convolution of H(u). Proof:
By Eq. 14 we know that g(t) retains the same second order
statistics of f(t) asymptotically, if and only if Rg(τ) ∼ Rf (τ),
as τ →∞, and hence the conclusion.
Although Theorem 1 gives a sufficient and necessary con-
dition for a sampling technique to retain the second order
statistics of the original process, it cannot be readily applied,
since k(x, τ) usually does not have a closed form, except
for several extremely simple cases (e.g., for example the
systematic sampling, in which k(x, τ) = δ(x−τC), where δ()
is the impulse Dirac function and C is the constant sampling
interval).
In order to be able to apply Theorem 1, we propose a
numerical method to calculate k(x, τ):
(S1) Calculate the Fourier transform of H(x), H(ω). 3
(S2) Let the Fourier transform of k(x, τ) (in terms of x)
be K(ω, τ). Then K(ω, τ) = H(ω)τ .
(S3) Obtain k(x, τ) by deriving the inverse Fourier trans-
form (IFT) of K(ω, τ).
With k(x, τ), we can then calculate the left hand side of
Eq. (15), and compare it against Rf (τ) as τ → ∞. Since
fast algorithms exist for both the Fourier and inverse Fourier
transform, the above method provides a fast and reliable test
in evaluating Eq. (15).
To validate the above proposed method for applying Theo-
rem 1, we apply it to check the random stratified and simple
random sampling techniques, and give the results in Fig. 3.
As shown in Fig. 3, the estimated and real value of β agree
extremely well, which is consistent with the derivation in
Sections III-B–III-C.
IV. THE AVERAGE VARIANCE OF SAMPLING METHODS
Due to the randomness nature of stratified random sampling
and simple random sampling, sampling results vary from one
sampling instance to another, even if multiple instances of
sampling are taken simultaneously and the same sampling rate
is applied in each instance. Here by “instance,” we mean each
experiment made to take samples for a specific time interval.
3In the case that H(x) cannot be expressed in a closed form, the proposed
numerical method cannot be used to apply Theorem 1.
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Fig. 3. Estimated and real values of β under stratified random sampling and simple random sampling.
Even for systematic sampling, different starting sampling
points may lead to different sampling results. If the variance
of sampling results obtained from multiple instances is large,
then one cannot rely on a single sampling instance to infer
the entire process. To evaluate different sampling techniques
in this aspect, we use the average variance of sampling results
E(V ) as the index. Recall that E(V ) is defined as follows in
Section I: let X¯ be the real mean of the parameter of interest
in the original process, and Xi be the sampled result in the
ith instance of sampling (i.e., the ith experiment). Then the
average variance is defined as E(V ) = E[E[(Xi − X¯)2]].
Let Vsy , Vrs and Vran denote, respectively, the variance of
sampling results of systematic, stratified random and simple
random sampling. To compare the three sampling techniques
with respect to the average variance of sampling results, we
leverage the results from [5] (Theorem 8.6):
Theorem 2: For a random process f(t), with mean µ, vari-
ance σ2, and autocorrelation function R(τ), if the following
condition holds,
δτ = R(τ + 1) + R(τ − 1)− 2R(τ) ≥ 0, (16)
we have E(Vsy) ≤ E(Vrs) ≤ E(Vran).
The result in Theorem 2 is actually quite intuitive. For
systematic sampling, as the sampling interval remains un-
changed among different sampling instances, the same second
order statistic structure (e.g., the autocorrelation function) is
retained. For the other two sampling techniques, different sam-
pling instances have different second order statistic structures,
although in the long run, they follow the same decreasing rule.
Theorem 2 gives a sufficient condition (Eq. (16)) in eval-
uating the three sampling techniques with respect to E(V ),
given that the original process has finite mean and variance.
To leverage Theorem 2, we first check whether the condition
in Eq. (16) holds for a self-similar process. Using the fact that
R(τ) ∼ const · τ−β , we calculate δτ for different values of
β and depict it in Fig. 4. As shown in Fig. 4, δτ is always
positive regardless of the value of β, i.e., the condition in
Eq. (16) holds.
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Fig. 4. δτ versus τ for different values of β.
In applying Theorem 2 we also need to verify if the process
has finite mean and variance. A self-similar process (with α ∈
(1, 2)) has finite mean, but its variance goes to infinity as time
goes to infinity. However, in practice we often consider finite
time periods, and hence we conjecture the above condition is
still valid. To verify the conjecture, we carry out experiments
and measure the average variance of sampling results (under
the three techniques) on both synthetic and real Internet traffic.
In this experiments, we generate in ns-2 self-similar traffic
with Hurst parameter equal to 0.80 using the on-off model,
where the on/off periods have heavy-tailed distributions with
shape parameter α = β + 1, 1 ≤ α ≤ 2. We also obtain
real Internet traces from Lucent Technologies Bell Labs [18].
The set of traces was obtained on March 8, 2000, is in the
tcpdump format, and contains detailed packet level information
for hundreds of pairs of end hosts. The traces last for about
40 minutes and contains millions of packets. Fig. 5 shows the
results. Note that Fig. 5 (b) gives the result for one of the trace
sets with the Hurst parameter 0.62. Results for the other sets
(that correspond to different servers) show similar trends and
are not shown here. As shown in Fig. 5, systematic sampling
does give the smallest average variance.
Although systematic sampling does capture the Hurst pa-
rameter and provide sampling results of small variance, we
show in the next section that it provides very biased estimates
of the real mean for a self-similar process. Due to this draw-
back, we then devise a new variation of systematic sampling
to improve the accuracy of sampling results, while retaining
all of its good properties. In the subsequent discussion, we will
focus on systematic and simple random sampling, as stratified
random sampling is a variation of systematic sampling.
V. BIASED SYSTEMATIC SAMPLING FOR HEAVY-TAILED
TRAFFIC
In this section, we first show that both systematic sampling
and simple random sampling fail to provide a good estimate
of the actual mean for a self-similar process (e.g., Internet
traffic). Then based on an important observation on self-
similar processes (validated through experiments), we propose
a new extension of systematic sampling to remedy the above
deficiency. The dilemma here is that the major portion of a
self-similar process consists of “small values,” while a small
portion of “extremely large values” contributes to the majority
of the volume of the entire process (which in turn dramatically
affects the mean of the process). Due to the massive amount
of Internet traffic and the storage limitation, the sampling rate
and hence the number of samples cannot be too large, but
in order to capture the effect of these extremely large values
(that occur not as often), one has to gather a large amount of
samples. Similar observations have been made in the literature.
For example, it has been reported in [7] that the steady-state
behavior for self-similar workloads can be elusive, due to the
fact that the average behavior depends on the presence of many
small observations as well as a few large observations. The
same observation has also been made in [21] on sampling
Internet traffic, but no effective solution has been proposed to
counter this problem.
A. Problem with Sampling a Self-Similar Process
By the central limit theorem (or the law of large numbers),
the sampled mean can be used to approximate the real mean
for any stationary process with finite mean and variance, as
long as the sampling techniques are un-biased. It is well known
that both simple random sampling and systematic sampling
provide an un-biased estimator of the real mean for stationary
processes with finite mean and variance as the number of
samples goes to infinity. (In practice, a moderate number of
samples suffice to provide a relatively good estimate of the real
mean.) On the other hand, if the original process has infinite
variance, e.g., a self-similar process, the law of large numbers
does not hold, and the sampled mean approaches the real mean
slowly, as the number of samples increases. As shown in [7],
in order to achieve two-digit accuracy in the mean, the number
of samples needed is up to 1022 for the case of α = 1.2 (which
corresponds to H = 0.9). Even for mild cases where α = 1.5
(H = 0.75), still a million samples is required to achieve the
desirable accuracy.
We carry out experiments to demonstrate the problem in
the context of Internet traffic. In the experiments, we use the
same set of synthetic and real Internet traffic traces used in
Section IV. For synthetic trace, we change the sampling rate
from 10−5 to 0.1, while for the real Internet trace, the sampling
rate varies from 10−5 to 10−3. (The reason why we used a
smaller sampling rate is due to the large volume of Internet
traces. In fact, a sampling rate of 10−3 is considered quite
high, given the fact that tera-bytes of traffic is generated per
day.) As shown in Fig. 6, in the case of synthetic traffic trace,
the discrepancy between the real mean and the sampled mean
(obtained even with a sampling rate of 0.1) is quite notable.
The discrepancy becomes even more pronounced in the case
of real Internet traces: the sampled mean obtained with a
sampling rate of a 10−3 is approximately 23 of the real mean,
although in both cases the sampled mean increases steadily
but slowly.
B. An Important Observation
As mentioned above, the reason why the sampled mean is
always far less than the real mean for a self-similar process
is that the major portion of a self-similar process consists
of “small values,” while a small portion of “extremely large
values,” albeit occurring less often, contributes to the majority
of the volume of the entire process. Without use of a suffi-
ciently high sampling rate, the large values are less likely to
be sampled and hence the sampled mean is always less than
the real mean. If one could instrument the sampling method to
capture these extremely large values, the discrepancy between
the sampled mean and the real mean can be reduced.
To instrument a sampling method to capture extremely large
values, we need to identify where they occur. For a self-similar
process f(t), we define another on-off process q(t) as:
q(t) =

1, if f(t) > ath,
0, otherwise, (17)
where ath is a constant approximately of the same order of
magnitude as the mean of f(t), X¯ . The process q(t) consists
of bursts of 1s and 0s. The length of the 1-burst period is a
random variable (which we denote as B).
We conjecture that due to the self-similar properties of f(t),
B is heavy tailed. Intuitively this conjecture is made based
on the fact that a self-similar process contains concentrated
periods of high activity and low activity, and hence once the
process goes beyond ath, the time interval B during which
it continuously remains above ath is heavy-tailed. To validate
the conjecture, we again carry out experiments on both the
synthetic and real Internet traces introduced in Section IV. In
the experiments, we set ath = X¯× ², where ² varies from 0.3
to 1.5. For each fixed value of ², we measure B and fit its
CCDF to the most widely used heavy tailed distribution, the
Pareto distribution. A line in a log-log plot indicates heavy-
tailed behavior. Fig. 7 gives the results for ² = 0.5. The fitted
Pareto distribution has the shape parameter α = 1.3 for the
case of synthetic traces, while the shape parameter α = 1.65
for the case of real Internet traffic traces. For different values
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Fig. 5. The average variance of sampling results (under systematic, stratified random, and simple random sampling) on both synthetic and real Internet
traffic.
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Fig. 7. The CCDF of the 1-burst period B for the case of ² = 0.5, where ² determines the onset value, α, of the 1-burst period (ath = X¯ × ²).
of ², the value of α changes mildly from 1.2 to 1.8, but the
heavy-tailed nature of B remains unchanged.
C. Detailed Description and Analysis of Biased Systematic
Sampling
In this section, we propose, based on the observation made
in Section V-B, a new variation of systematic sampling, called
biased systematic sampling (BSS), that captures extremely
large values more faithfully. Specifically, BSS is essentially
systematic sampling with a sampling interval C, except that
when a sample is greater than a threshold ath, L extra samples
are evenly taken in the current sampling interval C (i.e., the
sampling interval for these extra samples is C/L). Among
these extra samples, we only keep those that are greater than
ath (which we henceforth call qualified samples).
Analysis: The rational behind this design is as follows.
A sample that is greater than ath must fall in one of the 1-burst
periods. Let the 1-burst period in which the sample falls be
denoted as B. Suppose the sample is taken τ time units after
the beginning of the 1-burst period B. We show given that
B is heavily tailed, the probability that the next sample taken
under BSS also exceeds ath goes to 1 as τ goes to infinity.
In other words, once a sample is taken with the value larger
than ath, it is highly possible that the values thereafter will
still be larger than ath. Specifically, such a probability can be
expressed as
℘(τ) = Pr(q(τ + 1) = 1|q(t) = 1, 1 ≤ t ≤ τ)
= 1− Pr(B = τ)
Pr(B ≥ τ) . (18)
In the case that B is lightly tailed, e.g., the CCDF of B has
an exponential tail, or Pr(B > x) ∼ c1e−c2x, where c1 and
c2 are two positive constants, Eq. 18 can be re-written as
℘(τ) ∼ 1− c1e
−c2τ − c1e−c2(τ+1)
c1e−c2τ
= e−c2 . (19)
That is, in the case that B is lightly tailed, the probability
that the samples taken exceed ath does not become larger
conditioning on the event that a sample has been identified
to exceed ath. In the case that B is heavily tailed, we have
Pr(B > x) ∼ cx−α, where 1 ≤ α ≤ 2 is the index of heavy-
tailedness of the process, and hence
℘(τ) ∼ 1− cτ
−α − c(τ + 1)−α
cτ−α
= (
τ
τ + 1
)α. (20)
That is, ℘(τ) → 1, as τ → ∞. This implies given that B
is heavily tailed, once a sample exceeds ath, with a high
probability the process will keep on large values. This lays the
theoretical base for BSS, and ensures all the extra samples
taken do increase the chance of capturing extremely large
values.
A Rough Analysis of the Relationship between ath and
L: There are two important parameters used in BSS: the on-
set threshold ath and the number, L, of extra samples in each
sampling interval C. In what follows, we perform an analysis
on the relationship of these two parameters. In the analysis
we assume that f(t) follows a Pareto distribution with shape
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Fig. 9. The relationship among L, ² and η in BSS.
parameter α. This assumption is reasonable which has been
demonstrated in[1]. Furthermore, we use the synthetic and real
Internet traces as have been used in Section VI-B to show that
f(t) is heavy-tailed. The results are shown in Fig. 8. We show
the CCDF of f(t) and fit it to a Pareto distribution with shape
parameter α = 1.5 and α = 1.71 for the synthetic and real
traces respectively.
Let Xr and Xs denote the real mean and the sampled mean
before the extra samples are taken, respectively, and let the
difference, η, between Xr and Xs be defined as
η = 1− Xs
Xr
. (21)
Suppose the traditional systematic sampling generates a total
of N samples. Since the original process is self-similar, the
sampled process is also self-similar with the same shape
parameter α (Section ??). Then each sample is greater than ath
with the probability (`/ath)α, where ` is the lowest value the
original process can take. In other words, about (`/ath)α×N
samples are above the threshold. After each of these samples
is taken (and an on-set point is detected), L extra samples will
be taken in each sampling interval of C in BSS. By a similar
line of reasoning, we know that approximately (`/ath)α × L
samples will be kept (qualified samples among all the extra
samples taken), as they exceed the threshold ath. The sampled
mean of the set of qualified samples taken is approximately
athα
α−1 . As our objective is to make the mean of the entire set
of (N + L · ( `ath )2αN ) samples as close to the real mean
Xr = Xs( 11−η ) as possible, we equate
N ·Xs + ( `ath )2α ·N ·
athα
α−1 · L
N + L · ( `ath )2α ·N
= Xs(
1
1 − η ), (22)
The right hand side of Eq. 23 is the real mean Xr, while the
left hand side is the new sample mean. After some algebraic
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Fig. 8. The CCDF of f(t) and fitted Pareto distribution for synthetic and real Internet traces.
operations, we have
L =
Xsη`
−2αa2αth
(1− η)athαα−1 −Xs
. (23)
The relationship among L, normalized ath (²)and η is shown
in Fig. 9. As shown in the figure, L increases monotonically
with both η and ² when ² is not small. L increases sharply
when ² approaches 0. A large value of η implies the real
mean has been extremely underestimated, and more samples
of large values should be taken to amortize the bias. For ath,
although a larger value of ² (and hence larger ath) implies that
qualified samples taken are of large values, the probability in
obtaining these large samples decrease faster (∼ a−αth , 1 ≤
α ≤ 2). As a result, the number of extra samples required
increases accordingly. On the other hand, if ² is too small, the
qualified samples are very likely to assume small values and
help little in pushing the sampled mean toward the real mean
value, therefore, more extra samples (larger L) are needed to
get more larger qualified samples.
Next, we systematically study the setting of the parameters
of L and ath by carrying out an in-depth study of BSS
In-depth study of the BSS: Let us consider the ex-
pectation of the sampling results generated by BSS. To ease
description, we define the following notations. We still use
f(t) to denote the traffic traces measured at some fixed time
granularity, and it follows a Pareto distribution with shape
parameter α. We define another two random variables:
Y = f(t), given f(t) ≥ ath, (24)
and
Z = f(t), given f(t) ≤ ath. (25)
Then it is straightforward to obtain the pdf of Y and Z to be:
p(y) =
α`αy−α−1
(`/ath)α
, y ≥ ath, (26)
and,
p(z) =
α`αz−α−1
1− (`/ath)α , ` ≤ z ≤ ath, (27)
where ` is the smallest value f(t) can take.
Let W denote the sampled process from BSS, then we
have:
W =
8<
:
Y, with probability ( `ath )
α
,
Z, with probability 1− ( `ath )α,
Y ′, qualified samples.
(28)
Given the number of systematic samples is N , the number of
qualified samples, L′ = N ·L · ( `ath )2∗α. The measured mean
Wˆ is:
Wˆ =
1
N + L′
N+L′X
i=1
wi, (29)
and,
E(Wˆ ) =
1
N + L′
·
X
E(wi)
=
`α
α− 1 ·
1
1 + L(`/ath)2α
(
`
ath
)2∗αL
athα
α− 1
= Xr · ξ,
where Xr = `αα−1 is the real mean, and
ξ =
1
1 + L(`/ath)2α
(
`
ath
)2∗αL
athα
α− 1 (30)
is called bias parameter. If ξ = 1, then BSS is an unbiased
sampling method. ξ is determined by L and ath, given ` and
α. In Fig. 10 we show the relationship between ξ and L,
normalized ath (²). We also draw the plane with ξ = 1 and the
intersection of the two surfaces renders the set of parameters
that make BSS unbiased.
One important observation is that, for each fixed L, there
are two intersections along the ² axis. In other words, for a
fixed L, there are two solutions to the equation ξ(²)− 1 = 0.
To make it clearer, we show a slice of Fig. 10 when L = 5 in
Fig. 11. We call the smaller one ²1 and the larger one ²2. One
interesting finding is that ²1 is almost the same for different
L and ²1 ≈ α−1α which is clearly shown in Fig. 10. But this
solution is infeasible, since it causes L < 0 in Eq. (23). For
the other solution ²2, it increases with L.
10−5 10−4 10−3 10−2 10−1
1.5
2
2.5
3
3.5
4
4.5
5
5.5
6
Sampling rate
Sa
m
pl
in
g 
m
ea
n
systematic
proposed
simple random
real mean
10−5 10−4 10−3 10−2 10−1
1.5
2
2.5
3
3.5
4
4.5
5
5.5
6
Sampling rate
Sa
m
pl
in
g 
m
ea
n
systematic
proposed
simple random
real mean
(a) L = 10,² = 2.55 (b) L = 8, ² = 2.28
Fig. 12. The sampled mean obtained by systematic sampling, simple random, and BSS for synthetic traces under two parameter settings. Both of them
render ξ = 1.
Fig. 10. The relationship among L, ² and ξ in BSS.
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Fig. 11. A slice when L = 5, the relation between ξ and ².
Next, we aim to answer the question: can BSS improve the
performance of the systematic sampling method (providing
more accurate estimate of the mean value) while keeping
unbiased. To study this issue, we did experiments on both
synthetic and real Internet traces. The results are shown in
Fig. 12 and Fig. 13.
We can see that compared with systematic sampling, the
unbiased BSS sampling produces exact the same results when
the sampling rate is small. Under larger sampling rates, it
improves a little, but still cannot reach the real mean quickly.
The reason is that, in order to make BSS unbiased, for fixed
L, ath must be “large” enough so that the sampled results
won’t overshot. So, for small sampling rate, ath is so high
that few qualified samples can be obtained, and the sampled
results resembles that of systematic sampling exactly. When
the sampling rate increases, the chance in getting qualified
samples increases. Due to the fact that the choosing of L and
ath makes ξ = 1, the sampled mean still cannot reach the real
mean promptly.
Biased BSS: From above, we see that by carefully
choosing L and ath we can make BSS unbiased. Although
this unbiased BSS improve the sampling performance when
sampling rate is not too low, it suffers from the same problem
as the systematic sampling. A remedy to this is to let BSS
to be biased (ξ > 1) so that the real mean value can be
reached quickly. The first hindrance we must hurdle is how to
determine the value of ξ.
According to the definition of η (= 1 − XsXr ), in order to
fill the gap between Xs and Xr, we can set ξ = 11−η . If η
is known, by setting ξ = 11−η , we can choose appropriate L
and ath by intersecting the curve in Fig. 10 with a flat plane
ξ = 11−η . In Fig. 14 we show the contour of ξ. The labels on
each contour line indicates the value of ξ. Therefore, ath and
L can be chosen according to the contour once the value of ξ
is given. Since every point on the save contour line serves the
goal, we can set one of the two parameters first and the other
one can be herein determined.
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Fig. 13. The sampled mean obtained by systematic sampling, simple random, and BSS for real traces under two parameter settings. Both of them render
ξ = 1.
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Before setting the parameters, we consider the number of
qualified samples, L′, which can be deemed as the cost of
BSS (will be defined as the overhead in the next section).
The optimal setting of L and ath should make L′ as small
as possible. In Fig. 15 we show the relationship between L′N
and L, ² according to the fact that L′ = N · L · ( `ath )2α. One
important observation is that to make L′ small, we should
avoid small ² and large L. We also notice that ² is more
sensitive when it is small. Specifically, for ² < 0.5, L′ rockets.
Therefore, once η and Xr are known, given ² (hence ath)
or L, and ξ = 11−η we can faithfully determine the other one
parameter to fulfill our objective. In Fig. 16 and 17, we show
the result for both synthetic and real traces when one of ² and
L is fixed and the other one is tuned 4.
Tuning L and ath without knowledge of η: From above
analysis, we know that the knot of selecting appropriate L and
ath lies in whether or not η and Xr can be obtained. In reality,
4The value of η and Xr are readily obtained since we have the entire
traces.
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Fig. 15. The number of qualified samples.
sampling must be done online and η and Xr cannot be readily
obtained. In what follows, we first discuss, given ², the setting
of ath without the knowledge of Xr, then we set L by bridging
the sampling rate r with η.
To tune ath, we propose an on-line tuning scheme in
determining the value of ath. Before applying BSS, we
first choose Npre samples (called pre-samples) from which
we obtain a rough estimate of the mean and assign ath
accordingly. After the operation of BSS commences, we set
ath as ath = E(Yi) × ², where Yi is the sampled mean of
the sample set that contains all the samples till the ith sample
(i.e., it includes the ith sample, the pre-samples, and all the
qualified samples taken so far), and according to the above
analysis, to save overhead (reduce the number of qualified
samples), the normalized threshold ² should not be smaller
than 0.5. Therefore, we set ² ∈ (1.0, 1.5) (in Section ?? we
set ² = 1.0). Note that when extra samples are chosen in a
sampling interval C, we do not update ath since whether or
not to take extra samples in a sampling interval should be
based on the same threshold. Only by the end of a sampling
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(a) L is fixed to be 10 (b) ² is fixed to be 1.
Fig. 16. The sampled mean obtained by systematic sampling, simple random, and BSS for synthetic traces.
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Fig. 17. The sampled mean obtained by systematic sampling, simple random, and BSS for real traces.
interval when the next normal sample is taken, we update ath
as E(Yi)× ².
Given ath, in order to set appropriate L, η is indispensable.
Although we cannot obtain the exact value of η, we can
estimate it from the sampling rate r. The estimation procedure
is shown as follows.
Let N be the total number of systematic sampling. We have:
Xs =
1
N
NX
i=1
f(ti), (31)
which is the sample mean. From [21] (Chapter 3), if we define:
Vn = N1−1/α(Xs −Xr), (32)
where Xr is the real mean. Then
Vn → ϕα, in distribution, (33)
where ϕα is an α-stable distribution. In other words, Vn
converges in distribution for large N . Thus we have another
way to convey this: |Xs −Xr| ∼ N1/α−1, then,
η =
|Xr −Xs|
Xr
∼ N
1/α−1
Xr
. (34)
Let r and Nt be the sampling rate and total number of points
in the original process, then N = Nt ∗ r. So we have:
η ∼ Cs · r1/α−1, (35)
where Cs =
N
1/α−1
t
Xr
is a constant less than 1 for 1 ≤ α ≤ 2. In
reality, Cs may fluctuate mildly for different sampling rates.
From our experimental study, we find that for the synthetic
traces (α = 1.5), Cs ∈ (0.25, 0.35) while for the real traces
(α = 1.66), Cs ∈ (0.2, 0.3).
Therefore, given a systematic sampling rate r, Eq. (35) can
be applied to estimate η. With the knowledge of η, we can
obtain ξ = 1η . At last, by plugging both ξ and ath in Eq. 30,
the value of L can be easily obtained. In Section ??, ² is pre-set
to be 1 and we apply this procedure in setting the parameters
and the experiments generate relatively good results.
VI. PERFORMANCE EVALUATION
To evaluate the performance of BSS, we have carried
out several sets of experiments on both synthetic and real
Internet traces. As the increase in the accuracy of the sampled
mean in BSS is obtained at the cost of sampling more
“biased” samples of larger values, we use the following three
metrics to evaluate BSS: (1) the sampled mean (accuracy);
(2) the sampling overhead, defined as the ratio of the number
of qualified samples to the number of samples taken by
systematic sampling; and (3) the efficiency e, defined as
e = 1−ηlog(Nt) and Nt is the total number of samples (including
both the samples normally taken in systematic sampling and
the qualified samples taken in BSS). In addition to the above
three metrics, we also verify whether the sampled process
has the same Hurst parameter as the original process and
calculate its average variance. The performance evaluation
is made by comparing BSS against systematic and simple
random sampling. As stratified random sampling is a variation
of systematic sampling and yields similar performance as the
latter, we do not include it in the comparison study.
A. Performance w.r.t. Sampled Mean, Overhead and Efficiency
We use the same traces as in Section IV. For synthetic
traces, we set the shape parameter of the on/off periods to be
α ∈ (1.2, 1.6). Figures 18–19 give the sampled mean obtained
by systematic sampling, simple random, and BSS ((a)), and
the sampling overhead incurred in BSS ((b)) for both the
synthetic traces and real Internet traces. Note that the result
shown in Fig. 18 is for the synthetic trace with α = 1.3 and
mean value 5.68 kbytes/second, while that in Fig. 19 is for the
Internet trace with the real mean rate 1.21× 104 bytes/second
and the (measured) Hurst parameter 0.62. (Results for the other
traces exhibit similar trends and hence are not shown here.)
As shown in Fig. 18 (a), BSS generates much more accurate
sampled means than the other two sampling techniques. The
performance improvement is especially pronounced when the
sampling rate is as small as 10−4. As shown in Fig. 18 (b),
the overhead is around 0.2, while 1 − η (Section V-C) is
0.922 for BSS and 0.66 and 0.81 for systematic sampling
and simple random sampling, respectively. Similar conclusions
can be made in Fig. 19, except that the sampling overhead is
around 0.3.
Fig. 20 compares BSS against systematic sampling and
simple random sampling with respect to the efficiency e for
synthetic traces. BSS achieves higher efficiency than the other
two sampling techniques. The average e for BSS is 0.37,
while that for systematic and simple random sampling is 0.26
and 0.3, respectively, i.e., BSS achieves a performance gain
of 42% and 23%, respectively, as compared to systematic and
simple random sampling.
B. Performance w.r.t. Hurst Parameter and Average Variance
To verify whether or not BSS captures the Hurst parameter
accurately, we use synthetic traffic with β (H = 2−β2 ) varying
from 0.1 to 0.8 and give the result in Fig. 21. The Hurst
parameter of the synthetic traces is calculated using a wavelet
based tool provided by Abry et al. [22]. As shown in Fig. 21,
the sampled process has the same value of β (and hence the
same Hurst parameter) as the original process. This is not
surprising, as BSS is a variation of static systematic sampling
and the extra samples taken in each sampling interval are also
taken in a systematic sampling fashion in each interval C. As
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Fig. 21. The β values of the sampled process generated by BSS and and
the real process.
a result, the sampled process generated by BSS keeps the
same autocorrelation function as that generated by systematic
sampling (which in turns is the same as that of the original
process, Section III-A). Finally, Fig. 22 gives the the average
variances of BSS and systematic sampling for both synthetic
and real Internet traces. As shown in the figure, the average
variances of these two methods almost overlap completely.
This is not surprising due to the same reason stated above.
VII. CONCLUSION
In this paper, we have investigated several important issues
in employing sampling techniques for measuring Internet
traffic. We show that while all three sampling techniques can
accurately capture the Hurst parameter (second order statistics)
of Internet traffic, they fail to capture the mean (first order
statistics) faithfully, due to the bursty nature of Internet traffic.
We also show that static systematic sampling renders the
smallest variation of sampling results in different instances of
sampling (i.e., it gives sampling results of high fidelity). Based
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Fig. 18. The sampled mean obtained by systematic sampling, simple random, and BSS ((a)), and and the sampling overhead incurred in BSS ((b)) for
synthetic traces.
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Fig. 19. The sampled mean obtained by systematic sampling, simple random, and BSS ((a)), and and the sampling overhead incurred in BSS ((b)) for
real Internet traces.
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Fig. 22. The average variances of BSS and systematic sampling.
on an important observation, we then devise a new variation
of systematic sampling, called biased systematic sampling
(BSS), that gives much more accurate estimates of the mean,
while keeping the sampling overhead low. Both the analysis on
the three sampling techniques and the evaluation of BSS are
performed on both synthetic and real Internet traffic traces. The
performance evaluation shows that BSS gives a performance
improvement of 42% and 23% (in terms of efficiency) as
compared to static systematic and simple random sampling.
An important lesson learned from the work is that although
un-biased sampling methods are usually preferred for pro-
cesses with finite means and variances (where the law of large
numbers guarantees that the sampled mean approaches the real
mean exponentially fast as the number of samples increases),
it may not be the case for a process with an infinite variance
(e.g., self-similar Internet traffic with the Hurst parameter
larger than 0.5). Due to the heavy-tailedness inherited in
the self-similar process, the speed for the sampled mean to
converge to the real mean is extremely slow, and therefore un-
based sampling techniques often render un-satisfactory results.
In this case, a biased sampling method is actually desirable. By
biasing toward the large values of the process, one can reduce
the discrepancy between the sampled mean and the real mean.
In this paper we make a case where a biased sampling method
outperforms un-biased ones.
We have also identified several new research directions.
First, we will attempt to prove the conjecture made in Sec-
tion V-B that the length of 1-burst periods in self-similar
processes is heavy tailed. Second, although the methods pre-
sented in Section V-C for tuning the parameters, ath and L,
of BSS are devised based on analytical reasoning, they are
engineering-oriented and may not render the optimal setting.
We would like to study how to optimally set these parameters
so as to strike a balance between the sampling overhead and
the accuracy thus achieved.
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