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We consider a population of globally coupled oscillators driven by common noise. By applying
the Ott-Antonsen ansatz and by averaging over the fast oscillations, we obtain analytically tractable
equations for the noisy evolution of the order parameter. While noise always tends to synchronize the
oscillators, the coupling can act against synchrony if it is repulsive. For identical oscillators, the fully
synchronous state remains stable for small enough repulsive coupling; moreover it is an absorbing
state which always wins over the asynchronous regime. For oscillators with a distribution of natural
frequencies, we report on a counter-intuitive effect of dispersion of the oscillators frequencies at
synchrony.
Synchronization effects in ensembles of coupled oscilla-
tors are relevant for various physical systems, such as cou-
pled lasers, spin-torque oscillators, and Josephson junc-
tions [1], as well as for diverse natural phenomena in
life sciences [2], and even for many social systems [3].
Synchronization caused by an attractive mean-field cou-
pling, studied in pioneering works by Winfree and Ku-
ramoto [4], allows a two-fold characterization. On one
hand, the synchronization transition can be described
via the appearance of a macroscopic mean field, ampli-
tude of which often serves as the order parameter of the
transition. On the other hand, synchronization can be
characterized via an adjustment of the frequencies of the
oscillators in the ensemble (e. g., N. Wiener described
synchronization [5] as a “phenomenon of the pulling to-
gether of frequencies”). There is also a nontrivial way
to synchronize oscillators without coupling by acting on
them with a common external noise [6]. Remarkably,
common noise synchronizes oscillators in the first mean-
ing only. So, an ensemble of identical uncoupled oscilla-
tors under common noise forms a perfect cluster where all
the states coincide and the value of the order parameter
is the maximal possible. The phases of slightly differ-
ent oscillators also form a cluster. Their frequencies are
however not adjusted: their difference is preserved under
common noise.
In this Letter we study properties of synchronization
and of the behavior of the frequencies if both coupling
and common noise are present. Our theory generalizes
previous studies of noise-driven ensembles without cou-
pling [7]. We demonstrate how the Ott-Antonsen ansatz,
valid in the thermodynamic limit for coupled oscillators
with a Lorenzian distribution of natural frequencies, can
be generalized to include a common noisy driving. After
averaging of the resulting equations over the fast basic
frequency of oscillations, we get a tractable Langevin-
type dynamics of the order parameter. We discuss in
detail a nontrivial competition between the synchroniz-
ing action of noise and the desynchronizing action of the
repulsive coupling. For nonidentical oscillators, where
complete synchrony is impossible, we derive stationary
distribution of the order parameter and describe a rather
counter-intuitive dispersion of the frequencies at synchro-
nization in presence of the repulsive coupling.
We consider an ensemble of phase oscillators subject to
a common Gaussian white noise with intensity σ2 and to
a Kuramoto-type coupling with strength µ (the coupling
is attractive for µ > 0 and repulsive otherwise). We con-
sider the ensemble in the thermodynamic limit, suitable
for the application of the Ott-Antonsen theory [8]:
ϕ˙Ω = Ω+ σξ(t) sinϕΩ + µR sin(Φ− ϕΩ) ,
〈ξ(t)ξ(t′)〉 = 2δ(t− t′) . (1)
Here the mean field is defined as
Z = ReiΦ = 〈eiϕ〉 =
∫
∞
−∞
dΩ g(Ω)
∫ 2pi
0
dϕΩ e
iϕΩw(ϕΩ, t) ,
(2)
where g(Ω) is the distribution of the natural frequencies.
According to the Ott-Antonsen ansatz [8], the distribu-
tion function of the phases at given Ω can be represented
as w(ϕΩ, t) = (2pi)
−1(1+
∑
∞
k=1[(zΩ(t))
ke−ikϕΩ+c.c]) and
the mean field zΩ(t) of a subpopulation with frequency
Ω obeys the equation
z˙Ω = iΩzΩ + 0.5[µZ − σξ(t) − (µZ∗ − σξ(t))z2Ω] . (3)
For a Lorentzian distribution of frequencies g(Ω) =
γ[pi(γ2 + (Ω − Ω0)2)]−1, the integral in (2) can be cal-
culated by virtue of the residual theorem, under as-
sumption of analyticity of zΩ in the upper half-plane,
Z =
∫
∞
−∞
dΩg(Ω)zΩ = zΩ0+iγ . As a result one obtains
a closed equation for the mean field Z for coupled non-
identical oscillators under common noise:
Z˙ = iΩ0Z−γZ+0.5[µZ(1−|Z|2)−σ(1−Z2)ξ(t)] . (4)
2It contains four parameters: the basic frequency Ω0
(which, in contradistinction to the usual Kuramoto
model, cannot be simply shifted to zero, because the noise
term breaks the frequency-shift invariance), the noise in-
tensity σ2, the coupling constant µ, and the width of the
distribution of natural frequencies γ.
For an analytical treatment below, it is convenient to
use the real-valued variables (J,Φ), where J = R2/(1 −
R2) is the order parameter characterizing the level of
synchrony (closeness of the phases of oscillators in the
ensemble): for J = 0 the mean field amplitude R =√
J/(1 + J) vanishes, while the full synchrony with J =
∞ corresponds to R = 1. Equations for these variables
read
J˙ = µJ − 2γJ(1 + J)− σξ(t)
√
J(1 + J) cosΦ ,
Φ˙ = Ω0 + σξ(t)(J + 1/2)[J(1 + J)]
−1/2 sinΦ ,
(5)
and are complemented with the equation for the phase,
relative to that of the mean field, θω = ϕΩ − Φ:
θ˙ω = ω − µ
√
J/(1 + J) sin θω+
σξ(t)[sin(Φ + θω)− (J + 1/2)[J(1 + J)]−1/2 sinΦ] .
(6)
Here ω = Ω−Ω0 is the deviation of the natural frequency
from the ensemble mean one. For the sake of simplicity
of notations we omit index ω below.
As the first step, we employ the natural condition that
the basic frequency of oscillations Ω0 is much larger than
the parameters µ, γ, σ2 (which all have dimension of in-
verse time). This suggests to average over the fast ro-
tating phase Φ. One writes the Fokker-Planck equation
corresponding to the Langevin equations (5,6), and by
virtue of the multiple scales expansion obtains in the
leading order in the small parameters µ, γ, σ2 the fol-
lowing equation for the probability density w(J, θ, t):
∂w
∂t
+
∂
∂J
([µJ − 2γJ(1 + J) + σ
2
2
(J + 1/2)]w)
+
∂
∂θ
([
ω − µ
√
J
1 + J
sin θ − σ
2(J + 1/2)
2
√
J(1 + J)
]
w
)
−σ2Qˆ2J,θw − σ2Qˆ2θw = 0 .
(7)
Here we defined the operators
QˆJ,θ(·) ≡ ∂
∂J
(√
J(1 + J)
2
(·)
)
− ∂
∂θ
(
sin θ√
2
(·)
)
,
Qˆθ(·) ≡ ∂
∂θ
((
cos θ√
2
− J + 1/2√
2J(1 + J)
)
(·)
)
.
(8)
The Fokker-Planck equation (7,8) is equivalent to the
following system of stochastic Langevin equations which
can be interpreted as Eqs. (5,6) averaged over the fast
oscillations with frequency Ω0:
J˙ = µJ − 2γJ(1 + J) + σ
2
2
(J + 1/2)− σ
√
(1 + J)J
2
ζ1(t) ,
(9)
θ˙ = ω − µ
√
J
1 + J
sin θ − σ
2
4
(J + 1/2)√
J(1 + J)
sin θ
+
σ√
2
sin θζ1(t) +
σ√
2
(
cos θ − (J + 1/2)√
J(1 + J)
)
ζ2(t) .
(10)
The original noise ξ(t) generates two effective indepen-
dent noise terms ζ1(t) and ζ2(t), which are Gaussian
and delta-correlated, 〈ζn(t)ζl(t + t′)〉 = 2δn,lδ(t′) , be-
cause the signals ξ(t) cosΩ0t and ξ(t) sinΩ0t are un-
correlated on time scales that are large compared to
2pi/Ω0. The derived equations contain four parameters
µ, γ, σ2, ω, and the properties of the stationary solutions
depend on µ/σ2, γ/σ2, and ω/σ2 only.
Our first goal is to characterize the statistics of the or-
der parameter J . One can see that, as it should be for
any global coupling setup, the system (9,10) is a skew
one, where the dynamics of the order parameter affects
that of the phases, but not vice versa. Thus one ob-
tains a closed Fokker-Planck equation (the correspond-
ing Langevin equation is (9)) for the distribution of the
order parameter
∂W (J, t)
∂t
+
∂
∂J
([µJ − 2γJ(1 + J) + σ
2
2
(J + 1/2)]W (J, t))
=
σ2
2
∂
∂J
√
J(1 + J)
∂
∂J
√
J(1 + J)W (J, t) .
(11)
We start by considering the case of identical oscillators
γ = 0. Here, the analysis of states close to full synchrony
J →∞ is simple, as ln J performs a biased random walk:
d
dt
ln J = µ+
σ2
2
+
σ√
2
η1(t) . (12)
The quantity λ = −µ−σ2
2
is nothing else as the Lyapunov
exponent determining stability of the full synchrony, the
latter is stable if λ < 0, i.e. if µ > −σ2/2. Thus, the
small enough repulsive coupling between the oscillators
does not break stability of the full synchrony. Another
important state is that of full asynchrony, J = 0. One can
see however from Eq. (9) that this state is not invariant
in presence of noise.
In fact, here we meet a nontrivial situation where the
states of full asynchrony (J = 0) and of full synchrony
(J = ∞) are differently driven by noise. For the asyn-
chronous state the driving is additive, therefore this state
is not invariant and the order parameter experience fluc-
tuations close to J = 0, even if this state is stable (i.e.
for repulsive coupling µ < 0). In contradistinction, the
3noise is acting on the fully synchronous state in a mul-
tiplicative way, so that if this state is stable, noise does
not kick the system out of it. Thus, the stable (λ < 0)
fully synchronous state is an absorbing one. This means
that also for a slightly repulsive coupling −σ/2 < µ < 0,
the asynchronous state J ≈ 0, although stable without
noise, does not survive the competition with the fully
synchronous state J =∞ which is the global attractor.
In this “bistable” situation the nontrivial statistical
characteristics is the mean first passage time T (0, J˜) for
the stochastic process ()9,11), from asynchrony J(0) = 0
to synchrony J˜ ≫ 1 (here a cutoff is needed, because the
approach to the full synchrony J = ∞ is exponential,
formally the time to achieve it is infinite). The expression
for T can be found via the standard first-passage time
theory for one-dimensional stochastic processes [9]:
T =
2
2µ+ 3σ2
∫ J˜
0
1− (1 + z)2µσ−2+3
z
dz . (13)
Depending on the value of µ/σ2, this time changes from
a logarithmically large one ∼ log J˜ for 2µσ−2+3 > 0, to
a time diverging as a power law of J for 2µσ−2 + 3 < 0.
For nonidentical oscillators, γ > 0, the fully syn-
chronous state does not exist. In this situation the order
parameter J fluctuates with the stationary distribution,
which can be straightforwardly found from (11):
W (J ; γ, µ, σ2) =
(1 + J)2µσ
−2
exp[−4γσ−2(1 + J)]
(4γσ−2)1+2µσ−2Γ(2µσ−2 + 1, 4γσ−2)
,
(14)
where Γ(m,x) is the upper incomplete Gamma function.
The average value of the order parameter is
〈J〉 = 1 + 2µσ
−2
4γσ−2
− 1 + exp[−
4γ
σ2 ][
4γ
σ2 ]
2µσ−2
Γ(1 + 2µ/σ2, 4γσ−2)
(15)
These expressions are valid for any γ > 0, however the
limit γ → 0 is singular: a normalizable distribution for J
at γ = 0
W (J ; 0, µ, σ2) = −(2µσ−2 + 1)(1 + J)2µσ−2 (16)
exists only if the synchronous state is unstable, i.e. µ <
−σ2/2, and the average 〈J〉 = −(2µσ−2 + 2)−1 is finite
only if µ < −σ−2. We present the dependencies of 〈J〉
on the parameters of the problem in Fig. 1.
For nonidentical oscillators we face a new problem
of the behavior of the frequencies. The skew Langevin
Eqs. (9,10) appear to be analytically solvable only if we
make another approximation: We neglect fluctuations of
the order parameter (i.e. we assume J ≈ const, for large
J this agrees with numerics) in the equations for the
phases. In this approximation we obtain from Eq. (10) a
closed Langevin equation for the phase dynamics:
θ˙ = ω − µb sin θ − σ
2
2
c sin θ
− σ√
2
sin θζ1(t) +
σ√
2
(cos θ − c)ζ2(t) ,
(17)
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FIG. 1. (color online) Values of 〈J〉 for different γ/σ2
as functions of µ/σ2. From top to bottom: γ/σ2 =
10−4, 10−3, 10−2, 10−1, 1. Brown dashed line corresponds
to the system of identical oscillators γ = 0. Vertical grey line
shows the border of stability of the fully synchronous state
for γ = 0.
where we denote b =
√
J/(1 + J), c = (J +
1/2)/
√
J(1 + J). The stationary solution w(θ) of the
corresponding Fokker-Planck equation with a constant
flux j = (2pi)−1〈θ˙〉 obeys
(ω − µb sin θ)w − σ
2
2
d
dθ
(1− 2c cos θ + c2)w = j . (18)
Solution of this equation reads
w(x) =
C
1− 2c cos θ + c2
∫ x+2pi
x
exp[V (y)− V (x)]dy ,
V (x) = − 4ω
σ2(c2 − 1) arctan
(
1 + c
c− 1 tan
x
2
)
+
µb
cσ2
ln(1 + c2 − 2c cosx) ,
C−1 =
∫ 2pi
0
∫ x+2pi
x exp[V (y)− V (x)]dy
1− 2c cosx+ c2 dx ,
〈θ˙〉 = piCσ2[1− exp[V (x+ 2pi)− V (x)]]
= piCσ2
(
1− exp
[
− 4piω
σ2(c2 − 1)
])
.
(19)
This rather lengthy exact solution can be simplified, for
small ω, to include the first-order terms ∼ ω only. Here
the expression for j reduces to j ≈ C 2piωc2−1 , and in the
normalization factor C we can set ω = 0:
C−1 =
∫ 2pi
0
∫ x+2pi
x
(
1+c2−2c cos y
1+c2−2c cosx
) µb
cσ2
1 + c2 − 2c cosx dx =
=
4pi2
c2 − 1
(
P µb
cσ2
(
c2 + 1
c2 − 1
))2
,
(20)
where Pλ(x) is the Legendre function. A rather simple
expression appears for small µ, where an expansion of the
Legendre function can be used. The final approximate
formula for the observed frequencies of oscillators ν = 〈θ˙〉
4reads
ν(ω) = 〈θ˙〉 = 2pij ≈ ω
(
1− 2µ b
cσ2
ln
c2
c2 − 1
)
. (21)
Noteworthy, for uncoupled oscillators µ = 0 one obtains
ν = ω. This means that common noise does not influence
the average frequencies. In the presence of coupling, the
observed frequencies ν are pulled together if the coupling
is attractive, µ > 0, and are pushed apart if the coupling
is repulsive, µ < 0. The effect depends on the level of
synchrony, characterized by the value of the order pa-
rameter J . In fact, the limit J → ∞ is singular as here
c→ 1; as we show in Fig. 2, in this limit the dependence
ν(ω) is not linear, but a power law one.
Formula (21) describes, in an approximate way, the
main nontrivial effect that appears due to combined ac-
tion of common noise and mean-field coupling on the en-
semble of nonidentical oscillators. We first remind what
happens to the frequencies in the absence of the common
noise, i.e. for the standard Kuramoto model. In this case
there is a critical value of the coupling constant, beyond
which the order parameter is non-zero. In this synchro-
nized state the frequencies are pulled together; moreover
there appears a cluster of oscillators that have equal fre-
quencies, the size of this cluster grows with the coupling
constant. Below the critical coupling strength, the order
parameter vanishes, so that there is no any effect on the
frequencies of the oscillators, and they remain the natural
ones.
Common noise additionally influences the order pa-
rameter, which is non-vanishing and even large also when
the mean-field coupling is repulsive (cf. Fig. 1). This
leads to a surprising state of synchronization with dis-
persion of the frequencies: synchrony (in the sense of a
large value order parameter) is in this case maintained
by the common noise, while the repulsive coupling is re-
sponsible for the scattering of frequencies.
As this effect is notable, we characterize it below nu-
merically on different levels. First, in Fig. 2 we show
the solutions (19) for J = ∞ (perfect synchronization)
and for a finite J . One can see that in the fully syn-
chronous case J = ∞ the repulsion of frequencies is not
linear as in Eq. (21), but follows a power law ν ∼ ωα,
with an exponent that with high accuracy can be fitted
as α = 1 + 2µ/σ2.
Next, we illustrate in Fig. 3 the effect of dispersion of
the frequencies with the direct simulation of Langevin
equations (1,4) describing the ensemble of coupled os-
cillators. One clearly sees dispersion of the frequencies
for the repulsive coupling and their concentration for the
attractive coupling, both for the cases of Ott-Antonsen
equations (4) valid in the thermodynamic limit, and for
a finite population governed by (1).
In summary, in this Letter we have developed a the-
ory for an ensemble of coupled oscillators driven by com-
mon noise. In the thermodynamic limit, by adopting
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FIG. 2. (color online) Observed frequencies ν vs natural
frequencies ω, obtained from (19). We use here the con-
tinuous fraction expansion of the Fourier representation of
w(θ), following [10]. Solid lines: solutions for J = ∞,
markers: solutions for 〈J〉 = 10. From top to bottom:
µ/σ2 = −0.4, −0.2, 0, 0.2, 0.4. Dashed lines have slopes
1 + 2µ/σ2.
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FIG. 3. Observed frequencies ν vs natural frequencies ω, ob-
tained from (1,4). Parameters of simulations: Ω0 = 100, σ =
1, γ = 0.05 (a) and γ = 0.01 (b). Values of the coupling
constant (from top to bottom curves at the right side of the
panels): µ = −0.6, −0.4, −0.2, 0, 0.2. Solid lines: simula-
tions of the Ott-Antonsen equations (4) valid in the thermo-
dynamic limit. Markers: direct simulations of the population
of 21 phase oscillators (1).
the Ott-Antonsen ansatz and by averaging over the high
basic frequency, we obtain analytically tractable equa-
tions for the order parameter and find the distribution
of the order parameter in a closed form. As the common
noise always fosters synchrony of oscillators, nontrivial
features appear if the mean-field coupling acts in the op-
posite direction, i.e. is repulsive. For identical oscillators
this competition results in the existence of the critical
coupling strength µc = −σ2/2. For µ > µc the fully
synchronous state where all the oscillators form a perfect
cluster is stable, while for µ < µc it is not. Because, for
vanishing noise, the splay state with a uniform distribu-
tion of phases is stable for all negative values of µ, one
could expect bistability for µc < µ < 0. However, bista-
5bility does not happen, because the noise acts differently
at the two states of interest: it is additive for the splay
state with vanishing order parameter, and is multiplica-
tive for the fully synchronous state. The latter is thus an
absorbing state and the system never leaves it when the
full synchrony is achieved. Therefore for µc < µ only the
synchronous state is eventually observed, and the only
nontrivial question is how fast it is reached - the answer
to this question is given by Eq. (13).
Another quite counter-intuitive effect of the competi-
tion between the common noise and the coupling can be
observed for non-identical oscillators. The order parame-
ter is always non-vanishing in presence of common noise,
and this leads to dispersion of the frequencies - their dis-
tribution is wider than in the coupling-free case. Here
one should take into account that the common noise does
not directly adjust the frequencies, although it pulls the
phases together into a stochastic bunch. In presence of
an additional repulsive coupling, the phases in the bunch
repel each other (although synchrony is preserved) and
as the result their frequencies diverge.
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