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We study the effects of quenched charge disorder on the phase reconstruction near itinerant ferro-
magnetic quantum critical points in three spatial dimensions. Combining a Replica disorder average
with a fermionic version of the quantum order-by-disorder mechanism, we show that weak disorder
destabilizes the ferromagnetic state and enhances the susceptibility towards incommensurate, spiral
magnetic ordering. The Goldstone modes of the spiral phase are governed by a 3d-XY model. The
induced disorder in the pitch of the spiral generates a random anisotropy for the Goldstone modes,
inducing vortex lines in the phase of the helical order and rendering the magnetic correlations short
ranged with a strongly anisotropic correlation length.
PACS numbers: 64.70.Tg, 75.30.Kz, 75.10.Lp, 75.10.Nr
I. INTRODUCTION
Quantum criticality remains one of the great enig-
mas of modern condensed matter physics. Fluctua-
tions around quantum critical points are now known
to be responsible for many unexpected phenomena,
such as the discontinuous quantum phase transitions
seen in many itinerant ferromagnets (FM). Examples
include MnSi,1,2 Sr1−xCaxRuO3,2 CoO2,3 UGe2,4 and
URhGe.5 Such generic fluctuation-induced first-order be-
havior is a consequence of the coupling between the mag-
netic order-parameter and soft electronic particle-hole
fluctuations,6,7 and applies to ferromagnets in Heisen-
berg, XY and Ising universality classes, regardless of
whether the magnetic moments are generated by con-
duction electrons or electrons in another band.8
Fluctuation-induced first-order behavior can be indica-
tive of potential instabilities towards incommensurate
ordering.7 Recently, this possibility has been explored
within a fermionic version of the quantum order-by dis-
order mechanism.9–11 The key idea is that certain defor-
mations of the Fermi surface associated with the onset
of competing order enhance the phase space available
for low-energy particle-hole fluctuations. The coupling
of these additional soft modes to the order parameter
fluctuations leads to a self-consistent stabilization of in-
commensurate, spiral magnetic order, pre-empting the
first-order transition to the homogenous FM.
While disorder can smear continuous quantum phase
transitions due to quantum Griffiths effects,12,13 the fi-
nite temperature tricritical point, below which the mag-
netic transition turns first order and spiral order is pre-
dicted, survives up to a critical disorder strength.6 We
argue that the interplay between disorder and quantum
fluctuations leads to a helical glass state consistent with
the strongly inhomogeneous short-ranged ordered state
observed recently near the avoided FM quantum critical
point of CeFePO.14
The paper is organized as follows: in Sec. II we out-
line the model and revisit the clean-case result that FM
order gives way to fluctuation-driven spiral order in the
vicinity of the quantum critical point. Sec. III contains
a discussion of the Replica trick, used to average the free
energy over quenched disorder. We present a detailed cal-
culation of the fluctuation corrections to the free energy,
generalizing the fermionic order-by-disorder approach in
the Replica context. We find that although FM order is
destabilized by disorder, the region of the phase diagram
occupied by spiral order is enhanced.
For Sec. IV, we turn to the effects of disorder within
the incommensurate phase. Taking account of lattice-
induced anisotropy in the orientation of the spiral wave-
vector and the combination of this with disorder, we
show that the Goldstone modes are described by a 3d-
XY model with random anisotropy. This form of disor-
der has a dramatic effect, driving the formation of vortex
lines in the phase of the spiral and resulting in glassy be-
havior with short range magnetic correlations. Finally,
in Sec. V we discuss our results in the context of re-
cent experiments14 and blue phases and lines of skyrmion
defects predicted by other authors.15,16 We then empha-
size the experimental relevance of our results and suggest
ways to test our predictions.
II. MODEL & CLEAN SYSTEM
We consider electrons in three dimensions at chemi-
cal potential µ, interacting via a local repulsion g, and
subject to quenched charge disorder. The Hamilto-
nian expressed in terms of the fermionic field operators
ψ(r) = (ψ↑(r), ψ↓(r)), is given by
H =
∫
d3r
{
ψ†
[∇2 − µ+ vc(r)]ψ + gψ†↑ψ↑ψ†↓ψ↓} ,(1)
where we focus on long-wavelength physics and assume
an isotropic free-electron dispersion. The disorder po-
tential vc(r) is Gaussian distributed with zero mean and
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2variance σ2c , and is uncorrelated between different posi-
tions,
vc(r) = 0, vc(r)vc(r′) = σ2cδ(r− r′). (2)
A. Clean System
The free energy of the clean system described by (1) for
vc(r) = 0 can, in mean field theory, be conveniently ex-
pressed in a Ginzburg-Landau expansion about the para-
magnetic state:
Fmf(m) = a2m
2 + a4m
4 + a6m
6, (3)
with coefficients that are known functions of temperature
and interaction strength,
a2j = g˜
−1δj,1 +
1
j(2j − 1)!
∫
k
n
(2j−1)
F (k
2). (4)
Here nF () = 1/[exp
(
−1
T˜
)
+ 1] denotes the Fermi-
function. We have introduced rescaled, dimensionless
units, T˜ = T/µ, g˜ = gρF (ρF is the density of states
at the Fermi level), and m = g˜/(ρFµ)M . Restricting
for a moment to a spatially uniform FM, the fluctuation
correction to the free energy takes the form6,7,9–11
Ffl(m) =
1
2
λg˜2m4 ln (κm2 + T˜ 2), (5)
where λ and κ are constants. For the contact interac-
tion we obtain λ = 16
√
2/[3(2pi)6] and a tricritical point
at T˜c ≈ 0.3 (see Fig. 1), consistent with earlier results.6
With increasing range of the interaction, λ decreases con-
siderably, leading to an exponential suppression of the
tricritical temperature.6,17 κ is a constant arising from
re-summation of the leading divergencies18 and controls
where the first-order transition terminates on the T˜ = 0
axis. In the following we use the value κ = 0.001.
This correction to the free energy shows a lnT -
divergence of the m4 coefficient, ultimately driving the
transition first order. In fact, it has become apparent
from subsequent analysis9–11 that the first order FM
transition is pre-empted by a transition into a spiral
phase with order parameter
m(r) = m[nx cos(q · r) + ny sin(q · r)] (6)
with q = qnz. For a spiral of pitch q (measured in units
of the Fermi momentum kF ) we may use the fact that
the free energy is a functional of the mean-field electron
dispersion
ν(k) = k
2 + ν
√
(kzq)2 +m2, (7)
together with the fact that the important integrals are
peaked near the Fermi surface at low temperatures, to
ka
kb
kc
[001]
[111]
[110]
✓
nz = Q/Q
' =
⇡
4
Tuesday, 10 May 2011
nz = Q/Q
nx ny
M(r)/M
Monday, 9 May 2011
(b)(a)
spiral FM
ho
m
og
en
eo
us
 F
M
clean
1/g˜
T˜
Pc
2nd order
1st order
FIG. 1: (color online) Phase diagram as a function of di-
mensionless temperature T˜ = T/µ and inverse interaction
strength 1/g˜ = 1/(gρF ) in the presence of quenched charge
disorder (σ˜2c = σ
2
cρF /µ = 0.4). Phase boundaries for the
clean system are shown as dashed lines for comparison. Fluc-
tuations lead to the formation of an inhomogeneous, spiral
magnetic state below the tricritical point Pc. Disorder desta-
bilizes the FM state but enhances the region of spiral order.
write the free energy as an angular average over kˆz =
kz/k,
F (m, q) =
〈
F
(√
kˆ2zq
2 +m2
)〉
Ω
, (8)
where 〈f(θ, φ)〉 = (4pi)−1 ∫ pi
0
dθ sin θ
∫ 2pi
0
dφf(θ, φ) in
three spatial dimensions.
This results in relationships between powers of m and
q in the Ginzburg-Landau expansion, e.g. the m2q2 coef-
ficient is proportional to the logarithmically divergent m4
coefficient, explaining why the spiral is stabilized below
some temperature. We expand the free energy in powers
of q,
F (m, q) = F0(m) + F2(m)q
2 +
1
2
F4(m)q
4, (9)
but keep the full functional forms of the functions F2n(m)
that contain the re-summation of leading divergencies to
all orders in m.18 Note that the fluctuation corrections to
the free energy are analytic at q = 0. In the limit q = 0,
the free energy reduces to F0(m) = Fmf(m) + Ffl(m).
Using 〈kˆ2nz 〉 = 1/(2n + 1), we obtain the functions F2
and F4,
F2(m) =
2
3
a4m
2 + a6m
4 +
1
6
λg˜2m2
[
κm2
κm2 + T˜ 2
+ 2 ln(κm2 + T˜ 2)
]
, (10)
3F4(m) =
6
5
a6m
2 +
1
5
λg˜2
[
−1
2
κ2m4
(κm2 + T˜ 2)2
+2
κm2
κm2 + T˜ 2
+ ln
(
κm2 + T˜ 2
T˜ 2
)]
. (11)
The phase diagram of the clean system is obtained by
minimizing the free energy F (m, q). In Fig. 1 the phase
boundaries are shown as dashed lines for comparison with
the disordered system.
III. REPLICA TREATMENT OF WEAK
DISORDER
The effect of disorder on the magnetic phase diagram
can be addressed using a combination of quantum order-
by-disorder with the Replica trick. We first recapitulate
the steps involved in deriving the fluctuation corrections
and incorporate disorder at the appropriate stage. This
proceeds in four steps: (i) decouple the interaction by a
Hubbard-Stratonovich transformation in spin and charge
channels. (ii) separate zero- and finite-frequency spin and
charge fluctuations, allowing the possibility of a static
magnetic spiral background. (iii) integrate out the elec-
trons, treating disorder perturbatively to leading order.
The latter introduces new terms in the free energy not
found for the clean system. (iv) integrate out spin and
charge fluctuations to quadratic order to obtain an effec-
tive Ginzburg-Landau description of the magnetic phase
diagram.
(i) The Hubbard-Stratonovich transformation is made
by introducing classical fields ρ(r, τ) and φ(r, τ), repre-
senting charge and spin, respectively. In order to com-
pute the disorder averaged free energy we employ the
Replica trick,
F = −T lim
n→0
Zn − 1
n
. (12)
The effective Replica action Sn, defined by Zn =∫ D[ψ¯α, ψα, ρα,φα] exp(−Sn), consists of n copies of the
clean system and a disorder vertex which is non-diagonal
in the Replica index and in imaginary time,
Sn =
n∑
α=1
∫
dτ
∫
d3r
{
g
[
(φα)
2 − (ρα)2
]
(13)
+ ψ¯α
[
∂τ −∇2 − µ+ g(ρα − φα · σ)
]
ψα
}
−σ
2
c
2
∑
α,α′
∑
ν,ν′=±1
∫
τ,τ ′,r
ψ¯αν (τ)ψ
α
ν (τ)ψ¯
α′
ν′ (τ
′)ψα
′
ν′ (τ
′).
We have introduced the vector σ = (σx, σy, σz)T of Pauli
matrices to conveniently express the electron spin.
(ii) We decompose the fields ρ and φ into zero- and
finite-frequency components, the former corresponding to
static order in the system, ρα(r, τ) = ρ0(r) + ρ˜
α(r, τ)
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FIG. 2: Diagrams representing the integration over the
fermionic fields. The solid lines represent the fermionic fields,
while the wavy lines represent the fluctuation fields.
and φα(r, τ) = m(r) + φ˜α(r, τ). In the following, we do
not consider the possibility of charge order (ρ0 = 0) and
specify m(r) to be the spiral order parameter.
Including m(r) in the free-fermion action allows a self-
consistent free energy expansion in the presences of spiral
magnetic order. Transforming the fermions to the rotat-
ing spiral frame,
ϕαν (k, ωn) =
∑
ν′
(
e−i
θ(k)
2 σy
)
ν,ν′
ψαν′(k + ν
′q
2
, ωn), (14)
with cot θ(k) = kzq/m and ωn denoting fermionic Mat-
subara frequencies, we obtain a diagonal free-fermion ac-
tion S0[ϕ¯, ϕ,m] with corresponding Green’s function
Gν(k, ωn) = (−iωn + ν(k)− µ)−1. (15)
(iii) Next, we integrate over the fermion fields ϕ¯, ϕ,
treating the disorder vertex Sdis[ϕ¯, ϕ] perturbatively to
leading order. The resulting mean-field action Smf[m],
which is independent of the fluctuation fields, is given by
Smf = n
gm2
T
− n
∑
νωn
∫
k
lnG−1ν (k, ωn) + 〈Sdis[ϕ¯, ϕ]〉0 .
(16)
The average 〈. . .〉0 is taken with respect to the free-
fermion action S0[ϕ¯, ϕ,m] in the presence of spiral order.
The fluctuation corrections, up to quadratic order in the
fluctuation fields, are given by
S˜fl[m, ρ˜, φ˜] = S˜0[ρ˜, φ˜]− 1
2
〈
S˜2[ϕ¯, ϕ, ρ˜, φ˜]
〉
0
+
1
2
〈
S˜2[ϕ¯, ϕ, ρ˜, φ˜]Sdis[ϕ¯, ϕ]
〉(c)
0
, (17)
where 〈S˜2Sdis〉(c) = 〈S˜2Sdis〉 − 〈S˜2〉〈Sdis〉 only includes
connected diagrams. Here S˜0[ρ˜, φ˜] is the contribution
4arising from the first line of Eq. (13) while S˜[ϕ¯, ϕ, ρ˜, φ˜]
denotes the linear coupling of the fluctuations to the
fermion fields originating from the second line of Eq. (13).
The diagrams we are required to evaluate are shown
schematically in Fig. 2.
(iv) To obtain the fluctuation corrections to the dis-
order averaged free energy, we perform the Gaussian in-
tegrals over the fluctuation fields, re-exponentiate, and
finally take the Replica limit n→ 0.
Including disorder modifies both the mean field and
fluctuation corrections to the free energy. The pro-
portionality between expansion coefficients found in the
clean system is broken in the presence of disorder since q
enters not only the electron dispersion, but also through
the transformation (14) of the disorder vertex. The
mean-field free energy contribution due to disorder is
given by
F dismf =
σ˜2c
2
∑
ν,ν′
∫
k,k′
hν,ν′(k,k
′)χν,ν′(k,k′) (18)
with
χν,ν′(k,k
′) = T˜
∑
ωn
Gν(k, ωn)Gν′(k
′, ωn)
=
nF (ν(k))− nF (ν′(k′))
ν(k)− ν′(k′) , (19)
hν,−ν(k,k′) = 1− hν,ν(k,k′) ≈ 1
4
(kz − k′z)2
q2
m2
. (20)
The disorder strength in dimensionless units is given by
σ˜2c = σ
2
cρF /µ. We have expanded hν,ν′ up to quadratic
order in q, since we will only compute disorder correc-
tions to the m2, m4, and q2m2 coefficients. The leading
disorder contributions to the fluctuation corrections are
given by,
F disfl = g˜σ˜
2
c
∑
ν,ν′
∫
k1k2k3
hν,ν′(k1,k2)
{
(−1)ν+ν′
×χν,ν′(k1,k2)χ−ν,−ν′(k3,k3 − k1 + k2)
+ 2Kν,ν′(k1,k2)n−ν′(k3)
}
, (21)
with Kν,ν′(k1,k2) = T˜
∑
ωn
Gν(k1, ωn)G
2
ν′(k2, ωn).
Note that the matrix elements Kν,ν′ can be written as
combinations of derivatives of χν,ν′ with respect to the
chemical potential and the magnetization,
Kν,ν′ = −1
2
[
∂µ +
1
2
(ν − ν′)∂m
]
χν,ν′ . (22)
To obtain the corrections to the phase boundaries we
compute F dismf and F
dis
fl numerically and extract the con-
tributions to the m2, m4, and q2m2 coefficients as func-
tions of T˜ and g˜. We first compute the integrals for q = 0
over a range of discrete values of the magnetization m.
The m2 and m4 coefficients at different temperatures T˜
are then obtained by a least-square fit to a polynomial
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FIG. 3: Disorder corrections to the q = 0 coefficients of the
m2 and m4 terms as a function of temperature T˜ . Panels (a)
and (b) show the corrections to the m2 term at the mean-field
level and from fluctuation contributions, respectively. The
corresponding corrections to the m4 coefficients are shown in
panels (c) and (d).
in m. In Fig. 3 the temperature dependencies of the
disorder corrections adis and bdis to the m
2 and m4 co-
efficients at mean-field level and due to fluctuations are
shown. Note that the correction are non-divergent as
T˜ → 0.
Contributions to the q2m2 coefficient arise (i) from
the q-dependence of the dispersion and (ii) due to the
q-dependent coefficients hν,ν (20). The former contribu-
tion (i) is given by 2〈kˆ2z〉bdis = 23bdis and shows the same
proportionality to the m4 coefficient as the clean system
coefficients. The latter terms (ii) consist of spin symmet-
ric and spin-asymmetric integrals. While the symmet-
ric contributions are again proportional to bdis, although
with a different proportionality factor 〈hν,ν〉 = 1/6, the
spin-asymmetric integrals break the proportionality to
the m4 coefficient. These integrals, however, turn out
to be at least an order of magnitude smaller than the
symmetric ones, and we can therefore approximate the
disorder correction to the q2m2 coefficient by 56bdis. Note
that the presented arguments are equally valid for mean-
field and fluctuation corrections.
The effects of weak disorder on the phase diagram are
shown in Fig. 1. Disorder has two effects. On the one
hand it destabilizes the homogeneous FM due to a pos-
itive contribution to the m2 coefficient. On the other
hand, it enhances the tendency towards spiral ordering
because of a dominant, negative fluctuation correction to
the q2m2 term.
While small disorder leads to a slight increase of the tri-
critical temperature T˜c, this effect is reversed by higher-
5order contributions that cut-off the non-analyticity of the
clean system, Ffl ∼ g˜2m4 ln[m2 + (T˜ + (kF l)−1)2] (l the
mean free path) and lead to a new non-analytic term of
opposite sign.6,8 Therefore, for sufficiently strong disor-
der, the tricritical point is pushed to lower temperatures
and is eventually destroyed.
IV. DISORDERED XY-PHENOMENOLOGY IN
THE HELICAL SPIN GLASS
Charge disorder does not destroy long range order
(LRO) in the homogeneous FM. This is captured ap-
propriately by our analysis of the Replica averaged free
energy. To see this, we may formally introduce indepen-
dent order parameters mα in each Replica. The result-
ing m2αm
2
β and (∇mα)2(∇mβ)2 terms would arise from
a Replica average of disorder that couples to m2 and
(∇m)2, respectively. Such rotationally symmetric ran-
dom mass and stiffness disorder does not destroy LRO in
the FM.
To understand the relevance of disorder in the fluctu-
ation driven spiral region we must analyze how disorder
couples to the Goldstone modes. Taking into account lat-
tice effects, the free energy is no longer invariant under
continuous rotations of the spiral ordering wave vector
q. Starting, for example, from a tight-binding dispersion
on a cubic lattice and a chemical potential close to the
bottom of the band, we obtain a small anisotropy term
Fanis = γ
∫
d3r[(∂xmx)
2 + (∂ymy)
2 + (∂zmz)
2], (23)
which, for γ > 0, is minimized for q along one of the
crystal axes. In the following we will assume q = qnz
as before. Note that the anisotropy term fixes the di-
rection of q without changing the saddle-point equation
q2 = −F2(m)/F4(m) for the modulus of q. The Gold-
stone modes correspond to smooth deformations φ(r)
of the phase of the spiral order parameter, m(r) =
m[nx cos(qz + φ) + ny sin(qz + φ)], captured by the clas-
sical anisotropic 3d-XY action
Sφ =
∫
d3r
2F4(m)q2(∂zφ)2 + 12γm2 ∑
i=x,y
(∂iφ)
2
 .
(24)
Disorder in the spin stiffness induces local random
changes of q. While this obviously leads to disorder in
the stiffness of the Goldstone modes it also generates a
random anisotropy for the phase angle of the spiral,
Sdisφ =
1
2
γm2
∫
d3rg(r) cos[2φ+ α(r)], (25)
with α(r) ∼ δq(r)z a random phase and g(r) = [(∂yα)2−
(∂xα)
2]/4. No such random anisotropy is induced in the
homogenous FM phase, leading to a very different re-
sponse of the spiral phase to disorder. In particular, it is
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FIG. 4: (color online) Three-dimensional plots of (a) the spiral
ordering wave vector, (b) inverse correlation length, and (c)
anisotropy across the helical glass phase.
established that arbitrarily small disorder of random field
or higher order random anisotropy type destroys LRO in
dimensions d < 4.19–21 It is very likely that the random
anisotropy 3d-XY model - and so the spiral phase - sup-
ports only short-ranged magnetic correlations.
The more exotic possibility of algebraic quasi LRO
seems unlikely. Near d = 4 an infinite number of opera-
tors become relevant, requiring a functional RG (FRG)
treatment.22 For sufficiently weak random anisotropy dis-
order as present in the spiral region, it has been demon-
strated within 2-loop FRG23 that O(N) magnets with
N < Nc = 9.44 exhibit algebraic quasi long range or-
der for dlc < d < 4 with a lower critical dimension
dlc ≈ 4−0.00158(N−Nc)2 which gives dlc(N = 2) ≈ 3.91
in the XY case. While such extrapolation should be taken
with caution given the high value of Nc,
23 very similar
lower critical dimensions only slightly below d = 4 are
found for random field disorder within non-perturbative
FRG.24 It is therefore very likely that the disordered
phase in the random anisotropy 3d-XY model is conven-
tional with short-range magnetic correlations.
This phase of short-ranged magnetic order is markedly
6anisotropic. In the following, we use the result by Dot-
senko and Feigelman25 who argued that on scales much
larger than the size of a vortex-line core, the correla-
tion length of the isotropic 3d-XY model with random
anisotropy disorder, D cos(nφ+ α(r)), and spin stiffness
ρs is given by ξ =
n2
8pi
ρ2s
D2K2n
, where Kn(T ) = 〈cos(nφ)〉0
is computed with the wave-like excitation in the absence
of disorder. Specifying to n = 2 and taking into account
a rescaling of the z-coordinate, we obtain
ξxy =
1
2piσ2g
(
γm2
4F4(m)q2
)2
e
T˜
pi
√
4γF4(m)m
2q2 (26)
for the correlation length along the directions perpendic-
ular to q where σ2g is the variance of g(r). The anisotropy
is given by
ξz
ξxy
=
√
4F4(m)q2
γm2
. (27)
Since from minimization of the free energy m and q
are obtained as a function of temperature T˜ and electron
repulsion g˜ we can evaluate ξ = ξ(T˜ , g˜) over the spiral
region. In Fig. 4 the evolution of q, 1/ξxy, and ξz/ξxy is
shown. At the transition to the homogeneous FM, the
magnetization remains finite while q → 0, leading to a
divergence of ξ. Note that in the presence of a magnetic
easy axis anisotropy, this transition becomes weakly first
order.26 The correlation length changes significantly over
the spiral region and is strongly anisotropic with ξz >
ξxy, except very close to the transition to the FM. In the
clean limit, σ2g → 0, LRO is recovered in the spiral phase.
V. DISCUSSIONS AND CONCLUSIONS
By combining a Replica disorder average with the
fermionic quantum order-by-disorder approach11 we have
demonstrated that weak charge disorder destabilizes the
FM phase but enhances the susceptibility towards in-
commensurate spiral ordering below the tricritrical point.
While disorder does not destroy LRO in the FM phase,
the correlation length in the spiral region is finite even
for infinitesimal disorder. This is a consequence of the
interplay of the (cubic) crystal anisotropy and disorder
in the spin-stiffness which generates a relevant random
anisotropy term in the effective 3d-XY model for the
Goldstone modes.
A helical glass with short-range order is consistent with
the peculiar incommensurate state recently found close
to the avoided FM quantum critical point of CeFePO.14
The µSR results provide evidence for strongly inhomoge-
neous spin fluctuations and show the characteristic time-
field scaling expected from glassy spin dynamics, how-
ever the anisotropy of magnetic fluctuations and the lack
of evidence for FM cluster formation under field cooling
rule out conventional spin-glass behavior.14 Both obser-
vations find a natural explanation in terms of short range
spiral order. This phase is distinct from conventional
spin glasses, and indeed it is not yet clear whether there
exists a non-zero Edwards-Anderson order parameter in
this model.
The correlation length in the helical glass phase is
highly anisotropic, as we’d expect from a phase formed
from the background of a spiral FM, but it also ex-
hibits an unusual, pronounced dependence on temper-
ature and on-site interaction strength, both stemming
from the characteristic dependence of the spiral ordering
wave vector on these quantities. This offers a way to in-
directly detect helical ordering in systems where neutron
scattering data is not available.
Helical glasses have been discussed previously by
Feigelman and Ioffe27,28 in the context of helical mag-
netic structures that appear in diluted alloys.29 They pro-
posed a model of itinerant electrons with a helical spin-
density wave (SDW) instability, interacting with ran-
domly placed classical impurity spins.27 However, the
helical glass that we predict is different from that in
Refs. [27,28] for the following reasons: (i) In our theory,
the spiral order is driven by fluctuations in the vicin-
ity of a FM quantum critical point. This mechanism
does not require nesting of the Fermi surface and leads
to spiral modulations on much larger length scales. (ii)
The nature of disorder is different. While the disorder in
Refs. [27,28] is of magnetic origin and leads to random-
ness in the direction of the spiral ordering vector q, we
consider weak charge disorder and assume the direction
of q to be fixed by the crystal anisotropy. (iii) There are
observational differences. Since the disorder we consider
couples to the pitch rather than the direction of the spi-
ral, we expect diffraction peaks to be relatively sharp in
angular directions. Moreover, the fluctuation driven spi-
ral is associated with smooth deformations of the Fermi
surface while the SDW nesting instability27,28 would lead
to a Fermi surface reconstruction.
Our work shows that disorder has profound effects
on the phase reconstruction near FM quantum critical
points and leads to the formation of an unusual heli-
cal glass state. This state is different from the par-
tially ordered phase30,31 near the avoided quantum crit-
ical point of MnSi. It has been argued that in this
phase small amounts of disorder lead to skyrmion line
defects in the spiral order, reminiscent of blue phases of
cholesterics.15,16,31 The vortex lines that we discuss here
are rather different from skyrmion line defects. The lat-
ter correspond to vortices in the orientation of the spiral
wave-vector, whereas the vortices predicted here are in
the pitch of the spiral order for a fixed direction of wave
vector. Nevertheless, some properties of line defects are
quite generic. It was shown32 that columnar fluctuations
of any type of line defects lead to a T 3/2 contribution to
the electrical resistivity. This mechanism should equally
apply to the extended phase defects that we discuss here.
Therefore we predict T 3/2 behavior to be generic to a
7much wider class of materials.
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