Abstract: We propose a method for the capture of high dynamic range (HDR), multispectral (MS), polarimetric (Pol) images of indoor scenes using a liquid crystal tunable filter (LCTF). We have included the adaptive exposure estimation (AEE) method to fully automatize the capturing process. We also propose a pre-processing method which can be applied for the registration of HDR images after they are already built as the result of combining different low dynamic range (LDR) images. This method is applied to ensure a correct alignment of the different polarization HDR images for each spectral band. We have focused our efforts in two main applications: object segmentation and classification into metal and dielectric classes. We have simplified the segmentation using mean shift combined with cluster averaging and region merging techniques. We compare the performance of our segmentation with that of Ncut and Watershed methods. For the classification task, we propose to use information not only in the highlight regions but also in their surrounding area, extracted from the degree of linear polarization (DoLP) maps. We present experimental results which proof that the proposed image processing pipeline outperforms previous techniques developed specifically for MSHDRPol image cubes. 15. M. Martínez, E. Valero, and J. Hernández-Andrés, "Adaptive exposure estimation for high dynamic range imaging applied to natural scenes and daylight skies," Appl.
Introduction
Multispectral imaging as well as HDR imaging and polarimetric imaging are techniques developed to overcome the limitations of common scientific imaging systems. Multispectral imaging allows us to retrieve a larger amount of information compared with monochrome or RGB color images. It can help recovering spectral radiance or reflectance information pixel-wise, using some spectral estimation algorithms [1] .
On the other hand, HDR imaging is used to capture useful image data from regions in the scene that present higher dynamic range than it is possible to capture with a single shot for non-HDR imaging systems [2, 3] .
This work focuses on two main applications: image segmentation and objects' material classification. These two tasks have been addressed by many authors before.
Regarding material classification [4, 5] , initially some authors studied it by using the dichromatic reflection model [6] . Using a spectroradiometer, they studied the spectral color signals coming from different objects and also its chromaticities. In general RGB or monochrome images were used to perform material classification [7] . Limitations of those methods are that the color reflected by objects is strongly dependent on the observation geometry. In [8] , they based the classification in the texture of the objects. Assuming that objects with similar textures are made by similar materials.
Later on some authors approached the material classification problem via polarization-based imaging. In [9, 10] , they already tried to classify objects in two main classes: metals and dielectrics. They based their method in a thresholding of the Degree of Polarization (DOP). They used for the first time polarization features, which do not depend on object color and illumination. However their method was strongly dependent on the observation geometry, and only available for flat object surfaces. Besides, using polarimetric images also helps getting extra information about the content of the scene that is not visible with common imaging systems [11, 12] .
In [13] , they found that inspecting the curvature of DOP map around specular highlights, they could classify the objects into metal or dielectric, disregarding the observation geometry. This allowed them to perform classification including curved object surfaces as well [14] , but sometimes the DOP calculation around the highlights is unstable. Specially if the image captured is somewhat noisy or the highlight region is rather large.
Based on this work, we aimed for overcoming these limitations, and as a first contribution, we proposed a new method which is also based on the study of the spatial distribution of the DOP map around the highlights. Moreover, in previous works [15, 16] , we proposed an algorithm to automatically estimate the exposure times needed for the HDR capture. We applied it for monochrome as well as RGB cameras. Now, as second contribution, we have also adapted it for multispectral imaging channel-wise, making the capturing of HDR multispectral polarimetric images more automatic. Furthermore we also found and showed that when we rotate the LCTF for changing the polarization angle, we introduce some slight unwanted arbitrary translation, which was unaccounted for before. This translation is specially problematic if we want to get high resolution images and retrieve pixel-wise HDR multispectral polarimetric data (for instance for studying the metallic sparkling elements in special effects coating car paints [17] ).
As explained in section 4, methods for registering the differently exposed LDR images captured to compose a HDR image [18] [19] [20] do not yield satisfactory results with already built HDR images. We therefore proposed, as third contribution, a pre-processing step before the registration, based in the compression of the dynamic range of the HDR scenes. This way, we also save computation time, since for each spectral band we only need to register one HDR image, and not many LDR images.
Regarding segmentation of multispectral images, other authors already tried conventional segmentation methods like k-means [21, 22] , or more complex statistical methods like the roughset-initialized EM algorithm [23] . As fourth contribution, we have proposed a novel segmentation full work-flow based on mean shift, skipping the computationally demanding Ncut method [24] used in [14] . We compared our results with those of Ncut algorithm as well as Watershed algorithm [25] . This last popular method is vastly used and directly implemented in most image processing programming libraries.
Few authors combined some of these techniques (multispectral, HDR and polarization imaging) before [26] [27] [28] [29] . Even some authors tried combining all three of them together in a system able to capture all-sky HDR multispectral and polarimetric image data in less than two minutes, using two filter wheels and a fish-eye lens [30] .
The remainder of the paper is structured as follows: in section 2, we explain the absolute radiometric calibration performed to the camera, as well as the spectral calibration of the system. In section 3 we briefly explain the capturing system and also the capture work-flow. In section 4, we explain all the image processing applied in order to get correctly registered HDR multispectral polarimetric images. In sections 5 and 6, we explain our proposed work-flows for the segmentation and classification applications respectively, showing the results obtained and comparing them with those of the methods proposed in [14] . Finally, in section 7, we draw the final conclusions of this work.
Radiometric and spectral calibration
When capturing HDR images via combination of multiple LDR exposures, the resulting image data is in a different scale from the original LDR images [31] . The former scale is exposure-timeindependent, and the latter is exposure-time-dependent. Usually for the HDR images, we aim to get pixel values in the final image that are proportional to the amount of light coming from each region of the scene. For this purpose we perform a radiometric calibration of the camera.
Radiometric calibration
Before starting with the capture of the scenes, we performed an absolute radiometric calibration of the imaging system [32, 33] by measuring the Camera Response Function (CRF) of our camera (i.e. the way our camera responds to light). We first detached the LCTF from the camera, because the CRF is unaffected by the LCTF, and detaching it allows us to work with lower exposure times, while the signal level is still high enough to get useful image data. We prepared a scene containing ten homogeneous gray patches of different gray levels (see Fig. 1 left) .
The patches were non-homogeneously illuminated with a Xenon Lamp (different levels of irradiance from direct light to shadow). This way we generated radiance signals covering a wide range of values in the scene (up to 4 orders of magnitude). We captured several images of this static scene using different exposure times and aperture values. After that, we substituted the camera by a spectroradiometer model Photo Research PR-645, and measured the radiance coming from the ten patches in the scene. Since the scene was static, the radiance outgoing from each patch was constant in time. Therefore we did ten radiance measurements for each patch and averaged them in order to reduce noise. The spectral radiances measured for the ten patches can be seen in Fig. 1 right. We integrated the measured spectral radiance values in the spectral range from 400 nm to 700 nm. Multiplying all these values by all exposure times used to capture the images for each aperture, we got a matrix of pseudo-exposure values. We call it pseudo-exposure because the exposure is the product of exposure time times irradiance (T e x p · E e ), but our spectroradiometer measured radiance instead (L e ) of irradiance (E e ). Anyway this magnitude gives us information about the amount of light per unit area impinging on the sensor.
According to reciprocity law [34] , halving the exposure time and doubling the radiance/irradiance, should result in the same sensor response. Since we can also average a small area in each patch to retrieve sensor responses for each exposure time and aperture value, then we could estimate the CRF for each aperture setting. The estimation of the CRF function was done by least squares fitting method. This function relates exposure/pseudo-exposure with sensor responses, and afterwards it is used to estimate a radiance map of the scene captured via multiple exposures technique [35] .
Several factors influence the shape of the CRF. As Ferrero et al. pointed out in [34], reciprocity law does not hold when we study the response of the whole camera to light (rather than just the response of the sensor). This happens even working in raw mode. This is due to the fact that other phenomena also determine the way the camera responds to light. The strongest impact is that of optical veiling glare. Camera optics are not perfect, and as light goes through them, unwanted light from some regions of the scene, ends up impinging in pixels from other regions. This effect is specially severe when there are very brilliant regions present in the scene together with very dark areas. McCann and Rizzi have thoroughly characterized this phenomenon [3, 32, 33] .
In this work, we have not considered correcting the effects of veiling glare (like other authors propose using some complex and not really practical system set ups [36] ). We assumed that the imaging conditions are not so extreme so that the CRF curves measured for the different apertures hold for all the images captured. The CRF curves fitted from the measured data for the different aperture settings are shown in Fig. 2 .
We can appreciate a clear linear behavior in the CRF curves. Depending on the aperture used during the capturing process, we used its corresponding CRF to estimate the HDR radiance map. We checked the accuracy of this absolute radiometric calibration including some gray patches in different scenes and measuring its integrated radiance with a spectroradiometer. The results are shown in Fig. 2 . Since the purpose of this research was not to use the camera as an accurate imaging radiometer, we considered that the estimated and measured integrated radiances were similar enough for the purpose of our study. However if our aim had been to make a very accurate radiometric measurement using the camera, a more careful study of the CRF functions in different veiling glare conditions should be necessary. The last part of the radiometric calibration consisted in identifying which pixels of the sensor were considered as hot pixels. These pixels yield a very high response even in darkness condition. This high response depends on the exposure time and temperature among other factors. We considered hot pixels those which average sensor response exceeded 5% of the dynamic range of our camera, or 205 digital counts, when we averaged 10 images with the aperture closed and 50 ms or higher exposure time. We stored the pixel coordinates of such pixels in order to make their impact negligible in the AEE method [15] during the capture.
Since the response of these pixels is not relevant, we located them in every captured image and substituted their pixel values by the mean value of their closest 8-neighbors. We found 35 hot pixels in total (less than 0.003% of the pixels contained in a captured image). However, since the AEE algorithm [15] keeps on looking for new exposure times until every pixel is correctly exposed in at least one shot, it is important to account for them in order to mitigate the impact of these pixels and achieve convergence.
Spectral calibration
The camera spectral sensitivity S(λ), as well as the spectral transmittances of the different tune modes of the LCTF (weighted by the IR cut-off filter spectral transmittance) T i (λ), and the Spectral Power Distribution (SPD) of the lamp L(λ) were measured using the spectroradiometer previously mentioned, and a monochromator. All these spectral measurements are used during the capturing process explained in section 3.
Image capturing
Our imaging device includes a 12-bits CCD monochrome camera (QImaging Retiga 1300) with hot mirror attached, and a LCTF model CRI VIS 10 − 20 (see Fig. 3 ).
We illuminated the scenes using a 500 watts incandescent lamp. Thanks to the polarizing properties of the LCTF technology [37], we can capture images at different linear polarization angles just by rotating the LCTF along its optical axis. If an imaging device is to be used other than an LCTF, and it does not polarize the incoming light, then an extra rotating polarizing filter should be added in order to capture the polarization information. For a more detailed explanation about the capturing system please see [14] . A work-flow diagram for the capture process is shown in Fig. 3 .
As explained before, we selected the exposure times needed to capture each spectral band using the Adaptive Exposure Estimation method (AEE) proposed in [15] . This method was proposed and tested for a color RGB camera (Canon EOS 7D) and also for a monochrome camera. Both cameras were capturing all their spectral channels (3 or 1) in a single shot. Thus, we needed to adapt the method for the first time to a multispectral imaging system, which takes one shot to capture each spectral channel. We therefore run the AEE method for each individual spectral band.
As explained in [15, 16] , the AEE method only needs as input one initial exposure time value. This value only has to accomplish one condition: at least some pixels of the resulting image must be properly exposed (i.e. neither below noise level, nor above saturation level). After this first shot is captured, the method computes the cumulative histogram, checking if still any pixels in our region of interest (ROI, which could be the entire image or just a portion of it), are either saturated or underexposed. If so, the algorithm computes a new shorter or longer exposure time (based on the camera's CRF properties). this new exposure time is computed to make the regions of the image close to saturation to be close to noise floor in the shorter exposure time, and the other way around in the longer exposure times. With the new exposure times, the algorithm continues capturing differently exposed shots. The iterative process goes on until it captures correctly the whole dynamic range of the scene, or it reaches a stopping condition (based on the percentage of correctly exposed total pixel population reached. This target percentage can be selected by the user, making the algorithm more flexible for different scene contents).
For the first shot of each band, due to the wide differences for different spectral bands in the spectral sensitivity of the sensor, the spectral transmittances of the LCTF and the SPD of the light, the exposure time value that accomplishes the mentioned condition for a spectral band (e.g. 550 nm), does not accomplish it for a different spectral band (e.g. 400 nm or 700 nm). This fact makes it necessary to adapt the initial exposure time value to run the AEE algorithm in each spectral band.
Our idea was to select a valid initial exposure time in the spectral band we usually use to point and focus the imaging system (550 nm since is the central band in the range from 400 nm to 700 nm). Once we chose this exposure time value, the AEE could run for this band. Afterwards, for each of the remaining spectral bands, we calculated a new initial exposure time value by weighting the chosen one for 550 nm, by a weighting function. This function was derived from the product of the relative weights of spectral sensitivity, SPD of light and the integral of the spectral transmittance of each mode of the LCTF multiplied by the IR cut-off filter used. The resulting relative weighting function is plotted in Fig. 5 left.
In order to record polarimetric information, we rotated the LCTF in front of the camera. As we assumed unknown the directions of maximum and minimum transmission through the polarizer, we make the capture in four relative rotation angles of the LCTF: 0 • , 45 • , 90 • and 135 • . This yields the 4 relative polarization images I (λ, θ), I (λ, θ + 45 • ), I (λ, θ + 90 • ) and I (λ, θ + 135 • ) respectively. Each of these images is a HDR image built from several LDR images captured with different exposure times. In section 6 we explain how to calculate the DoLP map out of these 4 polarization images.
Image pre-processing
There are three pre-processing steps in our proposed pipeline, which are applied to the MSLDRPol cubes resulting from the capture process: dark image subtraction, HDR image building and polarimetric registration (see Fig. 4 ). Once the capture is finished, for each spectral band and polarization angle, we get a set of images captured with different exposure times. The number of images for each spectral band and polarization angle would depend on the dynamic range of the scene we are capturing, as well as the parameters we set for the AEE method, and the capturing device responsivity. Since our AEE parameterization was configured to get minimum bracketing sets (i.e. the set of different exposure times needed to capture correctly every point of the scene with the lowest number of shots), we obtained from two to three images per band and polarization angle.
Dark subtraction
As it usually happens in most digital imaging systems, there are some sources of noise which make the sensor yield a non-zero response even in the absence of light signal [38, 39] . The impact of this dark noise component can be reduced by subtracting black images from the different images captured from the scene. These black images are captured using the same exposure times as the scene images, but the aperture of the camera is completely closed. For each exposure time value used during the capture of all LDR images, ten black images were captured and averaged (in order to reduce noise). Afterwards, and before the next step of building the HDR images, these averaged black images were subtracted from every LDR image captured.
HDR image building
Once the values of the hot pixels are corrected (as explained in section 2.1) and the dark noise is subtracted from every LDR image, we are ready to build the HDR image of each spectral band and polarization angle. We did so using Eq. (1), previously used in [2, 35] .
where E is the value of HDR radiance map generated, λ is the spectral band index, θ is the polarization angle index, (x, y) are pixel coordinates, N is the number of shots captured for each spectral band, ρ is the sensor response in each LDR image captured, C RF −1 the inverse camera response function estimated as explained in subsection 2.1, ∆t n the exposure time used for shot number n, and ω the weighting function used to construct the HDR image (see Fig. 5 ). In the literature we find some other shapes for this function like the triangular or hat shape [35] , derivatives of the CRF [31,40,41], or more complex shaped functions [42] . We found the smooth (also called broad hat function) function proposed in [2, 43] and shown in Fig. 5 right, was less prone to introduce artifacts in the final HDR image than the other alternatives. 
Polarimetric registration
Once the HDR images were built for each spectral band, and each polarization angle, we checked for misalignments between different bands and polarization angles within each band. We found no noticeable misalignment between spectral bands. The depth of field was larger than the longitudinal chromatic aberration in our capturing conditions. Thus, there was no need for registration among different bands captured with the same polarization angle.
On the other hand, we did find misalignment between the images corresponding to different polarization angles for a given spectral band. Apparently, the rotation of the LCTF introduced small translations of the images. Thus, we had to perform image registration. Since all spectral bands were correctly aligned for each polarization angle individually, as long as we could find the transformation needed to align the four polarization images for one spectral band, we could apply the same transformation to every spectral band. These misalignments could potentially worsen the metal-dielectric classification accuracy in the post-processing steps of the proposed work-flow. The difficulty in this step lies in the fact that the images we are going to align are already HDR images.
Several algorithms have been proposed for the registration of the differently exposed LDR images before building the final HDR image. Some of them are based in percentile threshold bitmaps like [18] . Some others are based on SIFT key points extraction like [19] , or novel proposed methods such as optimum target frame estimation [20] . However all these methods are not applicable for the registration of different HDR images already built. This is due to the fact that when the HDR images are already built, their pixel values are too different from the darkest regions to the brightest ones. Key features such as edges or corners are based in the high contrast between different objects. However, the magnitude of this contrast is very different for HDR images depending whether we are in a very dark or a very bright region.
We tried standard feature-based registration methods for estimating the transformation needed in order to align the HDR images of the 4 different polarization angles. We considered translation, rotation, scale and shear transformations, as well as combinations of them, but none succeeded. Therefore we decided to modify the registration work-flow by including a three-stage preprocessing step before applying the standard key-point based registration procedure [44, 45] .
The first stage is dynamic range logarithmic compression. We compress the dynamic range in logarithmic scale to reduce the large difference between very bright and very dark regions. The second stage is normalization. We scale the image values in the range [0, 1], by subtracting minimum value and dividing by maximum value. The third stage is contrast enhancement. We stretch the contrast of the image so that we allow 5% underexposed pixels and 5% saturated pixels. This way, even if up to 5% of pixel population is either very bright or very dark, we will still highlight the details in the middle exposure region. Figure 6 shows a portion of overlay between the polarization images corresponding to 0 • and 135 • for the spectral band of 550 nm, before and after pre-processing and registration are applied. We see that before registration, there are colored bands close to the edges of the objects and their highlights. This means there is misalignment between the two polarization images. A similar situation is found for all pairs of images corresponding to different polarization angles. After the registration procedure, we can see in Fig. 6 (right) how the two images are correctly aligned. So we can conclude that the registration was performed satisfactorily.
The final transformation found for all images was a translation. The magnitude of this translation depended on the scene, ranging from 5 to 15 pixels both in horizontal and vertical directions.
After all the described pre-processing steps are finished, our Multispectral High Dynamic Range polarimetric image cubes are ready to use. We focused our work in two main applications: segmentation and material classification. For each of those, we based our efforts in trying to overcome the limitations found in the methods proposed in [14] , which is to our knowledge the only reference available so far which deals with MSHDRPol image cubes for segmentation and material classification. We explain both applications in the next sections. The first one is dedicated to the segmentation method description and validation experiments, and the last one to the classification method and its validation experiments.
Segmentation method and evaluation

Summary of the proposed method
The segmentation procedure we propose is composed by several steps. We used Matlab for processing the captured image data. In the pseudo-code of algorithm in Fig. 7 we describe the different steps of the segmentation. We explain each of them in the following subsections from 5.2 to 5.6. The input to the algorithm is a MSHDRPol cube obtained after applying the pre-processing method explained in section 4. Our proposed segmentation method involves sequential application of the mean-shift algorithm [46, 47] , together with the clustering of all pixels belonging to the same superpixel after a mean shift iteration is applied. Each time we apply a new iteration of mean-shift, we reduce the number of superpixels in the pre-segmented image.
We first produce a usable RGB image from the original cube with highlights removed (see subsections 5.2 and 5.3). Afterwards we apply mean-shift to get an initial crude estimation of labels for the different regions (see subsection .5.4). Later on, we use the original spectral cube and these labels to perform an initial clustering of superpixels data. From here on, we use only the RGB image of this initial clustering to further apply mean-shift and clustering to obtain a second set of more refined labels (see subsections 5.4 and 5.5). These labels are finally segmented and merged (see subsection 5.6) to obtain the output of the segmentation algorithm.
Multispectral HDR to RGB (mshdr2rgb)
This function receives as input a HDR multispectral image cube of integrated radiances, and uses the CIE 1931 Color Matching Functions [48] , to get a color image with HDR information. This is not a standard XYZ image. We did not include any standard illuminant in the calculation because we are dealing with integrated radiance signals channel-wise, which include illuminant information. This color image is afterwards transformed into RGB color space. Later on we perform a tone mapping to get finally a LDR RGB image. The tone mapping includes logarithmic compression, normalization, contrast enhancement, histogram equalization and saturation boost. Even though the final RGB image is not a standard RGB color space image, it is still valid for our segmentation purpose. However if we wanted to get a standard RGB color space image, then we should normalize the multispectral HDR image cubes dividing by the corresponding illuminant present in the scene first, and then use a standard CIE illuminant to compute the tristimulus values. In Fig. 8 left, we can see an instance of the RGB1 image for one of the scenes.
Highlights removal (hlremoval)
This function receives an RGB image containing objects with highlights, and returns another RGB image where the highlights are reduced or eliminated. This is done by computing the negative of the image (for an 8 − bits image: Image negative = 255 − Image). Then we perform a morphological operator called region filling [49] , to the negative image, and finally calculate again the negative of the filled image. Figure 8 shows the RGB1 image for one scene and the resulting RGB2 image after removing highlights. It is important to note that we remove the highlights to help in the segmentation task. As we will explain in subsection 6, we will use the information in the highlight regions for this task, getting it again from the original pre-processed images (cube.original). 
Mean shift
This function receives as input and RGB image and returns a label image. A label image is an image where each pixel value corresponds to a label. Mean shift algorithm [46, 47] is a pre-segmentation performed to find areas of the image where the pixels have similar values, and group them together under the same label. This cluster is often called superpixel.
Labels to clusters (labels2clusters)
Once the labels images are generated, we can use a multispectral image cube or a RGB image to average the pixel values in each spectral or color channel in order to generate a new cube or image which is much more simple than the original one. This is what this function does. It receives a labels image and an original image (color or multispectral), and returns an image of the same kind of the original, where the pixel values for those pixels under the same label (belonging to the same superpixel) are the same. This value is the average of all pixels in the same superpixel.
This new image, can in turn be an input for a new mean shift iteration. In Fig. 9 left, we can see an RGB renderization of one of the highlights-removed images (RGB2), and the resulting RGB image (RGB3), after applying the first mean shift iteration.
The performance was found to be better if we apply labels2clusters method using the labels images and the spectral cubes in the first iteration, and then the labels images and the RGB highlight-removed rendered image for the second iteration. The reason why the first time we use the spectral cube (cube.original) and the second time we use the RGB image (RGB2) to perform the labels2clusters method, is that when the image is still rather complex, averaging spectral information poses a better input for the next step. However once the second mean-shift iteration has been performed, the RGB images are already simpler, yielding satisfactory results. Thus we do not need to use the spectral cubes anymore. This way we can save a step of mshdr2rgb method.
Region merging (mergeregions)
After mean shift is applied and we have used the labels image to cluster regions in our image, we aimed to reduce the number of clusters as much as possible, yet keeping the different objects apart both from each other and from the background. We then apply an iterative region merging process which consists in the following steps. First of all we find the background, assuming it is the region with the biggest pixel area. We know that this might not occur in some cases where there is a very large and homogeneous object in the scene. However for the general case this condition worked fine. Afterwards we compute the adjacency matrix of the labels image ignoring the background. This means that any region adjacent with the background would account as no adjacent, since we will never want to merge any object with the background. Once we have the adjacency matrix, we compute a similarity matrix. We treat the image as a graph, in which the weight (ω i , j ) between nodes i and j is ∞ for non adjacent regions, and calculated as shown in Eq. (2) for adjacent regions.
where K is the number of color or spectral channels, and ρ k,a is the average sensor response for image channel k and region a. The fourth step is thresholding the similarity matrix. Those regions which similarity lies below a threshold value found by trial an error to be convenient for all our scenes were merged. Merging two regions means computing the average sensor response values for each channel and giving the same label to both of them. Therefore after each merging, we recomputed the adjacency and similarity matrices again. This iterative process goes on until there are no adjacent regions for which similarity metric falls below the threshold. In Fig. 9 , we can see a false color labels image before and after applying the region merging. We can see how the number of regions in the image was reduced from 36 to 8. In this scene, the optimal number of regions would be 6 or 7. They would correspond with the 4 objects, the ground, and the wall (divided in two sides by the top-most object). We are reasonably close to this number using a threshold value of 120. Increasing this value would make the walls merge with the top-most object. The threshold value used performs reasonably well even with the residual highlights or shadows remaining in the scene after the previous steps.
In general, a threshold value of 120 performed rather well for all scenes tested. However a fine adjustment of this value would increase the performance of the segmentation for certain scenes. The region merging is performed attending to the similarity between adjacent regions, therefore it is independent of the number of objects present in the scene. A limitation of this method is that two very similar adjacent objects would be merged as single object, and also an object with two very different regions would be segmented as two separate objects.
Evaluation of segmentation procedure
In order to evaluate our segmentation results, we need to compare them with a reference segmentation or ground truth. For this purpose we segmented manually the images captured (see Fig. 10 ), with the help of a graphical user interface [50] . We considered this segmentation as a perfect segmentation, and then compared how close our segmentation was to this ground truth (see Fig. 10 ). We considered to be background whatever was not an object in the scene. The figure of merit we used for evaluation was the Jaccard's similarity index [51] [52] [53] . This metric measures the similarity between finite sample sets. It is defined as the size of the intersection between sets divided by the union of these sets. In our case, we use it to compare the benchmark labeling and the automatically segmented labeling for each scene. It is a measure of how much each labeled object overlaps with its ground truth labeling. A Jaccard's index value of 100% would mean a perfect match, while the lower this value is, the more dissimilar the two segmentation results would be.
In order to compare our segmentation with that proposed in [14], we also used Ncut algorithm with the RGB highlights.removed images (RGB2) of the scenes captured. Besides, we included a third widely used image segmentation method implemented in most image processing toolboxes like that of Matlab . This method is called the Watershed method, and it is based on morphological Watershed transforms, embodying edge detection, thresholding and region growing [25] . Table  1 shows the Jaccard index values for different scenes captured and segmented using the two methods. We can see how, scene-wise, the smallest improvement of our proposed method is 2.9% better than Ncut, which we could consider almost negligible, and 15.77% better than Watershed. The largest improvement is 51.81% from Ncut and 55.62% from Watershed. If we average results, we find that our proposed method yields a mean segmentation accuracy of 91.63%, while Ncut method yields a mean accuracy of 69.56% and Watershed of 54.77%. That means that applying our method resulted in a relative 31.73% increase in segmentation accuracy from Ncut, and 36.86% from Watershed.
Regarding computation time, the slowest step is the meanshift which is performed 3 times. However there were no significant differences found in computation time for the different scenes and the different parameters used. In a 64 bits Intel i7 computer with 16GB of RAM, the process takes always less than 10 seconds (8.6 seconds the fastest and 9.8 seconds the slowest out of all conditions tested). Watershed method was also quite fast, in the order of 7 seconds minimum to 10 seconds maximum for all scenes, and Ncut was the slowest with a run time of more than 1 minute in all cases. No trend was found relating computation time to number of objects present in the scenes.
Classification method and evaluation
Summary of the proposed method
When dealing with the classification problem, we based our work in the method used in [13, 14] , which is based in studying the DoLP map curvature around the highlights. The DoLP map is computed from the four polarization angles images. Using these four images, we can calculate the Stokes parameters images [54] , as well as the DoLP map for wavelength λ using Eqs. (3 -6) .
In [13, 14] , they classified the objects into metal and dielectrics by studying an area of 9 x 9 pixels centered in the brightest point of the highlights, detected by simple thresholding in the luminance image. Then the curvature along the direction of maximum variation of the DoLP surface was computed. According to the sign of this curvature (which indicates if the surface is concave or convex), the object can be classified into metal or dielectric material.
When we implemented this method, we found some difficulties in the calculation of this magnitude. Sometimes, the shapes of the highlights and the DoLP maps are not regular or rounded, but rather spiky and having elongated or non-rounded shapes. In these cases, calculating the curvature in both the direction of maximum variation of the DoLP map or even the direction of the highlight in the HDR image, was not yielding satisfactory classification results. We even tried studying the mean curvature along all directions around the brightest point, but results were still not satisfactory.
In Fig. 11(a) , we can see two examples of DoLP map surfaces together with their corresponding HDR image areas (Fig. 11(b) and Fig. 11(c) ) and highlight surfaces. Both these highlights belong to two different metal objects. However, using the curvature of the DoLP map resulted in wrongly classifying one of these two objects as a dielectric. With this kind of DoLP pattern (with the brightest point in the middle of a ramp-like surface), judging the curvature is somewhat fuzzy, and it varies quite a lot depending on the direction we choose. We found this pattern rather often, and not only in objects presenting elongated highlights.
We propose a new method of material classification based on the DoLP maps which consists in thresholding a ratio between the DoLP values within the highlight and in the surrounding area (see Fig. 11(d) and Fig. 11(e) ). Eq. (7) shows how to calculate this DoLP ratio (R) value for each highlight. N is the total number of pixels in the highlight central area. M the total number of pixels in the diffuse surrounding area. δ hl n is the DoLP value in pixel n of the highlight area and so δ su m is the same for the surrounding area. As we can observe this is just a ratio of average DoLP values in the two areas.
Between these two areas we keep a safe zone to avoid including pixels of a highlight area in the computation of the surrounding area or the other way around. The central and surrounding areas are selected via a double region growing morphological image processing operator [55] , around the brightest points of each detected highlight. We used twice a disk-shaped growing element of radius 5. First we grow to get the safe area out of the central area, and then we grow once more to get the surrounding area. Afterwards we just subtract both to end up with the ring-shaped surrounding area.
Once the ratios for all the objects included in our scene set are computed as shown in Eq. (7), we noticed that their values for metal objects were lower than for dielectric objects. Thus, our idea was to make a thresholding of this ratio value to classify each highlight. In order to find an optimal threshold value, we propose to use a set of highlights which labels are known (train set). For this set, the optimal value is found by brute force approach in a fast and easy way. Once we find the threshold value yielding the highest classification accuracy for the training set, we compute its percentile value for the whole distribution of ratio values in this set. Afterwards, when we get a set of testing highlights, we can compute the optimal threshold value using the same percentile with the new distribution of ratio values and check the classification accuracy for the validation of our proposed method. 
Evaluation of classification method
We have created a benchmark dataset of manually classified highlights detected in the scenes. After running the automatic classification using our proposed method (explained above), and the method proposed in [14], we compared their respective classification accuracies.
We randomly divided the full highlights data set (72 highlights from 10 scenes captured only in the spectral band of 550 nm) into two halves. One of them was the training set, and the other one the test set. In the training set, we looked for the optimal threshold value by a brute force approach. We tested all threshold values from 0 to 4 by steps of 0.1. In Fig. 12 left, we can see the classification accuracy in the training set for each threshold value.
As we can see, the optimal threshold value calculated was 1.5 with an accuracy of 88.57% for the training set. Since we divided the data set into train and test sets randomly, different instances of this process yielded different overall classification accuracies. After 20 trials, we found that the same threshold value was estimated in all of them. Applying this threshold value for the classification of the test sets, gave us accuracy values ranging between 86.11% and 91.89%. The mean accuracy for the 20 trials was 89.19%. As an overall accuracy for the whole data set, using a threshold value of 1.5, we got a 90.28% classification accuracy. In Fig. 12 right, we see all the highlights in a cloud of points relating DoLP ratio and radiance of brightest area in each highlight. The threshold value found as optimal for the full set is drawn in green color. On the other hand, using the classification method in [14] based on curvature of DoLP map, we got a total accuracy of 66.67% for the full set. We found that this method was failing to classify most objects for which the brightest point in the highlight did not correspond to a local maximum or minimum in the DoLP map. On the other hand, a fair comparison should mention that this method does not require for a training set.
In general, using our method we also observe that the classification accuracy for the dielectric objects is lower (77.42%) than for the metal objects (95.12%). In other words, the number of false positives in the metal class (classifying a dielectric as a metal) is 28.52%, and the number of false positives in the dielectric class (classifying a metal as a dielectric) is only 4.88%. This could be due to the fact that dielectric objects are from very different base materials (plastics, ceramics, etc, which can also be coated). Thus they behave in a more heterogeneous way in terms of DoLP ratio than metals.
We have tried performing error analysis based on the material composition both of metals (copper, steel, aluminum) and dielectrics (plastic, ceramics), but we did not find any significant trend in the classification error according to material composition. Therefore we can not conclude that certain specific materials present a higher or lower classification accuracy in the proposed method.
Finally, if we only consider the results of the five scenes which were used as well in the segmentation procedure, we get a global classification accuracy of 90.91%. Therefore for the full framework, and in realistic conditions, we would get roughly more than 9 out of every 10 objects correctly classified.
Regarding computation time, the whole classification was done in less than a third of a second for all scenes (from 109 ms minimum to 312 ms maximum), with no significant differences or trends found between scenes or number of highlights.
Conclusions
We have introduced a complete image processing pipeline from image capture to object segmentation and classification, with a remarkable number of novel features involved.
Our capture device was successfully calibrated and the CRF determined. We used this function to build four HDR images at different polarization angles for each spectral band, which were afterwards correctly registered after range compression, normalization and contrast enhancement. Our method succeeded in registering the already built HDR images where common methods proposed for registering LDR images failed.
We also have introduced new segmentation and classification approaches using as building blocks existing techniques which are combined aiming to simplify the computational load of previous approaches to this problem for MSHDRPol image cubes. We got a relative improvement of 31.73% in segmentation accuracy and 35.41% in classification accuracy.
As future work, we will try to improve the segmentation procedure by assessing the clustering made after each mean-shift, so we can automatically perform a fine tune of the threshold for the final region merging step. How to tune this parameter automatically to find its ideal value is a matter of future study. We could use clustering quality metrics to make the full segmentation process completely automatic. Besides, including further information during this step, such as texture information as they do in [56, 57] , could improve the limitations of the proposed method when two adjacent objects are very similar or there are more complex objects with two different colored regions.
Regarding the classification, we believe that including also infrared information by extending the spectral range we are capturing, could help us including more candidate classes. However the LCTF model we used in this study could not be used above 720 nm.
We would also like to test our processing pipeline in more challenging conditions, including more scenes like outdoor imaging. For this purpose, a new capturing architecture would probably be needed in order to accelerate the capturing process. This way we would reduce the impact of the uncontrolled changing conditions like illumination, moving elements, atmospheric phenomena, etc. On the other hand, uncontrolled conditions could lead us to the absence of highlights for some objects. This would make even more challenging the classification task.
Finally, studying how well the system recovers spectral radiance signals pixel-wise from calibrated HDR multispectral camera responses by means of regression methods such as kernels or neural networks, is a promising line of research for spectral estimation in natural conditions (including HDR scene information). 
