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Abstract
In this article, we study the problem of enumerating the models of DNF formulas. The aim
is to provide enumeration algorithms with a delay that depends polynomially on the size of
each model and not on the size of the formula, which can be exponentially larger. We succeed
for two subclasses of DNF formulas: we provide a constant delay algorithm for k-DNF with
fixed k by an appropriate amortization method and we give a quadratic delay algorithm for
monotone formulas. We then focus on the average delay of enumeration algorithms and show
how to obtain a sublinear delay in the formula size.
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1 Introduction
An enumeration problem is the task of listing a set of elements without redundancies, usually
corresponding to the solutions of a search problem, such as enumerating the spanning trees of a
graph or the satisfying assignments of a formula. One way of measuring the complexity of an
enumeration algorithm is the total time needed to compute all solutions. When the total time
depends both on the input and output, an algorithm is called output sensitive. It is considered
tractable and said to be output polynomial when it can be solved in polynomial time in the size of
the input and the output.
Output sensitivity is relevant when all elements of a set must be generated, for instance to
build a library of interesting objects to be studied by experts, as it is done in biology, chemistry
or network analytics [5, 2, 6]. However, when the output is large with regard to the input, output
polynomiality is not enough to capture tractability. Indeed, if one wants only a good solution or
some statistic on the set of solutions, it can be enough to generate only a fraction of the solutions.
A good algorithm for this purpose must guarantee that the more time it has, the more solutions it
generates. To measure the efficiency of such an algorithm, we need to evaluate the delay between
two consecutive solutions. A first guarantee that we can expect is to have a good average delay
(sometimes referred to as amortized delay), that is, to measure the total time divided by the number
of solutions. There are many enumeration algorithms which are in constant amortized time or CAT,
usually for the generation of combinatorial objects, such as the unrooted trees of a given size [32],
the linear extensions of a partial order [24] or the integers by Gray code [17]. Uno also proposed
in [30] a general method to obtain constant amortized time algorithms, which can be applied, for
instance, to find the matchings or the spanning trees of a graph.
However, when one wants to process a set in a streaming fashion such as the answers of a
database query, it may be interesting to guarantee that we have a good delay between the output
of two new solutions, usually by bounding it by a polynomial in the input size. We refer to such al-
gorithms as polynomial delay algorithms. Many problems admit such algorithms, e.g. enumeration
of the cycles of a graph [25], the satisfying assignments of some tractable variants of SAT [9] or the
spanning trees and connected induced subgraphs of a graph [3]. All polynomial delay algorithms
are based on few methods such as backtrack search or reverse search, see [18] for a survey.
For some problems, the size of the input may be much larger than the size of each solution,
which makes polynomial delay an unsatisfactory measure of efficiency. In that case, algorithms
whose delay depends on the size of a single solution are naturally more interesting than polynomial
delay or output polynomial algorithms. We say that an algorithm is in strong polynomial delay when
the delay between two consecutive solutions is polynomial in the size of the last solution. To make
this notion robust and more relevant, a precomputation step is allowed before the enumeration,
in time polynomial in the input size, so that the algorithm can read the whole input and set up
useful data structures. Observe that the notion of strong polynomial delay is also well suited for
the enumeration of infinite sets where the size of the solutions may grow arbitrarily as in [11].
There are few examples of strong polynomial delay algorithms in the literature. A folklore
example is the enumeration of the paths in a DAG, which is in delay linear in the size of the
generated path. More complex problem can then be reduced to generating paths in a DAG, such
as enumerating the minimal dominating sets in restricted classes of graphs [14].
Constant delay algorithms also naturally fall into strong polynomial delay algorithms and a
whole line of research is dedicated to design such algorithm for enumerating models of first order
queries for restricted classes of structures [26] (see also the survey [27]). However, while these
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algorithms are called constant delay because their delay does not depend on the database size, it
often depends more than exponentially on the size of the solutions. Other examples naturally arise
from logic such as the enumeration of assignments of MSO queries over trees or bounded width
graphs [4, 8].
In this paper, we focus on the problem of enumerating the models of DNF formulas that we
denote by EnumDNF. More precisely, we would like to understand whether EnumDNF is in strong
polynomial delay or not. The complexity of counting the models of a DNF is well understood: while
exactly counting the number of models of a DNF is a canonical #P-complete problem, it is known
that approximating this number can be approximated in randomized polynomial time [15, 21]. This
result exploits the fact that the structure of the models of a DNF is very simple: it is the union
of the models of its terms. This structure also suggests that EnumDNF is easy to solve and it is
folklore that the models of a DNF D can be enumerated with a delay linear in the size of D (see
Proposition 4). This algorithm has polynomial delay but not a strong polynomial delay since the
number of terms of a DNF may be super-polynomial in the number of variables.
The main difficulty to obtain a strong polynomial delay algorithm for the problem EnumDNF
is to deal with the fact that the models are repeated many times since the union is not disjoint.
Solution repetitions because of non disjoint union is a common problem in enumeration and this
issue appears in its simplest form when solving EnumDNF. We hope that understanding finely the
complexity of this problem and giving better algorithm to solve it will shed some light on more
general problems. In fact, it turns out that the algorithms we propose in this article may be directly
applied to get better algorithms for generating union of sets [19, 20] and models of existential second
order queries [10]. A recent result by Amarilli et al. [1] naturally illustrates the link between strong
polynomial delay and disjoint unions: they give a strong polynomial delay algorithm to enumerate
the models of Boolean circuits known as structured d-DNNF used in knowledge compilation. These
circuits may be seen as way of generating a set of solutions by using only Cartesian products and
disjoint unions of ground solutions. Many known enumeration algorithm such as the enumeration of
the models of an MSO formula on bounded treewidth databases can be reduced to the enumeration
of the solutions of such circuits. This suggests that the boundary between strong polynomial delay
and polynomial delay may be related to the difference between union and disjoint union of solutions.
We thus think that EnumDNF is a reasonable candidate to separate strong polynomial delay
from polynomial delay and our working hypothesis are the following two conjectures:
1. DNF Enumeration Conjecture: EnumDNF is not in strong polynomial delay.
2. Strong DNF Enumeration Conjecture: There is no algorithm solving the problem EnumDNF
in delay o(m) where m is the number of terms of the DNF.
In this paper, we refute stronger forms of these conjectures on restricted formulas such as
monotone DNF and k-DNF, or by considering average delay, see Table 1 for a summary of the
results presented in this paper. The general case is still open however but we hope to make some
progress by reducing the conjectures to strong hypotheses such as SETH, as it was done in [7] to
prove a strict hierarchy in incremental delay enumeration algorithms.
Organization of the paper The paper is organized as follows. We first introduce basic notions
on formulas and enumeration complexity then present tries and Gray code in Section 2. We show
in Sec 3 how to adapt three generic methods to generate the models of a DNF, the best having
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Class Delay Space
DNF O(‖D‖) (Proposition 4) Polynomial
(⋆) DNF O(nm1−log3(2)) average delay (Theorem 10) Polynomial
(⋆) k-DNF 2O(k) (Theorem 5) Polynomial
(⋆) Monotone DNF O(n2) (Theorem 12) Exponential
(⋆) Monotone DNF O(log(nm)) average delay (Theorem 14) Polynomial
Table 1: Overview of the results. In this table, D is a DNF, n its number of variables and m its
number of terms. New contributions are annotated with (⋆).
a linear delay in the formula size. In Section 4, we give a backtrack search algorithm, using a
branching scheme which supports a good amortization, which is in constant delay for k-DNF. In
Section 5, we give another backtrack search algorithm, whose average delay is sublinear using a
lemma relating the number of models of a DNF with its number of terms. Finally, in Section 6,
we provide a strong polynomial delay for monotone DNF formulas using exponential memory and
we specialize and adapt the algorithm of the previous section to obtain a logarithmic delay for
monotone DNF formulas with polynomial memory.
2 Definitions and notations
Terms and DNF-formulas Let X be a set of variables and let n and be the size of X. We fix
some arbitrary order on X and write X = {x1, . . . , xn}. A literal ℓ is either a variable x ∈ X or
the negation of a variable ¬x for some x ∈ X. A term T is a finite set of literals such that every
two literals in T have a different variable. A Disjunctive Normal Form formula, DNF for short,
is a finite set of terms. Given a literal ℓ, we denote its underlying variable by var(ℓ). We extend
this notation to terms by denoting var(T ) :=
⋃
ℓ∈T var(ℓ) for a term T and to DNF by denoting
var(D) :=
⋃
T∈D var(T ) for a DNF D.
Given an assignment α : X → {0, 1}, we naturally extend α to literals by defining α(¬x) =
1 − α(x). An assignment α satisfies a term T if for every ℓ ∈ T , α(T ) = 1. A model α is an
assignment that satisfies a DNF D, that is, there exists T ∈ D such that α satisfies T . We write
α |= D if α is a model of D. It is easy to see that given a term T , there exists a unique assignment
of variables in var(T ) satisfying T . We denote this assignment by 1T .
Given a DNF D on variables X, we denote by sat(D) = {α | α |= D} the set of models of D. Let
Y ⊆ X, τ : Y → {0, 1} and σ : X → {0, 1}, we say that σ is compatible with τ , denoted by σ ≃ τ ,
if the restriction of σ to Y is equal to τ . We denote by sat(D, τ) = {α | α |= D,σ ≃ τ} the set of
models ofD compatible with τ . We also denote byD[τ ] the DNF defined as follows: we remove every
term T from D such that there exists a literal ℓ ∈ T such that τ(ℓ) = 0. For the remaining terms,
we remove every literal whose variable is in Y . Observe that since we consider DNF to be sets of
terms, by definition, D[τ ] has no duplicated terms. It is clear that: sat(D, τ) = {τ ∪α | α |= D[τ ]}.
The size of a DNF D is denoted by ‖D‖ and is equal to ∑T∈D |T |.
Enumeration complexity Let Σ be a finite alphabet and Σ∗ be the set of finite words built on
Σ. Let A ⊆ Σ∗ × Σ∗ be a binary predicate, we write A(x) for the set of y such that A(x, y) holds.
The enumeration problem Enum·A is the function which associates A(x) to x.
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The computational model is the random access machine model (RAM) with addition, sub-
traction and multiplication as its basic arithmetic operations and an operation Output(i, j) which
outputs the concatenation of the values of registers Ri, Ri+1, . . . , Rj . We assume that all operations
are in constant time except the arithmetic instructions which are in time linear in the size of their
inputs.
A RAM machine solves Enum·A if, on every input x ∈ Σ∗, it produces a sequence y1, . . . , yn
such that A(x) = {y1, . . . , yn} and for all i 6= j, yi 6= yj. The space used by the machine at a given
step is the sum of the number of bits required to store the integers in its registers.
The delay of a RAM machine which outputs the sequence {y1, . . . , yn} is the maximum over
all i ≤ n of the time the machine uses between the generation of yi and yi+1. Note that we allow
a precomputation phase before the machine starts to enumerate solutions, which can be in time
polynomial in the size of the input.
Remark that this formalism allows for the enumeration of a solution of unbounded size in con-
stant time. The later is required to have algorithms with constant delay. This model is reasonable,
if we store the deltas between solutions rather than the solutions. It is also relevant, when instead
of storing solutions we only need to do a constant time operation on each solution such as counting
the solutions or evaluating some measure which depends only on the constant amount of change
between two consecutive solutions.
Trie A trie is a data structure used to represent a set of words on an alphabet M which supports
efficient insertion and deletion. We refer the reader to [13, 17] for more details. We use them to
either store a formula, i.e. the set of the terms of a DNF, or to represent a set of models of a DNF.
The trie is a M -ary tree, each of its inner nodes is labeled by a letter of the alphabet. A leaf
represents a word: the sequence of labels on the path from the root to the leaf. The trie represents
the set of words represented by its leaves.
A model α of the DNF is represented in a trie by the sequence of its values: α(x1)α(x2) . . . α(xn).
The trie we use to store these models are binary trees, since the labels are in {0, 1}.
A term T of a DNF is represented by the sequence in ascending orders of its literals using the
order defined as follows: for all i, x¯i < xi and xi < x¯i+1.
We need to search, insert and suppress elements in a trie. The complexity of these three
operations and the space used by the trie depends on the way the children of each node are
represented. If we use a sorted linked list of the children, the three operations can be implemented
in time O(n) with no space overhead, where n is the number of variables and hence for both the
tries of assignements or of literals n is a bound on the alphabet and on the word size.
The size of a term, denoted by k, may be small with regard to the size of the alphabet, denoted
by n. When storing terms in a trie, using an array to represent the children of each node, we
can achieve a complexity of O(k) for all operations. Note that, to obtain this complexity we must
either assume an infinite supply of initialized memory or use a lazy intialization technique (see [22]
2, Section III.8.1). The space usage can be multiplied by a factor n because we use a size n array
to represent the children relation which can be empty. There are better way to implement tries
with a low space overhead but we do not try to optimize this parameter in this article.
Gray Code Gray codes are an efficient way to enumerate the integers between 0 and 2n−1 written
in binary or equivalently the subsets of a set of size n. They enjoy two important properties: the
Hamming distance of two consecutive elements in the Gray enumeration order is one and each new
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element is produced in constant time using only additional O(log(n)2) space (see [16]). In other
words, this enumeration algorithm has constant delay. We can generate all models of a term in
constant delay, using Gray code and an additional array which contains the indexes of the free
variables of the term.
Proposition 1. The models of a term T on variables X can be enumerated in constant delay.
Proof. The models of C on variables X are exactly the assignments of the form 1C ∪ τ for any
τ : X \ var(C) → {0, 1}. Enumerating the models of C intuitively boils down to enumerating all
assignments on variables X \ var(C). We use a Gray code to do this in constant time.
More precisely, we represent a model of C in n registers R1, . . . , Rn where Ri holds the value of
xi in this model. We initialize the registers such that Ri = 1 if xi ∈ C and Ri = 0 otherwise, that
is, if ¬xi ∈ C or xi /∈ var(C).
Now let k = |X\var(C)| and σ : {1, . . . , k} → {1, . . . , n} be such thatX\var(C) = {xσ(1), . . . , xσ(k)}
with σ(1) < · · · < σ(k). We start by storing the values of σ in an array of size k. We then execute
Output(1, n) which outputs the first model of C. After that, we run a Gray code enumeration on
the subsets of a set of size k. For each new element generated, the Gray code algorithm flips a
bit at some position i. We thus switch the bit of Rσ(i) and call Output(1, n). This generates all
solutions of C since all possible values of the variables not in C are set, while the other have the
only allowed value by C. The delay between two solutions is constant since we only look the value
of σ(i) in an array and switch the value of a register between two outputs.
3 Classical enumeration algorithms
In this section, we solve EnumDNF thanks to three generic enumeration methods. The best one
has a linear delay in the size of the instance, and we study in later sections several restrictions to
obtain a delay polynomial in the size of a solution. This algorithms presented in this section are not
strong polynomial delay and most of them are folklore or adapted from other algorithms. We recall
them in this paper as some of our improved algorithms rely on improvement of these algorithms.
3.1 Union of terms
The first two methods are based on the fact that the models of a DNF formula are the union of the
models of its terms. The main difficulty is to avoid repetitions. We first use a method to enumerate
the union of sets of elements which preserves polynomial delay (see [28]). It relies on a priority rule
between the sets to avoid repetitions, as recalled in the proof of the following proposition.
Proposition 2 (Adapted from proposition 2.38 and 2.40 in [28]). The models of a DNF formula
D with m terms can be enumerated with delay O(m‖D‖).
Proof. As explained in Proposition 1, a term C ∈ D, sat(C) can be enumerated in constant delay
using Gray code enumeration. The terms of D are indexed from C1 to Cm in an arbitrary order.
During the algorithm, the state of the enumeration by Gray Code for each term is maintained so
that we can query in constant time the next model of a given term. At each step, the algorithm
does a loop from C1 to Cm. For a term Ci the next model is generated and the algorithm tests
whether it is a model of some Cj with j > i. If not, it is output. If a term has no more models we
skip it.
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By this method, we guarantee that each model is output when generated by the term of largest
index it satisfies, hence all models are generated and without repetitions. Moreover, at each step
of the algorithm, the model given by the last term which has still models will be output, therefore
the delay is bounded by the time to execute one step of the algorithm.
The cost of the generating new models at each step is bounded by O(m) since each solution
is produced in O(1). The cost of testing whether a model satisfies some term of larger index is
bounded by ‖D‖ and it is done at most m times before outputting a solution which implies that
the delay is O(m‖D‖).
By improving the way we test whether a model of a term is the model of any term of larger
index, we can drop the delay to O(m2). In fact, by generating the solutions of each term in the same
order, we can avoid completely the redundancy test and get a better delay. The following algorithm
merges several ordered arrays which are generated dynamically by enumeration procedures.
Proposition 3 (Adapted from proposition 2.41 in [28]). The models of a DNF formula D with m
terms and n variables can be enumerated with delay O(mn).
Proof. As in the previous algorithm, we run a simple enumeration algorithm on each term and we
maintain their states so that we can easily query the next model of a term. We chose to enumerate
the models of the terms in lexicographic ascending order (for some arbitrary order of the variables),
which can be done with delay O(n) for each term.
The first model of each term which has not yet been output is stored in a trie; if all models of
a term have been output then nothing is stored for this term. Moreover, for each model α in the
trie, we maintain the list of terms L from which it has been generated. This can be achieved by
labeling the leaf corresponding to α in the trie with L.
At each step of the algorithm, the smallest model α is found in the trie, then output and
removed from the trie all in time O(n). Then we use the list of terms which had α as a model, to
generate for each of them their next model and add it to the trie in time O(mn) since the insertion
can be done in time O(n) and the number of new models is bounded by O(m). The delay of this
algorithm is thus bounded by O(mn). By induction, we prove that at each step the smallest non
output model is output, which implies that all models are output without repetitions.
The average delay of the two previous algorithms is lower than their delays. Let r be the average
number of times a solution is produced during the algorithm, we can replace m by r in the average
delay of the previous algorithm. It is possible to prove that r is smaller than m by studying how
terms share models, but the complexity gains are very small and we give an algorithm with a better
average delay in Section 5.
3.2 Flashlight method
We present a classical enumeration method called the Backtrack Search or sometimes the Flashlight
Method [25, 29], used in particular to solve auto-reducible problems. We describe the method in
the context of the generation of the models of a DNF formula.
Given a DNF D on variables x1, . . . , xn, we define a rooted tree TD whose root is labeled with
∅ and nodes of depth k are the assignments τ over variables {x1, . . . xk} such that there exists a
model σ of D which is compatible with τ . The children of a node labeled by τ are the partial
assignments τ ′ defined over {x1, . . . xk+1} which are compatible with τ .
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The leaves of TD are the models we want to generate, therefore a depth first traversal visits all
leaves and thus outputs all solutions. Since a path from the root of the tree is of size n, it is enough
to be able to find the children of a node in polynomial time to obtain a polynomial delay. Hence
the Flashlight Method has a polynomial delay if and only if the following extension problem is in
P: given τ over {x1, . . . xk} is there σ a model of D compatible with τ?
The extension problem for a DNF is very simple to solve: compute the formula D[τ ] and decide
whether it is satisfiable in time O(‖D‖). This yields an enumeration algorithm with delay O(n‖D‖).
The delay can be improved by using the fact that we solve the extension problem several times on
similar instances as it has been done for other problems such as the enumeration of the models of
a monotone CNF [23] or the union of sets [19].
Proposition 4. The models of a DNF formula D can be enumerated with delay O(‖D‖).
Proof. We use the previous algorithm which does a depth first search in TD. When it visits the
node labeled by τ , we need to decide whether D[τ ] is satisfiable which is equivalent to testing
whether it has a non falsified term. To speed-up the flashlight search, we use a data structure to
decide quickly this problem and we need to guarantee that it can be updated fast enough when the
tree is traversed.
For each term T , we store an integer fT which represents how many literals of the term are
falsified by the current partial assignment. A term T is valid when fT = 0. For each literal l, we
store the list of terms which contain the literal. We also store an integer c for valid terms, which
counts how many terms are not falsified by the current partial assignment.
At the beginning of the algorithm, all fT are set to 0 and c = m. Visiting a child τ
′ of
τ corresponds to setting the value of some variable xk. If xk is set to 0 then for each term T
containing xk, fT is incremented. The number of terms such that fT is changed from 0 to 1 is
subtracted to c. The case where xk is set to 1 is analogous (consider that x¯k is set to 0). The fact
that D[τ ′] is satisfiable is equivalent to c > 0. Remark that going up the tree when backtracking
works exactly as going down, but the variables fT are decremented and c is incremented instead.
As a consequence, the complexity of the algorithm over a path in the tree is O(‖D‖) since for
each term T , the variable fT will be modified at most |T | times. When the algorithm goes down
the tree it may first set xk to 0 and fail, but then it sets xk to 1 and goes down. Hence the cost of
going down to a leaf is at most twice the cost of following the path to the leaf. Since between two
output solutions, the algorithm follows one path up and one down, the delay is in O(‖D‖).
This last algorithm has a delay linear in the size of the formula, however the size of the formula
can be much larger than the size of a model, if the number of terms in the DNF is super-polynomial
in the number of variables for example. In the next sections we will try to reduce or eliminate the
dependency of the delay in the size of the input either for particular DNF formulas or by relaxing
the notion of delay.
4 Enumerating models of k-DNF
A term T is a k-term if and only if |T | ≤ k. A DNF is a k-DNF if all its terms are k-terms. In this
section, we present an algorithm to enumerate the models of a k-DNF with a 2O(k) delay. The idea
is to select a k-term and use its 2n−k models to amortize more costly operations. More precisely,
we prove the following:
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Theorem 5. The models of a k-DNF with n variables can be enumerated with precomputation in
O(n) and O(k3/222k) delay.
To explain our algorithm, we need first to introduce notations. Let D be a DNF-formula
on variables X. Assume wlog that X is ordered with <. Given a term T ∈ D, we denote by
1T : var(T )→ {0, 1} the only model of T , that is, for every ℓ ∈ T , 1T (x) = 1 if ℓ = x and 1T (x) = 0
if ℓ = ¬x.
If y ∈ var(T ), we denote by 0yT : {z ∈ var(T ) | z ≤ y} → {0, 1} the assignment defined by
0
y
T (z) = 1T (z) for z < y and z ∈ var(T ) and 0yT (y) = 1− 1T (y).
For example, if T = x1∧x2∧¬x3, we have 1T = {x1 7→ 1, x2 7→ 1, x3 7→ 0} and 0x1T = {x1 7→ 0},
0x2T = {x1 7→ 1, x2 7→ 0} and 0x3T = {x1 7→ 1, x2 7→ 1, x3 7→ 1}.
These assignments naturally induce a partitioning of the model of a DNF:
Lemma 6. Given a DNF D and a term T ∈ D, we have:
sat(D) = sat(D,1T ) ⊎
⊎
y∈var(T )
sat(D,0yT ).
Proof. The right-to-left inclusion is clear as sat(D, τ) ⊆ sat(D) for any τ . Moreover, these unions
are clearly disjoint since for every y, z ∈ var(T ), z < y, we have 0zT (z) = 1−1T (z) 6= 0yT (z) = 1T (z)
and 1T (y) 6= 0yT (y) = 1− 1T (y) by definition.
For the left-to-right inclusion, let τ ∈ sat(D). If τ ≃ 1T , then τ ∈ sat(D,1T ). Otherwise, let y
be the smallest variable of var(T ) such that τ(y) 6= 1T (y). Then we have τ ≃ 0yT .
Proof (of Theorem 5). Given a k-DNF D on variables X, we use Lemma 6 to enumerate sat(D).
We denote by X = var(D), N = |X| and M = |D|.
We start by picking one term T ∈ D. We choose it to have a minimal number of literals. By
definition, it contains at most k literals. Enumerating sat(D,1T ) corresponds to enumerating the
models of T and can be done with O(1) delay by Proposition 1. Observe that the precomputation
time boils down to choosing a term and outputting its first solution which can obviously be done
in time O(n) as stated in the theorem.
Between the output of two solutions of sat(D,1T ), we spend some extra time to precompute
D[0yT ] for every y ∈ var(T ). To store the formula D and the subformulas we will need, we use a trie
of terms as explained in Section 2. From the trie of D we can compute the trie of D[0yT ] in time
O(kM), where M is the number of terms of D by traversing D, detecting the occurrences of the
literals which should be set to 0 or 1. When a path contains a literal set to one, we contract it by
removing this node and connecting its parents to its children. When a path contains a literal set
to zero, we remove the subtree and all ancestors of degree one since they do not represent a term
anymore. In the end, we need O(k2M) steps to precompute D[0yT ] for every y ∈ var(T ). Let A be
a constant such that this precomputation can be done in time A · k2M steps at most.
Assume that between the output of two solutions of sat(D,1T ), we allow dA steps for this
precomputation (the value of d will be fixed later depending on our needs). Since |sat(D,1T )| ≥
2N−k, this gives us a total amount of 2N−kdA steps for this precomputation. Thus, if 2N−kdA >
Ak2M , that is, if
2N−kd ≥ k2M (1)
we have enough time to compute D[0yT ] for every y ∈ var(T ). If this is the case, then we do the
precomputation, finish the enumeration of sat(D,1T ) and then recursively start the enumeration
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of 0yT ×D[0yT ] for each y ∈ var(T ). The number of variables of D[0yT ] has of course decreased but
we can still allow for dA steps of extra computation between the output of two solutions.
To make sure the algorithm works, we have to ensure that (1) is true even during a recursive
call where the DNF D′ we are using to enumerate the solutions of D may have less variables and
less terms. To ensure this, we will pick d sufficiently large. We now show that picking d = k3/222k
is sufficient.
Let D′ be a DNF that is used at some point in a recursive call to enumerate the solutions of
D. We denote by X ′ = var(D′), N ′ = |X ′| and M ′ = |D′|. We follow the previous strategy. We
pick a term T ′ of D′ of smallest size. We denote by k′ ≤ k the number of literals it contains. By
definition, every terms in D′ have at least k′ and at most k literals.
As long as
2N
′−k′d ≥ k′2M ′ (2)
is true, the strategy described above will work and ensure that we can enumerate the solutions of
D′ with delay dA while preparing the inputs of the next recursive calls. We thus have to check that
we always have:
d = k3/222k ≥ k′2M ′ × 2k′−N ′ (3)
LetM(k′, k) be the maximal number of terms on N ′ variables containing at least k′ and at most
k literals. By definition, M ′ ≤M(k, k′). We start by proving that by induction that 2k′M(k′, k) ≤
2kM(k, k). If k = k′ then the equality is clear. Otherwise, if k′ < k:
2k
′
M(k′, k) = 2k
′
M(k′, k′) +
1
2
2k
′+1M(k′ + 1, k) by definition of M(k′, k)
≤ 2k′M(k′, k′) + 2k−1M(k, k) by induction
≤ 2kM(k, k) since M(k′, k′) < M(k, k).
There are exactly 2k
(
N ′
k
)
terms having exactly k literals on N ′ variables. It follows that
k′2 × 2k′M ′ × 2−N ′ ≤ k222k−N ′
(
N ′
k
)
from what precedes,
≤ k222k−2k
(
2k
k
)
since 2−N
′
(
N ′
k
)
is maximal for 2k = N ′,
≤ k2 2
2k
√
2k
using Stirling’s formula,
≤ k3/222k = d.
which is the desired inequality.
A pseudo code for the algorithm of Theorem 5 is given in Figure 1. It has constant delay for
constant k and it is in strong polynomial delay (polynomial in n the size of a solution) for terms of
size O(log(n)). A natural question is then to further improve the delay for k-DNF. An algorithm
with polynomial delay in k, would be a strong polynomial delay algorithm for the general case.
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Algorithm 1: Enumerates the models of k-DNF with delay 2O(k).
Data: A k-DNF-formula D
begin
if D = ∅ then
return ∅ ;
if D = {C} then
Enumerates the models of C ;
else
d← Ak3/222k ;
Pick C ∈ D of minimal size;
Every d steps of computation in the next block, output a new model of D[1C ] ;
begin
for y ∈ var(C) do
Dy ← D[0yC ] ;
for y ∈ var(C) do
Recursively enumerates 0yC × sat(Dy);
Already a subexponential delay in k, would be an improvement for the general case, at least for
formulas with many terms.
We can use Algorithm 1 to significantly improve a result on the enumeration of models of first
order formula with free second order variables. In [10], the class of Σ1 formulas is defined as the
set of first order formulas with with free second order variables, that can be written as a single
block of existential quantifiers followed by a quantifier free formula (quantifier depth one). In [10]
Theorem 10, it is proved that the models of a Σ1 formula can be enumerated in polynomial delay
using a method similar to Proposition 2. Moreover, this problem is shown to be equivalent to the
enumeration of models of a k-DNF. As a corollary of Theorem 5, we obtain the following theorem.
Theorem 7. The models of a Σ1 formula can be enumerated in constant delay.
The complexity considered in the previous theorem is the data complexity, that is the size of
the formula is considered fixed and the complexity depends only on the size of the model/database
the formula is evaluated on. However, the dependency in the size of the formula is only singly
exponential, which is low in this context. The result is surprising since we obtain the same com-
plexity as for Σ0 (quantifier free formulas), the first level of the hierarchy which is far simpler and
for which we use a different algorithm. However, there is one difference between Σ0 and Σ1: the
first can be solved in constant time in a more restricted machine model, where the set of output
registers is always the same.
5 Average delay of enumerating the models of DNF
In this section, we analyze the average delay of the Flashlight method, using appropriate data
structures, to show it is better than the delay. The idea is to amortize the cost of maintaining the
formula D[τ ] during the traversal of the tree over all models of D[τ ] in the spirit of [30]. To do that
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we exhibit a relation between the number of models of a DNF and its number of terms. For any
class of DNF for which it is possible to guarantee, for all partial assignments τ , that the number
of models of D[τ ] is large enough with regard to |D[τ ]|, we obtain a good average delay. We then
improve the delay of the Flashlight method by improving the computation of the subformulas when
branching and showing that either the number of terms decreases fast which makes the depth small
or the cost of branching is small.
From now on, let γ = log3(2). If we consider the DNF with all possible terms on n variables,
it has 2n models and 3n terms. Hence, there is a DNF formula with m non empty distinct terms
and mγ models and we are able to prove a matching lower bound on the number of terms.
Lemma 8. A DNF formula with m non empty distinct terms has at least mγ models.
Proof. The proof of the lemma is by induction on n the number of variables in the DNF. For n = 1,
the formula may have zero term and zero solution, one term and one solution or two terms and
two solutions. All these cases satisfy the property. Assume the lemma proved for n variables and
consider D a DNF with n+ 1 variables. Let x be some variable of D, we want to project out x to
apply the induction hypothesis. Let us define a partition of D into three formulas over var(D)\{x}:
• Dx is the set of terms of D containing the literal x, with x removed;
• Dx¯ is the set of terms of D containing the literal x¯, with x¯ removed;
• Dx is the set of terms of D containing neither x or x¯.
We relate s the number of models of D to sx, sx¯ and sx the number of models of Dx, Dx¯ and
Dx. All models of Dx extended by x = 1 are models of D as are the models of Dx¯ extended by
x = 0. Moreover these models are distinct. Now consider the models of Dx, they can be extended
by x = 0 and x = 1 to give a model of D. We decompose sx: s
′
x is the number of models of Dx
which are not model of both Dx and Dx¯ while sr is the number of models which satisfies Dx, Dx¯
and Dx. We write sx = s
′
x + sr and sx¯ = s
′
x¯ + sr. Remark that a solution satisfying Dx, Dx¯ and
Dx yields two solutions of D. Hence we have the following equation:
s ≥ s′x + s′x¯ + s′x + 2sr. (4)
It is not an equality, since the models counted by s′x may contribute one or two models to D.
By induction hypothesis, we have for the three formulas on n variables:
• |Dx|γ ≤ s′x + sr
• |Dx¯|γ ≤ s′x¯ + sr
• |Dx|γ ≤ s′x + sr
By construction, the number of terms of D is equal to |Dx| + |Dx¯| + |Dx|. Hence we have
|D|γ = (|Dx| + |Dx¯| + |Dx|)γ . We use the inequalities from the induction hypothesis: |D|γ ≤
((s′x + sr)
1/γ + (s′x¯ + sr)
1/γ + (s′x + sr)
1/γ)γ . Since 1/γ > 1, we use Minkowski inequality to obtain
|D|γ ≤ ((s′x)1/γ + (s′x¯)1/γ + (s′x)1/γ)γ + (3(sr)1/γ)γ .
Since γ < 1, the function x→ xγ is concave and we have the following inequality:
((s′x)
1/γ + (s′x¯)
1/γ + (s′x)
1/γ)γ ≤ s′x + s′x¯ + s′x.
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Finally, we use the equality 3γ = 2 and Eq 4 to obtain
|D|γ ≤ s′x + s′x¯ + s′x + 2sr ≤ s
which establishes the property for D.
Amortized analysis of flashlight algorithms In theorems 9 and 10, we analyze the average
delay of flashlight algorithms using amortization. Both algorithms boils down to exploring the tree
TD defined in Section 4. For each node τ of TD, we will start by evaluating the computation time
c(τ) we need in the algorithm each time we visit this node. We will refer to this quantity as the
cost of τ . Then we divide (not necessarily uniformly) this cost among all models of D that are
under τ in TD. The fraction of the cost of c(τ) assigned by τ on models σ is called the charge of
τ on σ. The important invariant that we need to maintain is that the sum of the charges of τ on
σ over all models σ below τ in TD has to be greater than the cost of τ . The charge of a model σ
of D is the sum over every ancestor τ of σ in TD of the charge of τ on σ. By definition, the sum
of the charges of all models of D is greater than the overall complexity of the algorithm. Thus, an
upper bound on the maximal charge a model of D can have is also an upper bound on the average
delay of the algorithm.
To improve the average delay of the flashlight method, we need to use an adapted data structure
to represent the formula. In particular we need that, when considering some inner node D[τ ] of
TD, the cost to process it depends on |D[τ ]| instead on |D|. In particular, we need to guarantee
that there are no redundancy of terms in the structure representing D[τ ] and that we can maintain
it efficiently, that is why we again use a trie of terms to represent D.
Theorem 9. The models of a DNF can be enumerated with average delay O(n2m1−γ) and polyno-
mial space.
Proof. We maintain the formula D[τ ] when we traverse TD using the trie containing its terms as
explained in Section 2. On a node τ we can decide quickly whether D[τ ] has a model and we can
maintain D[τ ] efficiently without redundancy of terms. In the flashlight search, we will fix the
variables following their order x1, . . . , xk. Hence, visiting a child τ
′ of τ corresponds to setting the
value of some variable xk with all variables xi with i < k already fixed. If we set xk to 0 then we
need to remove the subtree under the root of the trie, with first node xk. Then we remove the
subtree under the root of the trie, with first node x¯k, and insert back all elements in this subtree
into the trie without the first node x¯k. The complexity of the latter is O(n · |D[τ ]|) since the number
of terms is bounded by |D[τ ]| (no term appears several times in the trie). To set xk to 1, we do the
same operation where we exchange the roles of xk and x¯k. To be able to go up in the tree during
the flashlight search, we must restore the trie to its previous state. To do that in time O(n · |D[τ ]|),
it is enough to store the list of elements which have been removed or added in the trie when going
down the same edge and to reverse the operations. During the enumeration, the node τ will be
visited at most four times: twice going down, setting first xk to 0 and then to 1, and twice when
going up in the tree. Thus, the cost c(τ) of node τ is O(n · |D[τ ]|). The additional memory used
during the algorithm is bounded by O(mn2).
We now compute the average delay by charging the models under τ in TD as explained before
the statement of this theorem. We distribute the cost of τ uniformly on every solution σ under
τ , that is, if there are S models under τ in TD, the charge of τ on each of these models σ is
c(τ)
S .
By Lemma 8, we have that D[τ ] has at least |D[τ ]|γ models thus the charge of τ on a model σ is
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at most n|D[τ ]|/|D[τ ]|γ ≤ nm1−γ. The charge of an ancestor of a model is thus at most nm1−γ .
Since it has at most n ancestors, the average delay is bounded by O(n2m1−γ).
We now improve both the previous algorithm and the analysis of its delay. In particular, we
better use the fact that the sizes of the considered formulas are decreasing when going down the tree
of the flashlight method. It shows that this method is always better on average than the original
flashlight search we have presented in Proposition 4.
Theorem 10. The models of a DNF can be enumerated with average delay O(nm1−γ) and poly-
nomial space.
Proof. Let D be a DNF formula. Assume that we are exploring TD at node τ in the flashlight
method. To ease notation in what follows, we denote D[τ ] by D′. As before, the exploration of the
node τ boils down to computing the two subformulas D′0 := D
′[x→ 0] and D′1 := D′[x→ 1] from
D′. We denote their respective size by m0 and m1. W.l.o.g., we assume that m0 ≤ m1. To improve
the complexity of our algorithm, we will construct D′0 and D
′
1 differently depending on the value
of m0. We consider two cases.
Slow branching: Assume that m0 ≥ m/2, we say that we are in the slow case because the
size of the subformulas do not decrease much. We divide the terms of D′ into D′x (terms with x),
D′x¯ (terms with x¯) and D
′
x (terms without the variable x). To compute D
′
0, we need to remove D
′
x
from D. In the trie, it is the subtree under the root with label x. It can be done in time O(1) and
it can be later restored in time O(1) as it is a single pointer to change. We need also to remove
the x¯ for all terms in D′x¯. It is done by inserting back in the trie all elements of its subtree with
label x¯ without their first node. Remark that there are |D′x¯| such elements which is bounded by
m−m1. To be able to restore the trie to its original state, we keep a list of the elements inserted
so that we can easily remove them and insert them back in the trie with their first literal x¯. The
complexity to compute D′0 and then to restore D
′ is in O((m−m1)n). Similarly, we compute D′1 in
time O((m−m0)n). Observe that until now, we proceed as in the proof of Theorem 9. As before,
the node τ is visited at most 4 times, thus, the overall cost of τ is O((m−m0)n) +O((m−m1)n).
Each model of D′ receives a charge from τ as follows: we distribute the cost of building D′0
uniformly over the models of D′1. That is, if D
′
0 has S models, each model of D
′
1 receives a charge
of O(n(m−m1)/S). By hypothesis, D′0 and D′1 have at least m/2 terms each, hence by Lemma 8
they have each at least (m/2)γ models. Thus, each model of D′1 receives a charge of ar most
n(m−m1)/mγ . Similarly, we distribute the cost of building D′1 uniformly over the models of D′0.
As before, each model of D′0 receives a charge of at most n(m−m0)/mγ .
Fast branching: Assume that m0 < m/2, we say that we are in the fast case because the
size of at least one subformula decreases by at least a factor of two. We charge the models of
this formula only. First remark that we can build the trie representing D′0 in time nm0 as in the
previous case. For D′1, we change one thing. Instead of inserting the terms of Dx in the trie without
their first node, we take the subtree of terms beginning by x as our base trie and insert in it the
terms of D′x. The complexity of these operations is now O(n · |D′x|) instead of O(n · |D′x|). Since
D′x is a subset of D
′
0, it has less than m0 terms. As a consequence, the cost of τ is O(nm0). We
distribute uniformly this cost over the models of D′0. Since D
′
0 has at least m
γ
0 , each model of D
′
0
receives a charge of nm1−γ0 . We do not need to know whether m0 < m/2 to use this method. It is
enough to know the relative size of D′x, D
′
x and D
′
x¯, which are easy to maintain in the trie, and to
always insert the small set into the large one.
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Analysis of the average delay. Now we can evaluate the average delay by bounding the
overall charge of each model of D. We fix a model σ of D. We need to give an upper bound on the
sum of the charges received from all its ancestors.
We first evaluate the charge received from ancestor nodes corresponding to slow branching.
We first look at the charge received from slow branching ancestor whose branching results in
a formula having more than m/2 terms. Let a1, . . . , al be the sequence of these ancestors and
let m = m1,≥ · · · ≥ ml ≥ m/2 denote the decreasing sequence of the number of terms of the
corresponding formulas. Observe that if there is a fast branching at node τ in between these
slow branchings, then it does not charge σ. Indeed, fast branching only charges the branch whose
number of terms is divided by 2, which would result in a number of terms below the m/2 threshold.
The charge of node ai is thus at most n(mi −mi+1)/mγi . By summing all charges, we get an
overall charge of n
∑l−1
i=1(mi −mi+1)/mγi . Since mi ≥ m/2 for all i, this overall charge is at most
n(m/2)−γ
∑l−1
i=1(mi −mi+1) ≤ n(m/2)1−γ .
Using the same proof for slow branching ancestors whose number of terms is between m/2j and
m/2j+1, we obtain a bound of n(m/2j)1−γ for the overall charge received by these ancestors. When
we sum all these charges, we have a geometric sum which yields a O(nm1−γ) upper bound on the
charges received by all slow branching ancestors.
Let us consider the fast nodes on the path to the root, their sizes are denoted by m′1, . . . ,m
′
t.
The overall charge received by all fast branching ancestors is
∑t
i=1 nm
′1−γ
i . Since for all i ≤ t,
m′i+1 < m
′
i/2, we can bound the cost by the geometric sum
∑∞
i=1 n
(
m/2i
)1−γ ≤ 2nm1−γ . The
average delay is thus O(nm1−γ).
Back to k-DNF In the last theorem, the dependency of the average delay in n comes only from
the size of terms stored in the trie. Hence, if they are smaller, say of size k, the n of the delay
becomes a k. We now show how to modify Algorithm 1 for k-DNF, to get the best possible average
delay. The idea is to use it until the number of variables is small, i.e. λk with λ constant but larger
than two and at this point use the algorithm of Theorem 10.
Theorem 11. There is an algorithm with average delay O(23k/2) to enumerate the models of a
k-DNF.
Proof. The algorithm is a mix between Alogrithm 1 and the algorithm of Theorem 10. More
precisely, let λ ∈ R+ be a constant whose value will be fixed later. If the number of variables of
the DNF is greater than λk, we enumerate the model of the DNF with the same strategy as in
Algorithm 1. If, in a recursive call on a DNF D′, the number of variables of D′ is below λk, we
enumerate all models of D′ using the algorithm of 10.
To precisely analyse the average complexity of this algorithm, we need a bound on the number
m(n, k) of terms having k literals on n variables. It is easy to see that m(n, k) =
∑k
i=0
(n
i
)
2i as one
can pick a term by first choosing its variables and then their sign. Let H(p) = −p log(p) − (1 −
p) log(1 − p) be the binary entropy. It is a well-known inequality [12] that
k∑
i=0
(
n
i
)
≤ 2nH(k/n).
Hence,
m(n, k) ≤ 2k
k∑
i=0
(
n
i
)
≤ 2nH(k/n)+k.
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When we use the algorithm of Theorem 10 with average delay O(nm1−γ), we have less than
λk variables and, consequently, less than m(λk, k) terms. We thus have an average delay of
O(λkm(n, k)) = O(λk2(1−γ)(λkH(1/λ)+k)).
When using Algorithm 1, Equation 1, guarantees a delay k2m(n, k)2k−n. Observe that this
delay is decreasing as n increases as n 7→ 2−nm(n, k) decreases. Thus, the worst delay in our
algorithm is when n is the smallest. By definition of our algorithm, it happens when n = λk. We
thus have a delay of at most k22λk(H(1/λ)−1)+2k .
To optimize the complexity of the general algorithm we need to determine when both complexity
are equal since the delay of the first stage increases when λ decreases, while the average delay of
the second stage decreases with λ. We neglect the factor of k and k2 in the algorithms to simplify
the computation, while increasing the complexity of at most k. The constant λ must satisfy:
λk(H(1/λ) − 1) + 2k =(1− γ)(λkH(1/λ) + k)
which is equivalent, after simplifications, to
1− λ+ γ + γ(λ log(λ)− (λ− 1) log(λ− 1)) = 0.
A solution of this equation, obtained with a numerical computing software, is λ ≃ 3.55301 which
corresponds to an average delay a bit better than 23k/2.
6 Enumerating models of monotone DNF
When the underlying formula is monotone, that is it does not contain any negated literal, we can
enumerate the models with a delay polynomial in the number of variables only. However, our
current techniques need exponential memory to work.
Theorem 12. There is an algorithm that given a monotone DNF with n variables and m terms,
enumerates the models of D with preprocessing O(nm2) and delay O(n2). The space needed for this
algorithm is linear in the number of models of D.
Proof. We start by removing from D every term T ′ such that there exists T ∈ D with T ⊆ T ′.
Observe that it does not change the models of T since T ′ ⇒ T . This preprocessing phase takes
O(nm2) since comparing two terms may be done in time O(n). Let D′ be the resulting minimized
monotone DNF.
The algorithm then work as follows: arbitrarily order the terms of D′ = {T1, . . . , Tp} and its
variables X = {x1, . . . , xn}. We initialize a trie T that will contain the models that we have already
enumerated, that is, in the following algorithm, each time we output a model, we store it in T , so
we can check in time O(n) if a model has already been enumerated.
We now enumerate the models as follows: we start by enumerating all models of T1. Then, we
proceed by induction: once we have enumerated all models of D′i = T1 ∨ · · · ∨ Ti, we enumerate all
models of Ti+1 that are not models of D
′
i until i = p. Once we are done, we have, by induction,
enumerated all models of D.
We claim that we can do this with delay O(n2) using a classical reverse search method. Let
Y = (y1, . . . , ym) be the variables that are not in var(Ti), ordered following the natural order we
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have on X. The models of Ti are in one-to-one correspondence with 2
Y as follows: given S ⊆ Y , we
have a model mS defined as mS(x) = 1 if x ∈ var(Ti) ∪ S and m(x) = 0 otherwise. We explore the
models of Ti by following a tree A whose nodes are labeled with S for every S ⊆ Y . The root of the
tree is labeled by ∅ and for every S, the unique predecessor of node S is S′ with S′ = S \max(S).
In other words, given S, the successors of S are S ∪ {xk} for k > max(S).
We enumerate the models by following the structure of A. Each time we enumerate a model,
we add it in the trie so that we can avoid to enumerate the same model twice.
We start from the root of A, that is, we enumerate m∅. We claim that m∅ has not yet been
enumerated. Indeed, assume toward a contradiction that m∅ |= Tj for j < i. Then since D′ is
monotone, it means that Tj ⊆ Ti which is absurd since D′ is minimized. Thus, the first model we
enumerate is guaranteed to be fresh.
Now we follow the structure of A by depth first search. To make the exploration deterministic,
we order the successors of a node S as follows: {xi} ∪ S < {xj} ∪ S if i < j. We maintain the
following invariant: each time we visit a node S, we are guaranteed that model mS has not yet
been output. Observe that the invariant is true at the root of A.
We also keep a pointer at S to the next node S′ in A that is not in the subtree rooted in S, has
not yet been visited and such that mS′ has not yet been enumerated. If no such node exists, the
pointer is null and we will use it to detect that every model of the current terms has been output.
The algorithm works as follows: when we visit node S, by the invariant, we are guaranteed that
mS has not yet been enumerated. We start by outputting mS. Then, we explore all its successors
S′ in order (this step is only exploratory and do not count as “visiting S′” in our invariant) and
test in time O(n), by looking in the trie T , whether mS′ has been already enumerated. The overall
cost of this exploration is O(n2) since S has at most n successors. If for some successor S′ of S,
mS′ has already been output, then we can discard the whole subtree of A rooted in S
′. Indeed,
by definition, every model mS′′ in this subtree verifies S
′′ ⊇ S′. Thus, if m′S has been enumerated
then mS′ |= D′i−1 and since D′i−1 is monotone, mS′′ |= D′i−1, so mS′′ has already been enumerated.
If every successor of S′ has been discarded, then we follow the pointer in S to the next node
whose model has not yet been enumerated. If this pointer is null, then, by the invariant, we have
enumerated every model of D′i and we can start enumerating the models of Ti+1.
Otherwise, we start by creating the pointers for each successor of S that contains fresh models.
Let S′1, . . . , S
′
r be these successors in order. For i < r, we add a pointer from S
′
i to S
′
i+1. We add a
pointer from Sr to S
′′ where S′′ is the node pointed by S. This can be done in O(n) as r ≤ n. By
construction, these new pointers verify the invariant that we are maintaining. We now recursively
visit node S′1.
By construction of the invariant, we are guaranteed to output every model of D′ exactly once.
The delay between the enumeration of two models is bounded by the time we need to insert the
newly output model in the trie, pre-explore the successors of the current node and possibly follow
a pointer to the next model. We thus have a delay of O(n2) which concludes the proof.
While we do not rule out the existence of an improvement of the algorithm of Theorem 12 to
have a O(n) delay by using a better data structure than the trie to store the already enumerated
models, improving the space complexity of this algorithm seems much more challenging. Indeed,
we currently avoid repeating a model in the output by storing all enumerated models. One could
wonder whether we could have a more efficient procedure, that does not depend on i, to decide
whether a model of Ti+1 is already a model of T1, . . . , Ti. It boils down to testing whether a set
of variables is a subset of one Tj for j ≤ i. This problem is known as the subset query problem.
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In [31], Williams observes all, even non-trivial algorithms, for this problem either have an Ω(m)
time complexity (that is, we test whether the model is also a model of Tj for almost every j ≤ i)
or an Ω(2n) space complexity, that is, we store almost every possible model. It thus seems very
difficult, and maybe impossible, to improve the space complexity of the algorithm of Theorem 12
significantly.
Finally, we observe that the algorithm described in Theorem 12 also works if every variable
appears only positively or negatively in all terms of the formula. Indeed, if a variable x appears only
negatively, one can replace every occurrence of x¯ by x. This gives a monotone DNF whose solutions
are in one-to-one correspondence with the solutions of the original DNF by simply swapping the
value of the variables whose sign has been changed. It can be done before outputting the solution.
Average Delay We now propose an algorithm with a good average delay for enumerating the
models of a monotone DNF formula. This allows to obtain a better average delay than the previous
theorem, while only using polynomial space. First, remark that monotone DNF formulas have at
least as many models as terms: the function which to a term, associates the assignment with one
on all the variables of the terms and zero elsewhere is an injection into the solutions of the formula.
Hence, using the algorithm of Theorem 10 on a monotone formula, we obtain a better delay than
in the general case, as stated in the next theorem.
Theorem 13. The models of a monotone DNF can be enumerated with average delay O(n) and
polynomial space.
To improve the bound on the average delay using a similar algorithm, we should either guarantee
a better relationship between the number of terms and the number of models or we should reduce
the complexity of maintaining the trie during the algorithm. Note that the formula with all positive
terms has 2n models but also 2n terms, which show that the bound on the number of solutions we
use is tight. If we further assume that no term are redundant, that is there are no T1, T2 such that
T1 ⊆ T2, then the formula with all terms of size n− 1 has n+1 models and n terms. Even when m
is large, the relationship is almost linear: the formula with all terms of size n/2 has 2n/2 models
and O(2n/
√
n) terms. Hence, to improve the average delay, it seems hard to rely on a better bound
on the number of models. However, the cost to deal with the trie can be reduced, as long as m is
not too large, by improving the way we store large terms in the trie.
Theorem 14. The models of a monotone DNF can be enumerated with average delay O(log(mn))
and polynomial space.
Proof. First remark that when a term contains n − k variables, it has 2k models and the formula
has at least as many models. Hence, in the algorithm of Theorem 10, when we distribute the cost
of D[τ ] over all solutions , we consider two cases. First when D[τ ] has nτ variables and there is a
term with nτ − k variables such that k > log(|D[τ ]|) + 2 log(n). Then D[τ ] has at least 2k models
which is larger than |D[τ ]|n2. As a consequence, the charge of τ on the models of D[τ ] is 1/n. The
total cost charged to such a model by all its ancestors of this type is bounded by 1.
Now assume that for some partial assignment τ , all terms in D[τ ] contain more than nτ − k
literals, with k = log(|D[τ ]|)+2 log(n). Then we change the encoding of the formula, using the fact
that it is montone and we do not need to deal with the sign of the literals. Instead of representing
each term of D by its variables in order, we represent it by the variables which do not appear in
the term in order.
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The complementary terms are stored in a trie. The algorithm works from this point on as
the one in Theorem 10 on this new data structure. The complexity of the operation to get the
subformulas are the same as with the tree of terms, and depends in the same way on the number
of terms of the subformulas. However, it only manipulates complement of terms of size k hence the
average complexity is in O(k), that is O(log(m) + log(n)) which proves the proposition.
The result on monotone DNFs can easily be transferred to a problem studied in [19]: the
generation of all unions of given subsets. An instance {s1, . . . , sm} is a set of m subsets of [1, n]
and we want to generate all distinct unions of these si. The delay of the algorithm in [19] is
O(nm), using a flashlight search algorithm similar to the algorithm of Proposition 4. Among the
enumeration problems captured by the framework of saturation by set operators [19] it is the only
one not proved to be in strong polynomial delay and it is also proved to be at least as hard to
enumerate as the models of a monotone DNF.
Remark that each distinct subset in the instance is also a solution, hence there are as least as
many solutions as elements in the instance. Moreover, if the instance is represented by a trie of
the subsets, the way subinstances are built by fixing an element is the same as for DNF . Hence
we obtain an equivalent to Theorem 13.
Theorem 15. Given m subsets of [n], there is an algorithm which enumerates all their unions with
average delay O(n).
The improvement obtained in Theorem 14 relies on the fact that small terms have many so-
lutions, but we do not have the same property for union of sets, hence the question of finding an
algorithm with average logarithmic delay or even constant delay is still open. The algorithm of
Theorem 12 does not seem usable for generating union of sets, leaving the question of obtaining an
algorithm with strong polynomial delay open.
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