Abstract. The particle-mesh method (PMM) is a powerful computational tool for the simulation of convection-dominated diffusion flows. The method introduces computational particles each of which is given a finite size and represents a large number of physical particles with the same properties. The convection part of the flow can be solved by moving the computational particles along the characteristics, while the diffusion part is carried out by utilizing a heat solver on a regular mesh. However, the method in practical applications shows the so-called ringing instability, an amplitude fluctuation in the computed solution. In this article, we suggest a new numerical technique of particle movement, called the dual-mesh characteristics (DMC) of which the second mesh is formed by tracking back the cells along the characteristics. The particle movement is carried out by interpreting the particle positions (in the previous time level) in terms of the multi-linear coordinates of the second mesh. Strategies for the average velocity and interpolations are also suggested to move the computational particles accurately with a minimum numerical dissipation. The resulting algorithm, PMM-DMC, turns out to be mass-conservative, non-oscillatory, of negligible dissipation, and more efficient than the conventional schemes. Numerical results are shown to demonstrate its accuracy and efficiency.
1. Introduction. Particle-in-cell (PIC) methods [16] have emerged as a powerful computational tool for the numerical solution of convection-dominated diffusion flows. The basic idea of the method is to introduce computational particles each of which is given a finite size and represents a large number of physical particles with similar properties. PIC can show distinct advantages over other methods, when the extra information carried by particles is properly used; although the converse is true when it is not properly used [17] . Indeed, for realistic situations, PIC often introduces a level of noise or so-called ringing instability [2, 7] which is the fluctuation in the numerical solution, due to the statistical nature of the method; the computational model is composed of far fewer particles than the physical model. Noise suppression has been the major research concern for the method [2, 7, 11, 17] .
In this article, we study the particle-mesh method (PMM) [17] , one of PIC methods, for the simulation of convection-dominated diffusion flows of the form (1) below. In PMM, the convection part is integrated by advancing particles along the characteristics (Lagrangian), while the diffusion part is solved on a regular mesh (Eulerian). An appropriate computation order on each individual timestep is particle movement, particle-to-mesh evaluation, diffusion solve, and mesh-to-particle evaluation. Thus the introduction of interpolation schemes is necessary for the evaluations between the particle and mesh values.
There have been many researches on PMM for improving its performance. From Zhu and Bridson's work [50] , proper linear combinations of FIIP and PIC have been introduced for granular materials [4, 5, 14] , multiphase flows [6] . To complement the drawback in use of meshless particles, alternative particle systems have been used for PMM such as Smoothed Particle Hydrodynamics (SPH) [35, 31, 49] , Material Point Method (MPM) [43, 44] . Various basis functions for the interpolations, along with strategies for controlling the number of particles, have been studied to efficiently suppress the fluctuation [2, 7, 29] . Recently, Affine-Particle-In-Cell (APIC) method [22, 23] have been developed for preventing a loss of information from transferring between particle and grid with a localy affine description of velocity. When applied for convection flows, PMM is a particle method; it is perfectly mass-conservative and does not require introducing meshes or interpolation schemes.
However, it has been observed from various numerical experiments that basis functions that can suppress the nonphysical fluctuations can also easily smear out physical sharp-fronts. Such numerical dissipation can appear as a severe drawback of PMM. Here the question is: how can we reduce the ringing instability efficiently without observable numerical dissipation? As an answer for the question, we first suggest a new strategy of particle movement, called the dual-mesh characteristics (DMC) which incorporates a second mesh that is formed by tracking the grid points of the original mesh back through the characteristics. In DMC, the particle movement is carried out by interpreting the particle locations in the previous time level in terms of the multi-linear coordinates of the second mesh. Thus DMC advances the particles in the slab-by-slab manner, parallel to the characteristic direction. An analytic formula for the average velocity is incorporated to transport the particles accurately.
To minimize the numerical dissipation from the interpolations (particle-to-mesh and mesh-to-particle evaluations), the basis functions of the interpolations should have their supports as small as possible. Also the combined operation of particle-tomesh evaluation, diffusion solve, and mesh-to-particle evaluation should not introduce an observable numerical dissipation for a small physical diffusion. To meet the requirements, we allow the interpolation schemes to have a minimum smooth property such as one based on the Dirac delta function, and let the mesh-to-particle evaluation correct the change-in-diffusion only; see equation (15) below for details.
It has been numerically tested that our resulting algorithm (PMM-DMC), incorporating the average velocity and the change-in-diffusion interpolation, can integrate the solution with no fluctuation and with negligible dissipation. Furthermore, it turns out to be more efficient computationally than conventional algorithms that incorporate numerical ODE methods in order to move particles individually.
The reader will see that DMC is applicable for an accurate and efficient particle movement for various particle methods (particle-based characteristic methods). Furthermore, he/she will find that the basic idea of DMC provides an effective mechanism that can enforce mass conservation to diverse mesh-based characteristic methods. It is interesting and quite challenging to design mass-conservative, non-oscillatory, nondissipative algorithms for convection-dominated diffusion flows, linear or nonlinear. It is hoped that the new schemes developed in this article can serve for (or, as one of) such algorithms.
An outline of the article is as follows. In Section 2, we present the model problem, followed by brief reviews of operator splitting techniques and methods of characteristics. Section 3 presents the new algorithm, PMM-DMC. The section begins with new interpolation schemes, followed by the DMC which suppresses both the ringing insta-bility and numerical dissipation to become negligible. Then, we suggest a strategy for the computation of an accurate average velocity; the importance of incorporating an accurate velocity can never be over-emphasized for methods of characteristics. In the same section, a post-processing scheme called the area-weighting averaging scheme is also presented to represent the numerical solution as a continuous function. We add some remarks on PMM-DMC in Section 4. In particular, the PMM-DMC is analyzed to be exact for linear fluxes. Section 5 contains numerical results to show accuracy and efficiency of PMM-DMC. The last section includes conclusions.
Preliminaries.
In this section, we first present the model problem and then review operator splitting techniques and methods of characteristics.
2 be a bounded domain with its boundary Γ = ∂Ω and J = (0, T ] the time interval, T > 0. The model to be considered in this article is the following convection-diffusion flow problem: Find the concentration c = c(x, t) such that
where v is the fluid velocity, ν is the outward normal from Ω, and f denotes the source/sink. The diffusion-dispersion tensor D = D(x) is symmetric and nonnegative:
for some nonnegative constant D * . The velocity either can be obtained by solving another equation such as the pressure equation or is given from experimental acquisition. The flow is assumed incompressible:
For the problem of the form (1), the convection is often dominant and the problem becomes difficult to solve, in particular, when the solution is not smooth. Upwinding methods cause a degree of numerical dissipation, while higher-order methods such as central finite difference and Galerkin finite element methods often provide nonphysical oscillation (dispersion) to the solution.
Numerical methods different from the one to be considered here, and having reasonable accuracy and stability properties, have been suggested to overcome difficulties in solving convection-dominated diffusion flow problems. Among others, interesting methods are the streamline diffusion methods [19, 20, 21, 36, 41] and the discontinuous Galerkin methods [18, 25, 34, 48] . Methods evolving the numerical solution along characteristics are semi-Lagrangian methods [42, 32, references therein] and ELLAM [8, 47] . For solving hyperbolic conservation laws and Hamilton-Jacobi equations, high-resolution methods have been studied; see MUSCL [45, 46] , QUICK [33] , ENO [37, 38] , ENO-CN [30] and the central-upwind (CU) schemes [26, 27] .
PMMs and other particle methods have been successfully applied to the simulation of various convection or convection-dominated diffusion flows [2, 7, 10, 11, 16, 17, 29] . Particle methods applied to diffusion and dispersion equations can be found in e.g. [9, 12, 40] and references therein.
Operator splitting.
For the simplicity in algorithm development we will assume that the velocity is independent of time and ignore the source/sink term, i.e., v = v(x) and f ≡ 0. We begin with partitioning J into N t subintervals,
for a positive integer N t . Define ∆t n = t n − t n−1 , and g n (x) = g(x, t n ) for a function g of independent variables (x, t) ∈ Ω × J.
Solving the problem (1) requires the integration of the operator for each of the space-time slices
by applying numerical schemes either directly to (1) or to fractional steps of an operator splitting technique. Operator splitting is a common practice for modern large-scale computations, in particular, for convection-dominated diffusion problems. In operator splitting methods, the operator (1) is split into two substeps in each space-time slice S n : the transport part and the diffusion part. The transport part in S n requires solving the hyperbolic problem: Find c
The transport part is often solved by characteristic methods such as the modified method of characteristics (MMOC) [1, 13, 15] and semi-Lagrangian methods [39, 42] . (See Section 2.3 for characteristic methods.) In PMM, (4) is solved by moving the computational particles along the characteristics, utilizing one of characteristic methods. The diffusion step in S n requires solving the problem of the form
When (5) is approximated by numerical schemes, the algebraic system reads
The problem (6) is relatively easy to solve, because its algebraic system is symmetric, positive definite, and strictly diagonally dominant. Furthermore, its iterative solvers can utilize good initial values, e.g.,
where c n−1 and c n−2 respectively denote the concentrations at t = t n−1 and t = t n−2 . The operator splitting method introduces the numerical error of O (∆t n ) 2 ; it is exact only if the convection and diffusion operators commute with each other. For a detailed analysis, see e.g. [28] .
Methods of characteristics.
The method of characteristics is a good method for linear convection problems [24] , because it requires solving first the equation for the characteristics and then integrating along the characteristics utilizing numerical methods for ordinary differential equations (ODEs). However, the method cannot be easily used for a mixed hyperbolic-parabolic equation like (1) . For these more general problems, one usually uses finite difference or finite element methods based on a fixed mesh that is in general not adapted to fit the characteristics of the physical problem. The use of a fixed mesh results in a method that is easy to implement but that may cause numerical difficulties (interpolation error, numerical dissipation, etc.). For example, MMOC suffers problems of mass conservation and numerical dissipation; see [1, 13, 15] .
Methods of characteristics for the transport problem (4) require the computation of characteristic curves in each of the space-time slices S n , departing from x in the t n -level and tracking back to x in the t n−1 -level. That is, we need to solve the final value problem: Find x = γ(t n−1 ; x) satisfying
for points x in a certain set. Here γ is called a characteristic curve or streamline. In practice, it is often expensive to solve the final value problem (8), in particular, when the velocity is nonsmooth. Once the tracking-back position x is found for every grid point x, the transport problem (4) can be solved by evaluating values of c n−1 :
Note that the tracking-back position x is not a grid point in general; an interpolation scheme should be employed for the evaluation of c n−1 (x). The simplest solution for (8) can be obtained by applying a step of Euler method:
which has been employed for MMOC [13, 15] . In semi-Lagrangian methods,
which is solved iteratively from an initial guess and results in a second-order accuracy in time. (See Staniforth and Côté [42] .)
3. PMM-DMC. This section presents our new algorithm, PMM-DMC which is a particle-mesh method (PMM) incorporating dual-mesh characteristics (DMC). The PMM is based on the operator splitting as in Section 2.2. For the space discretization, let h x = (b x − a x )/N x and h y = (b y − a y )/N y , for some positive integers N x and N y , and set
For convenience, we assume that the mesh in the time direction is also uniform of the timestep size
where σ is the Courant number to be chosen. 3.1. Evaluation of mesh and particle values. For a systematic treatment of evaluation/interpolation schemes between particle and mesh values in PMM, we introduce the dual representation [2] 
, where x n p are the positions of particles, δ(x) is the Dirac delta function, and ϕ ij (x) is the basis function corresponding to the cell K ij in the mesh. For example,
for the cell-centered finite difference or finite volume methods. Figure 1 shows basic steps of the time cycle in PMM, where subscripts p and m indicate respectively the particle and mesh values. In this article, the evaluation of mesh values from particle values is called the projection and the interpolation of particle values from mesh quantities is called the apportionment. The projection and apportionment require the particle-to-mesh and mesh-to-particle interpolations, respectively. Research in PMM has been focused on interpolation schemes and particle rezoning which can suppress the ringing instability effectively [2, 7, 11, 29] . In certain physical situations, minimizing numerical dissipation is not as important as suppressing the ringing instability. However, a suppression scheme not considering numerical dissipation can smear interesting physical sharp-fronts out to disappear.
In this paper, we adopt the following for the projection
and introduce a new interpolation scheme for the apportionment
where c * ij and c new particles of zero values are constructed as in the initialization and set N n ij = 4.) It should be noticed that (15) updates the particle values in the nth timestep by adding the change-in-diffusion, which minimizes numerical dissipation in the apportionment step for problems of no or small physical diffusion. Indeed, if the diffusion coefficient is zero, then c n ij = c * ij , and hence we will get c n p = c * p , which is necessary for interpolations to be non-dissipative. However, it has been numerically verified that some particle values in certain cells occasionally become negative, for which the apportionment scheme in (15) is modified as (16) c
The above scheme also updates the particle values by the change-in-diffusion, in a multiplicative manner.
Dual-mesh characteristics (DMC).
For the Lagrangian component of PMM simulation, we need to solve the following problem: Find
for every particle position x n−1 p in the t n−1 -level. In the following, we will introduce a new algorithm called the dual-mesh characteristics (DMC), in order to solve (17) exactly, assuming that the velocity v is bilinear on each cell.
The basic idea of DMC is to move the particles based on the dual-mesh of which the second mesh is formed by tracking back the corners of the cells of the original mesh along the characteristics, keeping the edges straight. (Thus the back-tracking operation is an affine map.) The particle transport can be carried out by interpreting the particle locations in terms of the bilinear coordinates of the second mesh. See Figure 2 , where the computational particles are initialized on the cells at the t 0 -level. The following explains the steps of DMC for solving (4) in the space-time slice S n : 1. For each grid point x, find its tracking-back position x by solving (8).
2. For each cell K ij , construct its affine dual-cell K ij by connecting the trackingback points of its corners. (The dashed box in Figure 2 .) The whole collection of these affine dual-cells forms the second mesh. 3. Interpret the particles in K ij in terms of the bilinear coordinates of K ij . The bilinear interpretations of the particles in K ij are their new coordinates in the cell K ij at the t n -level. The operation is equivalent to advancing the second mesh to the original mesh together with the particles. An accurate tracking-back scheme is presented in Section 3.2.1 below, while Section 3.2.2 describes an efficient bilinear interpretation method. We first consider the following remarks:
• As we assume that the velocity is time-independent and that the time mesh is uniform, the first two steps of the above process are identical for every time level. Thus, for n ≥ 2, only the third step is required to perform; its computational cost is a bilinear interpretation per particle.
• Conventional ODE solvers may introduce possible complications and errors during the particle movement. In particular, a particle near a corner of the cell can transport to the next time level passing through more than two different cells; which can involve a large error, because the velocity may not be smooth across the cell boundaries. The DMC overcomes such difficulties.
3.2.1. The average velocity. Numerical schemes dealing with characteristics can deteriorate the accuracy of the numerical solution unless the final value problem (8) is solved accurately. Most methods incorporating the tracking-back solve the problem by a conventional ODE solver such as the Euler method, the Heun's method, and RK4. However, when v(x) is different from v(x), the tracking-forward departing from x may not return to the original x position, due to numerical error. In this section, we discuss strategies to find the average velocity which can track back/forward along the characteristics exactly. Assuming that the velocity is bilinear in each cell, the explicit formulation of the problem we want to solve is as follows: Find x such that
where v is the average velocity between x and x. Since (18) can be solved component by component, it suffices to consider the following problem formulated in the one-dimensional space: Find x such that
where v is the x-component of the average velocity between x and x. Let x be the other nodal point of the interval including x, i.e.,
Then, the linear velocity between x and x can be formulated as
In particular,
The average velocity v and its corresponding tracking-back position x can be obtained as follows. There are two cases: a = 0 and a = 0. If a = 0, v(x) = v(x) and therefore the average velocityv = v(x). When a = 0, it follows from v(x)dt = dx that ∆t =
and therefore
Utilizing (19), (21), and (22), we can obtain the exact average velocity,
v(x), else, and the corresponding tracking-back position given by
Remark: Semi-Lagrangian methods incorporate an average velocity v which is evaluated at the mid points of the straight-line approximation of the characteristics. Consider the linear velocity in (20) . Then
Thus, the methods find the tracking-back position x as (25)
which implies that the semi-Lagrangian methods give a slight over-shooting to the computation of the tracking-back. Consider the following position functions of one-parameter family
Bilinear interpretation. Let us denote the four corners of the reference cell
Then r y ∈ [0, 1] can be found in such a way that the slope of the line segment connecting α(r y ) and β(r y ) is the same as the slope of the line segment connecting α(r y ) and x n−1 p , i.e.,
slope α(r y ) β(r y ) = slope α(r y ) x n−1 p .
The above equation can be rewritten as
where Once r y is obtained, r x can be computed as follows:
Then, the particle trasport in the space-time slice S n initiated from x n−1 p can be completed by the following evaluation: (28) x * p = x 1 + (r x h x , r y h y ).
In implementation, it is convenient to save the particle positions in terms of the cell number and the relative position indicator (r x , r y ), where
Side effects of fixed meshes.
Since the number of particles in a cell at a certain moment can be larger than that of neighboring cells, an oscillatory solution can easily appear when the cell values are evaluated by the projection scheme (14) . However, it does not imply that the numerical scheme is unstable, because the oscillation is in fact a side effect of the fixed mesh. Indeed, we can introduce a numerical technique to represent the solution appropriately, as a post-processing step. Consider the following area-weighting scheme for the solution in the final timestep (30) c
where
It should be noticed that the areas-weighting evaluation is performed at the last moment just for a representation of the numerical solution; it is not utilized for any of convection and diffusion steps during the time-marching.
4. Some Remarks. The algebraic system for the diffusion problem, (6), is symmetric, positive definite, and strictly diagonally dominant and therefore it is relatively easy to solve. For the diffusion solver, we choose PCG-ILU0, the conjugate gradient (CG) method preconditioned by the incomplete LU-factorization of level zero (ILU0). By "level zero" in ILU we mean that no fill-in is allowed during the ILU-factorization [3] .
PMM incorporates a fixed mesh and interpolation schemes that are required for the diffusion part. For convection problems, PMM can be implemented without introducing meshes and interpolation schemes. PMM evolves the solution by moving computational particles along characteristics and therefore satisfies mass conservation. The most fundamental issue of PMM for convection problems is related to accuracy of ODE solvers, i.e., to convert the particles to their correct positions. DMC shows a second-order accuracy (Table 3 below), with the error being comparable with that of RK4 for more general velocities; see Table 2 . Now, we prove that DMC is exact for linear fluxes. Note that this theorem holds only for 1D case. 
DMC produces the exact solution.
Proof. We may assume that A is nonzero. Then the exact solution of (31) is given as
Let {t j } and {x k } denote the time and spatial mesh, respectively. Then, the dual mesh {x k } is calculated as follows:
Let {u j } denote the DMC solution on the time mesh {t j }. It is needed to show that
We will prove by mathematical induction. It is clear that (33) is true for j = 0. Suppose (33) holds for j = n − 1 and consider the time j = n. Let u n−1 be contained Table 1 The L 2 /L∞-errors of numerical solutions at t = 1.
in the dual cell [x m−1 ,x m ). Then, the relative position indicator r n−1 of u n−1 in the dual cell becomes
by (32) and (33), see (29) , and consequently, by (28)
The proof is complete.
Conventional ODE solvers update their solutions by evaluating polynomials of which the coefficients are obtained from the solutions in previous time levels. Thus their numerical solutions cannot be exact for exponential solutions. DMC is the unique ODE solver that solves x (t) = Ax(t) + B exactly, for constants A and B.
5. Numerical Experiments. In this section, we present several numerical results based on the resulting algorithm, PMM-DMC. Numerical results for convectiondominated flows in 2D are given to demonstrate stability and efficiency of our method. And also, we apply PMM-DMC to an ODE solver to analyze its numerical performance. At the end, a practical application of PMM-DMC is presented to validate the usefulness of our method.
2 . For x = (x, y) ∈ Ω, the velocity is given
where µ is the frequency, and the diffusion tensor is chosen
The velocity v(x) enables objects to be rotated counter-clockwise once per second with respect to the origin with the frequency µ. 5.1.1. The accuracy test. In the following, we perform the accuracy test of PMM-DMC method on the convection-diffusion problem with the initial
where a = (1, 1). Since the convection and diffusion operators commute with each other, the analytic solution of the diffusion problem (µ = 0 and ε > 0) is identical to that of convection-diffusion problem (µ = 1 and ε > 0) when t is an integer. Hence, we can have the analytic solution of this problem as the solution of the following heat equation
which is well-known as
).
with an integer t. We set t = 1, = 0.001, c max = 1 and ρ 2 = 1/20 for this problem. We present the errors computed by using PMM-DMC and PMM-RK4 for comparison in Table 1 . Note that even if PMM-DMC is more efficient than PMM-RK4, it has a comparable accuracy with PMM-RK4. This can be explained by the fact that we selected the time-independent velocity for this example. In general, it may not true when the velocity is time-dependent. The result in Table 1 indicates that both PMM-DMC and PMM-RK4 are first-order accurate with respect to L 2 and L ∞ norm. It seems that PMM degrades the accuracy due to the error arises from the interpolation step inside particle-mesh method.
With Discontinuous Initial
Data. Now, we will consider convectiondiffusion equation with discoutinuous initial data. The initial condition is given where Ω 0 is the Zalesak's disk depicted in the left of Figure 3 . The right of Figure 3 shows the 6-contours of the true solution at t = 5: (40) {x ∈ Ω | c(x, t) = 0.05 + 0.18j}, j = 0, 1, 2, 3, 4, 5 which is obtained by solving the diffusion problem (µ = 0 and ε = 0.001) using the standard Crank-Nicolson method with the uniform mesh h = h x = h y = 0.0125 and σ = 1.0. The solution will be utilized as the true solution, for the error estimation of PMM-DMC applied to the convection-diffusion problem (µ = 1 and ε = 0.001). Figure 4 shows the 6-contours (40) for the numerical solution of the convectiondiffusion problem (µ = 1 and ε = 0.001) when t = 5. Set h x = h y = 1/80 and σ = 1. There, ENO-CN denotes the essentially non-oscillatory Crank-Nicolson solution [30] and PMM-Euler and PMM-RK4 are the solutions obtained from PMM incorporating Euler and Runge-Kutta method of order 4, respectively. The PMMs are initialized setting 4 particles in each rectangle of the mesh. As one can see from the figure, the traditional mesh-based method (ENO-CN) has introduced a severe numerical dissipation; PMM-Euler has produced a certain oscillation which is due to the error when the Euler method is applied for the particle transport. However, PMM-RK4 and PMM-DMC could resolve the solution without smearing out the sharp fronts.
In order to analyze accuracy of the algorithms qualitatively, we measure the L 2 -errors, as shown in Table 2 . The true solution is selected from the numerical solution of the diffusion problem as depicted in the right of Figure 3 Table 2 The L 2 -errors of numerical solutions at t = 5. Figure 5 shows the corresponding solutions on the cross section
The ENO-CN smears out the solution, while PMM-Euler incorporates a huge error into the solution due to misfits involved during the particle movement. On the other hand, PMM-RK4 and PMM-DMC have simulated quite precisely the shape and peaks of the solution. As one can see from the figure, the accuracy of PMM increases as the mesh is refined.
To illustrate the effect of area-weighting post-processing (30) we compare the numerical solutions by particle-mesh methods at t = 0.875 with and without area-weighting post-processing, see Figure 6 . One can see that the ringing instabilities are removed by (30) . Fig. 6 . The 6-contours (40) of the numerical solutions by particle-mesh methods with and without area-weighting post-processing at t = 0.875.
5.
2. An ODE Example : Forced Oscillation. Although DMC is exact for linear fluxes, it is a second-order method for more general problems. To analyze the numerical accuracy of DMC as an ODE solver, consider the motion in the mass-spring system:
where m is the mass attached at the end of a spring of the spring constant κ, the term F 0 cos(µt) is a periodic driving force of frequency µ, and x 0 is the initial displacement Table 3 The L 2 -errors at t = 1 for various timestep sizes.
from the equilibrium position. The analytic solution of (41) is given as
where ω = κ/m, the angular frequency of the system, and the coefficient A 0 is determined corresponding to x 0 . Let x 1 = x and x 2 = −x 1 /ω to reformulate (41) as (42)
For a practice of ODE solvers, we choose m = 1, F 0 = 40, and x 0 is set such that A 0 = 1. (x 0 ≈ 1.33774.) The frequencies are set ω = 4π and µ = 2π; the fundamental period of the motion is T = 1. See Figure 7 , where the solution is computed by DMC with ∆t = 0.01. Table 3 presents the L 2 -errors for the Heun's (second-order) method and DMC at t = 1, for various timestep sizes. For DMC, we select Ω = (−2, 2) 2 and set a mesh of the spatial grid size h = 0.5. (The accuracy of DMC does not depend on the spatial grid size for ODE problems. The spatial variables are introduced to formulate DMC as an ODE solver.) The time-dependent part of the flux, − F0 mω cos(µt), is averaged at the center of the time interval [t n−1 , t n ], i.e., the arithmetic average of the values at t = t n−1 and t = t n . As one can see from the table, both methods show a secondorder accuracy and DMC appears to have four times smaller errors than the Heun's method, which have been observed for various ODE problems we have tested. Fig. 8. The initial particle distribution for dam break (top left) and the particle distributions generated by PMM-Euler (top right), PMM-RK4 (bottom left), and PMM-DMC (bottom right) at t = 1.6.
3. An Application : Incompressible Navier-Stokes Equations. As a practical application of the convection-dominated flow, we consider the following incompressible Navier-Stokes equations: (43) ρ (u t + (u · ∇) u) = −∇p + ν∆u + ρg in Ω ∇ · u = 0 in Ω Here, ρ and ν are density and viscosity, u is the velocity of fluid, p is pressure, and g is the gravitational acceleration. In most of PMM literatures, system (43) can be solved by the splitting-type method as follows:
Based on the philosophy of the particle mesh method, convection part in the first equation of (44) is solved by the Lagrangian particles while the remaining equations are treated on Eulerian grid. Here, we apply PMM-DMC to the first equation and usual discretiztion is selected for the Eulerian parts. Note that the PMM-DMC algorithm used here is modified for the MAC configuration.
To vaildate the usefulness of our method, we select a dam break problem as a test example. To get a closer look at the effect of particle approximation, we set ν = 0 for this problem. For the comparison purpose, we perform numerical experiments with classical methods, PMM with Euler and RK4, other than our method. Numerical results are shown in figure 8 .
In the results from classical methods, nonphysical discontinuities are observed in the tail of water, which is due to the ringing instability. On the other hand, the result from PMM-DMC shows a relatively small discontinuity in the tail. This implies that our method resolve the ringing instability well even in complicate applications. In addition, since PMM-DMC is an one-step method, its computational cost is cheaper than its comparable method, PMM-RK4. We present average computational time on convection part of different methods in 6. Conclusions. We have studied the particle-mesh method (PMM) for the simulation of convection-dominated diffusion flows in 2D. For the particle transport, the so-called dual-mesh characteristics (DMC) has been introduced; DMC turns out to track the particles with excellent accuracy and stability. To minimize numerical dissipation, the interpolation schemes for the projection and apportionment are formulated to have low-orders of smoothness and only the "change-in-diffusion" has been incorporated in the mesh-to-particle evaluation. The resulting algorithm, called PMM-DMC, has shown its excellent performance: mass conservation, no oscillation, and negligible dissipation. The fluctuation as a side effect of fixed meshes is indispensable; however, the desired solution can be post-processed from particle values by utilizing a smooth interpolation scheme at the end of the simulation.
Although PMM-DMC have a comparable performance with PMM-RK4, it still remains to resolve the first-order accuracy limitation caused by PMM itself. In the future, we will develop a proper interpolation technique based on DMC to enhance the accuracy.
