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This is to certify that: 
the results published in the papers discussed at Serial 
Nos. 5, 6 and 13 in Section ONE of this thesis were earlier 
incorporated in my Ph.D. thesis RESPONSE TO SELECTION IN 
FINITE POPULATIONS submitted to Edinburgh Thiiversity in 
1969, and 
all the works reported in this thesis, except those jointly 
contributed, were entirely and independently contributed by me. 
In the jointly contributed works at Serial Nos. 3, 5 9 11, 19 9  
21 1, 22 and 23 in Section ONE and at I in Section TWO, substan-
tial contribution Involving formulation of the problem, 
necessary mathematical derivations, extraction of results and 
writing of the papers were made by me. The collaborators 
provided support in the form of discussion and finelisetlon of 
the papers. 
(PRW NARAIN) ' 
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The contributions published during 1962 to 1984 in 
statistical genetics were presented. While 8 brief survey of 
the work involving applications to Drosophila, plants, animals 
and man was made in Introduction, twenty—three peners r'ertej.ri-
ing to theoretical statistical genetics were selected for 
detailed Presentation in Section O1TE. In addition, two 
unpublished works were presented in Section TWO. 
The twenty—three publications selected pertain broadly 
to the three areas, genetic properties of population (4), 
stochastic processes in porulation genetics (10) and genetics 
of quantitative variability (9). In the first case, papers 
deal with effects of linkage on the homozygosity of a selfed 
Population as well cc of a population under mixed selfing and 
random mating, generalization of heterozygote x homozygote 
mating and Fisher's Fundamental Theorem of Natural Selection. 
In the second case, six out of ten papers illustrate the use 
of Merkoy chain introducing a new concept of duration of 
response to selection, conditional Merkov chain approach, the 
probability of fixation under random fluctuations in selection 
intensity and the average time until fixation for a tri—allelic 
locus. The rest four papers use diffusion approximation 
approach for similar problems, introduce conditioned diffusion 
equations, discuss the problem of average age of a mutant in 
(v) 
finite population using the conditional aprroech and give 
estimates of heterozygosity in the context of molecular theory 
of evolution based on conditional arguments. Th third case, 
papers deal with multiple allelic component of phenotypic 
variance, generalised heritability and response to selection 
for several characters, optimum group size in progeny testing, 
phenotypic index with several auxiliary traits, sire index 
corrected for an auxiliary character, the use of auxiliary 
traits in combined selection and partial diallel crosses. 
3. The work on Genetic differentiation Of auantitetive 
characters between populations discusses a new model involving 
optimal selection and discrete allelic states for mutation in 
an infinitely large population. The behaviour of the ratio of 
Inter— to intra—population variances over time is found to be 
helpful in testing the hypothesis of neutrality. The work on 
Progeny testing with auxiliary traits deals with a general 
theory of progeny testing where several auxiliary traits are 
considered along with the main trait to predict the breeding 
value of a male for the main trait. With one auxiliary trait, 
the accuracy of the progeny test is always increased and the 
number of progeny required for a pre—assigned value of the 
accuracy gets reduced. These gains are found to be substantial 
when genetic and phenotypic correlations between the main and 
the auxiliary traits are of opposite signs. 
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My major field of study since 1958 has been Statistical 
Genetics. Th addition, I have contributed to the field of 
Statistical methods applied to agriculture. My contributions 
in the field of statistical genetics have been both in theory 
and applied areas. In the former area, I was conferred the 
Degree of Ph.D. on 25th October, 1969 on the dissertation 
entitled RESPONSE TO SELECTION IN ?flTITE POPULATIONS by the 
Edinburgh Ublversity. For this Degree, I worked under the 
supervision of Prof. Alan Robertson, F.R.S. at the Institute of 
Animal Genetics Edinburgh, during 1967 to 1969. 
I append a list of my scientific contributions which total 
146 and which were published during 1962 to 1984. Their distri-
bution according to the two fields is 
Statistical Genetics 	 105 
Statistical methods applied to agriculture 	41 
In the field of statistical genetics, their distribution accord-
ing to theory and applied aspects is 
Theoretical Statistical Genetics 	 1-2 
Applied Statistical Cenetics 	 45 
I. THEORETICAL STATISTICAL crics 
Of the 60 publications in this field, I an the sole or the 
senior author in 41 cases. Out of these 41, I have selected 23 
papers for presentation in this thesis. These are described in 
Section 1 entitled Studies in Statistical Genetics published 
work. In the list of publications at pages 11-26 these are 
marked as asterisks (**). In addition, in section 2 are presen-
ted two unpublished works in one of which I am the sole author 
while in the other, the senior author. Me of the two papers 
has been accepted for publication. The other one was presented 
during the XY International Congress of Genetics at New Delhi 
(India) in December, 1983. It has since been submitted for 
publication. 
:4: 
II. APPLIED STATISTICAL GENETICS 
In 30 of 45 publications in this field, I am the sole or 
the senior author. None of these has been included in this 
thesis. qcwee, a brief survey in respect of 29 out of 45 
publications is given below. In addition, the survey also gives 
references to 5 publications pertaining to the field of theore-
tical statistical genetics for completing the description. 
These contributions are grouped, according to the species of 
application, into four heads viz. Drosophila, plants, animals 
and man. 
1. Drosophila 
I worked at the Indian Veterinary Research Institute, 
Izatnagar, U.P. (India) during 1958 to 1961 in a research scheme 
Fundamental study of Quantitative Inheritance' in which 
Drosophila was used as a tool with the ultimate object of 
developing models for the inheritance of quantitative characters 
for ultimate use in large animal selection experiments. We 
published results on the response to selection for fecundity in 
Drosophila rnelanogaster
, 
 (Narain, 1962; Narairi et al 1962; Prabhu 
et al, 1964) and on the application of disUel crosses in such 
studies (Singh et al 1964 Prabhu et a]. 1968). Subsequently, we 
published results on the estimation of components of variation 
due to interaction between genotype and temperature for wing 
:5: 
length and bristle number (Narain and Reddy, 1970). 
Plants 
With the help of data on 7x7 diaflel cross in wheat and 
8x8 diallel cross in triticale collected from Indian Agricul-
tural Research Institute, New Delhi (India), statistical 
techniques for analysing complete and partial dial].el crosses 
involving several characters were investigated and the use of 
discriminant function in such studies was demonstrated (Subba 
reo and Narain, 1976; Batra and Narain, 1980). 
Animals 
aider this head, the contributions are further sub-grouped 
Into (a) cattle and buffaloes, (b) sheep, and (c) poultry. 
(a) Cattle and buffaloes: With the help of data on Indian 
cattle collected from different organised farms in the country, 
it was found that the genetic gain in the first lactation 1L111C 
yield could be increased by about 3 to 11 per cent if selection 
In based on a • phenotypic index' in which the main trait is 
expressed as deviations from the expected values predicted with 
the help of one or more auxiliary traits (Narain and Mishra, 
1975). A new sire index based on this technique was found to 
be superior over others when applied to data on Sahiwal breed 
of Indian cattle (Kumar and Narain, 1980). Statistical 
i6: 
techniques were used for separating genetic from environmental 
trends using records maintained in dairy herds over several 
generations of selection. The average genetic change in a trait 
was estimated as twice the pooled intra-sire intra.-generation 
regression coefficient of the weighted difference between the 
herd and the individual sire means on the years (Narain and 
Carg, 1972). Some aspects of yield survival relationship in 
dairy cattle were studied (Narein and Bhatia, 1979). The effi-
ciency of indirect selection for life-time production was also 
studied (Narein et al. 1975). A plan for evolving a dairy breed 
making use of animals of different grades due to crossing of 
Friesian bulls with Sah.iwal cows, available at Military Dairy 
Farms in India, was prepared (Narain, 1977). A proposal for 
undertaking cross-breeding among three important breeds of 
Indian buffaloes to combine the desirable characters of milk 
production and fat percentage was made and a corresponding 
breeding plan developed (Nsrain, 1980). Using the data on 
different grades of cross-bred animals available at Military 
Farms, the optimum level of exotic inheritance for stabilising 
the breed was studied in relation to milk production and calving 
Interval (Nerain and Garg, 1979). Lactation performance indices 
in Sahiwal and Hariana cattle were constructed and studied by 
maximising the variation for the index between animals relative 
to that within animals (Narain and Chand, 1980; Chand and 
r7z 
Narein, 1983). A series of studies on Salttwal cattle and Murrah 
buffaloes located at Chsk-Canjaria Farm at Lucknow, U.P. (India) 
was also undertaken (Kumar and Narain, 1977 s, 1978 a and b, 1979). 
Investigations were undertaken to study the association between 
the iminunogenetic traits such as blood type and economic traits 
such as milk yield in cattle and buffaloes so that the perfor-
mance of an animal could be predicted on the examination of its 
blood type and the decision for the selection of the animal 
could be made at an early stage (Singh et al, 1981). 
(b) Sheep: 	With the help of data collected at Sheep 
Breeding Farm under the Scheme for improvement of sheep and wool 
by crossing Kashmiri ewes with Rainbouillet rams, an investigation 
on the relationship between the retention of a sheep in the flock 
and its wool yield in the initial clip was undertaken (Bhatia and 
Narain, 1973). With the help of the same data, the use of 
discriminant function and D!statistic in a cross-breeding 
programme with sheep was demonstrated. It was found that the 
discriminating power of the index based on greasy-fleece weight, 
fibre diameter, fibre length and fleece density was much higher 
than those on the basis of the individual traits separately 
(Nerain and Garg, 1975). Fbr dealing with the case of unequal 
variance-coveriance matrices with such data, an alternative 
linear procedure which minimises the probabilities of mis-clamsi-
fication and is a minimax procedure was later used (Narain and 
Meihotra, 1979). 
:8: 
(c) Poultry: The Government of Thdie, in collaboration 
with State Governments, initiated a series of Coordinated 
Poultry Breeding Programmes for Improvement of egg production 
in the country. This involved evolving a strain of poultry with 
high level of egg production by selecting birds on the basis of 
Osborne' a Index which combines in an optimum way, the information 
on the individual bird with the average performance of the sire 
and dam families to which the bird belongs. One of the Regional 
Poultry Farm at Bhopal who initiated this breeding experiment 
collaborated with me for operating this programme for about seven 
years during 1972 to 1979. With the help of data so collected, 
response to selection for rate of lay was studied (Narain et al, 
1973 a and b; Malhotra et al, 1974). Hatch and pen effects on 
some performance traits in White Leghorn were also investigated 
(Babuetal, 1975). 
4. Man 
In human nutrition, one talks of either genotypic or 
environmental variance ignoring the interaction between the two. 
However, intra..-individual variation in protein or energy intake 
of an individual is found to vary over time and to persist even 
when data are averaged over a week. A new genetic model for 
such studies was therefore developed emphasising the importance 
of the covariance term in the variance of the sum of genotype 
:9: 
and environmental effects over time in the same individual 
within the framework of ontogenic growth. Using such a model, 
the genetic significance of intra-individual variation in 
energy requirement and of the autoregulatory mechanism in 
nitrogen balance were studied (Suithatme and Narain, 1982, 1983, 
1984; Nara.tn, 1982). 
i 10 z 
III. HANDBOOK OF STATISTICAL GENETICS 
The methodology of statistical genetics was illustrated 
with the help of fully worked out examples from plants and 
animals, in the form of a text—book, titled as above, for the 
benefit of practising statisticians, agricultural scientists as 
well as post—graduate students. The book was published by 
Indian Agricultural Statistics Research Institute, New Delhi 
(Narain et al, 1979). 
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It is now well recognised that the low productivity of 
plants and animals can be improved by conducting research in 
breeding. However, the foundations of the modern theory of 
breeding are based on the sciences of genetics and statistics. 
Fr instance, it is no use improving a character by breeding if 
the genetic considerations dictate that it has negligible 
heritable variation. Similarly, in the context of animal breeding, 
if statistical considerations demand that twenty progeny are 
needed for the progeny test of a sire, it is not desirable for 
a breeder to be content with two or three progeny per sire. The 
principles of genetics and statistics together constitute the 
scientific discipline which is often called • Statistical Genetics', 
the foundations of which were laid by Fisher, Haldane and Wright. 
To this list may also be added the names of Crow, Kimura, 
Robertson, Kempthorne, Nei and several others who have greatly 
advanced our knowledge in this field. This discipline has had 
a considerable impact on the practice of plant and animal 
breeding since the turn of this century. it has also helped in 
understanding the mechanics of organic evolution and in recent 
times has opened new vistas in the theory of molecular evolution. 
The statistico-.genetic approach to plant and animal improve-
ment is not simply based on Mendelian principles although the 
laws of Mendel are fundamental in this approach. The manner in 
which a quantitative character as opposed to a qualitative one, 
: 29 
is Controlled by heredity, is at the root of this aprroach. 
Further, while the approach of Mendel is on individual basis, 
the population or a random sample drawn from it, is the basis 
for any breeding programme. Mn order, therefore, to understand 
the techniques of breeding, it is very essential that the 
principles of genetics of population are properly understood. 
Such principles are also crucial for understanding the mechanics 
of evolution, particularly at the molecular level. The 
theoretical description and analysis of population genetic models 
as well as their use in breeding and evolution, however, often 
require advanced mathematical and statistical techniques. Some 
of the basic investigations conducted by me in these areas 
during 1965 to 1983 and documented in 23 publications are 
described in this Section. The section is divided broadly into 
three groups; genetic properties of population, stochastic 
processes in population genetics, and genetics of quantitative 
variability consisting of 4, 10 and 9 research papers respecti-
vely. 
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I. GE1TflC PROPERTIES OF POPUlATION 
Quantitative measures of the Intensity of inbreeding and 
degree of relationship wider various systems of mating were first 
given by Wright (1921) with the aid of path coefficients. The 
work of ?Talcot (1948) resulted In essentially the same formulae 
as that of Wright but his approach was to make use of the proba-
bilities of genes being identical by descent at a locus, the 
coefficient of Inbreeding (F) of an Individual being defined as 
the probability that the two genes possessed by that individual 
at a locus are identical by descent. Schnell (1961) generalised 
this approach for an arbitrary number of linked loci and defined 
an In...bx'eecflng function (0) as the probability that the indivi-
dual possesses genes which are identical by descent for a given 
set of linked loci. Narain (1 and 2) as described below used 
this method to study the effect of linkage on the homozygosity 
of a selfed population as well as of a population under mixed 
selfing and random mating for an arbitrary number of linked led. 
In a genetic incompatibility model, only certain specific 
types of matings out of all the possible types, produce viable 
offspring. However, there could be situations in which the only 
possible type of matings is between homozygotes and heterozy-
gotes. Finney (1952) Introduced such incompatibility models 
with respect to a single locus and two alleles whereas Scudo(1964) 
z31s 
described such models as a basis for polygenic sex-determination. 
In the paper discussed herein Narain and Reddy (3) generalised 
the models to situations in which several loci are segregating 
independently so that there are now heterozygotea at each of the 
loci as well as double heterozygotes. 
The Fundamental Theorem of Natural Selection first given by 
Fisher (1950) broadly appears in two forms for the case of non-
overlapping generations. According to one form, the change in 
the average fitness of a population is equal to the genotypic 
variance in fitness. The other form, which includes the effect 
of a mating system, states that for random mating population, 
with two-allele system, the rate of increase in average fitness 
at any time is equal to its additive genetic variance at that 
time. Thus, in the absence of dominance in fitness values, the 
two forms are identical. However, the interpretation of 
dominance in a two-allele system is essentially that of an 
interaction between the two alleles, the three fitness values 
attached to the three genotypes forming an arithmetic series in 
the absence of dominance. However, if these fitness values 
form a geometric series, there would be no dominance on the 
logarithmic scale but on the given scale some partial dominance 
would be exhibited resulting in two different forms of the 
theorem. As would be described shortly, Narein (4) showed that 
even in such cases of dominance due to scale effects the two 
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forms of the theorem could be Identical. 
I. Narain, P. (1966). Homozygosity in a 
selfed population with an arbitrary 
number of linked loci. Journal of 
Genetics, 59: 254-266. 
Consider two individuals X and Y having genotypes 
a a 	 ...c ...a 	c,c. 
x' and '' ) respectively where r is the number of I.? LP •.•U 	 U d 
loci and the horizontal line indicates that the genes above It 
lie on one chromosome and those below it lie on the other 
homologous chromosome. For a given locus say i-th, the coeffi- 
xy 
dent of relationship between X and Y, denoted by f is defined 
in terms of probabilities P(a1MCI ) that a random gene *j from X 
is identical by descent with a random gene C1 from Y at the i-tb 
locus • FOr a pair of loci 1 and j  with a recombination value 
xy 
pjj, we define the coefficient of relationship (P13 ) in terms 
of probabilities P(a1MCI ; ajIuCj) that a random gene a1 from X 
Is identical by descent with a random gene c from Y at the ith 
locus as well as a random gene a  from X Is identical by descent 
with a random gene c 4 from Y at the j-th locus. This definition 
'I 	 XI! 
Is generalised to a set of r linked loci and denoted by 
• • 
For developing recurrence relations, use is made of the 
result that, for a given set of loci, the inbreeding function 
:33: 
xxy 
0 	of an offspring from the mating of two individuals X and 1 








(1.2) 	0].23...r 	P 
	• 	I 
as the inbreeding function of X for the set of r loci and 
similarly we have the inbreeding function of Y. 
In the case of the system of mating involving only self-
fertilisation, an individual X is mated with itself so that in 
the above formula, we have to replace Y by X. For the case of 
two loci i and J. we then get the recurrence relation connecting 
0.-functions between n-th and (n+1)-.th generation, 
(n+l) 	1 	2 	(n) 	1 	2 	(n) 	(n) (1.3) 	Oij 	- Z( 1+ci3)(l 40ij )+(l..c)(0 
+Oj ) 
(n) 
where Cjj a 1.2p,6 and 01  is the n-th generation inbreeding 
coefficient for the i-tb locus. 
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The recurrence relations for the penmictic function ij,, however, 
assume a more simpler form given by 






where k1 - ( l+c1 )/2. 
Thr a not of r linked loci, provided there is no inter-
ference, the recurrence relation for. . .r gets generalised 
to 
(n+1) 	kk23...k 	(n) (r..])r (1.5) 	123...r = 	 2 
If initially we start with an individual heterozygous at 
each of the r loci and assume no interference, we get 
(n) n 	k n 
(1.6) 	
0123...r - 
1..uir() + E1(_) 	
(kikil)flkijklki.mfl 
r kk23...kn 
.....+(..) ( 	2(r-1)r 
where I is summation over () values of k 12,k23,...k13,k14,... 
k( r_l)r • Similarly 2 is summation over () pairs of k values 
depending upon the three loci selected out of r. Similar 
considerations hold for other summations. 
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The mean (a) and variance (v) of the distribution of the 
number of loci homozygouz by descent in any population turn out 
to be, for r-2,3,..., 
(1.7) 	a - 	
(n) 
	
(n) 	(n) 	(n) 
(1.8) 	v - rØ1 (l.-rØ1 ) + 2ZØij 
where I denotes summation over () values of loci which are 
distinct. 
The proportion of residual lines which become completely 
homozygous by descent in each generation depends on the 0... 
function by the formula 
(n) 	(n) 	(n.-1)
)/( 1 -0  - (0 -0 (lØ 	) 
thus giving, 
(n) 	 n-i n 
A123r (1)[1-z1 (k1 	kij  
The properties of populations with respect to three loci  
during five generations of self-fertilization for p-0.3 and 
p23 -0.5 with no interference, giving P13-0.8 
are  given in 
Table 1.1. 
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TABLE 1.1 	Values of inbreeding end panmictic functions 
under five generations of self—fertilization 
for three loci, the mean and variance of the 
number of loci homozygous by descent and the 
proportion of the residual lines that become 
completely homozygous by descent in each 
generation. 
GENERATIONS 
0 	1 	2 	3 	4 	5 
U-123 1 0.1972 0.0389 0.0077 0.0015 0.0003 
0.123 0 0.1928 0.4784 0.6986 0.8361 0.9139 
m 0 1.5000 2.2500 2.6250 2.8125 2.9064 
v 0 1.0300 0.7221 0.3970 0.2025 0.1004 
A123 - 0.1928 0.3538 0.4222 0.4562 0.4747 
It is apparent that the effect of linkage is to retard the 
rate of approach to homozygosity. While with one locus 50 per 
cent of the residual lines become completely homozygous by 
descent in each generation starting from the first, with two or 
three loci, this rate is such less in the first generation but 
increases with further generations of aelfing depending upon the 
recombination parameters. For the three loci case with results 
given in Table 1.1, it becomes about 47 per cent by fifth 
:37: 
generation. . Asymptotically, however, these rates approach the 
50 per cent limit. 
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Consider two loci case with i-.th  locus A-a and j-.th locus 
B-b. Let there be constant probability s of seiZing and (1-6) 
of mating at random in an initially random mating population in 
equilibrium. Then an individual in the n-th generation can 
possess the genes which are not identical by descent at both the 
loci if either it is an offspring resulting from the randomly 
mating individuals or it is an offspring of such a seiZed 
individual in the (n-.l)-.th generation which possesses genes 
which are also not identical by descent at both the loci. In 
other words, the recurrence relation for 	under mixed selling 
and random mating would be given by 
(n) 	k 	(n-.l) 
(2.1) 	lij - ( + ( 1...) 
This gives the following solution 
(n) 	2(1-..) 	ii 	F' 	() 
ij (2.2) 	- (2..ij){l_ 	 + (---"..) Nij 
(n) 
The function of inbreeding Oij is then calculated from the 
relation 
(n) 	(n) 	(n) 	(n) 
(2.3) 	Oij - 	%I - Sij  
s 39 
(n) 	(ri) 
where x or 2, is, by similar arguments, given by 
(n) n (o) 
(2.4) 	- 	
fl 
(1- ()} + () z 




(2.5) 	Li 	2(1_a)/(2_skij) 
(2.6)
(n) 	______  
Lim 	- i 4(ls) 2 (i...a) 
(Za) + (2k)ij 
When the population is initially random mating i.e.  
(0)- 
 1, 
the rate at 'which residual lines become completely homozygous 
by descent is given by 
(n) 	(n) 	(n- 1)(n) 	(n-i) (2.7) 	- - ø :i  
/ n-.me 
(n) (n-i) 
- 1 - ()d /d1 
(n) 	 2- 	(n-i) 
where dii - ()_ 2(2_)kij 
The above results for two loci were extended to three loci 
and given, in general, for an arbitrary number of loci, assuming 
:40: 
no interference. The effect of linkage was studied numerically 
for the two loci situation, involving only one recombination 
parameter. The effect was lburid to increase with increase in a 
for the first two generations but thereafter it increases upto 
a certain value of $ and decreases subsequently. The interaction 
between the phenomena of linkage and selfing was clearly demons-
trated but in so far as rate of inbreeding is concerned, the 
presence or absence of linkage, practically makes littie differ-
ence after four to five generations of mixed selfing and random 
mating. 
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3. Nerain, P. and !C.M. Reddy (1972). A note 
on the generalization of homozygote 
x heterozygote matings. Indian 
Journal of Heredity, 4(1): 6-lo. 
With two loci segregating independently in a population, 
there are 9 genotypes AABB, kABb, AAbb, Aa, AaBb, Aabb, aaBB, 
aaBb and aabb. Suppose these 9 genotypes are divided into two 
groups, one group consisting of the four homozygotes and the 
double heterozygote and the other consisting of the four single 
heterozygotes. The first group Is divided into two sets, one 
consisting of the four homozygotes and the other consisting of 
the only double heterozygote. The other group is also divided 
Into two sets, one consisting of the two genotypes heterozygous 
at the first locus and the other consisting of the other two 
genotypes heterozygous at the other locus. The matings are now 
allowed only between the two sets within each of the two groups. 
This ensures a mechanism for matings only between homozygotes 
and heterozygotes at each of the two loci separately as well as 
simultaneously. The eight types of matings produced from the 
arrangement would give rise to the 9 genotypes In the offspring 
generation with frequencies which can be related to their 
frequencies in the previous generation. These recurrence 
relations are solved to determine the equilibrium of the popula- 
tion. 
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It is found that in so far as heterozygotes single or 
double - are concerned, the population attains equilibrium just 
after one generation but so far as the homozygot.s are concerned, 
it takes an infinitely large number of generations for the 
attainment of equilibrium. These results have been generalized 
to an arbitrary number of independently segregating loci • With 
the help of Computer, it was shown that as the number of led 
increases, the number of generations required to attain the 
equilibrium also increases. The equilibrium genotypic frequen-
cies are found to depend on certain ratios between the initial 
genotypic frequencies and can be easily found by multiplying the 
equilibrium genotypic frequencies expected at each of the led 
separately. 
4. Narain, P. (1976). On Fisher's fundamental 
theorem of natural selection with non-
overlapping generations. Current 
Science, 45(22): 800-801. 
Let the relative fitness of the three genotypes U, As and 
aa be respectively w2, w1 and w0 in a random mating population 
with gene frequencies p for A and q for a with p+q-l. The 
average fitness of such a population can be expressed as 
(4.1) 	W - 
:43: 
where 	 expresses the degree of dominance on the 
arithmetic scale. After the operation of natural selection, the 




where 	is genotypic variance in fitness values and is the 
2 	 2 
sum of additive genetic (v-A— ) and dominance (op-D-) variances 
given by 
2 	 2 
(4.3) 	 2pq[w(w2- 2w1+v) + (w1 —w2w0 )] 
2 	 2 
(4.4) 	di - p2q2[w2 ..2w1+ wo] 
It is then possible to show that &V can, alternatively, be 
expressed as 
2 
(4.5) 	AW a 	 1:1 + 
2 
where a - 
Taking into account the round of random mating in addition 
to the effect of natural selection, the change in the average 
fitness of the population, denoted by AW, is 
*44* 
2 
(4.6) 	4AW * - 	[1 + 
	2W 
* 
Comparing the expressions for zW and AW , we find that even if 
(w2-2w1+w ) is not zero, the two would be identical provided 
2 
a • 0 or in other words w1 - w2w0 indicating no dominance on the 
geometric scale. 
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It. STOCHASTIC PROCES.SRS IN POPULATION GY)!ETICS 
Population genetics concerns with the genetical make up of 
living populations over time maintained under either natural or 
artificial conditions. While in the former case, we are 
concerned with the process of organic evolution in wild species, 
in the latter, it is the process of affecting genetic improve... 
mint in the economic traits of domesticated crop plants and 
livestock. In either case, the basic variable of study is gene 
frequency or proportion of a given gene in a population. A 
fundamental problem in population genetics is then to describe 
the changes in the frequency of a gene over time due to syste-
matic forces Like selection, mutation and migration. When the 
size of the given population is very large and the individuals 
of the population mate at random, the change in the gene 
frequency is deterministic and can be easily studied by simple 
algebraic principles as shown by Fisher (1922), Haldane (1924) 
and Wright (1931). Mn actual practice, however, the populations 
are small so that the gene frequency is also subject to fluctua-
tions over time due to random forces created either by the 
random sampling of gametes in reproduction or by the random 
fluctuations in systematic forces or else by both. The change 
in gene frequency over time is thin a stochastic process and we 
have to employ mathematical and statistical methods to study 
such processes. 
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When the gene frequency undergoes a random change from 
generation to generation, a certain form of distribution of gene 
frecuency is realised. According to Wright (1931), such a 
distribution can be regarded either SE the distribution of 
frequencies at equivalent loci in one population or as the 
distribution of frequencies at a single locus replicated in many 
equivalent populations, As time proceeds, this distribution 
gets broadened with reversible fixation (or loss) of genes 
leading to a state of steady decay when the distribution curve 
attains a constant form. The height of the curve then decreases 
at a constant rate and becomes zero in the limit unless there 
are systematic forces which could stabilise the distribution of 
gene frequencies. The expectee frecuency of the given allele 
in the limit is known as the probability of its fixation (rumura, 
1957). This probability can be regarded either as the proportion 
of equivalent loci which would be expected to be fixed in the 
limit in any line or as the proportion of replicate selected 
lines in which an individual gene could be expected to be fixed 
in the limit. Further, the fixation or lose of genes occur after 
a variable number of generations. Hence the distribution of time 
to fixation of a given allele disregarding the cases in which it 
is lost, can better describe the life of a gene until it is fixed 
as would be discussed in Narain and Robertson (5). 
:47: 
The stochastic process of the change in gene frequency 
involves Markov , property in the sense that changes in the gene 
frequency in a given generation depend solely on their frequen-
des in the immediately preceding generation and are totally 
independent of the past history of the population. Such a 
Markoy process can be studied through two approaches. Th one 
approach, known as diffusion apiroach, the Markov process is 
approximated as continuous in gene frequency as well as in time 
parameter. Using this approach, Kimura (1962) obtained a 
formula for the probability of fixation of a mutant gene in a 
population as well as Kimura and Ohta (1969) derived an 
expression for the average number of generations until fixation 
of a neutral mutant gene. As discussed herein Narain (6), 
following this approach obtained an expression for the variance 
and the coefficient of variation of the number of generations 
until fixation of a neutral mutant gene in a finite population. 
The second approach to study the change in gene frequency 
is to describe the process exactly by a finite Markov Chain with 
discrete time parameter and gene frequency as a discrete random 
variable changing by steps between zero and one, depending on 
the population size. This is known as transition matrix ap proach 
and it involves the evaluation of transition matrices for 
moderate population size on a computer. In the context of the 
limits of artificial selection, this approach was used by 
48 
Narain and Robertson (5) and Narain (7 and 8) as would be 
discussed shortly. 
The underlying stochastic process of the change in gene 
frequency can result in either fixation or loss of an allele at 
a locus within finite length of time provided there are no 
balancing forces to prevent such fixation or loss to occur. In 
the language of stochastic process, the fixation or loss of an 
allelo corresponds to absorption in one or other of the two 
possible absorbing states. All the sample paths, as realisa-
tion of the given stochastic process can, therefore, be divided 
into two categories • (be category of sample paths would all 
and up with absorption In one of the boundaries whereas the 
other category of sample paths would all absorb in the other 
boundary. It is then more appropriate to consider only such 
sample paths that lead to absorption in one of the two bound-
aries disregarding those In which the absorption occurs In the 
other boundary. This is made possible by invoking a conditional 
stochastic process with the help of the probability of absorp- 
tion In one of the boundaries. Conditioned diffusion equations 
which are parallel to Fokker-Planck diffusion equations used in 
physics, were therefore, introduced as would be discussed in 
Narain (9). Based on similar considerations but using transi-
tion matrix approach, conditional Markoy chains were adopted in 
: 49 
genetic studies as described in Narain (10). The transition 
matrix approach was subsequently adopted as in Narein and 
Pollak (11) to derive a formula for the probability of fixation 
of an allele at a single locus when the selection intensities 
fluctuate randomly over time. 
Investigations by Kimura and Cute (1973) and Meruyama (1974) 
showed that the average age of mutants at particular frequencies 
segregating in a finite population can be quite old. They 
adopted the diffusion approach to arrive at these results but 
ignored the possibility of quasi-fixation particularly when 
4N5v< 1 where No is effective population size and v is the 
mutation rate per locus per generation and the number of possible 
allelic states is so large that whenever mutation occurs it leads 
to a new i.e. not a pre-existing allele. As shown in Narain (12), 
when 4'v< 1, a conditional diffusion approach to the problem, 
wherein only those sample paths are considered which lead to the 
loss of the mutant allele by random drift, is required to be 
adopted. 
The theory of distribution of time until fixation, mostly 
applicable to the case of a single locus with two alleles, was 
extended to the case of a single locus with three alleles as 
shown in Narein (13) using transition matrix approach. The 
numerical results obtained therein were further studied graphi-
cally in Narain (1983) in which the diffusion approach to the 
r50* 
problem of k-allele at a locus was also discussed by introducing 
multi-dimensional conditioned diffusion equations. 
Th the context of neutral theory of molecular evolution 
advocated by Kimura (1968), several mathematical population 
genetic models for the mutational production of new alleles have 
been introduced. In particular, 'infinite sites model' of Kimura 
(1969) assumes that the number of nucleotide sites for mutation 
is sufficiently large while the mutation rate per site is very 
low so that whenever a mutation occurs it represents a new site 
in which no mutant forms are segregating within the population. 
For such a model and using diffusion approach, Kimura (1969) 
discussed the statistical properties of the equilibrium distri-
bution under steady flux of mutations. Mn !iarain (14), however, 
a conditional diffusion approach to the problem by taking into 
account only those sample paths of the process that lead to the 
loss of the mutant forms from the populations, is adopted. D 
Narain (1983) the conditional distribution function itself was 
derived and the important statistical properties of the distri-
bution were graphically exhibited. 
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5. Narath, P. and Robertson, A. (1969). 
Limits and duration of response to 
selection in finite populations: the 
use of transition probability matrices. 
The Indian Journal of Heredity, 1(1): 
7798.  
The theory of limits of response to selection in finite 
populations was developed by Robertson (1960) primarily on the 
basis of diffusion approximation to the distribution of gene 
frequency. In the exact description of the stochastic process, 
we have a corresponding Finite Markoy Chain for determining the 
expected change in the gene frequency by a given generation as 
well as in the limit in any genetic situation. In addition, we 
can also study the statistical properties of the distribution of 
time to fixation of the favoured allele, given that it is ulti-
mately attained. This new approach of studying the duration of 
response to selection in finite population using transition 
matrix approach was attempted for the first time in this paper. 
In a population of diploid individuals of constant size N 
with a single locus with two alleles A 1 and A29 consider the 
gene frequency of A1 as a discrete random variable x1 taking a 
finite set of (2N+1) values (112N), i-0 9 1,2 0 00. 9 2N. This 
corresponds to a finite absorbing Markoy chain with two absorb-
ing states E6 and E 2 representing respectively the status of 
the populations with fixation of A2 and A1 9 The rest (2N..1) 
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states E11 E2,...,K 1 are transient states any one of which 
representing the status of a population with mixtures of A1 and 
A2 genes. Assuming the process to be time homogeneous and P13 
as the transition probability for the population to move from 
E1 to E in one-step, the transition probability matrix E, of 
order (2N+l) x (2N+1) is given by 
(5.1) 	
E - 	 2 	22N 
[o f ii 
where 9 is a matrix of order (2N-1) x (2N-1) representing one-
step transition probabilities amongst transient states only, 
and are column vectors of order (2N-.1) x 1 representing 
one-step transition probabilities from a transient state to E0 
and E respectively and 0' is a row vector of order (2N-.1)x 1 
consisting of zero elements. 
Let Y(t) denote the column vector of the fixation probabi-
1ty by t-th generation so that U(1), being the last column of 
, give the fixation probability in one-step. Further, let 
r(t) denote the column vector of the expected changes in the 
gene frequency of A1 at the t-.th generation given that 
initially the population had frequency of A1 as (1/2N) for 
1 53 1 
Also, let .4p denote the column vector of the 
changes in gene frequency of A l  in a single step. Then it is 
shown that 
t 	-1 
(5.2) 	(t) - ( i 	)(9) 	(l) 
t 	.1.1 
(5.3) - ( I-.9 )(z-g) 	p 
This gives matrix formulae for the eventual fixation probability 
vector U and the vector X of the expected change in the frequency 
of A l  In the limit i.e. selection limit by letting t-'.., 
(5.4) 	- (- 9) • ( 1 ) 
.1.1 
(5.5) 	P 
The fundamental matrix 
-.1 
(5.6)  
gives the expected total number of times the population spends 
in the different transient states on the way to eventual 
fixation or loss of Al  from a given state B1 for i-1,2, ... ,(2W-1). 
As the proportion of times that a population goes from a parti-
cular state to the fixation of A l  is given by the elements of 
1 54 z 
the vector U, the vector 
-.1 	 -'.2 
(5.7) 	A 	U-'.Q) M (z-) 3( 1 ) 
gives the expected total number of steps in the process which 
end up with the fixation of A1 only. The average time until 
fixation of Al  is therefore given by the ratio of the elements 
of vectors rn and U. The second moment of the distribution of 
time until fixation of A l  is given by the ratio of the elements 
of vectors v and U where v is given by 
-'.3 	-.2 
(5.8) 	- [2(-.2) - (Z-) ir(') 
The variance can then be obtained by subtracting the square 0t 
the mean from the second moment. 
The theory of transition matrix so developed is applied to 
the selection process where one of the two alleles at the locus 
Is favoured at the cost of the other. For the probability of 
transition from one state to another, we use binomial sampling 
model. Consider the processes of selection and sampling as 
occurring sequentially in that order, selection being at the 
gametic stage in favour of A 1 with a selective value of (l+s/2) 
where a is small. flow the gene frequency in the different lines 
In distributed binomially with mean 2Np and index 21! where p is 
1 55 i 
the gene frequency of A 1 after selection and ap, is 
(5.9) 	Api  - P i - ri. 
- (s/2) i (1_. i )/(1+ js/2) 
Then Pjj  becomes 
3 	,2N-..j 
(5.10) 	Pjj - (N)(;) (l) 	, i,J-0 9 1,...,2N 
This transition probability, for transient states being a func-
tion of selective value of s and initial frequency p1,  could be 
expanded as a power series in s, and expressed in matrix terns 
as functions of 0 , the transition matrix with am o. Likewise, 
of 
the fundamental matrix , being a function L, can also be 
expressed as a series expansion in terms of jQo and I.. The 
column vector ap of the changes in gene frequency in the initial 
one generation is expressed as 
(5.11) 	p- s/2 (1-$/4)X1 +( 2/8)+0( 3 ) 
e I g en - 
where x1 and 2 are the first two righthandr.ctors of 	viz. 
(5.12) 	Bl - r 	1 
(5.13) 	- [ 	 I 
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This enables us to compute an expression for the elements of 
vector r of the total expected change in the gene frequency of 
Al  in the limit by operating functions of Oo onto the, vectors 
of 0 . This gives 
	
(5.14) 	£ - a10 1 + 
where a lo and a20 are functions of N and a but take the following 
limiting values when N tends to infinity and a tends to zero such 
that Na tends to a finite limit 
2 
(5.15) U 10 	No[ l-(Ns) /151 
2 
(5.16) 	U20 	(Na) /3 
Pbr given initial frequency p, this approximation gives an 
explicit expression for the expected selection Unit (L) as 
2 
(5.17) 	L -Nsp(1..p)+((N.) 13)p(1m.p)(1.2p)+..... 
Since the expected selection limit is the difference between the 
probability of fixation u(p) of the favoured allele and the 
initial frequency p, we get the formula for u(p) as 
2 
(5.18) 	u(p) 	p+Nsp(1-P)+(]./3)(Ns) p(1u..p)(1...2p)+.... 
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which is the same as the series expansion of the formula for 
U(P) given by Kimura (1964) valid for I Ne I 	• This result 
connects the two approaches viz. diffusion and transition matrix 
for obtaining the probability of fixation of a gene which 
depends on initial frequency p and No instead of N and s 
separately. 
In addition to the above results the paper also gives 
numerical results on the average and coefficient of variation of 
the time to fixation for various values of No and p for additive 
genes. It was found that both the mean time and coefficient of 
variation decrease an Na increases at a given p. For a fixed 
He, the mean time is highest(lowest) at low(high) gene frequency 
but the coefficient of variation is highest(lowest) at high(low) 
gene frequency. When Ns-1 and p1/2, the mean time is about 
2.25ff with a coefficient of variation of about 70 per cent. 
A comparison Cf the average times to fixation with those of 
loss as well as to homozygosity indicated that when Na-c and 
pa1/2 0 all the three coincide to give a value of 2.55ff. But for 
p greeter than or less then 1/2, the three differ, the time to 
kiomozygosity being always between the other two. For p less 
than 1/2, the moan time until homozygosity is much nearer to the 
mean time until loss than to that until fixation. A similar 
comparison holds true for the coefficient of variation as well. 
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N.B. The results published in this paper were earlier incorpo.. 
rated in the Ph.D. thesis RESPONSE TO SELECTION IN FINITE 
POPULATIONS submitted by me to Edinburgh tkiiveraity in 
1969. 
6. Narein, P. (1970). A note on the diffusion 
approximation for the variance of the 
number of generations until fixation of 
a neutral mutant gene. Cenet. Pea, 
Camb., 15: 251-255. 
Consider a mutant allele A 2 with frequency p, the normal 
allele A1 having therefore frequency (1-.p), in a diploid popula-
tion of N individuals with variance effective number N e & Let 
u(p,t) be the probability that mutant A 2 gets fixed by the t—th 
generation starting with frequency p at t=o. Let 
(6.1) 	S1(p) - 	t2(..t) dt 
Then 11(p) - S1(p)/u(p) represents the second moment about 
origin of the length of time until fixation of A 2 excluding the 
cases in which it is lost from the population. If M and 
AP 	Ap 
represent the mean and variance of the rate of change in the 
frecuency of A2 per generation, then the differential eouetion 
for 51 (p) is given by 
1 	d2S1 (p) 	dS 1 (p) (6.2) 	
. 'dp 	
+ Np dp + 2T 1(p) - 0 
t 59 1 
u(p,t) 
where T1(p) 	t dt - M1(p)u(p) with 	as the 
average length of time until fixation of A 2 . An expression for 
M1(p) for neutral mutant was obtained by Kimura and Ohta (1969) 
as 
(6.3) 	M1 (p) - 	•( 1 1og(1-.p) 
The differential equation for 1(p) is obtained by differentia-
ting 51(p) - V1(p).u(p) twice and substituting in the differ-
ential equation for S 1(p). For neutral genes, 
V p P(1IuuP)/2Ne  u(p)uup, C(p)-1. Using the formula for P11(p) 
for neutral genes, this gives the differential equation for 
as 
d2V1(p) • dV1(p) - 32N 2 
(6.4) 	
dp2 + p dp 	
2 e log5(l-.p) - 
p 
Solving this differential equation subject to Lim V1(p) - 
p -.o 
finite and Y1(1)-o, we get an expression for V1(p) as 
2 
(6.5) 	V1(p) - 32N[(22)1og(l_p) +- 	z p /k) 
k-i 
The expression for variance V(p), obtained from {Y1(p)-.[P11(p)] 2} 
indicates that the coefficient of variation, JV(7/M1(p), would 
z60g 
be independent of the population size. As p-.o, P11(p) tends to 
4N and V(p) tends to l6N[(z 2/3)-3J, giving a coefficient of 
variation of [(2/3)_3), being about 54 per cent. Thus an 
originally rare neutral mutant gene, in a population of effective 
size N, takes 4N. generations on an average, with a standard 
deviation of about 2N generations, until it spreads in the whole 
population. 
A comparison of the mean and the standard deviation obtained 
as above by the diffusion approach with the exact values obtained 
by the transition matrix aprroach for a population of size 8, is 
shown in Table 6.1. 
TABLE 6.1 Exact values and diffusion approximation 
(D.&.) for mean and standard deviation of 
the number of generations until fixation 
of A2(N8). 
Mean 	 Standard deviation 
p 	Exact 	D.A. Differ. Exact 	D.A. Differ- ence enc e 
0.125 28.30 29.92 1.62 16.58 17.19 0.61 
0.250 26.06 27.60 1.54 16.46 17.04 0.58 
0.375 23.57 25.04 1.47 16.19 16.76 0.57 
0.500 20.76 22.16 1.40 15.73 16.27 0.54 
0.625 17.50 18.80 1.30 14.96 15.48 0.52 
0.750 13.60 14.80 1.20 13.65 14.14 0.49 
0.875 8.55 9.52 0.97 11.14 11.60 0.46 
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It is apparent from Table 6.1 that a larger mean is associated 
with a larger standard deviation • The diffusion approximation 
overestimates both the mean and the standard deviation. However, 
while the overestimation for the mean is on an average, about one 
generation, it is only about half-p-eneretion for the standard 
deviation. 
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7. Narain, P. (1971). Average number of 
generations reouired to attain limits 
of genetic improvement. SABRAC 
NESLETT, 3(2): 135-142. 
The selective capacity of a stock handled by a breeder 
depends upon the amount of genetic variability present in the 
stock. The response to selection is, therefore, predicted with 
the help of an estimate of the genetic variability and selection 
differential. However, this prediction of response to selection 
is only for a short term in the sense that it cannot predict the 
response after several generations of selection. FOr this 
purpose, it is necessary to know the factors which affect the 
limits of response to selection and also how many generations of 
selection are required to achieve the limit. Robertson (1960) 
developed a theory of limits in artificial selection for 
predicting the limits of response to selection. As already 
discussed, Narain and Robertson (5) developed this theory further 
so as to enable a prediction of the average number of generations 
needed to attain the selection limits. In this paper, simple 
applications of this theory, for the use of breeders, are given. 
The dependence of the average number of generations 
required for attainment of limits (fixation of the favoured 
allele) divided by population size, on Na and initial gene fre-
quency (q) for additive, dominant and recessive genes is showzi 
graphically in Figure 7.1 (a, b and c). It is apparent from 
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Fig .7.1 	Average number of generations recuired fox fixation 
divided by population size, for different values of 
Ns and initial gene freouency. 
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these graphs that the average number of generations decreases 
as Na increases in so far as an additive or recessive gene is 
concerned. But for a dominant gene, the mean time increases 
initially for small values of Na and decreases thereafter. Th 
this case the maximum occurs at Na.l if the initial gene fre-
quency is 1/2. For a gene with low initial frequency, however, 
the maximum occurs at a value of Na less than 1 and for high 
initial gene frequency it occurs at a value of Na greater than 
1. When a value of Na is fixed, the average number of genera-
tions is highest (lowest) at low (high) initial gene frequency. 
When Na is 1, and the initial gene frequency is ]12, the average 
number of generations is about 2.25W, 2.14W and 2.77W respect-
ively for additive, recessive and dominant genes. A gene 
therefore, takes less time to reach fixation when it is recessive 
than when it is dominant. 
The estimates of genetic progress per generation obtained 
by dividing the selection ihn1t by the average time needed to 
attain it are presented in Table 7.1 for N-8 along with the 
corresponding values when N is infinite for comparison. The 
latter values pertain to the change in gene frequency after one 
generation of selection and depend on the selective value a and 
gene frequency q. 
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TABLE 7.1 Estimates of genetic progress per generation 
Initial Value 	Recessive 	Additive 	Dominant gene 	of 
quen cy 	$ 	N'8 	N' 	N8 	N-.' 	N8 	Nwas 
0.0625 	0.125 0.0017 0.0005 0.0026 0.0037 0.0036 0.0069 
0.250 0.0039 0.0(09 0.0070 0.0073 0.0093 0.0137 
0.5000 	0.125 0.0130 0.0156 0.0119 0.0156 0.0109 0.0156 
0.250 0.0274 0.0312 0.0233 0.0312 0.0193 0.0312 
0.9375 	0.125 0.0100 0.0069 0.0084 0.0037 0.0059 0.0005 
0.250 0.0187 0.0137 0.0135 0.0073 0.0091 0.0009 
It is apparent from these results that the estimates of 
genetic change per generation in finite population are either 
lower or higher than the genetic change expected in an infinite 
population depending only on the initial gene frequency and the 
type of gene action and does not depend on the value of s. For 
Initial gene frequency equal to half, the finite population 
estimates are lower but for high initial gene frequencies, they 
are greater than the corresponding infinite population values 
regardless of the type of gene action. Pbr rare genes, on the 
other hand, the finite population estimates are greater than 
the infinite population values only in the case of recessive 
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genie. For rare additive and dominant genes, the lowering of 
estimates due to finite population is about 5 to 47 per cent. 
The process of random change in gene frequency due to 
finite size of the population introduces variation in gene 
frequencies among lines but the average of gene frequencies over 
lines remains the seine as expected in an infinite population. 
The genetic change per generation in a finite population is 
therefore expected to be the same as in an infinite population. 
The above results, however, show considerable bias which is 
understandable since we are only considering the average of the 
distribution of time to fixation which is positively skewed 
(Kimura, 1970). 
8. Narain P. (1971). The use of transition 
protability matrices in studies on 
limits of response to selection. 
Journal of Indian Society of Agricultural 
Stat1s7ics,!3(2): 48-60. 
Lit the expected frequency of allele A by the t-th genera-
tion be denoted by E[q(t)] when the initial population had its 
frequency as q1 (o) ij. The expected response in the gene 
frequency by the t-th generation is then 
(8.1) 	E[R1(t)) - E[q1(t)] - qj(o) 
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In vector notations, it is 
(8.2) 	 - E[(t)] -(o) 
Now the expected frequency by the t-th generation can be 
obtained by finding the mean of the variate Xa3/2N for the 
distribution given by the i-th row of matrix P given in Naraixi 
and Robertson (5) raised to power t. This gives, in matrix 
notations, 
t 
(8.3) 	E[(t)] - 	q(o) +u(t) 
Similarly, if the expectation of response vector in the first 
generation is denoted by E[q), we have 
(8.4) 	E[q] - 	(o) +u(l)..(o) 
After some simplification, we get the result 
t 
(I-c )(-o) E(q) , 
t 
- (-g )E() 
as we obtained in Narain and Robertson (5) from heuristic 
considerations. 
:68: 
Analytically, we can evaluate these quantities provided we 
know the eigen-roots and vectors o t Q . Let ul.a2,..e,u2N..] .  be 
eigen-.roots of C with 	and Zi as the right- and left-hand 
eigen-vectors corresponding to the root a 1 . Then 
2N-1 
(8.6) 	E[1(t)1 - 	E (l-u)xz E(a) 
i-i 
2N-1 	-.1 
(8.7) 	- 	t (1-u1)E(q) 
i-i 
The simplest application to demonstrate the power of the 
transition matrix approach in getting analytical expressions for 
a genetic situation is a mating system known as selffertilize... 
tion, mostly practised in plants. In this case, males and 
females are necessarily of the same genotype. This reduces the 
number of all possible types of mating wider random meting to 
only those between identical genotypes and Corresponds to a 
situation when N-i. The population gets divided into an infinite 
number of lines from each of which two gametes are drawn to form 
one Mature individual. With two loci each with two alleles A-a 
and B-b on the same chromosome with a cross-over probability r, 
there would therefor, be ten types of lines corresponding to 10 
states of the system as given below: 
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AB Ab aB ab 
1 0 0 0 
0 1 0 0 
E3 0 0 1 0 
E4 0 0 0 1 
E5 3/2 3/2 0 0 
F6 3/2 0 1/2 o 
F7 0 1/2 0 1/2 
o C) 3/2 3/2 
E9 ./2 r/2 r/2 .12 
111C) r/2 s12 a/2 r/2 
where a.( 1-ir) and E9 and Elo would lava only double kietezozygotes 
of the type AWeb (coupling) and Aty'aB (repulsion) respectively. 
There are now four absorbing states AB, Ab, aB and ab. Rllowing 
the theory outlined above, we get analytical expressions for the 
probability of fixation of gametes AB, Ab, aB and ab from the 
six initial states as follows, where v - 3/(1+2r). 
Initial State. 
F, F Eio 
AB 	1/2 1/2 0 0 	v/2 rv 
Ab 312 0 1/2 0 rv v/2 
aB 	0 1/2 0 3/2 	rv v/2 
ab 0 0 1/2 312 v/2 rv 
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As expected, the linkage can only have effect if the population 
starts in E9 or EiO and that the probability of fixation of 
garnet. AB (gamete Ab) is the same as that of gamete ab (gamete 
aB). The effect of linkage is to increase or decrease the 
probability of fixation of a coupled garnet. (AB or ab) according 
as the initial population consists of a coupling or repulsion 
heterozygote respectively. As expected, the reverse is found to 
be true for the repulsion gametes (Ab or aB). 
9. Nerain, P. (1974). The conditioned 
diffusion equation and its use in 
Population genetics. Journal of the 
Royal Statistical Socie6r 
258-26&. 
The problem of studying the statistical properties of the 
distribution of time to fixation (extinction) of a particular 
gene in a finite population disregarding the cases in which it 
In lost (fixed) attempted by Kimura and Ohta (1969) as well as 
by Narain (1970) using the diffusion approach can be tackled in 
a more general way by invoking a conditioned diffusion approach 
as introduced in this paper. It essentially gives the same 
results as obtained earlier but the methodology used is new and 
more general, capable of being apDlied to fields other then 
genetics. 
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Let the conditional density function of a random variable 
x at time t, given that its final value at t-s will be 1, be 
denoted by f 1(t)  that is 
(9.1) 	fC 1(xjt) 	Lim f 1 (xgt,1;t 1 ), t < t t-
"o 
 
as against the unconditional density function f(x;t) which 
satisfies the forward Koimogorov (or Fbkker.-Planck or Ficks) 
equation, 
(9.2) 	f(xt) - 	6 2[v(x)f(x;t)) ..[m(x)f(x;t)) 
where m(x) and v(x) are the instantaneous drift and diffusion 
coefficients respectively. V. have to first know the probability 
u(p) - Lim u(p;t) that the boundary x-1 is eventually reached t 
before the boundary x, given that the process starts with the 
value of x as p. The probability u(p;t) that x-1 during a time 
it 
interval t1 given that init1al1ytakes the value p, however, 
satisfies the backward Kolmogoro, equation 
(9.3) 	12u( . t) - L u(pjt) 
where L is a second order partial differential operator given by 
(9.4) 	L - • v(p) 2 + 
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u(p t) By setting 	- o and solving the differential equation 
subject to u(o)-o, u(])-]., we can get u(p). 
The conditional and unconditional density functions are 
then, applying Bay.' $ theorem, connected as 
(9.5) 	u(p)fi(x;t) - f(x;t)u(x) 
This enables us to transform the forward equation of T(olmogoroy 
to the following conditioned forward diffusion equation relative 
to the event of the process attsinir,g absorption at xml, 
f01(x;t) - 1r2 	
(x)fci(x;t)) (9.6) 
where 
(9.7) iii]" (x) - m(x) +v(x) jf log u(x)3 
showing thereby that while the diffusion coefficient remains the 
same in the conditioned process, the drift coefficient changes 
and can be determined if we know the form of the probability of 
fixation function • The adjoint of the conditioned forward 
diffusion equation, termed as conditioned backward diffusion 
equation relative to the event of the process attaining absorp- 
tion at x.,l is then given by 





where Lvi, a second order differential operator, is 
(9.9) 	LC- v(P 2 + m1  (p— 
and u1(p;t)  is the probability that x-1 during a time interval 
t, given that initially it takes the value p and relative to 
the event of the process attaining absorption at x.l. in a 
similar manner, we can treat the case when the conditioning of 
the process is relative to its absorption at x-o. 
We now define the mean time until absorption at x-1 by 
(9.10) 	Ml(P) - Ct ui(p;t)dt 
The corresponding differential equations along with boundary 
conditions are found to be 
(9.11) 	L0iM3.(p) + 1 - 0 
subject to Lim M(p) - a finite quantity; P! 01(1) - o. 
P-0 
The integration of this differential equation gives 
1 	 l-u(p) 	 2 (9.12) 	)101(p) - £ I(p)u(p)[ 1 u.u(p)]dp+_u(p ) I(p){u(p)} dp 
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where 1(x)- 24 C(x)dx/[v(x)G(x)] and C(x)exp[i.. 2f{m(x)/v(x)}dx] 
Th a similar manner we can get the expression for the second 
moment of the distribution of time until absorption in the given 
boundary and using it along with that of mean time we can get the 
variance of the length of time until absorption in that boundary. 
These general results are applied, in the paper, to the 
problem of pure random drift, giving essentially the same results 
for mean and variance of time until fixation as well as of time 
until extinction of a particular gene as obtained earlier by 
Kimura and Cthta (1969) and Narain (6). 
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100 Narain, P. (1977). The conditional 
Markov chain in a genetic context. 
Journal of Genetics, 63(2): 49-62. 
We consider the ?larkov chain not up already described in 
Narain (5 and 8). We necessarily assume the absence of mutation 
so that there are two absorbing states for the single locus with 
two alleles A and a. The vectors of the eventual probabilities 
of fixation of A and a, denoted by .M and L respectively are 
-1 	 a 
obtained by operation (I- a) on 2N  and 4 respectively. Now 
consider a finite absorbing Markoy chain conditional to the 
eventual absorption in E2N.  We then have only one absorbing 
state E2N  and (2N1) transient states El , E2, ... ,E2N1 from which 
absorption is possible only in 	Let 	be the one-step 
transition probability for the system to move from Ei to 
relative to the event of ultimate absorption in E. If i-th 
element of U is tJ1 then 
(ci) 
(10.1) 	P13 so pij U/U1 




r- (ci) 	(ci) 
(ci) 	0 	22N 





where Q 	is of order (21T_l)x (2N-1), giving one-step transi- 
tion probabilities amongst transient states only, conditional 
(ci) 
and 	is a colunin vector of order to fixation in E2N  
(2N...l)x1 representing the one-step transition probability from 
a transient state to E2.relative to the eventual absorption in 
E. Using the Chapman-oimogorov (Feller, 1951) equations, we 
'Ct 
(ci) 	(c 1)  
(10.3) 	 (t)  
(ci) 	 (ci) 	(ci) -1 (ci) 
(10.4) 	U 	(t) - rj,--2(t)][Z-o 	3 
-it 
- 
giving the probabilities of fixation of A by t-th generation in 
the conditional process, where D = dia( 
Ulf tT2l...u21). 
Similarly, we can treat the case for a finite absorbing Markov 
chain conditional to the eventual absorption in K0 . 
The vector of conditional expected response due to selection 
by the t-th generation is obtained as 
(c) 	 (ci) )E[ t 	(c) 
(10.5) 	Ef 	 -. (t)) - [(g 	)  
-it 
- [- 2 i1-(°)1 
t 77 * 
relative to the eventual fixation of A regarded as a desirable 
allele where (o) is the vector of the frequency of desirable 
allele in the initial population. 
The conditional Markov chain approach can also be used to 
derive the probability generating function of the distribution 
of time until fixation of a particular allele say A 1, from which 
the first and second moments could be obtained. It can be shown 
that the vector of the probability generating function I 
(ci)
(z), 
Is given by 
	
(C].) 	 •s..1 	-.1 
(10.6) 	 (z) - zD (Tu-zO) (I..o)u 
- 	 - 
This gives the vectors of the first and second moments as 
-1 	-.1 
(10.7) 	E(T1) - D (I-Q) U - 
2 	"•l 	..2 	01 
(10.8) 	E(T1  ) - Ei [2(-2)  -(.Z-9) ] 
as we got earlier by direct methods in Narain and Robertson (5). 
For the unconditional case, analytical results on some of 
the properties of Markov chain could be obtained by making use 
of the eigen-.roots and eigen.vecto,-s of the matrices and 
when we specify the transition probability p 13 as following the 
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binomial law as in Narain and Robertson (5). In such a case, 
we made use of the eigen-roots and eigen-vectors of P with no 
selection, as derived by Feller (1951). For the conditional 
case also the same procedure could be used to derive the .igen-. 
roots and vectors, assuming no selection. In this case, 
(ci) 	 2N-J 
(10.9) 	p1.3 - (7)pji(i_pj ) 	( p3/p1 ) 	inlv 2 p * a 9 9 29 
3-1,2, ...,2N 
where P1. - i/2N. The eigen-roots are found to be 
(c) 	 r 
(10.10) 	a - (l-r/2N)()fr/(2N) 	r-o,1, ...,(2N..1) 
For r-1,2,9..,(2N.1), these roots happen to be the same as that 
of 
0(cl) 
 and similarly as that of 0(co) which are same as that 
of g 
(10.11) 	Ur 
- (2N) J( 2N )r 	 r-2,3, ...,(2N) 
Following Feller' a procedure, the eip-en-.vectors for the condi-
tional case can also be obtained. We ultimately get, for 
3-1,2, . . . , 2N9 
(c) 
(10.12) 	xii - (1-p3 ) corresponding to a1 - (1-V2N) 
i79s 
	
(10.13) 	Xj2 - (1u..p)(1..2p) corresponding to 
(c) 
- (1-.112N)(1-.212N) 
(10.14) 	X13 - ( 1—P)[1-P(i...P3)) corresponding to 
(c) 
U3 - (1—)/2N)(1...2/2N)(i-3/2N) 
We thus find that the elements of the vectors are (1/p 
j 
 ) times 
those of in the unconditional case. 
For the conditional case the expected value of 
is found to be 
v 	 v—i 
(10.15) 	E(J()) - [(2w), 1 )Pj + v(2N) ()P1 )/2N 
Taking v-i and 2, we get expressions which ultimately lead to 
(10.16) 	E(Ap1 ) - (1p)/2N 
(10.17) 	V(Ap 1 ) - (]I2N)(i112N)p1(lp1 ) 
2 
If we take population so large that (112N) can be neglected, 
we find that the mean and variance of the change in gene frequency 
due to random drift, in the conditional process, are (1—p 1 )/2N 
and p1 (1—p1 )/2N as against o and p1 (l.u.p1 )/2N respectively in the 
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unconditional case. This is exactly what we got from the 
diffusion approach for the pure drift case as shown in Nara.th 
2 
(9). It is also interesting to note that if (1/2N) is not 
negligible, the variance decreases along with increase in the 
mean in the exact conditional process. The latter has been 
termed as a fictitious drift by Nagasawa and Maruyama (1979). 
In this paper, the conditional Marko'v chain approach is 
also applied to the problem of the effect of linkage on the mean 
and variance of time until fixation of a gamete in salted popu- 
lations. The problem of determining the probability of fixation 
of a gamete, in such a case, has already been discussed in 
Narain (8). Taking the P-matrix of the process and UABvector 
of the probabilities of fixation of gamete AB given therein, 
	
(dl) 	 (ell)the 	and hence 	matrices for the process conditional 
to absorption in AB/AB are obtained. This ultimately gives the 
vectors of mean as well as second moment about origin of time 
until fixation of AB as 
(c) 	(r) 
(10.18) 	EfTB) - [2, 2, 0, 0, UAB aAB ) 
2' 	 (c) 	(r) (10.19) 	E[TAB) - [6, 6, 0, 0, AB ' rAB 1 
(c) 	(c) 
where aAB • AB corresponding to the situation when the popu-
lation is initially in the coupling phase, are given by 
* 81 * 
(10.20) 	C 
(c)  
AB - (1+2r)(1+4rs)/(1+2rs) + (1.2r)/(1+2r) 
(10.21) 
	




and CAB 9  FAB corresponding to the situation when the popula-.. 
is initially in the repulsion phase, are given by 
(10.22) 	
(r) 
CAB - (1+2r)(1+4rs)/2r(1+2rs)... (1-2r)/2r(1+2r) 
(10.23) 	
(r) 




Mn a similar manner, we get the corresponding vectors for 
moments of time until fixation of Ab, aB and ab. As expected, 
results for time until fixation of ab are the same as that of 
AB. It is further found that when the population is initially 
in the coupling phase, the means and second moments about 
origin of time until fixation of Ab as well as aB are the same 
() 	(r) as 	and 0AB respectively whereas when the initial popula-.. 
tion is in repulsion phase, these are correspondingly
CAB  and (c) 
AB 
: 82 t 
The numerical results about the effect of recombination 
fraction r on the mean and the standard deviation of time until 
fixation for the case when the initial population is in the 
coupling phase are given in Table 10.1. The results for the 
case when the initial population is in repulsion phase are 
obtainable from this Table by interchanging either A and a or 
B and b. 
TABLE 10.1 Mean and standard deviation (s.d.) of the 
number of generations until fixation of a 
gamete for the initial population with 
heterozygotes in coupling phase. 
ABorab 	 AboraB 
r 
Mean 	s.d. 	 Mean 	s.d. 
o.ocoo 2.0000 1.4142 4.occo 2.0000 
0.0625 2.0208 1.437 3.7244 1.8622 
0.1250 2.0743 1.4753 3.4973 1.7682 
0.1875 2.1506 1.5213 3.3103 1.7078 
0.2500 2.2424 1.5635 3.1516 1.6709 
0.3125 2.3441 1.5959 3.0120 1.6486 
0.3750 2.4513 1.6187 2.8873 1.6382 
0.4375 2.5602 1.6306 2.7734 1.6354 
0.50CC 2.6666 1.6329 2.6666 1.6329 
It is apparent from Table 10.1 that linkage decreases (increases) 
or increases (decreases) the average and standard deviation of 
s83: 
time to fixation of a coupled (repulsed) gamete according as the 
Initial population consists of a coupling or repulsion hetero-. 
zygote respectively. 
11. Narain, P. and E. Pollak (177). On the 
fixation probability of a gene under 
random fluctuations in selection 
intensities in small populations. 
Genetical Research, 29: 113-121. 
In this paper, the problem of determining the probability 
of fixation of a particular allele in a finite population under 
fluctuation of selection intensities is tackled using Markov 
chain methods. All along it is assumed that there are N 
monoecious individuals having two alleles A and a and the popu-
lation reproduces in discrete generations. If in generation in, 
the fitness Coefficients of A and a are respectively (1+83 ) and 
( 1+82), the selection intensities s  and 92 are assumed to 
fluctuate over time in a random manner with identical distri- 
bution functions in all generations and independently between 
generations with parameters !(zl) Ii, E(32 )- 2 , Var(s1 )-VIP  
Var(82) '2'  Cov(s1,z2 ) - r, I r I Jij . This model is 
virtually the same as that of Karlin and Levikeon (1974) but 
the parameters are not taken to be of the order of (1/2N). The 
frequency of the A-gene in generation n, given the frequency 
before selection as p1 - 1/2N is then 
g 84 i 
(n) 
p1 - p1+p1(l-.p1)(8122)/[1+82+(81-82)p1) 
ploy1ng the standard Wright-Fisher binomial model with 
parameters (2N,p ' ), the transition probability Pjj is a 
furct1on of 1'2•  WC can expand it, by Taylor's expansion, 
as a function of two variables and follow the analytical 
procedure of Narain and Robertson (5) for treating such a 
process. The expectation of pi, with respect to the distribu-
tion of a and 
22
Is then found to be 
(11.2) 	E( 1 ) - Pjj (0)11+2N{(a1 82 )(1-.82 )+v2 r}(Pu.P1 ) 
2 	 2 
+ N{( 1- 2 ) +v1+v2-.2r} {(2N.-l)(- 1 ) 
P ( lp) - 2i ( PjP1 ) El 
Because of the assumption of 	having the same distribu- 
tion in each generation and independently between generation, 
Is a one-step transition probability for any n For such 
a !4arkov chain, homogeneous in time, the fixation probability of 
the A-gene, denoted by u(pi ) g, is obtained by determining the 
vector of the total expected change in the frequency at the 
limit, L - (L1,L2 ,...,L21) where Li - u(p1 )-p1 . This in turn 
is obtained by operating the matrix - (-Q 	on to the vector 
of the initial expected change in the frequency vector E(Ap). 
$ 85 $ 
Mm a manner similar to that used for getting 	we can get 
E 	() in terms of the parameters of the distribution of 
1082 
and matrices T , 	and certain related matrices for 
12 	Also, E(p) in terms of vector notation, is found to 
be 
12 	 2 E(p) - (1- 2 SlB2)Xl1(i]_82) 12 
+ !1'2'2 	121 
where xi end £2  are the vectors as in Fare-in and Robertson (5) 
corresponding to the first two elgen values of Q.. Following 
the results given in 1rarain and Robertson (5), the operation of 
on E(p) gives finally 
(11.4) 	L - L - N(v1..v2)x1 + 
- 
where L. denotes the corresponding vector for the non-random 
selection model with v 1-v2-r-o, given by 
N24N-1) 	2 - 2NG1..i2)(1--.i-)x1+ _N-1 2 
For large values of N and small values of B 1,829 Y1,V2 and r 
such that N( 1-12 ), Nv1, Nv2  arid Nr remain constant, these 
:86: 
formulae result in approximate expressions for u(p1 ) and u0(p1 ). 
If we define 
	
(11.6) 	a - (2v2 -v1-.r)/(v1+v2...2r) 
the expression for the probability of fixation u(p1 ) is finally 
given by 
4 	 2 (11.7) 	u(p1 ) 
Pi(' 	 2)  -{N(v1.v2..2r))p1(l-p1 )(a..p1 ) 
In general, therefore, the fixation probability of the A-gene, 
under random fluctuations in selection intensities, either 
decreases or increases over its value with non-random selection, 
depending upon whether p, the initial gene frequency is less or 
greater than a. 
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If f00(p,xit), as already discussed in the method given by 
Narain (9), is the conditional probability density function, 
the i-th moment (i-o,l,2,....) of t o the time interval in 
generations for an allele to have frecuency x, starting with p 
and relative to the event that it eventually disapDears from 
the population is given by 
(1) 	 so 1 
	
(12.1) 	T (Po x) - f t f 1 p,x;t)dt 0 	CO' 
Then T 
(1
01)  ( Po x) is found to satisfy the differential equation 
2 	(1)  A rX(1X  drr , 	x(].x) d 
4?r, T00 (p,x))-L(mx,+ 2Ne  dx 
(1) 	 (i1) 
Tco (p,x)].+i T, 	(P. X) - 0 
This differential equation is subject to boundary condition that 
00 as x approaches zero, T(Po x) approaches a finite quantity. 
In this equation, if we put 1-0, we get 
(0) 	 so 
(12.3) 	Tco (Pox) - 4 f00(p,x;t)dt 
which is nothing else but the expected total number of visits 
to a particular frequency x in respect of those sample paths 
which end up with the loss of the allele from the population. 
This is often termed as s  conditional sojourn time' and its 
-.1 
counterpart, in the transition matrix apaoach, is [i-c 
(co) 3
01 
the fundamental matrix of the conditional Markov chain as we 
have already discussed. By putting in 1 and 2 ) and solving the 
differential equation successively, we get T (p,x) andco (2) 
Tc0 (p,x) respectively. The average age and second moment about 
origin of the age denoted respectively by Eft 0 (p,x)) and 
E[t 0(p,x)] are then determined by dividing these quantities by 
T:(P.x). It Is Important to note that for solving the 
differential equation for T(p,x), the boundary conditions are 
such that as x approaches o, the average age approaches the mean 
time until loss of the allele. Similarly, the boundary condia 
tions for the differential equation for T(p,x) are such that 
cc 
as x tends to o, the second moment about origin tends to the 
mean square time until loss of the allele. 
Mnthe neutral case, m(x) - o, u(x) - x and we get 
(0) 
	
(12.4) 	Tco (p. x) 	4N, being independent of p and x 
(12.5) 	Eft00(p,x)] - I••4N•[(p)log•;P+(l;x)log(l..x)+l) 
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In the expressions, if we let p tend to unity, we get average 
time until fixation of an allele with initial frequency x. 
This is quite expected since the ultimate value of x is zero. 
For the model of infinite Inc-alleles with 4NeY < l 
M(X) - -vx, u(x) - l-(l-x) ' , F - 1-4N, and we get 
(0) 	 4Nel(lx)F 	
being independent of p (12.6) 	T00 (p,x) 
but not of  
4N 1 	F' 
E[t 0 (p,x,v)) - ___ -(l-x) dx + (1-x) ' 
F2 	 F 	F 
{l.-(1-x) 
J 	 _ _ 
x( l-x ) 
dx (1-p ) _F•çl (1-ia) -( '-X )    dx) x 
If we let p apDroach unity, the average age coincides with the 
average time until fixation of an allele with frequency x. on 
the other hand, if we let x approach zero, we get the mean time 
until loss of the allele with initial frequency p. 
Citation 
1. On pp. 254 and 265 in 
tavarJ S. (1979). Theoretical Population Biology, 
lz 253-266. 
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Consider a finite population of gametes derived from a 
population of diploid individuals of constant size N and a single 
locus with three alleles A 1, A2 and *3. The sampling of gametes 
due to finite size of population causes a random change, from 
generation to generation, in the frequency of a given allele. 
The population gets sub-divided into several lines with different 
gene frequencies but with random breeding within lines. There 
would be seven types of lines out of which three would be homo-
zygous for each of three alleles, three would be such that any 
two out of three alleles would be segregating and one would be 
such that all the three alleles would be segregating. If 
p(I'l 	 . represents the conditional probability that there 
1 0"42 
are j 1 ,A 1 genes, j 29 p 2 genes out of 2N genes in the line, given 
that there werej I 
I v A, genes and 1 2 ,A2 genes in this line in the 
previous generation, the (N+l)(2N+1) x (N+l)(2N+l) transition 
probabilities determine a transition matrix P given by 
21 (13.1) 	- 1,8 	J-21 
where I is a 3x3 unit matrix, Q is 3x (N+2)(2N-1) matrix of 
s 91 t 
zeros, E is a (N+2) (2N.1) x 3 matrix of one-step fixation probe-
bilities of A1,A2 and A3 and 2 is a (N+2)(2N..-1) x (N+2)(2N-1) 
matrix given by 
912 0- Q 	21 
Q 
(13.2) 	9 - 	I 
23 	9 1 
13 R23 
where Q., gives the transition probabilities between the tran-
sient states possible between any two out of three alleles and 
Pij gives the transitions from the states with all the three 
alleles present to any of those with only two alleles present. 
2* represents the (N-1) (2N.1) x (N-1) (2N.1) matrix of transitions 
between states with all the three alleles present. The nature 
of fundamental matrix 7, - (-QY in such a case takes the form 




2 	2 123 
I * * * 1 212112 1 213113  1 223123 
I- 
where 112 - (;—& 	13.3 = (1213) 	123 - (Z- 23) . 
-1 
* 92 * 
The fixation probability vector 	for A 1 consists of four 
component vectors. .!129  iy .!J, and U * and are obtained by 
operating on the corresponding component of . The mean time 
until fixation of the allele A 1, disregirding the cases in which 
it is lost, is then given by the ratio of elements of vector M. 
and 91 where 	consists of four component vectors !J2' i]3. 
and M which are M- 1212' J13 13213' 123 2. la23 	 12 
* 
PIPM12  
The transition probabilities are assumed to follow tn-
nomial sampling model giver, by 
(2N) 	 l 	12 
(13.4) - 	P 2N—j1j2) 
(q19) 
(2N-j 1—J2)  
(i.-q' 	q ) 
l 2 
where q1 nnd 	are the respective frequencies of A1 and A2 
1 	2 
after one generation of selection, starting with frequencies in 
the previous generation as1 
	 2 
i112N, c 1 - i2/2N. 
If the relative selective advantages of alleles A 1, A2 and 
A3 with frequenclia q1, q2 and q 	 - 1'.q1 ..q2 are respectively 
(1+81)1 (1+82) and 1; the changes in the gene frequencies due 
* 93 * 
to selection can be expressed as functions of q 1,q2, and Va 
(iieen and variance in superiority of A l over A2 and A 3 taken 
together). The numerical results on mean time to fixation of 
were obtained for Na6 and all possible gene frequencies. 
These were obtained for the three combinations of frequencies: 
q1"q2 0833 q1'.0.0833 and q2-0.4167; q1-q2-O.3333. Here we 
present them graphically in Figure 13.1 b, c respectively 
showing their dependence on NI and 	as well as q1 and q2 as 
discussed in Narein (1983). 
It is apparent from the figure that when both the alleles 
are at low frequencies, the mean time decreases with an increase 
in Ni at all values of N2; but when one or both the alleles are 
at intermediate or higher frequencies, this behaviour changes for 
values of F2V beyond 1, the mean time increasing initially, 
attaining a maximum and then decreasing. It can be inferred 
from these results that the introduction of a third allele in 
an otherwise two allele system decreases the fixation time, oi 
the average, provided thero is variability in the effect of the 
third allele over its two pre-existing alleles. 
N.B. 	The results published in this paper were earlier 
incorporated in the Ph.D. thesis RESPONSE TO 
SELECTIO!T IN FINITE POPULATIONS submitted by me 
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Fig. 13. 1 	Average number Cf generctiOflS reauired for fixation 
divided by population size, for different values of 
N T2Vm  and initial gene frequencies. 
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14. Narain, P. (1979). On the statistical 
properties of the conditional equi-
librium distribution under steady 
flux of mutations. Proceeding 




Using infinite sites model for mutational production of new 
alleles, Kimura (1969) estimated heterozygosity on the basis of 
diffusion approach which takes into account all the sample paths 
of the process that lead either to the fixation or loss of the 
mutant from the population. Although it is not possible to know 
whether the mutant, at its initial occurrence, with frequency p, 
Is going to be eventually lost or fixed, we do know that the 
probabilities of these two eventualities are [1-u(p)] and u(p) 
respectively. Using this probability, one can invoke the 
conditioned process in which the loss of the allele is made 
certain. The recurrence of new mutants is then balanced by 
their loss only and not by both fixation as well as loss • Such 
a situation would occur if the population size is very large 
is 
and the selection forces are weak as/normally encountered in 
practice. u(p) would then be small. However, if the event of 
fixation does occur, the conditional expectation would be much 
larger than if the gene is lost. In such a case, unconditional 
expectation of Kimura (1969) would give too heavy a weight to 
sample paths that would rarely occur. These considerations 
suggest that it is more appropriate to consider only those sample 
:96: 
paths of the process that lead to the loss of the mutant from 
the population disregarding those in which they are fixed. 
We assume that, on an average, in each generation mutant 
forms appear in the population in v. nucleotide sites so that 
mutation rate per gamete is VYm/2Ns We can then envisage a 
conditional stable distribution of the mutant frequencies in 
different sites considering only those sites in which mutants 
are not lost. Since Y. is the number of sites IS which new 
mutants appear in the population in each generation, 
vafco(P,x;t)dx represents the contribution made by mutants 
which appeared t generations earlier with initial frequency p 
to the present frequency class in which the mutant frequencies 
are in the range from x to xidx. Thus, considering all the 
contributions made by mutants in the past, the expected number 
of sites in which the mutants are in frequency range x to x.dx 
in the present generation conditional to their loss from the 
population, is Ø0(p,x)dx  where 
	
(14.1) 	Ø00 (po x) - a4 fco(ppx;t)dt 	(0< X< 1) 
is the conditional stable distributions under steady flux of 
mutations. The expectation of an arbitrary function g(x) with 
respect to this distribution is then given by 
g 	1 
(14.2) 	100 (p) - 
This functional is differentiable upto the second order at p 
and can be shown to satisfy the ordinary differential equation 
g 
V d 	(p) 	 4 	 dl (p) A 	ca(14 	
dp2 	
+ + 	{iog( la..u(p))}) 	+AP AP dp 
subject to the boundary conditionsI(o) - o and LimI,(p)-tinit.. 
P-1 
The various statistical properties of the conditional 
distribution can be studied by assigning various forms to g(p) 
and solving the resulting differential equation. 
Distribution functions Mere g(p) - c(x-.p) where c ( . ) is Dirac 
delta function. The solution of the differential equation in 
given by 
Ø0(P,x) - 2vu(p)[ 1_u(x)]/[l_u(p))vc(x), p<x<l 
W 2vmu(x)[lu(x)]/V,"XG(X) , oCxjp 
where C(x) - du(x)/dx. In particular, for pure random drift, 
74-o, 







Total number of segregating sites in the population; In this 
case, g(p) - 1 and if we assume that the mutant is neutral, we 
get 
	
(14.6) 	100 (p) 
Fbr p- 1/2N and (NJN)-O.5, we get approximately 
(14.7) 	100 ( 1/2pi) z 4Nv log4N 
Mn the unconditional case, Kimura (1969) correspondingly 
obtains, 
(14.8) 	I(1/2P) 20 4wv[ 1 + 1og 4w0 ) 
A comparative picture of the total number of segregating sites 
in the two cases for varying N. with v - 2xl0 is shown in 
Figure 14.1(a). 
Average number of heterozygous sites per individual: Here, we 
take g(x)=2x(lx) and assume neutral mutants, giving 
(14.9) 	H 0(P) - (4/3 )NeVmP( 2•Up) 
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EFFECTIVE POPULATION SIZE (Ne) 
Pj1' 14.1 	Statistical properties of equilibrium distribution 
under steady flux of mutations for different 
values of effective populaticn size. 
s 100  
(14. 10) 	H 0 (1/2N) Z (8/3)Nv 
!ieterozygoaitys The probability that a cistron (g.) is 
heterozygous at one or more sites, usually referred to as 
heterozypsity (h) is connected with the average number of 
lieterozygous segregating sites per individual by the approximate 
relation 
(14.11) 	h(p) 	1 -exp[ - g(p)] 
For the conditional neutral case and for p 112N, (N/N) - 0.5 9  
we then have 
(14.12) 	h 0 	l_CXP[.(8/3)Nev) 
whereas correspondingly for unconditional case, 
h Z 1- exp[ 4N1v] 
A comparative picture of heterozygosity in the two cases with 
v-2x10 	and for varying N1 is shown in Figure 14.1(b). 
For intermediate effective population size of the order of 
10, the heterozygosity in the conditional case could be 
substantially smaller. For instance, If we assume that molecular 
* 101 : 
neutral mutants occur at the rate of 2 per gamete per 
generation so that v24N8Ne, the heterozygosity in a popu-
letion of effective size 105 would be about 12 per cent, 
much nearer to the reported estimate of 10 per cent as 
against 18 per cent obtained by the unconditional approach 
of Kimura (1969). 
Substitutional Load: The amount of selective elimination 
that accompanies the process of substituting one allele for 
another by natural selection is known as substitutional load 
(Kimura and Maruyama, 1969). Mn the additive selection 
scheme, the mean fitness of the population is less by s(l—x) 
as compared to the fitness of the optimum genotype so that 
the load in this population is e(l-.x). The expected value 
of the sum total of the load from time two to time two*, in 
the conditional case, denoted by L00 (p) can therefore, be 
obtained by taking g(x)-s(l-x) and solving the differential 
equation with appropriate boundary conditions. For the 
situation, p - 112N and an advantageous mutant such that 
2N0>1 but (N,/N)acxl, we get 
(14.14) 	L0 (1/2N) z 4 (Ns)v[ 1-.4_log(NJN)s] 
/ 
where 	0.57721... is Euler's constant. If both 2Na as 
$ 102 * 
well as (NJN)s are much smaller than unity, we have 
(14.15) 	L0(1/2N) Za 2V[2(liuNes) - (/+10g2Ns)/N81 
If we take v..1 with N'. 2x105, (N5/N) - 0.5 and e'O.O1, we 
use the first formula to get L0(1/2N)-0.0572, whereas if 
*r10 9 N-1O5 so that ?1s-O.1 and (Ne/N)5 = O.5xlO, we use 
the second formula to get L,(1/2N)- 15x1O. Such considerably 
smaller substitutional loads for the case when the favoured 
mutant is destined to be lost from the population, indicate 
that there may not be any limit to the rate of gene 
substitution. 
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III. GENETICS OF QUANTITATIVE VARIABILITY 
The description of gene control in characters showing 
continuous variation, first considered by Fisher (1918) and later 
elaborated in the form of a 'Biometrical Method' by Mather (1949) 
is usually in terms of a set of bci each having only two alleles 
at a locus. If one is dealing with a F2 derived from two homo-
zygous strains, this assumption is quite justified as only two 
alleles are then possible at each locus. But when several F2 
populations are considered or when one Is dealing with a randomly 
breeding population, it is necessary to consider more than two 
alleles at each locus. However, if we adopt the technique of 
representing the three genotypes A1A1, A1A2 and A2A29  possible 
with two alleles A 1 and A 24, by a stochastic variable 0 taking 
values -1, o and 1 respectively so that the heterozygote is 
located aid-way between the two homozygotes, we cannot do so with 
three or more alleles at a locus. As we would presently see this 
difficulty is overcome when, as in Narain (15), we represent the 
six genotypes possible with three alleles by a two-dimensional 
stochastic vector 0. (x,y) such that the homozygotes are placed 
at the vertices of an equilateral triangle and the heterozygotes 
are at the mid-point of the edges in a two-dimensional plane. 
This gives the effect of considering multiple alleles in conti-
nuous variation. 
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In studies on inheritance of quantitative characters, the 
• heritability' of a character is often expressed as a regression 
coefficient of the breeding value of the individual on its 
phenotypic value for the given character where breeding value is 
a part of the phenotypic value. This concept helps in predicting 
the breeding value of the individual from the knowledge of 
heritability and phenotypic value. When extended to genetic 
selection programmes, where individuals with phenotypic values 
greater than a certain specified value are selected for breeding 
the next generation, it helps in predicting the response to 
selection. When several correlated characters are considered 
simultaneously, it is possible to generalise these concepts as 
we would see in Narain (16). 
The genetic improvement in economic characters showing 
continuous variation depends upon the intensity with which the 
selection is applied as well as on the accuracy of the selection 
as measured by the correlation between the breeding value of the 
individual and the criterion of selection. Generally, there is 
a conflict between these two factors as, due to limited 
resources and Limited size of family, increasing the accuracy, of 
selection results in decreasing the intensity of selection. For 
instance, in a progeny testing programme in dairy cattle, the 
resources available to a breeder limit the total number (N) of 
daughters to be milk recorded so that the number (B) of young 
t 105 t 
bulls which can be tested each year becomes smaller if we Increase 
the number (n) of daughters per bull, thereby increasing the 
accuracy of the progeny test. Since the number (s) of best tested 
bulls to be added to the sted each year for use in the artificial 
insemination is limited due to a tolerable amount of Inbreeding, 
the proportion of sires to be selected increases due to smaller 
number of young bulls under test, thereby decreasing the 
intensity of selection. In such a case, an optimum strategy such 
that the expected genetic superiority of the sire is maximised 
for fixed resources was given by Robertson (1957). On the other 
hand, if a breeder is interested In mln.txnising the cost of 
running a progeny testing programme for a given rate of genetic 
improvement, the optimum strategy would be according to a 
general procedure as would be discussed In ?araIn (17). Further, 
breeding strategies could also be devised which maximizes the 
total returns on expenditure particularly when such returns tend 
to accumulate over long period of time as in the progeny tests. 
In Narain (18) we discuss how to determine the optimum intensity 
of selection in a progeny testing programme by taking the costs 
as well as returns into account. 
The rate of genetic improvement In a quantitative trait due 
to selective breeding on the basis of its phenotypic values can 
be increased if the variation in this trait due to auxiliary 
: 106 , 
traits, particularly at the environmental level, are minimised 
as tar as possible. In such a case selection is to be made on 
the basis of an index expressed as deviation of the phenotypic 
value of the trait from its expected value predicted with the 
help of the auxiliary traits. Such an index may be called a 
phenotypic index to distinguish it from the selection index 
introduced by Hazel (1943). The advantage of phenotypic index 
is that unlike the case of selection index, a knowledge of the 
estimates of genetic parameters is not necessary for its 
construction. As such it is easier to adopt. This technique 
was exploited by Rendel (1954), Osborne (1957), Purser (1960) 
and Searle (1965) but considering only one auxiliary trait. As 
we would shortly see, Narain and Mishra (19) developed a general 
procedure with several auxiliary traits and examined the condi-
tions under which selection based on phenotypic index is more 
efficient than that without using the auxiliary traits. 
Dairy sires are often selected on the basis of daughter—den 
comparison using a corrected daughter average index which is 
based on correcting the daughters' average on the basis of the 
regression of daughters' performance on those of dams' for the 
unequal production levels of the dams mated to different sires. 
This regression, as we know, measures half the heritability of 
the character under consideration. Mn Narein (20) we develop a 
theory to further correct the daughters' average for the given  
: )X17 t 
character for variations in another correlated auxiliary 
character using the technigue of phenotypic index described in 
Narain and Nishra (19). 
The genetic superiority of individuals for selection can 
be determined either on the basis of their own performance or 
the performance of their relatives such as full-sibs and half-
sibs or else an optimum combination of several such information, 
all for the some trait. The latter is known as combined 
selection, involves construction of a selection index and is 
mostly used in poultry breeding. Narain at al (21) developed, 
as we would see presently, new selection indices which combine 
irformation on the individual performance for several auxiliary 
traits with the information on the trait under improvement for 
the individual as well as its relatives, such as full-sibs, 
half-sibs and dams. The necessity for developing theory for 
combined selection with auxiliary traits arose during the course 
of the operation of an Indian poultry breeding programme aimed 
at evolving suitable strains of egg type chickens. The 
selection criterion was the index developed by Osborne (1957) 
based on the character rate of lay. It was observed that while 
the average rate of lay improved, the average egg weight 
deteriorated due to correlated response to selection for rate of 
lay on the basis of the index. This raised the statistical 
problem of devising an index which includes the information on 
$ 108 t 
the individual performance for an auxiliary trait such as egg 
weight in addition to combining the ij1ormation about the main 
trait (rate of lay) on the individual bird with those of its 
full-sibs and half-sibs. A general theory for such indices with 
It auxiliary traits is therefore developed in this paper. 
Plant Breeders often adapt diallel crossing technique in 
which all possible single Crosses among a group of inbred lines 
are raised. When reciprocal crosses and parental inbreda are 
not included, there are Nn n(n'..l)/2 possible single crosses 
among a set of n lines which are tested in a suitably replicated 
randomised design. This number increases rapidly with increase 
In n. With facilities available for testing only a limited 
number of crosses, a diallel cross may therefore be possible 
only when n is relatively small. However, if only t small number 
Of lines are included, the estimates of the variances of the 
general combining ability (g.c.a.) and specific combining 
ability (s.c.a.) among the whole population of potentially 
available lines are subject to large sampling errors and many 
potentially high yielding lines may be left completely untested. 
It is, therefore, necessary to have a large number of inbred 
lines but raise only a sample of all possible crosses among the. 
Such a diallel cross is known as partial diallel cross (PDC). 
Gilbert (1958), Xempthorne and Cumow (1961) and Curoow (1963) 
discussed problems of construction and analysis of PDCs. For 
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enabling the plant breeders to make use of PDC in their experi-
mentation, it is necessary, in addition to giving them the 
method of construction and analysis, to indicate which of the 
several possible designs of PDC, in a given situation, is most 
efficient in the sense that it gives the least average variance 
of the difference between the g.c.a. effects of a pair of lines. 
Of the different ways of approaching this problem, in one the 
structure of a partially balanced incomplete block (PBIB) design 
is used in constructing the PDC. This is because there is a 
one-to-one correspondence between the PDC and partially balanced 
incomplete block (PBIB) design with 2-plot per block and two 
associate classes or three associate classes or in general 'm' 
associate classes with parameters n, r-s, b.a/2, k2, alp  a2, 
40 0 • ,a where a 'a take values either zero or one. In such a 
case, we have different variances for different comparisons. 
In particular, we may have balance over only a set of comparisons 
thus resulting in two-, three- or four-, variance samples based 
on PBIB designs. The efficiency of the POC then depends on the 
average of the variances over all the comparisons, which can be 
expressed per unit error variance (2), As we would see, 
Narain et al (22) constructed and analysed PDC when n is of the 
form p( p-i) ( p-2 )/6 where p is an integer greater than 3, using 
extended triangular (ET) scheme with three associate classes. 
Further, in Narain and Arys (23) we discuss a new association 
$ 110 z 
scheme called truncated trianpuley (TT) scheme with five 
associate classes when np(p...2)/2 with p an even positive 
integer greater than or equal to 8 and use it to construct and 
analyse PDC. 
15. Narain, P. (1965). Th description of 
gene action and interaction with 
multiple alleles in continuous 
variation. Genetics, 52: 43-53. 
Consider a penmictic population containing three alleles at 
a given locus. The six genotypes A1A1, A1A29 A2A2, A2.A3, A3A3 
and A 1A, can be represented by a vector variable (X1, x29  x3 ) 
where X is 0 9 1 or 2 and denotes the number of A 1 genes in the 
genotype. All these vectors Lie on the plane 	 2. 
Taking the origin at (1,1,o) and making all the vectors lie an 
the plane X2-0 9 gives the two dimensional vector variables 
(1 9 0), (0,0), (..l,o), (..1,1), (-1,2) end (o,l) which represent 
respectively the six genotypes A 1A1, A1A20  A2A2, A2A39 A3A 3 and 
A1A3 . An individual can then be represented by 0 (x,y) which 
takes any one of the six pairs of values depending upon Its 
genctype. It can be seen that the probabilities for an 
individual 0. (x,y) to produce gametes 	A 19 A2 and *3 are 
respectively (1+x)/2, (1z)/2 and y/2 0 where zax+y. When two 
individuals with genotypes Ø'. (x 1,y1) and 02 m (x2 ,y2 ) are 
crossed, the distribution of 0 in the offspring can be obtained 
$ 111 1 
by probability arguments. For instance, 0 would take value (0,0) 
i.e. the individual would be A 1A2 with probability [(l4x1 )(1_z2 ) + 
(1+x2 )(l'..z1J where z1*x1+y1 , 7-2 .rz2 +y2 . Such a distribution gives 
a mathematical representation of Mendel' a law of segregation with 
three alleles and is generalised for an arbitrary number of 
alleles at a locus as per details in the paper. When the two 
individuals 01 and 02 E)S2 to be members of a random meting 
population in equilibrium with frequencies p, q and r respectively 
for A1, A2 and A3 , it can be seen that E(01 ) - E(02) i.e. 
E(x1 ) - !(x2 ) = p-q-r and E(y1)'.E(y2).2r and in the next 
generation, the frequencies of six genotypes are found to be 
the same as in the previous generation thus confirming the 
Hardy-Weinberg law of equilibrium for random Mating. 
Now consider k loci, A,B,C,...,K each with three alleles 
controlling the quantitative character. The whole genotype can 
be represented by a set of k two-dimensional stochastic variable 
C - 0a'0t9 ..,O). We assume the absence of linkage so that 
COV(Xa Xb) - C0V(Xa yb) - Cov(xb, 	- COV(x,y) - o etc. The 
relationship between the metric and the genotype is set up by 
taking a suitable polynomial function in x and Yb and summed 
over the loci given by 
(15.1) 	 2 	2 t M(X8Y) - E(a1aXa u2aya 4 4y4uxy] a 	 a 
z 112 z 
where non—allelic interactions are assumed to be absent and the 
values of a' e are given by 
81* M d lia 
(15 • 2) 
	828 - d28 hii28 +li31 
838 - G-h 3A 
- 
858 - 
For each locus, therefore, five parameters are required to 
describe the metric completely. While the main effect d 18 
measures the additive effect of A l  relative to A 29  d28 measures 
that of A2 relative to A 3 and (d18 u..d2 ) therefore measures that 
of A3 relative to A 1 . The dominance deviations are then h 
180 
h2a and 11138 for the pairs A1.A2. A2-.A3 and A3—A 1 respectively. 
With the above specification of the metric for the 
character, it is possible to derive various first and second 
degree statistics in the offspring of a cross G1xG2 by taking 
the required expectations and summing over loci • The general 
results so obtained could be applied to any system of mating 
such as selling or random mating. In particular, for a 
randomly breeding population in equilibrium, the metric values 
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would be functions of the 5k genetic parameters, gene frequen-
cies p, qas, ra  for each of the k loci and the genotypic average 
of the population given by 
	
(15.3) 	Ida - 
a 	a 
+ 21qr8h2 + 2 ZP8rh 
Consider the situation In which we take A2 as fixed and 
A1 and A5 with frequencies p and r8 are considered with 
respect to this allele at each of the k loci. Let 
(15.4) 	d - is 	m5 +u15 , 	1-1 9,2 
(15.5) 	klia - h8 i 15 , 	1-1,2 
with 
(15.6) 	a5 	5d15+ :ad2a)/(pa+ra) 
(15.7) 	ha - (p5hi15 + r5h25 )/(p5+r5 ) 
at each of the k led. Then p5a15 +r8u25 0, PaP1a?af2a 0 
at each of the locus. We then obtain the total genetic 
variance as 
(15.8)HR - 	A + 
$ 114 s 
where 
(15.9) 	 [4%(1%){m8+(2q8...l)h8+ 
2rp8 	2 
h} 3 
(15.10) 	HA - Zf16q(l..q8)2 
	rape 	2 
a 
(ha w ()2 h3aJ 3 
	
2 	 2 
(15.11) 	 3 
(15.12) 	riB - 	
rah 
3a I. ),(r2_ PBh)2} 3 lq8 
4rp(l.-3%) 2 
(15.13) 	H - E 
a 	(1...q8)2 	
fl 3a 
We are thus able to partition the total genetic variance into 
three components viz, additive genetic component DA,  dominance 
component 1A  and multiple allelic component MA - 	 The 
last component is a new component and is existent only when 
d1 d25 , 	and hjo at each locus. When diaIud2a at 
each locus, the third main effect is zero. Similarly, when 
hia h2a and h 3-o at each of the lad, we have only one 
dominance effect at each locus. The total genetic variance 
reduces, in such a case, to 
(15.14) 	
HR - 	D + -C "A 




(15.15) 	DA - 
22 
(15.16) 	- Z16q(1q) ha 
which are the same as for di -allelic loci with a as main 
effect and h5 as dominance effect at each iccus. The tn-. 
allelic case can then be regarded as a di-allelic case with 
allelic frecuencies as qa and (p4r8 ) for A2 and (A1 ,A3 ) at 
each of the k loci. Thus we are able to conclude that the 
simultaneous vanishing of D. 
B  and RCg in other words, the 
vanishing of MA would indicate that multiple allelism does not 
contribute to the totel genetic variance in a randomly breeding 
population. 
16. Narain, P. (1979). Certain eneralisationa 
in response to genetic selection. 
Contributions to Statistics, S.C. Dee 
Memorial Vol., Utkel iiiiversity, 
Bhubaneswi(Indie): 71-79. 
Let the phenotypic measurements P1P2PI••9Pk of an 
individual for k characters be represented by a kxl column 
vector P whereas the corresponding conceptual breeding values 
by a kxl column vector A. The corresponding non-additive and 
environmental effects together may be represented in the fore 
: l] : 
of same order column vector R. We then have 
	
(16.1) 	•- 
assuming the absence of interaction between genotype and 
environmezt. All variables are expressed as deviations from 
the respective means and standardised to have variances as 
unity and therefore correlations equal to covariance. Let 
. L,, and ZR denote the symmetric dispersion matrices for 
variables P. and P respectively. The diagonal elements of 
are unity whereas those of Y A  are h, the heritability for 
i'..th character, 1-1,2, . . . ,k. The non—diagonal elements of 
are b r1J 
Ti,  Fi, the covariance of breeding values 
between I and J characters and ru the corresponding genetic 
correlation, ijhj-1,2,...,k. It is easy to see that 
(16.2) 	Cov(L,P) - 
(16.3) 	1P- 
Then if Zp is non—singular, 
—1. 	-.1 
(16.4) 	1 - ZAEP +LL 
showing that, in some sense, the elements of kirk matrix f 
*117: 
represent the parameters corresponding to the heritability in 
an tuilvariate situation. 
A related concept of heritability in the uni'variate case 
is in terms of the square of the correlation coefficient 
between A1 and P1 . This suggests that for multi-variate case 
we need examine the correlation between two vector-VFlued 
variables A and P. Ptr this we set up linear relations 
k 
	
(16.5) 	a'A - Z a1A1 
i-i 
k 
(16.6) 	a'P - Z a1P 
1-1 
and choose the coefficients in such a manner that the correle-
tion between them is maximum. This correlation denoted by 
h(s) Is given by 
(16.7) 	h(s) - 
J .Lp!. 
The maximisetion leads to the equation 
(16.8) 	I1h2() 	C 
Indicating that the desired correlations usual'y known as 
canonical correlations, are the square-roots of the eigen- 
:118* 
roots of matrix J. We arrange the set of these correlations, 
in order of their magnitude, h(al)2h(a2)...2h(ek) with their 
corresponding pairs of canonical variates 
(!.),•••,(!)• We can then take the two linear 
functions aj4 and 	with maximum correlation h(a 1), as the 
breeding value and phenotypic value respectively for the 
character compounding the set of k characters. The square of 
this correlation h2 (a1) expresses the fraction of the phenotypic 
variance of the compound character which is due to additive 
genetic effects. It can therefore legitimately be regarded as 
a generalized concept of heritability. In other words, the 
largest eigen-root of 5 can be termed as generallsed 
heritability. It can be seen that for kl, this reduces to the 
usual heritability h2 but for k2, we get 
h2(a1) - 	1 
2(la..p) 	
p12h12) 1ll22 
+ 4(huu.hup)(hi2.u.h2 F12 
where 	is the phenotypic correlation between the two 
characters. When it is zero, we get 
(16.10) 	h2(a1) - [(h11+ki22) +J(hillu.hu)Z +4h,- ) 
When h is also zero, there being no genetic correlation also, 
* 119 : 
h2 (a1 ) reduces to h or h22 depending upon the sign of square-
root. It is also interesting to note that when h12_h11 p i.e. 
IET 
- PJ "22 	h2 (a1 ) again reduces to h11 if we take 
positive sign of the square-root but with negative sign becomes 
(16.11) 	h2(a1) - (h22-h11 p)/(1.p) 
The method of independent culling levels adopted when the 
criterion of selection is based on more than one character was 
discussed by Young and Weiler (1960) as well as by Finney(1962). 
In this paper, we have generalised it for the case of k 
characters and demonstrated how the expected response to 
selection, in such a case, reveals the multivariate analogue 
of the univariate formula. 
17. Nerain, P. (1978). Optimum designs for 
progeny testing with minimum costs. 
Indian Journal of Animal science, 
48(10): 70P-711. 
We assume that the size of the breeding unit i.e. the 
total number of milk recorded cows (N) is sufficiently large 
to ensure the efficiency of progeny testing over the use of 
sires selected on the basis of their dams' performance. We 
further consider only the genetic gain due to selection among 
:120: 
tested bulls (path of genetic improvement from sires to breed 
young bulls) as about 40 to 60 per cent of total genetic 
Improvement is realised through this path. To take into 
account the coats involved in running the programme, we consider 
two parameters; firstly the cost (C 1) involved in securing a 
daughter having at least first lactation milk record and 
secondly the cost (C2 ) involved in maintaining a bull till he 
is progeny tested. We then have a total of five parameters, 
No B, S, C1 and C2 but, in effect, the optimisation leads to 
certain combination of parameters resulting in a fewer number. 
If we define a cost ratio r- C 1 C2 the total coat (C is 
seen to be directly proportional to r but inversely proportional 
to pm S/B, the proportion of bulls selected i.e. 
(17.1) 	C' -;Cr + i/p 
where C is c1(c2 ) with F fixed in advance and X_PT/5!. If we 
denote the selection intensity in standard deviation units 58 1 
and the correlation between the breeding value of sire (A) and 
progeny average (I) as rAp the exnected genetic suneriority of 
the selected sires in units of additive genetic standard 
deviation (C5 /o 	is given by 
(17.2) 	W - 
	AI 
$ 121 z 
A fixed rate of genetic improvement (w) can then be obtained 
by various choices of I and rAl.  The optimum strategy would 
then be to determine the group size n - N/B such that C is 
minimised for a fixed value of V. If we assume that we are 
selecting from a large sample of sires and breeding values are 
normally distributed, I- zip,  where z Is the ordinate of the 
normal curve at the point where the area cut off towards right 
is p, and 
	
(17.3) 	rAl - 
where a- (4—h2 )/h2 . The optimization problem boils down to 
finding pairs of values of p and !C which minimises C for 
fixed values of V and r. This gives 
(17.4) 	ax' - (1 2_w2)/J2 (12_2ix+W2 ) 
where x - dz/dp. The optimum p thus depends on V and • ax" with 
restrictions on p as 
(17.5) 	12W and 12-2ix+W2 )( 
to ensure a positive value for 'ax' • This dependence is shown 
In Figure 17.1. The optimum p decreases as 'ax" increases at 
a fixed value of W but increases as V decreases at a fixed 
I- 
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Fig. 17.1 	Optimum prcport±cn of bu1].s selected 
at given rate of genetic Improvement 
for different values of ar. 
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value of 'ar'. The dependence of optimum value of (Ic/a) on w 
and ar is shown in Figure 17.2. It also decreases as 'ar' 
increases at a fixed value of W but also decreases as V 
decreases at a fixed value of 'ar'. Similarly, the dependence 
of the minimum cost on V and ar is shown in Figure 17.3. The 
minimised cost increases as 'ar' increases at a fixed value of 
V. It also increases as V increases at a fixed value of '" S 
The optimum value of n, when expressed in units of a, is 
found to be 
(17.6) 	(n/a) - V2/(i2-w2 ) 
Such optimum values are presented in Table 17.1. 
TABLE 17.1 Optimum values of (n/a) for different values 
of V and 'ar'. 
V 
0.1 0.5 1.0 
er 
2.5 5.0 10.0 20.0 50.0 
0.10 0.44 0.18 0.12 0.07 0.05 0.04 0.03 0.02 
0.15 0.60 0.25 0.17 0.11 0.08 o.o6 0.04 0.03 
0.20 0.74 0.33 0.25 0.14 0.10 0.08 0.06 0.04 
0.25 0.86 0.39 0.26 0.18 0.13 0.10 0.08 0.06 
0.50 1.57 0.73 0.54 0.7 0.30 0.25 0.21 * 
0.75 2.29 1.11 0.86 0.63 0.52 0.45 o.4o * 
1.00 2.89 1.55 1.26 0.92 0.75 * * * 
2.00 6 .01 3.61 * * * 
* Optimum values cannot be determined as the corresponding 












Fig. 17.2 	Crtimum "c/a 2t given rate of genetic 
improvement for different values of ar. 
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W = AGs/g 
Fig. 17.3 Minimum cost of progeny testing at 
given rate of genetic improvement 








Thus, for instance, if the heritability is 0.25 giving 
a - iS and the cost ratio r is about 1/3, we get the optimum n 
by multiplying the values in the table under the column for 
ar - S by 15 for different values of W. Fr W- 1.0, we find 
that about 11 daughters per sire are required. 
18. Narain, P. (1983). 5tatisticel aspects 
in optimising livestock breeding 
programmes. Proceedings of the 44th 
Session of the rnteuoni StaEstical 
institute, V7.2 (Contributed Papers): 
333-836. 
Consider a progeny testing programme in dairy herds where 
the pattern of breeding in successive rounds, consists of 
dividing the total number (N) of female population into two 
groups, one consisting of elite cows, (1-.?) fraction of the 
total, to be mated to a given number (s) of proven bulls to 
secure future young males and replacement cows and the other s 
the remaining female population to be mated to a certain number 
(B) of young bulls which are sons of the best proven bulls oi 
an earlier set, for testing. In such cases, we imply consi-
dering two paths of genetic improvement, from sire to sons and 
from sire to daughters which together constitute as much as 60 
to 70 per cent of total expected genetic improvement. The 
optimisation problem is then to choose the number of daughters 
(n) per bull under test such that the profit (ii) accruing from 
:127: 
the programme in terms of the present value of all future 
returns is maximised. Since n- pX with p- S/B and 	1T/S, the 
problem boils down to optimise p for given values of K. The 
profit function is found to be of the form 
(18.1) 	4K = a(z/p)Øu..p(C0 +]Jp) 
when C0 is the component of total cost which is independent of 
pp øisrAland 
(18.2) 	a W 1oo(2..P)Mçv/2mR(1+) y..2 
(18.3) 	(1+R)/R 
where M is the number of lactations in which the response is 
expressed, depending on the replacement rate and average herd 
Life, d is the additive genetic standard deviation, v is the 
monetary return for 1 per cent increase in the average milk 
production (m), y is the number of generations before returns 
start accruing and R is the interest rate per generation. For 
maximum profit, we have to solve a cubic in 0 given by 
3 
(18.4) 	zØ - (2px - z)O - 2p/u a 
This gives three rocts for 0 of which the positive real root 
:128: 
Is taken as the solution from which optimum value of p, for a 
given value of !c/a, is numerically obtained. These ert shown 
in Figure 18.1 where (/a) is taken on a log scale. The curve 
obtained in Robertson (1957) is also shown for the sake of 
comparison. It is seen from the figure that for a given value 
of (2p/a), the optimum p decreases as (Tç/a) increases. As this 
value ter-do to zero, we approach, as expected, the curve 
obtained by Robertson (1957) where the cost of the scheme is 
not taken into account. The limiting values of p as (!çfa) 
tends to zero for different values of ( 2r/u) are shown grphl-
cally in Figure 18.2. As (2/) tends to be high, the optimum 
intensity of selection between tested sires tends to be lower 
then that obtained in Robertson (1957) for optimum running of 
the scheme. 
19 0 	Narain, P. and Frishra, A.. (1975). 
Efficiency of selective breeding 
based on a phenotypic index. 
Journal of Cenetics, 62(2): 69-76. 
Consider n auxiliary traits xk(k 1 9 29...,n) related to the 
main trait y with phenotypic and breeding values, expressed as 
deviations from the respective means, respectively denoted by 
P(xk), P(y) and A(xk), A(y). Also, let the phenotypic values 
be standardised to have unit variances so that heritabilities 
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Fig. 18.1 	Optimum proportion of bulls selected 
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Fig. 18.2 	Limiting proportion of bulls selected for 
optimum running of progeny testing scheme 
corresponding to different values of 2/a. 
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now the selection based on the phenotypic index 
n 
(19.1) 	1p - 	 bP(x) 
where bk is partial regression coefficient of p(y) on P(x,), 
k-i,2, .. .,n. The expected genetic improvement in y is then 
(19.2) AG - ibA( y )1 0 (Ip) 




coefficient of A(y) on I and 	is the phenotypic 
standard deviation of the phenotypic index. For estimating 
bA( I  , we set up the relationship 
n 
(19.3) 	E(A(y)] - a0P(y) + E 
k-i 
and solve the resulting normal equations. We get 
-1 	-.1 
bA( y )I a 	(1-4E )/( 1. 	,) 
where 4 - ( R01.R02. ... .R0), Rok being the phenotypic correla-
tion between P(y) and P(xk), is nxn correletion matrix of 
phenotypic correletior coefficients Rkl between the auxiliary 
traits and ' - (c1C2,...,C) Ck being rOkkL(xt)/h(y), rOk being 
132 : 
the genetic correlation coefficient between y and xk , Since 
2 a— (re) - ( i.& 	,), the efficiency of selection on the basis 
of phenotypic index relative to individual selection with the 
same intensity of selection is given by 
1 	
-.l ]/2 
(19.5) 	- (1i..'RC)/(i..R , R Be ) 
However, if we consider selection, with the same intensity, 
made on the basis of the usual selection index given by 
I - P(y) 	Z w P(x) 
k-i 
we have to choose optimum values of we  - (w1,w2 ,...,w) by 
maximising E5 given by 
ES - ( l9 C )/( 12w1 ,+w# Rw )
1/2 




-1 	 1 
K - (l 	
-.
.)/('-z £) 
When the genetic correlations rok' a are all zero, ! reduces to 
133 z 
- (b1,b2,...,b) and I reduces to Ip. This means when all 
the auxiliary traits are related to the main trait only at the 
environmental level, the phenotypic index is optimal with 
efficiency 
I,1 	1/2 
Even if all the rok a are not zero, the phenotypic index could 
be used though its efficiency would then be lees than maximal 
since, in general, we find 
2 	2 	-1 
(19.11) 	- Es 
However, it may happen that under certain conditions, E itself 
is greater than unity in which case it would be preferable to 
use E, because of its simplicity in adoption. It is found that 
Ep is always more than unity whenever the vectors 	and C are 
having elements with opposite signs. In other words, pheno-
typic and genetic correlations between y and irk  are of opposite 
signs. Even if it is not so i.e. R and C are of the same 
sun, E,, can be greater than unity provided C<e, being 
vector of unities and 
(19.12) 	 2C'/(l.c' 	c)J 
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When we assume that the auxiliary traits are thems elves 
uncorrelated so that R - I, the efficiency is greater than 
k 
unity if Z R ok C is negative. When all Cka are equal to C k-i 
as well as all Rok's  are equal to R0, it is possible to see 
the effect of the number of auxiliary traits on the efficiency. 
It increases (decreases) with the increase in this number when 
R0 and C are having opposite (same) signs. The efficiency is 
affected seriously at hither values of n. For example, when 
n-20, C-+0.2, the efficiency varies from 0.447 to 4.027 but 
when n 1, it varies only from 0.980 to 1.061. 
20. 	Narairi, P. (1979). A new sire index for 
milk production corrected for an 
auxiliary trait • The Indien Journal 
of Animal Genetics and Breecfin, 1fl)* 
72. 
A sire index based on dam-daughter comparison and 
corrected for an auxiliary trait is given by 
(20.1) 	S1 - A 	[( 1 ~ 	 1 A 1)_h (71 - A,)] 
where 	is the average performance of n daughters, L is the 
average performance of the corresoonding dams, A 1 is the herd 
2 
average, and h1 is the heritability of I where I is the 
phenotypic index (trait y corrected for auxiliary trait x) 
: 135 : 
(20.2) 	I - 
where p and Px are the phenotypic values of y and x exr'essed 
as deviations from the ten and 'b' is the regression coeffi-
dent of y on x. As in J'Terein and Mishra (19), 
2 
(20.3) 	h 2 
	
h 2 (1-.RC) /(1-R2 ) I y 
where R - bs..Js and C rky'h. W in the expression for S 1 is 
given by 
(20.4) 	w - 	1r2(n+a)An+a) 
1-.r2 (n +e) 2/(r, 
2 	 2 	2 
where a 	
2 
(4_hi )/h • a - ( 4 hz )/hX axy  (4R-.rhh)/rhh 
2 	2 
hx and h being the heritabllities of x and y respectively, 
R and r being the phenotypic and genetic correlations between 
x and y respectively and s and a are the phenotypic standard 
deviations of x and y respectively. 
If we assume that the deugliter's and dame are having equal 
variabilities for each of the two characters and equal co-
variability between the two characters and if we neglect the 
2 
sampling variance of h , we get 
136 
4 
(20.5) 	v(s1) 	(211n+a W 
)2 n!!, 
 (1-R2 )(1- b1 ) y  
where s is the sampling variance of daughters for y. The 
y 
efficiency of S 1 relative to the corrected daughter average 
index (Rrao) is then given by 
2 	i42 2 
(20.6)E5 	(l-.h)/w (1_bE -R ) 
where E- (l-RC)/J ti 	is the efficiency of the phenotypic 
Index selection relative to individual selection. If r-o, 
W- 1 v C- o and E5 
I 
 is clearly greeter than urity. When n, the 
number of daughters per sire is adequately large, W tends to 
be 1 and E  Is greater than 1 whenever E Is greater than 1. 
This happens whenever the rhenotypic and genetic correlations 
are of opposite signs. When they are of the same sign, E Is 
greater then 1 If C is less then 1 and R is greater than 
2C/ (1 +C2 ). 
21. 	Nara.th, P., Melhotre P.K. and Wahi, 
S.D. (1983). The use of auxiliary 
traits in combined selection for 
poultry Improvement. Indian 
Journal of Rultry Science, 18: 
37-47. 
Let I(x1,x2,...,Xk) denote the Index which predicts the 
breeding value (c7 ) of the Individual for the main trait (y) 
137 : 
under improvement by combining, in an optimal manner, its own 
S 
performance (P )for y, Its performance 	
- 
for the set of k auxiliary characters 	- (x1,x.2 ,...,x), the 
average (Ti..) of the phenotypic values of n paternal half-sib s  
for y and the average (F y  ) of the phenotypic values of m full-
sibs for y. It is then expressed as 
k 
(21.1) 	Ilk( xl,x2,...,xk) - 	 a P ~ b1P+b2ii7+b3 ' I 
where the coefficients 	 b1, b2 and b3 are to 
be worked out in such a way that the accuracy In the prediction 
of G on the basis of I Is maximised. Similarly, let 
12k(xl,x2,...,xk) denote the Index which predicts G ,, by combi- 
ning, in an optimal manner, in addition to the information 
Included in I, the information supplied by the performance 
(Di) of the individual's dam for the character Y. That is, 
( 21 . 2 ) 12k(X1, x2 ,. . . , x) - 	 ., a p 
1-1 
where the coefficients are to be similarly determined. The 
optimisation gives the multiple correlation coefficient (r 
1k 
between C and '1k  and hence the efficiency of the index 







where 4 a -( M41 Wt1)/(16..4MI..Nh), N- n/(1 	and 
When either &) -1,no or 4 n Z the 
efficiency reduces to the efficiency of Osborne index. But when 









where b y - h,/( 1 	,) is the heritability of the trait 
y after corrections for the auxiliary traits as in Naremn and 
Mi&u's (19). Since by is necessarily greater than h, th 
efficiency is always greater then that fbr osborne $ index when 
genetic correlations are zero. The limiting value of 	as 
n and a approach infinity, is given by 
{1..h  
(21.5) 	tim '1k - 22*2 
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With either or 	we get the limiting value of the 
Osborne's index. 
In a similar manner we get E, which is similr in form, 
to E with a replaced r given bylk 
2 4m +N.4VTNh + 4 ( l..Mh 
(21.6) 	
- h7[ 16_4Mh-Nh-4h 	
: 
The results for the particular cases are also similar in form 
to those for Elk except that when we consider the limiting 
case of '2k'  we find it to be exactly the some as Um.T. 
The efficiencies of the indices for two uncorrelated 
auxiliary traits 112  and 122  for variations in the values of 
h for various combinations of R. and r0 assumed to be the same 
for the auxiliary traits, when h,assuxned to be the seine for 
both the auxiliary trnits,euals 0.5 and m-3, n-20, 9,= cr , 
are shown in Figure 21.1. The efficiencies of the correspond-
ing Osborne's indices (I and 120 are also plotted for 
neceFcary comparisons. It is evident that the inclusion of 
two additional traits, on an individual basis, increases the 
efficiency of the new indices at all values cf h.. The 
maximum gain however, occurs when R. and r0 are of opposite 
signs. A negative value of R0 has a prerter influence than 
a negative value of r0 . When the genetic correlation is zero, 
\ 
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Fig. 21.1 	Efficiency of selection indices for different 
values of h with h = C., m=3, n=20 and 
= 
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there is gain in the efficiency trovided the Phenotypic Corre-
lation is non-zero. An interesting result emerges that while 
Osborne's indices I., and 120  are useful only at lower values 
of 4, the new indices could be useful even at hi. her values or 
4. 
In order to compare the effect of including two auxiliary 
traits as compared to one auxiliary trait, the efficiencies 
for variations in 4 for the combination R0 =-0.5, r0 =0.2 for 
k-i and 2 are shown in FIgure 21.2 along with those of 
Osborne' a indices when h = 0.5, m=3, n=20 and o-,= cr. It 
is apparent that the inclusion of one more auxiliary trait 
improves the efficiency with higher gains at higher values of 
4. 
The effect of a positive or a negative correlation (P) 
between the two auxiliary traits on the efficiency has been 
shown in Figure 21.3 taking the combination R0-0.2, r0a-O.5 
and the same values of other parameters. It is quite clear 
that a positive correlation between the auxiliary traits 
increases the efficiency whereas a negative correlation 
decreases it compared to the urcorreleted case for all values 
of 4 and for either of the two indices. It is important to 
note that although the efficiency gets reduced for a negative 
correlation between the auxiliary traits, it is still higher 
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Fig. 21.2 	Effect of the number of auxiliary traits 
on the efficiency of selection indices 
with R0 —C.5, r0 =C.2, h2 =0., m=3, 
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Fig. 21.3 	Effect of the correlation between the auxiliary 
traits on the efficiency of the selection 
indices with R0 =0.2, r0 =—C.5, h=C.5, m=3, 
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22. 	Narain, P., Rao, C. Subbe and !Jigam, 
A.C. (1974). Partial dia].lel crosses 
based on extended triangular associa-
tion scheme. Indian Journal of 
Cenetics and Plant Breeding, 	: 
3F9-3- 17. 
Let the number of lines n be of the form p(p-1)(p..-2)/6 
where p Is a positive integer greater than 3. Now identify a 
line by a triplot abc where 1<a<b<c<p. All the lines can 
then be numbered off into (p-2) different triangles 
T19 T2i 99.T() . T(3 ) and T(2) of orders (p-2)x(p.-2), 
(p-.3)x(p-3) ...... 2x2 and lxi respectively. The number of 
triplets in the i-th triangle is (p-.i)(p-.I-i)/2 for 
ia4,2,...,(p-.2) which add to total number of given lines. 
There are then three possible designs for POC. In design (1), 
all crosses of the type abc x def are sampled where a,b,c,d,e 
and f are all distinct. This gives s1 (p-3)(p-4)(p..5)/6 
(with p> 5) which is the number of times any line is involved 
in crossing with other lines, resulting in a total number of 
ns 1/2 crosses to be raised. Design (2) samples all the 
crosses of the type abc x def where one of the letters 
(a,b,c,d,e and f) is common. This gives s2 mi3(p_3)(p.4)/2 
with total number of 
n82/2 crosses. Design (3), being a 
complimentary to the other two, picks up all the remaining 
crosses not sampled by the former two designs. Alternatively, 
it samples all the crosses of the type abc x def where two of 
$ 145 : 
the letters a, b. C, d, a and f are in common. This gives 
s3 -3(p-3) with tote], number of Cr05805 as ns3/2. It can be 
seen that these three possible PDCs correspond to picking up 
third, second and first associate of each treatment of the 
extended triangular association scheme and pairing the treatment 
with each member of the corresponding associate class. As such, 
this type of design of PDC is called Extended Triangular (ET) 
design. 
The analysis of PDC constructed above follows the pattern 
of the analysis of three-associate PBIB detign. The mean yield 
of the cross between i-th and 3-.th lines is expressed as 
(22.1) 	Yij - ,u+ti+tj+sij+ij 
where ,*z is the effect due to overall mean, t1 and t are the 
g.c.a. effects due to i-th and j-.th lines respectively, s  ii is 
the s.c.a. effect due to the cross ix 3 endis the random 
n 	n 	 3 
error. We assume t t 1 uu'o, Z for each i and that 
i-i 	3.11 J 
t, s and 	are each independently normally distributed withij 
zero means and variances .. 2  and ç2/r if there are r 
replications of the experiment. Fbr design (1), the ti - ird 
associates are sampled giving the usual normal equations which 
involve the usual secondary parameters of the design, which are 
: 146 : 
solely functions of p. Solving the normal ecuations, we get 
estimates of t1 subject to Z t 1 - 0. This, in turn, gives the 
11*1 
sum of squares due to g.c.ao effects as Z tT1, where T1 is 
1-1 
the total yield cf all the crcsses involving the i-th parent. 
The sum of saueres due to s.C.a. effects is obtained by 
subtracting this sum of squares from the sum of squares due to 
crosses. The usual Analysis of Variance and P.-tests then 
follow. 
The variance of the difference between. g.c.a. effects of 
a pair of lines is of three types; V1 -Ver(t1-t) where J..th 
line is crossed with i-th line, V2Var(tj_tk) where k.-th line 
is not crossed with i.-th line but is crossed with a line with 
which i-th Line is crossed; and V3 =Var(t1-t1 ) where l-th line 
Is neither crossed with i.-th line nor with a line with which 
i-th line is crossed. The average variance (D 1 ) of the 
difference between the g.c.a. effects of any two lines is then 
(22.2) 	D1 ft (s 1V1 +s2V2 +s3V3 )/(a1 +s2 .+s3 ) 
In a similar manner, we can get D2 and D3 corresponding to 
desitn (2) and desiFn ( 3) resrectively. These are ultimately 
found to be functions of 'pl only. As such by giving different 
values to 'p, we can study the behaviour of average variances 
z147 i 
in the three cases. 
The efficiency of ErD compared to circulant design (CD) of 
eapthorne and Curnow (1961) for PDC can be obtained by 
comparing the average variances in the two cases for the same 
number of crosses sampled. This has been presented in Table 22,1 
for n-20, p.6 and n-35 9 p-7. 
TABLE 22.1 Efficiency (E) of ETD relative to 
CD in estimating g.c.a. effects. 
CD 	ED 	Efficiency (E) 
20 	al I 	
an
- 
82 9 	0.522 	0.263 	1.986 
83 9 	0.522 	0.277 	1.886 
35 	81 4 2.101 0.725 2.897 
8
2 
18 0.121 0.116 1.046 
83 12 0.210 0.185 1.136 
It is evident from this Table that the efficiency of ED is 
always greater than one and design (1) of ETD is definitely 
such more efficient than the other two designs of ETD. Fr 
n - 35, for Instance. ETD corresponding to design (3) is 14 
per cent more efficient but that corre Bponding to design (2) 
Is only 5 per cent more efficient than CD. 
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23. 	Nerein, P. and Arya, A.S. (1981). 
Truncated trienFular association 
scheme and related partial diallel 
crosses. Sankhya: The Indian 
Journal of Ptetistics, 437eries B); 
93-103. 
Let n, the number of lines randomly arranged, be of the 
form p(p...2)/2 where p is an even positive integer greater than 
6. An association scheme, termed as Truncated Trienpuler (TT) 
with five associate classes and p(pa.2)/2 symbols arranged in a 
square array of p rows and p columns, satisfies the following 
properties: 
(1) 	The positions in the principal diagonal (running from 
the upper left hand to the lower right hand corner) as 
well as in the other diagonal (running from the upper 
right hand to the lower left hand corner) are left 
blank. 
The p(p2)/2 rositions above the principal diagonal are 
filled by the numbers 1,2, .. ., p(p-2 )/2, corresponding 
to the symbols. 
The p(p-2)/2 positions below the principal diagonal are 
filled so that the array is symmetrical about the 
principal diagonal. 
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For any symbol I. the first associates are exactly those 
that occur in the same row cr in the same column as 1 9  
except those two symbols 1' and i' which occupy the 
same tosition as I with respect to the other diagonal 
(when positions above this diagonal are filled with the 
symbols and positions below this diagonal are filled so 
that the array is symmetrical about this diagonal). 
The symbols i and I' are the second associates of I. 
The symbols occurring in the some column as I' or in the 
same column as I" except the common symbol 1" between 
the two cases are exct1y the third associates of I. 
The symbol I" is the fourth associate of I. 
The remaining symbols are the fifth associates of I. 
This gives the usual parameters of the association scheme as 
v'u'p(p-.2)/2, n1 ai2(p-4), n2 -2, n3 ai2(p.u.4), n4 -1, niui(..4)(pi..6)/2. 
Three designs of PDC can be constructed with the help of 
this scheme. In design (1), we can grow all the crosses in 
which a line is crossed with all other lines falling In its 
first associate class, giving 5f12(P-4) and total number of 
crosses as ns1/2p(p...2)(p...4)/2. In design (2), we can sample 
the crosses of the type lxi where I and 3 are third associa-
tes. Here again 
8
2 .'2(p-4) with ns2/2=p(p-2)(p..-4)/2. In 
z 150 
deslpn (3), we can pick up the crosses of the type involving 
lines which are fifth associates, giving s3-(pu..4)(p...6)/2 where 
p must exceed 8. The remaining two designs with s-2 and sml 
corresponding to second and fourth associates respectively are 
not suitable as they lead to singular least squares ecuatlons. 
For the analysis of PDC based on any one of the designs 




where A is a nxn matrix having diagonal elements a all 
equal to a and a 1 a 1 =l If 
A 
the  cross (lxi) is sampled end 
o otherwise, 	v(g11g2,...,p), vector of g.c.a. effects of 




right hand side of the i-.th normal ecuation with Z referring 
j(1) 
to the sunir;ation over lines j crossed with line I in the desi gn 
and C is the total of cross mean yields. If A is non—singular, 
the estimates of g.c.a. effects and sum of squares due to the 
estimates are 
A 	 —1 
(23.2) 	z 
A 	. —1 
(23.3) 	S.S. due to 0A 0 
t 151 z 
and dispersion matrix of the estimates is A a 2 where 
is the variance of 	being (..2 + cr 2/r, r being the number 
of replications in the experiment. The AlTOVA can be set up and 
F—tests applied as usual. 
Since the PDC's under discussion are associated with 
2—plot block designs with TT association scheme having 5 
associate classes where a1,a2,.•.,a 5 take values either o or 1, 
- YN , where N is the incidence matrix of the corresponding 
—1 
PBIB design. As such the number of distinct elements in A 
or in the associated idempotent matrices j's cannot exceed 6. 
Following Bose and Meaner (1959), the latent roots of 
distinct elements of L
,
a and hence the elements of A using 
1 	5 -.1 spectral decomposition 	Z 01 L1 , with 0 as the i—th 
i-c 
latent root, were worked out by a cumbersome procedure given 
in the paper. Finally g 1 's are obtained from these elements. 
For the estimated difference (—gj ) there will, in 
general, be 5 different variances according as the lines i 
and j are first or secorid....or fifth associates. For this 
purpose, one has to write down the association relationship 
among the ri symbols representing the n lines. Let us denote 
A t 
the appropriate variance for the difference (g1—g3 ) by Vk if 
the two lines Correspond to k—th associates. Then 
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(23.4) 	Vk =20(a0u..ak), k-19293,4,5 
j4  
where a , the iJ—th element of A , is a k if the Lines I and 
3 are k-th associate (ku"o,1,2,3,4,5), a0 being in the diagonal 
position. The average variance (V), for comparing the 
efficiency of one design relative to the other, for the same 




For the three designs, V/0- 2 is found to be entirely a function 
of 'p' only and therefore if p is known corresponding to a given 
n, we know the efficiency of the design. It may be noted that 
while design (3) is found to be a three—variance sample, designs 
(1) and (2) are five—variance samples. The average variances 
per unit 	for the three designs for admissible values of n 
between 24 and 180 are presented in Table 23.1. 
the J 4.c.JL 	%J1L 
three PDC's. 
lqo. of lines Design (1) Design (2) Design (3) 
8 3  v-2 2 v-2 83 •V/o- 2 
24 8 8 0.286 8 0.298 4 * 
40 10 12 0.181 12 0.187 12 0.195 60 12 16 0.132 16 0.136 24 0.089 
84 14 20 0.104 20 0.1(17 40 0.052 
112 16 24 0.086 24 0.088 60 0.034 144 18 28 0.074 28 0.075 84 0.024 
180 20 32 0.064 32 o.c65 112 0.018 
* Singular least squares equations. 
 qf,5f 	,. .'4# 	 4_ £.L... 
TABLE 23.1 Average variance of the differ ce between 
- - - effects 
: 153 : 
It is clear from the Table that the average variance decreases 
with Increase In the value of a, as expected. It does not 
change much, if a does not change irrespective of the design 
and value of n. For Instance, with s-24, the average variances 
are found to be 0.0890r-2, o.o86c12  end  0.0880_2 respectively for 
n equal to 60 for design (3), 112 for design (1) and 112 for 
design (2). A cornparlscn of average variances Indicates tht 
design (1) Is consistently more efficient than design (2) since 
for the same value of n and a, the former always has a lower 
average variance then does the letter, though as n increases, 
the differences in average variance tend to narrow down 
considerably. With n-40 0 s-12, design (1) has a lower average 
variance than design (2) as well as design (3). 
z 1% * 
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I. CE!ETIC DIFFERE?'TIATION OF OUAI'TTITATIVE 
C1ARACTS BETh EET 1 POPULATIOrS. 
Several workers, in the past, studied the evolutionary 
changes of quantitative characters by considering two alleles at 
each of the several loci controlling the character and assuming 
an optimum model for selection acting at the phenotypic level 
(Fisher, 1922; Wright, 1931, 1937; Robertson, 1956). For the 
first time, it was Kimura (1965) who considered a more meaning-
ful model involving mutation as producing multiple alleles with 
varying phenotypic effects at each of the several loci effecting 
the trait. He showed, for infinitely large populetions, that 
the distribution of allelic effects tends to be normal at 
equilibrium between selection and mutational forces and that 
the mean and variance of the equilibrium distribution are 
determined by the amounts of increase in mean and variance of 
the fenotypic value per gene per generation as well as by the 
Intensity of fitness function. Chakrnborty and Nei (1982) have 
recently considered a discrete allelic state model of mutation 
instead of continuous allelic state model of Kimura (1965) but 
they 1nored selection and considered only mutation and random 
drift as the forces affecting the changes in the underlying 
gene frecuencies of the loci controlling the character. Such 
an approach, however, needs modification as most quantitative 
characters are subject to adaptive genetic changes and hence 
: 160 
the role of selection cannot be ruled out. 
Although adaptive genetic changes are often the outcome 
of environmental changes in somewhat complex manner, there are 
quantitative characters wherein the effect of environment seems 
fairly simple. skin pigmentation in man is one case which is, 
to a great extent, related to adaptation to sunlight. By 
knowing the sunlight intensity for a given population, one may 
be able to model the evolutionary change of pigmentation. It 
is believed, for instance, that a small group of Caucasian race 
with fair skin moved out of Central Asia around 3C,000 years 
ego and settled in southern parts of America with plenty of 
sunlight. Their skin pigmentation changed, over time, due to 
a shift in the optimum phenotype for pigmentation. Apparently, 
selection of an optimal type must have been at work so that 
individuals further away from the optimum for skin pigmentation 
tended to have lower fitness. If we consider selection along 
with discrete allelic model of mutation and study the variation 
within and between populations when the ropulations have been 
reproductively isolated for a long time, as in the above 
example, we may be able to determine the selective stress due 
to adaptation for the changed environment during the period of 
human migration. With this aim in view, we have developed in 
this study a model for genetic differentiation cf quantitative 
characters between populations or species. 
: 161 : 
The evolution of quantitative characters can be studied 
In either of two ways. We may define and study the underlying 
model entirely at the level of phenotype avoiding any reference 
to gene frecuencies. Lar,de (1976) approached the problem from 
this angle. The other way would be to define and study a 
genetic model assuming that a complete genetic analysis of the 
trait it possible. In this case, we have to start from the 
simplest situation of a single locus with two alleles end 
build over it the more complex systems of multiple alleles, 
several linked loci etc. The results obtained from the simpler 
situation of one or two loci give an insight to the problem 
even though the quantitative trait is governed by several loci, 
possibly linked. We follow this apnroach in the Present study. 
Consider a quantitative character controlled by k loci 
with an infinite number cf possible allelic types at each locus. 
For a given locus, let A1 rerresent an allele occupying state I 
(any integer number from 	to o.) and having an allelic effect 
of Ia. We assume that all allelic effects are additive with no 
dominance and no epistasis and that once A1 mutates, it changes 
to allelic state (1+r) with probability 
(1.1) 	a a -( 	(V2 ) 	 for o<r <m r -r 
2m 
m-.r 
0 1, otherwise 
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where in is the number of discrete steps in which mutations can 
occur. We may note thet this probability law is a shifted 
binomial distribution. If v denotes the mutation rate, the 
absolute probability of such a mutation would be var. If an 
allele mutates but has the some allelic effect 1, the probabi-
lity would be va0 . In the conventional sense therefore, the 
real mutation rate is v' - (1..e)v. 
The selection operates cr the total phenotypic value 
which is assumed to follow a normal distribution with mean Y 
and variance 	with probability density function 
2 
(1.2) 	f(y) 	(]/ojJ)exp[-(y) /2crj,2 ) 
The fitness function for the character value y is assumed to 
be of the form 
(1.3) 	w(y) - w 	exP[_(Y_Y0t)/2cr2] max 
where the quantitative character is assumed to be optimum for 
fitness at Y-Yopt with maximum fitness of wmax and 	is the 
width of the function indicating the rate at which fitness 
declines with deviation of y from the optimum value 
Taking Wmaxl the mean fitness of the population is then 
found to be 
z 163 : 
2 
(1.4) 	W= oW_/exP[s(yyOPt) 
with a 	1/2(a+ c) which Indicates the strength of the 
selection at the group level. Weak selection of optimum type 
is indicated by a large cr ,  for a fixed phenotypic variability. 
For the given iccus, we assume that its contribution to 
Is small so thEt the sub—population of the values of the 
character for those individuals with genotype A1Aj Is normally 
distributed with mean a(i+J) and variancedue to 
environment and effects at other loci. Then the fitness 
function w1 for A1A would be propertional to 
expf...s{a(i+j) - YOPt} I. 
We first take the case when a population evolves from 
monomorphism with an optimum phenotype which can be taken at 
the origin of the phenotypic scale with y opt = o. Let x1(t) 
denote the frequency of allele A1 in genert1on t with allelic 
effect al. Then genotype 
A i 
2 	
j 	 lj 
A would have a mean fitness w - 
2 
exp[ —sa (i+J) ]. This gives the change in the gene frecuericy 




(t) - (l—v')Ex1(t-1 )x4(t-1 )exp[—sa2(1+j) ] 
.1 
2 	2 E arZ "x4(t_l)1x4 (t—l)exp(—sa (1+j+r) ) 
r=1 'j  
2 
+ xi r(t_l)exp(_sa2 (I+j_r) )] 
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where 7A(t) is the mean fitness of individuals at the locus in 
the generation t so adjusted as to make x 4(t)=l. 
jLJ 
In general, this recurrence re1t1on does not yield any 
explicit sciution. As such, it was used on the computer to 
generate the distribution of allelic effects for studying the 
statistical properties both within and between populations. 
However, for mal, it is oss1ble to arrive at an analytical 
solution by approximating the recurrence relation, neglecting 
powers and oroducts of v and a. The mean fitnesE 4s then 
approximated as A(t)Z 	,2 (t...l) where u 2 (t-i) is the 
9A 	 gi 
total genotypic variance contributed by the locus in the 
previous generation (t-l). From the apnroximated recurrence 
relation an expression for the change in the gene fi-eouency at 
i-th locus per generation is given by 
o-2M 
(1.6) 	Ax1 (t) 	_v[xi(t)_.i+1fh_1J+sf 2 2 
When the population reaches equilibrium under the opposing 
forces of mutation and selection, Ax  O giving 
A 	 A 
(1.7) 	it1 (1-SC)x0 
A 	 A 	A 
xi+1_2[1_(C..12)]xi + x11 - o 	for i > 1 
A 	A 	 2 with x1 M x_1 for all non-zero integers I. where S - (sa /v) and 
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,'A 	2 	''2 	2 C - zzx1x 4 (I+j) - (a' /2a ). The recurrence relation for 
Ij 	 ri 
1> 1 Is a second order linear difference equation with variable 
coefficients. For solving it, we trensform It to 
2A 	 2 A 	 2A 
(1.8)& x1+2S[C-. (1+1) ]Ax1+25 [C-(i+l) Jx1 	o 
A 	 (n) 	 (n) 
Substituting x1 r Ci In this expression where I 	is 
factorial furction defined by I 
we get a polynomial equation in I. which in turn is an Identity 
so that each coefficient of I n becomes zero. This ultimately 
'ives two erbitrary so]uticns x11 and x12 of x1 giving the 
A 
general solution x1 = a 1x11 +a2x12,a,, and 112  being determined 
from initial conditions. We finally get 
A 	A. (1) 	 (2) (1.9) 	- x0 fl..SCi +(l-c)(l-.c)j 	+3-sC(6-c) 
+2S(l...C)(4...C)(l.sc)} I
(3) 
 + 00.000*061 
A 
It may be noted, from solution for x1, that since SC has to be 
A2 
necessarily less than unity, o' < (2v/s), giving an upper 
bound to the equilibrium genetic variance in terms of v and a. 
This was found to be true in the results obtained on computer 
using the exact recurrence relation. 
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Apart from the above, the moments of the allelic effects 
as well as those of the genotypic effects were studied enely 
tically for a general m. These moments of the r-th order in 
the t-.th generation are defined by 
00 
	




genotypic effects : ,z.ç(t) - ZEar(i+J) x4(t)x4(t) 
ii 	 4. 	 'I 
Noting that for all 1, x1(t) = x 1 (t) at each generation since 
optimum genotype is at the origin and x1(o)x_1(o) initially, 
the recurrence relationship between even order moments for the 
allelic effects was obtained. This gave a relationship 
between the change of variance of allelic effects at generation 
t, in terms of second and fourth moments as 
AM mva2 + s[M22(t)-M4(t)] 
At ecuilibrium, therefore, 
1' 	A 
2 mva2 (1.12) 	N4 - PT2 + 2s 
Further, since ,u(t) - 2(t) and U4(t) - 21wT4(t)+6122(0 11  




(1.13) 	Am (t) = mva2._.s[p4(t)-2,u22(t)) 
If we assume normality of genotypic values at equilibrium, 
and we get 
A 2 	A - 	-Cr (1.14) 	
8 	
SM! 
where- mva2 is the effect of mutvti.onal change on the 
genotypic value at a locus. This is exactly whet Kimura (1965) 
obtained for his model based on continuous distribution of 
allelic effects. 
Now we consider the case when an equilibrium population 
shifts to a new environment where the optimum phenotype is 
shifted by dcr, units away from the origin. This would 
disturb the equilibrium status of the genotypic distribution 
which would gradually shift to a new optimum. The nature and 
change of genetic variability under such circumstarces were 
analyzed analytically by considering again the recurrence 
relationships of gene frecuency changes and changes of moments, 
remembering that in this new environment, the fitness w1 of 
AiAj would be proportional to exP[—s(a(i+j).-dc-) ). This 
gives finally the recurrence reltionship for the mean geno- 
typic value in the population in two successive generations as 
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(1.15),4(t) '(t-1)-dO-p j I 
At ecuilibrium, therefore, ,,u1 dc, the optimum genotypic 
value. The ecui1ibrium distribution is symretric around this 
optimum while in the transient states, substantial skewness 
might exist. For the genotypic variance, we finally obtain 
(1.16) 	Ao-(t) 	mva2+E[2o- (t)_/u4(t)+,413(t){doj..2/%4(t)}) 
'N 
At equilibrium, ,u 3 ='o due to the symmetry of the distribution 
and with the assumption of normality, we again have the same 
steady state genotypic variance given by (1.14) as we got when 
the optimum phenctype is taken at the origin. Thus, even if 
the optimum is shifted by a certain s.d. units away from the 
original mean, as long as the strength of selection (s) remains 
the same, the genotypic variability eventually returns to the 
original level although the genotypic distribution becomes now 
centered around the new optimum. At the transitory stage, 
however, it is difficult to assert analytically how the variance 
is altered. 
We now consider two linked loci A and B with recombination 
value c at each of which an infinite number of possible allelic 
types can exist. We assume that allelic effects over loci are 
additive and therefore the contribution of the gametic effect 
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of gamete A1B would be a(i+j). The mutational scheme for rn-i 
Is now a two—dimensional extension of the scheme given in 
Chakraborty and !rei (1982) and is shown in Figure 1.1. The 
gamete A1B can mutate to A11B J9 AiiBj. A1B 1 or A1B31 
each with probability (v/2) whereas it does not mutate, having 
the same gametic effect with probability (1-2v). We effectively 
assume that mutations of type A1 B3 to A11B3±1 are negligible. 
The mean fitness of wjjkl  individuals with genotype AIAJBkB.l is 
2 
proportional to exp[ -"sa2 ( 1 +j+k+l) ]. The optimal value of the 
character is taken at zero with optimal genotype A 0A0 B0 B0 having 
relative fitness as unity. Assuming the selection, recombina-
tion and mutation events to occur in the stated order, the 
recurrence relationship between the gametic frequencies in two 
successive generation is written down. Neglecting powers of 
a, v and sy, the mean fitness B(t+1)  at generation (t+1) is 
approximated as WAB(t+l)  Z 1—scr 2 (t) where 04 (t) is the 
genotypic variance at the t—th generation. The approximate 
recurrence relationship is found to be 
AB(t+l)xjj(t+1 ) 	 EZ(lu..2v_8a2z2 )[(l_c)xij(t)xkl(t) 
+c xil(t)xkj(t)l +[(l_c){xi+i, j(t)+xji.j (t) 
+xi,j +i(t)+xj,j...1(t)} +c{xi+1(t)Y(t) 
17C 
v/2 	 v/2 
- A B 	 A B 	 A B - 	- - 
2 
v12 v/2 	v/2 v/2 	v/2 v/2 
v12 	 v/2  
A 0 B 0 	 A1B0 
V/2 	 V/2 
v/2 v/2 	v/2 v/2 	v12 v12 
v/2 	 v/2 





Fig. 1.1 Two loci allelic state model involving 
mutations from AB  to A i B 	 or 
B with probability vf and from 
to A 1 B 1 with nefligible 
prohahilit. - 
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where x1(t) zX14 (t), y3 (t)  = EX
1i 
 (t) are the gene frecuencies 
	
jJ 	j 
of alleles A1 and A3 at the A and B locus respectively. 
In general, analytic expressions for the recurrence 
relationship for the moments of the genotypic distribution are 
tedious to obtain. However, it is easy to see that if the 
population is at linkage eau.Ilibrium i.e. D13 (t) - X13 (t)-x1 (t)y3 (t) 
for all I and J. the above recurrence relationship would yield 
the corresponding one locus recurrence relations already 
discussed. We therefore performed numerical calculations 
Iteratively on the commuter. First gametic frecuencies in a 
particular generation were obtained using the recurrence rela-
tion for given values of a and v. We then obtained the 
distribution of genotypic values and its various statistical 
properties like mean, variance, skewness and Kurtosis by 
forminf genotypes by random union of gametes. The distribution 
of allele freauencies at A and B locus in each generation were 
studied by a statistic of the form 
n2(t) - ZZDj(t)/HA(t) 
ii 	
FIB(t) 
where HA(t) - 1-Zx12(t), HB(t) - l-.ry42(t) are the respective 
i 	 3" 
heterozygosities at A and B locus respectively. 
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Results and Discussion 
Vhen the initial population is considered as monomorphic 
with optimum at the origin, numerical results on the mean and 
within population variance indicate that the population mean 
remains at zero all through but the variance increases slowly 
from zero end attains, at equilibrium, a value determined 
solely by (v/s). This behaviour of within population variance 
over time is exhibited in Table 1.1. 
TABLE 1.1 Within population variance as a function 
of time for different values of s and m 
with v0.0Cl. 
M i 	 m-5 
t 	 8 	 8 
0.001 	0.002 0.008 	0.0(1 0.002 o.oce 
100 0.095 0.090 0.068 0.370 0.296 0.141 
50C 0.576 (.3CC 0.112 0.900 C.577 0.187 
1,0CC 0.568 0.393 0.122 1.104 0.662 0.188 
5 9 0(0 0.772 0.440 0.122 1.307 0.708 0.188 
10 9 000 0.773 c.44o 0.122 1.310 0.708 0.188 
0.774 0.440 0.122 1.311 0.708 0.188 
It Is apparent from this Table that for more intense selection, 
the variance during the transient stage as well as at ecuili-
brium are lower as otherwise expected. Mutation creates 
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variability while selection eliminates it so that for intense 
selection its role is dominant. Also, the atproach to eou.IU-
brium is found to be quicker for more intense selection. 
Compared to one—step mutation, the 5—step mutation case gives 
higher values of within population variance both fcr weak as 
well as for intense selection. 
Vhc?r we shift the optimum to 6 s.d. units away from the mean 
on the right, the transient behaviour of the process as it 
eprroeches the same eciullibrium presents some interesting 
features shown in Table 1.2. 
TABLE 1.2 Statistical properties of distribution of 
gerotyic values as a function of time with 
new optimum at 6 s.d. units away from original 
optimum (v.0.001, sr2V, m=5). 
	
t 	 Mean 	Variance 	Skewness 	Kurtosis 
0 	 0.000 	0.456 	0.0co 	2.741 
50 	 C.37r 	0.728 	0.997 	1.886 
1C( 	 0.930 1.296 C.684 0.433 
5CC 	 3.448 c.815 0.119 c.764 
1,CC;C 	 3.811 c.618 .-0.0C1 1.563 
is 	 4.occ c.456 0.0cC 2.741 
It is seen from Table 1.2 that the mean increases from zero to 
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four at ecuilibrium. The variance on the other hand increases, 
attains a maximum and decreases back to the original value. 
The most interesting feature is, however, noticed in the skew-
ness. Initially, the distribution is symmetrical but as we 
advance in time, its symmetry is disturbed. It gets skewed 
initially and then slowly the skewness decreases, changes sign 
and finally the distribution becomes again symmetrical at 
ecuilibrium. The Kurtosis of the distribution also behaves in 
a similar fashion. Starting from a value very near to three 
initially, it declines to a value less than half but increases 
thereafter and restores the initil value at the ecuilibrium. 
When we consider two populations, in one of which the 
same optimum holds but in the other it is at 6 s.d. units away 
from the optimum in the first population, the genetic differ-
entiation between populations built up over a period of time 
is studied in terms of between population variability measured 
by Bt  as against Vt denoting the within population variance at 
generation t. The behaviour of B t . V. and the ratio (Bt/Vt) 
as a function of time of divergence of the two populations, 
for v-C.001, s2v and m5 is shown in Figure 1.2. As 
against the behaviour cf Vt already discussed, Bt increases 
slowly initially and then almost linearly until it apprcaches 
a plateau at ec,uilibrium. The ratio (Bt/Vt) almost mimics the 






















1 	 10 	 10 2 	 10
3 	 10 
TIME ( t ) 
Fig. 1.2 	Intra— (Vt) and inter— (Bt ) population variance 
components alcng with the ratio Bt/Vt  for 
different values of time (t) of divergence 
between two populations with v=O.COl, s= 2v 
and m= 5. 
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a much higher value at equilibrium. This is becuse while Vt 
decreases, Bt  increases as eouilibriuin is reached. In the 
initial stages, however, Bt  and the ratio are almost the same 
because V has been increasing and reaching a maximum. After 
this stage, at which maximum Vt occurs, the cuentities Bt and 
(Bt/Yt) diverge apart, increasing with time by different 
magnitudes. 
Considering the joint effects of step-wise mutation and 
random drift, Chekrebcrty and Yei (1982) found that the ratio 
(Bt/Vt) increases linearly with time. In this paper, on the 
other hand, where step-wise mutation and centripetal selection 
are taken into account, this behaviour changes characteristi-
cally in that the ratio is no longer a monotone function of 
time. As such, this ratio can be helpful in testing the 
hypothesis of neutr - lity. Further, the ratio is also affected 
by the number of mutational steps. The more the number of 
mutational steps, the less is the ratio at equilibrium. This 
is because Bt reaches the same values at ecuilibrium Irrespec-
tive of the value of m but V attains a higher value at 
ecuilibriuin for a larger value of m. Also, a more intense 
selection leads to a higher value of the retio all through the 
transient stage to ecuilibrium. The ratio (Bt/Vt) can thus be 
regarded as an index for determining the evolutionary forces 
under which a quantitative character changes over time. 
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Considering two loci with gametic selection, the results 
on Vt were obtained for the case when the initial population 
is monomorphic and the optimal genotype is at the origin. The 
results ere presented in Table 1.3. 
TABLE 1.3 Within population variance (V ) as a furction 
of time when the trait is corrro11ed by two 
loci for different values of recombinetion 
fraction (c) with v=C.C(l, 9-5v, rn-i. 
C 
t 
0.0 	 0.25 	 0.50 
10 0.039 0.039 0.039 
50 0.175 0.175 0.176 
100 0.303 0.3C8 0.309 
500 0.618 0.672 0.674 
1,000 0.649 0.719 0.721 
00 0.662 0.722 0.724 
It is apparent that the effect of linkage is not very pronounced 
in the initial stages but at equilibrium it is found to reduce 
the intre-population variance. 
N.B. The work reported above pertains to a research carried 
out jointly with Dr. Ranajit Chekraborty at the Centre 
for Demographic and Population Genetics, 1Iiversity of 
Texas Health Science Centre, Houston, U.S.A. The 
follcwing reseerch paper incorporating these results 
:178: 
has been accepted for publication and is shortly to 
appear in print: 
Nerain, P. and R. Chakraborty (1984). Genetic 
differentiation of quantitative characters 
between populations or species II: Optimal 
selection in infinite populations. Theoretical 
Populetion Biolopy 1 25 (In press). 
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II. PROCY TESTIVC WITH AUXILIARY TRAITS 
As already discussed in Narain (1979) sire index for a 
trait like milk production could be constructed by using the 
technicue of phenotypic index introduced in rarein and Mishra 
(1975) wherein observations on milk could be expressed as 
deviation from their expected values predicted with the help 
of an auxiliary trait such as fat percentage. However, it may 
be more profitable if instead of using the auxiliary trait for 
necessary correction, we may use it in combination with the 
main trait for progeny testing the sire. Searle (1978) 
considered this aspect briefly while dealing with progeny 
testing using Indirect selection. But he restricted himself 
to one auxiliary trait. In this study, we develop a general 
theory of progeny testing with several auxiliary traits. 
Consider k auxiliary traits x1 (i=1,2,...,k) related to 
the main trait y and use the parameters of Tlerain and Mishre 
(1975), expressed in terms of vectors and matrices as 
T 	p p 	p 	T 
ro - ( c1,c2 ,...,ck ), 	- ((R 3 )), 
so 	(4-ho )/h . C 	R 1(h1/h0 ). 
Let the average of the phenotypic values of n progenies of the 
sire for traits x and y be denoted by (Xi) and (y) respect-
ively for i-1,2,...,k. The statistical model In such a case 
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can be set up as follows, 
Ic 
(2.1) 	E[A(y)] - b0  (y) + Z 
where E[A(y)]  stands for the expectation of the breeding value 
of sire for y and b0,b1,b2 ,...,b are coefficients to be 
determined such tlwt the multiple correlation coefficient 
between A(y) and E[A(y)] is maximised. This strategy leads to 
the solutions 
T..1 
(2.2) 	1 0 	2n(l-L g C)/(a - C.,g e.) 
.4 	 T-1 	T-1 	T-1 
(2.3) 	 2n,9 f(uç) —L2 e.) 
where L = [( li 	+(n-1 ).ç]. 0= (l,)E+(n-I)H) (n4), 
-.1 2 2 
A-(4 H .-h0,)/h0 and = (n %)• 
The accuracy of the progeny test measured in terms of the 
maximised multiple correletion coefficient (h * ) is then given Pr 
by 
2 	2 
2 	.e0 )d1 + 2(l+a0)d3- (l.e) (d 1d2-d3 ) , (2.4) 	hpr 	hpr 
2 	 T-1 	 T-1 
where hpr =n/(n+ao ), d1ag £ d2=(-,) g (C) and 
z 1F  
T.1 
d3 = £ 9 
It is interesting to note that when C- 0 i.e. 
- 	for i=l,2,...,k, d2 and d3 reduce to zeros 
and 	- hpr indicating that the accuracy of the progeny 
test is the same as if there were no auxiliary traits. For the 
limiting case when n tends to be infinitely large, we see that 
-1 	...l 	-1 	 (i/n) 
+ 
.q (nsA) = 	[I... 	 ] tends to zero as n-' 
2 
so that d 1, d2 and d3 also tend to zero and since hpr tends to 
1, so does hpr • In fact, with very large number of progeny 
available for a sire, we exDect to know with complete accuracy, 
the breeding values of sire for each of the main and auxiliary 
traits. The index will then help very little as we would be 
virtually selecting on the basis of the main trait only. This 
Was also noted by Pobertson (1961) while discussing selection 
for several traits. 
When the genetic correlation coefficients R 1's are all 
zero, 9 - , 	9 - ( 1+a0 )E giving d1=d3=o and 
	
T-1 *2 
d2 -P £0/(14a0 ). hpr then reduces to 
(2.5) 	-  
2 	2 2 	T-.l 
where a - (4- h0 )/h end h - hJ( 1-1 0R ,) is the 
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heritability of the main trait y corrected for auxiliary traits 
X1,X2,06093Ck which are correlated with the main trait at the 
environmental level only, as given in ?7arein and Mishra (1975) 
and used in 1rarein (1979) while proposing a new sire index for 
milk production. This means that when all the auxiliary traits 
are related to the main trait only at the environmental level, 
the accuracy of the progeny test is of the same form as that 
without any auxiliary trait but the main trait y is replaced 
by the phenotypic index. 
A generalised index for the breeding value of the sire is 
obtained by substituting the optimum values of b0 ,b11 ...,b in 
E[A(y)], giving 
l+a 	 T T-1 P 	P -1 (2.6) 	S1 	2nWk[(y).s.(T°1){(4_C) 
-1 0%0 
	
(~ )) E(x)) 
where 	(1-L Q 1C)/(ua.0) and Q(x ) = 
As expected, when either C1 -P01  or ROI=ROi=O 
for each 1=1,2, . . ., k, the sire index reduces to [2n/(n*a0 )1(y), 
the usual sire index based en daughter's average making 
allowance for finite number of daughters. But when only the 
genetic correlation coefficients Ri's and R j's are all zero, 
C=o, JJ=o so that . - (l+a0),, 9 (l+a0 ), giving the index 
as 








For k-i, this is the same index 88 given in ?Yarain (1979) where 
the auxiliary trait is correlated with the main trrit only at 
the environmental l 	 -1evel. When n, 0 -o and the sire index 
tends to twice the simple daughter average for trait y as it 
should. 
For studying the behaviour of the accuracy of the progeny 
test with auxiliary traits due to variations in the various 
parameters we restrict ourselves to the situation when k=l. 
P In this case, the vectors 	and . reduce to scalars P01 and 
C1 - p 1(h1/h0 ) respectively whereas matrices P and H reduce 
to scalars 1 and (h/h) respectively. The matrix C becomes 
the scaler (h/h)(n+a 1 ) and the vector f reduces to (1+a0 )R 1 + 
(n'-l)C1 . On simplification, we get an expression of accuracy as  
K (2.8) 	 2 	
Pr (C1 .P 1 ) 2 (l+a )/(n.a ) 
2 
where C (C 1-R01 ) +(l-R 1 ) +(n- 
thathpr(k_l) is always greater 
accuracy of the progeny test Is 
/(l 4a3. ). It is obvious 
than or equal to h. The 
thus improved due to inclusion 
of the auxiliary trait. However, since it is now a function 
2 2 p 
of five parameters h0, h1, R01, R01 and ii, we can only 
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numerically study its behaviour. In the first instance, we 
fix n-20 and h 	0.2, the heritability of the auxiliary trait 
and plot the accuracy as a function of h0 for different combi- 
p 	g 
nations of R01 and R. The results are shown graphically In 
Figures 2.1 and 2.2 • The accuracy with auxiliary traits is 
2 
always more than that without it for all values of h0 and at 
every combination of R p i and P. When 	and 	are of01 
opposite signs, the gain in accuracy is more than in the other 
cases and it is substantial at lower values of h0 . When the 
auxiliary trait is only genetically correlated with the main 
trait, the accuracy is more than when it is only phenotypically 
correlated for values of h0 < 0.2 • This phenomenon is reversed 
2 	 2 
when h0 > 0.2 • The effect of h i is shown in Figure 2.3 where 
we fix n.20 and the combination of (%,R) at (+0.59 j 0.5). 
2 	 2 
The curve for h1 =0.5 is hither than that for h,= 0.01 for 
2 
values of h < 0.5, the gain being considerable at lower values 
2 	 2 
of h0 . Beyond 	0.5 9 the two curves seem to coincide all 
along. The most important finding about the accuracy of the 
progeny test is shown in Figure 2.4 wherein It is plotted 
against the group size (n) for h = 0.2 and h=0.2. Clearly, 
p 	Ell the accuracy for all combinations of (R 1,R 1 ) increases 
sharply initially as we to from yizl to n=30 but as n becomes 
















0 	 025 	 050 	 080 
2 
h 0 
Fig. 2.1 Accuracy of the progeny test with one auxiliary 
trait for different values of h, (p 1 , R 1 ) = 
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Fig. 2.3 Accuracy of the progeny test with one auxiliary 
trait for different values of h 2 and h with 
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Fig. 2.4 	Accuracy of the nro 
trait for different 
(Poll R 1 ) = 
( 0.5 9 	0.5) with 
eny test with one auxiliary 
values of group size (ii), 
.5 ), ( 0.5 1 e.c) and 
h 2 = h= 0.2. 
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is important to find that when R.,and R 1 are of opposite 
signs, the curve is the highest. 
The above results on the behaviour of the accuracy with 
variations in progeny group size indicate that if we fix a 
desired level of accuracy say 0.70 or more, we would need a 
smaller number of progeny for the test if a suitable auxiliary 
trait is taken into account compared to the case without any 
auxiliary trait. This can be numerically studied by solving 
the expression for h for n. This gives a quadratic in n 
with two roots of which the positive root is found to depend 
2 2 p g 	 * on h0 ,h1,R01,R01 and of course hpr s Numerically, we obtain 
the results as illustrated in Tables 2.1 and 2.2. 
TABLE 2.1  Number of progeny reeuird for a pre-assigned 
value of accuracy when h 1 -0.2. 
-0.]. 	 h-0.3 
0.0 ±0.5 0.0 0.5 0.0 O.5 0.0 0.5 
000 0.0 +0.5 +0.5 0.0 0.0 C.5 0.5 
0.50 13 11 9 5 4 3 5 2 
0.55 17 14 12 6 5 4 5 2 
0.60 22 19 16 9 7 5 6 3 
0.65 28 25 22 12 9 7 8 4 
hpr 	
0.70 37 34 30 18 12 10 10 6 
0.75 50 46 42 26 16 13 14 8 
0.80 69 65 60 41 22 19 20 12 
0.85 101 97 91 70 32 28 29 19 
0.90 166 161 154 131 52 48 49 36 
0.95 361 356 348 323 114 109 110 94 
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Table 2.1 shows the effect of correlations. It is found 
that in all the cases, the use of auxiliary traits reduces the 
number of progeny required for a pre-assipried value of the 
accuracy of progeny test below the one required if no auxiliary 
trait is used. Also, this rain of reduced number is substan-.. 
tie.l when Rp, and R 1 are of opposite signs and around 0.5 in 
magnitude. For combinations (+0.5, 0) and(0, +0.5), it is 
2 
found that when h0 = 0.1, smaller n is obtained when the corre- 
lation is only at genetic level than when it is only at the 
phenotypic level. This trend is however reversed when h 
2 
= 0.3 
but now the differences are only marginal. 
TABLE 2.2 Number of progeny required for a pre-assigned 
value of accuracy when 	0.5, R 1 -+0.5. 
h; 0.1 	 h-0.3 
h 
* 
Pr 0.01 	0.2 	0.5 	0.01 	0.2 	0.5 
0.50 8 5 3 3 2 1 
0.55 11 6 5 4 2 2 
0.60 14 9 7 5 3 3 
0.65 18 12 11 6 4 3 
0.70 24 18 17 8 6 5 
0.75 32 26 27 11 8 7 
0.80 45 41 44 15 12 12 
0.85 67 70 75 21 19 20 
0.90 113 131 139 35 36 39 
0.95 265 323 333 80 94 iCc 
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Table 2.2 shows the effect of the heritability of auxiliary 
trait. It is epDarent that when ho - 0-1 (0.3) and the accuracy 
aimed at is above 80 (90) per cent, a lower value of h - 0.01 
is to be preferred. There also appears to be a range of the 
values of accuracy, depending on h, in which n does not vary 
much due to a change in the value of h, the heritability of the 
auxiliary trait. 
N.B. The work reported above was presented in the Session 
on 'Animal Genetics and Breeding' during the XV 
International Congress of Genetics held at New Delhi, 
India from December 12 to 21 9 1983. The following 
research paper incorporating these results has since 
been submitted for publication: 
Narain, P. (1984). Progeny testing with auxiliary 
traits. Biometrics ($ubmitted). 
z 192 z 
E?,TCES  
CWCRABeRTY, R. and 1EI 9 M. (1982). Cenetic differentiation 
of quantitative characters between population or 
species. I. Mutation and random genetic drift. 
Cenet. Res., Camb. 39: 3C3-314. 
CIMURA, M. (1965). A stochastic model concerning the mainte-
nance of genetic variability in quantitative chrecters. 
Prcc. ITati. Acad. pci. U.S., 54: 731736. 
LAFDE, R. (1976). natural selection and random genetic drift 
in phenotypic evolution. Evolution, ç: 314-334. 
R0BERT01'T 9 A. (1956). The effect of selection against extreme 
deviants based on deviation or on homozygosis. J. Cenet., 
: 236-248. 
R0BET$0r, A. (1961). selection for several characters. 
Lectures of IT 1hternatior,4 Summer School on 'scientific 
Problems of Breeding Systeris and Breeding Plans 
Dcmesic Animals'. ShrfftnrThe des Max—PliNcIF  
Thatituts ür Tierzucht und Tierernah—rung, Mariensee. 
Special Vol., 213...224. 
SEPLE, S.R. (1978). The value of indirect selection. II. 
Progeny testing. Theor. Apl. Genet. 52t 'Efl-296. 
WRICT, S. (1957). The distribution of gene freouencies in 
Populations. Proc. Natl. Acad. Sci. U.S., 	: 307-320. 
A 	P P E N D I X 
TWENTY - THREE REIDTS 
Reprinted from the JOURNAL OF GENETICS Vol. 59, No. 3, June 1966. 
Pages 254-266 
HOMOZYGOSITY IN A SELFED POPULATION WITH AN 
ARBITRARY NUMBER OF LINKED LOCI. 
By PREM NARAIN 
Institute of Agricultural Research Statistics, New Delhi 
INTRODUCTION 
Quantitative measures of the intensity of inbreeding and degrees of relationship under 
various systems ofmating were first given by Wright (1921) with the aid of path! , coeffi-
cients. The work of Malécot (1948) resulted in.essentially the same formulae as that 
of Wright but his approach was to make use of the probabilities of genes being identical 
by descent at a locus, the coefficient of inbreeding F of an individual being defined as 
the probability that the two genes possessed by that individual at a locus are identical 
by descent. This-could be extended directly to cover cases involving more than one 
locus provided the loci in question are not linked. The exact effect of linkage on the 
rate of inbreeding, however, did not receive attention until Rajagopalan (1958) studied 
its effect on the homozygosity of a selfed population using the generation matrix method 
adopted by Fisher (1949). His study was, however, not general in that it considered 
only two linked loci. Schnell (1961) considered for the first time, the probabilities 
of genes being identical by descent with respect to a given set of linked loci and gave 
generalised concepts of coefficient of inbreeding and panmictic index as inbreeding 
function () and panmictic function (r). But he did not discuss any recurrence 
relation for a system of mating which would indicate how the homozygosity in a popula-
tion increases with generation when linkage is operating. In this paper, this has been 
investigated when the population is inbred by selfing. The study takes into account 
an arbitrary number of linked loci to give a generalised treatment of the problem: 
GENERALISATION OF "COEFFICIENT 01' RELATIONsHIP" 
Consider two individuals X and T having genotypes
. : : a
nd 
respectively where r is the number of loci and the horizontal line 
indicates that the genes above it lie on one chromosome and those below it lie on the 
other homologous chromosome. Taking only the ith locus into consideration, the 
coefficient of relationship between X and T can be defined as 
p'Tr[P(ac) +P(a =d2) +P(b1 =c1) +P(b2 =d)],  
where P(a=c1 ) denotes the probability that a random gene a from X is identical by 
descent with a random gene c• from Y at the ith locus. 
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Taking two loci i and j with a recombination value p,j  between them, this coefficient 
of relationship can be defined as 
P11 	4  
xr [P(aa =c2 ; a5 =c,) + P(b=c; b5 =c,) 
+P(a,=d,: a5 =rd5) + P(b1 =d2 ; b5 =d5)] 
+ j
H  1P(aj =cj ;'bj =dj) + P(b1 =c; a5 =d5 ) 
+P(;=d1 ; b=c5) ± P(b1 = d,; a5 = c5)] 
[P. (a=c; b5 ==c5) + P(bj =rc; a,=c5 ) 
+P(a5 =c1 ; a3 =dj) + P(b=c2 ; b5 =d5 ) 
+P (a=d5 ; aJ=rcj) + P(b2 =d ; b5 =c5) 
	
+P(aj –d2 ; b5 _—d5) + P(b1 =d2 ; ai=d,) 	 (2) 
where P(a1 =c2 ; a5 _—c 3) denotes the probability that a random gene a, from X is 
identical by descent with a random gene c• from rat the ith locus and a random gene 
a5  from X is identical by descent with a random gene c3 from r at the jth locus. Simi-
larly Pfkr in terms of probabilities P(a1 =c5 ; a5=c1; ak=ck) can be defined and 
finally ' j , can be defined in terms of probabilities P (a1 =c1 ; a2 =c2 ; ...... ar=cr).. 
As noted by Schnell (1961), new recombination values are, however, to be introduc-
ed when r> 3 to enable the gametic frequencies to be expressed as linear functions of 
recombination values. With four loci, 1, 2, 3 and 4 for instance, there are six recón-
hination values, p121 p23, p341 p131 p14 and p24 A new recombination value p1234 is requir-
ed to be introduced measuring recombination between the segments corresponding to 
1st and 2nd loci and 3rd and 4th loci. The following relations exist between these 
recombination parameters as given by Geiringer (1944) :- 
P13 = P12 +p23 -2cp12 .p23 , 	- 
P24 	P23+p34-2cp23.p341 
(3) P12+P23+P34-2c (P12.p23+p23.p34 -i--p12.p34) +4c p12 .p23.p341 
P1234 	p12 +p34 - 2c p12 .p34 , 
where c is the coefficient of coincidence. 
When ' c is assumed to be unity, the expression for p xr involves p12 ,p23  and p34 and 1234 
the various compound probabilities. 
INBREEDING FUNCTION AND PANMICTIC FUNCTION 
As introduced by Schnell (1961), the inbreeding function ç of an individual is defined 
as the probability that the two gametes that produced the individual contain , genes 
which are identical by descent regarding a given set of loci. Thus, with three loci, 
for instance, 
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#f,= 
- 	 (4) 
=P (:=;) ill 
Also, the function of inbreeding oxx r of an ofspring resulting from the misting of 
two individuals X and T is given by, for a given set of loci, 
XxT xr 	 ' 
5i 	= Pill .' 	 (5) 
The panmictic function ir of an individual is defined as the probability that the two 
gametes producing the individual contain genes which are unlike by descent for 'a 
given set of loci. The relations between the two set of fUnctions are, for a given set, 
say three loci, given by 
W il l  = - i — j— 01+ '$J+ Jj+ 4/*j ofil
' 	 (6) 4 j rrr 1 1'T-7rJ_1Tj+7Tj+7rJj+7T._7T.5 	j 	 ' 
As pointed out by Schnell (1961), ç and 7r are particular cases of a more general 
quantity e, the probability that the genes are identical by descent with respect to a given 
set of loci and also unlike by descent with respect to the remainder-of the loci. Thus 
with three loci, under consideration, means the probability that the genes are 
identical by descent at the jth and lth loci but unlike by descent at the ith locus. Obvi-
ously then, we have 
 
9c.51 =l. 	, , 	(7) 
We have also, the relations given by 
IT;3 	 I7;jj 
IT; j 	 ' 	 •' 	
'( 8) IT; 	 ' 
IT; = 
ITj = i5i(ij)lIT;j+I;j7T;Jj. 
Similar relations hold with # also. 
RECURRENCE RELATIONS 
(a) Two loci 
Considering only the ith locus, we have already the recurrence relations given in 
Kempthorne (1957),  
(9) 
J£ 	 - 
where 7ri 	0 j and 7r;()  etc. denotes the value of thefunction in the nth generation. 
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if 	 if 





Replacing p,, by A., = 1 —2p t5, the linkage value introduced by Schnell (1961), we 
get 
(n+i) = (i +A 2,) (i + 6 ( ' )'I + / 	(1 —A2 ) ( 
	
+ c6) . 	 (10) 
if 
With the help of the relations 
= 1-7T1—IT1+1T11 1 
=l—ir1 	 J 




if 	T if 
where 	
k., = (i + A2) /2. 
ij 
Since ir ij can be expressed as 	 the recurrence relation (12) can be written 
as 
7Tj - (fl+1) = _ 13 (ii(fl) - e. u• ) 11(i) 	2 	i, 
which on using (9), reduces to 
- k 11 	1 —ks, 	
(13) iJU) 	2 	iJ(i) 	2 if 	 S 
Replacing n by (n+l) in (13) and then substituting (1/2) i ) for 7T; ("+ ) , we get 
- k 1 1 —ks, 	
(14) ii(i) 	2 	,u 	4 ' 
Eliminating 	between (13) and (14), we get thc rccurrczicc relation fbi 	as 
— I +kij 
e1 + 	= 0. 	 (15) LJU) 	2 	*5(t) 	4 o(t) 
The recurrence relation for 	,> is the same as (15), i being replaced byj. 
(b) Three loci 
With three linked loci i, j, and 1, there are three linkage values A s,, A,, and A 
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respectively between ith and jth,jth and /th, and ith and lth loci connected by 
Ail = (1 —c) (A,+A 1 — 1) + c Ail All , 	 (16) 
where c is the coefficient of coincidence. 
When one or two loci are considered, we have the recurrence relations for IT - func-
tions as 
IT ( n+ 1) = 	1(n) 	1 - 
.(17) 
7r ("+I) 	kii 
 7T  
*1 	2 	a• 
When all three loci are taken into account and X is compared withitseif, using (5), we 
get 
	
+A +A21 P +  J 	iii 
+ 
[i +_x] [+ Ofts)] 
_A2 	n 
 [+;] 11 04 1 1
l-kI1_A2_A2+A2
a
] [ n+n]. 
L 	i 	ii 	 i i t 	 (18) 
Making use of (6), (9), and (10) this can be expressed. as 
IT (n+l ) _k [1+A2 +A2  +A21 	 9 L 	" 	iLJ iii 
With no interference, c = 1 and (16) is simplified. The recurrence relation (19) can 
then be expressed simply as 
fk 5 k\ 
(,) 	 (20) 
where 
k ij = (1 +A2 ) / 2, and k= (i +A2 ) /2. - 
The relations (8) enable i 	to be expressed in terms of the 6-function and the IT- 
function of order lower than three and since the. recurrence relations for these IT-
functions, are given by (17), the recurrence relation (20) can ultimately lead to the 
following recurrence relations for e-functions. 
- k 5 +k 5 Ic1 	(n+1) 	. kjk 	> -o. 	 . 	(21) 
2. iJiU) 4 
— k11+k15k51 (n+1) + 	 = 0; 	 (22) i5i(j) 	2 	iJUJ) 	 4 	iii(i) 
(n+2) — k1j+k5/j 	+i 
 + 




e(tI+4) _1 +k+k1+k15k5 e 3 + 	 + 
k ijk jlk il  
iii(ii) 	1 	 2 	 4 
(n+2) - k1 k 1 +L- 15kz + k5k1k1 +k1kik11 	+ 	
= 0; 
	(24) 
ijl(ii) 	 8 	 iiiun 	16 	iji(ij) 
	
1 +k +k11 +k11k5 e8 +kuj +k15 	 ±kk5 6(n+2) 
MUD 	 2 	iii(JZ) 	 - 4 	 jILUS) 
- 	 (n+1) +ku,kutkj1 e' 	=0; 	 (25) • 	8 	 iilUi) 1IZ(,l) 
(n+4) - I 	 (n+3) 	 (n+2) 
i1i(ii) 	 2 	iJIUi> 1 4 	 j5j() 
22 	/c2k2. - k 15k 1 	 + k1,k1 
+ ---- e 	=0. 	 (26) 8 	 iiiun 	16 	ilUii) 
(c) More than three loci 
The recurrence relations for the panmictic function ir for the two and three loci 
cases given respectively by (12) and (20) show a general trend. For instance, for the 
four loci, 1,2,3 and 4 it would be given by 
( n+i ) i ( I +A2 +A2 + +A2 +A2 +A2 +2 ) ir . 	 (27) 
1234 	 12 	23 	34 	13 	14 	24 	1284 	1234 
With no interference, this would, in view of (3), reduce to 
1234 
where k 0 — ( i +A2 ) /2, 
Thus, provided there is no 
iT (1 ) 
- 	 123...? 
(28) 
2 	/ 1234 
(ij) =(12),(23),(34). 
interference, the recurrence relation for 1T123•, ,. is given by 
(_k12k8 .."(rj)r ' 1T' 	 (29) 
2 	1123...? 
l+.2 1+(1 -2p)2 
where k5 
= 2 = 	2 	p,j 
being the probability of recombination between 
itli and j=(i+l) th loci. 
SOLUTIONS FOR RECURRENCE RELATIONS 
(a) Two loci 
If we initially start with a double heterozygote, 
(o) = (o)= V  (0) =1 
ii 	i 	I 
(o) = o) =Q 	 (30) 
jJ(j) 	ilU) 	• 
- 	 (o) = 0. 
*1 
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The -inbreeding function 	after n generations of scifing would then, in view of (11), 
be given by 
"=1-2() + (kii) . 	 (32) 
ii 
This result agrees with that given by Rajagopalan (1958). 
Since 	and 	can be expressed respectively as (1Tj,—n) and (7r,-1r), the 
solutions for e-functions can also be obtained with the help of (31) as given below. 







• (b) Three loci 
Again, initially starting with an individual heterozygous for all the three loci, the 
values of all the ir-functions are unity whereas those of - and -functions are zero 
in the zero-th generation. The solutions for the recurrence relations for ir-functions 
given by (17) and (20) are 
= ()n 
(k11) 
	 (34)  




ill\ 2 j 
Tue inbreeding function 	after n generations of selfing would then become, in view 
of (6), 
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(k)'4 	
(35) 
The sölutionsfor i-functions can similarly be obtained with the help of (8) and (34). 
Four loci 
Starting with an individual heterozygous for each of the four loci 1, 2, 3 and 4, the 
	
solutions for various 7-functions would be given by 	 - 
7TI')= () , 
	
( j)=(l2), (23), (34), (13) (14), (24) 
si 	2 	
(36) 
r(")= (!LL1) , (YI) =(123), (124), (134), (234) 
01 	2 
- (k12.k23.k31r 
1234 	\ 	2 	1 
The inbreeding functionafter 72 generations of selling would then become 
1234 
061) — 1 	k 12 	23 	 'a) , 	(1-14).- 	k 7T) (k k_ 	 + 
24) 1231 	 + T) 2 	T + (L2 
(
L,2k,,,) ". (/c 23k 34\ '4 k13k34\. (k12k24\(k12k23k34\ '4 (37) 
2 2) 2) 2) 2) 
More than four loci 
The results given by (32), (35) and (37) show a general trend. Thus, provided there 
is no interference, the inbreeding function 0, after n generations of selfing, having started 
with an individual heterozygous at each of the r loci involved, would he given by 
 
- 	+(_)r(2klS(l)r)'4 , 
where 2 is summation ovci'c 2 values of k given by k 12 ,k 23 .....k 13 ,k 14 .....k (r_I)y . Simi-
larly £ is summation over rc3  pairs of k values. The appropriate pair of k values 
involved would depend on the three loci selected out of r. For instance, if I st, 4th and -
9th loci are forming a trio, the two values will correspond to linkage between 1st and 
4th, and 4th and 9th loci. Similar considerations are involved for other summations. 
The result given by (38) would reduce to 
 
3 
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if all the loci are completely linked between themselves leading to all ks being 1, wh 
as it would reduce to 
(40) 
123.. 
when there is no linkage between any pairs of loci i.e. all k values are each equal to 1/2. 
MEAN AND VARIANCE OF THE NUMBER OF Loci HOMOZYGOUS BY DESCENT 
As can be seen from the above considerations, when there are more than one locus, 
there is a distribution of-the number of loci homozygous by descent. The proportion 
of homozygosity by descent for 0, 1, 2,. . . loci depend on the Ic values, and the 
number of generations a population is inbred. The mean m and variance v of this 




flJ.r2 3, etc. 	 (41) 
where L' implies summation over rC2 values of i, i.e. summation is, over all the pairs of 
loci which are distinct. Expressed in t 'erms "ofo i  and ç6, these are given by 
ii 	 . 	 (42) v =r,6 (l —r#") +2LrY". 
'I 
RATE OF INBREEDING 
'Defining the rate of inbreeding in the nth generation as 	
= 1 _.n- J , it may 
be seen that with one locus it is independent of the generation, whereas with more 





12 	 12 
(fr) (kn-'_kn ) + (kn-1 _kn) + (kn-1_kn) J ] ' 	(43) 123 	 12 	12 	23 	23 	13 	13 
(n) 	_ () [1_-L.~ ,1 (kw1._ka)]. 
123...? 	 r 	, 
NUMERICAL RESULTS 
Tables 1 and 2 respectively give the values of the e-function for the case of two 
and three loci, together with the means, variances and the rate of inbreeding over a 
period of five generations, assuming certain arbitrary recombination values. 
11 
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Table 1. 	Values of &ftnctions upto five generations for two 
loci with P1230 
1 2 	3 4 5 
2900 •0841 	0244 -0071 •0020 
6120) •2100 •1659 	•1006 0554 0292 
•2100 •1659 	1006 0554 0292 
012 2900 5841 	•7744 8821 -9396 
m 1.0000 1-5000 	17500 18750 1-9376 
V •5800 •4182 	2363 -1236 0825 
812 -2900 4142 	-4576 4774 •4877 
Table 2. Values of e-functions  upto five generations for three 
loci with P12'30 and P2320 
.1 2 3 4 5 
7T 123 •1972 •0389 -0077 . 	 -0015 0003 
e23(I) -1428 -0767 -0316 •0119 -0043 
623(2) 0628 -0287 •0099 0031 -0009 
612.10) •0928 •0452 0167 0056 •0017 
6123(12) -0972 -1057 -0758 •04 -0257 
-1472 •1372 -0907 •0523 -0283 
623113) -0672 -0892 0690 -0435 -0249 
0123 1928 •4784 -6986 •8361 -9139 
M 1-5000 2-2500 2-6250 2-8125 29064 
v 10300 7221 •3970 -2025 -1004 
8 323 	 -1928 	•3538 	4222 	-4562 	-4747 
It is observed from the above tables that the rate of inbreeding increases with further 
generations of selfing and that it is more for two loci than for three loci in every 
generation of selfing. 
Tables 3 to 7 give the values of the inbreeding function for the case of three loci upto 
five generations of selfing with various combinations of values ofp 12 and p28. 
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Table 3. Values of the 0-function after one generation of selfing for three loci 
	
Pis 	 0 	 •3 
o 	5000 	4100 	2900 	2500 
.1 	 •3338 	2322 	•2100 
1618 	•1450 
• 1250 
Table 4. Values of the çb-function after two generations of seijing for three loci 
'N 	
0 	 1 	 .3 	 .5 
P23\ 
0 	7500 	•6681 	. '5841 	•5625 
•1. 	 •5957 	•5186 5031 
.3 	 •4524 4381 
.5 . 	 •49 
Table 5. 	Values of the #-function  after three generations f selfing for three loci 
N 
12 0 	 •1.. 	3 
P23- 
0 	8750 	'8189 	.7744 •7656 
7677 	'7246 . •7171 
.3 	 . 	 •6846 6776 
.5. '6699 
Table 6. 	Values of the-function after four generations of selfing for three loci 
P23  
0 	•9375 	.9033 	' 	 8821 P8789 
.1 	 8711 	- 	'8499 '8469 
.3 	 . 	 •8298 '8270 
'8240. 
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Table 7 Values of the ç6-funaion after five generations of selfing for three loci 
0 	•l 	•3 .5 
P,a\ 
o •9688 	•9491 	•9496 •9385 
'I '9305 	9206 9197 
'9113. 9103 
.5 	 '9093 
It is apparent from the above tables that the range of effect of linkage on-the homozy-
gosity of a selfed population is maximum after one generation of selfing and goes on 
decreasing with further generations of selfing. This may be measured as the difference 
between the values of q-function in the totally linked and unlinked cases. It is -3700 
after one generation, 3281 after two generations, '2051 after three generations, 1135 
after four generations and '0595 after five generations of selling for three loci. It is 
also seen that this range is more with three loci than with two loci in each generation 	 * 
of selfing. The above differences in the values of -function for two loci are •2500, 
'1875, '1094, 0586 and P0303 respectively after the 1st, 2nd, 3rd, 4th and 5th generation 
of selflng. 	- 	 - 
It is also found in the case of three loci that after one generation of selling the pairs 
- of values for p12 and p23  can be ranked, in descending order of their effect on the homo-
zygosity, as (0, 0), - ( - 1, 0), (.1, .1), (3, 0), (5, 0), (3, 1), (5, .1), (P3, .3), (.5, .3) and - 
('5, 5). This ranking also holds true after two generations of selfing whereas after 
three generations, the effect of (.1, .1) and (3, 0) are almost the same. After four and 
five generations ofselflng, the ranking is (0, 0), (.1, 0), (3, 0), (5, 0), ('1, .1), ('3, .1), 
(.5, .1), ('3, '3), ('5, .3) and (5, 5). Thus, with two generations of selfing (1, .1) 
maybe regarded as producing a tighter linkage than (.3, 0) or (.5,r0)• 
SUMMARY 
Ageneralised 'coefficient of relationship' between two individuals X and r has been 
defined with any number of linked loci. 	 S  
Recurrence relations for -, 	
- 
r- and e-functions (Schnell, 196 1) in the case of two 
and three loci have been obtained. - 	 - - 
Solutions for recurrence relations have been given for -function upto the case - 
of any number of linked loci. 	 - 
It has been found that the effect of linkage on the homozygosity of a selfed popula-
tion is more with a greater number of linked loci and is maximum aftçr one generation 
of selfing. With three linked loci, the pairs of values of p12 , p23  when taken as (.1, .1) 
exert a greater effect than (.3, 0) or (.5, 0) but this is true only upto two generations 
of selfing. 	 - 
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5. With more than one locus, the rate of inbreeding is not constant with further 
generations of selfing. It depends on the number of generations of selfing and the 
recombination values. 
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EFFECT OF LINKAGE ON HOMOZYGOSITY OF A POPULATION 
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THE effect of a given system of consanguineous mating on the degree of homo- zygosity of resulting individuals was studied by WRIGHT (1921), MALCOT 
(1948) and FISHER (1949) using different approaches. KEMPTHORNE (1957) 
gives a comparative evaluation of these approaches. So far as the study of homo-
zygosis under various inbreeding systems is concerned, the so-called probability 
method due to MAL1COT which makes use of the probabilities of genes being 
identical by descent, appears to be simpler than the generation matrix method 
given by FISHER and more general than the method of path-coefficients developed 
by WRIGHT. KIMURA (1963) developed a method based on simple probability 
calculations which is similar to MALECOT'S approach but not identical to it. 
I-IALDANE (1949) used MAL1COT'S treatment to study the association of pheno-
types due to two linked loci under inbreeding and defined a coefficient of inbreed-
ing for a linked gene pair. SCHNELL (1961), however, generalised the so-'called 
probability approach of MALICOT for an arbitrary number of linked loci and gave 
some general formulations of the effects of linkage in inbreeding systems. NARAIN 
(1965) used this method to study the homozygosity of a selfed population with 
an arbitrary number of linked,loci. Recently SHIKATA (1965) discussed a gen-
eralisationof the inbreeding coefficient in the form of a vector with components 
which are related to the inbreeding and panmictic functions defined by SCHNELL.. 
In this paper the concept of identity by descent, has been adopted to study the 
honiozygosity of a population under mixed selfing and random mating, for the 
case of an arbitrary number of linked loci. Such a system of mating was studied 
earlier by BENNETT and BINET (1956), BINET et al. (1959) and KIMuIt (1963) 
for the case of two linked loci and by GHAI (1964) for the case of independently 
segregating loci. S 
One locus: Consider the ith locus with alleles A and a and let the original pool 
consist of the gametes A and a, with frequencies u i and v i respectively. Then the 
probability that the two different genes in the pool are not identical in state is 
2u 1 u. Let the population undergo inbreeding.  Then an inbred individual can 
possess genes at the ith locus which are either identical' by descent or not identical 
by descent. Let the probabilities of these two events be 4,  and 7rj respectively. An 
individual can, therefore, be heterozygous if it carries the genes at the locus which 
are not identical by descent as well as which are not identical in state. The 
probability of heterozygosity is, therefore, 2u j v j 7r i and since the gene frequencies 
u i and v i  remain constant in the absence of selection, this probability .is propor- 
Genetics 54r 303-314 July 1966. 
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tional to ri. This is WRIGHT'S panmictic index which is used for deriving recur 
rence relations under various systems of inbreeding. 
When the population is undergoing selling, the panmictic Index ir with respect 
to the ith locus is.known to have the following recurrence relation (KEMPTHORNE 
1957) 
ir  
where the upper suffix refers to the generation number. Let there be a constant 
probability s of selfing and of (l—s) of mating at random. Then an individual in 
the nth generation can possess the genes at the locus which are not identical by 
descent if either it is an offspring resulting from the randomly mating individuals 
or if it is. an offspring of such a selfed individual in the (n—i) th generation 
which possesses genes at the locus which are also not identical by descent. In 
other words, the recurrence relation for,7r i  under the mixed selfing and random 
mating would be given by 
= s 	 + (1 —S) (2) 
The recurrence relation (2) gives the following solution: 
(_)fl} + (f)Th 7r° 	 (3) 
The coefficient of inbreeding c/ j is then calculated by (1 - 	As n tends 
to infinity, 7r i  tends to 2(1—s)1(2s) and 0 to s/(2—s). Let the initial popu-
lation he random mating, so that 7r 0 =1. The rate of inbreeding in the nth 
generation can then be expressed by the following relation 
8(n) = 
Oi (n-i) 
=1—(s/2) 	 (4) 
Alternately, this rate can also be measured by 
log(s/2) 	 . 	 (5) 
It is interesting to note that the rate of inbreeding with one locus is constant from 
generation to generation. 
Two loci: Consider ith and jth loci with alleles A, a and B, b respectively. Let 
the original pool consist of the gametes AB, Ab, aB and ab with frequencies uu,, 
u 1 v 1 , vu1 and vv, respectively where u j and v j are the gene frequencies for, 
alleles A. a and u, and v 1 are those for B, b. Such a choice of gametic frequencies 
assumes an initial random mating population which is in equilibrium. Then 
the probability that the two different gametes in the pool are not identical 
in state. with respect to both the loci is. 4U1UJv I VJ. On inbreeding, an individual 
can possess genes at the ith and jth loci such that either (j) genes at both the loci 
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are identical by descent, or (ii) genes at the ith locus are identical by descent 
but at the jth locus are not identical by descent and (iii) genes at the ith locus 
are not identical by descent but at the jth locus are identical by descent or (iv) 
genes at both the loci are not identical by descent. Let the probabilities of these 
four events be o ij , tjj(j), E,J(J) and7ri, respectively. An individual can, therefore, 
be heterozygous with respect to both the loci, if it carries the genes at both the 
loci which are not identical by descent as well as which are not identical in state. 
The probability of heterozygosity with respect to both the loci is, therefore, 4 
u 1 uj v 2 vj 7rij and since the gene frequencies u, v, u,, v, remain constant in the 
absence of selection, this probability is proportional to7r ij . This is the generalized 
panmictic function for two loci due to SCHNELL, which can b d for deriving 
recurrence relations under various systems of inbreeding. 
When the population is undergoing selfing, it was shown by NARAIN (1965) 
that the panmictic function , has the following recurrence relation. 
7T= (4L) 	 '(6) 
where /, = p2 j + (1 —p) 2 , p, being the probability of recombination between 
the ith and jth loci. When there is a mixture of selfing and random mating, it 
can be shown by the same arguments as given under one locus case, that the 
recurrrence relation for 7rij would be given by 
	
=s {(ki) (n_i)} + ( 1—s) 	 (7) 
The recurrence relation (7) gives the following solution 
= 2(1—s) 	- (_)n} 
+ 
(sk1) 	(0) 	(8) " 	(2—sk) \-2 . 	2 
The function of inbreeding 4)  is then calculated from the following relation 
7T' 	+ 7r 	 (9) 
I) 
with the help of (3) and (8). As n tends to infinity, we get the following limiting 
values of irj and o ij 
Lt 	(n) 	
2(1—s) 
n-. oIj (2—sk15) 
(10) 
Lt 	= 
- 4(1—s)  
(2—s) 	(2—sk) 
Considering initially a random mating population, 7r ° 1 and rate of inbreeding if 
8Y> is then given by  
Lt 	_4(n_i) 
= 1 - (-) d/d -') 	 (11) 
where 	
/




Alternately the rate can be approximated as 
- - loge{() d-1> } 	 (12)
ij 
The rate of inbreeding, therefore, varies from generation to generation. 
Three loci: The discussion'given under two loci case can be generalised to three 
loci i, / and 1. Provided the initial random mating population is in equilibrium 
so that the gametic frequencies are the product of the respective frequencies of 
genes, it can be seen that the probability of heterozygosity with respect to all the 
three loci is proportional to 7nJ1 which is the generalised panmictic function with 
respect to three loci. Thus the heterozygosis with respect to all the loci for a selfed 
population can be studied from the recurrence relation for irjz given by NARAIN 
(1965) as 
= (kk3i) 	(n-i) 	 (13) 
where k j t =p2 + ( 1'—p,) 2 , it being assumed that there is no interference and 
pit being the probability of recombination between /th and lth loci. 
For the mixed selfing and random mating under consideration, the recurrence 
relation would be given by 
	
7T 
= s {(kikii) (n-1)} + ( 1—s) 	 (14) 
1ji 
The solution of this recurrence relation is given by 
• 	 - 2(1—s){1(skikii\ 	
j 	
(0) 	(15) iji (- ('2—sk j k 51 ) 	2 / - + 
	
)n Lit 
The inbreeding function 	is then calculated from the relation 
- 	- ii•' + ir + irY + 	- 	 (16) lit 	 I 	I it 	,t 	jt 
with the help of (3), (8). and (15). As n tends to infinity, we get the following 
limiting values 
Lt 7r 	2(1 —s)/(2— sk 11 k 1 ) iji (17) 
1 
U 	(n) = 1 - 6(1—s) ± 2 (1—s) { -. (2—sk t1 ) 	 ) 
+ 
() + (2k } n t 	 (2—s) 
- 2(1—s)1(2—sk 1j k 1 ) 
where k 11 = (1 - k - k 11 + 2k 1 ,k, 1 ). Initially starting with a random mating 





, Lt, , 	
} - 
1 - (s/Q.) (d/d()) 	 (18)iji 
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where 
d = (---) - 2 (2—k,/2—sk1,) k' ip 
- 2(2 - k j /2 - skji) k' 
_2(2—k1/2 —  Skit) k' 
+2(2—k, 5 k,z/2S/ljki1) k'.'k'y 
Alternately, it can be approximated by 
—loge ((s/2)(d/u1j1)) 	 (19)AjI Iji
Generalisation to an arbitrary number of loci: Consider r loci, 1,2,3 --- r.  
Under 
the assumptions stated in previous sections, the recurrence relations for 1-function 
are given by 
W 	+(I —2w),  i = 1,2,------r 
= w r7 + 	( 1-2w), i < j, i = 1,2,------(r-1) 
j = 2,3,------(r) 
(20) 
+(1-2w), i < j < 1, i 1,2,------ 
j2,3,------(r- 1) 
1=3,4,------(r) 	 V 
W 	7r 	+ ( 1-2w) 	 . 
where 
= W,23--.-(r-2) k(r--2),(r--1) 
WI2: ---- (r) = W123-.-(r-i) k ( r1),(r) 	 .• 
The solution of these recurrence relations is given by 
= ((1-2w)(1—w)/(1—W)) +W"1r ,i1,2,3 ....... r 
= ((1-2w) (1—w,)/(1 — w)) + w 1 J, i  <1, 
i1,2 ------ .(r—l) 
jl2,3-------(r) 





= %((1-2w) (1—w 3 	)/(1—w 13 )) + U3r 123 ...... r 123 
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The inbreeding function 	is then calculated from the relation 
IL 
lir+ir(r) 
- 	 i 	
& 	i<) 
— + ----- 
+ () r 	 (22) 
As n tends to infinity, the inbreeding function. cb tends to the following 
limiting value 
Lt j 	 r > = 1 — 	( 1—W) - 
	( 1-f 	
+ 123.--r iv 23 ) 	4< 1 < ( l — u.',z) 
+ 	 (23) 
1 
-- 	 ()T(l_Wi2ar ) }  
Initially starting with a random mating population, the rate of inbreeding with 
respect to r loci is given by 
(n) 	- 









{r/(1—w)) - ur' 
{ 
2<) 
- 	(2w—w) w?Jt/(l—wj) 
-------------- 
+  () r(ww13  ) U//(1 w1)] 
Alternately 	can be approximated by 
23 	 loge { w d/d(,?') ) 	 (25) 
Numerical analysis. In order to study the effect of linkage the case of two loci 
ith and jth involving one function of recombination parameter k = p 2 + ( I—p) 2 
is taken up in detail. Assuming that initially the population is in equilibrium 
under random mating a1one the value of = 1, so that the function of 
inbreeding 4 ( ' ) with respect to two loci in the nth generation, as calculated from 
(9), is given by 
= s{2k(1—s) + s(2—k) }/(2—s) (2—sk) 
— (2s/(2—s)}(s12) 
+ (s(2—k)/(2—sk))(sk/2) 	 (26) 
whereas the rate of inbreeding S as calculated from -(11) is given by 
= 6(s,k,n) = 1 - (s12) [(41) - 2(2—k/2.—sk)k] 	(27) 
[(4/2—s) - 2(2—k12—sk)k'] 
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These two functions, in variables s, k and n were studied numerically on the 
1320 IBM Electronic Computorat the Institute of Agricultural Research Sta-
tistics: The extensive tables are, however, not reproduced here. 
(a) inbreeding function-. (s, k, n). It is apparent from the numerical results 
obtained for this function that the inbreeding function p increases for increasing 
amounts of self-fertilization for a fixed value of linkage after each generation of 
mixed selfing and random mating. Also, for a fixed level of selfing, it increases 
as recombination probability decreases from 0.5 to zero after each generation of 
mixed selling and random mating. The value of k as .5 corresponds to no linkage, 
whereas the value of k as 1.0 corresponds to complete linkage. Therefore, the 
range of the effect of linkage can be studied by taking the difference in the values 
of inbreeding function for k = 1.0 and k = 0.5 at a fixed value of s after each 
generation of the mixed system of breeding. Using (26) this difference is given by 
Xçb(s,n) = 0(s,k1.0,n) - (s,k=0.5,n) 	. 
(2—s)(4—s) {2(1—s) + (4—s) () - 3(2—s) 
= 	S 	(22n+1 - 22n+1s + (2n+2 - 6) S - (n - 3) 5n+1) 
221 (2—s) (4 — s) 
= 	( 2°-' - 22 (a-2) s -- .(1 -f--42.2 ) 22 (n_3 ) 2 
- (1+22 + 23  ) 22() S3 
-(1+2  2  + - - -.- + 2n-1) nI) 
(n-2) T 	 3 2(+2)_ 
	
{ 	) } s 2 . 	 (28) 
Clearly this difference depends on n as well as s. At a particular integral value 
of n, it is a function of s and its various powers. The rate of change of z4i with 
change in the value of s, at a fixed n, is given by 
= 	(2) {(2(r+2) - 3) (r+2) } s'' 
	 (29) as 2 -- ) 
Also 
(n-2)  [ (2(+2) —3)(r+2)(r+1) 1 
L 	 22(1+2) 	J
sr 
(n-2)  [(2(r+2)_3)(rl2)(r+1)] 
Since the expression under the summation sign in (30) is positive for r> 0, it 
follows that 4(s,r) has maxima for n > 2 at values of s given by the roots of 
the (n— i )th degree equation, 
(n-2) r (Qr+2 - 3) (r+2) 1 
_ 	 ') 	j 	
-- 	1/ 	- 	 ( 31) 2  
For n=2 however the equation (31). gives a solution s2 which lies outside the 
permissible range of s, namely 0 <s < 1. Hence it follows that i(s,n) has 
maxima for n > 2 at values of s lying between 0 and l'obtained by solving (31). 
For n1 and 2, the maximum values can be taken as those corresponding to s!. 
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TABLE I 
Maximum values ofAO-function 
Maximum value 
(s) s of AO 
1 (s/4) 1.00 0.2500 
2 (s14) - (s2116) 1.00 0.1875 
3 (s/I.) - ($2116) - (5s3/64) 	 . 0.80 0.1200 
4 (s/I.) - (s2116) - (5s3164) - (13s41256) 0.70 0.1054 
5 (s14) - (s2116) - (5s/64) - (13s4/256) - (29s5/1024) 0.60 0.1019 
Maximum values of AO corresponding to values of s falling in the permissible 
range, for n= I to 5 are shown in Table 1. 
It is evident, therefore, that the range of the effect of linkage goes on increasing 
with the increase in the amount of self-fertilization for the first two generations 
of the mixed system of breeding. In the subsequent generations, the range of the 
effect of linkage increases up to a certain value of the proportion of self-fertiliza-
tion and decreases thereafter. 
(b) Rate of inbreeding-8 (s,k,n). From the numerical results obtained for this 
function it is seen that the rate of inbreeding 8 decreases for increasing amounts 
of self-fertilization at a given value 'of linkage after each generation of mixed 
selfing and random mating. After the first generation, the rate of inbreeding 
increases for decreasing values of recombination probability from 0.5 to zero at 
all levels of selling. After the second generation, however, this linear trend is 
true only for values of selfing up to 0.5. For values of s beyond 0.6 in second 
generation and for all values of s in subsequentgenerations, the trend is quadratic 
i.e. decreasing first,, attaining a minimum and then increasing. The points of 
minima for the-function S can be obtained from the equation: 
S (s,k,n) 
	
= 0, (n>1) 	 . 	(32) 
i.e. from the equation, 
(2—s) (2—k) 2  k' - 2 sn/c' + 2 { 2(n+1) + 3 s(n-1)) /c2 
+4{(2.—n)s-3n}/c+8(n---1)=0, 	(rz>1) 	(33) 
It can also be noted that when the linkage is complete, i.e. k = 1.0, the rate of 
inbreeding is the same after each generation for a given proportion of selfing. The 
range of the effect of linkage can' be measured by 
8(s,n) = S(s, Ic = 1.0, n) - 8(s, k = 0.5, n) 
- 3s(2—s) (1 )'21 
1 -'3(2—s) 	(1 )fl_1 	 (34 
- (4—s) 	'2 	 (4—s) . 2  
This goes on decreasing with n increasing. In fact after four to five generations 
of the mixed system of breeding, presence or absence of linkage practically makes 
little difference in the rate of inbreeding. 
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DISCUSSION 
It has been demonstrated by NARAIN (1965) and also in this paper how, with 
the use of the concept of identity by descent, the recurrence relations for the 
panmictic functions with an arbitrary number of linked loci can be obtained for 
the case of (a) selfing and (b) mixed selfing and random mating with consider-
able ease. In the case of (b) the initial population has been assumed to be in 
random mating equilibrium so that the gametic frequencies are the product of 
the gene frequencies and therefore do not undergo any change during the subse-
quent generations as a result of the given system of mating. In such a case, the 
probability of heterozygosity in any particular generation is simply proportional 
to the panmictic function, the constant of proportionality depending only on the 
gene frequencies and therefore the changes in the value of panmictic functions 
directly reveal the changes in the heterozygosity of the population. If the initial 
population is an arbitrary population not in equilibrium, the recurrence relations 
obtained in this paper for the panmictic functions would still hold true because 
their derivations do not employ the assumption of the equilibrium. But now the 
proportion of genotypes heterozygous with respect to a set of loci in a particular 
generation would not only depend on the corresponding panmictic function but 
also on some other factors related to the amount of disequilibrium except when 
s = I. After practising the given system of mating for an infinite number of 
generations, however, the additional factors would disappear so that in the limit 
the heterozygosity would bear again the same simple relation with the panmictic 
function as if the initial population had been in equilibrium. Fr the case of two 
linked loci the relationship between the heterozygosity and the panmictic func-
tion in any particular generation when an initial arbitrary population is subject 
to the mixed selfing and random mating, can be easily worked out and is dis-
cussed below. 
For the pair of linked loci ith and jth let p 7}) (AaBb) and p ) (AaBb) be the 
frequencies of double heterozygotes in the nth generation and the initial popu-
lation respectively. Let L ( (AB), (r = 1,2, - - - n—i) denote the intensity 
of linkage disequilibrium with respect to the set of two loci at the gametic stage 
following the rth generation, defined by BENNETT (1954) as 
I L ( ;.) (AB) = p(") (AB) - u 1 u, 	 (35) ij 
where p(] (AB) is the frequency of the gamete AB of the rth generation. The 
recurrence relation for p (AaBb) is then given by 
p ) (AaBb) = (sk 4512) p' ) (AaBb) +A' ) (AB) +4(l—s)uu 5vv j (36) Ij 
where 
A'' (AB) = 2(1—s) ( (u—v) (u j—v,) + 2 L(';1)  (AB)) L°' (AB) I, I) 
This relation gives the following solution 
p ('AaBb) = (sk 1j 12)' p(0) (AaBb) + (8 (1 —s)u1u,v1v1/(2—sk,)) 
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{ - (sk5 )fl} + (ski ,/2)' 	(AB) (3 7) 
where 	 ,. 3 
Bc,' (AB) = 	(21sk j ) 	(AB) 
From (37.) and (8) and taking 	1, since in the initial population the genes 
I j 
are not identical by descent at both the loci, we get the following relation between 
the frequency of double heterozygotes and the panmictic function 
p (;  (AaBb) = 4u 1 u,v 1 v, 1T ( ) + (1)(p(1]  (AaBb) - 4uu,v 1 v j ) 
(38) 
When the initial population is in linkage equilibrium, p)  (ActBb) = 4uu,v 3 v j 
and 	 . 	. 
L ( 7 (AB) = 0, (r = 1,2,---- n—i) 	 . . 
so that the relationship reduces to 
	
p() (AaBb) 	4u 4 u5 vv 2 7r 	 (39) 
Also in the limit when n —+ co, (38) reduces to 
p() (AaBb)=4uiu,vv j ir,° 
= 8 (1—s)uu,v1vj 	
40 
in view of (10). 
With complete selfing i.e. s 1, (38) reduces to 
p 1)(AaBb) =p(°,) (AaBb) ir 	 (41) 
This shows that only when s = 1 the panmictic function can also be regarded as 
"heterozygosity relative to the initial population" as in the one locus case. 
The rate of decrease of double heterozygotes is given by 
P ( !1 .-1) (AaBb) - p() (AaRb) 
p 1) (AaBb) —p)(AaBb) 	- 
A' ) (A.B) 
- 	 (42) 
(fL)' 2 [4L { p ) ( AaBb) - p) (AaBb) } -I- B 1 (AR) 
whereas the rate of decrease of the corresponding panmictic function is given by 
— 




Et is thus clear that so far as two linked loci are concerned the rate of decrease in 
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the panmictic function due to one generation of mixed selfing and random mating . 
will not reflect the rate at which double heterozygotes. decrease under the influ-
ence of this system unless the initial population is in linkage equilibrium. For the 
case of selfing only, i.e. s = 1, the rates would be identical as otherwise expected. 
When more than two loci are considered, the relationship between the hetero-
zygosity and the panmictic function would involve linkage disequilibrium of 
higher orders as defined by BENNETT (1954). 
The numerical results obtained for the case of two linked loci suggest that the 
effect of linkage on the homozygosity interacts with the proportion of selffertili-
zation prevailing in the population, in the absence of selection. 'It is obvious that 
two tightly linked loci would tend to become simultaneously homozygous more 
than two loosely linked loci. The degree of this effect of linkage, however, does 
not remain constant with, changes in the proportion of selfing. During the first two 
generations' subsequent to the operation of the mating system on an initial popu-
lation in'equilibrium, the degree of the effect of linkage as measured by.(s,n) 
goes on increasing and attains its peak value for complete selfing. The peak value, 
however, is lower for the second generation 'as compared to that of the first. It, 
therefore, appears that the inbreeding process accelerates the effect of linkage on 
the homozygosity. But at the same time this accelerated effect tends to diminish. 
in the nextgeneration. Ii. is interesting to note that in the third and the subsequent' 
generations the inbreeding process accelerates the effect of linkage only up to a 
particular level of the proportion of selfing and retards thereafter. Such a partic-
ular level of selfing, however, becomes smaller and smaller in subsequent genera-
tions, whereas the peak value of t(s,n) tends to settle down. It can, therefore, 
be argued that in the initial stages the inbreeding process and linkage both tend to 
act in the same direction to increase the simultaneous homozygosity at both the 
loci but afterwards the inbreeding process tends to dampen the effect of linkage. 
The rate of inbreeding with respect to the two loci taken simultaneously is also 
found to depend on the recombination probability. Unlike the case with onelocus 
where it depends only on the self ing proportion, the rate of inbreeding in this case 
varies also from generation to generation. The effect of linkage is to increase the 
rate of inbreeding but this increr.se  is linear only after one generation of the mat-
ing system. In the later stages, this rate of inbreeding practically becomes constant 
at all values of recombination probability. 
SUMMARY 
General results for an arbitrary number of linked loci have been obtained for 
the inbreeding function and the rate of inbreeding for a population undergoing 
mixed selfirig and random mating by the Malécot's approach. The effect of link-
age on the homozygosity of the population has been studied numerically for the 
two loci case. It has been found that the linkage interacts with the proportion of 
self-fertilization prevailing in the population in the absence of selection. The rela-
tionship between the probability of heterozygosity and 'the panmictic function 
when the initial population is not in linkage equilibrium has also been discussed. 
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A NOTE ON THE GENERALISATION OF HOMOZY- 
GOTE x HETEROZYGOTE MATINGS 
P. NARAINAND-K. M. REDDY* 
Institute of Agricultural Research Statistics, New Delhi 
A genetic incompatibility model is one in which only certain specific types 
of mating out of all the possible types of mating produce viable offspring. Self-
sterility mechanism in Nicotiana (East and Mangelsdorf, 1925) and heterostyly 
in Primula (Bodmer, 1960) are some of the examples conforming to incompatibility 
models. Finney (1952) however, introduced certain incompatibility models in 
which the only possible type of mating is between homozygotcs and heterozygotes 
with respect to a single locus and two alleles. This mating system can be looked 
• upon either as a mating system in which only the matings between homozygotes 
and heterozygotesproduce viable offspring or the homozygotes and heterozygotes 
• belong to two different sets with matings possible only between individuals 
picked up at random - from the two different sets. Scudo (1964) described this 
model as a basis for polygenic sex-determination. Karlin and Feldman (1968) 
studied the effect of the introduction of a third. allele into this system and their 
maintenance. In this note these models have been generalized to situations in 
• which several loci are segregating independently. 
With two loci segregating independently in a population, there are 9 genotypes 
AABB, AABb, AAbb,AaBB, AáBb, Aabb, aaBB, aaBb and aabb. Suppose these 
• 9 genotypes are divided into two groups, one group consisting of the four 
homozygotes and the double heterozygote and the other consisting of the four 
single heterozygotes. The first group is divided into two sets, one consisting of 
the four homozygotes and the other consisting of the only double heterozygote. 
The other group is also divided into two sets, one consisting of the two genotypes 
heterozygous at the first locus and the other consisting of the other two genotypes 
heterozygous at the other locus. The matingsr are now allowed only between the 
two sets within each of the two groups. This ensures a mechanism for matings 
only between homozygotes and heterozygotes at each of the two loci separately 
as well as simultaneously. The eight types of mating produced from the above 
arrangement would give rise to the 9 genotypes in the offspring generation with 
frequencies which can be related to their frequencies in the previous generation. 	V 
Let the frequencies of the 9 genotypes be u 11 , 1112, u 135 u211 U22) uss, U31 , U32, and 
V uss respectively with super-scripts n and (n-i) for the respective nth and (fl-i) 	 V 
th generation and with their sums as one. Then we have: 
T'' 	= u 1) u')  + u 1 uj') 	
V 
T' 1 	= u1 [u? 1 +  uJ + u' [u 1) + U23 
= u 1  ur') ± u 4 u' 	
V
12 
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,4-l) (4 1 + u 1 J ± '$r1 [u 	+ u 1 J 
9'(-1) 	= 	[u° .+ 	+ 	± 1)] 
+ [ut. + u] [u' + u1)] 
'f(n_l) u = 	[u_1) + u_1)] + 	[u1) + u"J 
U = 	 + 	
' 
U(n) = 	[ur + u'] + u'[ut ) -+ u']"    
• 'f(n-l) U 	 + 	u 1 
where 
r(n-1) 	=4 u 	[ut') + 	+ u1) + u'] 
+ 4 [u" + u3] [u' + u 1 ] 21 
If u1 ., u2., u3. represent the frequencies of genotypes AA,. Aa and aa respec-
• lively with obvious relations like u1.=u+u±u1 3  etc., it follows from the results 







Pi = 	= = = U22 'UT 	 U3 
Similarly if u.1 , u.2 and u.3  represent the frequencies of genotypes BB, Bb 
and bb respectively with relations like u. 1=U11+U21 +U etc,. then for n> 1 
P2 
2(l±p2) 
• 	 uc 	= 	 - 	 • 
1 
• 	 =-___• 	 I • 	 3 	2(1+p2) 
where 
• 	 i$') 	u 	 • 
.......... 
2 
It. can be easily seen from the recurrence, relations and results given above 
that for n> 1, 	 V 
= u + = 4( 1 +p1) 
Similarly, for n 1, 
21 	
1=u ) +u=4(1 P ) 
• 	 . u=u+UI  
ut U3 + U : (1+p2)  
= us?) + 43 = 4(1±p1) 
Now consider the ratios  
X 1 = uj/u  
4n) = uç/u 	 V 	
• 	 V 	 V 	 V 
X(n) = u)/u 
• 	 V . 	 V 
= U3/U33 	 V 	 • 	 V 	 V 
It can be shown that as n- ., x 1 and 	each tends.to p2  whereas  
and x (' each tends to p 1 . For instance, the recurrence relation for x 1 is 
given by 	 - 
(fl) P2 +(l+2P2)Xt 
 
V 	X1 	
V (2 +p2) + X' 	 V 	
: •V 
from which the result follows Hence after a sufficiently large number of 
generations, the frequency of four homozygotes AABB, AAbb, aaBB and aabbV 
 
are respectively given by 	 V 	 V 	 V 	 • 	 - 	 V 	 V 
V V 	 - 	
u(c) = 	 V 	
V 
4( 1 +p1)( 1 +p2 ) 
3 
U0) = 	P1 
13 	
4 ( 1 +p) (l +p2) 
U(00) = 	p2 31 	4(l+p1) (l+p2) 
u)== 33 4(1+p1) ( 1 +i) 
Thus so far as the heterozygotes—Single or double—are concerned the 
population attains equilibrium just after one generation but so far as the homozy : 
gotes are concerned, it takes an indefinitely large number of generations for the 
attainment Of equilibrium. The equilibrium genotypic frequencies depend on the 
ratios p1  and p2  which depend on the initial genotypic frequencies. 
The above results cai% be generalised to any arbitrary number of independently 
segregating loci. Thus for three such loci, there are 27 genotypes which are 
first divided into four groups. The first group consists of the triple heterozygote 
and all the eight homozygotes. The second group consists of two double hetero-
zygotes with respect to the first two loci and four single heterozygotes with respect.. 
to the third loci. The third group consists of two double heterozygotes with res-
pect to the first and third loci and four single heterozygotes with respect to the 
second loci. Similarly the last group consists of two double heterozygotes with 
respect to the second and third loci and four single heterozygotes with respect to 
the first loci. The first group is divided into two sets, one consisting of the triple 
heterozygote and the other consisting of the eight homogygotes Each of the other 
three groups are divided into two sets, one consisting of the double heterozygotes 
and the other consisting of the single heterozygotes. The matings are now allowed 
only between the two sets in each of the four groups. This ensures the homozy-
gote x heterozygote mating system. There would then be 32 types of mating 
determining the offspring generation. Proceeding in the same way as, for the 
case of two loci, it can be shown that so far as the heterozygotes—single, double .,or 
triple—are concerned, the population attains equilibrium in just one generation. 
However, it takes an indefinitely large number of generations for the eight homozy-
gotes to attain their equilibrium frequencies The equilibrium genotypic fre-
quencies now depend on the three ratios p 1 , p2, and p3  which are expressed in terms 
of the initial genotypic frequencies with the 'help of the results of single locus for 
each of the three loci respectively. It is interesting to note that, as in the case of 
two loci, the equilibrium frequency of a genotype is the product of the equilibrium 
frequencies of the, three genotypes at each of the three loci separately. It was further 
found with the help of electronic computer, that the attainment of the equilibriiun 
for the homozygotes in the three loci case is achieved in a larger number f genera-
tions (about 35 generations) than for the homozygotes in the two loci case (about 
20 generations). 
SUMMARY 
The hc mo'*gote X heterozygote mating. system has been studied with respect 
to ceral independently segregating loci. With respect to all the genotypes, 
the population attains equilibrium after an infinitely large number of generations 
rt ccntrast to the Cast; of single locus where the population takes only one genera-
• lOP to alt ucçuiibritm. Flowever, in respect of genotypes which are hete ro-
zygous for at !cast One locus and hcmozvgous for remaining loci it takes only one 
gent ratKn to attain eçtilibriLm. Such genotypes as are. hcniozygous at all 
le It ci take an in€nitely large m..mber of generations' to attain equilibrium. In 
kis case it Fas been further found that as the number of loci increases, the number 
of generations required to attain the equilibrium also increases; The equilibrium 
genotypic frequencies are found to depend on Certain ratios between the initial 
genotypic frequencies and can be easily obtained by multiplying the equilibrium 
genotypic frequencies expected a each of the loci separately. 
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ON FISHER'S FUNDAMENTAL THEOREM OF NATURAL SELECTION WITH NON-OVERLAPPING 
GENERATIONS 
THE Fundamental Theorem of Natural Selection first 
given by Fisher' broadly appears in two forms 
(Turner2 ): According to one form, the change in 
the average fitness of a population is equal to the 
genotypic variance in fitness. The other form, which 
includes the effect of a mating system, states that 
for random mating population, with two-allele 
system, the rate of increase • in average fitness at 
any time is equal to its additive genetic variance 
at that time. Thus in the absence of dominance 
these two forms are identical. However, the 
interpretation of the dominance in a two-allele system 
is essentially that of an interaction between the two 
alleles, the three fitness values attached to the three 
genotypes forming an arithmetic series in the absence 
of dominance. Now it may happen. that the three 
fitness values may form a geometric series so that 
on the logarithmic scale there would be no 
'ominance although on the arithmetic . scale some 
partial dominance will be exhibited resulting in two 
different forms of the theorem. The put -pose of 
this communication is therefore to show that in 
situations where the dominance is due to scale 
effects, the two forms of the theorem would still be 
identical, although the variance due to dominance 
deviations on the arithmetic scale is not zero. 
Let the relative fitness of the three genotypes. 
AA, Au ant an ba respectively w.,, w 1 and w0 in 
a random mating population with gene frequencies' 
p for A and q for a with p + q = 1. The average 
fitness of such a population, denoted by w can be 
expressed as 
$= P'2 + qw, - pq (iv - 2w 1 ± w0) 	 (I) 
where (w., - 2 w 1  + W ft ) expresses the degree of 
dominance, on the arithmetic scale. After the 
operation of natural selection, the increase in 
average fitness denoted by is 
W = 
	 (2) 
where a 2  is genotypic variance of the fitness values. 
Now the genotypic variance is the sum of additive 
and dominance variances which can be expressed 
respectively as 
= 2pq [w (w, - 2w, + w0) + 	- w,w 0'i] (3) 
0 2 	p'(i 2 (w, - 2it' + w)' 	 (4)  
An alternative expression for the change in the 
average fitness can then be shown to be equal to 
ln~ -
+ pq (w, - 2w1 + wo) 
IV L 	2(i+O) 
where 
U = (w1 2 - iv, w5)/(w2 - 2w, + wo). 	 (6) 
Taking into account the round of random mating 
in addition to the effect of natural selection, the 
change in the average fitness of the population, 
denoted by i w is, according to the derivations 
of Li:i and using (1), given by 
'1 
2WL 	 IV 
= [ + pq(w— 2n' 1 ± w,) 
i, I. 	- 2 ro - 
Comparing the two expressions (5) and (7), it is 
clear that even if (w., -,- 2 w1  + w0 ) is not zero, 
the two , , and A a" are identical provided 
is' 1 2 = w., w0. This would mean that, on the 
gcometric scale, there is no dominance. 
It is apparent therefore that while the behaviour 
of the average fitness under natural selection with-
Out involving the effects .of mating system is more 
rigorous, the change in average fitness, taking into 
account the random mating, is very much dependent 
on the scale on which the fitness values are 
measured. This also points out to the limitation 
of the concept of the additive genetic variance in 
that it involves the linearity assumption. On the 
other hand, the genotypic variance is a quantity 
free from any such assumption and therefore the 
Fundamental Theorem of Natural Selection employ-
ing it, viz., in the form of (2) is much more general 
than its other form given by (7) which has been 
debated by several workers. 
Institute of Agricultural 	 PREM NARAIN. 
Research Statistics, 
Library Avenue, 
Naw 13elhi.110 012, April 23, 1976. 
I. Fisher, R. A., The Genetical Theory of Natural 
Selection, Clarendon Press, Oxford, 1930. 
Turner, J. R. 0., Mathematical Topics in Popula-
tion Generics, Edited by K. Kojima, Springer-
Verlag, Berlin-Heidelberg, New York, 1970. 
Li, C. C., Nature, London, 1967, 214, 505. 
The Indian Journal of Heredity, Vol. 1, Number 1, 1969 
LIMITS AND DURATION OF RESPONSE TO SELEC- 
TION IN FINITE POPULATIONS: THE USE OF 
TRANSITION PROBABILITY MATRICES 
P. NARAIN AND ALAN ROBERTSON 
Institute of Animal Genetics, West Mains Road, Edinburgh-9, U.K. 
INTRODUCTION 
The theory of limits of response to selection in finite populations has been 
developed primarily on the basis of the diffusion approximation to the distribution 
of gene frequencies (Wright 1945, Kimura 1957, Robertson 1960). The assump-
tions in this approach are that the population size, though finite, is very, large so 
that the frequency of a gene in the population varies continuously between 0 and 1 
and that the changes in gene frequency due to selection are small from generation 
to generation SO S  that the time variable can also be taken as continuous. This 
amounts to regarding the selection process as a stochastic process continuous in 
time and space. The distribution of gene frequencies is obtained by solving the 
Kolmogorov forward equation whereas the probability of fixation is obtained 
by using the backward equation. S S 
In the exact description of the process, however, the gene frequency is a 
discrete variate between 0 and 1, and the changes in the gene frequency from 
generation to generation are not necessarily small. The process is discrete in time 
and space. The distribution of gene,frequencies and the probability of fixation 
can then be studied by using transition probability matrices. This approach has 
been used by Robertson (1960), Ewens (1963), Allan and Robertson (1964), Hill 
and Robertson (1966), Hill and Robertson (1968), Hill (1969) and others, usually 
with the help of a computer. An analytical treatment of the determination of 
the distribution of gene frequencies and the probability of fixation using this 
approach, does not appear to have been given previously. S 
In this paper a general theory of the transition matrix approach is developed 
which gives the chance of fixation as well as the expected change in the gene fre-
quency by a given time in any genetic situation. For selection at a single locus 
with two alleles, the matrix formulae have been expanded as a power series in- the 
selection coefficient s and compared with those-from the diffusion approach. 
The duration of response to selection in a finite population is often expressed 
in terms of half-life i.e. the time in which the expected gene frequency gets half- 
way to the limit (Robertson 1960, Hill 1969). Using the expression for the 
expected change in the gene frequency by a given generation, .a more accurate 
• Present address: Institute of Agricultural Research Statistics (I.C.A.R.), Library Avenue, 
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formula for half-life than that given by Robertson has been derived in this paper 
for additive gene action. The distribution of time to fixation cif . a particular allele, 
disregarding the cases in which it is lost, appears to give a better picture of the 
duration of response to selection in finite populations. The general theory of the 
transition matrix approach provides the matrix formulae for the determination of 
the mean and variance of time until fixation of a gene in any genetic situation. For 
a single locus with two alleles, comparable computer results have been obtained 
for the mean and the coefficient of variation of time until fixation. Kimura and 
Ohta (1968) have recently given formulae for the mean time until fixation and 
Narain (1969) has given the formulae for its variance from - the diffusion approach. 
The distribution of time until homozygosity i.e. either fixation or loss of the 
gene, can also be derived. When the chance of fixation of a gene is very near to 
unity, this will coincide with that of time to fixation. Ewens (1963) gave computer 
results based on transition matrices as well as the diffusion approximation for the 
mean time until homozygosity. In this paper a comparison of the mean and 
variance of time until fixation with those until homozygosity has also been given. 
THEORY OF THE TRANSITION MATRIX APPROACH 
Consider a finite population of gametes of constant size n=2Nin a population 
of diploid individuals of size N and a single locus with two alleles A 1 and A 2. 
Such a population can assume (n+1) states E0 , E1 , .. .,' E, the. ih 
state Ej representing the state of i A genes and "' A 2 genes. The sates E0 
and E represent respectively the states with A 2 or A 1 genes entirely and once the 
population assumes these states, it is fixed for either A 2 or A 1 respectively. In 
Markov chain terminology, these are absorbing states. Any other state E1, i = 
1, 2.....(n-1), represents a mixture of A l  and A. genes and any population in 
such a state has in the next generation a possibility of going to any of the other 
states. These are the transient states. Suppose P, represents the conditional 
probability that there are j A 1 genes out of n genes in a population, given that 
there were i A 1 genes in the previous generation. Since there are (n+ 1) states we 
have (n+ 1) x (n+1) P1 ,'s which can be conveniently represented by a matrix 
P as given below: 
I 0 	0 0 0 
(1) 	. P= P10 P11 P,, . 	 . . 	 Pi, n_I Pi,n 
P20 P21 	P21 . 	 . . 	 P, n-I P2,. 
Pn-1), 0 P(11..I)1 	. 	 . . 	 P(n_i), (n-I) P(n_l),,, 
If we consider transitions between the transient states only, then the matrix 
can be represented by Q. 
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 j --P(n_ fl,( _ l) 
We now consider the transition probabilities over an interval of t generations 
and denote them by P'J with the corresponding Q-matrix Q(t). We know from 
the theory of finite Markov chains (Kemeny and Snell 1960) that 
Q(')=Qt 
Now consider the matrix sum 
T(')=I+Q+Q 2  +. . . +Q 
where I is a unit matrix with ones as the diagonal elements and zeros elsewhere. 
The jth  element in the Ph row of T 1 give the expected total, number of times the 
population spends in the state E, upto the tth  generation, having started from the 
state E1 . 
Let p>  be time expected gene frequency of A 5 by 1th  generation, given that 
the initial population has its frequency as p() = i/n. The expected change in 
the gene frequency of A 1 at the ttl  generation is then r given by 
r1 (t) =  p1 () __p 1(0) 
If p1 denotes the change in the gene frequency of A l  in a single step when 
the initial frequency is p(), we have 
p1=p(l)_p(0) 
The elements r 	and 6 p1  for i = 1, 2 . . . (n-I) can be expressed respect- 
ively as column vectors r(') and p-s. In a similar manner u() .denotes the column 
vector of the fixation probabilities by the t generation. uW would then refer 
to the fixation probabilities in one step which are given by the last column of Q. 
The fixation prdbability by the tth generation is the sum of the expected total 
number of times the population spends in the different transient states by the (t_1)uhi 
generation multiplied by the corresponding probability of fixation in one step from 
that state. That is, 
u(t)=T(t-1)ü(1) 
Similar considerations show that 
r(t)=T(t-1)6p 
Since the P-matrix is a Markov matrix with elements as probabilities it follows 
from matrix theory (Fäddeeva 1958) that the roots of Q are all positive and less 
than unity and that the inverse of (I-Q) exists i.e. [I-Q] -;,-0, then 
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T(i-1)=I+Q+ . . . +Q' 
Hence 
u(t)=(I_Qt) (1-Q) -1u(l) 
r(t)=(I-Qt) I-Q)'p 
As t tends to infinity, Q tends to zero, so that if u and r denote the vectors 
of the eventual fixation probability and the expected change in the gene frequency 







Lim. T(t)=I+Q+Q 2 +... 
t --).00  
it follows that the elements in the th  row of T are the expected total number of 
times the population spends in the different transient states on the way to eventual 
loss or fixation of the gene from an initial state i. This is known as the fundamental 
matrix of the absorbing Markov chain. The row sums of this matrix then give 
the average time to absorption. In our genetic context this is the average time to 
homozygosity. If m denotes the column vector for the average time to homozy-
gosity and e denotes a column vector with all the elements as unity, then 
m=T e 
As the proportion of times that a population goes from a particular state to 
the fixation of the allele A. is given by the elements of the vector u, the vector in 
given by 
m=(I-Q)'u 
gives the expected total number of steps in processes which end witli the fixation 
of the allele A 1 . The mean time until fixation of gene A l  is therefore giver by the 
ratio of the elements of vectors m and u respectively. 
If we expand (I-Q 2 in (18) 
m=(I+2Q--3Q 2± . . .)u(1) 
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We can then obtain the moments of the distribution of time until fixation of 
the desirable allele by generalizing this formula. For instance, the second moment 
is given by the ratio of the elements of vectors v and u respectively, where v is 
given by 
(20) 	v=(I-f-22Q-4-3 2Q2+ . . . )u(1) 
The variance can then be obtained by subtracting the square of the mean from 
the second moment. The matrix formulae for the moments of the distribution of 
time until loss of A 1, disregarding the cases in which it is fixed, can be obtained by 
using expressions for u, m, and but now u(1) refers to the one-step fixation 
probabilities given by the first column of P with first and last elements dropped. 
THE EXPANSION OF THE TRANSITION PROBABILITY MATRIX 
The theory developed in the previous section can be applied to specific genetic 
models. If no selective forces are operating and the transition probabilities are 
binomial, the situation is often known as Wright's model (Wright 1931). Here, 
starting with a given frequency p i of allele A 1 , in lines of constant breeding size 
of N individuals, we can consider the second generation as derived from the first 
by sampling of groups of n=21V haploid sets, the gene frequency in the different 
groups being distributed binomially with mean np 1 and index ii. The next gene-
ration is then the repetition of this process, each line giving rise to a group of lines 
whose gene frequencies are binomially, distributed about the mean of the parent 
line. 
In this context we have to consider the processes of selection and sampling 
as occurring sequentially in that order. The selection is, however, at the gametic 
level. We can let A 1  alleles have a selective value (1+s/2). compared to A 2 alleles 
with selective value unity, so that the relative number of offspring haire expecta-
tions proportional to (1 -f-s12) and 1 respectively where s is small. We, then, 
assume that a large number of offspring are produced but exactly N of them 
survive. Sampling of groups of n=2N haploid sets is made to produce the next 
generation. Now the gene frequency in the different lines is distributed binomially 
with mean np1 ' and index n, where p1 ' is the gene frequency of A after' selection 
and is given by 
(21)' Pi =P +Sp1 
= pi + s12 pi 1-Pt ) 1(1 + pi s12) 
Thus with haploid selection and binomial sampling, we can regard the number of 
A 1  genes in any generation as a Markovian variate with transition probability P, 
given by 
(22) 	pj = 
(n)(P1c(1P11.i 
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These probabilities give the P- and the 0-matrices introduced in the previous 
section. The matrix formulae for the limits and duration of response to selection 
developed in the, previous section can now be used with the help of a high speed 
computer to give results numerically up to a given degree of accuracy. Since the 
capacity of a computer is limited, this can be done only for populations of 
reasonable size. On the other hand we can also obtain results for r and r(t), by 
expanding the transition probabilities in powers of the selection coefficient s, for a 
given N, utilizing the properties of the transition probability matrices with no 
selection, referred to hereafter, by P0 and Q0. The properties of these matrices, 
in terms-of the eigen-roots and vectors, are discussed in Feller (195 1 ) and Robert-
son (1952). 
Let p 1 be approximated by p(1 -p1)( 1— p1). Then F1,, can be expressed 
approximately as 
P1j =Pj(o)[1 +saj+sbsj+O(s')] 	 ' 
where 
/n \j 
P,,,(o) = ( 	Jpj (1-pi) , 
\3/ 
is the transition probability with no selection and a1 and b 1 , are given by 
a,, = N(p,-p) 
, b1= + (7 + 	P1 	2PiPj - PiI 2 	 n fl 
pj being jfn. In terms of Q- matrices, we can write 
, Q = Q0 + sQ10  + sQ"+O(s) 
where Q'0  and  Q 0  are (n-i) x (n-i) matrices with the jfk  element as a11 P,,(o) and 
b,, P(o) respectively. 
Now we have seen, in the previous section, that the quantities r and 1(t) 
can be obtained by operating certain functions of Q on to the column vector of the 
change in the mean gene frequency in a single generation, which is expressible in 
terms of the right hand eigen-vectors of Q0. Hence the expanded form of r and 
r(t) can 'be determined if -we know the operations of certain functions of Q. on to 
these vectors. It has been found that 'we need nine operators and the first three 
vectors of Q0. The vectors are 
, 	xi = [p ( 1 Pi )] 
X2 = [ P1 (l _j ) ( i -2p ) I 
x3 	Pi lp, ) (_pi ( i -pz  
corresponding to the three eigen-roots of Q, given by 
' 	'A,.= (i 
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The results of performing these operations are given in Table I where only the 
18 operations out of the 27 possible which are actually needed in the expansions 
of r and r(t) are given. 	 S 
(a) Expected Selection limit 
The selection limit vector r has been expressed as the operation of 
T=(I—Q)-' on to ip, the vector of the expected change in the gene frequency in 
one step. When expressed in powers of s up to terms involving s2 , these are 
given by 
T=T+sTQT+s2  [TQ"T+TQTQTJ 
(35) 8p = - ( i - . )
X] 
-I- -f x2 
where 
T = (I - Q0) 
The item by item operation of the terms in the expansion of the matrix on to those 
in the expansion of the vector has been performed with the help of Table 1. The 
result, expressed as the linear function of the three vectors x1, x and x3 , is given by 	 . 
r=1ox1±20x2+x 
where 	20  and d, 30 are given in Table 2. 
Starting with an - initial frequency p, the expected selection limit becomes 
u(p) = p + 	(1 - p) + 	0 - P) (1 - 2p) 
+ p (1—p 	-P 0 — P)] 
When N becomes very large and Ns is kept constant, 
lO 	 tend to. their limiting values as given in Table 2. 'This gives 
u(p) = p + Ns(1 —N2s2115) p (1 — p) +J N2s2p (1 —p) (1— 2p) 
+ . N3s8p ( 1—p) [ - - p (1 — P) 
p + Nsp (1 - p) -f4 N 2s2p (1 - p) ( - 2p) - N3s3p2 (I —p) 2 -j-... 
This expression is exactly the same, up to terms involving NY, as given in Kimura 
(1964). 
A comparable expansion has been obtained by the junior author for the situ-
ation with k alleles with additive gene action. The fitness of the zygote formed 
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by the 1th  and j" allele is assumed to be 1 +(s1+s)12, with the conditions that all 
s's are small and that 
j 
 m s,p,= o, where p1 is the initial frequency of the j allele. 
By an expansion of the transition matrix as a power series in the coefficients, the 
chance of final fixation of the j" allele can be shown to be 
N2 	 2N 
(39a) 	 to = p + Wspj  + j-Pi (sj2 — 2V) — -- s 1 p, V+ 
where V is the variance in fitness between individuals in the initial population. 
With only two alleles present, this reduces to the earlier expansion, bearing in 
mind that now s,=s( 1—p) and V=s2p(1-p)12. Details of the derivation will be 
given elsewhere. 
(b) Expected change in the gene frequency by the 1's' generation 
The vector of the expected change in the gene frequency of A 1 by the t" 
generation has been expressed as the operation of the matrix (I.Qt)  on to r, the 
vector of the expected selection limit. The former, when expressed in powers 
of s upto terms involving s2 , is given by 
 
and r has already been expressed as a linear function of x 1 , x 2 and x3 by (37). The 
item by item operation of terms in (I_Qt) on to those in r has been performed 
with the help of Table 1. The result, expressed as a linear function of x1 , x2 and 
x3 is given by 
r(t) = (, ± 	x + 12 x)x1 
+(ç± 21 X+0 22 x)x, 
+ .(c.3o + 3I X  I + 32 X: + 33 xç)x 1 
where ,, d, 21 1 31j 32 and "113 are given in Table 2. 
When N becomes very large and s becomes very small such that Ns is kept 
constant, the 's tend to their limiting values. This gives for the expected gene 
frequency at time t 
E(P2 )= p + Ns 1  - (1 __ 	l\12s?)e.t/2N_iS 10 e2t12N 
NSS2 	N3s2 ' 
+. 	e-3t/2N 	e6t/2Nj p (1 — p) 
+ N2 s2  [I_}erI2N + e_3tI2N] p1 TP) (1 .-2p) 
— N 3 [_ - e112N + e-3:12N_ e4112N p3 0 — p)2 
(c) Half-life of the selection process 
The half-life is the time th by which the expected change in the gene frequency 
is half of that in the limit. Hence we have to solve for tin the following equation 
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E(p,)—p(3)[u(p)—p] 
after substituting u(p) and E(p,) from (39) and (42) respectively. This gives an 
equation of the sixth order in x=e'-", 
Ax 6 +Bx8 4Cx2 +Dx+E=0 
where 	 . 	 . 
(45). 	A= —j  Ns 	—p(1 — P)j 
BNs(1._2p)+Nts2 	PO —P)j[ 	 . 
C= —N's 
D= _1_Ns(1_2p)+N2J2 [+P(1 — p)]  fo 
E=+ Ns(1 _2p)_Ns?p (1_-p) 
Since x,=j is a solution when Ns is small, an improved value of x can be obtained 
by applying the Newton-Raphson method to the equation. This is. 
_ 	Ax 06  + Bx03  + Cx0 2 +Dxo + E x XO45 + 3B
L 
.11+ N: (12p)+N's (1 P(1_p))_.-- N20p(l—p) 
2  L i+ Ns (1— 2p) + jjN2s ( — P(1_P)_jw2s2pu_p) 
Then, th —2N log, is given by 
th —2N Log e  + Log41+ Ns.(1-2p) 
+46- N" (- —p (1_p))_ - N2sCP(1_p)] . 
- Loge [1+1 NS(1_2P)+0N2S2 (- - P(1_P))_N2s1p(1_p)] 
Asp tends to 0 or 1, the half-lives are found to be 1.58 N and 1.03 N respectively when Ns= 1. We can further approximate by expanding the terms in logarithm 
and retaining terms upto those involving (Ns) 2 . This gives 
th - [1.4 + kN: (1 - 2p) + 1.12N 2s1 (0.16—p(1 — p))] N 
For Ns=1 and P=, th is found to be 1.30 N. The half-lives thus obtained for 
Ns= I and P=' 1, tending to 0 and 1 are very close to those read from Fig. 11 of 
Hill and Robertson (1966), or from Fig. I of Hill (1969). 
10 	- 	 P. Narain and Alan Robertson 
MEAN AND VARIABILITY OF THE TIME TO FIXATION OF A 
PARTICULAR ALLELE 
We have not discussed the expansion of the mean and variance of the time to 
fixation of the desirable allele in the previous section since it involves, in addition, 
the use of the operation of the functions of Q. on to a vector x0 =[p] which is 
not an eigen-vector of Q. and hence not included in Table 1. However it is shown 
in Narain (1969), with the help of the probability generating function, that on 
expanding this function as a power series in the selection coefficient, the term in 
s vanishes. This shows that the moments of the distribution of time to fixation 
of the particular allele, disregarding the cases in which it is lost, is independent 
of terms in s. For small values of s, therefore, the diffusion approximations to 
the mean and variance of the time to fixation of a neutral mutant would be quite 
satisfactory. These are derived in Kimura and Ohta (1968) and Narain (1969). 
When the initial gene frequency tends to zero, the mean is found to be 4N e and 
variance as 16N, 
(7r2 
- 3) with a coefficient of variation, of about 54 per cent. 
The evaluation of matrix formulae on the computer requires that the popu-
lation size N and the selective coefficient of the gene - s be specified. But it is 
known (Robertson 1960 and Hill and Robertson 1966) that, under the conditions 
in which the diffusion approximation holds, the time scale of the selection process 
is proportional to N and, if the time is measured in units of N, the pattern of the 
selection process is determined by the parameter Ns for a given initial gene 
frequency. The mean time has, therefore, been expressed in units of N. In 
order to see whether the mean time divided by N and the coefficient of variation 
for fixation of a gene, disregarding the cases in which it is lost, is a function of 
Ns only, a comparison of these for a few population sizes at a particular value of 
Ns are shown in Tables 3 and 4 respectively. There is found to be -a fair degree 
of stability, in these quantities with respect to variations in N at a fixed value of -Ns. 
The dependence of the mean time and the coefficient of variation on Ns has, 
therefore, been shown graphically in Figs. 1 and 2 respectively for initial gene 
frequencies 0.0312, 0.5000 and 0.9687. Both the mean and the coefficient of 
variation decrease as Ns increases. For a fixed Ns, however; the mean time is 
highest at low initial gene frequency and lowest at high initial gene frequency 
whereas the coefficient of variation is highest at high gene frequency and lowest 
at low gene frequency. When Ns=1 and the initial gene frequency .  is 0.5, the 
mean time is about. 2N with a coefficient of variation of about 70 per cent, but for 
a low initial gene' frequency of 0.03 12, the mean rises to- about 3N with a 
coefficient of variation of about 50 per cent. 
From computer runs covering N=2 to 16, it was found that with no selection 
the mean time to fixation divided by N and its coefficient of variation were inde-
pendent of N though dependent on initial gene frequency, as illustrated in Figs. 
3 and 5. The limiting value of the mean time to fixation and its coefficient of 
variation as the gene frequency approaches zero are 4N and 55 per cent res-
pectively, close to the results from the diffusion approach. - 
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COMPARISONS OF TIMES TO FIXATION, LOSS AND 
HOMOZYGOSITY 
It is interesting to compare the mean and the variability of the time to fixation 
of a particular allele with those of the time to loss and to homozygosity. From the 
diffusion approach, the results of Ewens (1964) and Kirnura and Ohta (1968) 
provide the following expressions for a neutral gene with initial frequency P. 
Mean time until fixation 
Mean time until loss 
Mean time until homozygosity 
- 4N6 (.j.P)Logc  (1—p) 
4N6  (j-P_) Log,  p 
- We [p Loge p1+  (1—p) Loge (I —p) 
In these formulae N6 is the variance effective number (Crow and Morton 1955) 
which may differ from the actual population number Nif the matings is not random 
or if the distribution of the number of offspring does not follow a Poisson distri-
bution. When p=11(2N) and N is very large, the mean time until fixation is 
close to 4N6 while that until loss is Log6 2N so that the meantime until homo-
zgosity should approach the value Log, Was N increases. These compari- 
sons, on the basis of transition matrix methods, are presented in Figs. 3 and 4 for 
Ns=0 and 2 respectively. The dotted lines refer to time until fixation and until 
loss (marked respectively 1 and 2 in the figures) whereas solid line (marked 3 in 
the figures) refers to time until homozygosity. When Ns=0 and initial frequency 
of gene is 0.5, all the three curves give the same value of about 2.55N as against the 
diffusion approximation of —4N' Log 6 =2.8N6 . The diffusion approximation, 
therefore, over-estimates the mean time. For initial gene frequencies greater than 
or less than 0.5, the three curves differ and, as expected, the curve 3 always lies 
between the other two. For p<0.5 the mean time until homozygosity is nearer 
to the, meantime until loss than to that until fixation so that when p=1f(2.N), the 
mean time until loss is 0.79N as against that until homozygosity of 1.02N. The 
difference is expected to decrease as the computer results from higher values of N 
are compared. In the limit, these should, therefore, be the ame as expected from 
the diffusion approximation. For p>0.5, the meantime until homozygosity gets 
nearer to the mean time until fixation. When Ns=2, the mean time until homo-
zygosity is found to be practically the same as the mean time until fixation unless 
the gene frequency is well below 0.5. It is interesting to observe that, while with 
no selection the maximum mean time until 'homozygosity occurs at p=0.5, with 
selection this maximum shifts and occurs at gene frequency less than 0.5. This 
shift has further been found to increase as selection becomes more intense. 
The comparisons of the coefficients of variation are shown in Figs. 5 and 6 
for Ns-0 and 2 respectively. As before, dotted lines refer to time until fixation 
(1) and loss (2) whereas solid line (3) refers to homozygosity. When Ns=0 and 
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initial gene frequency is 0.5, all the three curves give the same value of about 76 
per cent. For p<0.5, the coefficient of variation for time until homozygosity is 
More near the Coeff of variation for time until loss than that until fixation. 
For p>0.5, it gets nearer to that until fixation. When Nc.=2, the coefficients of 
variation for homozygosity and fixation are practically the same unless p  is well 
below 0.5. It is interesting to note that the coefficient of variation of time. 
until homozygosity is minimum at p=0.5 with no selection but this minimum 
shifts to p<0.5 with selection. 
SUMMARY 
• Previous algebraic treatment of selection processes infinite populations involv -
ing single locus have assumed that time could be treated as a continuous variable. 
Answers are then obtained in the form of solutions to differential equations. In 
this paper, generations are assumed to be discrete and selection is described in 
terms of a matrix of transition probabilities. General equations are presented for 
the chance of fixation or loss of a gene and for the mean and.variarice of the time to 
fixation or loss. If each transition probability is expanded as a power series in the 
selective advantage s, the transition matrix can be considered as similarly expanded, 
the coefficients now being matrices. It is then possible to obtain expansions for 
the chance of fixation and the time to fixation as a power series in s. These are 
obtained and compared with the results from the continuous approach. Finally, 
using computers to carry out the matrix operations, values are obtained for the 




TABLE 1. MATRIX OPERATORS AND VECTORS 
x l 	 x2 	 - 	x8 
-Q0 
X, A, x2 	 A 3 x3 
T0 	 - 2N x1 
2N' 	 4N' 
3N.- 1 X2 12N' - uN + 3 
Q t  
Q' S 	/1x2 - (6x3 _5NN 	
.. 
T. Q T0 2N' 	A 12 
2N' 	
A I 	12N' 	 - X3 - 2  'I2N' 3N- I 3N - - uN + 3 




Q" A 1 	(6x3. 	N X1, 	X1 	) 
xl xl 	 xl 
T0 Q" 0 T0  N 2 A1 (12N2 12N2 + 3 X3 - 5N 	3 X1 	-_ I 
x2) 
(Q10)" 
A 1  [6 	(,\,A 3 Hh1_ x l 1A, W3+ (X2)(A) 	rv2 	)3 	 - 
--N 
1 	2 	5,\T_3 
( 	X (A1+X2)_ 
(X,- X2) 
2X 2 
(X 1 - X2) 	
1I1 
- 	 S 




t 1 X2 	S 	W= 
(x_x) 




TABLE 2 	 . 





8 -7N+2) s2] 
r 4N-1 NO 	 (i_f)] 
	
13(4N-1)(N-1)(2N-1) 	3N—i N8 s3 
12(3W-i) 	 + (12N8-11N+3) 12W'-11N-}-31. 
Cn _Ns[1_(+)_ (N_1)(2N1±N__2)+N(2N_1)t(s8 )] 
 5N-3 
'421 - NO s' 	(1 - s12) 
NO 	[12N2 -9N+1 1 i 4N (SN - 3) i 
I 	(N—i) (2N-1) NO s3 I 8 (5N-3) (3N— 1)  




] - (3N-1) 
r 48N5 -4N 4 -73N 3 +74N'-23N+3 ' - Ns L i(3N—i) (5N-3) (i2N 2—iiNj- 	j 
N-+rx, s-$o, Ns = Constant 
Ns(1—N's'/iS) 
-}N 2s3 
--N3s3 	 S 
—Ns[( i-f-.r) 	e.t/2N_NIs1e_tI2N(i_._t/2N) ] ZI. 
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TALE3 - 
THE AVERAGE NUMBER OF GENERATIONS 1 / N UNTIL FIXATION OF A GENE WITH SELECTIVE VALUE 
S CALCULATED BY THE TRANSITION MATRIX METHOD FOR DIFFERENT POPULATION SIZES (N) 
Initial frequency 
Ns 	N 	0.25 	0.50 0.75 
16 	16 	0.46 	0.36 0.27 
8 	16 	0.74 	0.56 0.40 
8 	0.82 	0.61 0.43 
4 	8 	1.29 	0.94 0.63 
4 	1.40 	1.02 0.67 	 0 
2 	4 	2.03 	1.51 0.95 
2 	2.07 	1.55 1.01 
TABLE 4 
THE COEFFICIENT OF VARIATION (%) OF THE NUMBER OF GENERATIONS UNTIL FIXATION OF A 
GENE WITH SELECTIVE VALUE S CALCULATED BY TRANSITION MATRIX METHOD FOR 
DIFFERENT POPULATION SIZES (N). 
Initial frequency 
Ns 	N 	0.25 	0.50 0.75 
16 	16 	28 	34 44 
8 	16 	33 	39 50 
8 	35 	42 54 	
0 
4 	8 	43 	50 64 	 - 	 - 
4 	45 	55 69 
2 	4 	53 	65 84. 	 . 	 • 0 • 
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SHORT PAPERS 
A note on the diffusion approximation for the variance of the 
number of generations until fixation of a neutral mutant gene 
By P. NARAINt 
Institute of Animal Genetics, , Edinburgh, U.K. 
(Received I May 1969) 
SUMMARY 
A general expression is derived for the variance of time to fixation of a 
neutral gene in a finite population using a diffusion approximation. The 
results are compared with exact values derived by matrix methods for a 
population size of 8. 
The average, number of generations until fixation of a mutant gene in a finite population 
has recently been given by Kimura & Olita (1969) with the help of the diffusion model, 
whereas Narain (1969) has studied the mean and the variance of the number of generations 
until fixation using transition matrices. 
Kimura & Ohta (1969), however, did not derive an expression for the variance of the 
length of time until fixation, though they did mention that their method could he adapted 
to obtain the nth moment of the length of time IlIll;il fixation in terms of the (n - I )th 
moment. Time object of this note is, therefore, to derive the variance of the time until 
fixation using tine diffusion approximation. 
Let us consider a mutant allele A. 2  with frequency p (the normal allele Al. being at 
frequency I —p) in a diploid population of N individuals with variance effective number 
Ne , which may differ from N if the mating is not randonior if the distribution of the 
number of offspring does not follow a Poisson distribution. Ne is defined as the size of an 
idealizedpopulation that would have the same variance of change in gene frequency as 
the population under consideration (Kimura & Crow, 1963). Let n(p, t) be the probability 
that allele A. gets fixed by the tth generation starting with frequency j at I = 0. Let 
'J' 1 (p) =ft_ ) dt,  
810)) 
= 	
(2 	Jt. 	 (2) 
Then 	
I.J11 P) = 'J'1(p)/u(p), 	 (3) 
= 81(p)/u(p), 	 (4) 
represent respectively the average and the second moment about the origin of the length 
Of time until the mutant, A 2  becomes fixed in the population, excluding tine cases in wli ich 
it is lost from it. liere u(p) is the probability of ultimate fixation such that 
U(P) = limu(p,t). 	 (5) 
t On leiive from the Instituto of Agricultural Research Statistics, (I.C.A.R.), Library 
Avenue, New Delhi (India). 
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If M8, and V8  represent the mean and the variance of the rate of change in the frequency 
of A, per generation, then following Kimura (1962), u(p, 1) satisfies the Kolmogo'rov back-
ward equation 
	
u(p,t) 	32u(p,t) 	au(p,t) 
at 
= + M 	 (6) 
Following the technique of Kimura & Ohta (1969), the set of differential equations for 
T 1 (p) and S1(p) are respectively given by 
d2T1 (p) 1 dT 1 (p) 




p2 +J18V 	+2T1 	= 0. 	 (8): (.11) 
The former differential equation has been derived and solved by Kimura & Ohta (1969) 
with boundary conditions 
bin 'l'1 (p) = finite, ' 	 (9) 
1/ 1T 1 (I) = 0. 	 (10) 
The boundary condition (9) means that in a finite population a single mutant gene which 
appeared in the population reaches fixation within a finite time, whereas (10) is obvious. 
If we transfdm (7) into a differential equation for M 1 (p) by differentiating 	- 
T 1 (p) = 31, (P) n(p) 
twice and substituting in (7), we get 
V8 
d2M 
I(P) 	-~J'5 + 	LI)).] ~IAI' (P) + 1 	0, 
.... 	
0(p) = 	. 	 .- 	 (12) 
Since lim u(p) is finite and u( 1) = 1, the boundary conditions for the differential equation 
p-.0 
in M 1 (p) are 
• Jim M 1 (p) = K 1 , 	 (3) 
where K 1 is a finite quantity 	31(1) = 0. 	 (14) 
In the case of random drift atone, -w(. have 
11'8,
- 	 = 0, 	 (15) 
1~8 , = p(l _l))I2\Te, 	 .- 	 (16) 
- 	 u(p) = p, 	 - 	 (17) 
0(p) = 1. 	 • 	 (18) 
The differential equation (11) then reduces to 
2d11 1 (2)) 	4N =0
- 	 - 	 (19 
dp2 	p dp p(l—p) 
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The solution of this differential equation gives the same result as given by Kimura & Ohta 
(1969) for a selectively neutral gene. In particular 
K 1 = 4Ve , 	 (20) 
lI 1 (p) = _4.\(. 	)log ,  (I —p). 	 (21) 
For the second moment about the origin of t;he length of time until fixation of A , we 
transform (8) into a differential equation for 1 1 1 (p) by differentiating (p) = V 1(p) . u(p) 
twice and substituting in (8). This gives 
+ [ 	+ 	 + 	= . 	 (22) 
It may he noted here that (11) and (22) are similar to the set of differential equations 
respectively for the mean and the second moment (about the origin) of the length of time 
ufltil homozygosity (Watterson, 1961, 1962) with the difference that M, has been replaced 
here by [M89 +(V8 O(p))/u(p)I as for (7) and (11). The boundary conditions to be imposed 
are, following the same arguments, 
Jim V 1 (p) = K, 	 (23) 
v-'0 
where K. is a finite quantity 	V 1 ( 1) = 0. 	 (24) 
In the case of random drift, we apply (15) to (18). The differential equation (22), then, 
reduces to 
(l V 1 (y) 2d V,(p) 8A'J/ ,('p) = 	 (25) 
djr 	P  (lii 	p( — p 
The solution of (25), after substituting for M 1 (p), is given by 
B— _ 32iV{(l - - 	 (26) 
where A and.B are constants of integration and F(p) is given by 
F(p) = 	 (27) 
Using the boundary conditions, we get 
B = A+32NF(l), 	 (28) 
K 2 = A —32N 2 1  f 1,09, ~Ipl (29) 
Thus V 1 (p) is given by 
= :l2N [-5' '-'1. tlp (i 	log,p) log. ( L _)j 
+ (i _[K ,. +2AT(J ( 	i?dP +1)]. 	(30) 
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Sirien V(p) is finite as p— ,  0, the terms inside the second bracket wit lithe Iictor  
in (30) must vanish. This means 
K2=_32N{JF_dp+ 1 ]. 	 (31) 
We then get 
= 32N 2i _) log,('   —p) + (l 	 dp
_
p( ] 	(32) 
Using the results 0h dilogarithms given in Abramowitz & Stegun (1965), (32) reduces to 
32N[L_LIoge (I - p) + -- —/ 	7)k//1 . 	 (33) 
'.I'hc variance is then given by 
V = V 1 
 () —1M1(ii)11 2 
= 32\' 	 ) Iog,. (I — 	- 	k/ /C21 (34) 
and the coefficient of variation is found  to he independent ()f I lie (111(1 ye population Size. 
:lso, in the limit, when p—>0, it follows from :hraniiawjtz & St.uni (1965) that 
Jim 11 1 (p) = K. 
32A` f I dj 1] 	 (35) 
= 32Nf(771f;) — III. 
The variance, in this case, is 
= 16A`- 1(7T - /3)- 3'j   (36) C.
- 	= 464N, 	J 
giving a coefficient of variation of about 54 %. 
DISCUSSION 
It is apparent from the preceding derivations that an originally rare neutral mutant 
gene in a population of effective size N takes about 4Ne  generations on an average, with 
a standard deviation of about 2N generations, until it spreads in the whole population. 
Accorclingto Kirnura & Ohta (1969) neutral mutation and random drift are of fundamental 
inn portance in cIetemn ining the genetic structure of Mendelian populations. The time that 
is required for establishing the mutant may average four times the effective population 
size but may also vary considerably. 
Using computer results based on transition matrices it was shown in Narain (1969) that 
the oeI1jcienit, of Variation of 54 % is ol,Iainte(h wheu p tends to zero and that it is the 
nhiIIirnum possible. It increases as the gene frequency increases. The standard deviation, 
however, decreases as the gene frequency increases. The following table shows the values 
of the mean and the standard deviation of time until fixation ofA 0  as calculated from (21) 
and (39) and expressed as multiples of the effective population size for various initial 
frequencies of A0. 
It is apparent that a larger mean is associated with a larger standard deviation. 
The diffusion approximations to the mean and the standard deviations given in Table 1 
have been compared with the exact values obtained by the transition matrix approach as 
developed in Narain (1969). The comparisons are shown in Table 2 fora population Of Size 8. 
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Table 1. Mean and standard deviation of time until fixation of mutant A in 
terms of the effective population size 
P 	 M 1  (p) 
Tending to zero 	400 	 215:16 
0-125 	 3.74 2-1489 
0.250 :3-45 	 2-1302 	 - 
0375 	 3-13 2-0947 
0•500 2-77 	 20:142 
0-625 	 2-35 1-9344 
0-750 1-85 	 1-7678 
0-875 	 1-19 1-4502 
1-000 0-00 - 	 0-0000 
Tat)lc 2. Exact values and diffusion approxtnuition (I)..1.) for iflC(t'fl and sta?ulerd 
deviation of the number of generations until fixation of A (N ? = 8) 
	
Mean 	 Standard deviation 
C- 	 ( 
P 	Exact 	D.A. 	Difference Exact 	D.A. 	Difference 
0-125 	28-30 	29-92 	1-62 	16-58 	17-19 	0-61 
0.250 2606 27-60 154 1646 1704 0-58 
0-375 	23-57 	2504 	1-47 	16-19 	16-76 	057 
0-500 20-6 22-16 1-40 15-73 16-27, 054 
0-625 	17-50 	38-80 	1-30 	14-96 	15-48 	0-52 
0-750 - 13-60 14-80 1-20 13-65 14-14 0-49 
0.875 	, 8-55 	952 	0-97 	11-14 	11-60 	6-46 
It is quite dear from Table 2 that the diffusion approximations overestimate both the 
mean and the standard deviation. However, while the overestimation for the mean is, on 
an aver-age, about one generation,-it is only about half-generation for the standard devia-
tion.The brinier- observation is consistent with that.obtainecl by Ewens (1963) in regard to 
the transition matrix results and diffusion approximation for the mean time until hoino-
xg.sity. He also observed that the mean error indiffusion approximations is approximately 
unity. 
- Tito air 1.1 tot- is gm-i LtOfI ii to 1)i-s M. .Kit nit ilL iwid 'I'. 011 Ca for per-ri ii 5511) ii to road LI 1(1 II it Li I I Iscrup 
Of their paper before publication and to Professor A. .Roljcitsonr, arid Dr W. G. Hill for 
valuable diset issionts. 
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AVERAGE NUMBER OF G ERATIONS REQUIRED TO 
ATTAIN LIMITS OF GENETIC IMPROVEMENT  
P. N!\R\1N 
(Rcceivcd April 23, 11)71) 
The selective capacity of the stock handled by a breeder depends upon the 
amount of genetic variability present in the stock. The response to selection 
is, therefore, predicted with the help of an estimate of the genetic variability 	V 
and selection differential. However, this prediction of response to selection is 
only for a short term in the sense that it cannot predict the response after 
several generations of selection. For this purpose it is necessary to know the 
factors which influence the limit of response to selection and also how many 
generations of selection are required to achieve the limit. Robertson (1960) 
developed a theory of limits in artificial selection for predicting the limit of 
response to selection. Narain and Robertson (1969) developed this theory further 
so as to predict the average number of generations needed to attain the limit. 
Both the limit of selection and the average number of generations required 
• to attain the limits are artifacts of the intensity of selection and the population 
size. The study of these limits and the time taken to - achieve them can also 
give us some information about the genetic variability in the base population. 
If the response to selection is mostly due to the fixation of genes present at 
low frequencies in the initial population, then subjecting the population to a 
	
V V 
size "bottleneck" of one pair of parents should drastically affect the selection V 
limits and the time taken to attain them. It is, therefore, apparent that the 
gene frequencies and hence the genetic variability in the base population can 
be indirectly inferred by measuring the effect of initial restriction of population 
V size on the limits of response to selection and on the 
V time taken to attain these limits. 
V 	
The theory of limits of genetic improvement and the average number of
I.•  
generations required to attain limits of genetic improvement in artificial 
selection can therefore be of use to breeders in two ways. Firstly, with the 
knowledge of the population size and the intensity of selection, the breeder 	
V knows in advance the limits of genetic improvement as well as the number of 
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generations required to attain them. Secondly, if the results of introducing an 
initial restriction of populatipn size on the e  limits and on the time taken to 
attain these limits are available, the gene frequencies and hence the genetic 
variability in the base population can be estimated. 
The knowledge of the gene frequencies in the base population can be very 
helpful to a breeder in sampling, new desirable genes which, by chance, have 
been lost from the plateaued selection lines. So far as the basic theory of 
limits useful to the breeder is concerned, Robertson (1960) gives the relevant 
details. In this article, however, the theory of average number of generations 
required to attain these limits is discussed briefly with simple applications so 
as to be of use for breeders. A general and detailed theory in this connection 
is already reported in Narain (1969) and Narain and Robertson (1969). The esti-
mates of genetic improvement per generation with the help of the limits of 
selection and the average time required to attain them have also been numeri-
cally studied with respect to a single locus with two alleles in this paper. All 
along, it is assumed that the population under consideration is panmictic so 
that the theory is relevant to the breeding of animals and outcrossing plants. 
Method of Transition Matrix 
A general theory of the transition matrix approach to the determination of 
the chance of fixation of a gene and the average time needed for it in any 
genetic situation has been developed by Narain and Robertson (1969). Consider 
a finite population of gametes of constant size 2N in a population of diploid 
individuals of size N and a single locus with two alleles A and a. The sampling 
of gametes due to finite size of the population auses a random change, from 
generation to. generation, in the frequency of gene A. The population is sub 
divided into several lines with different gene frequencies and randomly breeding 
within lines. These lines can be of three kinds, i. c., lines having gametes A or a only 
and those in which gametes A and .a are segregating. In the third case there are 
2N-1 situations corresponding to the 2N--1 alternative ways of the, mixture of 
A and a. Lines of the third kind are capable of transition to the, same kind or 
to the first two kinds. When a line attains the state of either of the first two 
kinds, it is said to be fixed for gene A or a. Theoretically, if P, j represents the 
conditional probability that there are j A genes out of 2N genes in the line, 
given that there were i A genes in this line in the previous generation, the 
(2N 1) x (2N + 1) transition probabilities determine a transition matrix P given by 
1' r1 0 -i 
'LRQJ, 
where Q denotes the transition matrix for transitions between lines of the third 
kind only, lis a 2x-2 unit matrix, 0 is a 2x(2N-1) matrix of zeros and It is a 
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(2N-1)x2 matrix of one-step fixation probabilities of A and a, which can be 
denoted by (2N-1)xl column vectors, u(1) and u(0), that is, 
R=Cu(0) u(1)) 
The various elements of a vector correspond to various initial gene frequencies 
in the base population. 
Consider the matrix sum 
T=I+Q±Q2 + ...... 
The j" element in the i row of '1' gives the expected total number of genera-
tions the population spends in a line with j A genes out of 2N genes on the 
way to eventual fixation or loss of A, having started from a line with i it 
genes of 2N genes The eventual fixation probability of A is then the sum of 
the expected total number of generations the population spends in the various 
lines of the third kind in Which both A and a gametes are segregating, multi-
plied by the corresponding probability of fixation in one step. In other words, 
if u(A) denotes the vector of the eventual fixation probability of ji, . 
u(A)=(1—Q)u(1) 
Further, since the proportion of times a population goes from a particular 
segregating line into fixation is given by the elements of a particular row of 
vector u(A), the vector m(A) given by 
m(A)=='(I—Q) 1 u(A)'=(I—Q) 2 u(1) 
gives the expected total number of steps in the process which ends with the 
fixation of A. The mean time until fixation of gene ii is therefore given by 
the ratio of the elements of vectors m(A) and u(A). The expected change in 
the gene frequency of A at the limit, in. other words, the selection limit is 
obtained by subtracting its initial gene frequency from the fixation probability. 
Similarly, we have, for the chance of fixation of gene a and the mean time 
needed for it, . 
u(a)= (I - Q)u(0) and m(a)= (I - Q 2 u(0). 
This shows that the computational procedure for the evaluation of the mean 
time until fixation in a given genetic situation requires the inversion of matrices. 
These can be easily carried out by a computer. The computation, however, 
depends on the specification of the Ps probabilities which depend on the 
particular genetic situation and the model of sampling. Usually we use the 
binomial sampling model given by Wright (1931). P jj is given by  
Pij (2')(p"xi _p')2i 
where p' is the gene frequency of A after one generation of selection starting 
with its gene frequency in the previous generation as p==iJ(2N). 'fle jC  element 
of vectors u(1) and u(0) are (pl)ZN  and (1_p)21, respectively. . 
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In these formulas, p' depends on the genetic situation 'considered, that is, 
additive, dominance or recessive case. Expressions for Pr' in these cases, with a 
given selective advantage s of gene A can be found in text-books on population 
genetics; vide Li (1955) or Falconer (1960). 
'With the help of the above theory, the limit of selection and the average 
time needed to attain it were evaluated numerically on a computer for additive, 
recessive and dominant genes. The estimates of genetic progress per 
generation were then obtained by taking the ratio of the limit of selection and 
the average time needed to attain it. 
Results 
The evaluation of the selection limits and the average time needed for 
accomplishing them with the help of the matrix formulas by a computer requires 
that the population size N and the selective advantage of the 'A gene, s, be 
specified. But it is known from the investigations carried out by Robertson 
(1960), and by Hill and Robertson (1966), that the time scale of the selection 
process is l)roportional to N, and that if the time is'measured by N, the pattern 
of the selection process is entirely determined by the parameter Ns for a given 
initial gene frequency. The average time has therefore been expressed by N. 
The dependence of selection limits on Ns and initial gene frequency has — 
already been studied by Robertson (1960). The dependence of the mean time 
on Ns has been shown graphically in Fig. 1 (a, b and c) for additive, recessive 
and dominant genes. In each case the graphs have been shown for three 
initial gene frequencies, viz., 0.0312, 0.5000, and 0.9687. It is apparent from 
these graphs that the mean time decreases as Ns increases in so far as an 
additive or recessive gene is concerned. But for a dominant gene, the' mean 
a) Additive genes 	- 	b) Recessive genes 
Fig. 1. :\verage number of generations required for fixation divided by population 
size, for different values of A's and initial gene frequency. 
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time increases initially for small values of Ns and then decreases thereafter. 
In this case the maximum occurs at Ns-1 if the initial gene frequency is 1/2. 
For a gene with low initial frequency, however, the maximum occurs at a 
value of Ns less than 1., and for high initial gee frequency it occurs at a 
value of Ns greater than 1. When a value of Ns is fixed, the mean time is 
highest at lowest initial frequency, and lowest at highest initial gene frequency. 
When Ns is 1 and the initial gene frequency is half, the mean time is about 
2.25 N, 2.14 N and 2.77 N, respectively for additive, recessive and dominant genes. 
A gene, therefore, takes less time to reach fixation when it is recessive than 
when it is dominant.
S 
The estimates of genetic Progress pe,r generation in respect of recessive, 
additive, and dominant genes are shown in lable 1 for s=0.125 and s-0.250. 
These estimates have been worked out for each of the three initial gene 
frequencies 0.0625, 05000 and 0.9375 assuming the population size N=8. For 
each of these cases the genetic change per generation when the population 
had been infinite has also been included for comparison with N-=8. The values 
for N- .' can he obtained with the help of the expressions for change in- gene 
frequency after one generationof selection as given by Li (1955) or by Falconer 
(1960) which depend on .s Only. 
Table I. Estimates of genetic change per generation 
Initial gene 	 Recessive 
Value of s 	 Additive 	 Dominant frequency 
N=8 	N=D 	N=8 	N=00' = 	N=8 	N= 
	
.0625 	 .125 	.00166 	.00046 	.00259 	.00366 	.00362 	.00686 .250 .00386 	.00092 	.00699 	.00732 	.00935 	.01373 .5000 	 .125 	.01298 	.01562 	.01193 	.01562 	.01088 	.01562 .250 	.02736 	.03125 - .02328 	.03125 	.01928 	.03125 .9375 	 .125 .01004 	.00686 	.00841 	.0036 .00593 	.00016 - 	.250 	.01866 	.01373 	.01351 	.00732 	.00911 	.00092 
It is apparent from these results that the estimates of genetic change per 
generation in finite l)OPulations are either lower or higher than the genetic 
change expected in an infinite population depending only on the initial gene 
frequency and the type of gene action, irrespective of the value of 
s. For 
initial gene frequency equal to half, the finite population estimates are lower, 
but for high initial gene frequencies, they are greater than the corresponding 
infinite population values regardlss of the type of gene action. For rare genes, 
however, the finjje population estimates are greater than the infinite population . 
values only in the case of recessive genes. In the case of a rare recessive 
gene, the effect of finite population is to increase the estimates of getietic 
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change per generation over the expected infinite population value by as much 
as 260% and 320%, respectively when s equals 0.125 and 0.250, respectively. 
Similarly, a very frequent dominant gene in a finite population gives very high 
estimates of genetic change per generation compared to infinite population 
.values. For rare additive and dominant genes, the lowering of estimates in 
finite population is not much, the order of decrease ranging between 5% to 
47%. But for very frequent recessive and additive genes, however, the order 
of increase ranges between 36% to 130%. When a gene is equally frequent, the 
order of decrease for recessive, additive and dominant genes ranges between 
12% 1.0 38%. 
Discussion 
The behavior of the average time until fixation with variation in Ns is 
found to be inversely proportional to that of chance of fixation. The chance 
of fixation of a gene increases but the average time needed for it decreases as 
Ns increases. This phenomenon has a direct bearing on the estimation of 
genetic progress per generation obtained by taking the ratio of chance of 
fixation minus initial gene frequency and the average time. For a gene at low 
initial frequency, the chance of fixation is smaller hut the average time needed, 
is long resulting in very low estimates of genetic progress per generation. On 
the other hand when the initial gene frequency is high or intermediate, the 
chance of fixation is substantial and the average time is small which leads to 
high estimates of genetic change per generation. This has been clearly brought 
out in Table 1. 
It is, however, worth noticing that the estimates of genetic progress follow 
an increasing trend as we go from-dominant to additive and from additive to 
recessive state provided the initial gene frequencies are higher or intermediate. 
The trend is, however, reversed if the initial gene frequency is very low. 
Such a situation also holds true in infinite populations unless the gene frequency 
is half, when the genetic changes become the same for all the three types 
of gene action. It is also quite clear from comparisons of the estimates of 
genetic change per generation with the corresponding infinite population values 
that the estimate are biased. - - - - 
- The process of random change in gene frequency due to finite size of the 
population introduces variation in gene frequencies among lines but the average 
of gene frequencies over lines remains the same as expected in an infinite 
population. The genetic change per generation in a finite population is therefore 
expected to be the same as in an infinite population. The bias in the estima-
tion of genetic change per generation is, however, understandable when we 
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observe that it is the average of the distribution of time to fixation which is in 
the denominator of the estimates. As shown by Kimura (1970), this distribution 
is positively skewed. The bias could be due to this. 
A highly selected population or a population which has passed through a 
severe, bottleneck in its size would be tolerant to any further size restriction 
in the sense that the desirable alleles would be hardly lost, because if they 
are present at all, they would be at a reasonably high frequency. Such popula-
tions would, therefore, need a smaller number for maintenance and the limits 
of genetic improvement would be attained sooner. But in the case of a completely 
unselected population, the desirable alleles are likely to be at low frequency 
and, therefore, are easy to be lost by chance unless the populati6n size is kept 
very large. In such cases longer time would. be  required for attaining the limit 
unless the intensity of selection is very high. Unselected populations therefore' 
not only require a larger number for maintenance but also need a substantially 
higher intensity' of selection in order that the limits of genetic improvement 
are attained sooner. . 
It has been mentioned in the introduction that the effect of initial restriction 
of population size on selection limit or the average time needed to attain it 
are diagonostic of gene frequency in the base population. It is possible, with 
• the help of the graphs presented in this paper, to infer about the frequencies 
if the average number of generations required to attain the limits, the popula-
tion size and the intensity of selection are known in a selection programme. 
With the help of these information, one can determine the relevant points on 
the graphs and infer 'what gene frequencies were prevalent in the base 
population and also what type of gene action, in so far as additiveness or 
otherwise is concerned, was involved. 
Summary 
The' effects of initial gene frequency, selection intensity and population size 
on the average number of generations required to attain limits of genetic 
improvement have been studied by the method of transition matrices. The 
estimates of genetic progress per generation have been obtained with the help 
of selection limits and the average time taken to attain them, it is shown that 
these estimates are considerably biased for rare recessives and dominant genes 
with high frequency. The effect of restrictions of population size on selection 
limits and the average time required for their attainment has been discussed 
in relation to the gene frequency in the base population and the type of gene 
action involved. 
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Introduction 
A fundamental problem in population genetics is to describe the changes in 
the frequency of a gene over time due to systematic forces like selection, mutation 
and migra ion. When the'size of the given popula ion is vcry large and the indivi-
duals til the population male at raialoiii, ((IC change in lhc gene freqtiency is 
deterministic and call be easily studied by simple algebraic principles. In such 
cases the population ends up either ,  with the fixation of a favoured gene or with. a 
polymorphic state due to the balancing of various forces. However, when the 
population is small, consisting of a finite number of individuals, the gene frequency 
is also subject to fluctuations over time due to random forces created by the random 
sampling of gametes. The change in the gene, frequency over time is then a stochas-
tic process and can only he studied with the help of the mathematical and statistical 
techniques used for studying a stochastic process. If the rate of change in the gene 
frequency per generation is very small, the process ,is approximated by a continuous 
stochastic process with gene frequency as a random, variable lying between 0 and I. 
Moreover, in most of the cases encountered, the behaviour of the gene frequency in a 
generation depends only on its value in the prccceding generation so that the process 
is Markovian in structure. A Markov process, continuous in gene frequency as well 
as in time parameter can best be studied with the help of differential equations intro-
duced by Kolnmogorov (1931). Making use of these techniques, Wright (1931) and 
Kimura (1957) respectively gave the concepts of distribution or-gene frequency and 
probability of fixation or a gene. These concepts have proved fundamentals in the 
theory of population genetics applied to finite populations. In particular, Robertson 
(1960) made use of these concepts and developed a theory of limits of response to 
artificial selection with useful applications in animal breeding. When the changes in 
the gene frequency over time are not small, these cannot be described by a continuous 
stochastic process. The gene frequency is now a discrete random variable changing 
by steps between 0 and I depending on the population size. The changes in the 
gene frequency are therefore described exactly by a discrete Markov process with 
discrete time parameter. Such a process is often referred to as a finite Markov chain 
and can be studied with the help of transition probability matrices as shown by 
Naràin (1969). Besides translating the concepts of distribution of gene frequency 
and fixation probability into the transition matrix Approach, Narain (1969) 
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introduced the concept of average time taken for tht fixation of a gene. A general 
theory of limits and duration of response to selection in finite populations was 
developed subsequently by Narain and Robertson (1969). In this paper an 
application of the theory to the' case of selection at a locus with two alleles, assuming 
a constant population size, was also studied in detail. Later on, the effect of 
dominance and recessive nature of the gene 'on the limits and duration of response 
was investigated by Narain (1971). In this paper the estimates of genetic change per 
generation were also obtained with the help of the limits and time taken to achieve 
them. The transition matrix approach was further used to study the survival of 
recessive lethals in small populations by Narain (1969) and later by Robertson and 
Narain (1971). In the later paper, Moi,i Carlo methods were also used to investi-
gate the effect of linkage on the survival of recessive lethals in small populations. 
Apart from the above applications of the transition matrix approach to 
specific genetic problems, a rigorous theory of this approach has not been discussed 
so far. In this paper, therefore, the basic theory of this approach has been described 
briefly with special reference to the problem of genetic selection in finite populations. 
In addition, the theory has been applied to. study the effect of linkage on the prôb-
ability of fixation of it gamete in populations practising self-fertilization. 
2 Transition Probability Matrix 
Consider a finite population of gametes of size 2N and a single locus With 
two alleles A and a. Such a population can assume (2N-l- I) states E0 , E1 ............ 
E 2 , the j04  state Ej respresenting the state of i A genes and (2N—i) a genes. The 
gene frequency of A, denoted by x 1 for the population in the state Ej can then take 
values, x=i12N, i=.O, I . ............ 2N. The states E and E2N represent 
the states of a and A genes entirely and therefore once the population assumes 
these states,, it gets fixed for either a or A alleles, i.e., the gene frequencies 
arex=O andx2N=l respectively. ' On the other hand, any state E, il, 2, 
(2N-1), represents a state segregating for A and a genes and therefore 
once the population is in such a state, it has a possibility of moving from this state 
to any other state. Then the gene frequencies of A and a, in this population,. 
are xj and (l—x 1) respectively. Thus a population of gametes of 
size 2N with two alleles A and a corresponds to a random walk with E and E2NaS 
absorbing states and E1 , 1=1, 2. ............ (2N-1) as transient states. 
Let P 1 (t i , 12) be the conditional probability that the population is in state 
E, at time t, given that it was in state Ej at time '2 (less then ') i.e. it represchts the 
probability of transition from E1 to E, after a time ( 1 1- 12). Mathematically, 
this means 
P1(1, 1 2) =-P (XEEJ at t j IxEEj at (2), 11>12 	 (1) 
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Let the process be homogeneous in time i.e. P (t i , 12) depends only on 
the difference (11-12) and not on i and 12. We can then denote this probability 
by P" 1 , representing the probability that the population is in state E5  at time 1+; 
greater than z, given that it was in state E at time 'r for T>O. This is known as 
t-step transition probability from Ei to E1  so that one-step transition probability can 
be denoted by Fj) . Varying i and j from 0 to 2N in steps of 1, we get 
(2N -l- 1)x(2Ni- 1) transition probabilities which can conveniently be represented by 
matrices P and P(t) for one and 1-step transitions respectively. If all the genes are 
either A or a then for all 1, P)Q 0 and '12N ,NWll 
each be one and F0" 1 , 
and 
1t'N 
. will each be zero for 1= 1, 2, ...(2N -- 1). Suppose we denote the matrix 
of transition probabilities associated with transient states by Q and Q(t) respectively 
for one and 1-step transitions. Further, suppose Po and P0(i) represent, respec- 
tively for one and 1-step transitions, column vectors for transitions from a transient state 
to E 0 . Similarly P 2N 
and 	represent the corresponding column vectors for 
transitions from a transient state to E 2 . 	
Then P and P(t) can be written as 
r' 	o' 0-1 
(2' 
0 	2 N 
L0 0 ' 1 J 
0 	0 	1 
P0(t) 	Q(i) 	 1) 	 (3) 
Lo 	o' 	i 	J 
The elements of P(t) satisfy the condition. 
p(t)0 for all i,j 	- (4) 
2N 	 -. 
p,(') 	1 for all 1 	 (5) 
j=0 	 - 
Since a transition frarn E4 to E1 after I steps means a transition from Ej to 
Ek'ifl one step and then from E1 to Ej  in (i — I) steps,, the probabilities of simulta-




1 - 1) for k=0, 1, 2, 3.............2N 
Hence we have, the Chapman-Kolmogorov equation (Feller 1951) 
2N 
P,,, Pk, "' 1 	 (6) 
k=0 
5i 





=Pt 	 (1) 
Powering the P-matrix and assuming that inverse of(i—Q)cxjstsweget the 
following relations : 	 - 
(8) 
P0(t)==(I—Qt)(I—Q)_'P0 	 (9) 
.( 1 o) 
3. Probability of Fixation of a Gene 
Let u(t) be the probability that at time 1, and not sooner, the population 
with initial, gene frequency. of A as i12N becomes fixed for A and let'U,(t) be. the 
probability that it has become fixed for A by t" generation. Then the probabilities 
of fixation of A with initial gene frequency, x=i/2N is given by 
WO 	Ii i (r) (11) 
Since fixation at time t in one generation means that transition from initial 
state to the absorbing state takes place in one step, we have 
U(l)=u (1)=P1 2N 	 , 	
. (12) 
Now fixation at time t can take place in (2N— 1) mutually cxclusive'ways, 
the k 1h way being that the initial gene frequency becomes k12N in the first step' and 
then fixation takes place in (i — i) steps. The probability of simultaneous reali-
zation of these two independent events, is Pk Uk (t- 1). Hence . 
2N-1. 	-' 
u(t) 	 zi 
k 	
(t— 1) 	' 	 (13 
1  
- 	 if we denote by U(t) andu(t) the column vectors of U (t) and u (t) respec- 
tively for i=l ............. (2N—l), we can write these relations as 
=Q2u(t-2) 
QL_ I P2N 
Then 	 - 





=(I—Q t)(I—Q)P2N 	 (15) 
The exj;reSSi011 for 11(i) is the same as P20) given by (10) showing thereby that the 
fixation probability by i ll,  generation can alternatively be obtained by powering the 
transition matrix P. 1 times'. 
Similarly, if 1(t) ándL(z) denote the corresponding vectors for the 
fixation of gene a, we have 	 - 
L(i)ci 	1(r) 
- 	Qr_lp 	 (16) 
r=1 - 
which is the same as Po(t)in view of (9). Also if W(1) denotes the vector of probabi-
lities that a population with gene frequency x i of A is still segregating for it by the 
Ph generation, we have 
W(t)=Qte 	 (17) 
where is a column vector of unities. 	- 	 - 
As t tends to infinity, we get - 
U = U()=(L—Q)P2N 	 - 	 (18) 
L 	L(c.o) = (I—Q)—'Po 	 (19) - 
W = W(co) =0 	 - 	 (20) 
These relations show that ultimately tile population is going to be fixed either for A 




We can now express (15) and (16) as 
 
L(t)=(I—Q)L  
4. 	Expected Change in the Frequency of a Gene 
Let the expected 	frequency of A 	by the 1'' 	generation be 	denoted by 
E[q1 (,)] when the initial population had its frequency as q(o)=i12N. The expected 
response in the gene frequency by the il l, generation is then 
 
Let this be represented in vector notation by 
• 	 (24) 
The expected gene frequency by the 1"' generation, E[q(t)] can be obtained 
by finding the mean of the 	variate x,=j/2N 	for 	the 	distribution given by the 





= 	P1,(t)x,--P1 2N(')  
i=I 
In matrix notation, this means 
E[q(t)]=Q'q(0)+P2N(t) 
= Qt q(0) + U(t) 	 -  
in view of (10) and (15). 	 - 
If Aq j denotes the response in the mean gene frequency due to the first 
generation of selection i.e. the initial response, we have 
q(0)+E(Aq)=E[q(1)1 . 
2/V—I 
/"1,2 N  
j 1 
In matrix notations, we have 	 - 
q(0) f E(q)=E[q(1)] 
=Qq(0)+P2N • 	(28) 
where E(Lq) is the vector of initial expected responses. 
This can be manipulated to give 
(I— Q)- P 	—q(0)=(j—Q) -1 E( 6q) (29) 
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Then. 
E[R(t)]= Q(0)+ t)—q0 
= _(I_Qt)q(0)+(I_Q1)(I__Q)1P2N 
(I Q t)[(1 
=(I—Q')(I—Q'E(Aq) 	. 	(30) 
in view of (15) and (29). This shows that the expected response vector by the t' gene-
ration is similar to probability fixation vector given by (15) with the difference that 
2N in (IS) is replaced by E((/) in (30). It is also interesting to note that 
E(Aq) 
and P2N give respectively the initial expected responses and initial step fixation pro- 
babilities. 
As t tends to infinity, we get 
E(R)=E[R(co)]=(I—Q)'E('\q) . 	 (31) 
	
E[R(t)] =(1 - Q')E(R) 	 (32) 
which are similar to (18) and (21) respectively. In view of (29) and (18), we also 
have 
E(R)=U—q(0) 	. 	 . 	 (33) 
This show3 that the expected limit of response to selection can, otherwise, be 
obtained by subtracting the initial gene frequency from the eventual probability of 
fixation. But it must be noted that the expected response by the t1h,  generation can-,, 
not, similarly, be obtained i. e. . E [R(t)] is. not equal to U(t) -. q(0) in view of (30). 
When there is noselection, E(Aq)==0 and (31) and (33) give the expected result, 
U=q(0) i.e. there is no ultimate response, making the fixation probability of agene 
equal to its initial gene frequency. . 
5. Calculation of the probability of fixation and the expected change in 
the gene frequency 
It is apparent from the above derivations that the probability of fixa-
tion of a gene and the expected change in the gene frequency by a given number of 
generations as well as in the limit can be obtained by performing matrix operations 
on the transition matrix Q. However, before these operations, the transition pro-
bability P,5 is to be specified with the help of the knowledge of the genetic situa-
tion involved. Thereafter, matrix functions are to be evaluated either numerically 
or by analytical methods, for a given population size. For instance, Narain (1969) 
and Narain and Robertson (1969) used binomial transition probabilities for describ-
ing the random sampling of gametes. In some cases they evaluated matrix functions 
numerically on the computer for a given population size. In some cases, however, 
the results were also obtained with the help of analytical techniques by using the 
eigen-roots and eigen-vectors of Q. In this section we outline the analytical approach 
which is applied to a genetic problem studied in the next section. 
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Let the cigen-roots of Q, a kxk matrix, obtained by solving the character-
istic equation 
(Q—AII=o 	 (34) 
	
be given by A 1 , A2 ,.....................  A. 	Also, let v i and 2 1 be the right and left column vectors respectively corresponding t& the root A 1 for i= 1, 2................ k. The spectral set of matrices for Q are therefore 
i= 1, 2............. k. 	 (35) 







The formulae for calculating the probability of fixation and the expected change in 
the gene frequency are then given by 
k 




(I —A 1)x1  )'i'E(Aq) 	 (39) 
k 
E[R(i)]= E (I —A,t)x 7  y'E(R) 	 (40) - 	I_-i 	--- - 
6. Effect of linkage on the probability of fixation of a gamete 
in selfed populations 
The case of selfed populations corresponds, in the above discussion, to 
the situation when N=1. The population gets subdivided into lines from each of 
which two gametes are chosen to form one mature individual only. If we consider a 
single locus with two-alleles A and a, there would be three types of lines. Two of 
these would have only homozygojes AA and aa respectively and each would occur 
with frequency 1/4. The third type would have only hetérozygotes Aa and would 
occur with frequency 1/2. It is obvious that the first two types correspond to the 
absorbing states with frequency of 4 as I and 0 respectively whereas the third type 
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corresponds to the transient state with frequency of A as 1/2. The matrix P, then 





1 	0 	0 
0 	1 	0 	 (41) 
L 	1/4 	1 1/4 	1/2 	J 
In this case the matrix Q is a scalar quantity equal to 1/2. It is easy to see that 
(IS) and (21) give, for this case, the following results 
Probability ot fixation of A in the Iirnit) 	 (42) 
Probability cf fixation of A by the i" generation =(1 —.-') 	(43) 
- 	With two loci each with two alleles Ar a and B- b respectively, 
there would be four gametes AB, Ab, aB, ab. Since two gametes per line are chosen, 
there would be ten types of lines. Four of these would have only hornoygotes 
respectively as AR/AR, Ah/Ali, aR/all and ab/ab. These would represent absorbing 
states. Another four types of lines would contain only single licterozygotes respecti-
vely as AR/Al,, AB/aB, Ablab, aB/ab. The corresponding states would be transient. 
The remaining two types of lines would have only double hctcrozygotcs of the 
types A Blab (coupling) and Ab/aB (repulsion) respectively and would also 
correspond to transient states. The linkage between genes at the two loci would 
afThct the contributions of double heterozygotes only. If we denote the probability 
of crossing-over between two loci by r, with s= I r, the '10 states of the system 
can be classified according to the distribution amongst the four types of gametes 
as below 
AR .11b all ab 
E 1 1 0 0 0 
E 0 1 0 0 




































The P-matrix, then, takes the form 
F. 1 
0 	1 	0 	0 0'  
0 	0 	1 	0 .91 
• 	 0 	0 	0 	.1 91 
PAB 	PAb 	PaB 	Pab Q 
L J 
An 	this 	matrix, 	9 is 	a 	1 x6 	row vector of zeros. TAB, Ai,, aB and 
are 6 x 1 column vectors given by 
P'4fl =(I/4,. 1/4, 0, 0, s214, r214) •  
PAb=(I114, 0, 1/4, 0, r2/4, 	s2 /4)  
• 	 P'=(0, 1/4,0, 1/4, r2 /4, s2/4)  
P'ab =(O, 0, 1/4, 1/4, s 2 /4, r2 /4)  
Further, Q is a 6 x 6 matrix given by 
F 1/2 	0 	0 	0 	0 0 
o 1/20 0 0 0 
Q= 	0 	0 	1/2 	0 	0 0  
0 0 0 1/2 	0 0 
rs/2 	rs12 	rs12 	rs12 	s2/2 r 2 /2 
L 	rs12 rs12 	rs12 	rs12 	r 2/2 s12 j 
The Q-matrix is found to yield the 6 roots A, A 0 , A3 , A41  A5  and A6 given by 
• 	 (50) 
? 5 =(l-2rs)/2 	 (51) 
(52) 
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The matrix X of the right-hand column vectors x• corresponding to A i for i= 1, 2, 3, 4, 
5, 6, is derived from the results given by Pun (1968) and is given by 
X=(x 1 , x 2 , x 31  x 4 , x 51  x 6 ) 
1 	0 	0 	0 0 0 
•.0 1 0 0 0 0 
= 0 	0 	i 	o o 0 (53) 
o o 0 1 0 0 
1/2 	1/2 	1/2 	1/2 11V2 l//2 
L 	1/2 112 1/2 1/2 1//2 	—1 /V2 j 
Similarly, the matrix Yof the left-hand 	row 	vectors r' j corresponding to the 	six 
roots is given by 
Y.=(v 1 ', j'2, Yl, Y 	.Y'51 Y'n)' 
1 	0 	0 	0 0 0 
0 	1 	0 	0 0 0 
o 0 	1 	0 0 0 
(54) 
= 0 	0 	0 	1 0 0 
- —1/V2 —1/V2 	1/v'2 	1/2 	1!'2 	1/V2 
L 	
0 	0 	0 	0 11/2 — I1v' 2 
• 	With the help of vectors x, and y, the spectral 	set of the matrices H, i1,2 .......6 
given by (35) are obtained. 	These matrices, 	together with the 	six-roots, provide 




• 	 1=1 
2 	0 	0 	0 0 0 
0 	2 	0 	0 0 0 • 
0 	0 	2 	0 0 .0 • 
= • • (55) 
0 	0 	0 	2 0 0 
I - 	1—IV 	1—IV 	1 - w w 	V w—v 
1—w 	1—w 	1—w 	I --w it' —v w-f-v 
where w=1/(1+2rs) and t'=1/(1+2r), 
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If the vectors of probabilities of fixation of gametes AB, Ab, aB and ab are denoted 
respectively by UAB, (JAb. Uafl and (Jab, then, in view of (37) and (45) to 	(48), 
we get 
UAB=(I1 2 	1/2 	0 0 v/2 	rv)'  
(JAb =(1/2 	0 	1/2 0 rv 	1'/2)'  
(J08 =(0 	1/2 	0 1/2 rv  
Uab 	(0 	0 	1/2 1/2 v/2 	:r)'  
It is confirmed from the above results that the linkage can only have its 
effect when the population is initially either in state E9 (coupling phase) or in state 
E10  (repulsion phase). In each of these two situations, the probabilities of fixation 
of the four types of gametes. depend on the recombination fraction r, as shown by 
the last two elements of each of the vectors given by (56) —(59). As expected, the 
probability of fixation of gametes AB is the same as that of ab. Similarly, the pro-
bability of fixation of Ab is the same as that of aB. The effect of linkage is to 
increase the probability of fixation of a coupled gamete (AB or ab) if the initial 
population consists of a double heterozygote in coupling phase. On the other hand 
with repulsion phase the probability is reduced. For repulsion gametes (Ab or aB), 
the probability is increased when the initial population consists of a double hetero-
zygote in repulsion phase but decreased with coupling phase of linkage. 
7. Summary 
A rigorous theory of the transition matrix approach for studying the 
change in the frequency of a gene in finite populations is developed. The probability 
of fixation of a gene and the expected change in the gene frequency by a given num-
ber of generations as well as in the limit are expressed as functions of the transition 
probability matrix. The analytical as well as the numerical procedures for the 
calculation of these quantities are outlined. The theory is - applied to study the effect 
of linkage on the probability of fixation of a gamete in populations practising self-
fertilization. It is found that linkage increases or decreases the probability of fixa-
tion of a coupled gamete according as the initial population consists of a coupling or 
repulsion heterozygote respectively. . 
The Conditioned Diffusion Equation and its 
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SUMMARY 
The forward and backward conditioned diffusion equations relative to the 
event of the process attaining absorption in one of the boundaries have been 
derived from the corresponding Kolmogorov differential equations. The 
backward conditioned diffusion equation has been used to derive the mean 
and variance of the length of time until absorption in one of the boundaries. 
The general results so obtained have been applied to the problem of random 
drift in population genetics, giving the means and variances of the distribu-
tions of time until fixation as well as of time until extinction of a particular 
gene in a finite population. 
Keywords: CONDITIONED DIFFUSION EQUATION; CONDITIONAL DIFFUSION PROCESS IN 
GENETICS; DIFFUSION APPROACH AND FIXATION OF A GENE; ABSORPTION 
TIME BY DIFFUSION THEORY 
1. INTRODUCTION 
WE consider a random variable x at time t whose density functionf(x; t) satisfies the 
forward Kolmogorov (or Fokker-Planck) equation. 
j'(x;t)1 02 
at 
_ - 	-{ v(x)f(x; t)}--{m(x)f(x;  
where m(x) and v(x) are the instantaneous drift and diffusion coefficients 
respectively. 
The adjoint of (1.1), known as the backward Kolmogorov equation, is given by 
8u(p; 1) 	 a2 	 a v(p)-2 u(p; t)+m(p).-u(p; t), 	 (1.2) 
where u(p; r) is the probability that x = I during a time interval t, given that initially 
it takes the value p. 
In population genetics, we come across situations where we are interested in 
studying in a population of size N, the behaviour of the frequency of gene A (with a 
single alternative allele a) over time under the influence of selection, mutation,. 
migration and random sampling of gametes due to finite size of the population. The 
change in the gene frequency over time is then a stochastic process which can be best 
studied with the help of the above diffusion equations. The variate x then refers to 
the gene frequency of A at time t. In such cases, m(x) and v(x) are of the form given by 
n?(x) = x(I-x)q(x), 
u(x) = x(1 -x)1(2N), 	. 	
(1.3) 
1974] 	 NARAIN - The Conditioned D/Jision Equation 	 259 
where /(x) is an arbitrary polynomial, possibly constant or zero. These conditions 
imply that either A or its alternative allele is fixed in the population in a finite length 
of time. Mathematically, this means that x = 0 and x = 1 are exit boundaries such 
that there is unit probability of one or other boundary being reached in finite time and 
that once a boundary is reached, the variate remains fixed at that boundary, i.e. the 
process is said to be absorbed at that boundary. However, in the treatment which 
follows, we do not impose these conditions until in the final section when we discuss 
genetical applications. 
If the process starts with the value of x as p, the probability u(p) = Iim, u(p; t) 
that the boundary x = 1 is reached before the boundary x = 0 is a solution of the 
equation (1.2) with (au/at) = 0, i.e. of-the equation 
• 	d 2 u(p) 	du(p) 
P(P) dp2 +m(p)—j-- = 0, 	 (1.4) 
subject to u(0) = 0, u(l) = 1. From (1.4), it follows that 
- fOu(p) =G(x) dx 	G(x) dx,  I Jo 
Where 




r — - G(x) —- 	fo G(x) dx. 
The probability that the boundary x 0 is reached before the boundary x = I is 
then I —u(p). 
The mean time M(p) until one or other boundary is reache4 satisfies the differential 
equation 
d2M(p) - 	dM(p)+iø 	 (1.7) v(p) 
dp2 
 +rn(p) dp 






M(p)=u(p)I(x){l—u(x)}dx+(l—u(p)}  I(x)u(x)dx, (1.8) 




I(x)=2 G(x)dx/{v(x)G(x)}. 	 - 	(1.9) 
The second moment (about the origin) of the length of time V(p) until one or 
other boundary is reached satisfies the differential equation 
d2 V(p) 	dV(p) 
v(p) dp2 +Pii) dp ±2M(p) = 0, 	 (1.10) 
) 
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subject to V(0) = V(1) = 0. Integrating (1.10) and applying the boundary conditions 
we obtain 
fp






(x) = 4J 
I
G(x)dx M(x)  
v(x)G(x) 	
(1.12) 
The results mentioned above are discussed in the literature by Kolmogorov (1931), 
Wright (1931), Feller (1951, 1954), Kimura (1957, 1962, 1964), Watterson (1961, 
1962), Ewens (1963, 1969) and Narain (1969, 1970). 
2. THE CONDITIONED DIFFUSION EQUATIONS 
Let the conditional density function of x at time t, given that its final.value at 
= co will be 1, be denoted byf 1(x; 1), that is, 
	
f 1(x; t) = urn f 1(x; t, 1; 1), 1< t 1 . 	 (2.1) 
Applying Bayes's theorem on conditional probability, we get 
u(p)f i(x; t) =f(x; t)u(x). 	 (2.2) 
Using u(p)f1(x; t)/u(x) forf(x; t) in (1.1), we transform the density functionf(x; t) 
to f 1(x; i) relative to the event of the process attaining absorption at x = 1. The 
transformation fromftof 1 gives, on simplification, 
13. 	1132 	 3 	 d 	'12 
- j = 	{v(x)f} - - {m(x)f 1} + v(x)f1 - log 
+ [2ni(x)f.l 
- _.{v(x)fcj}1 [ log u(x)1.. (2.3) 
Considering (313x) {v(x)f1(d/dx) log u(x)}, we find 
- 	
v(x)f i log u(x)} 
	
I2rn(x)fci - - {v(x)fi}] 
{ 
log u(x)} 
+{v(x)fci){ log u(x)}. 	(2.4) 
dx 
Substituting (2.4) in (2.3), we get, after simplification, 
øfei(x; t) - 1 32 	 3 [~m(x)+ v(x)'(x)) f,.(x; 
 ]. 	
(2.5) {v(x)f1(x; t))-- 	t)
U(x)  
This shows that the density function f also satisfies the forward Kolmogorov 
equation but with the instantaneous drift coefficient in'(x) given by 
v(x) G(x) 	
(2.6) in' (x) = M(X) 	u(x) 
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The 'diffusion coefficient v(x), however, does not change. We term (2.5) as the 
conditioned forward Kolmogorov diffusion equation relative to the event of the 
process attaining absorption at x = 1. 
The adjoint of (2.5), which can be termed as the conditioned backward 
Kolmogorov equation relative to the event of the process attaining absorption at 
x = 1, is then given by (1.2) with m(p) replaced by mr(p)  and u(p; t) replaced by 
(p; 1) which is the probability that x = 1 during a time interval 1, given that initially 
it takes the value p and relative to the event of the process attaining absorption at 
x = I. It is obvious then that the probability u 1 (p) = Iini 1 u 1(p; t) that the 
boundary x = I is reached before the boundary x = 0, relative to the event of 
eventual absorption at x = 1, is unity. This can easily be verified by solving the 
adjoint of (2.5) with (au,/at) = 0, subject to 
1imu 1(p) = finite and u 1(l) = 1. 
p-O 
In a similar manner we can derive the conditioned forward and backward diffusion 
equations relative to the event of the process attaining absorption at x = 0. 
Let the conditional density function of x at time I, given that its final value at 
t = co will be 0, be denoted byJ(x; t), that is 
f(x; t) = 1imf(x; t,0; ti), 1<11. 	 (2.7) 
Applying Bayes's theorem on conditional probability, we get 
{1 —u(p)}j'(x; 0 =f(x; 0 {1 —u(x)}. 	 (2.8) 
Using (2.8), we transform the density functionf(x; 1) in (1.1) toJ(x;t) relative 
to the event of the process attaining absorption at x = 0. This gives 
	
3J(x; 	 ! 
 02 	 — v(x) G(x) 
31 2 3x2° 	t)}_-[{m(x) I -u(x) 
}f(x; 1)]. 	(2.9) 
This shows thatf also satisfies the forward Kolmogorov equation but with the drift 
coefficient ,n'(x) given by 
MO* (x) = M(x) 
- 
v(x) G(x) 
I —u(x) 	 (2.10) 
We terpi (2.10) as the conditioned forward Kolmogorov diffusion equation relative 
to the event of the process attaining absorption at X'= 0. 
The adjoint of (2.9), termed as the conditioned backward Kolmogorov diffusion 
equation relative to the event of the process attaining absorption at x = 0, is then 
given by (1.2) with m(p) replaced by m'(p) and u(p; 1) replaced by u(p; 1) which is 
the probability that x = 0 during a time interval 1, given that initially it takes the 
value p and relative to the event of the process attaining absorption at x = 0. 
The probability u(p) = lini,u(p; t) that the boundary x = 0 is re, ached before 
the boundary x = 1, relative to the event of eventual absorption at x = 0, can be 
shown to be unity by solving the adjoint of, (2.9) with (3u/0t) = 0, subject to 
ii(0) = I and lim 1) ., 1 u(p) = finite. 
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3. MEAN TIME UNTIL ABSORPTION IN ONE OF THE BOUNDARIES 
It is apparent that the differential equation for the mean of the distribution of 
time until absorption in the boundary at x = 1, disregarding the cases of absorption 




1Ui(p; 1) dt 	 (3.1) 
is the mean time until absorption in the boundary at x = 1, disregarding the cases of 
absorption in the boundary at x = 0. This was first noticed by Narain (1970) wherein 
the set of differential equations for the mean and the second moment (about the 
origin) of the length of time until fixation of a neutral mutant gene, excluding the 
cases in which it is lost, was obtained from a different approach without invoking a 
conditioned diffusion equation. 
Since lini 0 U 1(p) is finite and u1(l) = 1, the boundary conditions for the 
differential equation in M 1(p) are 
lim M 1(p) = K1 , 	 (3.2) 
p-+O 
where K1 is a finite quantity and 
M1(l) = 0. 	 (3.3) 
The integration of the differential equation, subject to these conditions, gives 
1 1 






M1(p) 	I(p)u(p){l —u(fl)}dp-f 
i I—u
_"'   1(p){u(p)) 2 dp. 	(3.5) 
U(P)  
The differential equation for the mean time until absorption in the boundary at 
x = 0 is given by (1.7) with m(p) replaced by m'(p) and M(p) replaced by M(p) 
where 
M(p) = f-tuw(p;  t)dt 	 (3.6) 
is the mean time until absorption in the boundary at x = 0, disregarding the cases 
of absorption in the boundary at x 1. 
Since u(0) ='I and 1im 1 u(p) is finite, the boundary conditions for the 
differential equation in M(p) are 
M(0) = 01 	 (3.7) 
urn M(j) = a finite quantity. 	 (3.8) 
The integration of the differential equation, subject to these conditions, gives' 
p 	 u(p) fj 




limM(p) = I(p)u(p)(l —u(p)}dp. 	 (3.10) 
(3.4) 
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The results (3.5) and (3.9) were also obtained by Kimura and Ohtã (1969) but from 
a different approach without involving a conditional diffusion process. 
4. VARIANCE OF THE LENGTH OF TIME UNTIL ABSORPTION IN 
ONE OF THE BOUNDARIES 
The differential equation for the second moment of the distribution of time until 
absorption at x = I is given by (1.10) with m(p) replaced by mr(p),  M(p) replaced 
by M 1(p) and V(p) replaced by V(p) where 
1'i(P) = J r2 u 1(p; t)dt 	 (4.1) 
is the second moment (about the origin) of the length of time until absorption in the 
boundary at x = I. 	 - 
The boundary conditions for the differential equation in V 1(p) are given by 
lim V 1(p) = K21 	 (4.2) 
where K2 is a finite quantity and 
V 1(l)=O. 	 (4.3) 
Integrating the differential equation in V 1(p) twice and applying the above 
boundary conditions, we obtain 
V 1(p) 
=
M 1(p)I(p)u(p){1 - u(p)}dp p f . 
± 2{l _UP) 
fo
) MCl fr)I(P){ufi)} 2 dP, 	 (4.4) 
K2 = 2 1 M 1(p)I(p)u(p){l —u(p)}dp. 	 (4.5) 
Jo 
Using (4.4) and (3.13), we obtain the variance of the length of time until absorption 
atx=las 
Variance = V1(p) - {M 1(p)} 2 . 	 (4.6) 
The differential equation for the second moment of the length of time until 
absorption at x = 0 is given by (1.10) with m(p) replaced by m(p), M(p) replaced by 
M(p), and V(p) replaced by V(p), where 
V(p) = j t2 u(p; t)dt 	 (4.7)' 
is the second moment (about the origin) of the length of time until absorption at 
x = 0 excluding the cases of absorption at x = 1. The boundary conditions for the 
differential equation in V(p) are given by 
V(0) = 1 1 	 (4.8) 
urn V(p) = a finite quantity. 	 (4.9) 
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V,(p) = 2 I 
P 
M(p) 1(p) u(p) { I - u(p)} dp + 
2u(p)  
u(p) } I 
1 
M(p) I(p){l - u(p))' dp. 
Jo - 
(4.10) 
Using (4.10) and (3.17), we obtain the variance of the length of time until absorption 
at x = 0. 
5. GENETICAL APPLICATIONS 
It is apparent from the above considerations that the adjoint of the conditioned 
diffusion equation relative to the event of the process attaining absorption at x = 
(2.5) is particularly useful in population genetics for obtaining the mean and variance 
of the distribution of time until fixation of gene A, disregarding the cases in which 
it is lost from the population. Similarly, the adjoint of the conditioned diffusion 
equation relative to the event of the process attaining absorption at x 0 (2.9) is 
used for obtaining the mean and variance of the distribution of time until extinction 
of gene A, disregarding the cases in which it is fixed in the population. Their uses can 
be illustrated by considering the case of random drift alone. 
Let the frequency of gene A be p (with the frequency of its alternative allele a as 
I —p) in a diploid population of N individuals with variance effective number N0 , 
which may differ from N if the mating is not random or if the distribution of the 
number of offspring does not follow a Poisson distribution. As defined by Kimura 
and Crow (1963), N,, is the size of an idealized population that would have the same 
variance of change in gene frequency as the population under consideration. We 
assume the absence of directed forces of selection, mutation and migration so that 
the mean change in the gene frequency over time is zero but the variance of the change 
in gene frequency follows the binomial law. This means 
m(p)=O 	 (5.1) 
v(p) = p(l —p)1(2N). 	 (5.2) 
This gives, from (1.6), (1.5) and (1.9), 
	
G(p)= 1, 	 (5.3) 







The differential equation in M01(p) then reduces to 
d2 M01(p) 2 dM0,(p) + 4N0 
= 0 	 (5.7) 
dp2 	p do 	p(—p 
as shown in Narain (1970). 
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With the help of (3.5) and using (5.4) and (5.5) we find the solution of (5.7) as 
	
M 1(p) = _4N(.--1 ) log ,: ('—P). 	 (5.8) 
Similarly, 
I rn M 1(p) = K1 = 	u(p) {l - u(p)} dp ij~ofo,  
= 4N. 	 (5.9) 
Similarly, using (2.10), 
m(p) = —p/(2N0). 	 (5.10) 
The differential equation in M(p) then reduces to 
d2 M(p) 2 dM(p) 4N 
- 	 (5. 11) 
dp2 	1—p dp +p(l_p)_ 
For solving this equation, we use (3.9) and obtain, 
M(p)=_4Nc ( 1-?_)loge p. 	 -(5.12) 
The results (5.8), (5.9) and (5.12) were obtained earlier by Kimura and Ohta (1969) 
and Narain (1970) by solving different differential equations without invoking a 
conditional diffusion process. 
In order to obtain the variance of the length of time until absorption in one of the 
boundaries, we proceed to obtain, using (5.8) and (5.12) and with the help of (4.4) 
and (4.10), 





The result (5.13) was earlier obtained by Narain (1970). 




The author is grateful to the referee for helpful comments and for pointing out 
that the March 1973 issue of Theoretical Population Biology contains on pp.  21-30 a 
paper by W. 'J. Ewens in which the basic conditional diffusion equation is set out. 
The priority of this publication is duly acknowledged. 
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THE CONDITIONAL M.ARKOV CHAIN IN A GENETIC CONTEXT 
PREM NARAIN 
Institute of Agricultural Research Stattsti'b. Library Avenue 
New Duthi 110 01Z 
Population genetics deals with a study of changes which the gene pool of a 
Mendelian population may undergo when it is exposed to systematic forces such 
ar selec.tion. mutation and migration. When the population is, of limited size, 
be 
sample of genes transmitted to the next generation can deviate randomly,  
from the true genetic composition of the parental generation and these random 
changes can accumulate over several generations In other words, the chat.ge 
in the gene frequency over time due to systematic as w
ell as random forces to a 
stochastic process. Usually the behaviour of the gene frequency In a generation 
depends only on its value in the (m.nediatetY preceding generation •o that the 
process is Markos ian in structure. It can be studied either approximately as a 
diffusion process in which gene frequency as well as generations are treated as 
continuous or strictly an a finite Markov chein in whLch gene frequency is a dis- 
crete random variable and generations are discrete. In a series of Investigations 
(Narain (1969), Narain and Robertson (1969), Robertson and Narain (1971) 
Naratn (1971a)1, it was ehqwn how the process can be treated as a finite Markov 
chain and how the use of a transition probability matrix can be hepfu( tu a genetic 
context. in particular. it was shown how to c
alculate the probability of fixatin o 
of a gene as well as the first two moments of the distribution of time taken for 
tt.i fixation, dt.èegardiflg the cases it. 
which it is lost. The calculation of the 
first two moments of time until fixation of a particular allele was also attempted 
by the diffusion approach (Na rain 1970). Narain (1974)1. The last investigation 
as well as that -
of Ewen (1973) have demonstrated that invoking a conditional 
process facilitates the calculation of the moments of the distribution of time 
taken for he fixation of a gene. This aspect is intimately connected with the 
concept of average number of generations required to attain limits of genetic 
improvement due to artificial selection which was first introduced in Narain 
(1969) and later elaborated in No rain (1971b). Although the diffusion approach 
to the conditional process is completely documented in 
Ewens (1973) and Narsin 
(1974). the transition matrix approach is only briefly indicated in the former 
ribe the con reference. The purpose of this paper is therefore to desc
ditional 
Markov chain and demonstrate its application in a genetic context relating to 
resppnse to selection in finite populations. In 
addition, the theory has been 
appitcu to study the effect of Linkage on the mean and varianC4 of time until fixa-
tion of a gamete in popuLatiLfla practifttig self-fertilization. 
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CONDITIONAL MAKOV CHAIN 
Assuming no mttatton, consider a finite population of gametes of size ZN 
(corresponding to a populalicn of diploid individuals of size T) #nd a single locus 
With two alleles A and a. Such a ptpuLatlon can assume (ZN+I) states E0, El., 
EZN.i. FZN. the stake Ei representing the state of I 
A genes and (ZN-i' a genes. 
The frequency of A. denoted by x1 for the population in state Ei, can then take 
yal.iesi/Zl, in 0,1,... (2N-I),ZN. Whn 	0 or 1 for in 0 and ZN respectively. 
the population Is said to be fixed for A qr a respectively. But when c. Q or 1', 
the pqpulatiofl is said to be segregating for A and a alleles. Such a genetic situ-
ation corrsponde to a finite absorbing Markov .  Chain with two absorbing state. 
F 0  and EZN and (ZN-fl transient states F 1 , E, .. . FZN_l. A detai,ddescrtp- 
tion of this chain. In such a,context. I. given in Na rain (1971a). If P represents,' 
one step traeI.ttoo probability for the system to move from E1to E th..traos1 
tion probability matrix qf order (ZN+1)x" ZN+l) takes .tl,e fbrm 
 
where 	Is of. order- ZN_l)*(ZN..l), giVLn the one-step transition probabilities 
amongst the  trans Lnt states only. P0 and P2N are column-vectors of order 
(2r- 1) x'l çepreaertn$ the one-step transition pçobabtltttas fr"m e. transient 
state o E 0  and EZN respectiveLy. The vect9rs of the eventual probabilities of 
fixation of A and a, denoted by U and are respectively given by 
IJ C _PZV 
 
Le (i_) 1 Po 	 (3) 
Co'side.r now U finite absorbing 	chain conditioqal to the eventual: 
abaoçption In EZN.  We the4have only one absorbing state ZbI  and (ZN-i) trait-.. 
pien' states E1 .... EZN...1 from which absorption Is only possible in EZN.'  Let 
be the one'-step transition probability for the system to move from Ei  to 
relative to the event of ultimate absorption in EZN.  Denoting by Uj, the t-th. 
element of vector U. the eventual probability of.fixatton of 'A when initially. th 
population was in state Ei and following Ke'meny and Snail (1960). we can define , 
l) 
= U/U 	' 	 .. ' 	
(4) 
with UZN = 1. We then have the conditional one step transition probability 
matrix (c1), of order ZNxZN,given by  
(C 1) 	(C1) -y 	 . 	. . 	. 
(C1) 	 —ZN  
L11 	'L' 
I'reu, Nara*n 	 - SI 
wlwr. 	
(( I) is of order (N-lx (ZN-I). 	visig tIl. •n.-step t ransitlon prib;.bl- 
tLtits anóngst th. transient stares only, conditional to fixation In E2N  afld 
i s tht column vector of order (ZN-fl a 1 r e r e erntiflg the one-step transit "n 
probability from a transient state to EZN r.lative to the eventual abeorpti"n In 
EZN. The corresponding t.step transition matrix is given by 
1_ Q (C1) (t) 	(C1) (t) 
( 
LQ' 1 	 (6) 
and the use of (hap,nanKoLmOgOrOV (Fetter (1951) for the Conditional Markov 
Chain gives 
	






[I((c1'(t)1 [1'' - 
	
(9) 
Following Narain (1971a). the column vector u(C) t of the probability of fixation 
of A by the t-th generation relative to the eventual fixation for A is obtained as 
z P'(t) 	
(10) 
As t tends to Infinity. (cfl)t tends to zero so that the vector of the eventual 
probability of fixation for A. for the conditional process. Is given by 
_ (C1)f ' PcN)) 
Writing 	diag(U1.U2. .. 	 of order (ZN.l)x(ZN-l). we find 
• 	 Q(C1) 
a Ri 1 	
(12) 
1(C1)1 	t 
• 	L9 	J 





—ZN 1 —ZN 	 , 
It, therefore, follows that 
2 (C 1 ) 	 e 	
(16) 
Mrov Chain in genetics 
t
coikki,111 veUor of uniLleb. as eKpected dut- to tie conditioning of the prnt'e8. 
Further. we 
• 	
- -i t 	I (7) 
for wrkln$ out tho. probahijittest of fixation of A by the t.th generation. 
Similarly1 if we consider a finite absorbing Markov Chain cond(tloni to the 
•ventul absorption in E0, we have agaaone absorbing 
state and (ZN.1) 
ent states. Defining the corresponding one-step transition probbittty P1j' 'U 
with L0' I and proceeding in the same way as above wept 
0' 	1 
L'°1t 	ç(CO)(t)j 







a L(d t))(t)  
Ivtng the probabilities of fixation of a by the t-th generation in the conditional 
process with L (CO) • e as usual- 
CONDITIONAL XPLCTED RESPONSE DUE TO ARTIFICIAL SELECTION 
The randorn.rhange in gene frequency dui to finite population sue has im-
portant appLicatlpfls in animal breeding as shown by Robetson (1960). The pro-
bability of fixation of the desirable allele can be converted into the expected 
re4ponse in the character under selection at the jimij
.  by making use of the rela-
tion between the selective advantage of a gene with Its effect o. the metric cha-
racter under selection given tint by Haldane (1931). Under the assumption of 
independent segregation of several loci affecting the character, the expected 
rcsponse at the limit, expressed In relation to the initial genetic standard devi-
ation. is a functic'r.of Nib (the product of population size, intensity of eeitCtlOn 
and the square-root of heritability) and the initial frequency, p of the desirable 
allele assumed equal at all loci. L'4arain (1971a) showed that this expected 
limit of resJ)Onbe to selection, expressed In terms of the vector of changes In 
the frequency of desirable allele and denoted by E(R) is gt.en by 
1t) a tL - 9),_ I E(8E)' 	
(22) 
where E(8p) Is the vector of initial expected responses. Also, the the vector of 
the expect  response by the t.th generation. EIR(i)j was shown lobe equal to 
E(R(t)Js ( .t) F(H) 	 (Z3) 
Invoking a conditional process of selection along the same Linus as in the 
previous section, we let the vector of conditional expected response due to setec. 
Iton by the I-tb generation as 
E La(c)(()J. [ 	(C ' ii' F(R) 	 24I 
r.latIve to t) eventual fixation of A regarded as a desirable allele. The .apues-




Cl) -1 p 4I) •° 	 ,Z5) 
where tO lithe vector of the frequency of desirable allele in the initial poputa-
lit. A - We then have. 
[(C)tt] 	
- 
g;Itj 1] [I..- (°)1: 	(Z6) 
PROAkLL1TY G)Nk$ATLNG FUNCTION or THE DISTRIBUTION or 
TIME UNCIL. FIXATION OF A. PARTICULAR - ALLELE 
Let T 1 be the time liken to UrOt reach ftxattonoi A. given that the initial 
population contains t A,ones ond2N-L)a genes relative to the hypothesis of 
eventual absorption In Ep 	Let Sit 'be the probability .  that 11.  t. Then clearly. 
• 	
(Z7) 
The probability generating functirn' 	 in this case. can then be expressed 
a 
cr 	'n s as 	Z 
to 
S 	
a 	 4 & 	&t_I: 	
(t.i) 
1.? 	to  
1 :I) 	CII (5) 	 (ZR) 
IA r" ,atrtm flOSil iPis1 we ZAh * -wrRe it as 
Cnnditii.nai Ma rIeiv 'h' in in genetics 
lr(Cl)(7) 	ZU 	
Q(tl)) 
whe re i is still a scalar and ,,ICI)( ) 
is the ' vector of probability genetalmnK ft' fit: . 
conditional lii fixation of A. I Icing Ih. rl14tionuhlp btwrn fiismm.timmne of 
arid 9 giVafl in Section 2. w. got 
zD1 Cr1. 	(4 	) 
'rile vector of the. first ,notmefltfl of 
the diet ritimit ma of (tome imutti fixation of A iat  
	




II 	 S 	 (31) 
It is easy to see that this is also equivalent to (j_ 	
1 ) 	
e. The vector of 
t. - he second factorial moment in given by 
E(T 1 )-E(T 1 ) 
(32) 
Using (31) and (32). the vector of the second moment r.botit origin i's obtained 
as 
E(T) = 	11(ZUY2-tL-Q)')U 	 •(33) 
With the help of the elements of the vectors given by (31) and.(33), one can obtain 
the variances of the time until fixation of A. 
In a similar manner, we obtain the vector of the probability generating fmin-
ttonc rr(C ( ( a), at the distributions of time until fixation of a. This is given by 
7,. (CO) 	• ztL z(C0)_1WC 	! 
 
The vectors of the first and second moments in this came are given by 
 
E() 	[zç-)"2-(-QY") 1 	 : ( 36) 
From which one can get the corresponding variances of the time until fix-
ation of a. 
Pr,-r 	l'r.in 	 - - 
Ft(FN.RO0TS AND EIGEN.VECT0., 
 OF TILE COIU)ITIONAI MAiF:()V 
CHAIN WITH BINOMIAl rHArsl1loN 
lRohMsILI'riF's 
it is apparent from the above mat
rix derivations that liar applying this thtor,. 
the element ? 	
(Ci) , 	(C0), D1 and J1cj ore require(i to, be knowp.. Analytk illy. 
this invotvca working out the eigenrOot8 and etgehveCtOr8 of 
	
and p(CO)• 
Since the conditional transition matrices (d1) and (C0) depeni on the 
tionat transition matrix P arid since D 1 
 and D0 are shown to be certain functions 
of [Narain (1971K)], the problem boils down to a study of P or its derivative 
For specifying 
the elements of P. we constder, as an example, the hitiomiat 
11! 
transition probabilities. This case is commonly known as Wright's model 
• 
	
	(W r i ghtll93I)l. It aistime8 absence of 
selective forces and considers only - 
random drift based on binomial sampling with a constant population size N. The 
eigtn. roots and vectors of 	
in such a case are also known [Fe iler (i951)J. Fic-
tension of such .a model so as to involve selection in the c ,ntext of Limits '4 res-
ponse to selection has been e'ten8iyeIY studied by Na 
rain and Robertson  
However, it is s
till of interest to study the eigenr0OtS and eigen_VeCt0rU of the 
conditional transition matrices t) and p(cO). For this purpose we,foLLO the 
approach given in Feller (1951).. 	 . 
With binomial sampling and no seLection, we have 
(ZN) 	(1p2 	
* 0, 1,... ZN.. 
Pq (37) 
(Cl) 	(IN) 	(PP,) . 	
.= 1,2,. ..,2N 
ja 1,2,. ... .ZN 	 (38) 
where p i i/ZN. 
The eigenroots of 	
1) are obtained by solving the characteristic equation
(391 
p(CI)-x , j V 0 	. 	 . 	
0 
It I. found that the roots are given by 	 . . 
(aN) 	/(ZN)r.. 	 re 0,1.... (2N-1) 	- 	
: (40) 
F o i-'r 12,... (2N-I), the roots are the same as that of 
Cfl and similarly as 





Wrltir.g (v) = j(j— fl . ( j_v+1), we get 
(C.l).. 	r(ZN)(V+l)Pr +V(2N)(y) p112N 
	
(42) 
Conditinnl Mark ,,-., Chain in gcflrtC q 	 •5 
how * that. taktng v 1. the expected vali.eOt the gene (eqru . This s   
• random drift, W ill not be simply Pi but 
instead g iven by 	- 
• 	 ZN 
1C 11 (i/ZN)R Pt 4 (l.p1)/2N 
Ill . 	•. 	•• 
so that 	 •: 
(8p)* ()p)/2N 	
(14) 
S(m1ITl, wth. Y .0  2, we get 
ZN 	 .: 2  
	
(Cl)(j/2NZ4I/zN) 	,(C l) Wr41 (1 ..)/ZN)(1.Zt2N) 	(2/2N)(E.. l/ZN)p
1 
jL 	 jl 	
(45) 
This shows thato using (43), the variance of the change In the gene (requenfy. 
with pure random drift wilt not be simply p
1(l_p1)/2N but Instead, given by 
V(ap1) 	/ZN)(1.1/ZN)P10 -pt) 	
(4ô) 
• 	From (44) and (46ttta eytdánt that for a population 
a 0 l arge that (112t) 2 is  
ligibte. the mean and variance of the change in. gene frequency due to random 
drift. in the conditional process. are (l.p 1)/2N and p 1(l_p)/2N 
as against 0 and 
p1 -p 1)/ZN 
respectively in the uncondtt
cly what we got from unconditional 'case. This is axa  
the diffusion approach for the-pure random drift case as shown In Narain (1974). 
It is however interesting to note that for the exact process, cond%toniflg the 
pro 
cese Increases the mean but decreases the variance 
Corresponding to 
each characteristic root X(C) given by (40) the system of 
linear equations 
S 	 ZN 	 • 	 S .S 
	 5 	 •.. 	 S 
Z Pjj 	x(C) 1 . La 1 2, ,ZN 
(47) 
adrn 	a non-trivial solution x r 5  ('fir .X(ZN)r) 
known as the right-hand eigen- 
• 	vector for 4C), 
it is, therefore, always posebLe to find constants a0.a11.. . a. 
• (not a ll of them Zero) ouch that 	 S 	 • 
(48) 
Zjr 	8 v 1 (v)  
VU 0 
j a solution of(47). Substituting 
.
(48) In (47) and using (42). WO get 
	




Since coefficients of a on the both sides of 
(49) are polynomials of degree v In I, 
it is possible to write 
(SO) 
Pi 	> c 3 ' V (;I) 
ecO 




ficeuts of 	for t= 0.1 ..... r, we get. 
a(ZN) +1  )CI.t/(N) + 	
a((Nv)Ct+vCt(v 1)1(2J 
vt+l 
(to 0, 1 1 ....  
If we take t= r 10 
(51) tnd use (40) as well as (50). it is found that (51) to satisfied 
for v= r and arbitrary ar. We can then put . a r n 
I. in (51) for t (r.1) giving a r _I. 
This procedure al1nw. us to calculate a.2 ..... ai and a 0 In 
euccesbion. giving 
• 	 thereby the j-th element of the right 
land eigenveCtOr corresponding to 
• given by (48). 
Using the above procedure of obt:iining the eigenveCtOr8 for r 1.2 and 
3. 
we find that for the three eien.root. 
(C) 	(1-1/ZN) 
(C) (1.1/N)( -2/ZN) 	
(2) 
(C) 	(l_I/2N)(t_Z/Z1i)(1-3/") 
the vectors are, respectively, given by 




with j= 12,. ..,ZN. These results can be compared with the co rr e sponding 
results of the uncondttoflal case detailed in Narain and'Robertsofl (1969). Al-
though the roots are the same, the elements of thj 
'rectors. are now (1ip 3 ) o lt)hose 
in the unconditional case. Alternatively, since 	to an eigenvatut of 
with the assocted right eigen-vector, xr, we have 	- 
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1, 2.  
In view of (12), we get 
g1 Ar.a )t (C) i &r , 	 rul.2,...,ZN.. 
This show. that )4C)  is also an eigenvatue of 9 with the associated right-elgea-
vector Z r 	1 r' sothat by definition of P l . the j-th element of x r  is ZN/) times 
ag large as the j-th element of &r  I. e. those corresponding to the unconditional 
case. 	 -• 
EFFECT OF LINKAGE ON THE MEAN AND VARIANCE OF TIME UNTIL 
FIXATION OF A GAMETE IN SELFED POPULATIONS 
The effect of linkage on the probability.Of fixation of a gamete in populations 
practising self-fertilization was studied in Narain (1971a) which can be consulted 
for details. The case of self-fertilization corresponds to the situatLon when NMI. 
The population Is sub-divided into lines from each of which two gametes are 
chásen to form one mature individual only. With two linked loci each with two 
alleles A-a and'B-'b respectively with recombination probabili5yr. with s 1.r, 
and assuming no mutation, there are 10 states of the .ystm corresponding to 10 
* 	
types of lines out of which four homozygous ones represent absorbing states and 
the remaining six are trasient states. Amongst the transient states, the two 
corresponding to two double heterosygotes. AB/ab (coupling) and Ab/aB (repul-
sion) are important from the point of view of linkage, the remaining four involving 
single heterozygotes only. Taking the P-matrix of the process and the !JAB  vec-
tor of the probabilities of fixation of gamete AB from Narain (197Ia), the 
TIC lI)  matrix for the process, conditional to absorption In AB/AB, has the form 
(C 11) 
g(Cil). 
1 	- 	( 54) 
where 
nu/a,1/z,o,o.s2u+2r/z,ru+zrV4  























Le(i12/4 s(1+2r)/4 0 0 r/4 
sZ/ZJ 
The ordering of the states being AB/Ab. AB/aB. Ab/ab. aB/ab. AB/ab and Ab/aB. 
With the help of the. results given in Narain (1971a) and using (31) & (33). the vec-




are respectively given-by 
	
M (2,2,0,0 
(c)  ,a() J 	 (57) 
E(i4B) [6 6,0,0, (r) 1AB AB (58) 
where corresponding to the situation where the populationits InitialLy.AB* AB 
In the coupLing phase, are given by 
a(1+Zr)(1+4ra)/(1+Zrs)+(1-Zr)/(1+Zr) 	 (59) 
a (1+Zr)(3+26r.+24r 2 ?)/(l+Zr.)2 + (1.Zr)(3.Zr)/(1+2r) 2 	(60) 
and a, OA corresponding to the situation when the population is initially' in 
the repulsion phase, are given by 
a (1+2r)(1+4ra)/2r(1+2ra) 	..2r)/2r(1+2r). 	 (#I) 
32 	(I+2r)(3+26r0+24r 2 82 )/2r(1+Zrs) 2  .(1.2r)(3-2r)/2r('3+2 r) 2 (62) AB 
in a atmilar manner, we get the corresponding vectors for momenta of time until 
fixation of Ab, aB and ab. it is found that when the population ig initially In the 
coupling phase, the means and second moments about origin of time until fixation 
ófAb as well as aB are the same as that given by (61) and (62) respectively where-
as when the initial population Is in repulsion phase, these are correspondingly 
given by (59) and (60). These results for the time untilfixatlon of ab are exac tL y 
theeame as that until fixation of .B given by (59) to (62). In'. each. case, the 
variance of time .untWfixatloflis calculated by subtracting the square of a from jS. 
It ta interesting to note that mean and variance of time untll'homozygoalty 
can further be obtained by multiplying the mean and variance of time until fixatiop 
of a gamete by the corresponding probability of fixation and adding over the four 
possible case l. For the situation when the Initial population Is in the coupllhg 
phase, these aregiven by 	 . S 
E(T) = U 	+ jJ +,U 	a 	+ UjVa2 (1+4rs)/(1+2rs) 
(63) 
Var(T) U +U 	
(() 	(c) (c)+U(c)(c)_((T)JZ 
AB AB AbAb'4UaBaB  ab nb 
, 2(1+10re-8r 2 9 2 )/(l+Zrs)2 	 (64) 
where = Uc 1/2(1+2r) and a .r/(1+Zr) [Narain (1971a)). Be-
cause of symmetry, (63) and (64) hoO for the repulsion phase also.. The values 
of .E(T) and Var(T) obtained here are exactly, the same as those obtained by Purl' 
(1968) who'obtained them directly without working out the time until fixation of a 
particular gamete.. . . . . . .. . 
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The effect of the recombination fraction r on the mean andtheatanclatd. 
• 	deviation of time until fixation was numerically studied with the help of epres. 
stone (59) t -  (62). The ieaulte for the case when the initial population 1. In 
coupling phase are presented In Table 1. For the case when the initist poputá.: 
.tiori is in repulsion phase, the results are obtainable from the Table' by inter . 
changing either' A and a or n and b. 
Table I: Mean and standard deviat.on of time (number of generations) utI1. 
fixation of a gamete for the Initial population with heterozygotea 
in coupling phase.  
AB or ah 	 ' 	AS or aB . 
- 	Mean 	: 	a. d. 	-- 	Mean : 	.: 	•. d.' 
	
'0.0000 	 2.0000 ' 	.. 1.4142 	4.0000,.. •, 	 200Q0 
o °625 2 0208 1 4337 3 7244 1 862 
0.1250 - 	2.0743 	 1.4753 	'. 3.4973. 	:. 	1.1682' 
0.1875. 2.1506 1.5213 3.3103 ,• , 1.7078' 
0.2500 	 2 2424 	 1 5635 	3.1.616 	 16709 
0.11 z 5 2 3441 1 5959 3- 0120 1 6486 
0.3760 	 2 4513 	 1 6187 	2 8873 	 1 6382. 
'O .,437S 2 5602 4.6306. 2 774 1 4354 
0.5000 	 Z. 6666 t . - 	-L 6329 	26666 	 1 6329,,, 
It iq found that when the Initial population is in coupling phase, the effect of 
linkage is decrease the average and standard deviaton of the number of gene-
rUtona untlt fixation for a coupled gamete (AB or ab) but to increase the same 
• for a :repd gamete (Ab or aB).: It may be noted that when, we consider inde.' 
pendently gregattng loci (r 0 50) and fixation of coupled gametes with initial 
• pOpulattoitin coupling phase (or of repulsed gametes with initial population in 
repulsion p)ase), the average time to fixation is about 1'33 times that for corn- 
pletely . link"
. 
inkL loci whereas the chance of fixation La half of its value for the 
ompLetelyttbked case As expected with independent segregation, the average 
time to fixa it of corresponding repulsed (or coupled)gameats. the chance of 
ftxattonbeitt the same viz.-C.25 in all the four cases But for very t 
9 
	tight link- 
age (r approhkng Zero) average time to fixation of a repulsed gamete with initial 
popuLtion lii cpupltng phase (or of a coupled gamete with initial population in 
repulaiçpn phase) tenda to a limiting value of 4 with chance of tt fixation bec nning 
very very small. A regards variability in time tc fixation, a characteristic 
feature, true for all sitatton, Is that a larger mean is accompanied by a larger 
standard deviation a 	' ' 	' •• 
SUMMARY. 
 
A theory of the stàchast.c change tit the frequency of a,geue in finite , poputa. 
ndt tione conditional to its eventual fixation has been developed employing a Co 
Prem Narain 	 61 
S 	 S 	 S 
dittonal Markov Chain The probability t neraling f 
snttion of the distribution of 
time until fixation of a particular iliele as well as the eigen-rUOt.i md elgen- 
• 	 vectors of the conditional process with binomial transition probablILtLesh1ve 
been studied. The theory has b.un applied to Lnvustiate the effect of linkage on 
the mean and standard deviation of lime 
until fixation of m gamete in populations 
practising self .fertUlsattOVt It has hen found that linkage decrease, or in- 
creases the average and standard deviation of time to fixation of a coupled gamete 
according as the initial 
popu lat ioncOnb i s t s  of a coupling or repulsion heteroxygote 
respectively.  
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On the fixation probability of a gene under random 
fluctuations In selection intensities in small populations' 	- 
• By PREM NARAINf AND EDWARD POLLAK 
Stati.tical Laboratory, Iowa State Univer8ity, Ame8, Iowa 50011, U.S.A. 
DEDICATED TO THE MEMORY OF TREODOSIIJS DOBZRANSKY 
(Received 22 June 1976) 
SUMMARY 
A population with N monoecious individuals, and having two alleles, 
is considered. The problem of calculating the fixation probability of a 
particular allele under random fluctuation of selection intensities is re-
examined, employing finite Markov chain methods. An approximate but 
general expression for this probability is obtained and the results obtained 
by previous workers are shown to be special cases of this result. 
1. INTRODUCTION 
A problem in population genetics, which has received considerable attention in 
recent times, is that of the computation of the fixation probability of a gene and, 
along with it, the average time until its fixation. This is usually dealt with in two 
different ways. On the one hand, there is the diffusion approximation method, 
wherein the gene frequency is treated as a continuous random variable, between 
o and 1, and the time parameter of the underlying Markovian process is also taken 
as continuously varying. This method involves the use of the diffusion equations 
of Kolmogorov (1931), a mode of attack initiated for genetical problems by Fisher 
(1922), and the conditioned diffusion equations dealt with by Ewens (1973) and 
Narain (1974). On the other hand, a more exact treatment is that by a finite Markov 
chain involving the use of transition matrices. This method is discussed extensively 
in Kemeny & Snell (1960). Whichever of the two approaches is adopted, there is a 
basic question of whether the selection coefficients attached to the genes are con-
stant over time or are fluctuating randomly ,In regard to the latter, some results 
have recently been published by Jensen & Pollak (1969), Ohta (1972), Gillespie 
(1973) and Jensen (1973) as well as by Karlin & Levikson (1974). By and large, these 
results are based on the method of diffusion approximations and iteration pro-
cedures on the computer using transition matrices. According to Ohta (1972), if the 
ratio of the mean and variance of the selection coefficient is small, a mutant, even if 
* Journal Paper No. J-8525 of the Iowa Agriculture and Home Economics Experiment 
Station, Ames, Iowa, Project 1669. 
t. On leave from the Institute of Agricultural Research Statistics, Library Avenue, New 
Delhi, India. 
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selected against, becomes fixed in the population like a selectively neutral mutant. 
Contrary to this result, Jensen (1973) 
showed that the variability in the selection 
coefficient increases the chance of fixation of a rare gene. The problem was, however, 
attacked in a much more comprehensive manner by Karlin & Levikson (1974). In 
particular, they formulated a haploid model allowing for variability in the selection 
coefficients of both the types as well as for correlation between the two and showed 
that the variance in selection expression reduces and mitigates the mean effects of 
selection differentials, so that the fixation probability of the abundant allele is 
diminished. It seems that these different results on the fixation probability are 
probably due to the difference in the forms of the mean as well as variance functions 
for the change in gene frequency used in the diffusion approximation approach. 
However, if one does exact computations on the finite Markov chain, it seems that 
the choice of the appropriate mean and variance functions could be easily, as well 
as accurately, resolved and that an algebraic expression for the fixation probability 
could be obtained. According to Karlin & Levikson (1974), the work of Ohta 
(1972) 
suffers from an incorrect mean function. In this paper, it is shown that not only the 
mean but the variance function also needs correction, particularly for extremely 
small populations. An approximate but general expression for the fixation prob-
ability of a gene, in the haploid case, allowing for the variability in the selection 
coefficients of both the types as well as for the correlation between the two, is also 
derived, and the results obtained by the previous workers are shown to be special 
cases of this result. 
2. THE MODEL 
Consider a haploid population of 2N genes, corresponding to a monoecious 
population of individuals, of constant size N, reproducing in discrete generations. 
Let there be two alleles A and a with fitness coefficients in generation 
n as follows: 
A 	 a 
1+8k 1+82. 	
(2.1) 
The selection intensities, 8 1 and 82, 
are assumed to fluctuate over time in a random 
manner with identical distribution functions in all generations and independence 
between generations. The means, variances and covariances of these variables are 
E(81) = 	E(82 ) = 821 V V 	
(2.2) 
• 	 var(s1) 	v 1, var(s2) = v21 	
(2.3) 
coy (81, 82) = r, where In 1< ,.J(vjv2). 	
• 	 ( 2.4) 
We are virtually considering the haploid model of Karlin & Le'ikson (1974) but 
with the difference that means of the selection effects and their variances and 
covariances are not taken to be of the order of magnitude of 112N. 
The frequency of the A -gene in generatioun, given its frequency before selection 




+p1(l —pi) (.-8[1 +82+ (81-82)2]. 	
• (2.5) 
Pi (n) - p 
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According to the standard Wright_-Fi8her Markov chain process, the distribution 
of the proportion of A -genes in generation n follows the binomial distribution with parameters (2W,  pp)). In other words, the transition probability P representing the conditional probability that there arej A -genes out of 2W genes, given that there were i 4-genes in the population in the previous generation, is given by 
(2W) p fl]J[ _p(n) J2N_i 	
(2.6) 
where i,jO,122 
The finite Markov chain, thus generated, could be studied by using results of 
Kemeny & Snell (1960). However, Narain & Robertson (1969) gave an analytical 
treatment of such processes in a genetic context and we follow the same procedure 
here. 
3. EXPANSION OF THE TRANSITION PROBABILITY 
Treating F as 'a function of 	82), we expand it, by Taylor's expansion as a 
series in two variables. Neglecting terms involving powers and products of 
81 and 8 greater than 2, we get 	 2  
	
Pq = P43(0)[1 +81a1+88a2+8bl+88b+s2b} 	 (3.1) 
where






611 = N[(2N - 1) (y _p) 2 -p1(1 -p1) - 2P(Pj -pd)], 	 (3.5) - 
b12 = 2N[_(2N_1)(PJ_Pi)2+pJ(l_pJ)_(l_2)(p1_)] 	
(3.6) b22 = N[(2N- 1) (p1 -Pi)2-p1(1 -pi) + 2(1 -p1) (p5 -p)}. 	(3.7) 
If we now compute the expectation of (3.1) with respect to the distribution of 8 and 82, we have, in view of (2.2), (2.3) and (2.4), 
E(P5) P5(0) [1 + 2N{(1 -- ) ( 1 _82) + v2 r} (p1 -p) 
+N{( j _ 2) 2 +vi +v2 _2r) 
X {(2N -1) (p5 -p)2 -p1 (1 -p5) - 2PP5 -p)}J, 	(3.8) 
where the expectation is taken over the distribution of 
8 and 82. Because the selection intensities are independent between generations and have the same distri- 
bution in each generation, the expression (3.8) holds as a one-step transition 
probability for any n. 
In other words, a Markov chain characterized by (3.8) is homogeneous in time. 
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4. MEAN AND VARIANCE FUNCTION FOR THE FREQUENCY OF A 
In order to obtain the various moments of the frequency of the A-gene in the next 
generation, we proceed to obtain expressions for the expected values of expressions 
j(j- 1)... (j—k+ 1), given p, = i12N. Such expectations will be denoted by 
E(j(j— 1)... (j—/c+1)). 
E[j(j—l) ... (j—k+1)J 
= (2N) k!p[1 +k(1 — ps) {i - (1+2)+(k(1 -TI) — pd) (-)) (31 
+ k(1 —p) (k(1 —p j ) —pj)  (v1 +v2 — 2r) - k(l — pd) (v 1 —v 2)J. (4.1) 
The gene frequency expected in the next generation on the basis of binomial 
sampling is therefore obtained by putting k = 1 in (4.2). Denoting it by p, we get 
Pi 	=pj +pj(1—p 1 ) 
v21 [(31 - 
	
11 _{2+ (8l2)Pill vl 	
2r1 
—2Pi) -------j, 	(4.2) 
where E(ip) is the expected mean change in the gene frequency in one generation, 
given that the frequency is p i = i12N. 
Putting le = 2 in (4.1) and using (4.2), we get the variance of the change in gene 
frequency per generation, given that p 2 = i/(2N), V(Lp 1 ), to the same degree of 
approximation, as 
p(l —pt) V[ip] - 
- 	2N [1 +(1 - 82) (1-2) (1 —2p)—( 1 - 2 ) 2 p1(2-3p) 
- (v1 +v2 — 2r)p1(2 - 3p) + (v2 - r) (1— 2p)J+ (v1  + v 2 - 2r) p(1 —p 1 ) 2 . (4.3) 
Expressions (4.2) and (4.3) can also be derived directly by manipulating expecta-
tions. An alternative expression for J'[ip], in terms of p 1 given by (4.2), can be 
written as * 1 1 
= PZ (1P) (i  
-) 
(v j +v2 -2r)p(1 —p 1 )2 . 	(4.4) 
It is evident from the expressions for E(p) and V[p] derived above that random 
fluctuations in selection intensities affects both of them.. These expressions can be 
compared with (3.7) and (3.8) on page 392 in the paper by Karlin .& Levikson (1974) 
which may be written in the notation of this paper as 
E1(p) = Pt(l — p) P1 -82 -- (v1-v2) ± VVI +v2 — 2r) (1 - 
) and 	 Vi(AP) - 
- p(l —p1 
2N +(vi +v2 -2r)p(1 —p) 2 
respectively. It is clear from (4.2) that our expression for E(p) has an extra term: 
- - 82) ( + 01 - )p) p(l  —p i ). In expression (4.4) there are two types of terms 
associated with the non-additivity of the parts of J(Ap) that arise if we consider 
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separately random changes due to (i) random sampling of gametes and (ii) random 
fluctuations in selection. In all the studies made so far, i.e. by Kimura (1962), Ohta 
(1972), Jensen (1973), as well as Karlin & Levikson (1974), this non-additivity is 
ignored. 
Apart from this, the expression for J(ip) needs to be reconsidered, even when 
there is only random sampling of gametes and no random fluctuations in selection. 
With non-random selection (v 1 = v2 = r = 0) the expressions for E(ip) and J'(ip) 
become 	E{IXp] = 	 (4.5) 
lilA 1 - P( 1 - Ps) 	 E[ip] iLL.IPJ 
- 	 2N ii'-'Pi) 2N 	 (4.6) 
It may be observed that the usual variance due to binomial sampling is strictly 
true only when E[1Xp] = 0, i.e. the selectively neutral case. Even when the changes 
in gene frequency per generation due to selection are very small so that squares of 
E[t1pJ can be neglected, the binomial sampling variance holds only when p = J. 
5. FIXATION PROBABILITY OF THE A -GENE 
Let u(pi ) be the fixation probability of the A-gene, given that initially at 1 = 0, 
it had frequency p, so that the total expected change in the frequency at the limit is 
= u(p)-p.  
Narain & Robertson (1969) showed that the vector L = (L 1 , L 2 , ....L_ 1)' is 
obtained by Operating the matrix T = (I-Q) 1  on to the vector 
E(p) = [E1(p),.E2(p), 
..., 
where I is the identity matrix and 0 is the matrix of transition probabilities when 
we consider transitions between the transient states only; i.e. i,j = 1,, 2, ..., 2N _'  - 1. 
Expressed in powers and products of 81 and 82 up to terms involving {)2, (82)2 and 
(81 82), T i8 given by 
T = T0  + 8 T0 A1 T0  + 82 T0 A2 T0 + 8[T0 B11 T0  + T0 A1 T0 A1 T0] 
± 8 82[T0 A2 T0 A1 T0 - T0 B12 T0  + T0 A1 T0 A2 T0] 
+ 8 [T0B22 T0 +T0 A2 T0 A2 T0], 
where T0 = (I 
- Q)-' and 00, A1 , A21  B11 , B12 and E~22  are (2N - 1) x (2N - 1) matrices with i-jth elements P 1(0), a1 P1(0), a2 1 1(0), b1 F,(0), b12 I(0) and b22 I(0) respectively. Allowing for random variations in 8i and 82, as before, we get 
E8183(T) = To+(1_ l) (To Al TO ) +(vj +  VI) [To B11 T0 +TA To  
+ (r +12) [T0 A2 T0 A1  T0 + T0 B12  T + To A To A TO] 
(5.2) 
The expression E(tp) in powers and products of 81 and 82 up to terms involving 
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(81)2 , (82)2 and f8182}  and allowing for random variations in 8 and 82, in the same 
manner as before, is obtained by converting (4.2) into vector notation as 
E[4p] = (i 
81±82) 




XI = [Pi(l —p1),p2(1 — P2), 	,.'P2N_i( 1 — p_1)1" (5.4) 
[p(! 	Pi) (1 	2P1)'Pa(t 	P2) (1 	2P2), ...,P2v_l( 1 — P2.V_1)( 1 	2P2N-1)J', 
(5.5) 
correspond to the two eigenvalues of Q0 given by 
• (5.6) 
A2 = (1-1/2N)(1-2/2N). (5.7) 
Operating (5.2) on to (5.3) then gives, to the same degree of approximation, 
L = (1-2) (T0 x1 ) + ( 1 - 2 )2 T0 A1 T0 x1 ) 
- (v1  +) {T0(x1 - x2 )) - (r + 8 82) (T 0 x2 ) + 4(v22 ) {T0(x1  ± x 2)}. (5.8) 
Using Table 1 of Narain & Robertson (1969), while noting that A1 is twice as 
large as 2Q, we obtain 	
To X1 = 2Nx1, (5.9) 
14N 3 \ T0A1T0x1 = 
	3N1) A, X21 (5.10) 
/2N 2 \ 
TO X2
= 	X2" (5.11). 
With use of (5.9) to (5.11), the expression (5.8) becomes 
1 + 	N2(4N-1) L = 2N(1 - 82) 2) (i - 	 - g2 )2 X2 xi  + 3N - 1 2 
N2 
+3N I (v1 ±v2 -2r)x2—N(v 1 _v 2)x 1 . (5.12) 
With the non-random selection model, v I = v 2 = r = 0, so that if L 0 denotes the 
corresponding vector of the expected change in the frequency of the A-gene at the 
limit, we have 
____ 	N2(4N-1) L0 = 2N( 1 - 2) (i 81±82) 1+ 3N— I ( 1 - 2)2 x 2 . 	(5.13) 
We can then express (5.12) as 
N 2 L = Lo_N(vl_v2)xj±3N 1 (V I +v2 -2r)x2 . 	 (5.14) 
We can now examine L for three cases considered by previous workers on the 
problem of random variations in selection intensities. 
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(a) Asymmetric case 
82 = V2 = r = 0, v 1 > 0. The changing environment allows variability only in the 
selection coefficient attached to the A -gene while its counterpart a-gene maintains 
the' same constant selective value independent of the environmental background.. 
We have 
N 2(4N— 1) L0 = 2N 1(1 —1/2)x1+ 3N— 1 V1 X2,  
L =L0—Nv1 [xi_(3jfr 1) x2]. 	 (5.16) 
If the initial frequency of A is pi = i12N, these expressions reduce to 
u0(,p) = p + 2N 1 (1 —/2)p(1 — P1) +N2 (- ) p1 (1 - p) (1— 2P1), (5.17) 




p1 (1 —p 1 ).  
This shows that the fixation probability u(p1 ) under random fluctuations in s is 
always smaller than its value u0(p1 ) under non-random selection. This is in con-
formity with the result of Karlin & Levikson ( 1974) obtained from the diffusion 
approach. However, they do not give any explicit formula for this case. We can, 
however, give such a formula by assuming N to be very large while N and Nv 1 
remain constant. The expressions ( 5.17) and (5.18) then give 
u(p1) P + 2(N 1 ) p1(1 P) +(Ni)2p1(1 — Pi) (1 - 2p1) - 4(Nv 1 )p1(i —p), 
(5.19) 
showing that the fixation probability, is now a function of p 1 , N 1 and Nv 1 . For 
extremely small populations we have to use (5.18) in conjunction with (5.17). 
(b) Symmetric case in the sense of Karlin & Levi/ceon (1974) 
In this case = 2' v 1 = v 2 = v> 0, r = 0. Thus (5.13) and (5.14) respectively 
reduce to 	
= , 	 (5.20) 
2N2 
L = 3Nii 
vx2. 	 (5.21) 
For the initial frequency p 1, we get 
u0(p() P1' 	 (5.22) 
2N2v 
U(PO =  P1 +3N - 1 Pi( 1 — P1) (1 - 2P). 	 (5.23) 
This shows that the fixation probability is smaller than p j for p1 > 4 and greater than p1 if p1  <'J, which is consistent with what was found by Karlin & Levikeon 
(1974). For large N and small v such that Nv remains constant, we get the 
approximation 
u(p1 ) = p1 + 4(Nv)p 1(1 —p)(1 - 2P1) 	 (5.24) 
giving that the fixation probability is a function ofp 1 and Nv. 
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(c) Symmetric case in the 86n8e of Jen8en & Pollak (1969) 
We now have 9, = g2 =, V 1 = V 2 =v>O, r = —8182 = _2 > —v, which would 
result if either 8i > 0, 82 = 0 or 81 = 0, 82 > 0 in every generation. Expressions (5.13) 
and (5.14) now take the form 
L0 = 0, 	 (5.25) 
L = (
3j1) (v+2)x2. 	 (5.26) 
For initial frequency p, we get u0(p) = p as in Case (b) but u(p) becomes 
2N2(v+8) 
+ 3N- 
 1 p(l - p) (1 - 2p), 	 (5.27) 
which is the same as (5.23) except that v is replaced by (v +). Thus we have 
essentially the same result as in case (b). Once again u(p1 ) > pi if p < 4 and 
u(p) <p for p> J. This agrees with what was found by Jensen (1973). For large N 
and small v as well as 9 such that Nv and Ng remain constant, the fixation probability 
is now a function of p, NV and Nv. 
Going back to the general expressions (5.13) and (5.14) we can derive results 
which cover all the three cases mentioned above. 
If the initial frequency of the A-gene is p i = i12N, (5.13) and (5.14). reduce to 
u0(fi) =p+2N(1-2) (1_1+2\ 
2 
'4N— 1\ 
- 2)2 3N— 1) P(' _p) (1 - 2p), (5.28) 
u(p) = u0(pi) - N [(3N - 1) (v 1 - v 2 )  3N - 1 
—N(v 1  + v2 — 2r) (1— 2p)]p(l —pd).  (5.29) 
For large values of N and small values of 1, 2' v 11  v2 and r such that N(ä1 - 2), Nv 1 , 
Nv 2 and Nr remain constant, we get the approximations: 
u0pj) = p + 2N(91 - 82) pj(l —pd ) + -{N(1 - 82)} 2 P*( 1 —pd) (1 - 2p), 	(5.30) 
= u0(pj) + 4[(Nv 1 + Nv 2 - 2Nr) p - (2Nv 2 - Nv 1 - Nr)]p( 1 —p d ). 
(5.31) 
We thus find that u(p) is smaller or larger than u0(p) depending upon whether pi is 
less than or greater than (2v2 - v 1 - r)/(v 1 + v2 - 2r) because (v 1  + v2 - 2r) ? 0 in view 
of (2.3) and (2.4). If we define 
a = ( 2v2 —v 1 —r)/(v 1 +v2 -2r) 	 (5.32) 
we find that, in general, the fixation probability of the A -gene, under random 
fluctuation in selection intensities, is determined solely by p,  N(1,—  ), 
I, 
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N(v 1 + v2 - 2r) and a. It is thus given by 
u(pi) = p + 2{.N(1 - 82)}Pi(l -ps) +141V(1 - 2)}2 p1 (1 —p j) (1— 2p) 
- {N(v 1  + V2 - 2r)}p1(1 -pi) (a -pi), 	( 5.33) 
where a is given by (5.32). 
While expression (5.33) is only approximate, it is a generally applicable explicit 
expression that holds regardless of the nature of the joint distribution of 8 and 82  in 
a generation. Previous authors have only been able to obtain an explicit solution 
in the symmetric cases. Moreover, expression (5.29) is valid for any population size, 
however small, with the restriction that we neglect moments of the third and higher 
orders in the selection intensities. This appears to be a new result in the literature. 
The authors are grateful to Professor Oscar Kempthorne for helpful advice and valuable 
discussions. They are also grateful to Professor Alan Robertson for editorial suggestions 
which resulted in a considerable improvement in presentation. 
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ON THE AVERAGE AGE OF A MUTANT IN 
FINITE POPULATIONS 
PREM NARAIN 
Institute of Agricultural Research Slati8tic8 
New Delhi-110012, India 
1. Introduction 
Investigations made by Kimura and Olita (1973) as well as Maruyama 
(1974) showed that the average age of mutants at particular frequency segre-
gating in a• finite population with effective size N 8 can be quite old. The 
theory presented therein consider a situation in which a mutant allele with 
initial frequency p subsequently reaches a higher frequency x before it is either 
lost from the population or fixed in it. However, if 4N8v is less than 1 (v being 
the mutation rate per locus per generation) and the number of possible aide 
states per locus is so large, that, whenever, mutation occurs, it leads to a new 
(not a pre-existing' allele, ..there would-be a dynamic equilibrium between the 
Occurrence of new alleles by mutation and the loss of existing ones by random 
drift. In such a case, it is more appropriate to consider only those sample 
paths of the process which lead to the loss of the mutant allele by random 
drift. In a study on the survival of recessive lothals in finite populations by 
Robertson and Narain (1971, such a requirement was automatically met, 
since there was only one absorbing state viz, the status of the population with 
no heterozygotes. But in general there could be several absorbing states and 
it becomes necessary to condition the process relative to the event of the 
process attaining absorption at one of the boundaries. In this paper, there-
fore, a theory is presented which could give the average age of a mutant at 
a particular frequency x conditional to its eventual loss from the finite 
population. 
2. Theory 
We follow a method similar to that developed in Kimura and Obta (1973) 
but with the difference that instead of forward Kolmogorov equation, a condi-
tioned forward diffusion equation relative to the event of the process attaining 
absorption at x = 0 (introduced in Narain, 1974), is used. Let f, (p, x; t) 
be the probability density that the frequency of the mutant becomes x at 
time t, given that it was p at the start (1 = 0) and that it would be zero 
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at the end (t = cc). This density function satisfies the partial differential 
equation 




 ___ = (1/2) - ;r[v(x)fco(pi x; t)] •  
0 r 	v(x)O(x) - - IM(x) 	
1—u(x) } fco(p,x; t)} 
where m(x) is the instantaneous drift coefficient, v(x) is diffusion coefficient 
and equals x( 1 X)/2N e, u(x) is the probability of fixation of an allele With 
initial frequency x and 0(x) The initial and final conditions for the 
above equations are f,, (p, x; 0) = 8(x—p), fco(p, x; cc) = 8(x) where 8(.) stands 
for Dirac's delta function. Let 
P( '.)(p, x) = I "fco(p x; t) dt 	 ... (2) 
0 
be the i-th moment (i = 0, 1, 2, ...) of t, the time interval in gen erationsfor 
an allele to have frequency x starting with initial frequency p and relative to 
the event that the allele eventually disappears from the population. It is 




[x(i —x)T (p, x)] 
X(1-X)G(X) 
2Ne(1_U(z)) } T,j(p, x) ] +i T( ' _1)(P, x) = 0. ... (3) 
with the boundary condition that as x approaches zero, T ( i,,)(p, x) approaches 
a finite quantity. 	 . 
With i = 0 we get T( ,)(p, x), the sojourn time conditional to the loss of 
the allele or the expected number of visits to a particular frequency x in respect 
of those sample paths which lead to the loss of the allele from the population. 
For the neutral case, m(x) = 0 and u(x) = x and the solution of the resulting 
differential equation turns out to be 4N6, being independent of p and x. But 
with 4Nv less than 1, m(x) = --vx and u(x) = l—(1—x)F where F = 1-4N6v 
and we get the solution 
4N8x, v) = 	- I-
1—(1_x)P] 	
(4) 
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Since 2Nv mutants occur in a population of size N, on an average, in each 
generation, 2Nv T(p, x, v) gives the density of the gene frequency distri- 
bution, at equilibriums among those alleles which are ultimately extinct from 
the population. 
For obtaining the average age of an allele having frequency x at present 
given that it started with an initial frequency p and that it would ultimately 
disappear from the population, we take i = 1 in (3) and solve the differential 
equation for T(p, x). 
The average ago of the allele at frequency z given that it disappears ulti-
mately from the population is then given by 
E[t0(p, x)] = T )(p, x'/T(p, x) 	 ... (5) 00 
It may be noted that the boundary conditions imposed for solving the differ-
ential equation are now such that as x approaches zero, the average age ap-
proaches the mean time until loss of the allele as given in Narain (1974). For 
neutral alleles, we obtain finally 
if 	1 	 - 
	
E[t0(p, x)] = —4N6 L\ 
P  




When a neutral mutant is represented only once at the moment of its appear-
ance in the population, we may put p = 112N in (6) and obtain 
E'[  t 0 ( -k-, x) ] = 2 ( -!- ) log(2N)— 4N6 [ (-.) log6( 1 —)+ 1] ... (7) 
For the model of infinite isoalleles with 4Nv less than unity and initial fre-
quency as p, we get, approximately 
E[t0 (p, x, v)] 
4N6 c 	1_(1_x)F . 	(1—x) 	ç {1_(1_x)J 
= F1. dx+ 1—(1—x) o 
—(1—P) 	 ... (8) 
As v approaches zero, (8) reduces to (6). 
For obtaining the variance of the age of an allele having frequency x at 
present, given that it started with frequency p and that it would eventually 
disappear from the population, we take i = 2 in (3) and solve the differential 
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equation. for T(p, z). The boundary 'conditions imposed, are auáth$ae 
c approaches. zero, 	 '. 
E[t(p, x)] = T(p, x)/T 60  (p,  z)  
approaches the mean square time until loss of the allele, as given: in. Narain 
(1974). The variance of the age is then obtained from. 
V[(60(p, x)] = E1(p, 	 {t60(j,  
For neutral alleles, we obtain finally 
E[IL(p,x)] = 32N {{2+( !) log6(1_x)}{1+(ji__) log. p} 




loge (l—x)±(log z)(log6 (1_a))}  
3. Discussion 	- 
The sojourn time of a neutral mutant at frequency x conditional to its 
eventual loss under the assumption of no further mutation is shown to be 
independent of the initial frequency as well as the present frequency. The 
quantity (p, x)12N then becomes (2N6/N) and therefore gives the average 
number of generations spent at gene frequency i12N, i = 1, 2,... (2N-1) 
by the mutant allele, provided that it starts with any intermediate frequency 
and is eventually lost from the population. This : result is in contrast with the 
result given in Pollak and Arnold (1975) when eventual fixation is considered. 
When we consider the model of infinite isoalleles with mutation rate v, the 
sojourn time conditional to the loss, as given by relation (4), is found to be 
different from relation (8) of Maruyama (1974). The average age of a neutral 
allele under the assumption of no further mutation (v = 0) as given by relation 
(6) is similar to relation (11) of Kimura and Ohta (1973) if we inter-change 
p with (I —p) and x with (1—x). It appears 'therefore that the average age 
discussed by them is conditional to eventual fixation of the gene. However, 
they do not clarify this point in their discussion. If we allow p to approach 
unity, the relation (6) gives -tjv 	 Iog6( 1—x) which happens to be the 
average time until fixation of an allele with initial frequency x. This result 
is quite expected since the ultimate value of x is zero. For neutral mutants 
occuring initially once only, the average age until extinction is given by rela.-
tinu (7, wliinhh, approach, as expected, to average time until lqa of the gene 
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if we let x approach zero. In a similar way we find that for the model of in' 
finite isoalleles, if we let p approach unity in (8), the average age is exactly 
the same a ielation (13b) of Kimura and Ohta 
(1973). But if we takep 
(1 12N) and let x approach zero, we find that the average age approaches 
2(N e/N 
(1_2N 6v/N) loge (2N). 
This corresponds to the average time until loss of 
the gene and could be smaller than the average extinction time for neutral 
mutants with v = 0. However, if one is interested in working out the average 
age irrespective of the fact whether the allele is destined to be fixed or lost from 
the population, the mathematical treatment given in Kimura and Ohta (1973) 
would still hold but the condition of the average age approaching average 
time until fixation would have to be replaced by the average age approaching 
average time until homozygosity as x approaches unity. The mean square 
age, for neutral alleles, as given by (11), approaches the mean square time 
until fixation of the allele with initial frequency x as given in Narain (1974) if 
we let p approach unity. On the other hand, if we let x approach zero in (11), 
we get the mean square time until loss of the allele with initial frequency p 
as given in Narain (1974). 
Although the approach presented in this paper relates to conditioning 
the underlying process relative to the event of eventual loss of the allele from 
the population, a similar method could be followed for the case of determining 
the average age of a mutant at a given frequency conditional to its eventual 
fixation in the finite population. Instead of the partial differential equation 
given in (1), we would have to take the conditioned forward diffusion equation 
relative to the event of the process attaining absorption at x = 1 as introduced 
in Narain (1974)c 
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Abstract 
The expectation of the age of a mutant at particular frequency in finite populations is dis-
cussed. With dynamic equilibrium in e model of infinite isoalleles but with. low mutation rate 
to allow temporary fixation or lose, age of a mutant conditional to its toss is considered to be 
More appropriat than its age irrespective of fixation or lose. 
Réaum4 
On a ótudió Is probabilité do 1' 4e d' tin mutant fi tine fiéquence particulière dana des popu-
lations limitées. Dane des conditions d'équilibre dynamique dams un modèle ii isolallèles en 
nombre influi maisatoo tin taux do mutation peu élevé afin de permettre Is fixation ou In porte 
provisoire, on gonsidIrë quo 1' age d' un matant dépendant do so perto oat plus approprió que 
son age no tenant pas oornpte do in fixation ou do In porte. 
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AVERAGE TIME UNTIL FIXATION OF A MUTANT AT A TRI-ALLELIC 
LOCUS IN A FINITE POPULATION 
PREM NARAIN 
Institute of Agricultural Research Statistics, Library Avenue, New Delhi- 110 012 (India) 
FOR a selectively neutral di-allelic locus and initial gene frequency tending to 
zero, Kimura and Ohta (1969) as well as Narain (1970) found that it takes, on an 
average, 4N0  generations to reach fixation in a population of effective size N 0 . 
These studies utilised diffusion approximations. On the other hand, Narain 
and Robertson (1969) developed a more exact method of transition matrix using 
finite Markov Chain to obtain similar results. The advantage of this method is 
that one can extend it to more complex genetic situations and use a powerful 
computer to obtain numerical zesuits. In this paper we employ this method for 
working out the average number of generations required to fix a mutant at a 
tri-allelic locus. 
METHOD OF TRANSITION MATRIX FOR A TRI-ALLELIC LOCUS 
Consider a finite population of gametes of constant size 2N in a population. 
of diploid individuals of size N and a single locus with three alleles A 1 , A, and A3 . The sampling of gametes due to finite size of the population causes a ran-
dom change, from generation to generation, in the frequency of a given allele. 
The population gets sub-divided into several lines with different gene frequencies 
but with random breeding within the lines. These 1inei can be of seven kinds. 
The first three kinds of lines have alleles A, or A. or A, only representing 
respectively the fixation of the corresponding allele. The next three kinds of lines 
are those in which either alleles A, and A. or alleles A, and A, or alleles A, and 
A, arc segregating. The seventh type is such that all the three alleles are segre-
gating. In this case there are (N-i) (2N-1) possibilities corresponding to (N-i) 
(2N-1) alternative ways of the mixture of A 1 , A, and A,. Lines of this kind are 
capable of transition to the same kihd or to any of the other six kinds. . On the 
other hand, lines of the 4th, 5th and 6th kind are capable of transition to the same 
kind or to any two of the first three kinds of lines depending upon the types of 
segregating alleles. Theoretically, if P(. i) () represents the conditional 
probability that there are j,, A, genes, j,, A. genes out of 2N genes in the line, 
given that there were i,, A, genes and i,, A. genes in this line in the previous 
generation, the (N+i)(2N+l) x (N+ l)(2N+l) transition probabilities 
determine a transition matrix P given by 
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RQ 	 .. 
where lisa 3 x 3 unit matrix, 0 is 3x (N+2) (2N-1) matrix of zeros, R is a 
(N+2)(2N-1) x 3 matrix of one step fixation probabilities of A,, A 2 and A. 
and Qis a(N+2)(2N-1) x (N-1-2)(2N-1) matrix given by 
IQ,,, 0 	0 	0 1 0 Q,3 0 ol 0 	Q,23 0 
j D,. D, 3 D23 Q,,* 
where Q jj gives the transition probabilities between states of 4th or 5th or 6th 
kinds of lines, D 3  gives the transitions from the seventh type to any one of 4th 
or 5th or 6th types and Q* represents the (N-1)(2N-1) x (N-1)(2N-1) matrix 
of transitions between lines of the seventh kind only. 
If we define the matrix sum T=I+Q+Q +. .. . =(l—Q)', the nature 
of the partitioned matrices given above shows that the structure of T would be 
	
IT, 2 	0 	0 	0 
T_ l0 T 3 . 0 0 
.0 	T93 . 	0 
I.. T"D I2T II  T*D I3T I3 T*D 23T, 3 T* 
where T= (I—Q, 2)'; T, 3 = (l—Q, 3); T 3 = (I—Q23)'; T*= (I_Q*)—I. 
The fixation probability vector U, corresponding to A, allele consists of 
four component vectors U12 , U13, U23 and U' and are obtained by operating 
T on the corresponding component of R. The mean time until fixation of the 
allele A,, disregarding the cases in which it is lost, is then given by the ratio of 
elements of vector M, and U, where M, consists of four component vectors 
M125M1 3 1 M23 and M* which are given by M, 2 =T,,, U,,; M, 3 =T, 3 U, 3 ; 
M, 3 =O; M*=T*(D,,M,,+D, 3M, 3 +U*). 
The above method shows that the computational procedure for the evalua-
tion of the mean time until fixation in a given genetic situation requires the 
inversion and various operations on matrices of orders depending upon the 
population size. As such, computations can easily be carried out on a powerful 
computer. However, this computation depends on the specification of the 
transition probabilities which ultimately depend on the particular genetic situa-
tion and the model of sampling of gametes. Here we use trinomial sampling 
model where P is  . .. is given by 
(1, '2 (iii ) 	,) 
(i.  i,) 	
= j, !j, !(2N—j,—j2)! (c',.)i, 
	
(2N—j,—j2) 
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where q' 1 , and q'21  are the respective frequencies of A 1 and A2  after One generation, 
of selection, starting with their frequencies in the previous generation as q, =i 1 1 
2N and q=i/2N. In what follows we assume that the relative selective 
advantages of A 1 , A and A3  alleles are respectively (1+s 1 /2), (I +s/2) and L. 
In such a genetic situation, the changes in the gene frequencies due to selection are 
functions of q 1 , q, the average superiority and the variance in superiority 
V. of A, over A2 and A3  taken together as a group. These are given by 
= (s 1 —rs )/2; Vm r(1r)s22/4; r=q 2/(l—q 1 ). 
The variance in selective advantage of the three alleles can be partitioned as 
V,==q1(l_q1)s 	+ (l—q.)V 
=cTa2/2 + (12m12 
where a22  is the contribution of the locus to the additive genetic variance when 
the three system A 1 —A2—A3  is collapsed into - two allele system A 1 —A2 with A. 
referring to the group of A. and A 3  and a%, is the component of total genetic 
variance due to the distinction made between A 2 and A3  on the basis of their 
different selective advantages. This idea of distinguishing multiple alleles on 
the basis of their quantitative effects was given by Narain (1965). 
With finite population, the diffusion approach shows that the selection 
process is entirely governed by Ns, and Ns, 'on a time scale proportional to 1/N 
starting from the given initial configuration (q,, q,). It then follows that the 
Probability of fixation of A 1  and hence the average time until its fixation would 
depend on N, N'Vm  as well as the initial gene frequencies q,-and q 2 . 
RESULTS AND DISCUSSION 
For a neutral tri-allelic locus, when s1=sO, the mean time until fixation 
of A, is found to be independent of the frequency of alleles A. or A 3 and is the 
same as that for a neutral di-allelic locus. Thus we have from the diffusion 
approach, the mean time m(q 1 ) as 
_4Ne(J_1 )log,  (l—q 1 ). 
When selective forces are operating the mean time. was calculated for N=6 
and all possible initial gene frequcncies. As noted earlier, it is affected by 
Ns, N2Vm  and the initial frequencies q1 and q 2so that one could apply the 
results to other population sizes. Since the mutants produced artificially would 
be at low frequencies initially, we present the results only for the following three 
cases: (a) q1=0•0833,q20.0833; (b)41=O . 0833,q 3 0.4l67; (c) q,=0-3333, q,,==0-3333. 
The results obtained are given in Tables 1, 2 and 3. 	S 
(a) Average number of generations/jV until fixation of A, with q, = q. = 00833. 
From Table 1, it is found that the mean time decreases with increase in 
Ns at all values of N 2Vm. For values of Ns from 0 to 4, the effect of multiple 
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allelic variance is to decrease the mean timc. But when Ns lies between 5 to 8, 
the mean time decreases first with increase in 	but increases thereafter. 
When Ns=5, the minimum lies at N'Vm 4  whereas for Ns lying between 6 
and 8 it lies at NVm= 
V 	
V  TABLE 1 
Average number of gen8rations/.N until fixation of A, with q,=OO833 
	
N'Vm 	 V 
Ns 	 0. 	
VV 	 9 	.16 
0 357 3.39 3•01 
264 233 
1 340 308 272 240 	
V 214 
2 3•03 276 252 228 
207 
3 266 246 235 222 206 
4 236 221 217 215 208 
5 2i1 201 200 204 V 
 206 
6 192 184 185 191 
1•99 
7 177 V 	 170 V 	171 
1..78V 189 
8 164 159 160 
1.67 1•77 
(b) Average number of generations/N until fixation of A l  with q, = 0 - 
0833, 
q2=°4i67 V 
From Table 2, it is  apparent that for NRV equal to 0 and 1, the mean 
time decreases with increase in Ns. However, for higher values of N'V m , it 
increases first and decreases thereafter with increase in N. The maximum 
occurs at Ns=2 with N'V m =4, at Ns=3 with N 2Vm =9 and at N=4 with 
NOV.= 16. For N=0 and 1, the multiple allelic effects decrease the mean 
time but at higher values of Ns, the mean increases first and decreases thereafter. 
At 14=2, the maximum occurs when N'V m  is equal to 1 and 4. whereas at 
Ns= 3, it occurs when NV m = 9. At higher values of Ns, the maximum occurs 
presumably when N2Vm is greater than 16. V 
4 	 9 	16 
245- 211 	- 184 
2•51 223 1.99 
254 2'40 220 
244 248 239 
-224 242 247 
201 2•26 243 
179 21)6 229 
161 1•86. 2-i1 
1.46 168 192 
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TABLE 2 
Average number of generations/J'f until fixation of A, with q , = 00833 and q ==0. 4167 
N 2 V,,-, 
Ns 	 0 	 I 	 4 	 9 	16 
0357 	3•37 	21)9 	262 	233 
340 329 304 275 250 
2 	 303 	309 	.3•09 	2•96 
3 266 281 301 307 	300 
4 	 236 	253 	281 	304 3•11 
5 211 228 257 288 	308' 
6 	 192 	2•07 	234 	2'&6 295 
7 177 190 214 245 - 	2•76 
8 	 164 	1•76 	1•97 	225 255 
(c) Average number of generations/.N until fixation of A, with q, = q2 = 0•3333. 
It is apparent from Table 3 that when NV., 0 or 1, the mean time decreases 
with increase in Ns but at higher values of N 2Vm , it increases first and decreases 
thereafter The maximum occurs at Ns=2 when N 2V,.,1 =4, at NS—= 3 when 
N2Vm 9 and at Ns =4 when N 2Vm  = 16. The effect of multiple allelic variance 
is to decrease the mean time when Ns=0 or 1, but at higher values of Ns, 
the mean time increases first with increase in N'V, and decreases thereafter. 
The maximum occurs at N 2V, =1 when Ns= 2,. at N 2Vm r 9 when Ns= 3 
and at N'V, greater than 16 for higher values ol Ns. 
TABLE 3 
Average number of generations until fixation of A, with q,=q2 =0•3333 
Ns 0 
N 2 V 
1 
0 300 281 
1 2•83 275 
2 248 255 
3 212 228 
4 1•84 2•00 
5 161 l•76 
6 l44 157 
7 1•31 	- 142 
8 1•20 1•30 
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From the above results, it is apparent that the behaviour of the mean time 
over variations in Ns for a fixed N 2V,,, is almost the same as that of the mean time 
over variations in NV,,, for a fixed Ns in the (b) and (c) cases. In the case at 
(a) where A 1  occurs once in a l)oP1tlati01 having one representative of A. and the 
rest A 3, the behaviour of the mean time over variations in N'V m for a fixed 
but high value of Ns is reversed. It is also of interest to compare the results given 
in Tables 1 and 2. In both the cases, A, allele occurs initially once in the 
population but the frequency of A 2 allele differs. When NVm is zero, the mean 
time, in both the cases, are exactly the same. This is according to expectation 
since with no multiple allelic effects, the system reduces to a 2-allele situation and 
the mean time is dependent on q, and Ns only. However, when NV m  is 
greater than zero and Ns is not zero, a greater mean time for fixation of A, is 
required when the frequency of A is more. But when Ns=O, slightly more time 
is needed for fixation of A, when frequency of A is less. It is thus seen that 
production of a mutant artificially at it locus segregating already for two alleles 
will decrease the fixation time, on an average, .provicicd there is variability in the 
superiority of the new mutant over its two pre-existing alleles. This finding may 
find important applications in mutation breeding in the sense that useful and 
viable mutants forming a multiple allelic series may take lesser number of 
generations to fix than those involving a di-allelic locus. 
SUMMARY 
The average number of generations involved infixing an artificially produced 
mutant at a tri-allelic locus has been studied mathematically. The results 
have been found to be affected by a combination of parameters describing popu-
lation size and multiple allelic effect. 
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On the Statistical Properties of the Conditional Equilibrium 
Distribution under Steady Flux of Mut a tions* 
PREM NARAINS*, FNA 
Statistical Laboratory, Iowa State University 
Ames, Iowa 50011, USA 
(Received 26 September 1978; after revision 27 March 1979) 
The statistical properties of a conditional equilibrium distribution of 
mutant frequency resulting from the balance between the continued pro- 
duction of new mutants over many generations and their loss from the 
Population because of random drift are discussed. The revised estimates 
of the average number of hctcrozygous sites in mammals are found to be 
lower than those given earlier in which the underlying stochastic process 
is not conditioned. 
Introduction 
Evidence from such diverse organisms as 
man, mouse, fruit fly and horseshoe crab has 
accumulated to show that there exists very 
high variability at the molecular level (Selan-
deretal. 1970). Various mathematical models 
have been developed to give a framework in 
which molecular polymorphisms could be 
discussed. One such model is "the model of 
infinite sites" (Kimura 1969). In this model, 
it is assumed that the total number of nu-
cleotide sites available for mutation is so 
large and that the mutation rate per site is so 
low that whenever a mutant appears, it repre-
sents a mutation at a new site. Using this 
mode), Kimura (1969) obtained a formula for 
H(p), the expected total number of hetero- 
zygous sites per individual maintained in a 
finite population because of steady flux of 
mutations with frequency of the mutant at 
the moment of its occurrence at each site 
asp. The method of obtaining this formula is 
based on considering all the sample paths of 
the underlying stochastic process resulting in 
either loss of the mutant from the population 
or fixation in it within a finite length of time. 
Although we do not know whether the mu-
tant, at its initial occurrence, with frequency 
p, is going to be eventually lost or fixed, we 
do know that the probabilities of these two 
eventualities are 1 — u(p) and u(p) respec-
tively, where u(p) stands for the probability 
of fixation and equals p for neutral genes. 
Using these, probabilities, one can invoke a 
*Journal Paper No. J-8637 of the Iowa Agriculture and Home Economics Experiment Station, Ames, Iowa 
Project 1669. Partial support by National Institute of Health, Grant GM 13827. 
**On leave from the Indian Agricultural Statistics Research Institute, Library Avenue, New Delhi-110012 India. 
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conditioned process in which the loss of the 
allele is made certain if there is no produc-
tion of new mutants. The recurrence of new 
mutants is then balanced by their loss only 
and not by both fixation as well as loss. Such 
a situation would occur if the population 
size is very large and the selection forces are 
weak. u(p) would then be small. However, 
if the event of fixation does occur, the condi-
tional expectation would be much larger 
than if the gene is lost. In such a situation, 
unconditional expeètations of Kimura (1969) 
would be misleading because they may give 
too heavy a weight to sample paths that 
rarely occur. It is, therefore, more appropri-
ate to consider only such sample paths that 
lead to the loss of the mutant form from the 
population disregarding those in which they 
are fixed. The purpose of this paper is there-
fore to study the statistical properties of the 
conditional equilibrium distribution under 
steady flux of mutation. In particular, a for-
mula for the average number of heterozygous 
nucleotide sites per individual maintained in 
a finite population because of steady flux of 
mutations conditional to their random ex-
tinction will be derived, and revised estima-
tes of the average number of heterozygous 
sites in mammals will be presented. The 
theory developed is also applicable to a 
cistron consisting of at least several hundred. 
nucleotide sites. 
The Theory 
We assume that, on the average, in each 
generation mutant forms appear in a popula-
tion of constant size N in v,,, nucleotide sites 
so that mutation rate per gamete is '=v,,/2N. 
We assume also "the model of infinite sites", 
viz., the total number of sites per individual 
is so large and mutation rate per site is so 
small that whenever a mutant appears, it 
represents a mutation at a previously homo-
allelic site. Let f0(p, x; 1) be the conditional 
probability density that the frequency of the 
mutant in the population is p at the start 
(i 	0). given that it would be x at time : 
as well as that it would be zero at the end 
(t=oo). This means that the process is viewed 
retrospectively, in the reserve time sequence 
so that x is regarded as fixed and p is taken 
as a random variable varying between 0 and. 
1. Then fco(p, x; t) satisfies the following 
conditional backward diffusion equation: 
introduced by Narain (1974): 
fco (p, x; t)/at = L 0f0 (p,x; t), 
* 
where L. is an operator given by 
LO 
* 	 * 
E (112) Vg, (Ip 2) + 0 Ms 1 (/p), ...(2) 
and 
$ 
0 0s= Ms,— VEp G(p)/[l —u(p)], 	.. .(3) 
r 
G(p)=expj —2f (Mr v/Vs y) dy
1 
I . 	. 1 —L o 	 -i 
where Mg j, and Vsp denote the mean and 
variance of the change in the mutant frequen-
cy p per generation assumed same for all 
the sites. in other words, the mean and vari-
ance of the amount of change in mutant 
frequency p during a short interval from ito 
i 4 at are Als,, at and V, at respectively, 
both being independent of time parameter 1, 
so that the conditioned process under study 
is time-homogenous. The boundary condi-
tions for this process are 
P. (p, x; 0) = (x--p), 	 . . (5) 
where 3( . ) is Dirac delta function, 
f. o (p,x;oo)r0, (0<x<1). 	 ...(6) 
Further, u(p) is the eventual probability of 
fixation of the mutant given by 
1 
u(p)==f G(x) dx/f G(x) A. 	 . . .( 7) 
We consider only those sample paths of 
the mutant appearing in the finite population 
in which it is lost from the population 
within a finite time. A balance between the 
continued production of new mutants over 
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many generations and their loss from the 
population will then be established. We can 
therefore envisage a conditional stable distri-
bution of the mutant frequencies in different 
sites, considering only those sites in which 
mutants are not lost. Since Vm is the number 
of sites in which new mutations appear in the 
population in each generation, vmf..o(p, .v; r)dx 
represents the contribution made by mutants 
which appeared : generations earlier with 
initial frequency p to the present frequency 
class in which the mutant frequencies are in 
the range from x to x + dx. Thus, consider-
ing all the contributions made by mutations 
in the past, the expected number of sites in 
which the mutants are in frequency range 
x to x + dx in the present generation condi-
tional to their loss from the population, is 
eo (p, x) dx where 
00 
co(p,x)vtf.o(p,x; t)dt, (O<x<l)... (8) 
is the conditional stable distribution under 
steady flux of mutations. The statistical pro-
perties of distribution can be studied by 
deriving the expectation of an arbitrary func-
tion g(x), differentiable up to the second 
order at p, with respect to this distribution. 
We denote such an expectation (functional) 
U 
by fo (p), that is, 
9 	1 
Ieo(p) = 19(x)00 (p, x) dx 
0 
1 \I,n I I 5 g(x) f,. (p,x;t)dx I dt ... (9) 
oLo 	. 	J 
Regarding the process in the change of gene 
frequency as a collection of sample paths 
{w} and denoting by x(w, t) the position of 
a particular path iv at time i, the above ex-
pectation can also be expressed alternatively, 
in accordance with the theory developed in 
Maruyama and Kimura (1971, 1975), as 
r (w) 
Ico (p)=E I I 	g(x(w, ,)) dt/x(w, t(w))=O 
Lu 
...(1O) 
where .(w) is the time when path w exits 
from the interval (0, 1) with v(w, r(w))=0 
and E [ ... I stands for the expectation with 
respect to the' sample paths that start from p 
at time 0, i.e. x(w, O)=p and lead to eventual 
extinction of the allele. 
Multiplying each term of (1) by v,ng(x) 
and then integrating each of the resulting 
term first with respect to x in the open 
interval (0, 1) and then with respect to t over 
(0, 00)  gives 
00 
S (/bi)[v,n J 9(x)f,- (p, x; t) dx] 1t 
* U 
=L0 i. (p)  
The L.H.S. of this equation gives. 




in view of (5) and (6). It reduces to 
- Vm g(p) because of 
fg(x) 8(x—y) dx=g(y). 	 ...(13) 
We thus see that IC: (P) satisfies the ordi' 
nary differential equation 
(1/2) Vsp (d 2 le
9 
o (p)/dp)+ oMs (d I,,,,(p)/dp) 
	
+vrng(P)=-0 . 	 ...(14) 
Now mutations at P=0 do not contribute 
to segregating sites so that fco (0, x; t)=0 for 
0<x< 1, giving one of the boundary condi-
tions as 
U 
Ie) (0)=0 	. 	 ... (15) 
However, because a mutant appearing in the 
population is destined to be lost in the con-
ditional process under study, mutants at p 
tending to 1 will contribute to the segrega-
ting sites so that Lim fee (p, x;:) for 0<x< 1 
will tend to be finite. This would give the 
other boundary condition as 
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Lim leo (p)=K, 	 (16) 
a finite quantity whose value can only be 
obtained' by taking the limit in the final 
expression for h0 (p). The solution of eq. (14) 
which satisfies the boundary conditions (15) 
and (16) is given by 
Ico (p) = 	fg(y) l(y) u(v) [1— zi(y)] di ,  
!g(Y)I(y)[1_1,61) u(p)I(1_u(p) 
..(17) 
Lim I. (p)=K=', .1 g(y) I(y)  u(y) 
p-*I 	 0 
[1 -- u(y) ] (ly 	 ... (18) 
where 
10) =[2 f G(x) dx]/( Vs) G(y) 
2/Vs u'(i')  
in which u'(y)==du(y)/dv. 
'Although of no immediate interest, we 
can similarly deal with the situation in which 
only those sample paths of the process which 
lead to the fixation of the mutants are con-
sidered. This gives a stable distribution 
"/.'c 1 (p, x) as 
00 
(p, ) 	v,n Jf1 (p. x; t) dt,(O<x<l) 
• . (20) 
where fc 1  (p, x; t) satisfies the following 
backward diffusion equation conditional to 
fixation given by Narain (1974) 
* 
-aj (p, x; t) I at = L1 fc j  (p, x; t) 	...(21) 
* 
where the operator L 1 is given by 
* 	 * 
L 1 	 (' I 2)V (01/ 2) + 1 M (a/ )] 
and' 
* 
1Ms0 = M 9 + VpG(p)/u(p) 	...(23) 
The expectation of an arbitrary function g(x), 
differentiable up to the second order at p, 
with respect to 0 , 1 (p, x) and denoted by 
Ic (p) then satisfies the ordinary differential 
equation 
g 	 * 
(1/2) Vr, (d2 Ic (p) /dp2) ± 1 M 
(ddIe 1 (p)/dp) + vrng(p) 	0 	...(24) 
subject to 
Lim lc (p) = K, a finite quantity 	... (25) p -*0 
l. (I) == 0 	- 	 . . .(26) 




j (p) =vi,. (l-u(p))/u(p) If g(y) I(y) 
Jo 
[u(y)II dy + i - fg(y) 1(y) u(y)[l -u(y)] dy 
(27) 
9 	 1 
Lim l (p) = K = Vrn J'g(y) l(y) u(y) 
p--0 	 0 
[1 -u(y) dy 	 ' 	...(28) 
Statistical Properties of the Conditional 
Stable Distribution 
To study the statistical properties of the 
distribution, we have to specify the forms of 
the functions of Ms. and Vi which depend 
on the genetic situation. We consider here 
the case of no dominance and assume that 
random fluctuation in mutant frequency is 
due to random sampling of gametes. Then 
M6T=— x(1 —x) 
(29) 
Vsx(1—x)/2N0 ' ... (36,) 
where N0 is the variance effective population 
size which may differ from actual size N if 
the distribution of the number of offspring 
does not follow Poisson distribution, and 
0 + s), (1 + s) and 1 are the respective fit-
ness of the three genotypes AA, Aa and aa. 
With these forms of Ms and Vs. , we have 
G(x)=exp(-2Sx) 	 ...(3l) 
u(x) = (1 - exp ( - 2Sx))1(1 - exp( - 2S)) 
..(32) 
Ax) =2N.(I --exp(--2S))(exp(2Sx))/ 
Sx(l --x) 	...(33) 
S=NS 	 . 	 ...(34) 
The specification of the form of g(p) 
depends on the statistical property of the 
distribution in which we are interested. For 
instance, if we put g(x) = 2x in (9), we get 
M0 (p) the mean of the number of mutants 
per individual but if we put g (x) = 2x 
(1 —x), we get H,, (p), the mean of the 
number of heterozygous sites per individual.. 
The statistical properties are functions of the 
initial frequency p. Here we consider only 
three statistical properties viz, when g(x) = 1, 
g(x) == 2x(l - x) and g(x) = .r(1 - x) in rela-
tion (9). These give respectively the total 
number of segregating sites in the popula-
tion, the mean number of heterozygous sites 
per individual and the substitutional load in 
a finite population. These properties can 
however be obtained directly by putting 
g(p)=l, 9(p)=2p(1—p) and g(p)=s(1—p) 
in (17). 
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the moment of its occurrence, p 	1/ (2N), 
and we have, approximately, 
1(0(1 f2N) = (2 	(N/N)/(l - exp( - 2S) 
(1 - (S N) - exp( —2S))] [(I - exp 
(-2S))—(l — (S/N)—exp(-.-25)) 
- 2 exp ( - 2S) loge (2N) 
2S 2S 
+ f (exp( -v)/y) dy + exp( —4S) J' 
S/N 	 SIN 
/exp (y) / j') dy + exp( - 2S) 
(2S-SIN) 
.1 ((exp (y) -- 1) /y) dy - exp (-2S) 
0 
(28_S/ N) 	 - 
j' ((1 - exp( - y) ) / y) dy] .. .(36) 
The integrals on the right-hand side of (36) 
can be evaluated by using 
2S 
$ (exp (—y) /y) dy = E (SIN) - E (2S) 
SIN 	 ...(37) 
2S 
,f (exp(y) / .y) dy E (2S) E (SI N) 
SIN 	 ...(38) 
(2S_S,N) 
I ((exp(y) --- 1)/y)dy=E 
0 
(i) Total number of segregating sites 
in the population 
Taking g(p) = 1 in (17) and using 
(34), we get 
(2S - S/ N) - loge (2S S/ N) y 
.(39) 
(2S-S/ N) 
(29) to 	j(1—exp(--y))/y) dy=E (2S—SIN) 
+ loge (2S SIN) + y 	...(40) 
leo (p)=[2Ne vrn/S(1—exp —(2S))] [l—exp. 
(-• 2Sp) ) exp (2Sp)/(1 	exp (--2S 
1 
(1 — p)))f[{l — exp( - -- 2S(l — y))} 2 
P 
V 
.exp(-2Sy)/y(l —y)]dy+ $[1 — exp 
0 
(-2Sy)). (1— exp ( —2S(1 —y)))/ 
y(l —y)] dy] 	 . 	...( 35) 
If the mutant is represented only once at  
In these relations, y is Euler's constant and 
equals O.57721 .... E1 (.)and E(.) are ex-
ponential integrals defined by 
E1(x)_—.J (exp(—y)/y) dy=-_Ej(_), x>O 
...(41) 
for which fairly extensive tabulations are 
available in Abramowitz and Stegun (1964). 
Thus, if the mutant is advantageous, such 
that 2S=N0S.1 but SIN= MIN) s1, we 
get approximately 
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!ro (1/2N)2v (Ne/N) l —loge (S/N)—y 
.(42) 
However, if both 2S and (SIN) are much 
smaller than unity, we get, approximately, 
H0 ( I /2iV) 	(4/3) i3O(N/N) 	... ( 50) 
if the mutant is neutral. However, if the 
mutant is advantageous, such that 2S1 but 
(SIN)l, we have 
Ho(112N)2v,,4 (Ne/NS) 	 ...(51) 
Ico (112N)(v,nfs) [2(1 —5)/N 
—('+loge 2S)/NS] ...(43) 	•1' 
load 
, 	 , S 
When the mutant is neutral, s=0 and (35) 
reduces, in the limit, to 
Io (p)=-4N ', (p/(l—p)) loge p 	...(44) 
For p==i/2N, this becomes, approximately 
for large N, 
ox LI•I s.  propeny, WC - LaKe gp) =ski —p) in 
(17). Denoting it by L o(p), we get 
L 0(p) L2'.',,I( I —exp(-2S))] [{( 1 — exp 
(-2Sp))exp(2Sp)1(l —exp(-2S(l — p)))) 
fRI -- exp( —2S(l —y))) 2 exp (-2Sy)/y] 
J1 (l/2N)2 ',o (Ne/N) loge (2N) 	...(45) 
(ii) Expected number of heterozygous sites 
per individual 
We now take g(p)=2p(l--p) in (17) for 
obtaining the mean number of heterozygous 
nucleotide sites perindividual conditional to 
loss of mutants. Denoting it by H0  (p) and 
using (29) to (34), we get 
Ho(p) =(4N.'i,,4/S)I{( I -I-cxp (— 2S))/ 
(1—exp (-2S)}—(l—p)(exp (-2Sp) 
±exp (-2S)/(exp (-2Sp) —exp(---2S))] 
(46) 
The limiting value of h'(p) when p tends to 
1, is found to be 
Lim H0 (p)=4N,,,0  [S(1+exp(-2S)) 
—(1 — exp(-2S))1/S 2(l —exp(--2S)) ... (47) 
For neutral mutants (s=0), we get the cor-
responding results as 
Ho (p)=(4/3) Ne'i,o p(2 --p) ...(48) 
Lim 11o (p)=(413) Ne'.',,4. 	 ...(49) 
P-+1 
In a population consisting of N individu-
als, if the mutant form in each site is repre-
sented only once at the moment of its 
occurrence, p=l/(21V) and the mean number 
of heterozygous sites per individual, condi-
tional to loss, becomes 
di'±f{( 1 —exp(-2Sy)). 
(l—exp(--2S(l—y)))/y} dy]. 	...(52) 
If the -mutant. form appears once in the 
population at the time of its occurrence, 
P= 112N, and L 0 (112N) becomes 
L 0(,i /2N) = [2 rn(S/N)/( 1 - exp( --- 25))( 1 —ex P*  
(-2S)—S1N)I I(l—exp(-2S))(i --exp 
(-2S)--S1N)---2 cxp(-2S) loge(2N) 
2S 
-i-S (exp(—y)/y) dy+exp(-4S) 
SIN 
2S 
.1 (exp(y)/y) dy] 	 . ..(53) 
SIN 	 0 
When the mutant is advantageous so that 
25 is much greater than unity but (SIN) is 
much smaller than unity, we get 
L 0(112N)2v,,, (SIN) [1 —y—loge(S/N)] 
On the other hand, if both 2S and (SIN) are 
much smaller than unity, we get 
L 0 ( 1 /2IV)'.',,4 2( I — S)/N— (+ loge 2S)/NS] 
(55) 
Discussion 
The behaviour of the genetic composition of 
Mendelian populations over time is deter- 
mined by the principles of stochastic process. 
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The mathematical theory of population 
genetics treats such processes as Markov 
processes with gene frequency as a random 
variable subject to the influence of mutation, 
migration, selection and random sampling 
of gametes in reproduction. In the context 
of understanding themechanics of evolution, 
this theory could not be very helpful because 
of the difficulty in relating the gene frequen-
cy with the phenotypic level on which the 
evolutionary data were collected. Fortuna-
tely, the recent study of molecular evolution 
has opened a field in which this theory could 
be introduced with advantage (Kimura 
1971). Most of the studies on mathematical 
theory of population genetics, in the context 
of evolution, deal with diffusion models in 
which gene frequency is treated as a conti-
nuous random variable, with time also as 
continuous. This stands to reason in evolu-
tionary studies because of the 'slow change', 
of the order of about 0.1 Darwin units (a 
Darwin unit amounts to a change of e=2.17 
per million years) and because of the popu-
lation size, though finite, being considerably 
large. Diffusion models lean heavily on the 
forward and backward diffusion equations 
introduced by Kolmogorov (1931) and used 
very widely in physics. In this paper, it has 
been shown how conditioning a diffusion 
model and making use of conditioned diffu-
sion equations introduced by Narain (1974) 
could affect the results, particularly the pro-
perties of the equilibrium distribution under 
steady flux of mutations. 
In mammals, the total number of nucleo-
tide sites for the haploid chromosome set 
(T) is estimated to be about 4 x 10. These 
are sufficient to code for 2 x 106  polypeptides, 
each consisting of 500 amino acids. If the 
number of sites for cistron (C) is taken to be 
about 1,000, the total number of cistrons 
would be as large as 2>< 106 .  Let us assume 
that, in each generation, one advantageous 
mutant gene appears within the population 
(v,,=1) consisting of N=2x 10 individuals  
and having effective population size N0=10 
half as large so that (N,1N)=.0.5. This means 
the mutation rate per gamete "=vm12N 
0.25 x 10, whereas the mutation rate per 
Site, denoted by -='d/T, is as small as 
0.062 5 x 10 -11 . The mutation rate per cistron, 
U=Cp., is then 0.0625 10. For s=0.01, 
we get from (42), I'ro (1/2N)5.72. This 
estimate is about one-fifth of 28.95, the value 
we obtain by using the approach of Kimura 
(1969) and therefore even much smaller than 
2x 106,  the total number of cistrons. This 
justifies the assumption that the total num-
ber of sites available for mutation is very 
much larger than the number of temporarily 
segregating sites. For neutral mutations, 
however, we have to take a considerably 
higher rate of about 2 per gamete per gene-
ration. This nieans i=0.5 x 10 -9 and 
U=0.5>< 106. Now, v,1=2N=8 x105 and, 
from (45), we get Io (112N)8N0 loge 2N 
1.4 x 10. This would be a very negligible 
fraction (0.003) of the total number of 
segregating sites, and the model could be 
appropriate if the individual nucleotide site 
is taken as the unit of mutation. 
In regard to the second property (viz, 
average number of heterozygous nucleotide 
'sites per individual), we get from (50), 
H0(1/2N)5.3 N0 if we assume that mole-
cular mutations are neutral and occur at the 
rate of 2 per gamete per generation so that 
v,,==2N'i==4N. This means, in a population 
of effective size as 10, the average number 
of heterozygous nucleotide sites per indivi-
dual conditional to the ultimate loss of the 
mutants from the population is 'about 
5.3>< 101 . This estimate would be about two-
thirds of that obtained by the approach of 
Kimura (1969). The proportion of hetero-
zygous sites can he obtained by dividing the 
average number of heterozygous sites by the 
total number of sites; i.e.,!-!0 (112N')/T=(4/3) 
(N0/N) (v,,/T)=(8/3) N€. The probability 
for a, particular site being heterozygous for 
a select ive!y neutral mutant, given that the 
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mutant is destined to be lost, is (8/3) Ne 
=1-33X 10-4 instead of 4Nes-=2X10 -4 on 
the basis of the unconditional approach of 
Kimura (1969). The probability that a cis-
tron with 10 sites would be hetcrozyous 
at one or more sites would then be I -- [I 
—(8/3) Ne C  1 —exp [—(8/3) N Cbs] = 
—exp (-0.l•33)=0.1245 as against the value 
of 0. 1813, which we would get if we follow 
Kimura (1969)in which sample paths leading 
to fixation and loss are both taken into ac-
count. In either case therefore the conditional 
approach leads to estimates that are lower 
than those obtained by the unconditional 
approach. 
For substitutional load, Evens (1972) dis-
cussed the conditional case when the favour-
ed allele is eventually fixed. It was pointed 
out that load obtained by the conditional 
argument is smaller than that obtained by 
the unconditional approach used by Kimura 
and Maruyama (1969). However, as s incre-
ases considerably, the two loads become 
closer. In this paper also, we find the condi-
tional. approach giving values smaller than 
those given by Kimura (1969). However, the 
conditional load considered relates to the 
case when the substitutional process is such 
that the favoured mutant is eventually lost 
from the population. If we take p= 1/2N,' v,. 
=1 in a population 'of effective size 10 5 with 
(Ne/N)0.5 and s=0.01, we get from (54.) 
L0(112N)0.0572. However, if we take 
s=10 with Ne105  so that S=NeS=0.1 
and S/A'=0.5)< 10, we get from (55)', 
L0 (1/2N) 15x l06. Such considerably 
smaller substitutional loads indiéate that 
there may not be any limit to the rate of 
gene substitution. It might therefore be desi-
rable to consider conditional substitutional 
load in determining whether load limits the 
rate of selectively controlled gene substitu-
tions. 
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THE description of gene control in characters showing continuous variation was first considered by FISHER (1918). He showed how to represent and 
estimate the average main and dominance effects of a large number of genes 
controlling the character under consideration, even when the genes are unequal 
in effect and show incomplete dominance. His theory was, later on, elaborated in 
the form of a "Biometrical" method by MATHER (1949) who showed how main 
and dominance variation can be estimated from various genetic experiments. 
HAYMAN (1955), however, gave an illuminating device of representing the gene 
action and interaction by making use of the mathematical representation of laws 
of genetics. His method gave a general formula for the variance of the family 
of a cross which leads to the formulae given by MATHER (1949) in particular 
cases. In all these studies, however, only two alleles at each locus were assumed. 
If one is dealing with a F 2 derived from two homozygous strains this assump-
tion is quite justified, as only two alleles are then possible at each locus. But 
when several F2  populations are considered or when one is dealing with a ran-
domly breeding population, it is necessary to consider more than two alleles at 
each locus. 
The main difficulty in considering more than two alleles at a locus lies in the 
fact that while with two alleles A,, A 2  we can represent the three genotypes 
A, A 1 , A 1 A 2 and A, A, by a stochastic variable 0 taking values —1, 0 and 1 
respectively so that the heterozygote is located at a point intermediate between 
the two homozygotes, we cannot do so with three alleles or more at a locus. 
STANTON (1960) suggested that with multiple alleles the homozygotes may be 
situated at the vertices of a regular simplex whereas the heterozygotes are at the 
mid-point of the edges. In particular, with three alleles A,, A 2, A, involved at a 
locus there are six genotypes AA,, AA,,, A,A,, A,A,, A,A 3, A 1 A, which can be 
arranged symmetrically by placing the homozygotes at the vertices of an equi-
lateral triangle and the heterozygotes at the midpoint of the edges in a two-
dimensional plane. Making use of this fact and representing the six genotypes 
by a two-dimensional stochastic vector 0 = (x,y), NARAIN (1963) arrived at a 
mathematical formulation of a law of segregation analogous to that given by 
HAYMAN (1955) with two alleles at a locus. The genotypic value or the metric 
of an individual was then expressed as a polynomial function of the variables 
z and y. In this paper, this scheme is described and the. effect of considering 
multiple alleles in continuous variation is discussed. While the results hold good 
Genetics 2: 43-53 July 1965. 
44 P. NARAIN 
for an arbitrary number of alleles at a locus, only three alleles at a locus are 
assumed to illustrate the underlying principle. Linkage and nonallelic inter-
actions are, however, not taken into account in this discussion. 
Representation of genotype: Consider a panmictic population containing three 
alleles at a given locus. The six genotypes A 1 A 1 , A 1 A 2 , A 2 A 2 , A 2A 3, AA, and. 
A 1 A 3 can be represented by the vector variable (X 1 , X3 , Xt) where X 2 is 0, 1, or 
2, and denotes the number of A 1 genes in the genotype. All these vectors lie on 
the plane X, ± X2 + X:t = 2. Taking the origin at (1, 1, 0) and making all the 
vectors lie on the plane X. = 0, gives two-dimensional vector variables (1, 0), 
(0,0), (-1, 0), (-1, 1), (-1,2) and (0, 1) which represent respectively the six 
genotypes A 1 A 1 , A 1 A 3, AA, A 3A 3, A 3A : and A 1 A 1 . An individual can then be 
represented by 0 (x, y) which takes anyone of the six pairs of values depending 
Upon its genotype. It is obvious that x takes the value -1 when A gene is absent, 
0 when it is present in single dose and +1 when it is present in double dose. 
1/2 (1 +x) will therefore take the values 0, 1/  and 1 respectively in the three cases, 
and these happen to be the corresponding probabilities for the production of an 
A 1 gamete by the individual. For if the A 1 gene is absent, the genotype will not 
produce a gamete carrying an A 1 gene, or it can be said to produce gamete A 1 
with zero probability. If, however, the A gene is present in single dose, the 
genotype (being a diploid) will produce a gamete carrying an A 1 gene with 
probability 1/2, whereas when the gene is present in double dose, the genotype 
is certain to produce an A 1 gamete, or in the other words, the probability of its 
production is unity. The probability that an individual 0 = (x, y) produces a 
gamete carrying the A 1 gene can, therefore, he represented by 1/2 (1+x). Similar 
considerations show that the probabilities for the production of gametes carrying 
A 1 and A 3 genes can be represented respectively by 1/2 (1-z) and ½y where 
z = i+y. When two individuals with genotypes O = (x i , y 1 ) and 02 (x, y 2 ) 
are crossed, the distribution of 0 in the offspring can then be obtained as given 
in Table 1, where z 1 = X j+yi , z 2 = 12+y2 
In particular, if A 1A 2 and A 2A 3 are crossed, x y' = 0, x2 = - L and y2 = 1 and 
we obtain from the Table 1 that the resulting generation will have offsprings with 
genotypes A 1 A 2 , A 2A 2, A 2A 3 and A 1 A 1 each with probability -1/4. This is what. 
is expected otherwise from simple genetic principles. The result given in Table 1 
can thus be regarded as a mathematical representation of the Mendel's law of 
TABLE 1 
Distribution of 0 in the offspring of the cross 9 X 0, '.. 
Genotype 	Value of o 	 Probability 
A 1 A 1 (1,0) ¼[0+z,)( 1 +x3 ) I 
A 1 A 2 (0,0) ¼[( 1-!-x l )( 1- 2 ) + (1+x2 )(1-z I )J 
A 3A. (-1,0) 
il..A.1 (--1,1) )t.. 	-f-  
(-1,2 ¼1r1 Y31 	- 
(0,1) l/4{(l4xJ)y3+(1-x3)yl] 
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segregation with three alleles. It can easily be generalised to any number of 
alleles at a locus. For, in a panmictic population containing n alleles &, 
A at a given locus, there will be [n(n+1)]/2 genotypes of form A 1 A, which can 
be represented by the vector variable (X 1 , X 2 , . . . X) where X, is 0, 1 or 2 and 
denotes the number of A i  genes in the genotype. All these vectors lie on the flat 
+X, 2. Taking the origin at (1, 1, 0,. . . 0) and making all the 
vectors lie on the flat X 2  = 0 gives the (n-1)-dimensional vector variables of the 
type (u 1 , u2 , . . ., u,_1 ). Here u 1 takes the values —1, 0 or 1 according as the gene 
A 1  is absent, present in single close, or present in double dose wherea (u 1 +u2 ) 
takes the values. 1, 0 and —1 according as gene A 2 is absent, present in single 
.dose or present in double dose. Also (u2 —u,), (u,—u 4 ), . . . , (u,_2 —u,,_) take 
the values 0, 1, or 2 in the three respective phases for the genes A, A 4 , . . . A 
respectively, whereas u_1 takes the values 0, 1, or 2 in the three phases for the 
gene A. By the considerations given above*, it can be seen that the individual 
o - ( u,, u2 , . . . u_) produces gametes A,, A 2 , A,, . . . A,, and A with proba-
bilities 1/2 (1 +u1), '/2  (1 —u 1 —u,), 1/2 (u2—u,), . . . '/ (u_,—u_) and '/2u_, re-
spectively. These probabilities give the distribution of 6 in the offspring of the 
cross 01 X 0, which can be regarded as a mathematical representation of the law 
of segregation with an arbitrary number of alleles at a given locus. 
When the two individuals with genotypes 0, and 02 happen to be members of 
a random mating population with gene frequencies p, q and r for the three alleles 
A,, A 2 and A, respectively, it can be seen that the E(6 1 ) = E(0,) i.e. E(x,) 
E(x 2 ) = p—q—r and E(y 1 ) = E(y 2 ) = 2r so that in the next generation the six 
genotypes given in the Table 1 occur with frequencies respectively as 
l/4E[(l+xi )(1+x2 )]z=p2 
1 4EL(1+x 1 ) ( l—z,) + ( 1+12) (1—z1)] = 
¼E[(1zi)(1—z 2 )] 	q 2 
¼E[(l—z,)y, + (1—z 2 )y,] = 2qr 
1/4 E[yiy 2 ] = r' 
and 1 4E[(1+x,)y, + (l+xz )y i] = 2pr. 
The gene frequencies in this generation thus turns out to be the same as in the 
previous generation as is otherwise expected in view of the HARDY-WEINBERG 
law of equilibrium in random mating populations. This further corroborates 
the soundness of the proposed representation. 
From the distribution given above it is possible to work out the expectations 
of the stochastic variables .x and y and their various powers, as well as of various 
products between them. These expectations can be used to obtain the variances 
of x, -y, i, y2,  zy, and covariances between x and y, x and i, x and y 2 , x and xy, 
y and x2, y and y', y and xy, x' and y2,  x' and xy and y 2 and xy. The results ob-
tained for various expectations, variances and covariances are given by 
Expectations 
E(x) =E(x') = Y2(xi+x2) 
E(x2) =E(x4 ) = 1/2(1+1112) 
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E(y) = 
	
E(y 2 ) 	'/2(yI+y+yiy) 	 (1) 
E(y) = 1/2(y1+y2 +3y,y2 ) 
E(y 4 ) = 1/2(yI+y 2 ±7y1 y) 
—E(xy) = —E(x'y) =E(x 2y) =: 1/4 {yl(1 — x2) +y2 (lx I )) 
—E(xy 2 ) = E(xy) = ¼{yI(l — '2) +Y20 I1 ) +21y2) 
Variances 
V(x) = 1/4 (2_1 1 2_12 2 ) 
V(y) = 1/4 (2(yI+y2) Y12Y22) 
V(I) = 1/4 (1_xi2x,2) 	 2) 
V(y') = ¼(1 - (y i +y 2 +y1 y 2-1)' + 12yy 2 ) 
V(xy) = 1/16(y(1 — x2 ) ( 4—y i +y 1 .x,) + y2(lx1) (4—y+y,x) 
+ 2y,y2(3—x1x2+x 1 +x0)} 
Covariances 
• Cov(x , y) — %( y1( 1 +,1)+y(l+ , )) 
Cov(x,x 2 ) . 4 (xi+x,)(1—xx) 
Cov(x,y 2)_ ¼(y(l+x) +y,(l+x) +yy,(x±x+2)) 
Cov(x, xy) = 1/atyj( 1— x) + y(lxi))(2+x 1 +x0) 
Cov(12,y) 	¼ (XI (y — x) +X(yixi ) + xx,(y 1 +y+2)} 	(3) 
('6V (Y, y') I/4{1 - ( y±y2 ±yy-1 )(Y+y 2 l) + 5yy) 
Cov(y, zy) = l/8t(yl_y)2 - 2(y+y) - 
Cov(x2,y2) 	¼{y 1 y 2 (1—x 1 x,) — yx2 (l+±1 ) — y,x 1 (1+x,)} 
Cov(x',xy) 1/8{y1(lx,) +y,(l —xi )}(x Ix-1) 
Cov(y 2 , zy) = 1/a{(yj+y,+y 1 y-2) (y1+y—y1x—yx1) - 12yy2) 
Now consider k loci, A, B, C,. . . K each with three alleles. The whole genotype 
can be represented by a set of k two-dimensional stochastic variables C = (O, 0 b, • . O) where 6 = (va, Ya), °b = (Xb, yb), . • , O (Xk, 1k). Since we are not 
taking into account linkage between loci, 	y can be assumed to be uncorrelated 
with 'b, lo etc. so that COV(X a , xb) = CO(ia, Yb) = Cov(xb, Ia) = Cov(xb, yb) = 
Oetc. 
Relationship between the metric and the genotype: Consider first a single locus 
involving three alleles A 1 , A 2, A, determining the genotype Oa ('a, Ia). Since 
the genotype is two-dimensional, the metric M(8 a ), in accordance with HAYMAN'S 
notations is described as a suitable polynomial function in 'a and Yu  given by 
M(X a, Ia) = AiaXa + A aY a + A3aIa' + A4aa' + A5aXaYa 	(4) 
In this case five parameters are needed to describe the metric completely. There 
are two main effects which may he represented by d1 ,, and d a . While d10 measures 
the effect of A 1 relative to A,, d2a measures that of A, relative to A,. The main 
effect of A, relative to A 1 , would obviously be (diad,a). As regards dominance 
deviations, we may represent them by hia, h2a and h:1a respectively measuring the 
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dominance deviations for the pairs A,-A 2, A,-A 3 and A 3 -A,. The relationship 
between the metrices of the various genotypes and the parameters should, there-
fore, satisfy the following relations. 
'/jM(i,o) M(1,o)) dia 
'/2(M(—i,2) M(1,O))=d ia  
'/2{M(i 3 0) - M(—i, 2) - (d 1 d20 ) 
M(0, 0) - 1/2(M(i, 0) + M(1, 0)) . = hia 	 (5) 
M( — I, 1) - 1/2(M(1, 0) + M(—i, 2)) = 1) 20 
M(O,i) — ½(M(-1,2) +M(i 3 O))=h3a 
Consistent with (5) the metric (4) can be shown to take the six values corre-
sponding to the six genotypes as given in Table 2. 
The coefficients in the polynomial (4) when expressed in terms of the five para-
meters are given by 
Ai a = dia  
A 2a = dia - hia + h20 + h20 
Aiah ia 	 (6) 
A = - h..0 
A 50 	hia - h20 + h30 
When k loci are considered simultaneously the metric is given by 
[A ia'a + A iaya + A3OX a2 + A4aya 2  + A50X0Ya1 	 (7) a 
where nonallelic interactions are assumed to be absent., 
The relationship between the metric and the genotype given above for the case 
of three alleles at each locus can be generalised to any number of alleles at each 
of the loci. Consider first a single locus involving n alleles A 1 , A 2 . . . A. deterniin-
ing the genotype 0a = (Uia, U20, . . . U( n_1) ,a). The metric M(0 0 ) is now described 
as a suitable polynommal function in (n—i) variables Ui0, U2a,. . . U(n_j),a given 
by 
(n-i) 	(n—i) 	(n-2)(n-1) 
M(U,0,U20..... U( 0_1) ,0 ) 	.A 50u50 + AjaUj a+ 	A(l+2),_I),OUIOUJO 	(4a) 1=1 j=1 	j:1 j> 
In this case (n—i) (n+2)/2 parameters are needed to describe the metric corn- 
TABLE 2 
Value of the metric corresponding to different genotypes 
Metric M,, y,) 
Genotype 	 (i, ,-) 	 or the genotypic value 
A 1A, (1,0) •d10 —h 10  
AA, . 	(0,0) 0 
A 2A 2 (-1,0) - d10 - h 10 
A 2A 3 (-1,1) - dia - h,0  + d20  + h00 
A 5A 3  d,0 - h 10  + 2 d 0 




pletely. There are now (n— 1) main' effects and n (n— 1) /2 dominance deviations 
which make up the total of (n—i) (n+2) /2. The coefficients A's in (4a) can be 
expressed as linear functions of these main effects and dominance deviations. 
When k loci are considered simultaneously the metric is given by 
	
AijaUja + I I A2jaU 2ja + 	(i+2),(j_i.aUjaUia 	 (7a) 
a j 	 a j 	 a i j).i 
where nonallelic interactions are assumed to be absent. 
Mean and variance of the offspring of the cross 0 X02: The mean of the off-
spring generation resulting from a cross 0 X 02 can be obtained by finding the 
expectation of the metric M (x, y) with the help of (1). Thus 
E{M(x,y)) = 1/2 A 3 (x 1±x2 ) + ½ A3 (1+x 1x2 ) 
+ 1/4  {2(A 2 +A4 ) - A 5 }(y i+y2 ) 
+ 1/2 A 4y 1y 2 + '/ A5 (y 1x 2+y2x 1 ) 	 ( 8) 
The suffix "a" is dropped for simplicity, it being understood that we are con-
sidering only a single locus. It is interesting to note the difference between the 
mean given by (8) and the parental mean given by. 
1/2 {M(z1,yi) +M(x2,y2)) = 1/2 A 1 (x 1 +x2 ) + ½ A 2 (y1+y2) 
+ 1/2 'k.  (x 2 1 +x2 2 ) + ½ A4 ( 23+y22) 
+ ½ A 5 (x iy 1 +x212 ) 	 ( 9) 
This difference is given by 
+ 1 4 h1 [2( (1+x1x2)_x 2 1 (i_yj )_x2 2 (1_yz ) )—(y 1 (i—x2 )+y2 (1—x 1 ))] 
+ ¼ h2 [2 YiYz+yi  (1 +2x 1 ) +2 ( 1+2z22) +11 (z—Q'y) ±2 (xi-2y 2 )] 
+ ¼ h3 [yj(1_2x 23)+y2 (1_2x 2 2 )_(y ix2+y2x1 )] (10) 
It can be seen that the difference given by (10) clearly depends on the three 
dominance deviations and the component variables of the genotype of the parents. 
That this expression would reduce to the ones expected in particular cases is 
demonstrated in Table 3. 
The variance of the offspring generation from the cross 01 x 0 2 is obtained by 
finding the variance of the metric M(x,y) with the help of (2), (3) and (6). 
The resulting expression is given by 
TABLE  
Differences in the mid-parent and offspring means in various crosses 
Value of 
Type of cross 	
I 	
X, _1 	 S 	 Difference 
Selling or intercrossing 
A 1 A, x 4A 2 0 0 0 0 1/2  h i  
A.,A 3  X i4 2A 3 —1 1 —1 1 '/2 h2 
A 1 A 3 XA,A 3 0 1 0 1 ½h3 
Backcrossing 
A 1 A 2 XA 1 A 1 0 0 1 0 0 
A 1 A, XA 2A 2 0 0 —1 0 0 
A 2A 3  x A 9A 0 —1 1 —1 0 0 
A 2A 3 x A 3 A  3 —1 1 —1 2 0 
A,A 3 XA 3A 3  0 1 —1 2 0 
A 1 A 3 XA 1 A 1 0 1 1 0 0 
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V(M(x,y)) = ¼ d2i(2(1+xixz)_(x j+x2 ) 2 ) 
+¼&2 {(l+2y1y2 )_(y,+y2 _l)2} 
+1/16h1(4[(y1+y2)+(z1x2+z2x1 )] 2 ) 
+ 1/16 h22((y1+y2)—(z,y 2+z2y,))(4—(y 1 +y2 )+(z1y 2+z2y 1 )) 
+ 1/16h2 3 (y 1 (1+x2 )+y2 (1+x1 ))(4—y j (1+x2 )—y 2 (1+x1 )) 
—1/2 d1d2{y1(1+x1)+y2(1+z2 )) 
+ 1/4  d1h1(x1+x2){(z1x2+z2x1)+(y1+y2-2)) 
+ ¼ dih2(x1+x2+2)((z,y 2+z2y 1 )—(y,+y 2 )) 
— ¼ dih3(x,+x2 )(y j (l+x2 )+y2 (l+x1 )) 
+ ¼ d2h1(y1+y2 ){(z 1 x 2+z2x,)+(y1 +y2-2)} 
+ ¼ d2h2 (y1+y2 2) { (z,y 2 +z2y 1 ) — (y1+y2) } 
- ¼ d2h3(y,+y2_2){y1(1+x 2 )+12 (1+11 )} 
+ 1/8 h 1 h2 ( (z,y2+z2y,) - ( Y,+y l ) ) { (z,x 2+z2x j ) + (y1+y22)) 
•+ 1/8  kkfy,(1+x 2 )+y2 (1 +x1 )){(z,x 2+z2z,)+(y1 +y2-2)} 
+ '/8h2h3{yi(1+x2 )+y2 (1+x,))((z,y 2+z2y 1 )—(y 1 -f-y 2 )) (11) 
In particular, the variances of the families obtained by selfing the heterozy- 
gotes can be obtained by substituting the particular set of values of x 1 , y, x2 , Y2. 
in (11). The expressions obtained are in perfect agreement with those which can 
be obtained from first principles. This is demonstrated in Table 4. 
When k loci are considered simultaneously and linkage and epistasis are 
assumed to be absent, the mean and variance of the offspring generation from 
the cross G 1 xG 2 are given by I E{M(X1 0,y ia)) and Y. V(M(X 10,y 1 )) respectively. 
Randomly breeding populations: Consider a random mating population with 
gene frequencies pa,qa, ra for the alleles A 1 , A 2 ,. A 3 respectively at a given locus. 
With the help of metric values given in Table 2 and the genotypic frequencies 
(p2 a, 2paqa, q20, 2qara, rca, 2para ) the contribution of this locus to the average of 
the random mating population is given by 
d0 = (pa—qa—ra) d10  .+ 2rad2a — ( 1 "2pq0) h10 + 2qarahea + 2parah3a 	(12) 
The metric values can then be represented, alternatively, in terms of da and 
other quantities leading to symmetric expressions as given in Table 5. 
The average of the random mating population is I do where da is given by (12). 
The contribution of this locus to the genetic variance of the random mating 
population is given by 
P2a (dia"hia) 2+q20 (dia+hia) 2+2qara (diad2a+hia"h2a) 2 
+r2a (dia"2d2a+hia ) 2+2para (d2a"hia+h3a ) 2 _d2 	 (13) 
TABLE 4 
Variances in various types of selfed families 
Value of 
Selfing of 	 X, - 	 V(M(x. r)) 
A,A 2 	 0 0 	0 	0 	 1/2d, 2 +¼h,2 
A 0A 3 —1 	1 —1 1 1/2 d22 + ¼ h02 
A,A 3 	 0 1 	0 	1 	 ¼(d,_d0)2+1/4h32 
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TABLE  
Metric values of various genotypes in a raruhrn mating population 
	
Genotype 	(i, y) 	 M(x, ,) 
A 1 A 1 (1,0) da+2( 1Pa) 	 - 
AA 2 	(0,0) 	d+ ( 12Pa) diu-2rad2a+ (12p2q0 ) h1a_2qarah2 _2pgr2h3 
A 2A 2 (-1,0) 
A,A 3 	(-1 1 1) 	d42padia+ ( 1-2r) d2a-2pq0h,2+ ( l-2qr)  h2a_2parah3a 
A A 3 ' (1,2) da_2padia+2( 1—r) 
A, A, 	(0,1) 	da+ ( 1 _2pa)dia+ ( 	 1 -2para ) h3a  
When the genes are independent in action and uncorrelated in distribution, the 
total genetic variation can be obtained by summing contributions given by (13) 
over all loci. This can finally be given by 
where 	- 	
(14) 
D = [4paqa(dia+ (2qa 1 ) h 1 a+ ra (hiah2a+h3a) ) 2 
+ 4q2r2 (d22 + (2q— 1) h22+ Pa (h2ahia+h3a) )2 
+ 4rapa( (diadza) + (2ra-1 ) h3 + q (hiah2a+haa) )2]  
and 
1? 	[1 G(p zq ihiu+qarah +rph.c) 2 
+ 8paqara( (hiah2a) 2+h3a(h3a2hia 2h2a))] 
It is interesting to compare the definitions of D and H given under (14) with 
those given by MATHER (1949, p. 75) for randomly breeding populations. The 
definitions are the same as given by MATHER (1949) when either p0, or qaO 
or ra O i.e. when the third allele at each locus is assumed to be nonexistent. When 
- the two main effects di,, and d22 are identical, and equal to m say, the third main 
effect is zero. Also let hia=h2a=hz and h3a be zero. With these conditions, the 
definitions would become 
and H E l6ql2(p2+r)222 . 	 ( 15) 
In such a case, therefore, the three alleles at each locus can be regarded as a 
two-allele system with allelic frequencies as qa  and (pa+ra). 
The offsprings resulting from a particular cross 01 X. 02 in the random mating 
population form a family of full-sibs. The mean and variance of such a family 
are given by (8) and (11) respectively. If we take expectation of (8) and substi-
tute E(X ia ) = E(12a) = (pa qa ra) and E(yja) = E(yza ) = 2Ta we get the contri-
bution of the locus to the mean of the offspring generation which is found to be 
the same as the contribution to the mean of the parental generation given by 
(12). If we take the expectation of (11) and substitute E(x12) = E(X2a) = (paqa 
—ra), E(Ya) E(y2 a ) 2r3, E(X 2 1a ) E(X22a) = P2a+ (qa+ra), E(y2 1 ) = E(722a) 
2ra(1+ra ) and E(X iay ia) = E(X2ay2 a) = - 2ra(lpa ) we would get the contri- 
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bution of the locus to the mean variance of full-sib families. The variance of (8) 
after necessary- substitutions would give the contribution to covariance between 
full-sibs. If expectation of (8) is taken over either 0,=(x,, y) or 02—(x2, Y2)  the 
contribution to the mean of a particular family of half-sibs is obtained. For in 
stance, the contribution of the locus to the mean of half-sib family with parent 
as 02 is given by 
(/2 Aa (2p.— I ) + (A2 a+A4a '/2A 50 ) ra+ 1/2 A ug ) +Y2 (A ia+A3a  ( 2Pal ) +A5ara)x 2a 
+ 1/2(A2a+A4a(1+2ra)A5a(lpa))y 2a 	 (16) 
Variance of (16) would give the contribution to the covariance between half-sibs. 
Effect of multiple allelism in continuous variation: It is well known that the 
continuous variation observed in the phenotype arises from the discontinuous 
variation of the genotype when the genes have effects similar to one another, 
supplementing each other and small in relation to environmental variation. If 
there are two alleles at each locus with frequencies p and q and there are k loci, 
the frequency distribution of the phenotypes ignoring environmental effects and 
assuming no dominance would be described by the various terms in the binomial 
(q+p) 2k  which tends to a continuous distribution when k is quite large. When, 
however, there are more than two alleles at each locus, say for instance three 
alleles with frequencies p, q, and r, the corresponding distribution is given by the 
multiriomial (q+p+r) 2k . Now when k tends to become very large, a continuous 
distribution in two dimensions is approximated. It is, therefore, expected that 
with multiple allelism, contribution of continuous variation from each dimen-
sion is to be added over for the realization of the total variation. When such a 
contribution is of the same order, whatever may be the dimension under con-
sideration, the existing partition of the total variation is not going to be affected. 
The case of three alleles, or in fact more than three, can be looked upon as acase 
of two alleles by dividing the number of alleles into two groups, one consisting 
of one allele and the other group containing the rest of them and treating the two 
groups as a two-allele system. Such a situation gives rise to the definitions of 
D and H as under (15). It, therefore, appears that the nonequality of d,. and d2a, 
lila and h2a and the nonvanishing of h3a may reveal some component of variation 
contributing towards the total variation. Such a component, of course, expected 
to be existing only in a population where several alleles are operating at each 
locus, may be described as due to multiple allelism'. It may also be looked upon 
in a manner similar to that of dominance. Dominance is regarded as due to the 
differences in the effect of gene substitution when the other allele is changed. In 
a similar way, in a population where several alleles are operating at each locus 
the effects of gene substitution with respect to any fixed particular allele can be 
considered. The differences in the effects of gene substitution can be regarded as 
effects due to multiple allelism. When the effects of gene substitution with respect 
to the fixed allele are the same, we can say that there is no effect due to the 
multiple alleles, though there may be several of them operating. 
In the first instance, we may regard dominance effects as absent so that h a, h2a 
and h3a are zero and the D in (14) reduces to 
D = 	 (diad2a) 2] 	 (17) 
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Let d,0=m0+a10 and d2amo+ a20, when m0 is the mean of d10 and d,0 given by 
	
- p0d10 + r4,a 	 •1' Ma — 	 ( p0mr0 )  
Here allele A, is taken as fixed and A 1 and A, with frequencies Pa  and Ta are con-
sidered with respect to this allele. Since in view of (18), paa,o+raa2a=0, D can be 
regarded as consisting of two components 
DA = 4qa(l— qa)m 2a  
and D8 = I 4(paa2ia+raa22a) 	 (19) 
When there are more than three alleles, say four alleles it is expected that in 
(19) DA would still have the same definition but DB would be given by 
DB = I 4(paaia + r0a220  + saa23a) (20) 
where q0+p0+r0+s0= 1, and a30  corresponds to the third independent main effect. 
Thus it appears that D5  would reflect the contribution of multiple allelic: effect to 
the additive genetic variance. 
When there is dominance also present, the nonequality of the dominance 
effects may be taken into account in the same manner by letting h10=/z,+/310 
and h20=h0+P10 where h0 is given by 
P4h10 + r0h20 	
21 
Pa+Ta ( 
Again, since in view of (21), PaPia ± r0fl,=O, it can be shown that P and H of 
(14) take the form 
D = [4qa(l—qa)(m a+(2q0-1)h 	h3a 0+ 
2rapa 
)'] 1 — qa 





H= [16q 20 (l_q0)2{/ ,_ TaPa 	h,0)2] 
(1 — q,)' 
+ I [8q0 (l—q 0 )4p0 (p,0— 	 __h,0 ) 2 )] 
U 
l6r'ap2 	
1—q 0 	 1—q 0 
a(l-2q0) h230] 
+[ a 	(lq)' 
Thus the genetic variance of a randomly breeding population can be expressed 
as 
HV! = '/2 D4 + '4 HA -I- 1/ (DB+HB+Hc ) 	 ( 23) 
• where 
DA 	[4qa(1—qa){ma+(2q0-1)h0+ 2r0p0 h,0)'] 
1—qa 
D. = I [4pa(aia+qa/3j0+r0h,0)2+4r{a20+q0820+p/z,0)2] 
HA = >. [l6qa'(1qa)2(h0_ 	
r0p0 	
h,0)2] a 	 (lq0)' 
H. = [4qa(l—qa) (pa(flia 
4ra2Pa  (1 3qa) 
(1 —q) 2 
ra 
h3a)2+Ta(P2a_ Pa h3a) 2 )J 
l — q 
and h3a ] 
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In (23), DA and HA correspond to the components due to additive genetic and 
dominance effects. DA, however, includes some effect of the mean dominance ha  
taken over the'A 1 and A 3  and also of the dominance h3a operating between A 1 
and A:. Similarly HA includes some effect of the h:,,,. The remaining three com-
ponents D,1 , H11 and He  can be regarded as components corresponding to the mul-
tiple allelic effects. 'While D8  includes some effect of the nonequality of the two 
dominance effects and also of the third dominance effect h3a, HB includes some 
effect of the h3a only. The multiple allelic effects would not contribute towards 
the total variation whenever dia d2a, hia hza and lila 0 which correspond 
to the simultaneously vanishing of D8, HR and H. 
The above investigation shows that in addition to the hitherto described two 
components of continuous variation in the literature viz, additive and dominance, 
there may be a necessity of describing a third multiple allelic component in 
genetic populations where several alleles are required to be considered at each 
of the loci. How this new .  component having three subcomponents DB, HR and H 
would behave in the constitution of 'various second degree statistics which are 
utilized for the estimation purposes, remains to be seen in future investigations. 
SUMMARY 
The effect of three alleles at each locus in continuous variation has been con-
sidered. HAYMAN'S (1955) device of representing the gene action and interaction 
by making use of .the mathematical representation of laws of genetics can be 
extended to multiple allelic systems. In a randomly breeding population where 
several alleles are supposed to be operating at each loci, a. new component of 
genetic variation due to multiple allelic effects is described. This component con-
sists of three subcomponents, and the multiple allelism can be regarded as con-
tributing nothing to the total genetic variation when the three subcomponents 
vanish simultaneously. 
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1 INTRODUCTION 
In studies on inheritance of characters exibiting çontiuous 
variation it is usually postulated that a character x is under the control of 
large nqrnber of gene. know as polygçns,, each of hicb. has a small 
effect in comparison with non-heritable factors, th effect bipg similar 
but cumulative for the set of genes involved. The effect of a set of such 
genes confers a genotypic value (G1 ) on the m4iyi4ial  ho is observed 
for  the character x, the observation being designated as the phenotypic 
value (P1 ) of the individual. The differehce between -P. 'and G. gives 
environmental deviation (E1) for the individual on the assumption 
that are no interactions between the genotype and the environ-
ment. The genotypic value ( G) is further capable - of subdivision into 
values due to additive genetic effect A. also called the breeding 
value), doiñaxce D. ) and epistatic (I ) deviaiohs.' The relationship 
between P. and A. is expressed in terms of regression of A. on P. 
( b 1p1 ) which in view of A. being a part of P.i expresses the fraction 
of phenotypic. variance, ar due to additive genetic; effects. This fraction 
is kion as heritability. If  it, is assumed tht( f1kPs), are jointly 
distributed in a bivariate normal form, the regression of A. on P. is 
necessarily linear and the expecatipq %qf  A fQr •a :giyén individual is 
h2 1P1 when the means of the population of indiviauals and their breeding 
values for the characters are asumed to be zero. In a genetic, selection 
programme, however, superior individuals having phenotypic values greater 
than or equal to a given value x 0 are selected. The expected response to 
selection is then h'. times the mean of the population truncated at x 0 which, 
on the assumption of the normality of the distribqtion, is ih' ap1  where 
'i, the intensity of selection, is ZIP,  Z being the ordinate at the point of 
truncation for a standard normal distribution with zero mean and unit 
standard deviation and P is the proportion of population celected. The 
-object of this paper is to present some ofthe generalised concepts of the 
relationship between breeding values and phenotypic values and expected 
xesponse to selection when several correlated characters are considered. 
0 
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2. COMPONENTS OF DISPERSION 
Let the phenotypic measurements ( P,, P,, ...9 P, ) of an individual-
in respect of k quantitative characters be expressed in the form of a k1 
column vector P whereas the corresponding conceptual breeding values of 
the individual (A 1 , A,. ..., Ak) be expressed by a k1 column vector A. 
The non-additive and environmetal effects taken together and represented 
by (R1, R,, ..., Rk) may be expressed in terms of a 61 column vectorR. 
The basic vector equation on the assumption of no interaction between 
genotype and environment is, then given by 
(2.1) P - A+R 
where the variables are expressed as deviations from the mean. 
- and standardized to 'have variances as unity and covarianceslas. 
equal to correlations, so that the correlation matrix of order' 
kxk of the variables P is  
- I Pis } with p i, 	'1 and p1,...p 21, 
( i,j1,2,...,k). 
P 
Further let the variance-covarianc e matrices, each of order kxk, 
of the variables vectors A and R be respectively E = h is  } and 
A 
E - {e,,!with h is 	h it and e 11 = e11 ,(i,j = 1,2,...,k). The 
are the heritabilities of the characters and h jj 's are the coy-
ariances of breeding values between the characters. If 'the 
genetic correlation between i i" and 11h character is denoted by 
r,3, we can express hi s as rj i 1 h,1  h7 Also in view of (2.1 ), 
(2.2) Cov.(A,P)=E(Ap')E 
since Coy. (A1 P,) = Coy. (P1 A s  = Coy. ( A1 A s  = h,1 and. 
Coy. (A1 P 1 ) Var. ( A1) = h,1 , ( i, = 1, 2, ..., k ) 
From ( 1 ), under the assumptions already stated, 
(2.3) E=+E 
P 	A 	B 
so that if the symmetric matrix E is a non-singular one, I L 
P 
0 and we have 
73 






3. CORRELATION BETWEEN BREEDING VECTOR AND 
PHENOTYPIC VECTOR 
In the univaria re case, the correlation coefficient between the 
breeding value and the phenotypic value is square-'root of the heritability 
•  since the covariance between the two values becomes variance of the 
breeding value in view of additivity of the breeding value and envjron 
mental deviation to produce the phenotypic -value. When we consider 
several correlated characters, both at the genetic as well as at phenotypi c 
levels, the simple concept of correlation between two variables is to be 
replaced by the concept of correlation between two vector valued vari-
ables A and P. This problem for the set of k characters can be tackled 
by setting up linear functions 
1 	k 	 - 
I A= 
1 




I P 	E aP 1 =a'P 
I.- 
and choosing coefficients a' 	( ai, a, •.., ak)such that the 
correlation between A and P given by 
(3.2) h(a) = " _t. 
a' 	a 
P 
is maximum. It may be noted that the same coefficients are 
used in both the linear functions since there is a natural corres- 
pondence between the components of A and P. In view of (2.1), 
for each i. 
(3.3) P11 = A 11 + R11 
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so that 
(3.4) 	a t P11 - E a j A11 + I a1Lj 
giving a relation for the compounded single character as 
(3.5) pA+R 
Taking logarithms in (3.2)' differentiating with respect to the 
elements of a, setting the vectors of the derivatives equal to 
zero, multiplying by a' a and rearranging we get, 
• 	(3.6) [ E—h2 (a) I)a=O 
A 
In order that there be a non-trivial solution, the matrix on the 
left must be singular; that is 
• 	 (3.7) 	—h2 (a) 1j0 
A 
in view of (2 5) this becomes 
(3.8) 'IH_h2 (a) 1 1 0 
This means the desired coefficients are eigenvectors correspond-
jag to eigenvalues of the matrix 
/ 
H = I I ) . We get a set of canonical correlations 
A P 
(3.9) h(al)>h(a2)> ... > h(ak) 
and corresponding pairs of canonical variates 
(3.10) (al1 A, al' r),(aa I A,a21 P),... , (ak'A, ? 'P)  
It may be noted that for i 
(3.11) Cov.(at'A,a,' A) = Cov.(aj' P,a' P) = 0, 
but Coy (a 1' A, a,' P) and Coy (a,' A, a1' P) are not necessarily 
zero. Thus, we can replace the multiple correlated breeding 
and phenotypic vectors by ai' A and a1' -P respectively which 
have the maximum correlation h (ai). The square of this 
currelatioll, h2 (ai) expresses the fraction of the phenotypic 
7 
iiance of' ibe coinpóided chaiaèters P 'hkhis dU o additive 
genetic. effects and éàìí therefore be' regarded áé .a generalised 
concept of heritability. We can thus term the largest eigenroot 
61 H as the 'ierálisèd heritability'. - -. 
POitk 	1,( 3 8 ) iedüces to (h11 - h') 	OJ.gi'viñg the. on 
loot 'as h1j which is the usual heritability in the ii,'aiae case.. 
For k = 2, however, (3.8) reduces td 
r r_hii - P121112 - h2 ( )1 r h12 	P12hi1 I L 1 - P212 	 a j L 1 - P2i2 J 
(342) I 	 =0 
r h12—p12h22 1 r h22 - 12 h12 - h2 (a )1 	I L' 1 - P212 	J 'L 	1 - p12  
The resulting quadratic equation gives two roots, the largest 
one being, 
(3.13) h2 (ai) 
(hii + h22— 2pi2bj 2)  + 4'(h1i - h&2 + 4(i12 — hii pi2)(hi2— h ii2) 
2(1—p212)  
• ,, 	When h12 • 0, we get 	 . 
(3.14) h2 (a L ) = [(h11+h2)+ 4'  (hit— h 2 +4h11h P212')12(1_p2l2) ............................ 
When P12 0;reget  
(3.15) h2  (ai) = E(hii+ha2)+ -4'  (hii— h2a) +4hc2 312 
When both h12 and P12 are zero, we get h 2 ( al) = h11. However, 
when h12 and P12 are such that h 12. = h11p12 or h12 = h22 Pz 
we get • - .. •.. 
(3.16) h2 (al ) = hit 	 . 
in the former case, but 
(3.17) h2  (ai) = _h11 - h22 P2
12 
(1— P212) 
in the later case. 
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• 	4. GENERALISATION OF RESPONSE TO SELECTION 
UNDER INDEPENDENT CULLING LEVELS 
With several characters there are three methods of selection viz. 
index selection, independent culling level and tandem selection. The method 
of index selection is well documented (.Smith 1936, Hazel- 1943 ) but the 
method of independent culling levels has only been considered for two 
characters by Young and Weiller (96O) and also briefly by Finney 
(1962). As such, we present here a generalisation of this method for k 
characters. - 
- Let the k-dimensional normal population of the phenotypic vector 
P, distribued as 
(4.1) P(dP)exp[—P' E ' P)dP 
be truncated rectangularly by 
(4.2) 	Sk(a s ) 	P: P>a1, ...... 
This amounts to selecting a proportion Pk ( a 1.; 	) of the popu- 
P 
lation distributed as in (4.1 ) .uid consisting of superior indivi-
duals which satisfy (4.2 ) where 
(4.3) 	p.( a1 ; £ ) 	P [Pi > a . ....... P > ak] 
00 	Go 
al 	a3l 	 P. 
-1 
exp -4 P' £ P } dP1 ... dPk 
(k) 
— .1 ok (P1 ;; ) 
a 1 
and is, therefore, the selection by the method of independent 
culling levels. The vector of the expected response due to this 
selection can be investigated as below. 
-/7 
It can be shown that the conditional distribution of. the breeding 
vector, given the set of phenotypic values is mültivariate normal 
with mean vector as HP. The vector of the expected response 
when P3 > a 3  for j 1, 2, ..., k can therefore be obtained by 
performing matrix integration of HP with respect to the distri-
bution of the vector P over the range of values of P 3's. If we 
denote the 'ec:or df response by a k1 column, vector As 
then 
fcc 	cc 1 k 
I 	I ... .1 	hiP3 )P(dP) 
I al 	ak J1 	. 	' 	I 
	
(4.4) E(As)=co cc ,, k 
I J ... I ( 	E hkJP3 )P(d P) 
• 
aiL 	ak  
1k 	CO( 	do i 	k 
E h13 I ... I P3 #k I P,; 	) II dP1  } 
j1 	(ai 	ak.  
= 	k(cc CO 	 k I h,( J ... I P36k ( P;E J II dP1 
L j-1 '(ai 	ak 	' 
- HE[ P;Sk(a 3 )] 
where 
(4.5) E[P;Sk (a,)]= IE (P 1 ;a3 ) 
I E (k:aj ) 
is the mean vector of -the population (4.1) truncated by (4.2) 
Birnbaum and Meyer (1953) has given the formulae for the com-
ponents of this vector using direct method of evaluating multiple 
integrals, whereas. Talus (1961)has-first derived the moment 
generating function of the truncated multinormal distribution 
and then obtained the various formulae. In the notations 
of the latter author, 
(4.6) E[P; Sk(aJ)]- E N 




= I 	( P3 P. 	a.; M )dPi (k('J0s) 
a3 P 
• 	(a.) Pk_l ( A.1 ; E >• 
P 
• 	where 
(4.8) A,1 = ( a3 — p, a,) I 4(jT.p2j) 
and I is the matrix of the first order partial correlation coeff j- 
P 
- 	 - 
cients of P, for j :0- s. 
We can, therefore, express E ( A. ) as 	- 
(4.9) E(A,H.E N' 	- 
This expression reveals the multiariatéanalgoue of the expect- 
ed response to selection for single character given by h' ap i. 
It can be observed from the theoritical derivations given above 
that the result for expected response to selection -valid -for a single 
character is having analogues generalizations in the multi-character case, 
though the interpretations in the two cases need: not ,  be the: 
same. The response 'which is expected by the method of independent 
culling levels depends on the natuie :of,the matrix H, the matrix E and 
P 
the column vector N. The elements of N are, however, to be evaluated 
by ( 4.7 ) as suggested by TalUs 0961 ). In case of selecting for single 
character, on the other hand, n6 such problem of evaluation of N is 
involved. The advantage of the jpneralised case, however, is that when 
reduced to the case of selection for a single character: say r by letting 
= a2 = ...... a except a., it gives direct repce. fo nh  charac 
ter and also simultaneously corelated responses for, the rest of the 
other characters, which are not under selection Further, if the relative 
importance of the set of k-characters under study is known and can be 
put in the form of weights w 1 , W2, ..., w expressed as ki column 
vector w, it is possible to obtain the expected response in the overall merit 
of the individuals due to the selection by independent culling levels by-
finding w 1 E ( A,). 
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5. SUMMARY 
The concepts of heritability and expected response due to selection 
for a single character have been generalised for a multi-character case when' 
selection is by the method of independent culling levels. A new concept 
of 'generalized heritability' has been introduced. Theoritical derivations 
have been presented for the components of dispersion, correlation between 
'the two vectors and for the vector of the expected response to selection by 
independent culling levels. 
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ABSTRACT 
A general procedure is discussed for the problem of optimum group size in a pro-
geny-testing programme when the aim is to minimize the cost of the programme at a given 
rate of genetic improvement. The optimum structure of the population is dependent on 
W, the expected genetic superiority of the selected sires expressed in units of additive gene-
tic standard deviation, the heritability h' and the cost ratio (r), the ratio of the cost involv-
ed in securing a daughter with at least first lactation record to the cost involved in maintaining 
a sire till he is progeny tested. 
For sex-limited traits like milk produc-
tion; the breeding value of a sire is assessed 
with the help of the phenotypic values of its 
progenies. The correlation between the 
two tends to unity as the number of pro-
genies tends to infinity. This forms the 
basis for progeny testing in a dairy-cattle-
breeding programme. A basic problem 
requiring statistical considerations is then 
how many daughters are needed to test 
a sire adequately. The larger the number 
of daughters, the more accurate would 
be the breeding value of the sire. How-
ever, the resources available to a breeder 
limit the number of daughters to be raised 
per sire. This calls for an optimum 
design for progeny, testing. 
In the context of a progeny-testing 
programme as a technique for genetic 
improvement rather than as a method, 
for evaluating sires, the optimum strategy 
rests on the equation predicting the res-
ponse to selectioii'ba'sed on the progeny-
tested bulls. Robertson (1957) worked 
out the optimum number of daughters 
per sire such that the expected genetic 
superiority of the sires is maximized 'for 
a given amount of resources. He showed 
that the' optimum number is a function of 
the heritability (It 2) of the trait, and the 
testing ratio (K) as the total number of 
'Present address : 'Joint Director, 
daughters (N) which can be measured 
for the first lactation yield each generation 
divided by the number of sires (S) to be 
selected each generation. However, if 
the breeder, is interested in minimizing 
the cost of running such a programme for 
a given rate of genetic improvement, the 
optimum strategy would have to be worked 
out differently. Narain (1970, 1971) 
argued that in such a case, the optimum 
group size would depend on the fixed rate 
of genetic improvement per year h 2, and 
a cost ratio (r) defined as the, ratio of the 
cost (C1 ) involved in securing a daughter 
having at least first lactation record to the 
cost (C2) involved in maintaining a bull 
till he is progeny tested. The' objective 
of this paper is therefore to discuss such a 
strategy and present a general procedure 
for determining the optimum design for 
progeny testing with minimum costs. 
Robertson and Rendel (1950) observed 
that the milk yield of a population of dairy 
cattle can be increased through genetic' 
improvement with increasing size of the 
breeding unit. In a herd of less than 100 
cows, progeny testing is 'less efficient than 
the use of sires selected on the basis of 
their dams' production. In contrast, 
if the breeding unit consists of 10,000 
cows, it is possible to achieve a genetic 
gain in milk yield of about 2.5%/year 
by efficient organization of milk recording, 
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progeny testing and selection of bulls. 
We shall, therefore, assume that the size 
of the breeding unit, i.e. the total nuinbçr 
of milk-recorded cows (N), is considerably 
large. To bring .about improvement 
'through artificial. insemination eaèh of 
the following 4 ,paths, from parents to 
offspring through which the genetic im-
provement can be affected, needs to be 
considered. These are (a) sires to breed 
young bulls, (b) dams to breed young 
bulls, (c) sires to breed replacement cows 
and (d) dams to breed replacement cows. 
Skjervold and Langholz (1964) observed 
that about 40 to 600% of the total genetic 
improvement were through breeding of 
new young bulls from proven sires. Hence 
it is sufficient to consider, in this discussion, 
only the genetic gain due to selection 
among the progeny-tested bulls. 
Usually 3 parameters are involved in 
designing a progeny-testing programme. 
The first is the size of the breeding unit 
or testing capacity (N). The second is 
the number of best bulls (S) out of the 
tested ones added to the stud each year 
for use in Al, and the third is the number 
of young bulls (B) to be progeny tested 
in each cycle. Two more parameters need 
to be introduced to take into account the 
costs involved in running the programme. 
These are first, C 1 , the cost involved in 
securing a daughter having at least first 
lactation milk record, and secondly C 2 , 
the cost involved in maintaining a bull 
till he is progeny tested. The total cost 
C of running the programme would then 
be 
C= NCI ±BC, 	 (I) 
Defining the testing ratio K = N/S 
and the proportion of selected sires p = 
S/B, this cost can be expressed as 
C==b 1 K+ b2/p 	 (2) 
where b1 = C1 S and b2 = C2 S. It shows 
that the cost function is linear in K but 
inversely proportional to 'p'. Defining 
the cost ratio r = C 1/C2 = b1/b2 , we can 
express the total cost in units of 'b 2 ', i.e. 
C/b2 = Kr + 1/p 	(3) 
If the selection intensity in standard 
deviation units is '1',. tAt, is the correlation 
between the breeding, value of the sire 
and progeny average I.- . 'and' the addi'ive 
genetic variance is OA 2, the expected genetic 
superiority (AG) of the selecte4 sires can 
be expressed in units of additive genetic 
standard deviation as 
W = LG/aA 	i. r6 	(4) 
A fixed rate of genetic improvement 
W can then be obtained by various choices 
of 'i' and rAl. The problem is then to 
determine the group size n = N/B such 
that C*  is minimized for a fixed value of 
W*If we assume that we are selecting 
from a large sample of sires, i. = Z/p, 
where Z is the ordinate of the normal curve 
at the point where the area cut off. is p. 
Also,  
rAt = 'ip/(p+a/K) 	 (5) 
where a = (4-h 2)/h2 . Since 'a' is fixed for 
a given value of h2, we find that a given 
value of W can be realized for pairs of 
values of 'p' and K. However, we must 
ensure that 'i' is greater than or equal to 
W since rAt, being the heritability of the 
progeny test, is necessarily less than or 
equal to L. Now C*  is also a function of 
'p' and K for a fixed value of 'r'. We 
are thus concerned to find the pair of 
values of 'p' and K which minimizes C* 
for fixed values of W and 'r'. 
Substituting K from the expression for 
W in the expression for C, we get 
C* = (ar.  W2  + i2-_W2)/p(j2_W2). (6) 
Differentiating C* with respect to .  
'p' and noting that 
(di/dp) = (x-i)/p 	 (7) 
where x = dZ/dp, we get 
'(dC*/dp) = (I /pi) 	ar W2 (i2 -.--.2ix 
+W2)/p2 (j2___w2)2 
= 0, at the minimum. , (8) 
This gives 
at' = ( i2 'W 2)2  / W2  (j2_2+Vj2) (9) 
This shows that the optimum value of 
'p' depends on the values of W and 'ar'. 
It decreases as 'ar' increases at a fixed 
value of W but increases as W decreases 
at a fixed value of 'ar'. Since 'ar' is a 
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positive finite quantity, we must have 
(P-2ix+W') greater than zero. We have, 
thus, two conditions on the optimum pro-
portion p given by 
i > W 	 (10) 
j2_2jx + W2>0 	 (11) 
The range of permissible values of W 
goes on, therefore, decreasing with the 
increase in the value of 'ar'. As 'ar' 
declines to zero, optimum 'p' approaches 
the value corresponding to i=W at a fixed 
value of W. For instance with. W=0.5, 
it approaches 0.70 so that for optimum 
running of the scheme the intensity of 
selection between tested sires must be at 
least 3 in 4. 
The minimum value of CS  is obtained 
by substituting the optimum yalue of 'p' 
in its expression. It depends also on W 
and 'ar'. Similarly, the optimum value of 
K is obtained from 
K/a 	W2/p(i2--W2) 	( 12) 
which is a function of W and 'p'. The 
optimum value of 'n' is given by 
n==pK = aW2/(i2-W2) 	(13) 
which shows that it depends on 'a' also, 
in addition to 'p' and W. However, if 
'n' is expressed in units of 'a' so that 
n/a = W2/(i2-W2) 	 (14) 
the dependence reduces to W and 'ar' 
only since 'p' depends on W and 'ar'.We 
can thus determine the optimum values 
of 'p' as well as of n/a in terms of W and 
'ar' and therefore also the minimum value 
of C. 
As might be expected, C 5 1. increases 
as W increases at i fixed value of 'ar'. 
It also increasesas 'ar'lncreases at a 
fixed value of W. For finite values of 
'ar', the value of C5 -approaches. I as 
W tends to zero, irrespective of the value 
of 'ar'. This is algebraically seen from 
(3), (4) and (12) since in such a case 'p' 
and K tend to I and 0 respectively. As 
'ar' becomes infinitely large, the value 
of W tends to concentrate only at 0 with 
C5min. at I. At a fixed value of W, as 
'ar' declines to zero, approaches 
a finite value of I/p where p corresponds 
to i = W. This. is seen from (6) and 
shows that, in (3), although K/a tends to 
infinitely large value and 'ar' tends to zero, 
their product Kr tends to 0. For instance, 
with  = 0: 5,- C*n,,.. approaches 1/0.7 = 
1.43. This implies that when the cost of 
maintaining a daughter with at least 
first lactation record is negligible in rela-
tion to the .cost of maintaining a bull till 
he is progeny tested, the optimum design 
for progeny testing requires considerably 
large number, of daughters per sire under 
test. But the total cost of running such 
an optimum programme will be minimal, 
being inversely proportional to the pro-
portion of tested sires selected for a given 
rate of genetic improvement. 
The optimum valties of n/a for values 
of W between 0.1 and 2.0, and values of 
'ar' between 0.1 and 50.0 are presented 
in Table 1. 
Table 1. Optimum values of n/a for different values of W and 'ar' 
W --- 
ar 





0.10 0.44 0.18 P 0.12 0.07 0.05 0.04 0.03 0.02 
0.15 0.60 0.25 0.17' 0.11 0.08 0.06 0.04 0.03 
0.20 0.74 0.33 0.25 0.14 0.10 0.08 0.06 0.04 
0.25 0.86 0.39 0.26 0.18 0.13 0.10 0.08 0.06 
0.50 1.57 0.73 0.54 0.37 0.30 0.25 0.21 * 
0.75 2.29 1.11 0.86 0.63 0.52 0.45 0.40 * 
1.00 2.89 1.55 1.26 0.92 0.75 * * 
2.00 6.01 3.61 * * * * * 
Optimum 'n' cannot be determined as the corresponding value of W IS not permissible. 
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Table I provides with the optimum 
number of daughters such that the total 
cost of running the progeny-testing prog- 
ramme is minimum at a fixed rate of gene- 
tic improvement provided we know the 
value of heritability and the cost ratio 
(r). For example, if the heritability is 
0.25, so that 'a' is 15 and the cost ratio 
(r) is about 1/3, we can get the optimum 
'n' by multiplying the values in the table 
under the column for ar 	5 by 15 for 
different rates of genetic Improvement 
For W = 1.0, about 11 daughters per 
sire will be sufficient. Of course, we can-
not fix a higher rate of genetic improve-
ment than W = 1.0 in this case due to the 
restrictions under (10) and (11). How-
ever, if the cost ratio is as low as 1/30, 
a reference to column with ar = 0.5 and 
row with W = 1.0, gives the optimum 
value of 'n' as 23. In this case, however, 
we can fix still higher rate of genetic im-
provement for optimizing the group size. 
With W = 2.0 for example, as many as - 
54 daughters per sire would now be re-
quired. For the situation when the heri-
tability is as low as 0.01 so that 'a' is 399 
and if the cost ratio (r) is about 1/8, we 
have to consult the last column with ar 
50.0. The maximum possible value of 
W that we can fix now is 0.25 only and the 
optimum group size turns out to be about 
24. This number gets practically doubled  
if we reduce the cost ratio to 1/80 but c  
fix W at the same level of 0.25. In this 
case, W can be fixed at still a higher level 
but the optimum group size gets consi-
derably increased, being about 300 with 
-W = 1.0. It is thus found that at a fixed 
value of heritability, the optimum group 
size increases with the decrease in the cost 
ratio at a given value of W. It also in- 
creases with the increase in the value of 
W at a fixed value of the cost ratio. How- 
ever, with a decrease in the value of heri- 
tability, the optimum 'n' decreases if 'r' is 
fixed and . admissible values of W are chosen. 
In the above discussion we have consi-
dered the group size which will involve 
minimum cost for a given rate of genetic 
improvement. It may, however, be useful 
to determine the limits of variation in 
group -size which can be tolerated before 
the cost of programme goes up mar-
kedly. This was done empirically by 
studying the curves of C against fl/a 
for different values of W and r at a given 
value of h 2. It, is found that tolerable 
values of'n' depend much more on 'W' than 
on 'r' unless 'r' is very Small. For exam-
pie, Table 2 presents the useful ranges 
of 'n' in trems of W and 'r' which will 
involve cost within 10% of the minimum 
value when h2 = 0.25. The preferred 
values Within the range will increase as 
h 2  decreases. 
Table 2. Range of group size involving cost of the programme within 10% of the minimum value when h' = 0.25 
W 
	
r 	 0.5 	 1.0 
0.01 	.15-30 	 21-45 0.20 5-9 11-21 0.40 	 3-6 	 8-18 0.60 3-6 8-15 
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1. INTRODUCTION 
The genetic improvement of economic characters in - live-
stock is normally affected by selecting genetically superior 
animals for the given trait for breeding the next generation. 
The rate of genetic improvement per generation due to such 
selection In a population with a given amount of variability 
depends upon the intensity with whichthe selection is applied 
as well as the accuracy of selection as measured by the corre-
lation between the breeding value of the individual under 
selection and the criterion of selection. Generally, there is 
a conflict between these two aspects as due to limited resour-
ces and limited size of family, increasing the accuracy of 
selection results in decreasing the intensity of selection. 
Breeding programmes are therefore optimised by choosing either 
a strategy which maximises-the genetic gain for fixed resources 
(Robertson, 1957) or a strategy which minimises the cost of 
running the programme for a fixed rate of genetic improvement 
(Narain, 1978). However, breeding strategies could be devised 
which maximises the total returns on expenditure particularly 
when such returns tend to accumulate over long period of time 
as in the case of progeny testing programmes. In this paper, 
statistical aspects In such optimisation problems 'are considered 
with particular reference to progeny testing in dairy cattle. 
2'. THEORY AND DISCUSSION 
Consider a progeny' testing programme in dairy herds where 
the pattern of breeding in successive rouiids, consists of 
dividing the total number (N) of female population, into two 
groups, one consisting of elite cows, (1-p)- fraction of the 
total, to be mated to a given number (5)of proven bulls to 
secure future young males and replacement cows and the other, 
the remaining female population 'to be mated toa certain number 
(B) of young bulls (which' are sons of the best proven bulls of 
an earlier set) for testing (Narain, 1977). In such a case, 
we consider only two paths of genetic improvement, from sire to 
Sons and from sire to daughters which together constitute as 
much as 60 to 70 per cent of total expected genetic improvement. 
The optimisation problem is then to choose the number of daugh-
ters (n) per bull under test such that the profit (it) accruing 
from the programme in terms of the present value of all future 
returns is maximised. Since n = pi' with p= S/B, the propor-
tion of proven bulls selected and K = N/S, the testing ratio 
(Robertson, 1957), the problem boils down-to optimising p for 
given values of K. The profit function is found to be of the 
form 
R = d(z/p)Ø - ( C0 + l/p) 	 (1) 
where z is the ordinate of the normal curve at the point where 
the area cut off is p, CO is the component of total cost which 
is independent of p and 
0 = { p/(p + a/K)}½ 	 (2) 
a = (4 - h2 )/h2 	 (3) 
a 	(2 - P)M cv/2mR(1+R) 2 	(4) 
- 	 = (i + R)/R 	 (5) 
where M is the number of lactationn in which the response is 
expressed, depending on the replacement rate and average herd 
life, cY is the genetic standard deviation and h 2 the herita-
bility of the milk yield, v is the monetary return for 1 per 
cent increase the average milk production (rn), y is the number 
of generations before returns start accruing and R is the 
interest rate per generation. 
Setting ''s/p=C for maximum profit, we get a cubic 
equation in 0  as 
Z03 ' 	- z)0 - 2/a = 0 	(6) 
where x = dz/dp. This gives threeroots for 0 ,  of which the 
positive real root is taken as the solution. From this the 
optimum value of p for a given value of (K/a) is obtained. 
It is interesting to find that the relation between optimum P 
and (K/a) rlependr on the values of the function given by 
2r/a = 2m(l + 	 - P)MOv 	(7) 
As this value tends to zero, we obtain the same curve for the 
relationship between p and (K/a) as that obtained by Robertson 
(1957) where the cost of the scheme is not taken into account. 
1n such a case, for optimum running of the scheme, the inten-
sity of selection between tested sires must he at least one in 
four. However, when the value of (2/a •) tends to be high, the 
optimum intensity of se1ction between tested sires tends to be 
lower thanthat obtained by Robertson (1957). 
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SUMMARY 
The problem of determining the optimum intensity of selec-
tion in a progeny testing programme is discussed. The optimi-
sation problem takes into account the costs as well as returns 
and the optimum Is so chosen that the profit accruing from the 
programme in terms of the present value of all future returns 
due to increased milk production is maximised. 
RESUME 
Le prob1me de la determination de I 1 intenit1 optimum 
de s1ection dans une programme d'exarnen de progniture a te 
tudie'. Le problme de l'optimiation prend en consideration 
les coats ainsi que les rendements; on choisit I'optirnum de 
telle manière quo le rendement du programme par rapport A la 
vàleur actuelle de tous les rendements futurs dG h la produc-
tion augrnente du 1ait est maximise'. 
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EFFICIENCY OF SELECTIVE BREEDING BASED ON A PHENOTYPIC 
INDEX 
PREM NARAIN AND A. K. MISHRA* 
Institute of Agricultural Research Statistics 
Library Avenue, New Delhi 110 012 
Genetic improvement in a quantitative trait in a population is usually 
achieved by adopting selective breeding on the basis of the phenotypic values 
of a trait. The rate of this improvement can, however, be increased if the 
variation in this trait due to auxiliary traits, particularly at the environmen-
tal level, are minimised as far as possible. In such a case selection is made 
on the basis of an index expressed as deviation of the phenotypic value of the 
trait from its expected value predicted with the help of the auxiliary traits. 
Such an index may be called 'phenotypic index' to distinguish it from 'selection 
index' introduced by Hazel (1943). The genetic improvement expected on the 
basis of such a selection procedure depends on the number of auxiliary traits, 
the heritabilities of the traits and the genetic as well as phenotypic correla-
tions between pairs of traits. However, unlike the case of sdlection index, 
a knowledge of the estimates of genetic parameters is not necessary for con-
structing the phenotypic index. As such it is easier to adopt this procedure. 
If we take the expected genetic improvement in the main trait without the use 
of any auxiliary traits as a standard of comparison, the efficiency of selective 
breeding based on the phenotypic index can be expressed as the ratio of the 
two expected genetic improvements in the main trait. Selection on the basis 
of phenotypic index is then useful'whenever this ratio is expected to be greater 
than one. This idea of increasing the rate of genetic improvement was first 
initiated by Rendel (1954) who found that the efficiency of selective breeding 
for a trait of incomplete heritability may be increased by basing selection on 
an index which corrects the variation of the main trait for'measurable vari-
ation introduced by other traits at the environmental level. Osborne (1957) 
gave a revised estimate for the efficiency of selective breeding for the case 
when the traits are also genetically correlated. Purser (1960) and Searle 
(1965) further considered this technique. However, these studies considered 
only one auxiliar-y trait. No attempt has so far been made to include more 
than one auxiliary trait in this method of selection. One can use the technique 
of partial regression for correcting the variation in the main trait due to 
several auxiliary traits and investigate the conditions under which this effi-
ciency is increased. This article therefore deals with a study of a 'phenotypic 
index' based on several auxiliary traits. 	 . 
* Indian Inistituteof Management, Ahmedabad 
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THEORY 
Consider n auxiliary traits xk(k 1, 2, . . . , n) related to the main trait y. 
Let the phenotypic value and breeding value of Xk and y, expressed as devi-
ations from the population means, be denoted by P(xk), P(y) and A(xk), A(y) 
respectively. Also, let the phenotypic values be standardised to have unit 
variances-So that the heritabilities of the traits, hZ(xk)  and h2 (y) are the same 
as the respective genetic variances. Since the regression coefficient of A(y) 
on P(y) is h?-(y), the expected genetic gain in y due to selection made on the 
basis of y itself is 
G= ih2 (y) 
where i is the intensity of selection. 
Consider now selection, with the same intensity, made on the basis of a 
'phenotypic index' given by 
ri 
= P(y) - 
	
bk P(Xk) 	 .' 	 (2) 
where bk is partial regression coefficient of P(y) on P(xk). The expected 
genetic gain in y is now 
AG*= ib 	u(l) A(y)lp 
	 (3) 
where bA(y)rp  is the regression coefficient of A(y) on I F and-(1p ) is the 
phenotypic standard deviation of Ip. The regression coefficient of A(y) on 
IF is, in view of (2), equivalent to partial regression coefficient of A(y) on 
P(y) when x 1 , x2 .....x are held constant. Similarly(lp) is the standard 
deviation of P(y) eliminating the effects of the auxiliary traits. 
In order to obtain an expression for bA(y)I we set up the relationship, 
E[A(y)] = a 0 P(y) + 	ak P(xk) 	 - 	(4) 
k=1 
and evaluate a 0 with the help of theresulting normal equations: 
a 0 + 	a = h2 (y) 
a 0 R 0 + B a = h2 (y) C 
	
(5) 
where R = (B 0 1, R02, 	Ron), Ro k being the phenotypic correlation coef- 
ficient etween y and xk,  B is the n x n correlation matrix of phenotypic - 
correlation coefficients Bk! between the auxiliary traits and C' = (Cl, C2, . 
C a ), Ck being rok h(x)/h(y) where r o k is the genetic correlation coefficient 
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between y and xk.  It may be noted that Ck  is the relative efficiency of In-
direct selection based on xk  as discussed by Searle (1965). We then get 
bA(y )Ip 	a o = h2 (y)(1-RR' C)(1-RR R 0 ) 	 (6) 
Similarly, to obtain an expression foro—(Ip), we set up the relationship, 
E[P(y)] 	: bkp(Xk) 	 (7) 
and evaluate bk 's with the help of 
•Rb=R0 	 (8) 
where b' = (b1, b?, 	b,). This gives 
2 (1p) i_I bkRok 
= I.-RIO R 1 Ro 	 (9) 
Denoting the efficiency of selection by phenotypic index relative to indi-
vidual selection by Ep and using (1), (3), (7) and (10), we get 
E =LG*/jG 
R 	C)(lR 	R 0)' 	 (10) 
However, if we consider selection, with the same intensity; made on 
the basis of the usual selection index of Hazel (1943):given by 
 





we have to choose optimum values of w' = (w 1 , w 2 , .. ., wa ). For this we 
maximise the ratio of genetic gain in ydue to selection on the basis of IS-to 
the gain by direct selection on y. This ratio is effiiency of selection based 
on 1s given by 
E 5 =G**/AG 
= bA(y)IS_(Is)/hZ(Y) 
= (1 7 w' C)(1-Zw' R. + w' R w)1 	 (12) 
It is found that E5 is n-iaxin-iurn when 
= R1(R- - CK) 	 (13) 
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and the maximum value of E5 is given by 
ES = (I-R OI 	C+ KC' 	lC)(l_R' R 0 + K2 C'R 1 C) -  
where 
K 	(l-RR' R 0 ) (1-RR1 	 . 	 . (15) 
If the genetic correlation coefficients r ok's are all zero, i.e. C= 0 , then w 
reduces to 	 - 
w=R 1 R 0 
(16) 
in view of (8) and I reduces to 1p• This means when all the auxiliary charac-
ters are related to the main character only at the environmental level, the 
.phenotypic, index is optimal with efficiency. 
ES = E = (1-Rh R R)'h/2 	 (17) 
However, even if all the rok 6 are not zero,, the phenotypic index could be 
used though its efficiency would then be less than maximal. This is seen 
from the relationship between the two efficiencies, given by 
=(E - C' R' C) - i/2 . 	. 	 (18) 
CONDITIONS FOR THE USE OF PHENOTYPIC INDEX 
It is apparent from the theory given above that if we choose auxiliary 
characters which have no genetic correlation with the main character, the 
use of phenotypic index for selection is optimal and is expected to result in 
maximum genetic improvement in the character. Howeyer, if we happen to 
choose auxiliary characteis which are genetically related to the main charac-
ter, the use of phenotypic index may still result in more genetic improvement 
in the character than that expected on directly selecting for it, provided 
certain conditions are satisfied. We therefore investigate below the conditions 
under which E is greater than one. 
The relation (10) shows that Ep is always more than unity whenever the 
corresponding elements of the vectors R 0 and C are of opposite signs. But 
when this is not so, E cannot exceed unity if C 	e where e is a vector 
with unit elements. However, if' C< e, the efficiency may or may not be 
greater than unity. In such cases, 	order that Ep> 1, we must have 
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( - +  
2 C 1 
	
-'	> 	 (19) 
Thus when the corresponding elements of R and C are of the same signs, Ep 
is greater than one provided C< e and (f) is satisfied. For example, when 
= 1, we have only two parameters Cl = C and B 0 1 = B affecting the effici-
ency. It is always more than one whenever R and C are of opposite signs. 
However, when B and C are either both positive or both negative, the effici-
ency exceeds unit only when ICJ<. 1 and IRI<. 2 1C1/( 1 +C 2 ). 
It is further seen from (10) that for given values of 	and C, the effi- 
ciency is a function of B'. So differentiating (10) with respect to Rb  and 
equting it to zero, we find that the efficiency is maximum or minimum when 
Ro = C. The second differential of Ep at B 0 = C is, however, positive so 
That tire efficiency is minimum when the ciresonding elements of B 0 and C 
are equal in magnitude and possess the same sign. It becomes one when - 
either R 0 = o or B 0 = 2C/ (li-C' R -1 C). For one auxiliary character, when 
B and C are equal and of the same sign, the efficiency is less than one and 
possesses the minimum value of (1_R2)1/2.  It becomes one when either 
B = o or R = ZC/(l+C 2 ). 
We now assume that the auxiliary traits are uncorrelated sothat R is 
an identity matrix. We then have 
Ep = (1-RC) (1_Rb Ro)_h/2 
= (1- '5 RokCk) (1- F R k )_ 1 /2 
	
(20) 
k=l 	 k1 
Now the efficiency depends on whether the sum of products of ROk  and  Ck 
over all lithe auxiliary characters is positive or negative. It may happen that 
for some of the characters Rok  and Ck may have opposite signs and for others 
they may have the same sign. But if the sum of their products happen to be 
negative, the efficiency will be greater than unity. On the contrary, it will 
be less than one. The least value of Ep will be (1_B k ) l / 2 and less than o 
one when RokCk  for each k. The value of E will be (l+. Rk)(1_ . R k) '2 
k=1 	k=1 
and greater than one when B 0k._Ck for each k. If, however, all Ck's  are 
equal to C but Boke  s are not equal, the efficiency reduces to 
(1-C 7- kok)(1- Z R k ) l /2 . Now the efficiency will be greater than oneif 
C and the sum of Rok values over the auxiliary characters are of opposite 
signs. But if all R okis are equal to B but Ck's  are not equal, the efficiency 
becomes (1-B 	C k )(1_nR 2 )_ 1 /2 which would be greater than unity if B and 
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the sum of Ck values over the auxiliary characters are of opposite signs. If, 
however, all Ck'  s are equal to C andall Rok' s are equal to R, we have 
Ep = (l_nRC)(1_nR 2 )_ h /2 	 (21) 
In this form, the effect of the number of auxiliary characters on the effici-
ency can be seen. The results are presented in Table 1. 
Table I. Effect of the number of traits and the phenotypic correlation on the 
efficiency of phenotypic index 
C -0.20 -0.10 0.00 0.10 0.20 
1 1.061 1.025 1.00 0.985 0.980 
+0.2 	5 1.348 1.123 1.00 0.923 0.899 
10 1.809 1.264 1.00 0.843 0.775 
15 2.532 1.410 1.00 0.759 0.633 
20 4.027 1.573 ••1.00 0.674 0.477 
-0.2 	1 0.980 0.985 1.00 1.025 1.061 
5 0.899 0.923 1.00 1.123 1.348 
1.0 0.775 0.843 1.00 1.264 1.809 
15 0.633 0.759 1. 00 1.410 2.532 
20 0.447 0.674 1.00 1.573 4.027 
It is apparent that the efficiency increases with the number of auxiliary 
traits when R and C are having opposite signs and it decreases when R and 
C are having the same signs. For given n, the efficiency decreases as B 
increases for positive values of C. This relation is, however, reversed for 
negative values of C. Furthermore, we see that when n is small, the changes 
in the values of efficiencyfor different valuesof R keeping C as fixed is very 
small but when n is large there is a rapid change in the values of the effici-
ency. For example, when n= 20, C +0.2, the efficiency varies from 0.447 
to 4.027 but when n= 1, it varies only from 0.980 to 1.061. 
APPLICATION TO DAIRY CATTLE BREEDING 
In order to demonstrate the practical relevance of the technique of pheno-
typic index developed in this paper, breeding data on cattle of Kankrej breed 
collected from an organised herd at Anand (Gujarat), India were used. Re-
cords were available for the period 1945 to 1963 in respect of milk yield in 
first lactation (y), age at first calving(x1) and body weight of calf-at birth at 
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first calving (x2) for 180 daughters from 13 sires. Table 2 shows the herita-
bilities, phenotypic and genetic correlations used in the calculation of three 
different phenotypic indices. The genetic parameters were estimated on an 
intra-sire basis. The table also shows the three phenotypic indices as well 
as their estimated relative efficiencies. 
Table 2. 	Efficiency of Phenotypio index for milk yield. 
	
Trait 	 Heritability 	Correlation between traits 
Phenotypic 	Genetic 
Milk yield in first lactation 0.415 	y-x 1 	+0. 195 	 -0.048 
(y) 
Age at first calving (x1) 	0.504 	y-x 	-0.184 	 +0.213 
Body weight of calf at 
first calving (x2) 	 0.555 	x1-x2 	+0.122 	 -0.350 
Phenotypic indices 	 Relative Efficiency % 
Ii 	y-1.34 	x 1 	 103 
12 = y+30.56 x2 	 ' io 
13 = y- l.Sl 	x 1 +35.00x2 	 ' 	 111 
Selection on y alone 	 100 
It is apparent from this table that for improving the 'milk yield in first 
lactation, the use of age at first calving as an auxiliary trait results.in  an in- . 
crease in the efficiency of selective breeding by about 3%.  This increase in 
efficiency rises to 6To' if the auxiliary trait happens to be the body weight of 
calf at birth in first calving. It is intereting to find that when both of these 
auxi1iry traits are used simultaneously to correct for variations in the milk 
'yield in the first lactation, the relative efficiency increases by as much as 
In the above illustration, the estimates of heritabilities and genetic corre-
lations were used to work out the relative efficiencies of the phenotypic index 
• 	 but not the index itself. However, we may use them to obtain the relative 
• 
efficiencies of the selection index in the three cases. It is found that with x1, 	' 
'the efficiency is 104, with x 2 it is 110 and with both x 1 and x2 , it is 113. It 
is apparent that use of selection index instead of phenotypic index would result 
in higher relative efficiency but the increase is only marginal. At the same 
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time, unlike phenotypic index, the working out of the selection index would 
require the estimation of genetic parameters. In view of the cost involved 
in meeting this requirement, the use of phenotypic index may be preferable 
even though some efficiency is sacrificed, provided it is ensured from the 
past experience, that the phenotypic and genetic correlations for either of 
the two auxiliary traits are expected to have opposite signs. 
SUMMARY 
This article discusses the efficiency of selective breeding based on 
'phenotypic index' which is defined as the deviation of the phenotypic value 
of the trait from its expected value predicted with the help of one or more 
auxiliary traits. The conditions under which the efficiency of such a pro-
cedure is greater than one have been theoretically studied. The practical 
relevance of this technique has also been demonstrated by applying it to 
breeding data on cattle. 
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A new sire index for milk production -corrected for an auxiliary trait 
PREM NARAIN 
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ABSTRACT 
A new corrected daughter average index for selecting dairy sires using correction 
for an auxiliary trait (x) has been presented. Phenotypic values for the character of interest 




The proposed index is more efficiency than the corrected daughter average index 
 the phenotypic and genetic correlations are in the opposite direction. When the 
correlations are in the same direction, the new index is more efficient provided c<1 and 
rp>2c/l +c' where c equals r0h/h,. Using data from three herds the superiority of the 
new index is illustrated. 
Dairy sires are selected on the basis 
of either daughter-dam comparison or 
comparison of daughters with their con-
temporaries. In the former category can 
be listed such indices as 'simple daughter 
average index', 'intermediate index' and 
'corrected daughter average index'. The 
last-mentioned index' is based on correct-
ing the daughters' average on the basis 
of the regression of daughters' perfor-
mances on those of dams' for the unequal 
production levels of the dams mated to 
different sires. This regression measures 
half the heritability of the character under 
consideration. 
Narain and Mishra (1975). 	showed that 
the efficiency of selection for a given 
character can be increased if it is based 
on an index expressing the phenotypic 
value of this character as a deviation from 
its expected value predicted with the help 
of one or more correlated auxiliary charac-
ters. Narain (1975, 1976) used this app-
roach in further correcting the daughters' 
average for the given character, and 
proposed a sire index which made use of 
the information on one auxiliary character. 
It was shown to be an improvement over 
the corrected daughter average index. 
A similar approach was earlier used by 
Sukhatme (1944). He had suggested that 
correction for the inequality in lactation 
period could be made by using the regres-
sion technique with lactation period as 
20 
the auxiliary variable. However, he did 
not take into account the possible genetic 
relationship between the auxiliary variable 
and the character under improvement. 
In this paper, the newly proposed sire 
index and its superiority over the corrected 
daughter average index have been dis-
cussed. The regression of the perfor-
mance of future daughter on a finite number 
'n' of daughters under test has also been 
taken into account. The theory developed 
has been applied to data on 3 dairy cattle 
herds, viz. Red Sindhi herd at Bangalore, 
Red Sindhi herd at Hosur and Tharparkar 
herd at Patna. 
THE NEW SIRE INDEX 
The proposed sire index, S, is given by 
S, A, + 2nW  (n —*a.) 
[(61— Af)_h:(ri -f_A1)] 
In this index, D, is the average per-
formance of n daughters for the main 
character y after, correcting for the auxi-
liary character x; M, is the average per 
formance of the corresponding dams for y 
after correction for x; and A, is the herd 
average for character y corrected for x. 
Further, h2 , is the heritability of y correct-
ed for x, i.e. of the 'phenotypic index'. 
I==P,—bP 
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where P, and P are the phenotypic values 
of y and x expressed as deviations from 
the mean and b is the regression coefficient 
of y on x. As shown by Narain and 
Mishra (1975), h2 is given by 
h2 (1 -. R'C) 2/(l - R 2) I 	V 
where 
R - bs/s, 
C= rh/h, 
W in the equation for S, isgiven by 
I—r 2  (n+az,,)/(n+a4 
1_r 2 (n+a,y)21(n+a)(+ap) 
V(S t) = _____ 
S2 (1 - R 2) ( 1 	1 h )/n 
	
where S2 	sampling variance for daugh- 
ters for the main character Y. 
The efficiency 'of the new index S r  
relative to the corrected daughter average 
index 5, was,, therefore, given by 
'1 	1 h4 V(S,) 	'. v 
V(S,) 
W2(11h E— R 2) 
= (4R - r hh,)/r hh, 
In the above expressions, h and h 2 
are heritabilities of x and y respectively; 
R and r are phenotypic and genetic 
correlations between x and y, respectively, 
and S and s, are phenotypic standard 
deviations of x and y respectively. 
In terms of the above notations, the 
corrected daughter average index for y, 
SW, making allowance for a finite number 
n' of daughters, is given by 
S, = A, ± 
[(Dv - A,) - J h (MA)j 
THE RELATIVE EFFICIENCY OF THE 
NEW INDEX 
Assuming the daughters and dams to 
have equal variabilities for each of the 
two characters and equal co-variability 
between the two characters, and neglecting 
the sampling variances of h as well as 
hl, it was found that 
r V(S,) 	_2n  = L_(n+J 
S2 
 9
(I—Jh 4 )/n 
where 	 ' 
E=(l_  RC) /.j(1_R 2) 
the efficiency of the 'phenotypic' index' 
selection relative to individual selection as 
obtained by Osborne (1957) and Narain 
and Mishra (1975). If r = 0 then W = 1 
and C = 0; the ratio is clearly greater 
than 1. When n, the number of daughters 
per sire is adequately large, W tends to 
be I so that the ratio is greater than' 
whenever E is greater than 1. This 
happens whenever the phenotypic and 
genetic correlations are of opposite signs. 
When, they are of the same sign, E is 
greater than 1 if C is less than I and .R 
is greater than 2C/(l + c7. 
APPLICATION TO DAIRY 
CATTLE HERDS 
Sachdeva (1972) carried out a detailed 
analysis of data pertaining to 3 dairy 
herds for judging whether the proposed 
index was more efficient relative to correct-
ed daughter average. He chose as many 
as 9 characters relating to yield as main 
character. The choice for auxiliary 
character was dependent on the availability 
of the estimate of its heritability and its 
genetic correlation with the main charac-
ter, the estimate being based on dam-
daughter regression. The proposed index 
was more efficient than the corrected 
daughter average index in most of the 
cases. For the sake of illustration only 
an overall picture is given in this paper. 
The percentage of sires showing superiority 
of the proposed index over the corrected 
a,= (4—h2 )1h 2 
V 	V 
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Table 1. Percentage of sires indicating the supe- in general, more efficient than the corrected 
riority of the proposed index over the corrected daughter average-index. 
daughter average index 
Herds 
Main character 
Red 	Red Thar- 
Sindhi Sindhi parkar 
(Bangalore) (Hosur) (Patna) 
Milk yield in first 	75 	21 	41 
lactation 
Average milk yield per 	50 	95 	84 
day in first lactation 
Average milk yield per 	75 	50 	57 
day of calving interval 
daughter average index for each of the 
.3 main characters, viz, milk yield in first 
• lactation, average milk yield per day in 
first lactation and average milk - yield per 
- -• day of calving interval, in the 3 herds are 
• presented in Table I. The auxiliary 
characters considered were age at first 
calving, calving interval and length of 
first lactation. The proposed index was, 
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The Use of Auxiliary Traits in Combined Selection 
for Poultry Improvement 
P. Naräin, P. K. Maihotra and S. D. Wahi 
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Abstract The genetic improvement of production 
traits is normally achieved by selecting genetically 
superior individuals for the given trait and mating 
them to produce the next generation. The genetic 
superiority of the individuals Carl, however, be deter-
mined either on the basis of their own performance 
or the performance of their relatives such as full-sibs 
and half-sibs or else an optimum combination of 
several such information all for the same trait. The 
latter selection scheme involves construction of a 
selection index and is known as combined selection. 
In this paper a new selection index which combines 
information on several auxiliary traits with the infor-
mation on the trait under improvement for the 
individual as well as its relatives, such as full-sibs, 
half-sibs and dams, has been developed. Iti efficiency 
has been found to be more than the efficiency of an 
index without any auxiliary trait, the increase in 
efficiency depending on several parameters The 
theoretical results have been supplemented with prac-
tical results on poultry data analysis involving egg 
production upto 240 days of age as the main trait 
and age at first egg and egg . weight as the two auxi-
liary traits. The use of age at first egg as the auxiliary 
trait results in an increase in the efficiency of the 
index by about 8 to 9% whereas the use of the egg 
weight increases it by about 6 to 7%. When both 
of these traits are used, the efficiency increases by as 
much as 14 to 16%. The inclusion of dam's per-
formane is found to decrease the efficiency of the 
new index by about 1%. 
Introduction 
The results of the analysis of data collected 
Dedicated to the memory of Dr. D. K. Biswas. 
during the operation of the Poultry Breeding 
Programme for evolving suitable strains of 
egg type chicken at M. P. Government 
Regional Poultry Farm, Bhopal were reported 
in Narain et al. (1979). It was found that 
while the average rate of lay improved due 
to selection, the average egg weight dete-
riorated. It appeared therefore that although 
.the method of selection based on the index 
is effective in increasing the rate of lay, it 
resulted in it correlated decline in the aver-
age egg weight. It was, therefore, desirable 
to take into account the correlation between 
rate of lay and egg weight, while improving the 
rate of lay. This raised the statistical problem of 
divising an index which includes the individual 
performance for another character such as egg 
weight in addition to combining the information 
about rate of lay on the individual bird with 
those of its full-sibs and half-sibs. Narajn 
et al. (1977, 1979) discussed such an index 
and found that the efficiency of new index i; 
always irjcreased when the genetic and pheno-
typic correlation between the character under 
improvement and the auxiliary trait are of 
opposite signs However, 110 attempt was 
made to generalise the index so as to include 
several auxiliary traits. 
In the present paper, therefore, we construct a 
selection index which combines the information 
on several auxiliary traits with the information 
on the trait under improvement for the indivi-
dual bird as well as its relatives, such as full-sibs,, 
half-sibs and dams. The theoretical results are 
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supplemented with practical results on poultry 
data analysis involving egg production upto 240 
days'of age asihe main trait and age at first 
egg and egg weight as the two auxiliary 
traits. 
Theory 
We first consider the index I lk (x 1 , X2 ,...Xk) 
which predicts the breeding value (G 11) of the 
individual for the character (y) under improve-
ment by combining, in an optimal manner, its 
own performance (P a) for y, its performance 
P1=(x1, 1) for the set of k correla- 
ted characters x=(x 1, x2, xl), the average 
(L) of the phenotypic values of n paternal 
half-sibs for y and the average () of the. 
phenotypic values of mfulI-sibs for y. - 
The index is-givenby 
k 
111 (x1 ...x 1.)=a ; "x +bi Pv +1½11t, + b311 	(1) 
i=l 	- 
where coefficients a 1 ,.. .ak, b1 , b2 and b are to 
be worked out in such a way that accuracy in 
the prediction of G, on the basis of 1 1 k is 
maximised i. e. the multiple correlation between. 
.G,, and 1k is maximum. We next consider 121 
(x 1 , x2 .. ,x1) which predicts G 11 by combining, 
in an optimal manner, in addition to the infor-
-mation included in J. the information supplied 
by the average performance (D i,) of the indi-
vidual's dam for y. This index is then given 
k 
by 	 1 aI• (x1 , x 21  Xk)Zr 	a 1 Px 
•j=I 
+'b11 P11  + b,1111 + b'3 T, + b'41) ?, 	(2) 
where ccefficients a' 1 , a' 21 ...a'k, b' 1 , b'2 , b'3 and 
b' 4 are different from those'of I lk but are 
similarly obtained by maximising the multiple 
correlation between G. and 1 21. 
For deriving the coefficients, it is necessary 
to know the biometric correlation coefficients 
between. relatives for given values of heritabi-
lities of the (k+ I) characters (h2x1, h2 X2... 
11 2x1, and h211 ), the genetic as well-as phenotypic 
correlation coefficients between X1 X1 and y. 
The phenotypic correlation coefficients - between 
P11 and Pxi are denoted by R 02 , j=1,.2,....k, 
whereas R ) denotes the phenotypic correlation 
between Px, andx1 , i+j= 1 , 2,...k. The 
genetic correlation coefflcieats between P and 
Pxj are denoted by r 0 , j=l, 2,...k. The 
increase in the accuracy of prediction on the 
basis of 1. or 1 21 over that on individual 
performance for y can then be judged by com-
paring the correlation coefficient between G!, 
and the corresponding, index i.e. 'G1 12 and 
1'GJ 21  with h11 . The corresponding efficiencies 
E11 and F 21 are given by 
E1 	G[k/t1, E 21.=rGL 01./h11 	(3) 
For comparing their efficiencies relative to 
Osborne indices 110  and 120,  we calculate the 
ratios rGl11 /YG and rGl2/rGj  where 
'Gl and rG l,, are the correlation coeffici-
ents between G,, and l and 120 respectively. 
By following the path coefficient approach' of 
Wright (1921) such correlations were derived 
with the restriction that the, averages of full 
sibs (k,) and half-sibs (iii,) do not include the 
observation on the individual P 11 . 'These are 
presented in Table I. 
When n=m=l, we get N=M:=l and from 
Table 1, we get the correlations for the 
case when only a single individual of each kind, 
is available. Also when n and in are infinitely 
large, N and M tends to (41h2 ) and (2/h2 ) 
respectively. - 
(a) Index Ilk. 
The normal equations for the index Ilk obtai-
ned by the above procedure are as follows: 
itóa+b+i/4b2h 2 +i/2 b 3 h 11 	k 2—h 2  ,  
Rá+b1 R0 4 1 / 4b2cJ_h/2b3c=h112c 
1 4c'a + u/ 4bihy2 +u/1q b2 ± '/4b3 h y 2=1/4h2, - 
1 1 2c'a + '/2b1h2 + 1/4 b2h,,2 + '/1b3=1/9h12 -IN 
a 





I 	R,,— ------R1k r01hx1 	R01  '/4 roihx,hy /F 1 ç,r01hx,?1 / r01x1, - 	 g 
X2 I------- Rjk r0x2 	- R02 1 /4 roz 1/2 roshxsh_ 
1/ 




1/ 	ro Xk hyv rxj, 
I 	h11 1/4 h 1 /2  1/2 h 
1 1/4 )c/N— '/a,'M 
H11 4y%/MN 0 
I F11 '/ 
D11 - - 
- 	 n 	 a 
- 	 In this table, N= - ----and M=------- -, where n is the number of half-sibs and in is the number -of full-sibs. 
- 	I +(n-1)h 2I4 	I + (m-1)h11/2 
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where ltó=(R 01 , R 02 ...,R 0L.), R is a k x k corre-
lation matrix of R 13 's, r' 0 = cr01. r, r011), c'= 
(C 1 , C21  ...c11), cj being rO)  4x1 Ih11 ; a ( a1 . a 2 ,ak) 
and a,,=ax 1 =gx2 ... ax. 
Solving these, .we get 	- 
a=h112R1 (c— R0)S/D1 	 (5) 
b1 =h112 (J - R6R"1c)S/D 
b3 =2Nh112 (2— Mb 112 ) T/D 1 
b3 =Mh112 (8—Nh 112) T/ D, 
where 
S= l6-4Mh 11 2—Nh 11 2 	 (6) 
• U=4M±NMNb 112 
T=(l—Ró R'R 0)—h 112 (l+c'Rc 
• 	—2c'R 1 R 0) 
D1 =S(l—R6 R 1 R 0) + TUh112 , 
The efficiency of the index 1 is then given by 
/[h112 +a(I_h,, 2)](1 —R6R' 1 R 0 )—h 11 2 [ R 0 —r)+ 2(C—,< )i'R'C1 0) 	 (7) 
E1k= 'V 	 (f_Ito' l(R0)..h 114 (C—R 0 )'R 1(C R 0 ) 
where 
a=Uh11 2/S. When we consider only one auxi-
liary trait i. e. k=l, the above expressions (4), 
(5). (6) and (7) reduce to those given in Narain 
el al. (1977) When phenotypic and genetic 
correlations are zero i.e. R 0 =r0 =O, C=0, E 1 11 
reduces to E, the corresponding efficiency of 
Osborne index given by 
+ ( l—h,,2)j,h 112[ i -i- ( — h,,)J (8) 
E 10 —y 
It is interesting 'to note that this is also true 
when R 0 =C, even when R. and r 0 are not zero. 
Thus the condition R 0 =C introduces a situ-
ation as if there - are no auxiliary traits. When 
only genetic correlations are zero i.e. r 0 =0, 
C=0, E111 reduces to 
E1kr0=0)= 	h119,t+a(l—h21"j (9) 
where 
h 11*2 =h112/(l_R 0 'R -1 R 0 ) 	 ( 10) 
is the heritability of the trait after corrections 
for the auxiliary traits as shown in Narain & 
Mishra (1975). Since h11*2  is necessarily greater 
than h112, the efficiency is always greater than 
that for Osbrone's index.' 
In the limiting case. when n, the number of 
half-sibs and m, the number of full-sibs 
approach itJinity, U tends to (4/h 112) and S 
tends to 4 so that a tends to unity. The 




= 2[2_h11l_h*2(C__ K )' R'(C - R0 ) j 
(If) 
When R0=r0 =0 or when R0 =C, this limiting 
value reduces to 
Lim. E10= V2 (2—h 2) 	, 	 ( 12) 
of the corresponding Osborne index. However, 
when only genetic correlations are zero, the 
limiting value reduces to 1/Vh211(2—h112)  as 
expected. 
It is apparent from (7) that the efficiency of the 
new index depends on a large number of para-
meters and as such it is not' possible to study 
its' behaviour unless we introduce some simpli-
fications. For instance, if'we assume that the 
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-auxiliary traits are uncorrelated, this makes R 
an identity matrix. We may further assume 
equality of all C 1 's, r01 's and R,,j 's. This would 
mean equality of all h 2 xj 's for the auxiliary 
'
characters. The efficiency would still depend 
upon as many as six parameters, including one 
relating to k the number of auxiliary traits. 
However, the behaviour of E 1k with variations in 
It 2 for given values of k, m. n, heritabiljties of 
auxiliary traits and their correlations with the 
main trait can be numerically studied. 
(b) Index '2k 
By the similar procedure. the weights for the  
index 12k a', b 1 ', b'2 , b'3. b' 4 are given by 
a'=h 2 R 1(c—R 0) (S- 4h 112)/92 
b' 1 =h112 (1 - R0' R'c) (S-0 2)/132 
b',=2Nh 2 (2-Mh 2)T/D2 	 (13) 
b'3 = Mh_Nh 2)_4h 2]T/D2 
b'4 =4h 112 (-Mh,2) T/D2 
where 
D2 = (S_4h,,2) (1—R0'11-1R0) + TVh 2 
=DL- 4h,2{(l —R0'R'R0) + T(l_Mh 2)J (14) 
V=4M +N_MNh24.1_4Mh2 
= U+4 (I _Mh 2) 
The efficiency of the index Ilk is then given by 
E 2 .= [h 2 -J-(3(1--h 2 )] (l,__R R 1 R,) )—h,, 2 [(R,, - r0)±13(C — R0)]'R - ' (C—K0) 	(15) 
VhY +f3(l — h 2)i (I —R'0 R'R0)--(3h,, 4(C - R0 )'k -1(C-._R 0 ) 
where 
(3 = Vh,2f (s_ 4h 2) 
=[Sa + 4h 1, 2 (1_Mh,,2)'J(S_4h,,2) 	 ( 16) 
It is interesting to observe, as cxpected, the 
similarity, in form, of the efficiencies of the 
two indices 1 and L given by (7) and 
(15 respectively, a being replaced by (3 when 
we go from 10,  to 12k. When k=1, (13),. (!4) 
and (15) reduce to the expressions given in 
Narain et al. (1977). When phenotypic and 
genetic correlations are zero or when l,,=C 
even when these correlations are not zero, E0k 
reduces to 
E=V[h 2  ±(1-h,2)]/h 21 1 +13(  E_15 	(17) 
the corresponding efficiency of Osborne index. 
When only genetic correlations are zero, the effi-
ciency is given by (9) with a replaced by (3 . But 
when we consider the limiting case with n and 
m tendingto infinity, (3 also tends to unity, as 
does a • The limting values of 12k,  therefore, re-
main the same as those for 1, given by (1 l)& 
(12). The remark already made on the behavio-
ur of I, also apply for 1. 
Numerical Results 
The efficiencies of the indices '12  and 122 for  
variations in the values of h,, 2  for various com-
binations of R 0 and r9  assumed to be the same 
for both the auxiliary traits which are further 
9ssurned to be uncorrelated. are shown in Fig. I 
when JIX2 = 0.5, m=3, n=-20 and ay=a. 
Out of the four curves shown for either of the 
two indices, one relates to the case when both 
the genetic as well as plienotypic correlations 
between the main traits and the two, auxiliary 
traits are zero. 
It is apparent from this Figure that the inclusion 
of two additional Irtits, on an individual basis, 
increases the efficiency ol the indices,at all val-
ues of'h,, 2 . As-has been stated earlier the maxi-
mum - gain in the efficiency is expected when R 0 
and r0  are of opposite signs. The curves drawn' 
in the figure further show that a negative value 
of R 0  has greater influence than a negative of r 0 . 
Even when the genetic correlation is zero, there 
is gain in the efficiency provided the phenotypic 
correlation is non-zero. A comparison, of the 
efficiencies of these indices with that of I, 'and 
120' the Osborne's indices (which corresponds to 
the case R 0 =r0 =0) indicates that while the later 
are only useful for low, values of h2,  the new 
indices developed here 'could be useful even at 
higher values of h2. 
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Fig. 1. Efficiency of the selection indices for variations in h 2 with h 2=O45; m=3; n= 20 
and a=a. 
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In order to compare the effect of including two 
auxiliary traits as compared to one auxiliary 
trait, the efficiencies of the two indices for vari-
ations in h 2  for the combination R 0 =-0.5 
and r0 =0.2, assumed to be the same for both 
the auxiliary traits, uncorrelated among them-
selves, for k=2 are shown in Fig. 2 when 
h E2=O.5, m==3', n=20 and a,=a2 . There are 
three curves shown, one relating to R0 =r0 =O 
corresponding to Osborne's index, being shown 
for comparison purposes. 
It is apparent from these figures that inclu-
sion of one more auxiliary-trait improves the 
efficiency. The gain in efficiency appears to be 
rather high for higher values of h 112 . The figures 
Also demonstrate the finding, already reported 
in Narain et al. (1977 that the inclusion of 
the auxiliary trait improves the efficiency for 
either of the two indices for all value of li,,2 . 
In the above cases, the two auxiliary traits 
are assumed to be mutually uncorrelated. 
However, the effect of a positive or a 
negative correlation (F) between the two auxi-
liary traits on the efficiency has also been 
studied. The results are graphically presented 
in Fig. 3 where the variation in the efficiency 
with the variation in h,2 for the combination 
R0 = 0.2 and —0.5, assumed to be the 
same for both the auxiliary traits and 1 1.,  2 =0.5, 
m=3, n=20, a,=o has been shown. 
There are three figures, besides that for R0 —r0 
=0, which correspond to the correlations bet-
ween auxiliary traits of-0.5, 0 and 0.5 respecti-
vely. It is quite clear that a positive correlation 
between the auxiliary traits increases the effici-
ency whereas a negative correlation decreases it 
compared to the uncorrelated case for all valu-
es of h 2  and for either of the two indices. It 
is further apparent that although the efficiency 
gets reduced for a negative correlation between 
the auxiliary traits, it is still higher than 
-efficiency of the Osborne's index for all values 
of h,,2. Further, - all the three curves appear to 
show a minimum around a value of h 2 =0.6. 
This finding is in contrast with Osborne's 
indices where the-efficiency continues 'to decr-
ease as we move to higher values of h 2 . 
A Practical Example from Poultry 
To demonstrate the practical relevance of 
the theoretical results obtained 'above, data on 
poultry involving egg production upto 240 
days of age as the main trait and , age at first 
egg and egg weight as the two auxiliary traits, 
were analysed. The data pertained to the 
LASRI project entitled "Statistical methodology 
for developing efficient selection procedures in 
poultry breeding" already mentioned in the 
Introduction. The data pertained to 50 sire's, 
each sire being mated to 12 dams and from 
each mating, 7 to 8 hatches were taken. The 
hatchesLUIere subsequently raised at 6 to 7 
locations, of which two were at the Poultry 
Farm at Bhopal. Observations were made on 
age at first egg (x 1 ,average egg weight (x 2) and 
total egg production upto 240 days of age (y). 
Since egg production is effected significantly by 
environmental factors, the data were adjusted 
for locations and dams effects for each sire 
separately using the least - square technique 
(Harvey, 1960). The adjusted data were 'used for 
estimation of heritability, genetic and phenoty -
pic correlations amongst different characters. 
The estimates of genetic parameters were obtai-
ned by the half-sibs method. The standard 
errors of the genetic parameters were estimated 
by the method given by Swinger et al.. (1964) 
and quoted in Beckar (1967). The estimates 
of genetic parameters along with their standard 
errors for the three traits are given in Table 2. 
The estimates of heritability for egg production 
upto 240 days of age is found to be, 0.505. The 
egg production is further found to be negati-
vely correlated, both genetically as well as 
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P. Narain et. al. Selection for auxiliary traits 
Table 2. Estimates of phenotypic and genotypic 
parameters 
	
Age at first 	Egg weight Egg production up 
egg 	 to 240 days of age 
_x2 
x 1 	0.502 	0.38 	 —0.799 
(0.109) 	(0.127) 	 (0.064) 
2 	0.080 	0.833 	 —0.547 
(0.024) 	.(0.158) 	 (0.102) 
y 	—0.263 	—0.117 	 0.505 
(0.029) 	(0.029) 	 (0.109) 
Diagonal values are heritability estimates; values above 
and below diagonal are genetic (r0) and phenotypic 
(R0) correlations respectively. Figures in parenthe-
sis indicate standard errors of the estimates of 
phenotypic and genotypic parameters. 
Using the above estimates, the following eight 
selection indices were developed: 
Osborne's index (l); 
Osborne's index with dam's performance 
(120). 
New index with one auxiliary trait 
I (x 1 ); 
New index with one auxiliary trait x 1 
including dam's performance 1 21 (x 1 ); 
New index with one 'auxiliary . trait 
X21'ILI (x2); 
New index with one auxiliary trait x 21  
including dam's performance J 21  (x0) 
New index with two auxiliary traits x 1 
and x2, 112 (x 1 , x 2 ); 
New index with two auxiliary traits 
x11  x 21 including dam's performance 
122 
(x1, x2 ). 
The estimates of the coefficients of the eight 
selection indices are presented in the Table 3 
along with their efficiencies. The efficiencies 
45 
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Fii. 3. Effect of the correlation between the auxiliary traits on the efficiency of the 
selection indices with R 0 = 0.2; r0 —0.5; h 2= 0.5; m=3; n= 20 and 
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'have been worked out taking the corresponding References 
Osborne's index as the standard. 	 Beckar, W. 
The coefficients of the two auxiliary traits in 
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combination of auxiliary traits. The same is 
also true for egg production upto 240 days 
based on individual's performance. The inclus-
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decreased the coefficients for the character 
under improvement (y1) and for the full-sib 
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for half-sib family averages (y2) in all the 
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IN a diallel cross, with no reciprocal crosses and parental inbreds, there are 
n(n-1)/2 possible single crosses among a set of n inbred lines. The number 
of possible crosses increases rapidly with n. If following Kempthorne (1956) 
only a few lines are sampled, estimates of the variance of g.c.a. effects will be 
subject to a very large sampling error. It is therefore desirable to perform 
only a sample of all the possible crosses among a large number of inbred lines. 
Kempthorne and Curnow (1961), Fyfe and Gilbert (1963) 'and Curnow (1963) 
dealt with the advantages of such a sampling in diallel crosses and termed it 
'partial diallel'. 
There is a one-to-one correspondence between the full diallel crosses 
and balanced incomplete block (BIB) designs with two plots per block. 
Similarly, a correspondence exists between the partial diallel crosses• and 
partially balanced incomplete block (PBIB) designs with two plots per block 
and two associate. classes. Various type of partial diallel crosses can, therefore, 
be constructed with the help of PBIB designs. For instance, Kempthorne and 
Curnow (196 1) gave partial dialiel crosses based on the circulant design in which 
the'number of inbred lines and the number of times each line is involved in the 
sampled crosses could be odd and even or even and odd respectively. Fyfe 
and Gilbert (1963) constructed such crosses with the help of 'triangular' designs 
in which the number of lines could be of the form p(p-1)/2 where p is an integer. 
In the present investigation, partial diallel crosses have been constructed and 
analysed when the number of inbred lines is of the form p(p-l)(p-2)/6, where 
p is an integer greater than 3. 
CONSTRUCTION 
Let the number of parents n be of the form p (p- 1) (p-2) /6 where p is an 
integer greater than 3. Now denote a parent by a triplet abc, where a takes 
any value from 3 to p, b takes values from 2 to (a-i) and c takes values from 
1 to (b-i). All the parents can then be numbered off into (p-2) different 
triangles, T 1, T,. ...... , T 3> and T( ,)  of orders (p-2).x (p-2), 
(p-3) x (p-3) . ...... 2 x 2 and 1 x 1 respectively. For instance, with n==35 
and p=7 we obtain triangles T,, T,, T 3, T4  and T by numbering as shown 
in Table I. 
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TABLE 1 
Numbering of the parents into triangles for constructing ETD with n= 35, p=7 
Triangle Order of Parents (triplets) Number of 
triangle triplets 
765, 	764, 	763, 	762, 761 
T1 5 x 5 . 754, 753, 752, 751 15 
743, 	742, 741 
732, 731 
721 
654, 	653, 	652, 651 
T2 4 x 4 643, 642, 641 .10 
632, 631 
- 621 
543, 	542, 541 
T3 
 
3 x 3 532, 531 6 
521 
T4 2 x 2 . 	 432, 431 3 
421 
T5 lxi 321 . 	 1 
Total number, of parents . 	 35 
The number of parents (triplets) in th  triangle is (p-i)(p-i-1)/2, for i= 1, 
2.......(p-2), so that adding over the triangles -we get the total number Of 
parents. This is easily verified for the given example from Table I. We can 
now construct three different types of partial diallel crosses according to the 
three designs given below. 
Design I: We sample all the crosses of type abc x def, where a, b, c, d, e, 
and f are all distinct. As such the parent p(p-l)(p-2), 765, for example, of 
triangle T 1 , cannot be crossed with any parent lying in triangles T, T. and T 3 . 
We can cross it with all 'the parents which are in the remaining triangles i.e. 
T45  T,.......and T( i,,): Hence the number of times this parent is involved 
in crossing with other parents, denoted by s,, is given by 
(p-2) 
S, = 	(p-i) (p-i-i) /2 = (p.3) (p.4) (p -5 ) 	 /6 
'=4 
It can be easily seen that every other parent would be involved in crossing 
with other parents exactly s, times. The resulting sample would consist of 
ns1 /2 crosses. In the example cited above, it is easy to see that s, =4. The 
sampling plan of this design is given in Table 2. 
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TABLE 2 
Crosses to be sampled for ETD, Design I with n=35, s-4 
1 x 
2x 
32, 33, 34, 35 
3 x 
29, 30, 31, 35 
4 x 































30 12 x 
13 x 	
. 
17, 18, 23, 29 
14 x 









26 16x' 35 
'17x 34 
18x 33 







• The above procedure corresponds to picking up the third associates, of 
each treatment in the extended form of triangular association scheme given by 
John (1966) and pairing the treatment with 'each member of the associate class. 
The number of third associates is s 1  whereas the number of secondary para- meters P 3jk (j, k= 1, 2, 3) are exhibited in the form of a symmetric matrix P. given by 
/ 0 	9 
P3= 	( 	 9(p-6) 	3(p-6)(p-7)/2 
For the example considered with p= 7,. t (p-6)(p-7)(p-8)/6 
he only non-zero elements of this matrix are p3 12=p =p32==9 and p3 1 3 =p331 3. Design II: We sample all the crosses of type abc x def, where one of the 
letters (a, b, c, d, e and f) is common. There will then be there categories of, 
crosses: (i) abc x aef, abc x daf, abc x dea (ii) abc x bef abc x dbf abc X deb (iii) abc x cef, abc x dcf, abc x dec. 
Since crosses involve only one letter in common, the parent p(p-l) (p-2) 
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cannot be crossed with parents which are in the first and second rows of T, and in 
the first row of T,. We can therefore cross the parent p(p-1) (p-2) with (i) the 
remaining parents of T 1 which is equal to the, number of parents in T 3 (ii) the 
remaining parents of T. which is also equal to the number of parents in 1' 3 , 
and (iii) all the parents in T 3 . Hence the number of times each parent is 
involved in crossing with the other parents, denoted by- s,, is given by 
s2 =3(p-3)(p-4)/2 
The resulting sample would consist of ns 2/2 crosses.- In the example given above, 
s,=18. 
In terms of the association scheme, s 2 represents the number of second 
associates of each treatment whereas the symmetric matrix P. giving the 
secondary parameters' P 2 jk (j, k=l, 2, 3) is represented by 
/4 	2(p-4) 	(p-5 ) 
P,= ( (p-5)(p+2)/2 	(p-5) (p-6) 
(p-5)(p-6)(p-7 )/2 
In the example taken for illustration, the non-zero elements are p 2 k' = 4, p2 
P22165 p2_p2_p2_p2=2 and '22 =9 . 	 - 
Design III: We sample all the crosses of type abc x def where two of the 
letters a, b, c, d, e and f are in common. There will then be three categories 
of crosses given by (i) abc x abf, abc x aeb, abc x dab. (ii) abcx bcf, abc x bec, 
abc x dbc. (iii) abc x acf, abc x aec, abc x dac. 
Since we exclude the crosses of type abcxabc i.e. selfs, and since two 
letters are distinct, the parent p(p-1)(p-2) can be crossed with (i) the parents 
which are in the first and second rows of T 1 and (ii) the parents which are in 
the first row of T 2 . Hence, in this design, the number of times each parent 
is involved in crossing with the other parents, would be s 3 =3(p-3) and the 
number of crosses sampled would he ns 3/2. In the example chosen for illustra-
tion, s3 =12. 
Referring to the association scheme, it is found that each parent gets 
crossed with its 53 first associates. The symmetric matric P 1 of secondary 
parameters p'  (j, k= 1, 2, 3) is given by 
2(p-4) . 	 0 
P= ( . 	(p-4)2 . (p-4)(p-5)/2 
For the example cited, the non-zero elements of the matrix are p ' 11 =5 , 
p '=p'Q, =6, p=9, p 3 ==p'=3 and p133,=  1. 	- 	- 
It is apparent, from the above construction, that s as,well as the number 
of secondary parameters are functions of p in all the three' designs. These 
three designs when put together represent the complete set of diallel crosses with 
no reciprocals and selfs. 
ANALYSIS 
The analysis of partial diallel crosses constructed above follows the 
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pattern of the analysis of three-associate PBIB designs given by Rao (1947) and 
subsequently used by Das and Sivaram (1968). 
The mean yield of the cross between jlll and jth parent is expressed as 
where iA is the effect due to overall mean, t 1  and tj are the g.c.a. effects due to jth and j't' parents respectively, s j .is  the s.c.a. effect due tp the cross ixj and tj 
n 
is the random error.We assume that 	t1  = 0, 2 s = 0 for each i and that 
i=1 	j=r1 
t, sjj  and , are each independently normally distributed with zero means and 
variances, a'g , a2,, a2 respectively. 
Design I: Since the third associate classes are sampled to provide the 
plan for the partial diallel cross, the normal equations, on the above model, 
for estimating the g.c.a. effects would be for i= 1, 2.....n 
s,P+s,t1 -+- S 3 (t1 ) = T, 
S2 1  t-s1t1-fs,S3 (ti)+p3 13 S 3 (ti) -- p'33 S2 (t 1 ) +p'33 S (t) ==S3 (Ti ) 
S, si +s1 S3 (ti) -i- p 33, S3 (ti) + p' 3, S, (t 1 ) 	 5, (t1) =S 2 (Ti ) 
where S 3  (ti) is the sum of the g.c.a. effects of parents (third associates) with 
which the i' parent is crossed, S 2  (t1) and S, (ti) are the sums of the g.c.a. 
effects of parents (second and first associates respectively) not crossed with the 
'h parent. Also T1  is the total yield of all the crosses involving the j1h parent, S3 (T1 ) is the sum of the totals T i 's of those parents (third associates) with which 
the ith  parent is crossed and S (T i) is the sum of the totals T i 's of parents (second associates) not crossed with the th parent. 
The least squares estimate of g.c.a. effect of i'h parent is then given by 
ti [ (A2 B3—AB2) T—B3S3  (t1) +A3S2 (Ti)—(2G/n) A2B3—A3B3_5B +s ,A3) ] f/ 
where G is the grand total of the yield of all the crosses and 
A, = (p2..9po)J = (p-4) (p-5)/2 
Aa=(p3_18p2+119276)/6 	 - 
A3=_(p -_l1p+30)f2_(5)(6)/2 
B. 	(p2_9p +20)/2 = —(p--4-) (p-5) /2 
B2 =(p2_15p+53) 
B3 =(p3_9p2 +8p+60)/6 
==s, (A2B3—A3B2 )_(A I B3_A3B I ) 
n 
The sum of squares due to g.c.a. effects of the parents is 2 t• Tiwhereas the 
- 	
i=1 
SUM of squares due to s.c.a. effects of the pair of parents crossed is (sum of 
squares due to crosses - 	t, T1 ). The significance of g.c.a. effects is found by 
i=1. 
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testing the mean sum of squares due to g.c.a. effects against the error mean sum 
of squares obtained in a replicated experiment. In the model given above, 
,, is having expectation zero and variance a 201r, where r is the number of 
replicates in the experiment. V ij is then an unbiased estimate of 1s+tj+t 
with variance (a2,+orae/r). 
The variance of the difference between g.c.a. effects of two parents would 
be of three types: 
    B+B 	where j ibV1 =V(t1-t1)= 2a (A2B3-A3 	parent is crossed with i" 
parent, V2 =V(ttk)22a (A2B3-A3B2 +A3)/4, where jIb  parent is not crossed 
with ith parent but is crossed with a parent with which. i parent is crossed. 
and V3 =V(t1-t 1 ) =2'a (A,B3-A3B2 )/A where 11h parent is neither crossed 
with 11h parent nor with a parent with which i' parent is crossed. 
The average variance of the difference between the g.c.a. effects of any two 






s1+s2+s3 	- 	 L 
A2B 
3 A 3 2) + 
Design II: A similar procedure as described in Design I is followed to 
obtain the least squares estimates of g.c.a. effects of the parents when second 
associate classes are sampled to provide the partial diallel crosses. The average 
variance of the difference between g.c.a. effects of any two parents is now giyen 
by 
- 	- 2a 	 I 
 s1B31+s2A3' 
A1 [(A'.B',-A' .B' .) T 	.i_ _t.  1I 213 
where A',=3 (p2-13p+48)/2, A'2 = (2p2-2lp+67), A' s =(p*_17p+70), B,=-9, 
B2 = 2p-1 7, B3 = (3p2-1 7p+2)  /2, A' =s2 (A' 2 B' 3-A' 3B'2)-(A' 1 B' 3-A' 3B' 1 ) 
Design III: A similar procedure . gives the average variance of the-
difference between g.c.a. effects of any two parents as 
2a2 r, , 	,, 	11 	 s 1 B3
I,  -f--s,A 3 
D3 	 It 	2 3 3 	2 s1+s2+s3 
where A" 1 =(3p-9);A" 2 =(4p--l1); A" 3 =4; B" 1 =-9; B"2 =2p-17; B" 3 =5p-26; 
A" =s, (A",B" 3-A"3B" 2)-(A" ,B" 3-A" 3B" ). 
EFFICIENCY 	 .• 
With the help of the expressions in previous section the average variances 
of the difference between the g.c.a. effects of any two parents can be worked 
out for the three designs. Since these expressions. are ultimately reducible as 
functions of p, an idea of the average variance given by. the three-variance 
samples described in this paper can be obtained by giving different values to p. 
We give values to p ranging between 6 to 11. The average variances for the 
three designs for p lying between this range are shown in Table 3. 
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TABLE 3 
Average variance of 'the dference between two g.c.a. ejects per unit a 2 for partialdiallel 
crosses based on ETD 
n 
Design I Design II Design III p - 




























0'045 18 0'117 
165 II 56 0•036 84 
0'032 
0'024 
21 	0 , 100 
24 0'087 
The designs considered in this paper are such that each of the n parents 
are involved in the same number of crosses viz, either s, or s 2 or 53 giving the total number of crosses sampled as ns 1 /2 or ns,/2 or ns3/2. This shows that s, (or s, or s3) must be at least 2 and n and . 	(or S2 or s3 ) cannot both be odd.. 
This is satisfied for the cases shown in Table 3 except for n=20 with 
Design I giving s, =1 which is, therefore, not admissible. We do not, 
therefore, give a value for the average variance in this case. 
It is apparent from Table 3 that the average variance decreases with 
increase in the value of s, (or s, or s 3). The dependence of the average variance 
on s is so much that even for different values of n and irrespective of the design, 
its value remains same if s does not vary. For instance, for s 2  18, n = 35, the value is almost the same as that for s 3 =18, n=84. Of course, the number 
of crosses to be sampled in the latter case will be much more than in the former 
case. 
In order to judge the efficiency of extended triangular .designs (ETD) 
discussed in this paper vis-a-vis CD of Kempthorne and Curnow (1961) we 
can compare, for the same number, of crosses sampled, the average variances 
in the two cases. 
For the specific cases considered in Table 4, the efficiencies of ETD 
relative to CD were worked out with the help of the values of D,, D, and D 
taken from Table 3. 	 3  
It can be seen that the efficiency of ETD is always greater than one and 
ETD Design I is definitely much more efficient than the other two ETD 
designs. For n=35, ETD corresponding to Design III is 14% more efficient 
but that corresponding to Deisgn II is only 5% more efficient than CD. 
Curnow (1963) has enumerated in Table I of his paper, the two-
variance samples from the diallel cross by reference to tabulation on Clatworthy 
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TABLE 4 
Efficiency of Extended Triangular Designs (ETD) relative to circulant Design (CD) 
in estimating g.c,a. elects 
CD ETD . 	 E 
•s 1  
n=20 	s2 9 0-522 0263 1986 
S3 9 0-522 0-277 1-886 
S t 4 2101. 0-725 2-897 
n=35 	s2 18 0121 0116 1046 
• 	s3 12 0-210 0185 1-136 
(1955) of the corresponding PBIB designs. For n=56 and s=10, there exists 
a two-variance sample listed at 5-8 in this table with average variance as 
02273 (12 . This can therefore be compared with the ETD corresponding to 
Design I with n=56, p=8 and s, =10 given in Table 3. The average variance 
is now 0.222a2. The three-variance sample provided by ETD is therefore 
2% more efficient than the two-variance sample given by Curnow (1963). 
Although CD of Kempthorne and Curnow (1961) does not exist for n=56, 
we can consider the case nearest to it i.e. with n=51, s=lO given in his paper. 
This gives an average variance of 0.3276(12, about 68% greater than 
0.222(12. 
From the above considerations, we conclude that partial diallel crosses 
based on triangular association scheme and involving crossing of third associates 
(Design I of this paper) are more efficient than the partial diallel crosses based 
on circulant design of Kempthorne and Curnow (1961). Of course, such 
partial diallel crosses are not available for all values of n. These are normally, 
available for larger values of n such as 20, 35, 56, 84, 120, 165 etc. as given in 
column under Design I of Table 3. It is obvious also from this table that the 
larger the va1ueof n, the smaller is the average variance of the comparison bet-
ween two g.c.a.'s. This is in contrast with the CD of Kempthorne and Curnow 
(1961) where with increase in the value of n, the average variance of the 
comparison between two gc.a.'s increases. Partial diallel crosses based on-  
triangular designs given by Fife and Gilbert (1963) are suited only for smaller 
values of n such as 28, 21, 15, 10 etc. but for larger values it would always 
pay to take recourse to extended triangular designs discussed in this paper. 
SUMMARY 
Procedures of constructing. and analysing partial diallel crosses based on 
extended triangular association scheme (ETD) where the number of parental 
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lines is of.the form p(p-1)(p-2)/6 with p as an integer greater than 3 have been 
discussed. It has been found that these plans for partial diallel crosses are 
clearly more efficient than those based on circulant Designs (CD) for the same 
number of crosses sampled. 
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TRUNCATED TRIANGULAR ASSOCIATION SCHEME 
AND RELATED PARTIAL DIALLEL CROSSES 
By PREM NARAIN and A. S. ARYA 5 
Indian, Agricultural Statistics Research Institute, New Delhi 
SUMMARY. A now association scheme called truncated triangular (TT) with five 
associate classes whoa v = p(p-2)/2 with p an oven poitive integer > 8, has been discussed 
and used to construct partial diallel crosses (PDC). The analysis of the desigh is based on the 
characteristic roots. and iclompotont matrices of the matrix A = NN' where N is the incidence 
matrix of the docign. Of the three designs for PDC constructod with the help of TT association 
scheme, Design I is found to be consistently more oflicient than the other two. 
I. INTRODUCTION 
A considerable amount of work has been done by various workers study-
ing two-class association schemes and related partially balanced incomplete 
block (PBIB) designs. Schemes of higher classes have also been studied, 
for example, generalisation of two-associate class group-divisible to m-asso-
ciate class by Roy (1953-54) and Raghavarao (1960), extended group-divisible 
PBIB (EGDJm-PBIB) of Hinkelmarni (1964), three-class cubic association 
scheme of Raghavarao and Ohandrasekhararao (1964), hyper-cubic association 
scheme of Kusumoto (1965), extended triangular association scheme of John 
(1966), •m-class triangular association scheme of Ogasawara (1965), right-
angular association scheme and generalised right-angular association scheme 
having four classes Of Tharthare (1963, 65) and generalisation of the two-
associate cyclical association scheme by Adhikary (1966, 67). The PBIB 
designs with two-associate classes have been used by workers such as Kemp-
thorne and Curnow (1961), Fyfe and Gilbert (1963k, Curnow (1963) and others 
for construction and analysis of partial diallel crosses (PDC). Naiain et al 
(1974) used extended triangular association scheme with three associate class 
for this purpose. Arya and Narain (1977) have further used group-divisible 
designs with three-associate classes; simple rectangular lattice with four-
associate classes and generalised, right angular scheme with four associate 
classes for this purpose. In this paper, a new scheme called truncated triangular 
(TT) associate scheme with five associate classes given by Kishen and Shukla 
(1974) is used for constructing the PDC. We also give the method of charac-
teristic roots and idempotent matrices for its analysis. 
5R. K. College, Shamli, UP. 
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2. CONSTRUCTION 
Consider n inbred lines which have been randomly numbered from 1 to 
n. Each line will be made into crosses with s other lines. This, then, leads to 
a partial set of ns12 out of the n(n— 1)/2 possible single crosses among different 
hues. Clearly n and s both cannot he odd and & should be at least two. 
Following Kishen and Shukla (1974), let n = p(p-2)/2, where p is an even 
integer greater than 6. The truncated triangular scheme is as follows: 
An association scheme with five associate classes, for v = 
symbols arranged in a square array of p rows and p columns is said to he 
triangular association scheme if it satisfies the following properties 
The positions in the principal diagonal (running from the upper left 
hand to the lower right hand corner) as well as in the other diagonal (running 
from the upper right hand to the lower left hand corner) are left blank. 
The p(p— 2)/2 positions above the principal diagonal are filled by 
the numbers 1, 2,... p(p-2)/2, corresponding to the symbols. 
The p(p-2)/2 positions below the principal diagonal are filled so 
that the array is symmetrical about the principal diagonal. 
For any symbol i, the first associates are exactly those that occur 
in the same row or in the same column as i, except those two sythbols i' and 
i" which occupy the same position as i with respect to the other diagonal (when 
positions above this diagonal are filled with the symbols and positions below 
this diagonal are filled so that the array is symmetrical about this diagonal). 
Thç symbols i' and i" are the second associates of i. 
The symbols occurring in the same column as i' or in the same column 
as i" except the common symbol i" between the two cases are exactly the. 
third associate of i. 	 . 	 . . 
The symnol i" is the fourth associate of 1. 
The remaining symbols are the fifth associates of i. 
Clearly, the parameters of this scheme are 
v=p(p-2)/2, n1 =2(p--4), 
n2 = 2, n3 = 
= 1, n5 = (p-4)(p-6)/2. 
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Three designs of PDC can now be constructed with the help of the above 
scheme. In Design I, we grow all the crosses in which a line is crossed with 
all other lines falling in its first associate class. This means each line will be 
involved into crosses with 2(p-4) other lines. We denote this number by 
8, the suffix of s refers to the design number. The total number of partial 
crosses raised is, thus n81/2 = p(p-2)(p-4)/2. In Design II we sample the 
crosses of the type i xj where i and j are third associates. Here also 
82 = 2(p-4). In Design III we pick up the crosses of the type involving 
lines which are fifth associates. For this PDC 83 = (p-4)(p-6)/2 and p 
should exceed 8. Two more designs with s = 2 and s = 1 corresponding 
to 2nd and 4th associates are possible but they lead to singular least squares 
equations and hence are not discussed. - 
For illustration, we take n = 24 with p = 8. The 24 numbers are written 
off as below 
X 1 2 3 4 5 6 X 
1 X 7 8 '9 10 X 11 
2 7 X 12 13 X 14 15 
3 8 12 X X 16 17 18 
4 9 13 X X 19 20 21 
5 110 X 16 19 X.22 23 
6 X 14 17 20 22 X 24 
X 11 15 18 21 23 24 X 
Now all the 24 numbers are classified into five associate classes with respect 
to a given number. For instance, if we take 1 and 16 the corresponding five 
associate classes are : 
associate class 	 1 	 - 	- 	16 
1st 	2, 3, 4, 5, 7, 8, 9,10 	 3, 5, 8, 10, 17, 18, 22, 23 
2nd 6, 11 	 - 
	
12,19 
3rd 	14, 15, 17; 18, 20, 21, 22, 23 	2 1 4, 7,9, 14, 15, 20, 21 
4th 24 	 13 
5th 	12,13,16,19 	 1,6, 11,24 
Similarly, we get the associate classes for other groups. Clearly then 1 and 
16 are crossed with lines in 1st associate group to give Design I. They are 
crossed with lines in the 3rd associate class for Design II and with lines in 5th 
associate class for Design III. - - 
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3. ANALYSIS 
The analysis of PDO's constructed above is carried out by the usual least 
squares procedure as described in Arya and Narain (1977). In their notations, 
the normal equations for the estimates gj's (general combining ability effects) 
are given by 
A4 Q 
where A is a nxn matrix having diagonal elements ajg all equal to s and 
all = alt = I if the cross (i xj) is sainiilcd and 0 otherwise, 
= 191,  92 ••• gJ, 
UI_) () 	I) 






is the right hand side of the i-th normal equation. The Z refers to summing 
j(t) 
over lines j crossed with line i in the design and 0 is the total of cross mean 
yields. 
If A is non-singular the estimates are 4 = A -'Q, the sum of squares due 
to the estimates is Q'A'Q, and the dispersion matrix of the estimates is 
A 10 2 , with 0.2 being the variance of Yij. The analysis of variance for a repli-
cated partial diallel cross is given in Table 1 
TABLE I. ANALYSIS OF VARIANCE FOR PDC 
C) 





replicate X crosses 
{,y y1/(n8/2))—CT 
(n— 1) 	 QA-1 Q 
n(8/2-1) 	. 	 * 
(n8/2— 1) 	{E.Y 97 /r) —CT 
(r-1)(n8/2—i) 	 . ** 
expected values of 




total 	 rn/2 —1 	 E Y - CT 
i,i,l 
Yjjj, is the yield of (ij)-th cross in l-th replicate 
CT, the correction term = G9/(rn8/2).; Y. . = Y5 ; Yj. = E Yqi 
*by  difference,, i.e. (cross SS—g.c.a. SS) 	by difference, i.e. (total SS-replicate SS-cross SS), 
012- is the variance of g.c.a. and a 28 is tile variance of s.c.a. 
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4. INVERSION OF 4 
Since the PDC's under discussion are associated with two-plot block 
PBIB design with TT association scheme with five associate classes where 
A 1 , A21  ..., A5 take values either zero or one, it will be seen that 4 = NN', 
where N is the incidence matrix of the corresponding PBIB design. As such, 
the number of distinct elements in A' or in the associated idempotent matrices. 
Li's cannot exceed 6. The same is true with the number of distinct latent 
roots of A( = NN'). The latent roots and idempotent matrices of A for the 
three designs were worked out in accordance with a general procedure given in 
Appendix. The latent roots along with multiplicities are presented in Table 2. 
TABLE 2. LATENT ROOTS OF A FOR THREE PDCs 
Latent root 	Design I 	Design II 	Design III 	 Multiplicity 
00 	 4(p-4) 	4(p-4) 	(p-4)p-6) 	 1 	- 
01 	 2(p-6) 	2(p-6) 	(p2 -10p+32)/2 	p(p-60, 
02 	 (P ,  4)(p-6)/2 	 p(p-4)/4 
	
(p-4)(p-6)/2 	 p(p-2)/8 
84 	 ' (3p-16) 	(3p-1O) 	(p-6)(p-8)/2 	. (2)/2 
0 
(i-4) 	. (p-40-6)/2 	. 	p/2 	-- 
Let a1i be the element in the (ij)-th position in A'. Then a1i = ak if the 
lines i and j are k-th associates (k = 0, 1, 2, 3 2  4, 5), a° being in the diagonal 
position.. For the corresponding elements of A, ak (ic = 0, 1, ..., 5), the idem-
potent matrices L i 's (L1 being the idempotent matrix corresponding to root 
Oj of A) are given in Table 3. 
TABLE 3. DISTINCT ELEMENTS OF Li's 
Element L0 L, L2' L3 L4 L5 
a0 1 (p-4)(p-6) (p-4) 1 2(p-4) 2 
a1 1 —2(p-6) —1 0 (p-8) 1 
a2 1 (p-4)(p--6) 0 —1 2(p -4) 0 
a3 1 8 0 0 —8 0 
a4 1 —2(p --6) 1 . 	 0 (p—S) —1 
as 1 (7) -4)( -6 ) —(p-4) 1 2(p-4) —2 
Divisor 4(p -2)(p -4) 2(p-2) 4 2p(p-4) 2(p-2) 
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The elements of A -' are worked out by substituting the corresponding elements 
1 
of L i 's in the spectral decomposition i.e. .4 = 	-- L. These elements re i = oV 
given in Table 4 for the three designs of PDO. 
TABLE 4. DISTINCT ELEMENTS OF A -1 FOR THE THREE PDC'S 
Element Design I Design II Design III 
a° 1181+(6p-31)/D 1/a2 -f-(4p— 19)/D 1183+2p/D 
al —(6p-31)/D (2p-13)/D 2(p-8)/D 
a2 3(p-5)/D (p-3)!D 2p/D 
• 
	
a3 6(p-5)1(p--6)D 2(p-3)/(p-6)D —2p/D 
a4 —lID —(4p-19)!D - 	 2(p-8)/D 
a5 11D —(2p-13)/D 2p/D 
a - (p-4)(p--6)/2 
D 12(7)-4)('p--5)(3p--l6) 4(p-3)(p--4)(3p-16) (p-4)(p-. C)(p) 
x(p 2 -_iflp+32) 
5. COMPARISON OF THE ESTIMATES 
The estimates ê1 ' are most conveniently worked out by the relation 
= A -1 Q by entering ak from Table 4 in (ij)-th position in A -'. if the lines 
i and j are k-th associates as already pointed out. For the estimated differ- 
ences (—g5) there will, in general, be 5 different variances according as the 
lines i and j are 1st or 2nd ..., or 5th associates. For this purpose one has to 
write down the association relationship among the n symbols representing 
the n. lines. Let us denote the appropriate variances for the difference 
by JTk  if the two lines correspond to k-th associates. Then 
Vk = 20.2(0_ak),. k = 1,2,3,4,5. 
The avmago variance (V), which can be taken as a critrion for conipa.nng 
the efficiency of one design relative to the other, for the same values of n 
and s, is 
- 	F. /5 
V = E flkVk/ Z Ilk, 
k1 	/ /c1 
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For the three PDC's those are. respoetively 
D1  
( 
( fl -_1)(p__4(p_.8)(P_WP±32 ) 
It is found that Design I and Design II present a five-variance sample. 
of PDC wlieroas 
 'Design [fl 1ew°ls to a throc_variallec sample. 'flie average 
rnianCeS 
 ill o units for thoso designs n.o given in Table 
5 for admissible 
values of n between 24 and ISO. 
It is apparent from Table 5 that the average variance decreases with 
increase in the value of s. The average variance does not change much, if 
s does not Ci 1ng ir6spoctiVn of design and vnluo 
01 n. For instance, with 
TABLE 5. AVERAGE VARIANCE OF THE DIFFERENCE BETWEEN THE g.o.a. 






81 	 PD  
Design II 
 82 	 VD 
Design III 
 83 	 VD 3 
24 8 8 0.2802 
8 0.2978 4 SING 
40 10 12 0.1806 
12 0.1871 12 0.1955 
60 12 16 0.1323 
16 0.1363 24 0.0886. 
84 14 20 0.1044 20 
0.1071 40 0.0516 
112 16 24 0.0863 
24 0.0853 60 0.0343 
144 18 28 0.0736 28 
0.0750 84 0.0241 
180 20 32 0.0641 32 	
° 0.0652 112 0.0180 
N.B. SING. indicates that the least squares equations under the design are singular. 
= 24, the avragc variances are found tu be 
i0880u2, 0.08630 2 and 
0.08830 2 respective for 'it eqw'd to 60 (Design III), 112 
(Design I) and 112 
(Design II). A comparison of average varianOes indicates that Design I 
is consistently more efficient than Design II since for the same values of n 
and s, the former always has a lower average variance than does the latter. 
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Further, when n = 40 and s = 12, Design I has a lower average variance 
than do Designs II and III. A comparison of Design I with n = 24 and s = 8 
can be made with PDC Design (I) based on Group-Divisible (G])) association 
scheme for n = 24, br '= 9 given in Arya and Nainin (1977). The Jiwinor 
with an average variance of 0.2860 .2 is loss efficiont. than the latter with 
the corresponding figure of 0.2467 2 . 
It may be mentioned that circulant designs of Kcmpthorne and Ouniow 
(1961)   are not defined for uvoit values of n and 8 whores the prosciit Ones are. 
Those thcroforo fill an important gap for some of the non-available PDOs. 
Appendix 	 ' 
METHOD FOR OBTAINING THE LATENT ROOTS AND IDEMPOTENT 
MATRICES OF A 
The special featurö of the matrix A (= NN') or any other associated 
matrix such as A -1 or its idempotents is that they contain at the most (m+1) 
distinct elements if the underlying PBIB design has m associate class asso-
ciation schome. We can therefore work in terms of these elements. Tile 
(i,j)-t]L clement of A is denoted by agj (A) = ak (A) if the troatiiioiits i and j 
are /c-tli associate's in the given association scheme, Ic = 0, 1, ..., rn The 
elements in A -" or any other related matrix can be denoted in a similar way. 
Bose and Mesner (1959) showed that the 'distinct latent roots of A are 
the sane as the distinct latent roots of 
P=8I+AiPi++Am Pm , 	 ... (1) 
where A's are the usual parameters of the PBIB design and 8 is the diagoiutl' 
element in A. Further Pk = ( j ) is a matrix of order (m+1)x(m4-l) 
Pu#k 
	
as referred to in the above mentioned paper wuero p/ (i,j, Ic = 0, 1, ..., m) 	) 
is the number of, associates common to i-ti, associates of sonie treatment a' 
and lc-th associates of another treatment fi where a and fi are j-th associates. 
The pi's matrices of' (I) are cumutative and hence' the latent roots of p 
call be obtained fiom those of p i 's on the right side when arranged in a 
SUITABLE ORDER and expressed by same relation. Thus if the latent 
roots of p (Ic = 1, ..., rn) are Oik (i = 0 I, ..., m) the roots of p will be 
= s+k!1 
A 	k' 	= 0, I, ..., rn. 	 ... (2) 
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The ordering of the roots is done in such a manner that a particular root has 
the same muitipiicity with respect to the matrix A for all the pf matrices. 
The inuitiplicitios aio obtained as traces of the coiresponding idompotent 
matrices of A which provides an alternative method to those of Bose and 
Most icr. 
The idempotent matrices related with A are worked out by the help 
of the well known matrix 
C=s6 —Al2 	 •.. (3) 
and its latent roots 
	
0=8-0g/2,i=0,1,...,m 	 ... (4) 
where s  is a diagonal matrix with all the diagonal elements equal to 8. Also, 
we consider the associated 2-plot block PBIB design in which only one of 
the A's say Ak is equal to one and the rest of them are zeros. Thus .9 will 
be equal to nk where nic  is the number of k-th associates in the underlying 
association scheme (k = 1, 2, ..., m). The distinct elements of C, C2, ..., C 
can be obtained by successive multiplication. For C2, we multiply the 
successive rows of C having initial element ak(C), ic =0, 1, ..., m by the 
first row of C which has a0(C) as the initial element. The element a1(C)a;(C) 
in this 10(iU(l  Will appoiu 7j ti iflcs if i and j  arc k-th associates 
(i,j, ic = 0, 1, ..., m). Thus we have, for all k 
= Z p; aj(C)aj(C) 	 ... (5) 
i , JO 
= 	z4aktC)ai(C2) 	 ... (6) 
1-0 
and so on. Such elements are listed uto fifth powers in the Table to follow. 
The matrix C of order n x n having the latent toots 01 with multiplicities 
al (i = 0, 1, ..., rn) such that Z aj= n., will have the idempotent matrices 
L1 = H [(C-05 I)/(l—J)], i = 0,1,..., m. 
This can be put as 
Di L1 = (jm_( ØJ)Cm—l +... ± II O 	 ... (7) 
j,di 
'SF 
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where 
Di = 11  
11it, last term on the right of (7) vanislic fo i = 1, 2, ..., m since 00 is always 
zero. Further L 0 corresponding to the zero latent root of C is known to 
have all its elements equal to i/n. For, the distinct elements ak(Lf), 
IC = 0, 1, :"' m of Lj's, we then have 
Dkak(Li) = aklCn')—( 	i 1)k(Cm -1 ).F( >1 	010j)a(Cm-2).-_. 	... (9) 
for i = 1, 2, ..., m. The idempotont matrices related with -! which are the 
Sante as those related with C, are thus known. 
TABLE: ELEMENTS OF C, C2 , C5 , C4 ANb 05  RELATED WITH A 2-PLOT BLOCK- J'IJiJl DESIGN W1'I'I'f PARAMETERS is, b = 8/2, r = 8, K = 2, Ak = I, Xk'#L . = 0 WITH 8 = U8, 




8C ' nk(n+3nk_pk) 	 3nk9k-4k 
16C4 n,,(n + 6n+ nk - 4nkj4 +qkk) n8(61Z8 -1-1 )p - 4n,q + hk nk(6n8 + 1)p - 	+ hk 
- 	 flJc(4n + 4nlC — pk) 
32C5 flkn+ 1On + 5n - 2n8 	n, (l0n-l- 5nk_p.)pk — .n8 fl8( lO+ on8 —p)p  




	• p p, hf = 	l- = !. 	
h 
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