This invention addresses fixed-point representations of convolutional neural networks (CNN) in integrated circuits. When quantizing a CNN for a practical implementation there is a trade-off between the precision used for operations between coefficients and data and the accuracy of the system. A homogenous representation may not be sufficient to achieve the best level of performance at a reasonable cost in implementation complexity or power consumption. Parsimonious ways of representing data and coefficients are needed to improve power efficiency and throughput while maintaining accuracy of a CNN.
Solution
Our invention provides means to represent coefficients and data of a CNN in a hybrid fashion by assigning fixed-point formatting to different partitions of convolutional layers and feature maps. For instance, different precisions (i.e. numbers of bits) and different formats (i.e. numbers of integer and fractional bits) can be assigned to each two-dimensional (2D) kernel or three-dimensional (3D) kernel of a convolutional layer. Similarly, different precisions and formats can be assigned to different partitions of the input and/or output feature maps. While defining precisions and formats in a hybrid fashion adds overhead for representation both in terms of storage space and facilities to decode and use the information, it can bring about a significant improvement in CNN accuracy when compared to a homogeneous quantization (i.e. 4D). Additionally, precisions for intermediate accumulated values can also be specified.
Thus, a CNN layer with 2D quantization could have representation as detailed below and as illustrated in 
Prior Art

Caffe
Caffe is a popular tool for testing and training neural networks [2] . It uses a *.prototxt file format to describe networks that does not include any information about fixed-point representations.
Ristretto
Ristretto is a software tool used to define CNN fixed-point representations [2] . In the example below from the Ristretto website (http://lepsucd.com/?page_id=637) a single format (highlighted section) is used represent the coefficients and the output data for the layer; this would be considered a 4D quantization. Our work provides a more general representation by assigning a different format to each 2D or 3D convolutional kernel within the layer.
