Statistical Analysis of "Structural Change" - An Annotated Bibliography by Hackl, P. & Westlund, A.
Statistical Analysis of 
"Structural Change" - An 
Annotated Bibliography




Hackl, P. and Westlund, A. (1985) Statistical Analysis of "Structural Change" - An Annotated Bibliography. IIASA 
Collaborative Paper. Copyright © June 1985 by the author(s). http://pure.iiasa.ac.at/2717/ All rights reserved. 
Permission to make digital or hard copies of all or part of this work for personal or classroom use is granted 
without fee provided that copies are not made or distributed for profit or commercial advantage. All copies 
must bear this notice and the full citation on the first page. For other purposes, to republish, to post on servers or 
to redistribute to lists, permission must be sought by contacting repository@iiasa.ac.at 
NOT FOR QUOTATION 
WITHOUT PERMISSION 
OF THE AUTHOR 
S T A T I S T I C A L  A N A L Y I S T S  OF ' S T R U C T U R A L  
CHANGE ' 
AN ANNOTATED B I B L I O G R A P H Y  




CoZZaboratioe Papers r e p o r t  work which has  no t  been 
performed s o l e l y  a t  t h e  I n t e r n a t i o n a l  I n s t i t u t e  f o r  
Applied Systems Analysis  and which has  received only 
l im i t ed  review. V i e w s  o r  opinions expressed he re in  
do n o t  n e c e s s a r i l y  r ep re sen t  those of t h e  I n s t i t u t e ,  
i ts  National-Member Organizat ions,  o r  o t h e r  organi-  
z a t i ons  suppor t ing t h e  work. 
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FOREWORD 
Within t h e  framework of t h e  Economic S t r u c t u r a l  Change 
Program, a coope ra t i ve  r e s e a r c h  a c t i v i t y  of TTASA and t h e  
U n i v e r s i t y  of Bonn, FRG, a p r o j e c t  i s  c a r r i e d  ou t  on . f c S t a t i s -  
t i c a l  and Econometric I d e n t i f i c a t i o n  of S t r u c t u r a l  Change"; 
t h e  p r o j e c t  i n v o l v e s  s t u d i e s  on t h e  fo rmal  a s p e c t s  of t h e  
a n a l y s i s  of s t r u c t u r a l  changes. On t h e  one hand, t h e y  i n c l u d e  
s t a t i s t i c a l  methods t o  d e t e c t  non-constancies ,  such as sta- 
b i l i t y  t e s t s ,  d e t e c t i o n  c r i t e r i a ,  e t c . ,  and on t h e  o t h e r  hand, 
methods which a r e  s u i t a b l e  f o r  models which i n c o r p o r a t e  non- 
constancy of t h e  paramete rs ,  such as e s t i m a t i o n  t echn iques  
f o r  t ime-varying paramete rs ,  a d a p t i v e  methods, e t c .  
The p r e s e n t  paper  p rov ides  a documentat ion of t h e  s t a t e  
of t h e  art i n  t h e  form of a b ib l iog raphy .  
Ana to l i  Smyshlyaw 
Act ing Leader 
Economic S t r u c t u r a l  Change Program 
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Chapte r  I: INTRODUCTION 
The t y p i c a l  ' s t r u c t u r a l  change '  s i t u a t i o n  is - from t h e  p o i n t  
of  view o f  a s t a t i s t i c i a n  - a s  f o l l o w s :  To cope  w i t h  a 
p a r t i c u l a r  economic phenomenon a model is s p e c i f i e d ,  and it is 
s u s p e c t e d  t h a t  f o r  d i f f e r e n t  p e r i o d s  o f  time, o r  f o r  d i f f e r e n t  
s p a c i a l  r e g i o n s ,  d i f f e r e n t  sets  o f  pa ramete r  v a l u e s  a r e  needed 
i n  o r d e r  t o  d e s c r i b e  t h e  r e a l i t y  a d e q u a t e l y ;  t h e  'change 
p o i n t '  which s e p a r a t e s  t h e s e  p e r i o d s ,  o r  r e g i o n s ,  is unknown. 
Q u e s t i o n s  t h a t  a r i s e  i n  t h i s  c o n t e x t  i n c l u d e :  Is it n e c e s s a r y  
t o  assume t h a t  t h e  p a r a m e t e r s  are changing?  When, o r  where, 
does  a change o c c u r  o r  - if it takes place o v e r  a c e r t a i n  
p e r i o d  o f  time - what is its o n s e t  and d u r a t i o n ?  How much do 
pa ramete r s  b e f o r e  and a f t e r  t h e  change d i f f e r ?  What t y p e  o f  
model is a p p r o p r i a t e  i n  a p a r t i c u l a r  s i t u a t i o n  ( e . g . ,  
two-phase r e g r e s s i o n ,  s t o c h a s t i c  pa ramete r  mode l s )?  
Non-constancy o f  t h e  parameters is an e s s e n t i a l  e l ement  o f  
' s t r u c t u r a l  change ' .  T h i s  non-constancy o f  t h e  p a r a m e t e r s  can 
appear  as an inadequacy o f  t h e  model which is s p e c i f i e d  t o  
r e p r e s e n t  t h e  phenomenon i n  q u e s t i o n ;  d i a g n o s t i c  check ing  
methods can  be a p p l i e d  t o  i d e n t i f y  such non-cons tanc ies .  On 
t h e  o t h e r  hand,  parameter v a r i a b i l i t y  can be i n c o r p o r a t e d  i n  
t h e  model. 
Refe rences  i n c l u d e d  i n  t h i s  b i b l i o g r a p h y  c o n c e n t r a t e . o n  two 
t o p i c s :  
( 1 )  D e t e c t i o n  o f  non-constancy o f  p a r a m e t e r s  i n  r e g r e s s i o n  
and time series models. 
(2) S t a t i s t i c a l  a n a l y s i s  o f  models w i t h  t ime-varying 
pa ramete r s .  
The f i r s t  group o f  r e f e r e n c e s  d e a l s  mainly w i t h  t h e  change 
p o i n t  problem i n  t h e  c o n t e x t  o f  r e g r e s s i o n  models.  Constancy 
o f  a sequence  o f  random v a r i a b l e s  is r e l a t e d  t o  t h e  a n a l y s i s  
o f  r e s i d u a l s  which might  be  performed i n  o r d e r  t o  d e t e c t  
non-constancy o f  t h e  r e g r e s s i o n  p a r a m e t e r s ;  t h e r e f o r e ,  p a p e r s  
a r e  a l s o  i n c l u d e d  which d i s c u s s  t h e  a n a l y s i s  o f ' p a r a m e t e r  
cons tancy  o f  ( t i m e - o r d e r e d )  sequences  o f  random v a r i a b l e s .  
S e v e r a l  p a p e r s  d i s c u s s  t h e  a n a l y s i s  o f  cons tancy  of  parameters 
o f  time series models.  
The second group of  r e f e r e n c e s  is concerned w i t h  e s t i m a t i o n  
p r o c e d u r e s  f o r  r e g r e s s i o n  models w i t h  t ime-varying parameters. 
These p a p e r s  are o f  i n t e r e s t  because  t ime-vary ing  parameter 
models might  be a p p r o p r i a t e  f o r  model s p e c i f i c a t i o n  i n  t h e  
p r e s e n c e  o f  non-constancy.  Also ,  such p a r a m e t e r i z a t i o n s  can  
be used t o  d e t e c t  i n s t a b i l i t y  i n  t h e  c o e f f i c i e n t s .  Some 
p a p e r s  are i n c l u d e d  which d i s c u s s  f o r e c a s t i n g  problems i n  t h e  
s i t u a t i o n  o f  non-constant  parameters. No o r  n e a r l y  no we igh t  
is g i v e n  some t o p i c s  which are r e l a t e d  t o  t h o s e  mentioned 
above,  v i z . ,  c o n t i n u o u s  sampl ing  i n s p e c t i o n ,  h e t e r o s c e -  
d a s t i c i t y ,  a n a l y s i s  o f  non-constancy o f  time-series parameters 
i n  t h e  f requency  domain, and d i s e q u i l i b r i u m  models.  The 
r e a s o n s  f o r  t h i s  l i m i t a t i o n s  l i e  p a r t l y  i n  t h e  s u b j e c t s ,  
p a r t l y  i n  t h e  fact  t h a t  o u r  e f f o r t s  had t o  be r e s t r i c t e d .  
The c l o s e  c o n n e c t i o n  o f  q u e s t i o n s  o f  model s t a b i l i t y  w i t h  
economic problems l e a d s  u s  t o  d i s c u s s  b r i e f l y  what is known 
under l s t r u c t u r a l  change1 among economis t s .  I n  economics t h i s  
n o t i o n  is n o t  c l e a r l y  d e f i n e d .  However, a n o t i o n  r e l a t e d  t o  
l s t r u c t u r a l  change1 which, i n  t h e  c o n t e x t  o f  a l i n e a r  dynamic 
model, is c l e a r l y  d e f i n e d ,  is t h e  c o n c e p t  of s t a b i l i t y .  It 
r e f e r s  t o  t h e  dominant r o o t  o f  t h e  c h a r a c t e r i s t i c  e q u a t i o n  o f  
t h e  system: The sys tem is s t a b l e  i f  t h e  dominant r o o t  l i e s  
w i t h i n  t h e  u n i t  c i rc le  ( c f . T h e i 1  & Boot,  1962; Oberhofer  & 
Kmenta, 1973) .  T h i s  c o n c e p t ,  however, is o f  l i t t l e  h e l p  f o r  
d e f i n i n g  l s t r u c t u r a l  change1 i f  it is a c c e p t e d  t h a t  
l s t r u c t u r a l  change1 i m p l i e s  non-constant  r e l a t i o n s  between 
e lements  ( v a r i a b l e s )  o f  t h e  sys tem.  Economists  speak a b o u t  
s t r u c t u r a l  change n o t  o n l y  i n  t h i s  r a t h e r  c o n c r e t e  s e n s e  b u t  
a l s o  i f  t h e r e  are s u b s t a n t i a l  changes  i n  c e r t a i n  
c h a r a c t e r i s t i c s ,  e .g . ,  t h e  mean, o f  t h e  endogenous v a r i a b l e s  
o f  t h e  sys tem.  Consequent ly ,  t h e  b o r d e r l i n e  between 
s t r u c t u r a l  change and s t a b i l i t y  is n o t  s t r i c t ,  t h e  n o t i o n  
l s t r u c t u . r a 1  change1 is n o t  w e l l - d e f i n e d ,  and q u e s t i o n s  
concerning the theoretical motivation of structural change, 
its measurability, and others, cannot be discussed properly. 
An attempt to clarify the subject within an economic framework 
has been made by Westlund (1985). 
Most references included in this bibliography were published 
in methodological (statistical and econometric) journals; only 
a few were taken from economic journals. In these papers 
typical problems which arise in the context of modelling real 
economic phenomena are rarely discussed. For example, what 
implies shortness of time series? How can special patterns of 
parameter changes be treated, particularly slowly moving 
parameters? Also, very few papers could be found which deal 
with non-linear or multi-equation models. 
Although both of us are responsible for this bibliography, the 
'mining' for references was divided: P.Hack1 was concerned 
with papers that discuss analysis of constancy in sequences of 
random variables, in regression models, and in time series 
models; A.Westlund supplied the references that refer to the 
estimation of regression models with time-varying parameters. 
Our work is partially based on four bibliographies which 
delivered about 60 % of the references cited here: Shaban 
( 1980), Hinkley ( 1980), Johnson ( 19771, and Johnson ( 1980). 
Most of the remaining papers appeared after these 
bibliographies were published, a fact that indicates the still 
growing interest in this subject. Papers who mainly deal with 
applications were not incorporated, except papers which were 
published in methodologLca1 journals. We don't claim that 
this bibliography is complete; we are grateful for further 
references and suggestions which would help make a future 
edition more complete. 
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Appendix: THE SUBJECT-MATTER CODES 
A.l Introduction 
The entries in the List of Papers (Chapter 11) are annotated 
according to their sub ject-matter. The corresponding codes 
consist of two digits which are separated by a period. The 
first digit indicates the following areas of statistical 
methodology : 
0 .  General 
1, Analysis of Constancy in a Sequence of Random Variables 
Ordered by Time 
2. Analysis of Constancy in Regression Models 
3. Estimation of Regression Models with Time-Varying 
Parameters 
4. Analysis of Constancy in Time Series Models 
Each entry is annotated by up to four codes. In addition, the 
following code letters are used to qualify the subject-matter 
in more detail: 
Asymptotic Properties 
Bayesian Methods 
Comparison of Procedures 





(Monte Carlo) Simulation Results 




References annotated to concern analysis of constancy in 
sequences of random variables (l.x), in regression models 
(2.x), and in time series models (4.x) concentrate on methods 
to detect non-constancies in the respective models. The 
remaining references (3.x) discuss the analysis of regression 
models with time varying parameters. The short descriptions 
of the several subject-matter codes given in the next section 
are not intended to be- complete. 
A.2 Annotated List of the Subject-Hatter Codes 
0 ,  General 
0.1 Bibliography, survey. 
1. Analysis of Constancy in a Sequence of Random Variables 
1.1 Test for a change in the expectation. The change can be 
sudden or can continue over a certain period of time; the 
variance can be- known or unknown. 
1.2 Sequential test procedures for non-constancy. 
1.3 Test for a change of parameters other than the mean or for 
a change of the whole distribution. 
1.4 Estimation concerning the change-point; estimation of the 
distribution parameters; sample theoretic approach. 
1.5 Bayesian inference concerning the change-point and/or the 
distribution parameters. 
1.6 Estimation procedures concerning other parameters than the 
expectation in the presence of non-constancy. 
2, Analysis of Constancy in Regression Hodels 
2.1 Test procedures for non-constancy of regression 
coefficients .of linear regression models. The disturbance 
variance can be constant or can change also in time. 
2.2 Sequential test procedures for the detection of 
non-constancy. 
2.3 I n f e r e n c e  concern ing  t h e  l i n e a r  r e g r e s s i o n  model i n  t h e  
p r e s e n c e  o f  non-constancy;  s a m p l e  t h e o r e t i c  approach.  Methods 
f o r  e s t i m a t i n g  t h e  unknown change-po in t ,  d i s t r i b u t i o n a l  
p r o p e r t i e s  o f  such  a n  e s t i m a t e ,  and i n f e r e n c e  on t h e  
r e g r e s s i o n  model p a r a m e t e r s  may be  t r e a t e d .  
2.4 Bayesian  i n f e r e n c e  i n  l i n e a r  r e g r e s s i o n  models  i n  t h e  
p r e s e n c e  o f  non-constancy . 
2.5 S p e c i a l  s w i t c h i n g  mechanisms. 
2.6 Regress ion  models w i t h  t ime-varying parameters. The 
mechanism o f  v a r i a t i o n  is assumed t o  be i n  a c t i o n  d u r i n g  t h e  
whole t i m e  o f  o b s e r v a t i o n  and may be  d e t e r m i n i s t i c  o r  
s t o c h a s t i c .  
2.7 I n f e r e n c e  c o n c e r n i n g  non-constancy o f  n o n - l i n e a r  
r e g r e s s i o n  models. 
2.8 Methods o f  i n f e r e n c e  f o r  models based on s p l i n e  f u n c t i o n s ,  
2.9 F o r e c a s t i n g  u n d e r  non-constancy. 
3. E s t i m a t i o n  of R e g r e s s i o n  Models w i t h  Time-Varying 
P a r a m e t e r s  
3.1 Ordinary  l e a s t - s q u a r e s  e s t i m a t i o n .  
3.2 G e n e r a l i z e d  l e a s t - s q u a r e s  e s t i m a t i o n  ( i n c l u d i n g  t h e  
Hildreth-Houck and Swamy p r o c e d u r e s ) .  
3.3 F i l t e r i n g  and smoothing p rocedures .  
3.4 Maximum l i k e l i h o o d  e s t i m a t i o n .  
3.5 The v a r y i n g  parameter (VPR) p rocedure .  
3-6 Bayesian  e s t i m a t i o n .  
3.7 Adapt ive  e s t i m a t i o n  (AEP) p rocedures .  
3.8 O t h e r  procedures .  
3.9 F o r e c a s t i n g  p r o c e d u r e s  i n  t h e  p r e s e n c e  o f  non-constant  
pa ramete r s .  
4 A ~ l y s i s  of Constancy i n  Time Series Models . 
4.1 T e s t  p r o c e d u r e s  f o r  non-constancy o f  t h e  mean a n d / o r  
v a r i a n c e  i n  ARIMA models. 
4.2 Sequential test procedures for the detection of 
non-constancy of an ARIMA model. 
4.3 Test procedures for non-constancy of parameters different 
from mean and variance in ARIMA models. 
4.4 Estimation of parameters of an ARIMA model in the presence 
of non-constancy; sample theoretic approach. 
4.5 Bayesian inference concerning the parameters of an ARIMA 
model in the presence of non-constancy. 
4.6 Inference for models different from ARIMA models. 
4.7 Forecasting under non-constancy. 
4.8 Inference concerning time dependence of (partially) known 
structure. Test and parameter estimation procedures; the 
non-constancy is assumed to have a known onset and/or form 
(cf. intervention analysis). 
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