Abstract-We revisit the hypothesis testing with communication constraints problem, also called distributed hypothesis testing, from the viewpoint of privacy. Instead of observing the raw data directly, the transmitter observes a sanitized or randomized version of it. We impose an upper bound on the mutual information between the raw and randomized data. Under this scenario, the decoder, which is also provided with side information, is required to make a decision on whether the null or alternative hypothesis is in effect. First, we provide a general lower bound on the type-II exponent for arbitrary hypotheses, privacy mechanism, rates, and leakage parameters. Second, we consider the testing against independence scenario in which the distribution under the alternative hypothesis is the product of the marginals of the distribution under the null hypothesis. In this setup, we show that the exponent is known exactly and the strong converse property holds. Finally, the trade-offs between the exponent, compression rate, and leakage parameter are illustrated through a binary example.
I. INTRODUCTION
The hypothesis testing with communication constraints problem, originally studied by Ahlswede and Csiszár [1] , involves testing between two hypotheses when the data X n is not fully observed. Rather, a transmitter compresses it to a certain rate R and the compression index is then sent to the receiver which also has correlated side information Y n . The receiver then performs a binary hypothesis test. One is then interested to characterize, as a function of the compressing rate R, the largest type-II exponent subject to the constraint that the type-I error probability is upper bounded by a certain constant > 0.
The testing against independence scenario [1, Theorem 1-3] is a special case of interest. It involves having two hypotheses in which the joint distribution of X and Y under H = 1 is simply the product of the marginals of the joint distribution under H = 0. The optimal exponent of type-II error probability for testing against independence is evaluated in a single-letter and closed form expression by Ahlswede and Csiszár in [1] . Several extensions of this basic problem are studied for a multi-observer setup [2] - [6] , a multi-decision center setup [7] , [8] and a setup with security constraints [9] .
The motivation for the current paper is to revisit this classical problem from the viewpoint of privacy. In many contemporary applications such as healthcare analytics, privacy concerns necessitate the randomizing or sanitizing of the raw data before statistical inference can be carried out. We model this by including a privacy mechanism PX n |X n that randomizes the raw data before compression is done. The privacy criterion is defined by the normalized mutual information [10] - [13] of the published and original data, which needs to be upper bounded by a constant L. See Fig. 1 . Note that if L is small, X n and X n are almost independent, meaning that we are operating in the high privacy regime. The privacy mechanism can be either memoryless or non-memoryless. In the former, the distribution of the randomized data at each time instant does not depend on the previous history of the data.
In the proposed setup, we need a new coding scheme to deal with the unavailability of the observation X n at the transmitter for hypothesis testing. The idea is that the observer performs a typicality testing on its observed sequence to decide on the hypothesis H = 0 or H = 1. If it decides on H = 1, an n-length sequence of all-zero bits is sent to the transmitter which is subsequently forwarded to the receiver. Otherwise, the observer outputs a sequenceX n based on the privacy mechanism PX n |X n . A privacy analysis shows that this scheme does not change the privacy criterion for a large blocklength n.
Our contributions are as follows. First, in Theorem 1, we derive a general lower bound on the type-II exponent for an arbitrary pair of joint distributions in the null and alternative hypotheses using a non-memoryless privacy mechanism. Next, in Theorem 2, we consider the testing against independence scenario and we establish a tight exponent in terms of the rate and leakage parameters, with a strong converse. A binary example is proposed to show the trade-off between the privacy and error exponent. Let X , Y, andX be arbitrary finite alphabets and let n be a positive integer. Consider the hypothesis testing problem with communication and privacy constraints depicted in Fig. 1 . The first terminal in the system, the Observer, receives the sequence X n = (X 1 , . . . , X n ) ∈ X n and outputs the sequencê X n = (X 1 , . . . ,X n ) ∈X n , which is a noisy version of X n under a privacy mechanism determined by PX n |X n ; the second terminal, the Transmitter, receives the sequenceX n ; the third ISITA2018, Singapore, October 28-31, 2018
II. SYSTEM MODEL
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whereas under the alternative hypothesis
for two given pmfs P XY and Q XY . The privacy mechanism is described by the conditional pmf PX n |X n which maps each sequence X n ∈ X n to a sequencê
n , the joint distributions considering the privacy mechanism are given by
A memoryless/local privacy mechanism is defined by a conditional pmf PX |X which stochastically and independently maps each entry X i ∈ X of X n to a releasedX i ∈X to constructX n . Consequently, for the memoryless privacy mechanism, the conditional pmf PX n |X n (x n |x n ) factorizes as follows:
The joint distributions considering memoryless privacy mechanisms are denoted by P n XXY (x n , x n , y n ) and Q n XXY (x n , x n , y n ), respectively. There is a noise-free bit pipe of rate R from the transmitter to the receiver. Upon observingX n , the transmitter computes the message M = φ (n) (X n ) using a possibly stochastic encoding function φ (n) :X n → {0, . . . , 2 nR } and sends it over the bit pipe to the receiver.
The goal of the communication is that, based on the observation and the received message, the receiver should be able to produce its guess of H as follows:
. This induces a partition of the sample spaceX n × X n × Y n into an acceptance region A n defined as follows:
and a rejection region denoted by A c n . Definition 1: For any ∈ [0, 1) and for a given rateprivacy pair (R, L) ∈ R 2 + , we say that a type-II exponent θ ∈ R + is ( , R, L)-achievable if there exists a sequence of functions and conditional pmfs (φ (n) , g (n) , PX n |X n ), such that the corresponding sequences of type-I and type-II error probabilities at the receiver defined as
and the privacy measure T n
The optimal exponent θ * (R, L) is the supremum of all ( , R, L)-achievable θ ∈ R + .
III. MAIN RESULTS

A. General Hypothesis Testing
In this section, we propose a coding scheme under fixed privacy and rate constraints (R, L) ∈ R 2 + . Define the following joint distribution:
Let P U (u) be the marginal distribution of U ∈ U defined as
Fix positive µ > 0 and ζ > 0, an arbitrary blocklength n and two conditional pmfs PX |X and P U |X over finite auxiliary alphabetsX and U. Fix also the rate and privacy leakage level as R = I(U ;X) + µ, and L = I(X; X) + ζ.
Codebook Generation: Randomly and independently generate a codebook C U U n (m) : m ∈ {0, . . . , 2 nR } , by drawing U n (m) in an i.i.d. manner according to P U . The codebook is known to all terminals.
Observer: Upon observing x n , it checks whether x n ∈ T n µ/4 (P X ). If successful, it outputs the sequencex n where its i-th componentx i is generated based on x i , according to PX |X (x i |x i ). If the typicality check is not successful, the observer then outputs 0 n which is an all-zero sequence of length n, i.e.,x n = 0 n . Transmitter: Upon observingx n , ifx n = 0 n , the transmitter finds an index m such that u n (m),x n ∈ T n µ/2 (P UX ). If successful, it sends the index m over the noiseless link to the receiver. Otherwise, if the typicality check is not successful or x n = 0 n , it sends m = 0. Receiver: Upon observing y n and receiving the index m, if m = 0, the receiver declaresĤ = 1. If m = 0, it checks whether u n (m), y n ∈ T n µ (P U Y ). If the test is successful, the receiver declaresĤ = 0; otherwise, it setsĤ = 1.
Remark 1: In the above scheme, the sequenceX n is chosen to be an n-length zero-sequence when the observer finds that X n is not typical according to P X . Thus, the privacy mechanism is not memoryless and the sequenceX n is not i.i.d.
The above scheme yields the following achievable error exponent.
Theorem 1: For a given ∈ [0, 1) and a rate-privacy pair (R, L) ∈ R 2 + , the optimal type-II error exponent θ * (R,
where P UXXY denotes the set of all joint distributions P UXXY such thatP X = P X ,P U Y = P U Y , andP UX = P UX . The mutual informations in (12) are calculated according to the joint distribution in (9) .
Proof: See Section IV. In the following remarks, we discuss some special cases. Remark 2: Suppose that R = 0 and Q XY > 0. LetX be arbitrary and choose the auxiliary U = ∅ due to the zerorate constraint. For all ∈ [0, 1), Theorem 1 recovers the optimal error exponent of the zero-rate communication for any privacy mechanism (including non-memoryless mechanisms) [14, Theorem 5] which is given by the following:
Remark 3: Consider the case of R > 0 and L = 0 wherê X is independent of X. Using Theorem 1, the optimal error exponent is lower bounded as follows:
However, the above error exponent is not necessarily optimal since the communication-rate is positive. Comparing this special case with the one in Remark 2 shows that the proposed model does not, in general, admit symmetry between the rate and privacy constraints. However, in some specific cases the roles of R and L can be symmetric. Remark 4: Assuming L > H(X), the achievable error exponent of Theorem 1 recovers Han's result in [14, Theorem 2] for distributed hypothesis testing over a rate-R communication link which is given by the following:
The above special cases reveal a trade-off between the privacy criterion and the achievable error exponent when the communication rate is positive, i.e., R > 0. An increase in L results in a larger achievable error exponent. This observation is further illustrated by an example in Sec. III-C ahead.
B. Hypothesis Testing Against Independence with a Memoryless Mechanism
Consider the special case of testing against independence [1, Theorems 1-3], i.e, Q XY = P X P Y . We also assume that the privacy mechanism is memoryless. The following theorem, which includes a strong converse, states the optimal error exponent for this special case.
Then, for any ∈ [0, 1) and any (R, L) ∈ R 2 + , the optimal error exponent for testing against independence when using a memoryless privacy mechanism is given by (16) , where it suffices to choose |U| ≤ |X | + 1 and |X | ≤ |X | according to Caratheodory's theorem [15, Theorem 15.3.5] .
Proof: The proof is provided in [16] .
C. Binary Example
In this section, we study hypothesis testing against independence for a binary example. Suppose that under both hypotheses, we have X ∼ Bern ( 1 2 ). Under the null hypothesis,
for some 0 ≤ q ≤ 1, where N is independent of X. Under the alternative hypothesis
where Y is independent of X. The cardinality constraint shows that it suffices to choose |X | = 2. Due to symmetry of the source X on its alphabet, without loss of optimality, we can choose PX |X to be a binary symmetric channel (BSC). The cardinality bound on the auxiliary random variable U is |U| ≤ 3. The following proposition states that it is also optimal to choose P U |X to be a BSC.
Proposition 1: The optimal error exponent of the proposed binary setup is given by the following:
For the proof of achievability, choose the following auxiliary random variables:
for some 0 ≤ p 1 , p 2 ≤ 1 whereẐ and Z are independent of X and (X,X), respectively. The optimal error exponent of Theorem 2 reduces to the following:
which can be simplified to (19). The proof of the converse is provided in the extended version [16] . Fig. 2 illustrates the error exponent versus the privacy parameter L for a fixed rate R. There is clearly a tradeoff between θ * (R, L) and L. For a less stringent privacy requirement (large L), the error exponent θ * (R, L) increases. 
Now, assume that
or equivalently, we have p i = 1 2 − ξ i , for some ξ i → 0. The Taylor expansion of the binary entropy function in the neighborhood of 1 2 yields the following approximation:
Hence, the communication and privacy constraints are lower bounded as
For any q ∈ (0,
Hence, θ * (R ≈ 0, L ≈ 0) can be approximated by the solution of the following optimization problem:
subject to:
Solving the above optimization yields the following:
The trade-off between the error exponent and privacy can also be observed in (29).
IV. PROOF OF THEOREM 1
Error Probability Analysis: We analyze type-I and type-II error probabilities averaged over all random codebooks. By standard arguments as in [15, pp. 204] , it can be shown that there exists at least a codebook that satisfies the constraints on error probabilities.
For the considered µ > 0 and the considered blocklength n, let P n µ be the set of all joint types π UXXY over U n ×X n × X n × Y n which satisfy the following constraints:
First, we analyze the type-I error probability. For the case of M = 0, we define the following event:
Thus, type-I error probability can be upper bounded as follows:
where the last inequality follows from AEP [15, Theorem 3. Next, we analyze type-II error probability. The acceptance region at the receiver includes the setĀ n which is defined in the following:
Therefore, the average of type-II error probability over all codebooks is upper bounded as follows:
whereθ µ min 
where δ(µ) → 0 as µ → 0. Equality (44) follows from the rate constraint in (11) and (45) holds because |π UX −P UX | < µ/2. Privacy Analysis: We analyze the privacy when H = 0. A similar analysis holds for H = 1. Notice thatX n is not necessarily i.i.d. because according to the scheme in Section III-A,X n is forced to be an all-zero sequence if the observer decides that X n is not typical. However, conditioned on the event that X n ∈ T n µ/4 (P X ), the sequenceX n is i.i.d. according to the conditional pmf PX |X . The privacy measure T n satisfies
In the sequel, we provide a lower bound on H(X n |X n ).
For any x n ∈ T n µ/4 (P X ) and for µ > µ/4, it holds that
≥ −
x n ∈T n µ (PX |X (·|x n )) P n X|X (x n |x n ) log P n X|X (x n |x n )
x n ∈T n µ (PX |X (·|x n )) P n X|X (x n |x n ) log 2 −n(1−µ )H(X|X) (51)
where (51) is true because for anyx n ∈ T n µ (PX |X (·|x n )), it holds that P n X|X (x n |x n ) ≤ 2 −n(1−µ )H(X|X) , and (52) follows because the conditional typicality lemma [17, Chapter 2] implies that P n X|X (T n µ (PX |X (·|x n )|x n ) ≥ 1 − µ for n sufficiently large. Combining (48) and (52), we obtain
where (54) follows because the AEP [15, Theorem 3.1.1] implies that P n X (T n µ/4 (P X )) ≥ 1−µ/4 for n sufficiently large. Hence, we have
≤ nH(X) − H(X n |X n )
≤ nH(X) − n(1 − µ )H(X|X)
= nI(X;X) + nµ H(X|X) (58)
≤ nL + nµ · log |X | (60) = nL + nζ,
where µ 1 − (1 − µ ) 2 (1 − µ/4) ≥ 0, and ζ µ · log |X |. Letting n → ∞ and then letting µ, µ → 0, we obtaiñ θ µ → θ and lim sup n→n T n ≤ L, with θ given by the RHS of (12) . This establishes the proof of Theorem 1.
