Introduction
Cardiovascular morbidity, disability and mortality of them continue to grow globally despite significant progress in the prevention and treatment of these diseases in recent years. Electrocardiography is one of the leading medical non-invasive methods for investigating the cardiovascular system of the human body. For this reason, the clinical electrocardiography is an important part of cardiac studies.
The change in the time interval between cardiac pulsation (beat-to-beat interval) is dynamic, nonlinear, nonstationary and it is defined in the scientific literature as "RR variability" (where R is a point corresponding to the peak of the ECG wave) or Heart Rate Variability.
Heart Rate Variability is the quantitative expression of the sinus arrhythmia. Sinus arrhythmia refers to the normal increase in heart rate that occurs during inspiration. In the scientific literature, the high variability of the heart rate is considered an indicator of good health, and low variability is a powerful and independent indicator of poor general health. Reduced heart rate variability is unfavorable prognostic sign after myocardial infarction (heart attacks) [1] . In 1996, the European Society of Cardiology and North American Society of Pacing and Electrophysiology supported a Task Force which provided recommendation on clinical usages of the HRV for the evaluation of the risk for cardiology disease and provided initial normative values of standard measures of HRV [2] .
The ECG data according to their duration is divided into:
− Short-term (5 to 30 minutes) − they are made with special ECG devices;
− Long-term (up to 24, 48 or 72 hours) − they are made with specialized Holter devices.
Research studies in recent years show that cardiovascular disease can be reduced through early detection, prognosis and prevention.
The aim of this paper is to present the results of linear, non-linear and wavelet analysis of heart rate variability in a group of patients diagnosed with myocardial infarction, a group of patients diagnosed with syncope and healthy control group. In the work is analyzed the ability of described methods to distinguish diseased patients from healthy subjects.
Subjects
This study is based on the information ECG database of Holter's records obtained from Multiprofile Hospital for Active Treatment "National Cardiac Hospital", Sofia, Bulgaria. The studied Holter database contains over 200 longterm (24 hour) records and accompanied by a set common diagnosis by the doctors. The ECG data records are of patients (men and women) with varying degrees of cardiac morbidity in the age range 18-90 years, among them there are records of healthy people. For the purposes of the present study from the information database are separated three groups of subjects: one group consisted of 19 patients diagnosed with myocardial infarction, a group of 17 patients diagnosed with syncope and a control group consisted of 5 healthy subjects. The investigated patients are 19 men and 17 women aged 64 to 87 years. The obtained parameters are presented as mean ± standard deviation.
Heart Rate Variability
The research studies show [3] [4] [5] [6] that the frequency (table 1) obtained by spectral analysis of the sequence of cardiac intervals reflect normal state of health of the individual.
In the five-minute segment of cardiology data records the main spectral components that are measured are: very low frequencies (Very Low Frequency-VLF), low frequency (Low Frequency-LF) and high frequency (High Frequency-HF) [2, 7] . Each of these different frequency ranges correspond to certain physiological reasons [8] . Important to determine the general condition of the individual is frequency allocations in two of these ranges: low-frequency and high-frequency, and their attitude (reflecting the interaction between the sympathetic and parasympathetic nervous system) [9] . Analysis in the time domain. There are several methods by which can be designated variations in the heart rate. Among these, the most simple from the viewpoint of calculation procedures are the methods for analysis in the time domain. Currently analysis of HRV by time domain methods are often practiced. These methods determined the heart rate at any time and calculated the intervals between successive normal complexes (NN (normal-to-normal) time series -intervals between two R waves belonging to normal heartbeats) [2] .
information technologies and control
The time domain analysis provides averages of variations for different periods of time. The methods and algorithms of HRV in the time domain are divided into statistical and geometrical. Geometric methods are more complex and have the final result graphs, which are not suitable for subsequent computer processing. The statistical time methods make it possible to calculate the indexes beyond the length of the direct beat-to-beat intervals. These indices are used in clinical practice and have gained high credibility. The variables of time domain measures of Heart Rate Variability used in this study are given in table 2. 
RMSSD ms
The square root of the mean of the sum of the squares of successive differences between adjacent normal intervals. 
TINN ms
Baseline width of the minimum square difference triangular interpolation of the highest peak of the histogram of all NN intervals.
It is calculated by interpolation procedure. Estimate of overall HRV.
information technologies and control
Analysis in the frequency domain. The spectral parameters in the frequency domain are calculated for 5 minute segment of the data in these frequency ranges [2] :
• Very Low Frequency-VLF: from 0.003 Hz to 0.04 Hz;
• Low Frequency-LF: from 0.04 Hz to 0.15 Hz;
• High Frequency-HF: from 0.15 Hz to 0.4 Hz. In this study to determine the spectral parameters is used method of Welch, which is a modification of the traditional Periodogram and is the most popular method of spectral analysis. Heart sampled series of normal intervals is divided into L number of overlapping segments (windows) in order to reduce the high dispersion of Periodogram.
Data located at the end of the time series, receive a smaller weighting factor than the data located in the center. If it is assumed that each segment has M elements, the modified Periodogram for the segment is given by [11] :
(1) P Mod, x (f) where:
U is the normalization factor for the power spectrum in the window function w(t) and is given using [11] : (2) . The modified Periodogram of Welch applies to all segments and calculates the average spectral density of the segments [12] : (3) , where P Mod,i (f), is the modified Periodogram for the i th segment of the time series. The obtained Periodogram is: (4) .
The program implementation uses spline interpolation and calculates the modified Welch Periodogram using a Hamming window.
The spectral parameters give the values of the spectrum in absolute units (ms 2 ), in percentage and in normal units for the three frequency bands: VLF, LF and HF. It was estimated the relationship LF / HF, which is an indicator of the balance between the sympathetic and parasympathetic nervous system.
Nonlinear Methods for Analysis of Heart Rate Variability
DFA method for analysis of Heart Rate Variability. Fluctuation analysis to reduce the trend (Detrended fluctuation analysis − DFA) is proposed by Peng (1994) and is an extension of normal fluctuation analysis (Fluctuation Analysis − FA), including analysis of non-stationary processes. The DFA is a technique for detecting correlations in time series. The resulting analysis parameter a is similar to the Hurst exponent and successfully applied to signals, whose statistical or dynamic characteristics are non-stationary. This method is suitable for estimating the fractal properties of short-term series of RR data [4] . HRV is analyzed by the parameter α, depending on the slope of the regression line, giving the dependence log (F(n)) of log (n), where n is the length of the studied time series. The original RR time series (with total length N) or its individual segments, first is integrated by calculating the sum of the difference between i th interval and average of intervals using [13] :
where
− the average of RR(i) over the entire series.
The resulting integrated series Y (k) is divided into boxes of equal length n, and successively in each box a local trend (labeled Yn(k)) is subtracted from the data. Thus, the nonstationarity was reduced in integrated series − removing the local linear trend segment by segment. The root-mean square fluctuation F (n) of this resulting integrated and detrended time series is calculated by the formula [13] : (6) .
This procedure is repeated for different lengths of the boxes or for different time scales in order to obtain the relationship between the averaged fluctuation F (n) and boxes length n. The DFA shows (in case of RR intervals) typically different correlation properties for small blocks (n <16), and for larger blocks (n > 16) [14] . That phenomenon can clearly be seen in the log-log graph of fluctuation F(n). For this reason, in recent years researchers identify two separate scaling exponents, α 1 and α 2 − for small and large boxes − reflecting the short-term and long-term fluctuations in the RR time series.
The relationship on a log-log graph between fluctuations F(n) and the time scales n can be estimated by a linear model:
The slope of the regression line between log (F(n)) and log (n) give the self-similarity parameter, characterized the correlation properties of time series: (7) .
For uncorrelated time series, the value of this fractal parameter is within the range (0, 0.5). Values greater than 0.5 (0.5 < α <1.5) indicates the presence of correlation in the time series. When α = 1.5 signal have a high correlation − Brownian noise. When α = 1, signal is a pink noise.
The steps of the algorithm of the DFA are as follows: 1. Determination of integrated RR sequence with length N using formula (5).
2. Separation of integrated RR sequence to non-overlapping segments (boxes) of equal length n.
3. Calculation of a local linear trend for each segment 5. Plotting double-log graph between F(n) and time scales n.
6. Determination of the slope of the regression line by least squares.
7. Determination of the fractal parameter α. The Poincaré plot method for analysis of Heart Rate Variability. The Poincaré plot analysis [15] is a non-linear geometrical method to assess the dynamics of HRV. The Poincaré plot is representation of the time series into a phase space, a scattergram, which is constructed by plotting each cardiac interval (along the x axis) against the next regular interval (on the y-axis). When the heart rate is regular, the points are located on the line of identity (x = y). The standard deviation SD1 is perpendicular to the line of identity and measured short-term variability in heart rate. The standard deviation SD2 is against the line of identity and measured long-term Heart Rate Variability.
Wavelet Transform Analysis of Heart Rate Variability
Today's most common spectral analysis technique is the Fourier transform or fast Fourier transform, which assumes that the time series is stationary in time [10] . The problem in the use of Fourier transform is lack of temporal resolution and the exact time instant of Heart Rate Variability changes remain unknown. The wavelet analysis maintains time and frequency localization in a time series analysis by decomposing or transforming a one-dimensional time series into a two-dimensional time-frequency data, simultaneously. For this reason the wavelet analysis is applied to analyze nonstationary and non-periodic RR time series. The wavelet transform allows the use of long time intervals to observe more exactly information in low frequency range, and shorter intervals to observe information in high frequency range. The wavelet transform is based on the concept of Multi-Resolution Analysis (MRA). MRA considers the information at different resolutions or scales and represent this information as a collection of details and approximation components. Details are low scale (high frequency) components of signal, while approximations are high scale (low frequency).
For a given wavelet transformation W i applied to time series t i , where i = 1,2 ... N (N − number of elements of the series), the local frequency wavelet spectrum is defined as the square of the absolute value of wavelet coefficients:
The average of all local wavelet spectra gives global wavelet spectrum [16] : (8) .
In this study to determine the frequency spectrum is used continuous wavelet transformation, the basis of Morlet. For this purpose, a cubic spline interpolation based on the normal-to-normal intervals are applied. To obtain a constant sampling time, the non-uniform spacing in interval series are resampled at 4 Hz. The most popular technique for timefrequency visualization in the analysis of nonstationary signals is spectrogram, which estimates the power spectral density (PSD) by applying the Periodogram to data.
Results
The described mathematical methods are implemented with a software program created by the author in the programming environment MATLAB. The developed software includes analysis of HRV in the time domain, frequency domain, nonlinear analysis, wavelet analysis and fractal analysis. The program allows for processing and analysis of the short-term 5 minute ECG signals and long-term 24-hours Holter recordings.
The values of the investigated parameters in the time domain for patients with myocardial infarction, patients with syncope and healthy subjects are reported in table 3 . Table 4 shows the results of spectral methods in the frequency domain. Table 5 shows the results of nonlinear methods (DFA method and method of Poincare) for the studied three groups of patients.
The obtained results show significant differences between the groups at:
Patients with myocardial infarction versus healthy controls: In the scientific research, statisticians often choose a cutoff point under which a p-value must fall for a finding to be considered statistically significant. If the investigated p-value is less than or equal 0.05 (5%), the result is deemed statistically significant − there is a significant relationship between the variables.
In this paper differences between the parameters of the groups are tested by the unpaired t-test. A p parameter is determined by ANOVA analysis. Statistical analysis is performed using PSPP 0. 10 Conclusions from the analysis of Heart Rate Variability:
− The values of temporal parameters SDNN, SDANN, HRTi, parameter SD2 of analysis of the Poincaré, alfa1 of the DFA analysis and low frequency parameters of frequency analysis of Heart Rate Variability, the relationship of simpatovagal balance (LF/HF) are significantly reduced in study patients with myocardial infarction and patients with syncope compared to healthy subjects.
− The values of the ratio SD1/SD2 analysis of the Poincare and alfa2 of the DFA analysis are significantly elevated in patients studied with cardiac disease compared to healthy subjects.
− Parameters SDNN, HRVTi, LF, LF/HF, SD2, SD1/SD2, alpha1, alpha2 are statistically significant because the p parameter determined by ANOVA analysis has values <0.05. The values of these parameters can be used to differentiate two groups of ill patients and healthy subjects.
The spectrogram is a useful tool for HRV analysis of ECG signals. The resulting graphical results ( figure 1 to  figure 3 ) show the distribution of frequencies (on the vertical axis) versus time (on the horizontal axis). The signal power is graphically depicted by using a color scale. Strong power is shown by dark red color and weak power by dark blue color.
The highest output frequency is indicated with dark red. Thick horizontal lines mark the boundaries of the investigated frequency bands.
The results are calculated for 5 minute segment of the data. VLF, LF and HF power are measured in absolute values of power (ms The table in figure 1 shows results of spectrum for VLF, LF and HF; the peak frequency for the three frequency ranges; simpatovagal index (LF/HF) and power reference values. The spectrogram depicted in figure 1 shows weak power in high frequency range and predominantly weak power in the low frequency range. The weak power in these two frequency ranges showed low Heart Rate Variability, which is an indicator of poor health status. These low values in the high frequency and low frequency range (shown in blue in the spectrogram) are confirmed by the resulting numerical values for the spectrum on the HF and LF areas, shown in the table in figure 1 . The table numerical values for spectrum in absolute units and spectrum in normal units are colored red, because they are outside of their respective reference (normal) values. These reference values (presented in separate columns) are based on the Task Force, adopted in 1996 [2] . Figure 2 shows the wavelet spectrum of healthy subjects. The spectrogram shows high signal power (colored in yellow, orange and red) in the high frequency range and low frequency range. This demonstrated that the Heart Rate Variability is high and it is an indicator of very good general state of health. Figure 3a shows a spectrogram of a patient diagnosed with ischemic heart disease, and figgure 3b) − patient suffered a myocardial infarction. The spectrogram shows the low signal power (colored in blue) in the high frequency range and low-frequency range. This demonstrated that the Heart Rate Variability is low and it is an indicator of health problems.
The comparison between the spectrograms of healthy subjects and the spectrograms of cardiac disease subjects establishes different coloration in these spectrograms − a yellow-orange-red coloration in HF and LF in healthy subjects and blue coloring in unhealthy subjects.
Based on the graphical and numerical results, the following conclusions can be drawn:
1. There is observed a significant reduction in Heart Rate Variability after myocardial infarction.
2. There is an attenuation of frequencies in the high frequency range and in the low frequency range, in diseases such as ischemic heart disease.
3. Obtained (with wavelet transform) spectrograms may be used in the analysis of cardiac disease as an additional means.
4. The wavelet analysis is one of the best mathematical tools for graphic differentiation of healthy and unhealthy subjects. 
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Conclusion
HRV is a known risk factor for mortality in cardiovascular patients and healthy subjects. HRV analysis is an effective, powerful tool for measurement of cardiac autonomic activity. In this study are presented recent scientific researches and the results of application of linear, nonlinear and wavelet methods for cardiovascular patients. The used mathematical methods for HRV analysis are quantitative tools for assessing Heart Rate Variability.
The proposed graphical results of the cardiac data managed to give important information about the health condition of the subjects.
The values of investigated parameters are different for both investigated groups of patients (diagnosed with myocardial infarction and diagnosed with syncope) and healthy subjects. The proposed mathematical methods are quite useful for diagnosing the cardiovascular diseases. The developed application software for the illustrated above methods, designed for mathematical analysis of ECG signals, could be utilized by physicians as additional mathematical tool for presentation of pathological status of patients. The applied wavelet analysis of RR intervals data are quite suitable tool for the evaluation of Heart Rate Variability and can be successfully used as an additional tool for graphically differentiation of healthy subjects and patients with cardiovascular disease.
