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An approximate version of the standard uniformization technique is introduced for application to 
continuous-time Markov chains with unbounded jump rates. This technique is shown to be asymptotically 
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1. Introduction 
Continuous-time Markov chains are widely applicable for modeling practical situ- 
ations that evolve continuously in time with jumps or changes at specific epochs. 
Particularly, applications are found in communication (queueing theory, broadcast- 
ing), computer performance evaluation (computer networks), manufacturing 
(material handling systems, assembly lines), inventory theory, maintenance analysis 
and reliability. 
In dealing with continuous-time Markov chains the technique of uniformization, 
motivated by results in [2], has been shown to be a powerful tool for both computa- 
tional and theoretical purposes over the last decades. Among various others, see 
for instance [13, p. 1101 for a short description of this technique. For example, 
uniformization has been fruitfully exploited for Markov decision processes both 
directly (cf. [S]) and indirectly such as by speeding up policy improvement schemes 
by artificially introducing extra decision epochs (cf. [ 141). 
The uniformization technique, however, is essentially based upon the assumption 
of uniformly bounded transition or jump rates. Unfortunately, this assumption is 
too restrictive in many applications with unbounded state spaces. For example, in 
an infinite queueing model the service or departure rate can be linear in the number 
of customers present, in an inventory system the demand rate may have unbounded 
peaks, and in reliability the death rate may be linear in the elapsed life time. 
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Recently, cf. [ 171, error bounds and rates of convergence have been provided for 
truncations of discrete time infinite Markov chains. These results could be applied 
to iqfinite queueing systems with bounded jump rates by applying the uniformization 
technique. Other truncation results for discrete time Markov chains and thus also 
continuous-time Markov chains with bounded jump rates are given in [6, 7, 201. 
For infinite queueing systems with unbounded jump rates, however, the uniformiz- 
ation technique and thus also these discrete-time results cannot be applied. 
This paper, therefore, is concerned with an approximate uniformization technique 
that applies to continuous-time Markov chains also with unbounded jump rates. 
This technique is a truncated version of standard uniformization. As the state space 
is hereby truncated this technique is computationally applicable in a twofold manner. 
As a truncation of the transition rate and as a truncation, but not necessarily 
associated to the rate truncation, of the state space. An error bound for the accuracy 
will be established which is reciprocal in the truncation limit with a conditioning 
constant depending upon estimates for the bias terms of the underlying reward 
structure associated with the performance measure of interest. 
To illustrate the approximate uniformization technique as well as how estimates 
for these bias terms can be obtained the results are applied to an infinite queueing 
system with breakdowns and unbounded service rates. An explicit error bound 
expression for this application will be provided. 
First, as unbounded jump rates are involved, conditions are to be imposed so as 
to exclude explosions. To this end, results from [15] will be adopted (Section 2). 
Next, the approximate technique and the key theorem are presented (Section 3). 
The application to the breakdown system will then be examined in detail (Section 4). 
An evaluation concludes the paper. 
2. Model and preliminary results 
The system under investigation is a continuous-time Markov chain or Markov jump 
model with state space N, the set of natural numbers, and transition or jump rates 
CJ( i, j) for a transition from state i into state j. Further, a reward rate r(i) is incurred 
per unit of time when the system is in state i. First, let us introduce some notation 
and present assumptions. 
q(i) =c 4(Cj), p(C j) = q(i, J/q(i). 
Further, for p : N + R with p (. ) 2 1 and p nondecreasing, which will be called a 
bounding function hereafter, let 
~‘“=~f:~+~lIlfII,<~~ 
where 
Ilfll, = yp If(i)l~(i)l (fe B@). 
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Then Bfi is a Banach space endowed with norm 11. lip. The following assumptions 
can then be stated. 
Assumptions 2.1. For bounding functions pq and pr and constants K,, K,, 
llqllr,~ K,, (2.1) 
II 4h, =G KY (2.2) 
and with 
I-%=/-&&Jk (k=O, 1,2) 
and constants K, M, we have 
and either 
II j~i4(.,j)[~k(j)-~k(.)1 II GM (k=O,l,2) 111 
or 
II C 9(~,j)bk(j)-~k(~)1 II GM (k=O, 1,2). I P’i 
(2.3) 
(2.4) 
(2.5) 
The assumptions (2.1) and (2.2) allows for instance polynomially bounded jump 
and reward rates such as with 
/_LJi)=(lfi)“, 
/_L,( i) = (1+ i)“, 
for certain m and p. The restrictive assumptions (2.3) and (2.4) or (2.5) are purely 
technical and argued in detail in [ 151. Roughly speaking they are needed to exclude 
explosions. As per this reference, however, various practical situations with 
unbounded jumprates are covered such as most notably when for some constants 
ry>O, K,<oo and ZEN: 
q(r) 2 7q (Vi), 
q+(i) = jzi q(i, j) s K, (vi), 
q(i, i+k)=O for all k>l (Vi), 
(2.6) 
which are satisfied in many one-dimensional queueing applications such as an 
MIM(co-queue. Under the above Assumptions 2.1 the following lemma can now be 
concluded. Roughly, it states that marginal as well as total expected reward functions 
over a finite time length are properly defined by a deterministic integral equation, 
completely similar to the standard bounded jump and reward case in [l] or [5]. 
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Lemma 2.1. For any p.k-boundedfunctionJ k = 0, 1, the function Af is properly defined 
by 
Afti) =C di, j)[f(j) -f(i)1 (2.7) 
and 
IlAf IL, c_(K + w‘qlfll~n. (2.8) 
Further, for any finite epoch S and any pu,-bounded function r there exists a unique 
p,-bounded family { T,r I t s S} and { V, I t d S} satisfying 
T,+,r= T,(T,r) (s+t~S), (2.9) 
(2.10) 
(t”S). (2.11) 
Proof. The statements (2.7) and (2.8) follow from (2.3) as in [15] with q’( ., .) = 
q(. , .). For given r, the existence of a unique pu,-bounded solution {V, I t s S} 
satisfying V, = ji [r + A V,] ds is directly concluded from Theorem 2.1 of [ 151 with 
q’( .) = q( .), r’( *) = r( .), v = 0, t = 2 - t and Z = S substituted. This same theorem 
also proves the existence of a unique p,-bounded family { T,r 1 t s S} satisfying (2.10) 
by substituting r = 0, Y’ = r and Z = t. The semigroup-property (2.9) as well as the 
relation V, = 5; T,r ds, finally, cannot be concluded directly from this theorem but 
in fact are implicitly proven by the proof of this theorem as based on discrete-time 
approximations, for which the discrete analogous of these statements are 
standard. 0 
From standard Markov reward theory it is well-known in view of the above 
representation that the value T,r( i) and V,(i) represent the expected reward at time 
t respectively the expected total reward over time t when starting in state i at time 
0 and incurring a reward r at time t respectively a reward rate r during [0, t]. The 
operator A is known as the infinitesimal operator or generator of the underlying 
jump process. 
3. Approximate uniformization 
Consider some fixed uniformization limit Q and trucation limit N and for any 
i c N, let t[i] s N be some given state of truncation. Here we allow 
Nsm and Qssupq(i) or Q~supq(i). 
ir- N iSN 
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Then for any is N we can define one-step transition probabilities 
P(i A = 
0, 
[1 -[s(i)Q-’ A 111, 
[s(i)Q-’ A lIdi, j), 
j>N 
j = i # t[ i], 
j# i, j# t[i], js N, 
[di)Q- A 11 
[s(i)Q-’ A 11 
+[l -[q(i 
di, r[il)+,_EN Ai, j) , j = Gil + i, 
., 1 
Ai, i)+ C p(i j) 
I‘- N I 
27’ A 111, j = t[ i] = i. 
(3.1) 
The above construction has the following interpretation. For N = 00 and Qz 
sup, q(i), the second and third probability correspond exactly to the conditional 
transition probabilities under the standard uniformization approach (cf. [ 13, p. 1 lo]) 
in which state dependent exponential holding times are uniformized to one and the 
same exponential holding time with parameter Q and dummy jumps introduced 
from a state into itself, as if the process is inspected at an exponential rate Q. For 
N <CO, which is of computational interest, this uniformizing approach is retained 
but with truncated state space in which transitions exceeding the truncation limit 
are lumped together in some state t[ i]. For Q < sup,. N q( i) with either A4 = ~0 or 
N ~00, as can be of interest both from a computational and theoretical point of 
view, the uniformization is relaxed to states with q(i) s Q only. The special case 
N < ~0 and Q 2 max, q(i) which is most practically interesting, will be referred to 
as ‘truncated uniformization’. 
Now let us investigate how the above construction for fixed Q and N can be 
exploited to ‘efficiently approximate’ stationary performance measures of the con- 
tinuous time Markov chain given in Section 2. To this end, we adopt all notation 
from Section 2 and with the reward rate r let functions { c, ( n = 0, 1,2,. . .} be defined 
by 
(3.2) 
with 
%+I = wk where 7, = I (3.3) 
and 
TOi) = C P(i, jlf(j). (3.4) 
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These reward functions thus correspond to the expected total reward over n periods 
of length l/Q with one-step transition probabilities given by (3.1). Now let us 
assume that for some state I, 
g=zrn_$ V,(f) and g=!irns V,(l) 
+ (3.5) 
exist, where V, is the function given by (2.11), which represent the expected average 
reward per period and per unit of time of the discrete construction (3.2) and the 
original continuous-time Markov chain respectively. The following key-theorem 
then shows that under appropriate conditions the approximate uniformization 
construction approximates the average reward, such as a performance measure, 
within an order l/Q. 
Theorem 3.1 (Approximate uniformization). Suppose that for some B, , BZ, 
G-4)~ B, cfn), (3.6) 
lIT,~.,ll,~~ & (vr), (3.7) 
and for some B, and all t, 
j>N 
+ [I+ lf,,,,,,~l C p(i, j)[K(t[il) - V,(i)1 s p,(i)Ai)WQ (3.8) 
;> N 
Then for all t = n/Q and with C = [ K,Bs + (K + 1) K,K,BJ, 
I(% - v,)(l)ls t&C/Q, 
k-g1 s B,CIQ. 
(3.9) 
(3.10) 
Proof. Let h = l/Q, then by virtue of (3.2) and (2.11), 
I 
nh 
v,, = hr+ TV,_,, 6, = vnh-h + (r+Ab’,) ds. (3.11) 
nh-h 
Also noting that T is restricted to (1,. . . , N}, we thus conclude for is N, 
( vnh - vH)ti) 
= V,,,,_,(i)+hAV,,h_h(i) 
I 
nh 
+ A(V,- V,+h)(i) ds- TV,_,(i) 
nh-h 
=[A-(T-z)h-‘]hV,,h_,,(i) 
nh 
+ A( V, - V&_,)(i) ds+ T( V,,,_,, - v,_,)(i). 
nh-h 
(3.12) 
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From (2.7), (3.1), (3.4) and (3.8), we conclude for arbitrary t and with h-l= Q, 
[[A-(%I)K’]V,(i)( 
= q(i)Cp(i,j)[V,(j)-V,(i)l-[q(i)AQl 
i 
X IjzN p(i,j)[V,(j)- K(i)l+i:N p(i,j)[V,(t[il)- V,(i)l) j 
= l~,~ij,uJ4(d - 91 j& p(i, j)[ V,(j) - V,(i)1 
+ liqcijGo~q(i) EN ~(4 j)[V,W - K(t[il)l 
+ l{q(i)>o} 4(i) j;N Ai, .d[V,(j)- V,(i)1 
1 
- Q ,& P(& A[ V(t[il) - V,(i)1 
II 
s tdi)&i)di)&/Q 
s ~z(i)K,B31Q. (3.13) 
From (2.8), (2.10), (2.11), (3.7), h = l/Q and the fact that ll.J(r,~ ().IJ+‘r, we also 
conclude 
c (K + 114 llrllp, )) I:,,_,, T,IA du )I 
CL< 
s(K+l)K,K,B,/Q. (3.14) 
Further, note that If( i>l G p2( i) I/f 1) /*z and ) i;f( i)l s cj p( i, j)lf(j)l for arbitrary func- 
tion J: Hence, from substituting (3.13) and (3.14) in (3.12) after taking absolute 
values, we conclude that for any i d N and with C = [ K,B, + (K + l)K,K,B,], 
I( v,, - V,,)(i)1 s fqdi)[CIQl+C P(i, j)l<vnpt - V+JWl. (3.15) 
As the probabilities p( i, j) remain restricted to states j s N, we thus find by iterating 
the latter inequality for n, n - 1, n -2, . . . , 0 and substituting V,( . ) = v,(. ) = 0, 
n-l 
I(vn - V,~)(i)l~MClQl ,I+ (T!&(i). (3.16) 
By applying condition (3.6) with i = 1, the proof of inequality (3.9) is hereby 
completed. Inequality (3.10) immediately follows by the definitions (3.5). 0 
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Remark 3.2 (Condition (3.8)). The right hand side of condition (3.8) may seem 
artificial by the inclusion of j+(i) and l/Q. However, for practical application one 
may typically think of the left hand side of (3.8) to be non-zero only for i such that 
q(i) is approximately equal to or larger than Q. Roughly, it then comes down to 
verifying (3.8) with the right hand side replaced by p,(i)& in order to guarantee 
(3.10) with order of accuracy l/Q. 
Remark 3.3 (Restricted/ truncated uniformization). Below we particularize condition 
(3.8) for two special cases of interest. 
(i) N = 00, Q < a? (Restricted uniformization). As N = ~0 and only states with 
K,p4(i) 2 q(i) 2 Q are involved in (3.8), in this case (3.8) reduces to: 
II ‘; p(.,j)[K(j)- V,(*)l II <B&i’. WV (3.17) 
(ii) N (00, Q~rnax~_~ q(i) (Truncated uniformization). As q(i) d Q, condition 
(3.8) is now guaranteed by 
ljsN p(i,j)[V,(j)- v,(i)lJ +I C p(i,j)[V,(t[il)- V,(i)11 j ;- N 
s pJi)p,(i)WQ. (3.18) 
Particularly, with t[i] = i for all i and pq(i) 2 (1 - 6) Ky’Q for all i such that 
p( i, j) > 0 for some j > N, where 0 4 6 < 1, this reduces to 
l,TN P(i,j)[V,(j)- V,(i)]) ~p~(i)B,K,‘(l-6). (3.19) 
Remark 3.4. For the case N = 00, the key-result (3.9) of Theorem 3.1 resembles 
Theorem 2.2 of [15], showing that for this special case the construction 3.2 approxi- 
mates the value V, within an order l/Q but with a conditioning constant C, 
depending on t. From the proofs of this reference, however, this constant depending 
on t appears to be exponential in t (see the proof of Lemma 5.1). In contrast but 
most essentially, however, (3.9) proves that this constant can be reduced to a linear 
function in t so that the main result (3.10) can be concluded. 
Remark 3.5. As (3.10) implies the order of accuracy l/Q provided the conditions 
(3.6), (3.7) and (3.8) are satisfied, it also proves the approximate uniformization to 
be asymptotically exact in Q. Particularly, the truncated uniformization such as 
under (3.6), (3.7) and (3.19) seems to guarantee this asymptotic exactness. This will 
be illustrated in Section 5. 
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4. Recursive verification of continuous-time conditions 
The conditions (3.7) and (3.8) involve continuous-time functions that are to be 
estimated from above independently of t. This itself is a main problem as time- 
recursive techniques cannot be applied in continous-time. This section therefore 
will show that the discrete-time recursive construction (3.2) and (3.3) can also be 
utilized to verify the conditions (3.7) and (3.8) in a discrete-time recursive manner. 
To this end, approximation results will be established similar to (3.9) but without 
continuous-time conditions such as (3.7) or (3.8). In contrast with the right hand 
side of (3.9), however, the order of this approximation will grow exponentially in 
t so that a main result of interest as (3.10) cannot be concluded. But for fixed t, 
these approximations will suffice to verify (3.7) and (3.8). 
Let N <cc and Qz maxiSN q(i) be arbitrary finite numbers and consider the 
one-step transition construction given by (3.1). Hence, with h = l/Q, we have 
1 -k(i), 
hq(i, j), 
p(i’j)=’ [ 
h q(i, t[il)+ C di, j) , 
j = i # t[i], 
j # i, j # t[i], 
(4.1) 
J’N I 
j=t[i]#i, 
q(i, i)+ 1 q(i, j) +[1-hq(i)], j= t[i]=i. 
,>N 1 
- - 
Let T, Tk be defined by (3.3) and (3.4) and write A = [T- I]h-‘. The following key 
lemma is then obtained as a truncated analog of Lemma 4.1 from [15]. Its proof 
essentially relies upon the technical assumptions (2.4) or (2.5). 
Lemma 4.1. For k = 0, 1,2 and some constant C independent of N and Q, 
(&)(i)s(l+hC)pUk(i) (is N). (4.2) 
Proof. Noting that j_+( t[ i]) G puk( j) for all j > N and with q(i) = 1, q( i, j) we find 
%(i)=pk(i)+h ,& q(i,j)~l(j)-hq(i)C1~(i)+h~k(t[il),~N d&A 
s~~(i)+hh~(i,J’)[~~(j)-~~k(i)l. (4.3) 
The proof is hereby completed under assumption (2.5), while under (2.4) the proof 
is guaranteed by noting that &(j) s puli (i) for j G i so that the latter inequality can 
be reduced to 
(4.4) 
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The following lemma is a minor modification of Lemma 2.1. Its proof follows 
directlyfromTheorem2.1 of[15] with q*( .) = q(.), r’( .) = r( .), t = Z- t andZ = S. 
Lemma 4.2. For arbitrary finite S and pk-bounded functions r and $ there exists a 
unique +bounded family { W, 1 t s S} satisfying 
W,=++ ‘[r+AW,lds. 
I 
(4.5) 
0 
Further, 
T,r ds + T,$. (4.6) 
Now consider some fixed t and pk-bounded functions r and $. Then with 1= [t/h], 
the functions { w, 1 n = 1,2, . . . , can be defined 
Lemma 4.3. For given and Q 2 maxisN q(i) assume some constant r > 0, 
pu,(i)zrQ if C p(i,.d>O (is N). (4.8) 
j>N 
Then for arbitrary S < ~0, any t c S, some constant Cs independent of N and Q, 
I= [t/h] and arbitrary ,u,-bounded function J we have 
I(%- T,)f(i)l~&i)CsIQ (is N), (4.9) 
I( ii; - W,)(i)ls di)GIQ (is NJ. (4.10) 
Proof. We will first prove (4.10) for arbitrary PI-bounded functions r and y!~. From 
(4.5) and (4.8), we obtain similarly to (3.11) and (3.12) that for any nh s S and is N, 
(W,,,-w,,)(i)=[A-(?‘-Z)h-‘]hW,,,_,(i) 
+ 
I 
nh 
A( W, - W,&h)( i) ds + T( W,,,_, - w,_,)(i). 
nh-h 
(4.11) 
Now noting that q(i)< Q for all i G N, for all s G S we obtain as in (3.13), 
l~A-(~-Z)h~11~(i)l=4(i)~j-2; p(kd[W,(j)- w,(l[il)l(. (4.12) 
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As W, is pu,-bounded while also pu,( t[ i]) 5 am for all j > N, by virtue of condition 
(2.3) with k =0 and the technical condition (4.8), the latter expression can be 
estimated from above by 
2q(i)&(i)ll w,Il,, 
aZKK&I’)II w,ll,,/~u,(i)~~2(i)CIIQ 
where C, =2KK, max,,.s (1 WJ,,/T. Further, from (2.8) and (4.5), 
llA( w, - W+,)II,, 
(4.13) 
’ s(K+l)K, [r+AW,] du 
nh-h Irl 
r 1 
~h(K+Ilh’,LllrJI,,+(K+l)K,supllCI/;,ll,~~~hC*=C2/Q 
u S s 
(4.14) 
for a constant C, independent of N and Q = l/h. Then similarly to (3.15), by 
substituting (4.13) and (4.14) in (4.11) after taking absolute values, we find for any 
is N, 
I(wn- w,h)(i)l~h~UZ(i)[C3/Q1+l~(~n-I- wr,h)(i)l (4.15) 
where C, = C, + C, does not depend on N and Q = l/h. Hence, by Lemma 4.1 and 
(I+ hC) s exp(hC), we have for all nh s S, 
IIw,-W,hli.z~hh[C,/Q]+(1+hC)llW,,~,-W,,,1(.2 
s [nhl(l+ hC)‘IG/Ql 
GSeCS[C,/Q]. (4.16) 
Finally, with n = [t/h] and h = l/Q, we conclude as in (4.14), 
II Wnrl - W IIFLz s CJ 0. (4.17) 
By combining (4.16) and (4.17), inequality (4.10) is hereby proven for arbitrary 
pu,-bounded functions r and $. By letting Y be identical to 0 and substituting Cc, =f; 
(4.9) immediately follows from (4.6) and (4.10). 0 
Theorem 4.4 (Discrete verification). For some 7 > 0 and sequences {N, ) m = 1,2, . . .> 
and {Qm 1 m = 1,2, . . .} with N,,, + 00 and Qm + 00 as m + 00, suppose that for all 
m=l,2,..., condition (4.8) of Lemma 4.3 is satisfied with N = N,,, and Q = Q,,,. 
Further, assume that for all m, some constants B and B(k, j) for given k, j, 
FmpL,(i)Sy,(i)B (is N) (4.18) 
and 
(4.19) 
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with T’ and v,, as per (3.2) and (3.4) based on (4.1) with N = N,,, and Q = Q,, and 
provided k, j s N,,,. Then also for all i and that given k, j, 
KtL,(i) s y,(i)B (t 3 0), (4.20) 
Iv,(j)-K(k)lsB(k,j) (ts0). (4.21) 
Proof. By letting N = M,,, + ~0 and Q = Q,,, + ~0 as m + 00, this follows directly from 
Lemma 4.3. 0 
Remark 4.5 (Monotonicity properties). Theorem 4.4 enables us to verify the condi- 
tions (3.7) and (3.8) in an inductive manner based on the recursive constructions 
(3.1), (3.2) and (3.3). As will be illustrated in detail in the next section, verification 
of the conditions (3.7) and (3.8) can hereby essentially be reduced to showing that 
the one-step transition structure preserves monotonicity properties (see Lemma 5.1, 
Lemma 5.2 and Lemma 5.4). 
5. Application: Queueing systems with breakdowns 
To illustrate how the approximate uniformization technique applies and how the 
necessary conditions can be verified in practical situations, this section concerns an 
application to queueing systems with breakdowns. Such systems do not exhibit a 
product form expression for the steady state distribution and thus require a numerical 
computation. Moreover, in this case the necessary conditions such as (3.7) and (3.8) 
cannot be verified directly by birth-death type arguments as a two- and thus 
essentially more-dimensional state space is involved. To this end, monotonicity 
results are to be proved. Such results are currently of interest in the literature (cf. 
[9-12, 18, 193). The present application, however, requires special technicalities as 
infinite intensities are involved. This has not been touched upon earlier in the 
literature. The proof techniques therefore are of general interest. 
For the purpose of illustration and exposition, we restrict our attention to the 
truncated uniformization case (see Remark 3.3(ii)) as this case is the most natural 
one from a numerical point of view. However, as the essential technicalities such 
as (3.7) and (3.8) are hereby dealt with, similar results can be expected for other 
approximate uniformizations such as restricted uniformization (see Remark 3.3(i)). 
As per inequality (3.10) of Theorem 3.1, the accuracy of the truncated uniformiz- 
ation proposed will be shown to be of order l/Q with an explicit conditioning 
constant B3C. As performance measure of interest we will consider the system 
throughput. 
5.1. Model 
Consider an infinite server system that is subject to breakdowns independently of 
whether customers are present or not at an exponential rate with parameter or. A 
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breakdown renders the system inoperative for an exponential period with parameter 
v,,. The service requirements are assumed to be exponential with parameter p. The 
interarrival times are also exponential but with state dependent parameter A(p, 0) 
whenever the system is in state (p, 19) denoting that p customers are present while 
the system is in status 0, where 13 = 1 means operative (up) and 0 =0 means 
inoperative (down). Here we assume that for some A COO and all (p, 13), 
A(P, l)~A(P,O), A 2A(p, B)Zh(jISl, 0). (5.1) 
For example, we can have h (n, 0) = 0 whenever 0 = 0 and n 3 2 for some 2, while 
h(n, 0) = A otherwise, representing a system in which arrivals are blocked above a 
certain level Z when the system is down. (See Figure 1.) 
- I 00 F- 
Fig. 1. 
The description above is known in the literature as the ‘independent’ breakdown 
case in contrast with the so-called ‘active’ breakdown case in which the system can 
go down only when it is serving (cf. [4, p. 1011). Despite intuition, either case is 
essentially as equally untractable analytically. For contrast A ( . , . ) = A and a single 
instead of infinite server, closed form expressions have been obtained for the 
generating function of the queue length (cf. [4, p. 1031). Similar expressions can be 
expected for the infinite server case but even then explicit expressions for the steady 
state distribution do not seem obtainable. A product form expression can be shown 
to hold (cf. [ 161) only when A(. , 0) = 0 for 0 = 0. For the general case numerical 
computation is thus required. As infinite transition rates are involved, truncated 
uniformization will be proposed. As performance measure of interest we investigate 
the throughput, where it is noted that this measure is known explicitly only when 
the arrival rate is constant. 
5.2. Truncated uniformization 
The transition rates for a transition from state [p, 01 into [p’, 0’1 are given by 
(UP, 0) for [p’, 0’1 = [p + 1, f3], 
4([ P, 01, b’, u> = 1 wb=,i for [P’, e’l=b-1, 11, d{,=O) for [P’, @I= [P, 11, (5.2) 
bJ{O=,) for [p’, 19’]= [p, 01. 
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Further, let 
r(p, 0) =pcLI,,=,, (5.3) 
which represents the departure rate whenever the system is operative with p cus- 
tomers. First, let us investigate the conditions (2.1). Clearly (2.1) and (2.2) are 
satisfied with 
/-&(P, 0) = (I l tP)> K=LL, 
kJ(P. 0) = (I +p), K,==A+/*+u,+v,. 
Further, with the state labeling given below one directly verifies the conditions (2.6) 
which in turn, as per reference [ ~1, guarantees conditions (2.3) and (2.4) with K = 8. 
Lemmas 2.1 and 2.2 thus apply. Particularly, the functions V, are well-defined and 
their limits as per (3.5) necessarily will equal the unique throughput g. The approxi- 
mate uniformization Theorem 3.1 thus becomes of interest. 
To this end, label the states [p, 131 by the number 2p + 8 + 2 l~,,>o) and throughput 
this section, let i and j denote the label corresponding to a state [p, 01 and [p’, 0’1 
respectively. Further, the preceding notation will be adopted either with i and j 
representing labels or with i and j replaced by their corresponding two-dimensional 
states. For example, we write both q(i, j) and q([p, 81, [p’, 0’1) for the transition 
rates as given above. 
Let the operators {T, 1 t 2 0} and the functions { V, ) t 2 0) be given by (2.10) and 
(2.11) for the above transition rates and reward structure. Then V, represents the 
expected total number of departures over a time period of length t, so that the 
system throughput is determined by 
g = fiz $ V,([O, 11). 
In order to apply Theorem 3.1 we first wish to establish the conditions (4.18) and 
(4.19) for concluding the estimates (3.7) and (3.8). These estimates are the most 
essential step for practically applying Theorem 3.1. 
To this end, consider any arbitrary truncation limit L on the queue size and let 
the transition probabilities p([p, 01, [p’, 0’1) be defined by (4.1) with N = 2L+3 
and t([ L, 01) = [L, 01. Then with 
(5.4) 
we have 
P([P, e], [PI, 07) 
i 
l-d[L, mm+aL, fw2, [P’, u=[p, a=[L, a 
= 1 - 4CL, 01)/Q, [P’, 07 = [P, e]+ [L, a (5.5) 
d[P, 01, [P’, W/Q, otherwise, 
for all [p, 01 with p G L. In words, this construction rejects arrivals exceeding the 
threshold L. First let us prove that this construction preserves monotonicity. 
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Lemma 5.1. For any fun~tior~ f( n, 0) such that 
f(p+l, ej-f(P, 8120 (PZO, e=o, I), 
also 
TS‘(p+l, 6)-Tf(p, ejao (p>O, e=o, 1). 
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(5.6) 
(5.7) 
Proof. For any p + 1 s L and (9 = 0, 1, we obtain from (5.1) and (5.5), 
Tf(~+l, e)-V(P, 0) 
={r~(p+l, e)/Qirl~,+l CLlf~~+2, e)+l{,+l=LI fw, e)l 
+~(p+~)~~~~=,~I~if(p, e)+[Y,l(H=O)IQif(p+l, 1) 
+r~,i~H=llmf(p+l~ e) 
+(I-[h(p+~, e>+(p+i)~i(,=,,+vellOlf(p+l,e)} 
-MP, e)mif(p+ 1, e) 
+CP~liH=l)l(p>OJIOlf(P - 1, 1) 
+[v,ljB-=1)lQlf(P,O)+[~ol~s=“)/0lf(P, 1) 
+(I -r~(p, e)+pk4H=lj~~p~O~+ 5mlf(p, eu 
= [A(P, emlr,+ls L) [f(p+z e)-f(p+k e)l 
+CA(P, enw{,+l=LI rfv, e) -fw, e)l 
+[{A(P, @-h(P+l, eml[f(P+k e)-f(P’1, e)l 
+[p~lis-l~l~p‘--Ol/Ql[f(p, e)-fcp-1, e)l 
+[~~+l~mrf(p~ e)-f(p, m 
+[~,lre=,jlQl[f(p+1,O)-f(~,O)l 
+[&o=o)IQl[f(p+L I)-f(p, 111 
+[l-{Alp, e)+(P+l)~l~,=,)+v,}/Ql[f(P+1, @-f(P, e)l. 
Noting that the second, third and fifth term of the last expression are equal to 0, 
applying (5.6) to the other terms, and recalling (5.4), we have hereby completed 
the proof. 0 
Lemma 5.2. For k = 0, 1,2 and all n 3 0, 
E+,P!AO, 1) s %40,1). (5.8) 
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Proof. By induction to n we will show that for any function f satisfying (5.6), we 
also have 
(R+,“I-- W-)(O,l)>O. (5.9) 
For n = 0 this follows by 
i’f(O,l)=[A(O, l)/W-(l,l)+~~-[~(O, 1)/QIlf(o, l)~f(O, 1). 
Suppose that (5.9) holds for n G m - 1, then for n = WI, 
(T,+,f- Rf)(O, 1) = (Z?? - R~‘)(Q-)(O, l)ZO, 
by virtue of the induction hypothesis provided (?;f) satisfies (5.6). This, however, 
is proven by Lemma 5.1. 0 
Lemma53 Letp=~[~~‘+v0’+~~‘y,~0’]. Then,fork=0,1,2, 
Fnph(O, 1) s em” t (1 +-j)‘““‘p’/j! = B(k). 
r-l 
(5.10) 
Proof. The arrival rate of the original queueing system is estimated from above by 
A. Also, as the mean number of breakdowns during a service is estimated from 
above by v,/v while upon arrival the system can be down, the mean sojourn time 
of a customer in the original queueing system is estimated from above by [l + 
Vl/PlG’fK’. Therefore, with X, the queue length of the original breakdown 
system in equilibrium and X the queue length of a stationary M(M]co system with 
arrival rate A and mean service time [ 1 + vl/ vJ/~, one can prove by stochastic 
monotonicity results such as in [9, 10, 11, 18, 191 that 
Now consider the original breakdown system with the modification that arrivals 
exceeding the threshold L are rejected and let Xk be the queue length of this system 
in equilibrium. Then, as intuitively clear, one can prove as in [16] that also 
E(l+X~)h~E(l+X”)k. 
On the other hand, by virtue of the construction (5.5) and the standard uniformization 
technique (cf. [ 15, p. 1 lo]), the steady state distributions of this truncated breakdown 
model and the construction (5.5) are the same, so that particularly 
lim Tnpk = E(l+Xb)k. 
n-xl 
The monotonicity as proven by Lemma 5.2 thus completes the proof. 0 
The following lemma is concerned with estimating the bias terms of the reward 
structure of interest, being the throughput. To this end, let 
r([p, 01) =wliB-l) (5.11) 
and consider the functions v,, as given by (3.2) as based upon 7 given by (3.4) 
and (5.5). 
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Lemma 5.4. For all n, p + 1 s L and 9 = 0,l we have 
0s v&l+I, %I)- V,([P, %l)G 1. (5.12) 
Proof. Since for p + 1 d L, 
Cn+,(rP+l, %I)- E+,([P, %I) 
=[~l(H=,//Ql+TV,(rP+1, Ql)- TV”T([P, e11, 
as in the proof of Lemma 4.1 with f replaced by v,,, and terms equal to zero omitted, 
we find 
C?l+,([p+L m-cn+d[P, 4) 
We can now give the proof by induction to n. Clearly, (5.12) holds for n = 0 as 
v,,( ., .) =O. Suppose that (5.12) holds for n G m, then substitution of the lower 
estimate 0 in (5.13) directly yields the lower estimate 0 also for n = m + 1. To conclude 
also the upper estimate 1 for n = m + 1, note that the first term of the right hand 
side of (5.13) is compensated by ~l{~=,~ of the last term together with the upper 
estimate 1 for n = m by induction hypothesis and recall (5.4). 0 
We are now able to apply Theorems 3.1 and 4.3. To this end, let g be defined by 
(3.2) and (3.5) as based upon the truncated uniformization (5.5) for given truncation 
limit L. 
Theorem 5.5. Let B(0) and B(2) be given by (5.10). Then for any queue size truncation 
limit L and Q=[L~+uO+v,+A+~], 
lE-gl~W)ClQ=0(1/L) (5.14) 
where 
C = [K,S +9K,KB(O)I, 
K,=[h+2p+vVo+v,], BJ=KJ(L+l), K,=p. 
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Proof. First note that the label iV = 2L+3 corresponds to the state [L, 11. The only 
states with label i such that a state with label j > N can be reached, therefore, are 
the states [L, 131 with 0 = 0 or 0 = 1. For these states one has 
PqN.&a)=(1+~)~4? (5.15) 
for 7-l = [A + 2~ + v,+ P,]. Condition (4.8) is thus satisfied with fixed T> 0 for any 
N = 2L+ 1, Q = [Lk + u,+ v, + A + ~1 and arbitrary L. By letting L+ co and recalling 
Lemma 5.3 for k =0 and Lemma 5.4, the conditions of Theorem 4.4 and thus 
inequalities (4.20) and (4.21) are satisfied with 
B = B(0) given by (5.10), (5.16) 
B([L+ 1, 01, [L, 01) = 1 (5.17) 
for arbitrary L. Now consider a fixed L. Then by virtue of Lemma 5.3 and (5.16) 
we have thus verified the conditions (3.6) and (3.7) of Theorem 3.1 with I= 1 the 
label of state [0, 0] and 
B, = B(2), B2 = B(O), 
as per Lemma 5.3. Further, as t[ L, 01 = [L, 01 and q([ p, 01) s Q for all p 4 L and 
0=0, 1, by using (5.17) as estimate for (V,([L+l, 0])- V,([L, e])j and substituting 
pq([L, 01) = p,([L, 01) = (L+ l), one immediately verifies (3.8) with 
B,=Q/(L+1)2~[A+2~+v,+v,]/(L+1). 
Application of Theorem 3.1, where it is noted that K = 8 as by (2.3), completes the 
proof. q 
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