Higher Efficiency of Motion Estimation Methods by Gamcova, M. et al.
58 M. GAMCOVÁ, S. MARCHEVSKÝ, J. GAMEC, HIGHER EFFICIENCY OF MOTION ESTIMATION METHODS 
Higher Efficiency of Motion Estimation Methods 
Mária GAMCOVÁ, Stanislav MARCHEVSKÝ, Ján GAMEC 
Dept. of Electronics and Multimedia Communications, Technical University of Košice, Park Komenského 13, 042 00 
Košice, Slovak Republic 
maria.gamcova@tuke.sk, stanislav.marchevsky@tuke.sk, jan.gamec@tuke.sk 
 
Abstract. This paper presents a new motion estimation 
algorithm to improve the performance of the existing 
searching algorithms at a relative low computational cost. 
We try to amend the incorrect and/or inaccurate estimate 
of motion with higher precision by using adaptive weighted 
median filtering and its modifications. The median filter is 
well-known. A more general filter, called the Adaptively 
Weighted Median Filter (AWM), of which the median filter 
is a special case, is described. The submitted modifications 
conditionally use the AWM and full search algorithm 
(FSA). Simulation results show that the proposed technique 
can efficiently improve the motion estimation performance. 
Keywords 
Motion estimation, Median filtering, Adaptive weigh-
ted median. 
1. Introduction 
The purpose of the motion estimation (ME) and com-
pensation is reduction of redundancy caused by interframe 
correlation of movement objects [1]. However, the estima-
tion and coding of movement vectors should be appro-
priated to computational costs and bit rates at the perspec-
tive high compression systems. That’s why relationship 
between accuracy of movement estimation and simplicity 
of the description vector fields is very important. Better 
motion estimation means higher space decorrelation of 
prediction errors in time area. 
The most popular approach is to reduce the number of 
search locations by using the assumption of unimodal error 
surface in which the matching error decreases monotoni-
cally when the searching location approaches to the global 
optimum. However, this assumption is not usually satis-
fied, thus resulting in local optimal solution. Instead of 
limiting the number of search locations, another interesting 
technique aims at reducing computation of block matching 
with pixel subsampling, successive elimination algorithm 
(SEA) [4] or segmentation [12], [13]. 
The two techniques achieve computation reduction 
with or without loss of search performance. However, they 
cannot achieve the better performance than FSA. Another 
direction for fast computation is to exploit the motion cor-
relation between the neighboring blocks in spatial and 
temporal directions [8]. However, only the correct and 
fully exploited the spatial and temporal correlations, the 
improvement of estimation accuracy can then achieve. 
For fast search algorithms, the loss of estimation ac-
curacy is due to the simplification process, or the false 
assumption. On the other hand, the search is performed for 
integer location, thus the lower precision is also degraded 
the motion compensation performance.  
Since the motion of neighboring blocks in both spatial 
and temporal are highly correlated. But the motion correla-
tion in spatial neighboring is different from temporal 
neighboring. In spatial neighboring, the blocks may be 
partitioned from the same object, thus the neighboring 
blocks have the motion with similarity. In temporal 
neighboring, the blocks have the same characteristics of 
motion, i.e., nearly the same velocity or acceleration.  
The further tradeoff between accuracy of ME and 
spatial homogeneity of temporal prediction errors led to the 
choice of the block matching algorithm (BMA) [1] for ME, 
possibly followed by vector field postprocessing [2]. A 
regularization procedure of motion vectors may be either 
embedded in the estimation itself [3], or designed for post-
processing estimated vectors by exploiting confidence 
measurements as well. 
The BMA suffers from another limitation concerning 
the fidelity of the predicted image: blocking effect is intro-
duced for the lack of coherence of the estimated motion to 
the actual motion. It is possible to overcome this drawback 
partially by smoothing the estimated vector field in a fur-
ther stage. Smoothing can be accomplished, for example, 
by using weighted median filtering [2], [6], [7], [5] or 
Kalman filtering [8]. 
Therefore, in this paper, the main purpose is to pre-
sent a motion estimation and filtering techniques that give 
consideration to both estimation performance and compu-
tational efficiency. 
2. Motion Estimation 
For the estimation of the displacement vector (u, v) in 
a point (x, y) in a frame q, a small matching block centered 
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at the point (x, y) is taken from the frame q and compared 
with all matching blocks centered at points (x-u, y-v) within 
a searching area (SA) of the frame q-1. The best match is 
taken as the presumable displacement vector VB
r
with com-
ponents (uB, vB). Typical (usually used) matching criteria 
are the mean-square error (MSE) defined as 
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or the mean-absolute difference (MAD) defined as  
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where Xq, (Xq-1) are picture elements of matching block of 
frames q, (q-1). The size of the matching block is M by N. 
Assuming a maximum horizontal or vertical displacement 
of dm picture elements (-dm ≤ u, v ≤ dm). 
The full search (FS) procedure for finding the corre-
lation peak requires an evaluation of MSE or MAD at  
( )212 += mdQ  (3) ( =yMAD
different horizontal and vertical shifts. 
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Fig. 1. Positions of subblocks and search area (SA) in the frames 
q and q-1 
In order to reduce computational cost by reducing the high 
amount of trials, several fast search algorithms for block 
matching have been developed (2DLOG, TSS, conjugate 
direction search methods etc.) [1]. In these methods, the 
best match of the first step is the starting point of the sub-
sequent step in which the search points are less coarsely 
spaced. 
Another very promising method is block matching 
with use of the conventional (cross) correlation (CC) func-
tion or phase correlation (PC) function [9].  
In [10] motion estimation algorithms are proposed, 
based on the presumption that invertible rapid transform 
(IRT) consists of the rapid transform (RT), which supplies a 
shift invariant pattern from the input pattern, and a binary 
coding process (generating additional data), which records 
the „phase information“ of the input pattern. Thus 
additional data are known as a matrix of states (binary 
matrix) for 1D-IRT or a system of matrices of states 
(system of binary matrices) for 2D-IRT. 
The success measure of finding movement vector VB
r
 
with components (uB, vB) considering the block B(x, y) can 
be the value MADB  in the position (x, y) 
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which one needn’t be his minimal value for the fast search 
algorithms in case of non observance of the monotony 
criteria condition MAD(x, y, u, v) in SA. In this case 
BV
r
can be considered a vector corrupted by noise. 
To reduce errors in displacement estimate due to false 
motion detection, a thresholding technique can be adopted. 
The threshold value T1 should be set proportional to the 
variance of the background noise (in our case T1 was set to 
3 or 5 experimentally). If MADB(x,y,0,0)<T1, where 
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thus the movement vector considering the block B is justi-
fied to ( )0,0=BVr  and the searching procedure of the dis-
placement vector is omitted. The binary matrix of search 
MS can be defined, which elements are 
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For (k, l) it can be written: x=(l-½)N, y=(k-½)M, k,l=1,2,… 
The value MS(k,l) = 1 indicates in which block the search-
ing procedure was realized. 
3. Criteria of Movement Estimation 
Performance 
There are often used subjective criteria or objective 
ones (i.e. analytically evaluated measures) in the analysis 
of effectiveness of motion estimation algorithm imple-
mentation. The subjective criteria represent subjective 
regards of larger number of respondents, which categorize 
picture quality into several levels. The effect of motion 
estimation can be indicated by the improvement in the 
signal-to-noise ratio (SNR). We define  
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where Xq(x, y) are values of pixels of the frame q, X*(x,y) 
are the values of the reconstructed frame or frame q-1, VS 
is the vertical size of the frame, and HS is the horizontal 
size of the frame. The frame reconstruction means sub-
block settling of the frame q-1 by found movement vec-
torsVB
r
. 
Another kind of result analysis of motion estimation 
algorithm implementation is a histogram of displacement 
vectors drawn in polar form [11]. 
The movement vector V  can be described in compo-
nent form (u
B
r
B, vB) or in exponential form ( BBB iVV ϕ.exp= )rr . The value of a histogram  
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where S is the number of angle divisions 360 degrees. Thus 
the histogram drawn in polar system well signs the activity 
in a particular direction αP∈{α1,α2,…αS}. An increasing 
movement activity is indicated if a large object is moved 
with a small displacement or a small object (several small 
objects) is moved with a large displacement between con-
secutive frames.  
4. Weighted Median Filtering 
The regularity of the estimated vector field, which 
allows an efficient coding, may be compromised by the 
constraint of motion vectors (MV) being mathematically 
matching instead of physically matching. Median filters are 
suitable for smoothing digital signals/images, as they cou-
ple outlier filtering with edge preserving capabilities, 
thanks to their closure property, by which the filter is con-
strained to output one of the input samples. 
4.1 Median 
Let’s Z={z1,z2,…,zΛ}, with zλ ∈ R, λ = 1, 2, ..., Λ. Z is 
a set of Λ scalars. The fundamental property of sample 
median zM states that the average absolute difference from 
zλ’is minimized by zM: 
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4.2 Weighted Median 
The weighted median WM is defined by replicating 
the λ-kth sample within the window as many times as its 
integer weight wλ, before finding out the median. Such a 
definition is extended to the case of real valued weights 
W={w1,w2,…,wΛ}, with wλ∈R+. The definition of WM 
leads to extending the property stated in (9): 
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For positive non-integer weights the filtering proce-
dure involves sorting the samples inside the filter window; 
adding up the corresponding weights from the upper end of 
the sorted set until the sum just exceeds the half of the total 
sum of weights, i.e., ∑Λ=≥ 121 λ λw ; the output of the WM 
filter is the sample corresponding to the last added weight.  
As a consequence of (11) the samples having larger 
weights are more likely candidates to become (weighted) 
medians. Thus, the weights control the filtering selectivity 
and the ability to preserve thin details, thereby leading to a 
greater flexibility of use than for the unweighted case. 
The closure property of median filters may be relaxed 
by defining a componentwise scalar weighted median filter 
to be applied to MV’s. Unfortunately, the weights cannot 
be split so as to retain their significance as confidences of 
the related MV components [5]. 
5. Fast Search Algorithm Modification 
5.1 Modification I 
If a value MADB(x,y,uB,vB) is a success criterion of 
found displacement vector VB
r
 with components (uB, vB) 
considering to the block B(x, y), by comparison of this 
value with the predefined threshold T2 we can say that 
finding by a fast search method has been successful or not. 
If MADB(x,y,uB,vB)·MS(k,l)<T2, the fast search method is 
considered to be successful and the found vector is ac-
cepted. However, if MADB(x,y,uB,vB)·MS(k,l)≥ T2, the fast 
search method is considered to fail and the found vector is 
substituted by the vector follow-up performance of FS 
method obtained. FS method guarantees the least value of 
MADB(x,y,uB,vB) considering the respective block. 
5.2 Modification II 
An adaptive weighted median (AWM) filter is suitable 
for regularization of block MV’s. The idea is to adaptively 
weight each vector within the processing window accord-
ing to a measure of its confidence. The processing win-
dow’s size is 3x3 with actual element in the centre. The 
matrix of weights of neighboring vectors is defined as 
follows: 
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where the number η prevents dividing by zero (η = 2-10). 
Thus the weight of actual MV is w(2, 2) = 1, the weights of 
neighborhoods depend on the magnitude of their MAD’s. 
Larger weights are associated with those vectors producing 
lower MAD values, thereby roughly following the shape of 
the block matching function around its global minimum. 
Filtration process is performed only for vectors with 
MS = 1. The founded displacement vector by fast search 
method with a high value MAD can be replaced in a 
process of AWM filtering by the vector from a set of 
neighboring vectors which shows the least value MAD for 
corresponding block.  
5.3 Modification III 
The output value of AWM filter can be some of 
neighboring vectors considering the actual vector, which 
provides smaller value MAD in its position, however it 
needn’t provide a less value of MADAWM(x,y,uAWM,vAWM) in 
the position of the actual vector. In this modification, after 
the process of AWM filtering in the position with a value 
MS(k,l) = 1 this value of MV (unew,vnew) is accepted, for 
which  
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5.4 Modification IV 
Modification IV in comparison with modification III 
differs only in the process of filtering, which is carried out 
if  ( ) ( ) 2 ,.,, TlkMS,vuyxMAD BBB > .  (15) 
This condition minimizes the number of vectors that 
are submitted to the process of filtering. The computational 
cost is lower, but the indicator SNR is worse, too. 
The computational complexity of filtering is quite 
moderate. The number of vectors subject to the process is 
extremely small. 
6. Simulations and Results 
The methods and modifications mentioned above 
were simulated on a personal computer. The results were 
found using frames of 256 x 256 pixels quantized uni-
formly to 8 bits. The simulation was carried out with 
frames of well-known sequences "Susie"(a picture type 
portrait with less details) and “Football”(representing 
frames with high interframe activity). The used block size 
was 8x8 (16x16) and maximal presupposed displacement 
was dm= 8. As criteria of movement estimation per-
formance was used SNR (7), relative time related to the 
time needed for finding MV with use of FSA (Tab. 1).  
 
Susie 
 2DLOG Median Modification I+III 
T1=3, T2=20 
FSA 
Relative time 0,150 0,156 0,190 1,000 
SNR [dB] 23,90 20,06 25,00 27,45 
Football 
 2DLOG Median Modification I+III 
T1=5, T2=40 
FSA 
Relative time 0,134 0,135 0,190 1,000 
SNR [dB] 17,95 15,10 18,75 20,43 
Tab. 1. The typical results showing the computational cost and 
efficiency (SNR) obtained by different modifications 
from sequences “Susie” and “Football”. 
Obtained vector fields, their differences and histograms in 
polar system (9) ,({αp}={0°, 10°, 20°, ..., 360°}) can serve 
for a visual approval of the influence of considering 
method/modifications (Fig. 2, 3). 2DLOG algorithm was 
used as a fast search procedure. MATLAB was used in the 
process of simulation. 
7. Conclusion 
Introduced results indicate that modifications of algo-
rithms can bring small increasing of computational time 
(with comparison to 2DLOG) but sign an improvement of 
SNR and decreasing computational time with comparison 
to FSA. The more realistic representation of motion in 
frame after application filtering procedures and their modi-
fications can be seen from vector fields and polar plots. 
The proposed experiment results indicate good results in 
terms of computation cost, speed, and motion estimation 
accuracy. 
 
a) 
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Fig.2.  Motion estimation with use of the 2DLOG method and modifications with block size 8x8, dm=8: 
a) the frame from the image sequence “Football” with motion vectors,  
b) the vector field with use of median filtering,  
c) the vector field with use of modifications I+III,  
d) the vector field of differences between vectors 2DLOG method and vectors of modifications I+III,  
e) the polar diagram of vectors 2DLOG method,  
f) the polar diagram of vectors after median filtering, 
g) the polar diagram of vectors with use of modifications I+III. 
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Fig.3. Motion estimation with use of the 2DLOG method and modifications with block size 8x8, dm=8: 
a) the frame from the image sequence “Susie” with motion vectors,  
b) the vector field with use of median filtering,  
c) the vector field with use of modifications I+III,  
d) the vector field of differences between vectors 2DLOG method and vectors of modifications I+III,  
e) the polar diagram of vectors 2DLOG method,  
f) the polar diagram of vectors after median filtering, 
g) the polar diagram of vectors with use of modifications I+III (please, see the next page). 
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