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Score level fusion is an appealing method for combining multi-algorithms, multi-
representations, and multi-modality biometrics due to its simplicity. Often,
scores are assumed to be independent, but even for dependent scores, accord-
ing to the Neyman-Pearson lemma, the likelihood ratio is the optimal score level
fusion if the underlying distributions are known. However, in reality, the dis-
tributions have to be estimated. The common approaches are using parametric
and nonparametric models. The disadvantage of the parametric method is that
sometimes it is very di cult to choose the appropriate underlying distribution,
while the nonparametric method is computationally expensive when the dimen-
sionality increases. Therefore, it is natural to relax the distributional assumption
and make the computation cheaper using a semiparametric approach.
In this paper, we will discuss the semiparametric score level fusion using
Gaussian copula. The theory how this method improves the recognition perfor-
mance of the individual systems is presented and the performance using synthetic
data will be shown. We also apply our fusion method to some public biomet-
ric databases (NIST and XMVTS) and compare the thus obtained recognition
performance with that of several common score level fusion rules such as sum,
weighted sum, logistic regression, and Gaussian Mixture Model.
1 Introduction
Multi-biometric system or biometric fusion is a combination of several biometric sys-
tems or algorithms in order to enhance the performance of the individual system or
algorithm. In general, it can be characterized into six categories [15]: multi-sensor,
multi-algorithm, multi-instance, multi-sample, multi-modal and hybrid. Several stud-
ies [7, 14, 15, 18] show that combining information from multiple traits or algorithms
can provide better performance. For example, Lu et al. [7] combining three di↵erent
feature extractions (Principle Component Analysis, Independent Component Analysis
and Linear Discriminant Analysis) which is related to the multi-algorithm biometric
fusion. In the fingerprint biometric field, Prabhakar and Jain [13] use the left and right
index fingers to verify an individual’s identity which is an example of the multi-instance
biometric fusion.
Biometric fusion can be done at the sensor, feature, match score, rank and decision
levels either for verification or identification. In this paper, we will focus on the match
score level for person verification. This means that scores from multiple biometric
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matchers for every pair of two subjects (user and enrollment) are transformed to a
new score (a scalar) as a combined score. Once the new score has been generated,
one has to decide whether the user and enrollment are from the same person or not.
To do this, a threshold has to be set such that a score greater than or equal to the
threshold is recognized as genuine score which means that the user and enrollment
are the same subject while a score less than the threshold will lead to the conclusion
that the user and enrollment are di↵erent people which will be called by impostor score.
This threshold is determined using a set which is called the training set and is evaluated
using a disjoint set which is called the testing set
There are three categories in biometric fusion: transformation-based [5], classifier-
based [8], and density-based. The last category would be optimal if the underlying
densities were known. However, in practice, such densities have to be estimated from
the training set so that the performance relies on how well these two densities are esti-
mated. The parametric models su↵ers from the limitation in choosing the appropriate
parametric model to the data. The most successful parametric approach is the Gaus-
sian Mixture Model (GMM) [10]. However, the number of the mixture components
which is the most important part in estimating GMM is very hard to be determined.
The author in his paper used GMM fitting algorithm proposed in [3] that automatically
estimates the number of the mixture components using an EM algorithm and the min-
imum message length criterion. However, the computational cost is time consuming
when the sample size is big or the the number of mixture components increases. On
the other hands, the nonparametric models have a problem in choosing bandwidth and
computational cost when working in the multidimensional space.
This paper focuses on the fusion strategy for dependent matchers. Using synthetic
data, we will show that our approach is robust in handling the dependent classifiers
even with an extremely high dependence structure. We will also apply our method on
the public databases NIST-BSSR1 and XM2VTS. The rest of this paper is organized as
follows. In Section 2, we will review the theory of Gaussian copula, why it is suitable to
be chosen and how to do Gaussian copula based fusion. Some experimental results on
the synthetic data are presented in Section 3 to show the robustness of our method in
handling the dependence issues and the results on the public database will be provided
to show the applicability of our method in the real world. Finally, this paper will be
closed by our conclusions.
2 Gaussian Copula Fusion
2.1 Likelihood ratio based fusion
Suppose we have d matchers and let X = (X1, · · · , Xd) denote the d components of the
matching(similarity or distance) scores where Xi is the random variable corresponding
to the i-th match score where X takes its values in ⌦ ⇢ Rd. The decision function is
a map  : Rd 7! {0, 1} where 0 and 1 corresponds to negative and positive decisions
which are denoted by H0 and H1, respectively. A system can make two types of
error(false): accepting an impostor score or rejecting a genuine score. The probability
of accepting impostor score P ( (X) = 1|H0) is called by False Acceptance Rate (FAR)
while the probability of rejecting genuine score P ( (X) = 0|H1) is called by False
Rejection Rate (FRR). From the definition of FRR, it can be understood that the
probability of accepting genuine score that will be called by True Positive Rate (TPR)
is TPR = 1   FFR. In application, the FAR has to be set very small since the cost
of accepting an impostor may be much more expensive than the cost of rejecting a
genuine user. For example, in security, allowing a forbidden person to access a secret
place is much more dangerous that rejecting a ”nice” person to access it. Therefore,
for every given FAR, our fusion has to maximize the TPR.
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Neyman and Pearson established the most powerful test based on the likelihood
ratio [11]. Let fgen and fimp be the density of genuine and impostor scores, respectively.





According to the Neyman-Pearson theorem, in order to get the maximum TPR for
every fixed FAR, say ↵, we have to decide
 (X) = 1 () LR(x)   ⌘ (2.2)
where ⌘ is implicitly defined by
P (LR(X)   ⌘) = ↵. (2.3)
As a consequence, the optimal performance can be reached by defining the fused score
as the likelihood ratio of the vector consisting of all matching scores.
2.2 Gaussian copula
Computing (2.1) means that the estimation of fgen and fimp is a must. Let H be any
distribution function on Rd with density h. A classical result of Sklar [17] shows that H
can be uniquely factorized into its univariate marginal distributions and a distribution
function on the unit cube [0, 1]d in Rd with uniform marginal distributions which is
called by copula:
Theorem 2.1 (Sklar (1959)). Let d   2 and suppose H is a distribution function on
Rd with one dimensional continuous marginal distribution functions F1, · · · , Fd. Then
there is a unique copula C so that
H(x1, . . . , xd) = C(F1(x1), . . . , Fd(xd)) 8(x1, . . . , xd) 2 Rd. (2.4)
This paper assumes that C is determined by a multivariate normal distribution with
standard normal marginals and correlation matrix R. Note that this assumption is more
flexible than assuming H to be multivariate normally distributed. The main di↵erence
is that each marginal of the multivariate normal has to be normally distributed while
each marginal of a Gaussian copula can be any continuous distribution function. In
section 3, we will see that our generated data follow a Gaussian copula distribution
with normal and weibull marginal.
The key concept of the Gaussian copula is the assumption of the existence of a
componentwise transformation ⌧ : Rd 7! Rd such that ⌧(X) ⇠ N(0, R). Here, each
component ⌧i of ⌧ is a monotone continuous function. One can show that
⌧i(xi) =  
 1(Hi(xi)) (2.5)
for i = 1, . . . , d where   and Hi denote the standard normal distribution function and
the marginal distribution of the i th component.
This means that (2.4) can be rewritten as
H(x1, . . . , xd) =  R( 
 1(u1), . . . ,  1(ud)), (2.6)
where ui = F (xi),   the one-dimensional standard normal distribution function, and
 R the d-dimensional standard normal distribution function with correlation matrix
R. Consequently, the density function of H is









with u = (  1(F1(x1)), · · · ,  1(Fd(xd)))T .
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2.3 Gaussian copula based fusion
Our fused score using the Gaussian copula approach is defined by (2.1) with the nu-
merator fimp and the denominator fgen as in (2.7), i.e.,
LR(x1, . . . , xd) =
|Rimp|1/2 ⇥ exp (12ugenT (R 1gen   I)ugen)⇥
Qd
i=1 fgen,i(xi)




Here, Rgen and Rimp denote the correlation matrices of transformed genuine and im-
postor scores, respectively, ugen and uimp are given by
ugen = ( 
 1(Fgen,1(x1)), · · · ,  1(Fgen,d(xd)))T
and
uimp = ( 
 1(Fimp,1(x1)), · · · ,  1(Fimp,d(xd)))T ,
respectively. To obtain the LR value as given by (2.8), we need to estimate the correla-
tion matrices Rgen(Rimp), the marginal densities fgen,i(fimp,i) and marginal distribution
functions Fgen,i(Fimp,i) using a training set. Given a training set, we can extract to the
genuine and impostor scores. Note that the scores often are dependent within the group
of genuine scores, within the group of impostor scores, and between these two groups.
However, we shall proceed as if all scores are independent. The resulting estimators
are still reliable because most scores will be independent.
Let W1, . . . ,Wngen and B1, . . . , Bnimp be the two samples representing the genuine
and impostor scores, respectively.
2.3.1 Matchers dependence
As stated above, some genuine and impostor scores are dependent. However, we are
interested in the correlation matrices of the match scores, which we will assume to be
the same, Rgen = Rimp = R. We shall estimate R using the combined sample, i.e,
(X1, . . . , Xn) = (W1, . . . ,Wngen , B1, . . . , Bnimp)
with n = ngen + nimp. Our experiments show that such restriction will improve the
performance of the fused score. It is reasonable since we are estimating the matchers
dependence not only the genuine or impostor scores dependence. Klaasen and Wellner
[6] give an explicit formula to obtain an optimal estimator for the correlation matrix


































where   denotes the one-dimensional standard normal distribution function while F(n)r
and F(n)s are the marginal empirical distributions of Fr and Fs, respectively, is an
e cient estimator for ⇢rs for every 1  r < s  d.
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(a) Two face matchers scores from NIST-Multimodal (b) Two face matchers scores from NIST-Face
Figure 1: Score transformation and Boundary decisions at 0.01% FAR
2.3.2 Marginal density estimation
To estimate the marginal density functions, we use the kernel bandwidth optimization
as studied by Shimazaki and Shinomoto [16]. This method has two di↵erent kinds of
choosing the optimal bandwidth. The first bandwidth choice is similar with the regular
bandwidth selection but it performs much faster than the built-in ksdensity matlab.
The second one is a local bandwidth optimization. This approach works very well in
handling the data that have ”spikes”.
2.3.3 Marginal distribution function estimation
The empirical distribution function is an optimal estimator for the marginal distri-
bution function and very easy to be implemented and very fast to be computed (see
Figure 1a for example in biometric). The empirical distribution function, Fˆ , is the
distribution function that puts mass 1/n at each data point xi where n is the number
of the observation. In this paper, since we need to compute the quantile of the stan-
dard normal, then to avoid singularity, we prefer to put mass 1/(n+1). Explicitly, the













To study the robustness of our method in fusing biometrics scores related to the classi-
fiers dependence, genuine and impostor scores are generated that follow three di↵erent
distribution functions and have three di↵erent dependence levels. Here, we assume that
there are 1000 subjects with 2 biometric specimens for each subject, one is put as user
and the other for enrollment. We also assume that we have 2 di↵erent biometric sys-
tems. Therefore, the size of genuine and impostor scores are 2⇥ 1000 and 2⇥ 9999000,
respectively which we will use as training data. The testing data are obtained in the
same way. The parameters for generating the data are:
• multivariate normal scores with correlations 0.99, 0.5 and 0.1 with genuine means
[1, 3]T , [5, 3]T and [5, 3]T , respectively. All impostor means are set to be [0, 0]T .
• Gaussian copula with correlation value 0.9, 0.5 and 0.1. The genuine and impostor
marginals of the first matcher are set to follow weibull distribution with the shape
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parameters 3 and 1, respectively, and the common scale parameter 4. For the
second matcher, the genuine and impostor marginals follow normal distribution
with parameter (5, 1) and (1, 0), respectively.
Once all data have been generated, for every pair of training and testing set, the
exact likelihood ratio is computed which is called by true fusion. The next step is
performing the sum rule with min-max and z-norm normalization and also the weighted
sum using Fisher criterion [2]. Subsequently, we pick the best results. For the logit
fusion, we use nonlinear logistic regression as given by W. Chen and Y. Chen[1]. The
performance of several methods compared with the true fusion is provided in Table
1. The bold value is the best non-true fusion which indicated the TPR (%) at 0.01%
FAR. We can see that our method is the most robust approach especially for the data
with high dependence.
Table 1: Influence of Dependence in Biometric Fusion
Methods
High Moderate Low
MV GC Gu MV GC Gu MV GC Gu
True Fusion 90.70 93.20 99.90 91.00 90.70 97.40 96.90 90.90 84.70
Best Linear 89.80 90.40 94.00 91.00 90.20 90.90 96.90 89.90 83.50
Logistic Regression 00.10 88.20 87.60 90.60 90.50 87.40 96.90 90.80 82.80
Gaussian Copula 90.10 92.80 99.70 89.80 90.70 93.50 96.50 90.60 84.70
*MV: Multivariate Normal, GC: Gaussian Copula, Gu: Gumbel Copula.
We will also apply our method on the public databases: NIST-BSSR1 [9] and
XM2VTS [12]. The NIST-BSSR1 database has three di↵erent set:
• NIST-Multimodal: Two fingerprints and Two face matchers applied to 517 sub-
jects,
• NIST-Face: Two face matchers applied to 3000 subjects,
• NIST-Finger: Two fingerprints applied to 6000 subjects.
For every experiment, each set is split up randomly into two subsets, one is used for
training and the other is used for testing. Then the naive sum rule with min-max
normalization, naive sum with Z-normalization, weighted sum with Fisher criterion,
nonlinear logistic regression, and our method are performed and the TPR at 0.01% is
computed for every fusion strategy. This procedure is repeated 20 times and the average
of all TPR at 0.01% for each fusion strategy is provided in the Table 2. We do not
include the Gaussian Mixture Model (GMM) fusion strategy because the computation
is very time consuming when it is done on a normal computer. However, we also
provide the result of the GMM strategy as reported in [10] and we compare the 95%
Confidence Interval on increase in TPR at 0.01% as given by Table 3. We can see that
our approach outperforms all other fusion strategies (the bold value is the best one) even
with GMM fusion which is computationally expensive. Also for the XM2VTS database
that contains match scores from five face matchers and three speech matchers applied
to 295 subjects with the partition of the training and testing set have been defined in
[12], our method is the highest among all reported TPR at 0.01% FAR.
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Naive Sum min-max 97.97 76.47 91.33 97.50
Naive Sum Z-norm 97.87 76.48 91.33 97.50
Weighted Sum 97.97 76.48 91.40 97.50
Logistic Regression 98.74 76.48 91.46 98.50
Gaussian Mixture Model[10] 99.10 77.20 91.40 98.70
This paper 99.48 77.21 91.60 99.00






on increase in TPR (%)
at 0.01% FAR
BSM GMM GC GMM GC
NIST-Multimodal 85.30 99.10 99.48 [13.50,14.00] [13.51,14.84]
NIST-Face 71.20 77.20 77.21 [ 4.70, 7.30] [ 4.69, 7.32]
NIST-Fingerprint 83.50 91.40 91.60 [ 7.60, 8.20] [ 7.63, 8.57]
*BSM: Best Single Matcher, GMM: Gaussian Mixture Model, GC: Gaussian Copula (used in this paper).
4 Conclusion
The Gaussian copula is a semiparametric model which is easy to be implemented,
cheap in computation, and able to handle the dependence structure that usually ap-
pears in multi-algorithm fusion. Using several synthetic data, we have shown that our
approach performs very well in dependent classifiers fusion even for extreme depen-
dence structures when the performance of other approaches drops dramatically. We
also see that our method works well when it is applied on the NIST-BSSR1 database
(see Figure 1b for the comparison of the boundary decision with another approaches
on this database) and even on the XM2VTS it reaches the highest TPR at 0.01% FAR
among all reported results. However, it has limitations in estimating the tail density
because estimation is based on the kernel density method. Our experiments show that
although our approach works well at 0.01% FAR, it is sometimes much worse than
individual classifiers at 0.001% FAR.
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