Drivers in negative emotional states, such as anger or sadness, are prone to perform bad at driving, 1 decreasing overall road safety for all road users. Recent advances in affective computing, however, allow for 2 the detection of such states and give us tools to tackle the connected problems within automotive user interfaces. 3 We see potential in building a system which reacts upon possibly dangerous driver states and influences the 4 driver in order to drive more safely. We compare different interaction approaches for an affective automotive 5 interface, namely Ambient Light, Visual Notification, a Voice Assistant, and an Empathic Assistant. Results of 6 a simulator study with 60 participants (30 each with induced sadness/anger) indicate that an emotional voice 7 assistant with the ability to empathize with the user is the most promising approach as it improves negative 8 states best and is rated most positively. Qualitative data also shows that users prefer an empathic assistant 9 but also resent potential paternalism. This leads us to suggest that digital assistants are a valuable platform to 10 improve driver emotions in automotive environments and thereby enable safer driving. 11
. Driver state taxonomy based on Russel's circumplex arousal-valence model [17] and the Yerkes-Dodson law [18] . Positive valence and medium arousal values have shown to least affect driving in a negative way. 
Concept 141
The wealth of different strategies named above spurred us to consult a specialist focus group with the goal 142 of distilling the most promising approaches for a future concept. 12 UI/UX researchers of the BMW Group 143 (2 designers, 3 human factors engineers, 3 psychologists, 4 computer scientists) took part in a one hour session 144 where we introduced examples from related work we had compiled beforehand and discussed applicable study 145 designs and which emotional states should be chosen as starting points. They also reviewed ethical and practical 146 implications of the introduced strategies. 147 In summary, incentives and punishment were ruled out as they might have too many possible side effects, 148 and gamification was seen as a fitting approach for automated vehicles but offered too much distracting elements 149 for manual driving. Affective symmetry was discussed in detail as some participants thought it might intensify 150 negative emotions but also likely increase acceptance of the system. Subliminal cues were also evaluated as 151 promising, however seen as harder to assess than explicit stimuli because users might not perceive the influence 152 under certain conditions. In the end, the focus group agreed on four interaction strategies which are to be tested 153 using a within-subject design against a baseline UI which does not offer any influencing factors. We considered 154 two distinct emotional states, Anger and Sadness, as reasonable between-subject groups. The four concepts result 155 from combinations of the discussed strategies and are defined as follows: 
Visual Notification

164
The main idea for this strategy is to give the driver a graphical visualization of their current state without 165 active interaction. After discussing the display of physiological measures, we ultimately decided to abstract these 166 values into a simple emoticon representation (cf. Figure 2 ). Detected anger is represented by an angry face and 167 sadness is shown with a sad face. These graphical representations are displayed as full-screen notifications on the 168 CID during the influencing phase of the experiment. This strategy incorporates a proactive spoken dialog when the user is found to be in a negative affective 171 state. The voice samples were recorded beforehand by a male voice actor. Participants are addressed with the to which they could answer via speech or touch screen input. If the recommendation is accepted, a sample from a local radio station is played back (short host commentary and an emotionally neutral song).
addresses participants in the Anger group with "Hey, are you alright? I can understand that you are a bit angry, 178 sometimes I feel the same way. How about some music to take your mind off things?" and the ones in the 179 Sadness group with the phrase "Hey, are you alright? I can see that you are lost in thought, I feel the same way 180 sometimes. How about some music to cheer you up a bit?". The played radio sample differed from the one used 181 in strategy Voice Assistant but was also held as emotionally neutral as possible. We performed a simulator study (N=60) to investigate whether negative driver emotions can be improved 184 through affective interaction. The primary goal of this study was to identify promising approaches for affective 185 computing in the car and their effects on driving performance, user experience, and workload. We expect positive effects on safety and user experience if a system can influence the driver's emotional 188 state. We also assume that not all strategies we designed are equally well suited for the driving context. The 189 hypotheses we derived from our research and previous work can be summarized as follows: 190 H1: Driving performance is impaired by negative emotions, which can be mitigated through interaction [11] [12] [13] [14] .
191
H2: A decrease in negative emotions results in a change of cognitive load and physiological signals [23] [24] [25] [26] [27] .
192
H3: The tested strategies differ regarding their effect on the driver's emotional state (cf. Section 3).
193
H4: Emotional states differently influence preferences for interaction and their effects on the driver [1, 10] . The study was designed with the goal of comparing the effects of different UI strategies on driver emotions 197 while driving. As independent variables, participants experienced the four strategies introduced above plus 198 a Baseline interface without interaction. The sequence of strategies was permuted using a 5 × 5 latin square.
199
Subjects were assigned to one of two groups of induced emotions, either Sadness or Anger, resulting in a mixed 200 (within-between-subject) design. Emotions were induced using autobiographical recollection. This method 201 requires the participant to think of and write down an experience from their past which had elicited the desired 202 emotion. In order to recall this emotion while driving, participants have to recount the the story aloud, preferably 203 in a setting protecting their privacy. Autobiographical recollection has been identified as effective emotion The study was conducted in a high-fidelity driving simulator at the BMW driving simulation center. At the beginning of the experiment we explained the study goal of comparing affective interfaces and the 235 following procedure. Participants filled out a short questionnaire on demographics and a consent form, during 236 which the experimenter assigned them to an experiment group based on their age and gender. We did this to ensure 237 balanced distributions within the two between groups and the five latin square permutations. Participants then sat 238 down inside the car to adjust the seat and get accustomed to the driving task during a generous familiarization 239 ride. The driving task required participants to follow a white car in moderate highway traffic.
240
The first part of the emotion elicitation task was again performed outside the car. Participants sat down at a 241 table and wrote down a personal experience that made them feel very sad or angry, depending on the group they 242 belonged to. They were given a time window of 10 minutes to fill their paper and remember every little detail 243 about the experience. Then they would be outfitted with adhesive electrodes for the physiological sensing and the 244 eye tracker was subsequently calibrated when they were back inside the car.
245
At the beginning of every ride, participants absolved the second part of the autobiographical recollection 246 task. They recounted the story they rote down before to themselves for five minutes whilst driving. Their directive 247 was to conjure up the emotional state they were in when they experienced the remembered events. During this 248 elicitation phase, the audio channel to the simulator was disconnected for privacy reasons but the experimenter 249 could still observe the subject via video. After this, they were asked to rate the intensity of their emotion and after 250 a short free ride they experienced one influencing strategy and another query of their emotional state after some 251 time had passed. This was repeated five times, once for each concept and for the baseline. In the end, participants Figure 4 . The standard deviation of lane position shows that angry drivers have higher lateral offsets than sad drivers (left). The strategies also have effects on SDLP: especially concept Ambient Light seems to be distracting. Participants in the Anger group also showed more agitated gaze behavior (right).
were asked to rank the strategies according to their personal perception and to justify their decision in a short 253 unstructured interview. The study was conducted in a driving simulator due to safety reservations. We expect comparable outcomes 256 as in a real driving context [62] . Participants were employees of the BMW Group, however we exercised due 257 care with recruiting to avoid a biased user sample. 258
Results
259
We present the results split by the between-subject groups Anger and Sadness. The within-subject variable 260 Baseline serves as ground truth to compare the effects of each strategy. The statistical information given comes 261 from an analysis of variance if not stated otherwise. Values for direct comparisons were calculated using a t-test. Drivers had to follow a vehicle and keep the distance throughout the ride, which they were generally 264 able to do as headway variability was not notably different between strategies or emotions. The lane offset 265 (SDLP) in contrast shows significant differences between strategies (F (4,0.012) = 3.810, p = 0.005) and groups 266 (F (1,0.040) = 12.483, p < 0.001). Figure 4 illustrates that drivers in the Anger group showed higher lateral 267 deflection than drivers with induced Sadness. Concept Ambient Light also led to higher lateral deviations Figure 5 . The ratings for auditory load and pleasure show significant differences between strategies but not emotions. Concept Empathic Assistant induces the highest auditory load but is also rated as most pleasant to interact with. Auditory workload shows significant differences between strategies (F (4,14.441) = 4.905, p < 0.001), with 281 increased values for Empathic Assistant compared to Baseline (p = 0.022), Ambient Light (p = 0.003), as 282 illustrated in Figure 5 . The ratings for pleasure of use show significant differences between strategies (F (4,13.769) = 283 2.469), p = 0.045), with only Empathic Assistant scoring significantly better than Baseline (p = 0.044). Drivers rated the intensity of the induced emotional state before and after interacting with each concept.
286
An ANOVA with repeated measures shows differences between measures (F (1, 264 .007) = 221.465, p < 0.001) 287 and interaction effects between strategies (F (4,3.582) = 3.005, p = 0.019). Statistically non-significant tendencies 288 show that Visual Notification helped less to reduce sadness and anger than Baseline, while the Empathic Assistant 289 led to the highest decrease of negative emotions (see Figure 6 ). Emotion recognition from facial expressions was used to analyse the driver's valence during the ride.
292 Figure 7 shows that there were no significant differences between strategies for the Anger group but more 293 negative expressions than among the Sadness group (F (1, 670 .30) = 4.276, p = 0.039). Participants with induced 294 sadness also showed a high variance for positive valence. 
Physiological Measures
296
Besides emotion detection through video, we also collected physiological data during the rides. An 297 analysis of galvanic skin response (GSR) peaks per minute shows significant differences between groups 298 (F (1, 692 .694) = 33.083, p < 0.001) but not between strategies (see Figure 8 ). Measurements of heart rate provide 299 no differences between strategies or groups. Rankings after the experiment. Participants assessed the concept Visual Notification as least desirable while Empathic Assistant is ranked best by a small margin.
Subjective Feedback
302
Participants provided a subjective ranking of the experienced strategies and gave further feedback in a final 303 interview. The ranking (see Figure 9 ) shows significant differences between the four strategies (F (3,9.460) =17.358, 304 p<0.001). Baseline was excluded as it contains no interaction. There are no differences between emotion groups.
305
In direct comparison, concept Visual Notification is placed significantly worse than the other concepts (p < 0.001).
306
In the following we provide short overviews of the feedback we received for each concept. and Interactive Vehicular Applications; ACM: New York, NY, USA, 2016; AutomotiveUI '16 Adjunct, pp. 191-196. 
