Introduction
Mean shift is a well established method for data set clustering, it has been widely used in image and video segmentation [CM02] [WTXC] , object tracking [CRM03] , image denoising [BC04] , image and video stylization [DS02] [ WXSC04] , and video editing [WBC * 05], it also has been extended to geometry segmentation [YLL * 05] and 3D reconstruction [WQ04] . Mean shift works by defining a Gaussian kernel density estimate for underlying data, and clusters together the points that converge to the same mode under a fixed-point iterative scheme. Although mean-shift works well for data clustering and obtain pleasing clustering results, however, the high computational complexity is the one of main difficulties to apply mean shift to cluster large data set, especially for those situations where the interactive and even real time clustering processing are preferred.
The complexity for the standard mean shift procedure is O(τdn 2 ), where n is the number of the data points, the τ is the number of the iterations for mean shift clustering procedure, and d is the dimension of the point. The most expensive computing is to find the closest neighborhood for each point in the data space, which is a multidimensional range searching method. Even using one of the most popular nearest neighbor search method, the ANN method [AMN * 98], given a query point q and ε > 0, a (1 + ε) approximate nearest neighbor of q must be computed in O(c d,ε log n) time, where c d,ε is a factor depending on dimension d and ε. Therefore, when processing large data sets, the high time complexity leads to serious difficulty. Although many acceleration techniques have been proposed [EDD03, GSM03, YDGD03, WBC * 05, CP06, PD07, FK09], further improvements are still desirable for both performance and clustering quality.
In this paper, inspired by the fast high-dimensional filtering method using Gaussian KD-trees [AGDL09], we propose an efficient paradigm for mean-shift procedure computing. Our method is based on following key observation, since the mean shift procedure clusters those points that are feature similar, while there are many clusters of points which are high similar in feature, it is wasteful to perform mean shift procedure for each point to converge to the mode. Thus we first cluster the original point set into clusters based on feature similarity using KD-tree [AGDL09] , and obtain the Gaussian weighted samples of the original data set, which is the reduced feature space for approximating original point set. Then instead of computing mean shift directly on origi-nal individual points, we compute on the samples (which is of a much smaller number) to obtain the modes of the sample space. Finally we find the closest mode for each point based on Gaussian weighted feature similarity, and construct the final clustering results.
As mean shift is performed on a greatly reduced space (typically thousands of times smaller than original data set), and all stages of our algorithm are data-parallel across queries and can be implemented the algorithm in CUDA [Buc07] , we can cluster the large data set in real time or at interactive rate (for a video with 1.44 × 10 7 pixels in Figure 5 ). Furthermore, as the sample space is an approximate feature space of the original data set generated using the proposed Gaussian weighted similarity sampling, our method receives accurate results comparable with the standard mean shift that performed on the original data set. In addition, our method uses only an extremely small fraction of resources, for both time and memory consuming. This paper is organized as follows. In section 2, we give the related work, section 3 is the main part of our paper, we describe the proposed fast mean shift clustering method. In section 4, we give the applications of our method and comparisons with the related mean shift acceleration methods, and we conclude in section 5.
Related work
Mean shift was first presented by Fukunaga and Hostetler [FH75] , and it was further investigated by Cheng et al. [Che95] and Comaniciu et al. [CM02] . Mean shift is now a popular approach for data set clustering, and has been widely used in image and video segmentation [CM02] One of the main difficulties in applying Mean Shift based clustering to large data sets is its computational complexity. For each Gaussian weighted average iteration, the complexity of brute force computation is quadratic in the number of data points. There are several existing techniques which have been developed to increase the speed of Mean Shift. Comaniciu and Meer [CM02] used axis-aligned box windows, however, this produces many limit points and adjacent points are merged as a post-process. Dementhon [DeM02] used multiscale structure to accelerate video segmentation. Yang at al. [YDDD03] applied the Fast Gauss Transform to speed up the sums of Gaussians in higher dimensions that were used in the Mean Shift iteration. This method is effective for Gaussian weighted average with large filtering radius, however, performing weighted average in a relative small radius does not benefit much from this method.
Georgescu et al. [GSM03] [PD07] , whose complexity is exponential in the dimension d of the point, our tree-based mean shift provides with excellent performance, as its runtime and memory consuming both scale linearly with dimension of the points. With the samples generated using similarity-based KD-tree clustering, our method obtains more accurate results than [FK09] when using similar number of samples.
Fast mean shift clustering
We first give brief review of mean shift, then we describe the proposed fast mean shift clustering method, including data set clustering preprocess using KD-tree, sample feature space computing, mean shift modes computing in reduced feature space, modes interpolation. We also present the complexity analysis and GPU implementation of the proposed algorithm.
Review of mean shift
, where x i ∈ R d is d dimensional feature vector, each is associated with a bandwidth value h i > 0. An adaptive nonparametric estimator of this data set is defined as
where
By taking the gradient of (1) the following expression can be obtained.
where g (x) = −k (x), and m (x) is the so-called mean shift vector
The expression (3) shows that at location x the weighted average of the data points selected with kernel K is proportional to the normalized density gradient estimate obtained with kernel K. The mean shift vector thus points toward the direction of maximum increase in the density. The following gradient-ascent process with an adaptive step size until convergence constitutes the core of the mean shift clustering procedure
The starting point of the procedure x * i can be chosen as points x i , and the convergence points of the iterative procedure are the modes of the density. The all points that converge to the same mode are collected and considered as a cluster. More details are described in [CM02] .
Fast mean shift computing
The weighted average of expression (4) is the most time consuming computing of mean-shift when the number n of the data set is large (for example, 10 9 pixel in video streaming). Given an arbitrary set of point {x i } n i=1 with feature vector of d dimension, a naive computation of mean shift vector expression (4) would take O(dn 2 ) time, as every point interacts with every other point. A simple way to accelerate the mean shift procedure is using the weighted average of the closest points of x i , and the bandwidth value h i can be set depending on the neighborhood size. However, using this scheme, we have to perform the nearest neighborhood search, which is also a time consuming operation for large data set, especially for data set with high dimension vector.
To accelerate the weighted average operation of expression (4), instead of computing expression (4) for individual points in the data set, we approximate original data set by piece-wise linear segments in the feature space based on similarity measure, each represented by a cluster of nearby pixels, and the size of each cluster is adapted to the size of the similar feature space. The generated clusters can be considered as the samples of the data set, which is of a much smaller number than the number of point. Then instead of solving the mean shift procedure (4) directly on individual points as done in previous methods, we solve it on the samples based on Gaussian weighted average on a neighborhood, finally we interpolate the clustering results to the original data set.
We cluster the point data based on similarity measure between the points, which is defined in the feature space of input data set. We define the similarity between the points using both spatial locality p and value v of point, which constitutes the feature space of the input data set. For example, in image case, point x is a pixel with its position p = (x, y) and its color value v = (r, g, b) (Lab color space). Thus, each point x is a five-dimensional feature vector whose axes are x = (p, v) = (x, y, r, g, b). As stated in [AP08] [XLJ * 09], the similarity measure (or affinity) between two points can be defined as z i j = exp − x i − x j 2 , the position p and value v also can be weighted by parameters. For video, the feature vector can be expanded to include the frame index t and motion estimation ς of point x, and feature vector is expressed as seven-dimensional vector x = (p, v,t, ς). For image, we compute the mean shift clustering procedure (4) in feature space where each point is associated with both spatial locality p and value v.
KD-Tree adaptive clustering
We apply KD-tree to adaptively cluster the data set in the feature space, and subdivide finely in the regions where the point feature vectors are different, subdivide coarsely in the regions where the feature vectors are similar. In image KDtree clustering, for example, we subdivide the homogeneous regions coarsely, while subdivide the edges regions finely. Then by representing each cluster with a sample, we can receive an accurate approximate feature space of the original data set with much less samples.
KD-tree clusters the data set based on feature space in a top down way. Starting from a root cell, the top rectangular cell represents all points in the data set, we recursively split a cell to two child cells adaptively along a dimension that is alternated at successive tree levels. Similar to [AGDL09] , each inner cell of the tree T represents a d-dimensional rectangular cell which stores six variables: the dimension d along which the tree cuts, the cut value T cut on that dimension, the bounds of the cell in that dimension T min and Tmax, and pointers to its children T le f t and T right . Leaf nodes contain only a d-dimensional point which is considered as a sample. This sample represents the points that contained in the leaf cell, the kd-tree stores construct the reduced feature space of the original data set.
As illustrated in Figure 1 , we adaptively cluster the image into clusters. The image is adaptively clustered, where at the edge regions, more samples are placed, while at the homogeneous regions, coarse samples are placed. The sample factor can be changed by the stopping criteria. We present two thresholds for stopping criteria, one is the size of the cell, other one is the variance σ of the similarity measure z i j between the points in the cell. By using these two thresholds we can generate different sampling factor for image as well as respecting for the feature distribution of the data set. (We apply the KD-tree to search the high dimension nearest neighborhood N (x i ) for point x i ), and compute an affinity based sample y * j for each sample y i . The affinity based sample y * j can be considered as the weighted similarity average for those feature vector {x i } that is most similar to the sample y i . We compute and sum the affinity similarity z i j between x i and each y j ∈ N (x i ) to obtain the affinity based sample y * j of the sample y i : y * j = y * j + z i j x i , then y * j is normalized by the sum of the similarity z i j . The generated y * j is a feature vector of d-dimensions. The affinity based sample {y * j } m j=1 is a more accurate samples of the original point set, and will be used in the mean shift clustering procedure and modes interpolation. Then for each sample, we store two vectors, one is feature vector y i , the other is the affinity based sample y * j .
Mean-shift modes computing
After obtaining the affinity based samples {y * j } m j=1 for original data set feature space, instead of computing the mean shift clustering procedure in the original space, we compute the mean shift procedure on the reduced feature space {y * j } m j=1 . Note for each iteration, we find for each sample y * j the nearest neighborhood N y * j in the sample space, and perform following gradient-ascent process with an adaptive step size until convergence:
Iterating an infinite number of times the expression (5) is guaranteed to bring u j to the mode in reduced feature space. Practically, in the implementation, we find that the meanshift clustering procedure (5) tends to converge in a very small number of steps, typically around 6.
As the number of the samples y * j m j=1
is much smaller than the number of the points
, that is m n, the computational complexity of mean shift vector computing has been reduced significantly. Furthermore, the mean shift is performed in the affinity similarity based reduced feature space, which leads to more accurate modes. We apply the KD-tree to perform the high dimension nearest neighbor research for each iteration computing. After performing mean shift iterations for each sample y * j , we receive the modes {z k } s k=1 of the reduced feature space y * j m j=1
, which are the approximate modes of original data set. All samples converging to the same mode are clustered together.
Modes interpolation
To interpolate the modes computed in the reduced feature space to the original data set, one naïve approach is to find a nearest mode z l ∈ {z k } s k=1 for each point x i . This can be considered as a hard clustering. As an alternative method, we give a soft clustering method which generates more smooth clustering results. This method works by applying weighted based interpolation.
The mode interpolation works as follows, for each point x i , we find the nearest samples N (x i ) in y * j m j=1
. Each sample y * j ∈ N (x i ) converges to a mode u j , that is, y j → u j . Based on the affinity similarity z i j between x i and y * j , by normalizing the weights z i j : ∑ j z i j = 1, the final mode are computed as: x i → ∑ j=1 z i j u j . When we compute the weighted mode interpolation over all the samples y * j m j=1
, similar to [FK09] , we will receive the cartoon-like clustering results.
Note that in the interpolation stage, the size of the N (x i ) is not always the same as that performed in the sample space computing stage. In our experiment, we set neighborhood size between 10 and 20, and receive satisfied results. As the samples are significantly smaller than the number of the original point set, using the GPU accelerated KD-tree nearest neighborhood search, the search performing is fast. In addition, since we determine the final mode for x i based on the weighted similarity, the results are more accurate. Figure  3 shows the results using the two different mode selection methods, one is the nearest-sample based mode selection, the other is weighted modes interpolation. As illustrated in Figure 3 , using the weighted modes interpolation, we receive smoother and more accurate results. 
Complexity analysis and GPU implementation
Our algorithm accelerates the mean shift procedures by computing a lower resolution feature space and then interpolating the clustering result to the original data set. By using a KD-tree structure, we construct a reduced feature space for input n d-dimensional data points with m feature vector:
, and m n . Assuming the depth of Gaussian tree is O (log m), the complexity of tree construction is O (ndlog m). Performing nearest neighborhood for each of the n input points to scatter values into the tree takes O (n (log m + d)) time. If performing τ iterations for mean shift clustering procedure, computing the mean shift iteration in the reduced space with m feature vector takes O (τm (log m + d)) time. In the last stage, we up-sample clustering results to the original data sets which takes O (n (log m + d)) time. Recall that m n, this results in a total complexity O (dn log n). Compared with standard mean shift procedure with complexity O(τdn 2 ), the proposed method significantly accelerated.
Applying the method presented by [ZHWG08] , a KD-tree is efficiently built on the GPU for the input points with highdimensional feature vector. Three stages of our proposed algorithm, including the points scattering, mean shift clustering procedure in the reduced space, and modes interpolation, all incorporate the high dimensional nearest neighbor search. As the high dimensional nearest neighbor search can be implemented in parallel using GPU [AGDL09] , thus, our method is even fast to process large data set with high dimensional feature vector. We implement the proposed algorithms in CUDA, and run it on an NVIDIA GeForce GTX 285 (1GB) graphics card. We observe a typical speedup of 20x over our single-threaded CPU implementation running on an Pentium(R) Dual-Core CPU E5200@2.50GHz with 2GB RAM, which allows our method to be applied in an interactive mean shift clustering framework for moderatesized data set.
Applications and comparisons
We apply the proposed fast mean shift clustering to following applications, image segmentation, video segmentation, geometry model segmentation, and animated object segmentation. We also present the comparison results on both performance and segmentation quality with the most related methods. Our approach is implemented using C++ on a machine equipped with Pentium(R) Dual-Core CPU E5200@2.50GHz with 2GB RAM. The GPU acceleration is based on CUDA [ http: http://www.nvidia.com/CUDA ] and run on a NVIDIA GeForce GTX 285 (1GB) graphics card.
Image segmentation
We apply the proposed fast mean shift method for image segmentation. All pixels that converge to same mode are collected together and are considered to be the same segment. In image case, we define the feature vector of pixel x i = (σp p i , σcc i ) comprising its position p = (x, y) and its color value c = (r, g, b) (Lab space) which can be weighted by parameters σp and σc. Thus, each pixel x i is a fivedimensional vector. Figure 3 presents the segmentation results generated applying our fast mean shift method based on different sampling factor. As illustrated in Figure 3 , there are 6 × 10 6 pixels in the original image. Even with very high sampling factor such as n/m = 4, 096, the segmentation results is still pleasing. With much less samples, the image can be clustered in high speed even without using GPU acceleration. It takes only total 0.958 seconds on CPU to perform mean shift clustering with sampling factor n/m = 1, 024.
In Figure 4 , we present image segmentation results for the images with different sizes, and give the comparison results with standard mean shift method [CM02] , the accelerated method of Paris and Durand [PD07] , and compactly represented KDE of Freedman and Kisilev [FK09] . We comprise with these methods on both performance and segmentation quality. Compared with [CM02] , some weak features may be lost using our method since they may be incorporated into the salient features during data Gaussian KD-tree clustering, however, the salient features may be better kept, as illustrated in Figure 4 . As shown in Figure 4 , given the same sampling factor, our method generates higher quality compared with [PD07] and [FK09] , especially at the regions with weak edges. The complexity of [PD07] depends on the dimension d of the point, when processing high-dimensional data, this method does not show much advantage. However, our method is fast even with low sampling factor and high dimensional data sets. as shown in Table 1 . It takes our method 5.91 second to cluster 6.6 × 10 6 pixels on CPU, while it take 105.5 seconds using [PD07] . Using our method incorporating GPU implementation, our method shows greater advantage when processing large data sets with high dimensional feature vector, it takes less than 0.2 second to cluster 6.6 × 10 6 pixels on GPU.
Video segmentation
Mean shift clustering can also be used in video segmentation [DeM02] . As video streaming usually contains millions of pixels, practical video segmentation using mean shift clustering depends heavily on the performance of the mean shift procedure. In addition, compared with image data, the dimensions of feature space are higher, which further increase the computational complexity of mean shift procedure. Thus, it is impracticable to segment long range video streaming by performing standard mean shift clustering without using acceleration techniques. However, using our fast mean shift clustering method, we can perform video segmentation at interactive rate.
We define a feature space {x i } n i=1 of seven dimensions for the video. The feature vector at each pixel x i = (σ p p i , σ c c i , σ t t i , σ ς ς i ) comprises its position p i (x and y coordinate), color c i (Lab color vector), time t i and motion ς i , these four kinds of features can be weighted by parameters σ p , σ v , σ t and σ ς , and the values of these parameters are defined as constants for all pixels. As illustrated in Figure 5 , there are 1.44 × 10 7 pixels in the video, and we first cluster the video with sampling factor 16348 using KD tree. It takes our method 16.23 seconds to perform the mean shift clustering on CPU, and 1.2 seconds on GPU. It takes 320.3 seconds on CPU using [PD07] . 
Mesh model segmentation
Similar to image and video segmentation in image processing and analysis, surface segmentation is one of the most important operations in geometry processing and modeling.
Yamauchi et al. [YLL
* 05] adopted the mean shift clustering to mesh partition, and produced feature sensitive mesh segmentation. In Figure 6 , we give the mesh segmentation using the proposed fast mean shift cluttering. We define a feature space {x i } In Figure 6 , using the variant of mean shift procedure to the mesh model, we receive a patch-type segmentation results, and the segmentation results are sensitive to the salient surface features. Furthermore, we adopt the hierarchical image segmentation method [PD07] to mesh model and generate the hierarchical segmentation results. Note that our fast mean shift method is guaranteed to produce segmentation results which catch the meaningful components, no additional computation is needed to compute the hierarchical results. For a mesh model with 70, 994 vertices, it takes 0.31 second for our method to compute the results. We also give the comparison results with [YLL * 05]. As shown in Figure 6 , our approach generates more convincing results.
Animated geometry object segmentation
The proposed fast mean shift also can be used to accelerate the animated object (geometry surface sequences) segmen- [LG05] , which is a local and high dimensional approximately invariant under shape rigid/scaling transformations. Then both the geometric attributes (vertex position p i and its normal v i ) and its local signature vector ξ i of each vertex x i on the animated object can be weighted by parameters σ p , σ v and σ ξ , which construct the high dimensional feature space of the animated object x i = (σp p i , σvv i , σ ξ ξ i ).
Then the vertices of animated object can be clustered efficiently using the proposed GPU-accelerated mean shift clustering algorithm.
In Figure 7 , we give the animated object segmentation results. There are total 1.6 × 10 6 vertices in the animated object with 50 frames. We use d = 24 dimensions for the signature vector ξ i (ξ i ∈ R 24 ) in our implementation. It takes 1.5 seconds on GPU to complete the mean shift iterations (10 iterations in this example) with sampling factor n/m = 4096. We also give the comparison results with [WB10] . Wuhrer and Brunton [WB10] performed the animated object segmentation in dual space of the mesh model. They found near-rigid segments whose segment boundaries locate at regions of large deformation, and assumed that the vertex-tovertex correspondences of the input meshes were known. As an alternative, our method relies on the local high dimensional signature vector information for clustering, incorporating with the proposed fast mean shift clustering techniques, which ensures the decomposed parts more meaningful and temporally-coherent results in higher speed.
Conclusion
In this paper, we propose a new algorithm for accelerating compute mean shift clustering. Using KD-tree to adaptively cluster the original data set into clusters with similar feature similarity, the clusters construct the samples of the original data set. Then we compute the mean shift procedure on 
image segmentation using [PD07] , (d) image segmentation using [FK09] , (e) image segmentation using our proposed method.
the greatly reduced sampled feature space and generated the modes, and finally by using the Gaussian importance weight, we upsample the computed modes to the original data set to get final clustering results. Our algorithm significantly speeds up the performance while not sacrificing the accuracy. Our method is especially useful for high resolution images, long time video sequences and geometry models segmentation with large point set. 
