Abstract : This paper presents some conditions of existence of positively invariant polyhedra for linear continuous-time systems. These conditions are first described algebraically, then interpreted on the basis of the system eigenstructure. Then, a simple state-feedback placement method is described for solving some linear regulation problems under constraints.
Introduction
Any locally stable dynamical system admits some domains in its state-space from which any state-vector trajectory cannot escape. These domains are called positively invariant sets of the system. If a system is subject to constraints on its state vector and can be controlled, the purpose of a regulation law can be to stabilize it while maintaining its state-vector in a positively invariant set included in the admissible domain. Under a state feedback regulation law, this design technique can also be used to satisfy constraints on the control vector, possibly by transferring these constraints onto the state-space. The existence and characterization of positively invariant sets of dynamical systems is therefore a basic issue for many constrained regulation problems. If a norm or a semi-norm of the state vector, n(x), decrases along any admissible trajectory, then the system admits positively invariant sets defined by n(x) ≤ µ for some real positive numbers µ. In particular, many cases of constrained linear systems can be solved by using polyhedral seminorms of the type n(x) = max i
with G a linear operator of s * n and ω a positive vector of s . Several results on the existence and characterization of positively invariant polyhedra are available within the discrete-time framework ( [1] , [3] , [4] , [6] , [8] ). However, only a few analogous results have so far been obtained within the continuous-time framework [16] . This paper presents some conditions of existence of positively invariant polyhedra for linear continuous-time autonomous systems. A set of necessary and sufficient algebraic conditions of positive invariance for a given polyhedron is presented in the second section. These conditions can easily be obtained from some duality properties in Linear Programming, and more precisely from a repeated use of Farkas' lemma. A specialized version of these conditions for symmetrical polyhedra is obtained in Section 3. Section 4 describes some connections between the positive invariance of a polyhedron and the A-invariance of an associated subspace. These properties are basic in our approach because they allow the powerful geometric approach to be used for the design of positively invariant regulators. Then, in Section 5, the existence of positively invariant symmetrical polyhedra is established when the system satisfies some spectral properties. The proof of this result is constructive. And it is mainly based on the properties of essentially non-negative matrices. As shown in Section 6, these results can easily be used for control purposes through a closed-loop eigenstructure assignment. But there are some structural restrictions on the domains that can be made positively invariant by a constant state feedback regulator.
Preliminary results on positive invariance and polyhedral sets
Consider the autonomous linear continuous-time dynamical system described by: Definition 2.1 is general and the set Ω can for example be a bounded polyhedron, a cone or a vectorial subspace. In this latter case, positive invariance is equivalent to the well-known property of A-invariance of subspaces [17] .
Definition 2.2 : Convex Polyhedron
Any nonempty convex polyhedron of n can be characterized by a matrix Q ∈ r * n and a vector ρ ∈ r , r ∈ N − {0} , n ∈ N − {0}. It is defined by:
By convention, inequalities between vectors are componentwise. Without loss of generality, it can be assumed that the set of inequality constraints defining R[Q, ρ] is non-redundant. Let Q i be the i-th row-vector of matrix Q, and ρ i the i-th component of vector ρ. Then (see e.g. [14] ), there exists a one-to-one correspondence between the r facets of R [Q, ρ] and the r systems ( for i ∈ (1, . . . , r)):
From definitions 2.1 and 2.2, a convex polyhedron R[Q, ρ] is a positively invariant set of system (1) if and only if
The following proposition provides a necessary and sufficient algebraic condition for positive invariance of R [Q, ρ] . This proposition was already stated, but under some specific conditions in [16] . Its statement requires the following definition, which, in particular, can be found in [15] . 
Definition 2.3 : Essentially non-negative matrices
Proof : Necessity : Implication (4) should be valid for any x 0 ∈ R [Q, ρ] . In particular, it is true for any border point. Consider an infinitesimal move from any point of the facet (3). In order for this move to be feasible, we must have:
By Farkas' lemma (see e.g. [14] ), a necessary and sufficient condition for implication (7) to be true is:
The 
such that:
Sufficiency: Assume that relations (5) and (6) are satisfied and consider the power series representation of e At :
Left hand multiplication of (9) by matrix Q yields:
It is a classical result on essentially non-negative matrices ( [13] , [15] ) that:
(where e Ht ≥ 0 means that all the components of matrix e Ht are non-negative). From relation (6), the following equation can be written:
Then, for any nonnegative value of t, (e Ht − I)ρ can be expanded as follows:
But since vector ρ 1 is non-negative and matrix e Hτ is non-negative for any value of τ such that 0 ≤ τ ≤ t, relation (12) implies, for all t ≥ 0:
Now, by the extended Farkas' lemma [7] , conditions (10), (11) and (13) imply the invariance property for R [Q, ρ] , as formulated by implication (4):
Remarks:
(1) Note the equivalence between the two sets of conditions (5), (6) and (10), (13) . For an essentially non-negative matrix H, the first set of conditions, QA = HQ and Hρ ≤ 0 , locally guarantees the positive invariance of R [Q, ρ] . And the second set of conditions is global. For linear systems, the "local" invariance conditions are necessary and sufficient for the "global" invariance conditions to hold.
(2) It is worth pointing out that the use of the theory of duality in linear programming to obtain the invariance conditions (5) and (6) does not require any particular assumption on the rank of matrix Q and on the sign of the components of vector ρ. However, some additional properties can be obtained if it is assumed that rank(Q) = r ≤ n and that the zero-state belongs to the interior of the invariant domain R [Q, ρ] . Note that this last property is satisfied if and only if the components of vector ρ are strictly positive. Then, condition Hρ ≤ 0 with H essentially non-negative implies that −H is an M -matrix (see e.g. [2] , [11] ). From a classical property of M -matrices, the real-parts of the eigenvalues of H are non-positive. Then, under the assumption that rank(Q) = r ≤ n , H is non-singular and the restriction of A to n /Ker Q is asymptotically stable.
Algebraic conditions for the positive invariance of symmetrical polyhedra
Consider the particular case of convex polyhedral domains which are symmetrical around the origin point. Let the symmetrical domain S(G, ω) be defined by:
The following proposition can be used for characterizing the positive invariance of S(G, ω). It is a particular consequence of the invariance conditions (5) and (6) for general polyhedral domains, presented in Section 2.
Proposition 3.1 : The convex symmetrical polyhedron S(G, ω) is positively invariant for system (1) if and only if there exists a matrix K ∈ s * s and a scalar s 0 > 0 such that :
(−s 0 I s + K) G = GA (15) (−s 0 I s + |K|) ω ≤ 0 (16)
By definition, |K| is the matrix of the absolute values of the components of matrix K.
Proof : Necessity : The polyhedral set S(G, ω) can be rewritten in the form:
with :
is equivalent to the existence of a matrixH ∈ 2s * 2s , (H) ij ≥ 0, such that:
For some s 0 > 0, matrixH can always be decomposed as follows:
Whenever this existence condition is satisfied, we can always define K = K 11 −K 12 and construct the symmetrical matrix T ∈ 2s * 2s , (T ) ij ≥ 0 for i = j, such that:
By construction, matrix T also satisfies (18) and (19). In particular, since (18) can be rewritten as:
and, consequently: HG = GA with, by definition:
And we also have:
And, consequently, from
Assume that relations (15) and (16) are satisfied. Then:
If we assume rank(G) = s, conditions (15) and (16) can be directly extended to the case of non-symmetrical polyhedra of the following form:
Positive invariance of the domain defined by these constraints is equivalent to the existence of two non-negative matrices K + and K − , both in s * s , and a scalar s 0 > 0 such that:
As in the case of discrete-time systems [1] , the proof is similar to that of proposition 3.1. Condition rank(G) = s is necessary so as to derive
Geometric properties of Ker G
In this section the geometric interpretation of relation (21) is analyzed. Assuming that matrix G ∈ s * n , with s ≤ n, is full rank, relation (21) can be interpreted as a canonical projection relation of the application represented by A on the subspace ( n /Ker G) . And, from the following lemma, the application represented by matrix H describes the restriction of A to ( n /Ker G) .
Lemma 4.1 : A necessary and sufficient condition of existence of a matrix H ∈ s * s satisfying:
Proof : Necessity : condition HG = GA, if Gx = 0, then GAx = 0 ; and thereforeẋ = Ax ∈ Ker G for all x ∈ Ker G. Thus, Ker G is A-invariant and in geometric notation we have,
From a well-known linear algebra result, the orthogonal complementary subspace of Ker G in n is spanned by the column-vectors of G T and the orthogonal complement of Ker G in n is spanned by the column-vectors of [GA] T . Condition (24) implies:
Clearly, relation (25) implies that each row-vectors of GA can be written as a linear combination of the row-vectors of G: 
Proof : Necessity: If Ker G is A-invariant , by lemma 4.1, there exists a matrix H ∈ n * s such that HG = GA. And consider a matrix E ∈ s * s which columns are eigenvectors of H:
Consider the real Jordan representation of A and a matrix [V 1 |V 2 ], the columns of which constitute a set of generalized real eigenvectors of A, such that:
with: Λ 1 ∈ (n−s) * (n−s) the real Jordan representation of the restriction of A to Ker G ; Λ 2 ∈ s * s the real Jordan representation of the restriction of A to ( n /Ker G) ; V 1 ∈ n * (n−s) a matrix whose columns span Ker G ; V 2 ∈ n * s a matrix whose columns span a subspace R ⊂ n such that R ⊕ Ker G = n .
Pre-multiplying relation (29) by matrix G and using the equality HG = GA, we get:
In particular, we have: HGV 2 = GV 2 Λ 2 . Then, the columns of the non-singular matrix GV 2 =Ē are, necessarily, generalized real eigenvectors of matrix H. They span s * s and satisfy:
Now, letĒ = EQ, with Q a non-singular matrix in s * s , and replaceĒ by EQ in (30). Using (28), we get:
Thus, post-multiplication of (29) by matrix I n−s 0 0 Q −1 yields :
The set of eigenvectors [V 1 | V 2 ], with V 2 =V 2 Q −1 , satisfies condition (27).
Sufficiency: Suppose the existence of a non-singular matrix E ∈ s * s and a set of generalized real eigenvectors of A satisfying (27). It is easy to see that
The columns of
5 Spectral properties of linear continuous-time systems admitting positively invariant symmetrical polyhedra
In this section the spectral properties of system (1) are investigated. They should guarantee the existence of positively invariant symmetrical polyhedra of type S(G, ω), with rank(G) = s. The real Jordan canonical representation of matrix A and the corresponding left generalized real eigenvectors are used to construct these invariant sets.
Let Λ be the real Jordan representation of A: 
Under the assumption of independence of the set of generalized eigenvectors, the left kernel of G c m is {0} and from (34) and (36), we obtain:
The existence of a vector ω c m ∈ 2s m with positive components such that:
where
Consider any matrix K ∈ n * n . From the Perron-Frobenius theorem, the spectral radius of |K|, r(|K|), is an eigenvalue of |K|. • 
Then, the following relations should also be satisfied, for j = s m − 1, . . . , 1 : 
In this case, from (33) and the independence of the set of generalized eigenvectors, we get:
The eigenvalue of J i (with multiplicity q i ) is s 0 − |s 0 + λ i |. Thus, since s 0 > |λ i |, a necessary condition for J i to be an M -matrix is λ i ≤ 0 .
Sufficiency: Consider the block L i . We can select s 0 > |λ i | and define: 
From (33) and (44) we can apply proposition 3.1 to show the positive invariance of the symmet-
The strictly positive vector ω r i can be constructed as follows:
• If the order of multiplicity of λ i in the associated block of H is q i = 1, the one-component vector ω r i can be any positive number. In this case, we have: 
is that all the eigenvalues of A (real and complex), denoted µ i + jσ i , are such that:
provided that the eigenvalues for which relation (45) becomes an equality correspond to simple blocks in the real Jordan representation of A.
Proof : Suppose that S(G, ω) is a positively invariant symmetrical n-polytope of system (1). Then, there exists a matrix K ∈ n * n and a scalar s 0 > 0 such that:
The existence of a vector ω ∈ n + such that:
implies that J is an M -matrix. From (32) and the independence of the set of generalized eigenvectors, it follows that H = Λ = −s 0 I n + K is the real Jordan representation of A. Then, J is also in a block diagonal form and (48) can be rewritten:
with:
, for m = 1, . . . , p 2 And we also have:
From equations (49) (1) and select:
And, by construction, we also obtain the positive invariance of S(G, ω).
Therefore, positive invariance of the symmetrical n-polytope S(G, ω) is equivalent to the positive invariance of all the polyhedral sets constructed from the chains of left generalized real eigenvectors. Then, from lemmas 5.1 and 5.2, we must have:
6 Solving the state constrained regulation problem by eigenstructure assignment
A basic result for eigenstructure assignment
Consider a controllable linear continuous-time dynamical system represented by the following state-equation:ẋ (t) = Ax(t) + Bu(t) for t ≥ 0 (51) with x(t) ∈ n , u(t) ∈ m , A ∈ n * n , B ∈ n * m , m ≤ n and rank(B) = m. And let S(G, ρ) be the symmetrical polyhedron generated by a set of s linear constraints on the current state vector, x(t):
Under a closed-loop linear regulation law: u(t) = F x(t), with F ∈ m * n , the evolution of the system is described by:
Constraints are supposed to be satisfied by the initial state of the system, x 0 . The gain matrix to be constructed should drive the state vector to zero while maintaining it in S(G, ω). An efficient way of regulating the state constrained system is to impose, if possible, the positive invariance of the polyhedron S(G, ω) for system (53). Along this line, we can attempt to apply the previous results to the closed-loop system (53). In particular, corollary 4.1 can be transposed into the following proposition. 
is that subspace Ker G is (A, B)-invariant and matrix GB ∈ s * m is full rank (rank(GB) = s with s ≤ m).
Proof :
Necessity : Suppose that the generalized real eigenvectors of (53) 
From equations (54) and (55), we also have:
The existence of solutions V 2 to equation (56) for any matrix E requires rank(GB) = s.
Sufficiency : Suppose that Ker G is (A, B)-invariant and rank(GB) = s ≤ m.
And let us use the following two-steps control technique (from [17] ) to solve the eigenstructure assignment problem. Let F 0 be a friend of Ker G such thatH
The generalized real eigenvectors associated with the restriction (A+BF 0 )|Ker G are the columnvectors of a matrix V 1 satisfying relation GV 1 = 0 s * (n−s) . The restriction of (A + BF 0 ) to ( n /Ker G) isH, defined by the canonical projection equation (57). Any feedback gain matrix F = F 0 + F 1 G , with F 1 ∈ m * r is also a friend of Ker G. And (A + BF )|Ker G is identical to (A + BF 0 )|KerG.
Consider the real Jordan canonical form of (A + BF ):
Λ 1 is the real Jordan canonical form of (A + BF )|Ker G. Matrix V 1 satisfies:
Λ 2 is the real Jordan canonical form of (A + BF )|( n /Ker G). DefineB = GB. Under the assumption that (A,B) is controllable, then (H,B) is also controllable in ( n /Ker G) . For any nonsingular matrix E, and assumingB full rank, it is always possible to obtain F 1 satisfyingB
so that the eigenvalues and eigenvectors of (H +BF 1 ) can be chosen arbitrarily. In particular, since by assumption rank(B) = s ≤ m, F 1 can be calculated by:
Considering the feedback matrix F = F 0 + F 1 G and relation (57), we thus get:
The columns of E represent a set of generalized real eigenvectors of the restriction H of (A+BF ) to ( n /Ker G) . Therefore, from corollary 4.1, a set of generalized real eigenvectors of (A + BF ) satisfying relation (54) corresponds to matrix E. 2
Eigenstructure assignment algorithm
Classically, let P (λ) be the system matrix (Rosenbrock, 1970 [12] ) defined by:
(A+BF )-invariance of Ker G can be obtained if and only if one can find (n−s) finite frequencies λ i and (n − s) independent associated state directions (v i ) satisfying:
The closed-loop eigenstructure in Ker G is determined by these frequencies and associated directions. The set of finite complex frequencies λ i which makes P (λ i ) rank deficient, define the invariant zeros of system (A, B, G).
To each invariant zero with algebraic multiplicity γ i corresponds an invariant subspace with dimension γ i included in Ker G and spanned by γ i independent generalized (or pseudo) zerodirections ( [9] , [10] System (A, B, G) has a stable zero λ 1 = −3.000. This value is selected as closed-loop eigenvalue, for which the associated eigenvector spans Ker G. The 2 other poles have been chosen as follows: λ 1 = − 3.0000 + j2.0000 λ 2 = − 3.0000 − j2.0000 . Then, we obtain: Positive invariance of some domains (polyhedral or not) is a generic property of any dynamical system having a stable restriction in some subspace. For continuous-time linear systems, it has been shown that under a condition slightly stronger than the stability of the restriction mapping, the system also admits some easily constructed positively invariant symmetrical polyhedra . For this property to hold, the eigenvalues of the restriction have to belong to a particular domain which has been characterized. This condition has also been specialized in the case where the right terms of the inequalities defining the polyhedron are given by the magnitude of constraints on the state-vector. Moreover, the problem of a controllable continuous-time linear system subject to linear constraints has been solved in this paper. The proposed solution describes the structural and spectral conditions (on the invariant zeros) under which the domain of constraints can be made positively invariant by a simple eigenstructure assignment algorithm.
