Today many companies rely on computerized tracking of inventory. Although computerized inventory tracking is generally assumed to be accurate, in reality, actual on-hand inventory deviates from the inventory record, which distorts the replenishment process and compromises good inventory management. Discrepancy between the inventory record and physical stock has mainly three sources:
Introduction
The standard literature on inventory models has rarely differentiated between inventory record and actual inventory. The two have always been considered to be the same, and hence there was no need to treat them as two different entities. Concern has been always focussed on how an inventory manager, having observed demand and the resulting inventory levels, should determine when and how much to replenish. Based on recent empirical observations, this implicit assumption has proven to be wrong.
In both retail and distribution environments, unobservable demands occur, as well as other activities that could result in the recorded inventory being quite different from actual inventory. If our inventory policies and control systems are managed based on recorded inventory, the actual performance of the inventory system could be very different from what one expects. This paper has three objectives. First, we develop a model to show how companies should manage their inventory when such discrepancies exist and when the manager cannot track them in real time. Second, we show the value of having visibility and tracking discrepancies accurately. Third, the models are used to quantify the value of tracking technologies such as RFID (radio-frequency identification technology) that could enable visibility and reduce the amount of discrepancy.
Discrepancies in inventory records are the result of many causes. Non-paying demands, such as shrinkage, are rarely captured, since payment transactions are usually the means by which demands are recorded. Hence, thefts would almost certainly be missed as demands, leading to the actual inventory being lower than the recorded inventory. Damage to products in the store or in a warehouse is sometimes not recorded, as are expired goods for time-sensitive items. Misplacement of goods could also occur, where goods have been placed in locations not accessible to customers. In this case, even though the goods were not lost, they were unavailable to satisfy demands, and so it is effectively the same as actual inventory being different from recorded inventory. Finally, transaction errors could lead to discrepancies. The most commonly cited example is when a customer buys multiple flavors of a product which are all the same price, and the checkout person scans one item and hits the number key to record that multiple units of the same item have been purchased. In this case, the scanned item will have actual inventory greater than recorded inventory; while the unscanned items will have actual inventory lower than recorded inventory. Scanning error could also be in the form of having the wrong item code recorded, which again would result in a discrepancy between actual and recorded inventory.
Discrepancies would not be discovered and identified until the company undertakes detailed physical inventory audits. Such audits perform two functions: (1) information correction, i.e., reconciliation of inventory record and physical inventory and (2) inventory correction, i.e., reshelving misplaced items to their original correct locations.
The existence of unobservable demands and inventory discrepancy can be costly, as we will see in empirical studies later in this paper. Of course, thefts, damages and vendor fraud would result in direct losses to the retailers. However, besides such direct losses, the discrepancy could induce inefficient inventory management, leading to higher inventory levels or poor customer service. When actual inventory is lower than recorded inventory, the inventory system is vulnerable to higher stockouts.
When actual inventory is higher than recorded inventory, the system could end up with higher inventory, as unnecessary replenishment might be brought in too early.
Inventory discrepancy has begun to be well documented empirically. DeHoratius and found that 65% of the inventory records at one retailer were inaccurate. Kang and Gershwin (2005) found that the best performing store in their sample study could have only 70-75% of its inventory record matching physical inventory during its annual inventory audit. Examining two retailers, Raman et al. (2001a) found that 35-65% of the inventory records were inaccurate. Raman et al. (2001b) reported that, at the stores of one retailer, two-thirds of all SKUs (stock-keeping-units) have inaccurate inventory records upon physical audits. Such inaccuracies could have the potential, according to Raman et al., of reducing profit by 10% due to higher inventory cost and lost sales. At a specialty retailer, Raman and Ton found that 3% of the SKUs had been misplaced, leading to the potential of "phantom stockouts," defined as stockouts occurring because inventory was stored in places not accessible to the customers. The major cause of inventory discrepancy is shrinkage, and the amount of shrinkage has been found to be quite significant. Fleisch and Tellkamp (2005) reported that theft, incorrect deliveries, damaged/outdated/discontinued products, and misplaced items amounted to about 2-4% of sales in the US retail industry in 2001. Alexander et al. (2002) at IBM reported that the amount of inventory shrinkage rates are 1.8%, 1.75%, and 1.73% of 2001 sales in the US, Europe and Australasia, respectively. The magnitude of such losses is huge. Bednarz (2003) estimated that US retailers suffered a $31.3 billion loss due to shrinkage in 2002. Ton and Raman (2004) estimated that one out of six Borders customers who approached a salesperson for help failed to find the title due to phantom stockout. They also reported that, in 2002, 4% of Amazon's warehouse inventory was misplaced.
Raman and Ton cited an Andersen Consulting study showing that phantom stockouts could contribute to lost sales of $560-960 million per year at US supermarkets. Based on interviews of European grocery retailers, Tellkamp et al. (2004) found that phantom stockouts contribute to 25% of stockouts, while the general inventory discrepancy problem led to inefficient store replenishment, and in turn, led to 46% of stockouts.
As these examples illustrate, inventory discrepancy due to shrinkage and other factors is a serious problem. The cost of shrinkage itself is of course a major concern. However, the consequence of ineffective inventory management, leading to phantom stockouts and lost sales, is also significant.
The effectiveness of all the powerful inventory control systems that one can design would suffer when a discrepancy problem exists. It is, therefore, important to develop inventory control systems that factor in the consideration of unobservable inventory discrepancy. Although real-time information on shrinkage and inventory discrepancy is not available today, companies often have past statistics of such information, as evidenced from the references that we cited earlier.
Such statistics are what we think should be a part of the inventory control system.
To fully capture the impact of discrepancy, we need to characterize the different kinds of error sources that could result in discrepancy. Such a characterization is necessary for three reasons. First, we need to differentiate some error sources that would result in permanent inventory shrinkage (such as theft and damage), versus those that are temporary and would be recovered by a physical inventory audit (such as misplacement). Second, some error sources would lead to inventory depletion (such as theft and damage), while some could lead to inventory addition (such as scanning error). Third, new information technologies such as RFID, could eliminate some errors but not all. Hence, to accurately assess the magnitude of improvements from such technologies, we need to have the distinct error sources explicitly modeled.
RFID is an emerging technology used in capturing data in a supply chain. The technology uses an integrated circuit with antennae, known as a "tag," that can be attached to the item, case, or pallet.
By installing readers at appropriate locations, the movements of the tags can be tracked. Theoretically, when all items have tags and readers are everywhere, we can have the full information of the inventory flows in the system, leading to an accurate account of inventory discrepancy. Such a technology can have two values to the supply chain. First, the visibility provided by this technology allows inventory replenishment to be more precise by eliminating the discrepancy between inventory record and physical inventory. This visibility can eventually scrap the need for the information correction function of regular inventory audits. The inventory correction function of an audit is still necessary, and with full visibility, it is conceivable that this can be done at higher frequency than the usual inventory audit, since no inventory counting is involved. We can have reshelving of misplaced items, for example, performed in every period or performed as soon as misplacement was found to have occurred. Second, some of the causes of inventory discrepancy, such as shrinkage, may be reduced. Being able to monitor paying customer demand through POS data and the actual inventory movement (hence, the non-paying customer demand), the manager can act to prevent or reduce sources of error. The models developed in the current paper allow us to quantify the potential values of RFID in providing visibility to the discrepancy and shrinkage reduction. Note that low or high technologies other than RFID can be used to track items (as also pointed out by Zipkin 2006 ). The models of this paper can also be used to quantify the value of such technologies. RFID may cease to exist but as the empirical evidence shows the problem of inventory discrepancy is very real. Essentially, we are studying the impact of imperfect asset information on inventory management.
Our goal in this paper is to explicitly model how different error sources could lead to inventory shrinkage, and consequently, to inventory discrepancies. We then show how an inventory control policy can be designed in the presence of unobserved inventory discrepancies in real time, using only statistical estimates of the error sources, such as their distributions. The model can then be used to assess the value of having visibility to inventory discrepancies, as well as the value of elimination or reduction of some of the causes of inventory discrepancies. The model can thus be a step towards concretely measuring the value brought forth by technologies such as RFID.
There is a literature on the frequency, timing and sampling techniques for conducting inventory cycle counts (see the summary review in Kang and Gershwin 2005) , but the literature on inventory management with inaccurate inventory record is scarce. Iglehart and Morey (1972) is an early work that used additional buffer stock to protect against the added uncertainties introduced by transaction errors. In addition, they considered the problem of the optimal frequency of physical inventory count to correct the discrepancies. A similar problem, but using the service level approach, was tackled by Morey (1985) . In Morey and Dittman (1986) , the added complexity of imperfect cycle count was introduced.
A recent examination of the impacts of inventory inaccuracy due to shrinkage on inventory is Kang and Gershwin (2005) , where a deterministic model is used to show the impact of having inventory inaccuracy on stockouts. The authors also used simulation to examine the case with random demands and random shrinkage. In both cases, it is shown that small errors could lead to significant stock-outs. . There is also a small resemblance of the inventory discrepancy problem to the conventional inventory models with random yields (see Yano and Lee 1995 , for a review). However, random yield models usually have yield loss occurring to incoming replenishment and not to existing inventory, and yield loss is revealed immediately, so that there is no uncertainty about the inventory level once a replenishment arrives.
For an extensive review of inventory record inaccuracy and the value of RFID, see Lee andÖzer (2005) .
The rest of the paper is organized as follows: In §2, we formulate the problem and define the notation. In §3, we provide models and establish replenishment policies when the manager observes the actual inventory movement and takes corrective action in real-time. In §4, we provide models and replenishment policies when the manager does not have visibility to error sources. In §5, we conduct a numerical study and compare the models with and without visibility and quantify the true value of visibility and a trace-and-track technology such as RFID. In §6, we conclude and suggest directions for future research.
The Model
In the classical formulations for inventory control problems, inventory records are always assumed accurate (Veinott 1966 and Zipkin 2000) . In reality, however, actual on-hand inventory deviates from the record for on-hand inventory. We define x r t as the on-hand inventory record and x t as the salesavailable on-hand inventory at the beginning of period t before a replenishment order is placed. The difference between these two measures constitutes the total error term e t . This difference is due to various demand sources that are not observable through point of sales data, such as theft.
Demand for a product can be grouped under four classes: paying customer, misplacement, shrinkage 1 . Let D t be the random customer demand during period t. Its distribution can be non-stationary.
An arriving customer buys the item with probability θ p t ; misplaces the item with probability θ m t ; or damages/steals the item with probability θ s t such that θ p t + θ m t + θ s t = 1 for all t. These demand streams affect the material and information flow very differently.
Paying customer demand affects both the inventory records and the physical inventory. This demand stream is the only one for which the manager should incur a penalty cost for unsatisfied customers. Let D p t ≥ 0 denote demand for purchase during period t.
Misplacements are the most challenging among the four demand streams to incorporate into the inventory control problem because they affect sales-available inventory in two ways. Misplacement reduces sales-available inventory during periods between inventory counts and increases it when misplaced items are returned to stock after the inventory count. Note also the distinction between physical and sales-available inventory. Part of the physical inventory is not accessible to customers due to misplacement. Misplacement reduces sales-available inventory but leaves physical inventory unchanged. Also, the inventory manager continues to incur holding cost for physical inventory even though the misplaced items are not available for sales. When an inventory audit is conducted, the misplaced items are discovered and returned back to sales-available inventory. Let D m t ≥ 0 denote demand for misplacement during period t.
Shrinkage, such as theft and spoilage, affects the physical and sales-available on-hand inventory but leaves the inventory record unchanged. Unlike misplacement, shrinkage cannot be returned to inventory after an audit. Let D s t ≥ 0 be the demand for shrinkage during period t.
In addition, transaction errors, such as scanning errors during sales, occur when the inventory record is not updated correctly after a transaction. They affect only the inventory record but leave the physical inventory unchanged. In contrast, the other error sources interact with physical inventory but leave the inventory record unchanged. Transaction errors can be positive or negative. A positive 1 The term shrinkage includes inventory consumed by non-paying sources such as theft and spoilage.
transaction error term increases the inventory record. For inventory control purposes, we need net of all transaction errors during a review period. Let D τ t to be the net transaction errors during period t.
The probability distribution function for each type of demand can be obtained by
where i ∈ {p, m, s} and φ t (d) = P r{D t = d}. These distributions have simple forms for certain choices of φ t (d), for example, when φ t (d) is Poisson or negative binomial, which are commonly used in inventory control problems (Nahmias 2000) .
These error sources would be undetected between consecutive inventory audits without a tracking technology such as RFID. We denote by e m t , e s t , e τ t , the accumulated error terms due to misplacements, shrinkage and transaction errors since the last inventory audit. The manager performs a physical counting of inventory every N periods. After the inventory audit, misplaced items are returned to inventory; accumulated error terms are set to zero; and the on-hand inventory record is set equal to actual on-hand inventory; i.e., x r t = x t . The difference between these two measures before an inventory count constitutes the total error e t = e m t + e s t + e τ t .
The sequence of events is as follows. (1) At the beginning of period t, the inventory manager reviews the state of the system and decides how much to order z t ≥ 0 from an outside supplier with ample supply. The replenishment leadtime is assumed zero. The cost of ordering is c t per unit. (2) Sales and inventory errors due to misplacement, shrinkage, and transaction errors take place during each period.
Any unsatisfied demand is lost. (3) At the end of the period, the manager incurs a holding cost h t based on the end of period physical inventory on hand including misplaced items. The manager incurs a lost-sales cost p t per unmet demand for purchase. She does not incur a lost-sales cost associated with unmet demand from non-paying customers. (4) If the period is a counting (audit) period, an inventory audit is conducted at the end of that period. The inventory record is reconciled: error is corrected, and all misplaced items are returned to inventory. Otherwise, errors continue to accumulate. The planning horizon is a multiple of counting cycle length; i.e., T ∈ {N, 2N, 3N, . . .}. At the end of the planning horizon T , the inventory left over is sold for a linear salvage value c T +1 . We assume c t + h t > αc t+1 , where α is the single-period discount factor. These assumptions are the classical ones portrayed, for example, in Zipkin (2000) .
In Figure 1 , we summarize four ways to manage an inventory system with a discrepancy problem.
The first way is to ignore the discrepancy problem and use only the point of sales data information to drive the replenishment process. We refer to this management system as the ignorant system that follows an ignorant policy because the manager uses a passive control without having any visibility to error sources. The second way is to use some statistics about unobservable error sources in driving the replenishment process. We refer to this case as the informed policy because the manager actively controls the system by using some information about the error statistics. Yet, she lacks any visibility to error sources; i.e., she does not observe actual realizations of errors. The third way is to invest in a technology such as RFID that enables complete visibility to inventory movement and that recovers all information about error sources. The manager uses the actual information (instead of the statistics) to drive the replenishment process. The fourth way is to use the visibility to actively correct error sources by recovering and reshelving the misplaced inventory instantaneously. 
POS-driven replenishment

Informed Case §4.2
Adjustment based on statistical parameters
Information Recovery §3.1
Replenishment based on accurate inventory information
Information and Inventory Recovery §3.2
Actively correct misplaced items In what follows, we model the inventory system that corresponds to all four cases in Figure 1 . First, we characterize efficient replenishment policies for each case. Later, we compare these models and the resulting cost of each inventory management method. These comparisons enable us to quantify the value of having visibility to the system or equivalently the cost of the discrepancy problem. We also quantify the value of RFID.
The Model with Visibility (RFID Enabled System)
Suppose the manager observes the misplaced items and tracks actual inventory in real time due to the help of a tracking technology. In such a system, at the beginning of period t the manager knows the inventory record x r t ≥ 0, the sales available on-hand inventory x t ≥ 0 and the number of periods elapsed since the last inventory count i t .
Passive Control (Information Recovery)
After recovering the inventory information, the manager controls the system knowing the discrepancy between inventory record and on-hand inventory. The state of this system is given by (x t , e m t , i t ), where i t ≡ (t − 1) mod N . The state evolves according to the following equations.
where
and m t is the actual misplacement in period t. We also refer to actual sales by a t .
Note the difference between D p t , D m t , and a t , m t . The terms a t and m t depend on sales-available inventory on hand. The joint probability distribution for sales a t and total demand D t is
for a t ≤ min{D t , y t }. Otherwise it is zero. Hence a t = 0 with probability one when y t = 0. The joint probability distribution for misplacement m t can be obtained similarly 2 .
The expected single period cost incurred in period t is
where the first expectation is with respect to D t and m t , and the second is with respect to D p t , and a t . The manager incurs a holding cost for sales-available inventory on hand and total misplaced items at the end of period t. Also, the penalty cost is incurred only for the unsatisfied demand for purchase and not for unsatisfied non-paying customer demand.
With perfect visibility, the manager replenishes inventory in full awareness of inventory errors.
The following dynamic programming recursion minimizes the cost of managing this system for a finite horizon with T − t periods remaining until termination. 2 We can denote shrinkage by st and obtain its distribution. However, it is not needed in any of the single period cost functions, cost-to-go functions, the state space and the updates. Essentially, the sufficient statistics for all DPs considered in this paper do not require shrinkage information to be stored separately.
The expectation is taken with respect to D t and m t .
First, we define
Next, we modify the single period cost function to include the impact of misplacement m t on the remaining periods in the counting cycle. In particular, we include the holding cost incurred for misplaced items until after the next inventory count is conducted at time K, but we subtract the ordering cost saved by recovered misplacements at time K + 1.
We define its minimizer as
The above Theorem shows that we can limit the computational search for y * (x t , e m t ) to the finite set [x t , max{x t , S t , S t }]. In each period, the manager orders such that the sales available inventory after the replenishment order is brought to y * t .
Active Control (Information & Inventory Recovery)
By having complete visibility, the manager can recover misplaced inventory in addition to information.
Hence, the manager can re-shelve misplaced items instantaneously instead of waiting for the inventory audit period. In this case, misplacements do not accumulate, and hence, e m t = 0. Hence, both e m t and i t can be dropped from the state space 5 . At the end of period t, the state of this system is updated as
The following dynamic programming recursion minimizes the cost of managing this system for a finite horizon with T − t periods remaining until termination.
The Model without Visibility (Without RFID)
Without having visibility to the error sources, the manager does not know the sales-available on-hand inventory x t until after an inventory audit is performed. The two variables that are immediately available are the record of inventory on hand x r t and the number of periods since the last inventory audit i t . The manager has two ways to manage this system. She can either ignore the discrepancy problem or use an informed policy that recognizes the existence of discrepancy even without observing the actual size of the discrepancy at each replenishment epoch.
Passive Control (Ignorant Policy)
An ignorant inventory system uses a replenishment policy that is designed for a system that does not actively face the discrepancy problem. Yet, the system carries out an inventory audit every N periods to correct the discrepancy problem. Given the empirical and survey analysis, most inventory management systems in practice are following ignorant replenishment policies.
The state of such a system is given by x r t , and the state update is x r t+1 = (y r t − D p t ) + . The solution to the following dynamic programming recursion minimizes the cost of managing the system in the absence of a discrepancy problem for a problem with T − t periods remaining until termination.
where J I T +1 (·) ≡ 0, and expectations are with respect to D p t . Karlin and Scarf (1958) characterize the optimality of a base-stock policy for the above classical lost sales problem and the base-stock levels are S I of on-hand inventory (Bertsekas 2000) . The optimal order quantity z t is chosen on the basis of available observations of inventory record x r t ; i.e., the entire history of inventory records and the time elapsed since the last inventory count. A history dependent state space has a very large dimension, which becomes computationally prohibitive to solve. Instead, we construct an approximate dynamic program to develop an informed policy. To do so, the distribution of total errors is approximated by a distribution that depends on the number of periods elapsed since the last inventory count. Hence, The state of the system is given by (x r t , i t ), and the state updates are
where y r t = x r t + z t . The expected single period cost function is given bȳ
whereG(·) is as defined in Equation (2), and the expectation is taken with respect to e t and e m t .
Given any initial state (x r t , i t ), the optimal cost of managing the above inventory system between periods t and T is given by the solution of the following dynamic programming algorithm.
where J iv T +1 (·, ·) ≡ 0, and the expectation is taken with respect to a t when the period is not an audit period, otherwise it is with respect to e t , e m t , D t , m t . Next we characterize the replenishment policy.
Theorem 3
The following statements are true for all t when a t = (D p 4. J iv t (x r t , i t ) is an increasing convex function in x r t , and lim x r t →∞ J iv t (x r t , i t ) = ∞.
The manager can use the base-stock levels characterized in Theorem 3 as the informed policy.
In particular, she brings the inventory on-hand record to the base-stock level S iv t (i t ) whenever it falls below S iv t (i t ). These base-stock levels depend on the number of periods since the last audit. The policy considers how far from or close to an audit period the system is. Hence, it incorporates information about the accumulation of errors over time and the possibility of misplaced items being recovered soon.
Note also that this information does not rely on actual realizations of errors, which are unobservable. Figure 2 illustrates the difference between the informed and the ignorant base-stock levels. Later in our numerical study, we simulate the system under the informed base-stock levels in the presence of error sources generated using their actual distributions to obtain the resulting inventory cost. 
Numerical Study
This section illustrates and quantifies the impact of different operating and error source characteristics on the system performance. Our objective is (1) to identify the salient factors affecting the system performance under imperfect inventory information, (2) to quantify the value of visibility and the cost of inventory inaccuracy, and (3) to quantify the value of RFID. Next, we provide the setup for the numerical study.
For a system with visibility, we solve the corresponding dynamic programs in §3.1 and 3.2 to obtain the optimal policy and the resulting inventory cost. However, for a system that lacks visibility, we first solve the dynamic programs in § 4.1 and 4.2 to obtain the base-stock levels for the ignorant and the informed cases, respectively. Next we simulate the system under the ignorant base-stock levels in the presence of error sources and obtain the actual resulting expected inventory cost. We also simulate the system under informed base-stock levels in the presence of error sources to obtain resulting expected inventory cost of the informed policy. We use a backward induction algorithm to solve the dynamic programs.
We consider stationary systems with daily replenishment reviews, T = 90 days and 15% annual interest rate, i.e., α = 0.999. We also set N = 45, c = 0.5, h = 0.01 unless we state otherwise. Demand
For simulations, we run 10, 000 replications to report results within 95% confidence interval. We report total expected cost, achieved fill rateβ, average physical inventoryĪ, and average order quantityz. For example, the achieved fill-rate is obtained by dividing the total realized sales in T periods with total realized paying customer demand for each simulation run and averaging across all runs.
Value of Visibility
Here we quantify the benefit of having visibility to inventory and error sources. Equivalently, this set of experiments also quantifies the cost of inaccuracy on the performance of an inventory system.
Recall that when the system lacks visibility, the manager can use either the ignorant policy in § 4.1 or the informed policy in § 4.2. The true value of visibility is given by the comparison between the performance of a system that uses the informed policy to the performance of a system that has visibility and follows the optimal replenishment policy in § 3.1. In what follows, we first focus on the value of visibility brought forth by information recovery. Later when we discuss the value of RFID, we also quantify the additional benefit of visibility such as the possibility of inventory recovery as in § 3.2. error increases. However, the total cost is the lowest when the manager has visibility. Second, by using an informed policy that accounts for inaccuracy, the manager can recover a significant portion of costs due to inventory inaccuracy even without having complete visibility. For example, when the average total errors is 5% of the average paying customer demand, having visibility and following an optimal policy reduces inventory cost by 136.86 (= 588.95 − 452.09) over an ignorant system. However, when compared to an informed policy, the cost is reduced only by 11.63 (= 463.72 − 452.09). The third observation is that the value of visibility increases with inventory inaccuracy. Figure 3 (b) plots percent cost reduction, due to visibility, over both the ignorant policy and the informed policy. Next, we investigate why visibility can significantly improve the performance of a system. First, achieved fill-rates increase at the expense of carrying more inventory. This reflects the classical fill-rate versus inventory trade off. The required inventory to support a high target fill-rate increases fast with the fill-rate. Second, to achieve the same fill-rate, the system without visibility under the informed policy requires higher average inventory than the system with visibility. For example, when the lost sales cost p = 1.5, under the informed policy, the achieved fill-rate is 99.83% and the corresponding average inventory is 24.15. But for a system with visibility the achieved fill-rate is roughly the same 99.80%, yet the corresponding average inventory is 12.25, which is significantly lower than the system without visibility. Hence, visibility is a substitute for inventory.
Effect of Inventory Inaccuracy on the Value of Visibility
Third, note the gap between the trade-off curve corresponding to the ignorant policy and the other two curves. This gap is because the ignorant system does not adjust the replenishment order to compensate for inaccuracy, resulting in excessive stock loss. Hence, the achieved fill-rate is less than 75% even though the manager sets his target fill-rate to 99% (equivalently a lost sales cost of p = 1.5). This observation illustrates the adverse effect of inventory inaccuracy. To further elaborate, in Figure 4 (b), we plot the achieved fill-rate under the ignorant policy as a function of total errors.
Note that even when average non-paying customer demand is 4% of average paying customer demand, almost half of customer demand is lost if inaccuracy is ignored and nothing is done to compensate.
These experiments illustrate that inventory inaccuracy can be very costly. Besides direct losses due to shrinkage, the discrepancy induces inefficient inventory management, leading to higher inventory or lower fill-rates and hence lost sales. Next, we investigate how the value of visibility changes with respect to the system characteristics. Figure 5 (a) illustrates the value of visibility as a function of the counting cycle length N for both slow and fast moving items. Note that the value of visibility increases (resp., decreases) with the counting cycle length (resp., counting frequency). the counting frequency from none to twice for an ignorant system decreases the total cost by 63.14 (=594.36-531.22). However, this benefit comes at the expense of higher counting cost. This figure also plots the total cost as a function of frequency of counting when the fixed cost of counting is 2 per audit. We highlight three observations. First, an optimal counting cycle length can be obtained using the models in the present paper. Second, the optimal number of counts is 2 for a system with visibility whereas it is 9 for an ignorant system. Hence, visibility is a substitute for inventory audits.
Effect of Counting Frequency on the Value of Visibility
Finally, the total cost curve is flat near the optimal counting frequency, indicating that the solution is robust. Robustness is important because in reality, deciding how often to count inventory involves other products or SKUs in the system. Hence, the counting frequency will likely be predefined based on various other factors. Nevertheless, the above analysis provides the value of counting frequency for a particular item. Robustness can help a manager choose a counting frequency common across multiple products without losing much from optimality.
Effect of Cost Parameters on the Value of Visibility
Figures 6 and 7 illustrate the value of visibility as a function of cost parameters p, h and c, respectively.
These numerical experiments suggest that the true value of visibility is high for products with high lost-sales and holding costs and low ordering cost. These cost parameters affect the system more when the purchasing customer demand rate is low. Table 1 shows the individual impact of error sources on the system performance. The first part shows how the system performance changes as one increases the average demand for misplacement from 0% to 5% of average paying customer demand while setting shrinkage and transaction errors to zero. Hence, the system is subject to paying customer demand and misplacement only. The second part shows the impact of shrinkage in the absence of misplacement and transaction errors. The third part shows the impact of transaction errors in the absence of misplacement and shrinkage. Note that first rows in each of the three parts are the same across the three replenishment policies because the system faces only the paying customer demand 6 . 
Individual Effect of Misplacement, Shrinkage and Transaction Errors
Under the ignorant policy, even a 2% misplacement increases the total expected cost by 7.3%(= ). The achieved fill-rate drops from 99.5% to 88.8%, which results in significant reduction in sales. The ignorant system replenishes only for sold items, and hence orders 10.4% (= ). Overall, the ignorant system with 2% misplacement sells 1.07 units less 7 , orders 1.04 units less and stocks 1.08 units more per period than the system with no misplacement, which corresponds to an average cost increase of 0.40 (=1.07*0.85+1.08*0.01-1.04*0.5) per period.
Under visibility, the system achieves high fill-rates but the average physical inventory increases with misplacement because the misplaced items are recovered only after inventory audits. Note also that even without visibility the informed system achieves almost the same high fill-rates as the system with visibility. However, the informed system holds additional safety stock to hedge against uncertain 6 The small differences among the policies are simply due to simulation. 7 Approximately speaking λp * T * (0.995 − 0.888)/T units less per day.
misplacement. It also orders more on average. For example, 2% misplacement results in 12.20 units per day for the informed system and 11.43 units for the system with visibility. Although it is not explicitly illustrated in this table, we also observe that visibility increases shrinkage and misplacement because it improves the fill-rate for both paying and non-paying customers. Hence, non-paying customers can potentially become more effective, resulting in a higher amount of misplacement and shrinkage. Table 1 also illustrates how different error sources affect the system differently. To observe this fact, compare the first and the second parts. For an ignorant system, the achieved fill-rate and the average inventory are lower and the expected inventory cost is higher with shrinkage. For example, when shrinkage is 5%, the expected inventory cost is 558.73, whereas it is 550.88 when misplacement is 5%. Under the system with visibility, shrinkage reduces the average inventory by depleting stock, whereas misplacement increases average inventory. This is because misplaced items are still in the system and are recovered only after an inventory audit. Note that the average order size per period is less for a system subject to misplacement because recovered misplacement reduces the order size after an inventory audit. Therefore, a system with shrinkage carries less inventory and orders more on average than a system with misplacement. For example, when the system faces 5% misplacement, the The third part of the table illustrates that for an ignorant system the average physical inventory increases with transaction errors, whereas it reduces with shrinkage and misplacement. The reason is that transaction errors can take both positive and negative values, and hence can cause the system to understock or overstock. In contrast, shrinkage causes the system to always understock. Intuitively an adverse effect of a negative transaction error in one period can be reduced by a positive transaction error in another period. Hence, the ignorant system is relatively less sensitive to transaction errors than to shrinkage and misplacement. Another observation is that the system with visibility is completely unaffected by transaction errors, whereas misplacement and shrinkage continues to adversely affect even the system with visibility.
Finally, the value of visibility for an ignorant system is the highest under misplacement. For example, the ignorant system that faces 5% misplacement can reduce the cost by 19.04%(= ). Yet, the impact of error sources changes when one considers the true value of visibility. The percentage cost savings from having visibility over an informed policy is higher for a system that is subject to transaction errors than for a system that is subject to misplacement.
Aggregating Error Sources
The previous sections illustrate the individual impact of each of the error sources and how they affect the system differently. The manager can possibly approximate the value of visibility by aggregating all error sources with a single source. Yet, here we provide additional observations to illustrate that such aggregate methods lead to sub-optimal results.
Suppose that we aggregate all error sources under shrinkage instead of explicitly considering mis- 72. We solve the problem under visibility to obtain an optimal policy for this aggregate measure. Next, we simulate this policy under the true error sources. The resulting cost is 122.77, which is 5.29% higher than the optimal cost. These examples show that such approximations can lead to significantly sub-optimal solutions. In the previous sections we discussed how and why each of these error sources affect the system differently.
Hence, explicitly modeling error sources is critical. Nevertheless, such a one-source aggregate approach can still provide insights into the value of visibility and RFID. The models of this paper can also be used to study this aggregate approach.
Value of RFID
Since the 1970s, companies have been reducing supply chain costs by reducing excessive inventory. Our numerical results have shown that with less stock, even a small source of discrepancy can quickly bring sales-available on-hand inventory to dramatically low levels, leading to lost-sales. Hence, companies are keen to keep track of goods in order to have visibility and efficiency across the system. A tracking technology such as RFID allows the inventory manager to know what products are on the shelf and where they are located. Hence, this technology may enable better inventory decisions by eliminating uncertainties about actual stock levels.
Yet, quantifying the benefit of RFID technology is difficult relative to assessing the cost of implementation. The variable cost of RFID is mainly due to the tag costs. The fixed cost are due to, for example, the readers / IT infrastructure, which are one-time investments shared across multiple products. Next we discuss how the described models can be used to quantify the value of RFID. We also discuss the effect of RFID tag costs on the value of RFID 8 .
RFID as an Enabler of Visibility and Prevention
RFID has two potential values. It enables visibility and prevention of error sources. Recall from the discussion in the introduction that inventory audits perform two functions: information correction and inventory correction. The manager can use RFID as a substitute for information corrections. A tracking technology may also reduce the cost of inventory correction by making audits easy to perform.
For example, the inventory manager can recover misplaced items immediately instead of waiting for the next audit period as in § 3.2. Hence, RFID can be a partial substitute for inventory audits. Improved visibility by RFID can also prevent theft, which leads to a direct shrinkage reduction. For example, the Woolworths case (Johnson and Lee 2004 ) reveals that shrinkage rate can decrease with the use of RFID. To study the potential value of RFID in reducing shrinkage and misplacement, we consider three cases where RFID can reduce misplacement only, shrinkage only, and both misplacement and shrinkage between 0% and 100%.
Figures 8(a) and (b) quantify the potential cost savings by prevention. For example, even without any prevention, the RFID-enabled system saves 15.72% of total costs compared to an ignorant system and 0.86% compared to an informed system. These savings are due to visibility enabled by RFID.
Note that the percentage improvement increases with prevention of error sources. For example, 50%
shrinkage reduction creates an incremental improvement of 0.9% in the cost of RFID-enabled system.
In addition to curbing shrinkage, if RFID reduces misplacement by 50%, then the incremental cost saving increases to 1.1%. We also observe that eliminating shrinkage saves more than eliminating misplacement because shrinkage costs more than misplacement, which is recovered after inventory counting. 
Effect of RFID Tag Cost
Here we investigate the joint effect of RFID tag cost and inventory inaccuracy on the system performance. Per unit RFID tag cost r can be interpreted as the premium paid for complete visibility enabled by RFID over the variable cost of inventory counting for each item. Hence, we model the tagging cost by adjusting the unit ordering cost in the RFID-enabled system to c = c + r.
Figures 9(a) and (b) plot the percentage improvements by RFID deployment as a function of unit tag cost r and inventory inaccuracy. First, we observe that the value of RFID decreases as the tag cost increases. Intuitively, increasing tag cost decreases the safety stock, and hence the RFID-enabled system stocks less and sells less and consequently orders less. This leads to lower value for RFID.
Second, the break-even RFID tag costs are higher for the informed system. For example, when average shrinkage and misplacement is 4% of average paying customer demand the ignorant system saves 4.61%
with RFID when the tag price is 0.04. However, an informed system for the same tag price barely saves 0.07%.
Next we question whether the inventory manager orders more under RFID. Note that if he does, the upstream firm also benefits from RFID. Such a benefit could justify the upstream firm's cost of putting tags on items. The RFID-enabled system corresponds to the visibility enabled system in and RFID-enabled systems give almost identical orders and tag cost incurred by the manager further decreases the average order size. Hence, the popular belief that RFID would lead to systems ordering more may not be always true. This might be true for an ignorant system but not true for an informed system that accounts for inventory inaccuracy. If RFID also reduces shrinkage by preventing some thefts, then the inventory manager is even better off, but the supplier could be worse-off compared with the informed policy. These numerical observations suggest that incentive issues related to RFID implementation within a supply chain may need to be addressed for sustainable implementations.
Discussion
We study a finite horizon, single-item periodic-review inventory control problem in which inventory records are inaccurate. We show that the causes of discrepancy between inventory record and physical stock can be grouped under three error sources: shrinkage, misplacement and transaction errors.
We explicitly show and model how these error sources lead to inventory discrepancy and compromise operational efficiency. We develop effective replenishment policies that account for the inventory inaccuracy problem. By comparing these replenishment strategies, we quantify the value of visibility and the reduction of error sources offered by tracking technologies. We show that inventory inaccuracy can lead to significant losses, and the informed policy can recover some of the losses, even without having complete visibility to the system. Yet, we also show that having complete visibility enables better control and reduces inventory related costs. To identify where visibility and prevention help most, we quantify the effects of system parameters on the system performance. Hence, the models of this paper provide concrete analysis of the true value of visibility in inventory control.
RFID Deployment: By providing visibility and error prevention, RFID can help an inventory system reduce stock-out rates without carrying excessive and costly inventory. Based on our analysis, we think that RFID can be deployed in stages. Products with high inventory inaccuracy that are often stolen or misplaced can be tagged first. Among such products, those with high lost-sales and holding cost and low ordering cost benefit more from RFID. Other potential candidates for RFID deployment are those inventory systems for which inventory counting is expensive and error estimation is difficult. The types of products and applications suitable for RFID will expand as tag prices and implementation costs fall. Hence, instead of waiting for the tag prices to fall, inventory managers can plan phased deployments and quantify the value of such deployments using the right benchmark.
Note, however, that this paper does not provide a detailed cost-benefit analysis to evaluate the RFID deployment. That analysis is beyond the scope of this paper. The approach discussed in this study is for the benefit estimation due to a reduction in inventory related costs.
Other Demand Models: One can also model paying customer demand, misplacement, shrinkage and transaction errors as independent demand streams instead of a random disaggregation model. The challenge with such an approach is that distributions of sales, misplacement and shrinkage depend on the arrival sequence and on the starting inventory level as well. Using this approach and prioritizing arrival sequence, we also develop cost bounds and effective replenishment heuristics to manage the inventory system under imperfect information. We refer the interested reader to Atali, Lee andÖzer 2004 for details.
Other Informed Policies: In § 4, we consider an informed policy without having to use a tracking technology. A manager can perhaps incorporate more information into the control problem and develop new informed policies. For example, the manager may update the distribution of error sources after each inventory count. Developing alternative approximations to solve the dynamic program with imperfect state updates can lead to other informed policies as well (Bertsekas 2005) . Analyses similar to those in the paper can help quantify the benefit of new informed policies. Note that any improvement over the informed policy provided in this paper would reduce the true value of visibility and RFID.
Estimation of Error Source Probabilities: After an inventory audit, the manager learns the number of misplaced items, shrinkage and transaction errors. He also knows the total sales based on the point of sales data. This information can be used to estimate θ p , θ m , θ s and σ τ . Note that the expected sales, misplacement, and shrinkage are equal to θ i E[min{D t , y t }], where i ∈ {p, m, s}. Hence, they are proportional with respective probabilities θ p , θ m , and θ s . Therefore, the manager can use the audit data to estimate these probabilities. Note also that expected demands are distributed proportionally with similar to Section 4 and deferred to Atali, Lee andÖzer (2004) . Note, however, that even without explicitly modeling the imperfect RFID case, the results in this paper provide an upper bound on the value of RFID.
The area of inventory discrepancy and imperfect inventory information offers a fertile avenue for future research. This paper takes a step towards addressing the inventory inaccuracy and inventory control under various error sources. There are several other possible research directions. Developing new informed policies that incorporate other relevant information is one important research direction.
Another possible direction is to explore joint pricing and inventory management in the presence of inventory inaccuracy. Modeling and studying the profit would likely bring additional benefits to a tracking technology that reduces the inventory discrepancy problem. Another immediate extension is to study the problem with fixed ordering costs. We are currently investigating inventory systems with multiple retailers or products. It would be of interest to investigate whether the benefits of RFID explored in this study would amplify or diminish in the presence of risk pooling. The rest of the proof is based on an induction argument. For t = T , part 2 follows from part 1 because L r T (y T ) = G r T (y T ). This implies that a base-stock policy with base-stock level S r T is optimal, proving part 3 for T . This implies J r T (x T ) = L r T (max{x T , S r T }), which is increasing convex in x T because L r T is increasing convex on [S r T , ∞) and goes to infinity, proving part 4 for T . Next assume for an induction argument that part 2 is true for t + 1. This implies part 3 for t + 1. Note that J r t+1 (x t+1 ) = L r t+1 (max{x t+1 , S r t+1 }), which is increasing convex, and lim x→∞ J r t+1 (x) = ∞ because L r t+1 is increasing convex on [S r t+1 , ∞). Hence, part 4 is true for t + 1. To complete the induction argument, we show that part 2 is true for t. This follows from the definition of L r t and noticing that (i) the update x t+1 is increasing convex in y t , (ii) the composition of increasing convex functions is convex, (iii) convexity is preserved under summation and expectation; and (iv) G r
