Abstract. We consider indifference pricing of contingent claims consisting of payment flows in a discrete time model with proportional transaction costs and under exponential disutility. This setting covers utility maximisation as a special case. A dual representation is obtained for the associated disutility minimisation problem, together with a dynamic procedure for solving it. This leads to an efficient and convergent numerical procedure for indifference pricing which applies to a wide range of payoffs, a large range of time steps and all magnitudes of transaction costs.
1. Introduction. The price of a contingent claim in a complete market is uniquely determined by the principle of replication: it is the discounted expectation of the claim price under the (unique) martingale measure. However, the presence of transaction costs can lead to the curious contradiction that superreplicating a claim may involve less trading (and lower transaction costs) than exact replication, and therefore be less expensive, so that the replication price can in fact lead to arbitrage. Furthermore, financial markets with transaction costs generally admit many different martingale measures, leading to intervals of no-arbitrage claim prices. This means that subjective factors, such as an investor's risk appetite, come into play when determining the price of a claim. The indifference principle offers a compelling alternative to replication and arbitrage pricing: it states that the seller of a claim will charge (at least) a price that will allow him to sell the claim without increasing the risk of his existing financial position. This is called the indifference price. As a special case, the reservation price is a price that would have allowed the seller to cover a claim at an acceptable level of risk, had their existing position been zero (in other words, not taking it into account). This is often associated with the terms "economic capital" in banking, and "technical provisions" or "reserving" in insurance.
Indifference pricing based on utility maximisation has been well studied in the literature on proportional transaction costs. Work in continuous time has mostly focused on adapting stochastic optimal control and other techniques from friction-free models (such as the BlackScholes model), and in recent years have led to numerical approximation and asymptotics for small transaction costs; see [2, 7, 8, 17, 21, 23, 24, 38] , for example. Results obtained in continuous time models typically assume continuous trading, which limits their applicability in realistic settings [12] , hence motivating the need for continued theoretical and numerical work in the discrete time setting. The literature on indifference pricing in discrete time models with proportional transaction costs is nevertheless very sparse.
The present paper is motivated by the work of Pennanen [26] , who studied indifference pricing in a very general discrete time setting, including proportional transaction costs. In view of the fact that financial liabilities in banking and insurance often consist of sequences of payment streams, such as swaps, coupon paying bonds, insurance premia, etc, the classical utility maximisation framework, which focuses on the expected disutility of hedging shortfall at the expiration date of the liability faced by an investor (and insists on self-financing trading at other times), is extended in [26] to a more flexible framework which allows hedging to fall short at intermediate steps too, takes into account the expected total disutility of hedging shortfall at all steps, and presents theoretical results for contingent claims consisting of cash payment streams and a very general class of disutility functions.
The present paper specialises the setting of [26] to exponential utility and proportional transaction costs, which allows the use of powerful dual methods, and finite state space, motivated by the need for numerical results. Our results apply to contingent claims with physical delivery (in other words, streams of portfolios rather than just cash). We propose a backward recursive procedure that can be used to solve the utility maximisation problem and compute indifference prices, together with an efficient and convergent numerical approximation method (with error bounds). Our results apply to all magnitudes of transaction costs, and our numerical methods work for a large range of time steps; see [39] for more demanding numerical results that have not been included in this paper for lack of space.
The results reveal interesting features of disutility minimisation problems and indifference prices. In particular, because asset holdings in our model can be carried over between different time periods, the value of the disutility minimisation problem of an investor faced with delivering a portfolio stream depends only on the total payment involved in the stream (suitably discounted), which implies that indifference prices also depend only on the total payment due. Nevertheless, the additional flexibility offered by allowing hedging to fall short at time periods other than the final time leads to smaller spreads in indifference prices, when compared to utility indifference pricing spreads. Our numerical results further suggest that there is a complex relationship between disutility indifference prices and the real-world measure.
The results in this paper extend and complement the limited number of results that have already been reported in the literature for discrete time models with proportional transaction costs. The results on disutility minimisation generalise the results reported in [4] in a onestep binomial model with proportional transaction costs. To put the power of the numerical methods into context, previously reported numerical results are limited to European put options in a 3-step Cox-Ross-Rubinstein binomial model with convex transaction costs and exponential utility ( [5] ), utility indifference prices of a European call option under exponential utility in a binomial tree model with 6 steps and proportional transaction costs ( [29] ), and numerical solution of utility maximisation problems under power utility with multiple assets and proportional transaction costs ( [3] ).
Whilst we restrict our attention to indifference prices (payable at time 0 in cash) rather than indifference swap rates (used in [26] ) for brevity, we believe that the extension is straightforward (with preliminary work reported in [39] ). We believe that our work can be generalised to include measuring hedging shortfall in terms of portfolios rather than just cash; this is the subject of ongoing research, as is application of these methods to other classes of utility functions and multi-asset models.
The paper is arranged as follows. Background information on arbitrage and superhedging in discrete time models with proportional transaction costs is collected in section 2. The disutility minimisation problem that forms the basis of the indifference pricing framework is introduced in section 3; this includes utility maximisation as a special case. In section 4 we derive a Lagrangian dual formulation for the disutility minimisation problem, which leads to a dynamic procedure for solving it, presented in section 6. Indifference prices are introduced in section 5, together with arbitrage pricing bounds. A number of illustrative numerical examples are reported in section 7. Appendix A is devoted to the study of a number of properties of a generalisation of the convex hull of convex functions that appears in the dynamic procedure of section 6; this includes a numerical approximation by piecewise linear functions, complete with error bound.
Preliminaries.
2.1. Discrete-time model with proportional transaction costs. In this paper we consider a discrete-time financial market model with a finite time horizon T ∈ N and trading dates t = 0, . . . , T on a finite probability space (Ω, F, P) equipped with a filtration (F t ) T t=0 . We assume without loss of generality that F 0 = {Ω, ∅}, F T = F = 2 Ω and P(ω) > 0 for all ω ∈ Ω. For each t, the collection of atoms of F t is denoted by Ω t . The elements of Ω t are called the nodes of the model at time t, and they form a partition of Ω. For each ω ∈ Ω and t = 0, . . . , T , denote by ω t the unique node ν ∈ Ω t such that ω ∈ ν. A node ν ∈ Ω t+1 is said to be a successor of a node µ ∈ Ω t if ν ⊆ µ. For each t < T , denote the collection of successors of any given node µ ∈ Ω t by µ + , and define the transition probability from µ to any successor node ν ∈ µ + by p ν t+1 :=
t satisfies x(ω) = x(ω ′ ) for all ω, ω ′ ∈ ν on every node ν ∈ Ω t , and we will sometimes denote this common value by x ν . A similar convention will apply to F t -measurable random functions f : Ω × R d → R d′ (where d ′ ∈ N). Let N d be the space of adapted R d -valued processes. We write L t = L 1 t and N = N 1 for convenience. The financial market model consists of a risky and risk-free asset. The price of the risk-free asset, cash, is constant and equal to 1 at all times. This is equivalent to assuming that interest rates are zero, or that asset prices are discounted. Trading in the risky asset, the stock, is subject to proportional transaction costs. At any time step t, a share of the stock can be bought for the ask price S a t and sold for the bid price S b t , where S a t ≥ S b t > 0. We assume that (S a t ) T t=0 ∈ N and (S b t ) T t=0 ∈ N . The cost of creating a portfolio
where z + := max{z, 0} and z − := − min{z, 0} for all z ∈ R. The liquidation value of the portfolio x is
Define the solvency cone K t at any time t as the collection of portfolios that can be liquidated into a nonnegative cash amount, in other words,
A trading strategy is an adapted sequence of portfolios, denoted (y t ) T t=−1 , where y −1 ∈ L 2 0 denotes the initial endowment at time 0, the portfolio y t ∈ L 2 t is held between time steps t and t + 1 for t = 0, . . . , T − 1, and y T ∈ L 2 T is the terminal portfolio created at time T . Denote the collection of trading strategies by N 2′ , and define ∆y t := y t − y t−1 for all t = 0, . . . , T.
A trading strategy (y t ) T t=−1 is called self-financing if −∆y t ∈ K t for all t = 0, . . . , T . The collection of self-financing trading strategies is defined as
We will also frequently consider the class of trading strategies that start and end with zero holdings (and are not necessarily self-financing). This class of trading strategies is denoted by
Arbitrage and duality.
There is a connection between the absence of arbitrage and the existence of classes of objects that appear in the study of disutility minimisation problems. To this end, definē
We shall refer to the elements ofP (P) as (equivalent) martingale pairs. Observe that P ⊆P.
The no-arbitrage condition is equivalent to the existence of a martingale pair. The definition (2.3) is consistent with that in [37, Def. 1.6] and equivalent, though formally different, to the notion of weak no-arbitrage in [20] . 
holds if and only if P = ∅.
We will assume a stronger condition in this paper, namely robust no-arbitrage [37, Def. 1.9], which ensures existence of a solution to the disutility minimisation problem. It is characterised as follows. We assume throughout the rest of this paper that the model satisfies the robust noarbitrage condition (2.4 for all t = 0, . . . , T and ω ∈ Ω. We conclude this section by introducing some notation that will be useful when working with martingale pairs. For every Q ≪ P, we write
where dQ dP is the Radon-Nikodym density of Q with respect to P. As Ω is finite it follows that (2.6) Λ
as the collection of nodes in Ω t with positive probability under Q. Moreover, for every t = 0, . . . , T − 1 and µ ∈ Ω Q t , denote the transition probability from µ to any successor node ν ∈ µ + by q ν t+1 :=
. Simple rearrangement of (2.6) then gives
Superhedging.
If the seller of a claim is completely risk-averse, then he would charge (at least) the superhedging price, which is the lowest amount that the seller of a claim can charge that will allow him to sell the claim without taking any risk. Such prices are usually lower than the cost of replication (see, for example, [1] ), and have been well studied for European options offering a payoff at a single expiration date; for a selection of contributions at a similar technical level to the current paper, see [10, 11, 13, 19, 20, 22, 28, 34, 35] .
In this subsection we generalise the theory slightly to the case of payment streams of the form c = ((c b t , c s t )) T t=0 ∈ N 2 , consisting of sequences of payments c t = (c b t , c s t ) to be made at all trading dates t. A trading strategy (y t ) T t=−1 ∈ N 2′ is said to superhedge such a payment stream c if it allows a trader to deliver c without risk, in other words,
The seller's superhedging price of the payment stream c is defined as the smallest cash endowment that is sufficient to superhedge c, in other words,
The buyer's superhedging price of c is defined as
It is the largest cash amount that can be raised without risk by using the payoff of c as collateral. The superhedging prices admit the following dual representation.
Proof. Observe that (y t ) T t=−1 ∈ N 2′ superhedges c if and only if y T = 0 and the trading strategy (x t ) T t=−1 ∈ N 2′ defined as
c k for all t ≥ 0 satisfies −∆x t ∈ K t for all t. The result then follows from [35, Theorem 4.4] and (2.8).
The collection of payment streams that can be superhedged from zero will play an important role in the next section. Proposition 2.3 gives that
It is self-evident from the representation (2.12) that Z is a convex cone.
2.4. Convex sets and convex functions. This brief section contains a collection of the notation and terminology regarding convex sets and convex functions that will be used throughout the paper.
Let A ⊆ R n be a set. The convex hull conv A of A is the smallest convex set containing A. The convex cone generated by A is cone A := {λx : λ ≥ 0, x ∈ A}, and the closure cl A of A is the smallest closed set containing A. The recession cone of A is 0
The effective domain of a convex function f :
3. Disutility minimisation problem. The ability to manage investments in such a way that their proceeds cover an investor's liabilities as well as possible, is of fundamental importance in financial economics, and has therefore been well studied in the literature; see, for example, [7, 9, 16, 18] and the references therein. The purpose of this section is to formulate an optimal investment problem in the model with proportional transaction costs, which will form the basis of the indifference prices that will be studied in section 5.
Consider an investor who faces the liability of a given payment stream u = (u t ) T t=0 = ((u b t , u s t )) T t=0 ∈ N 2 . The investor can create a trading strategy (y t ) T t=−1 ∈ Ψ in cash and stock, and is additionally allowed to inject (invest) cash on every trading date in a given set I ⊆ {0, . . . , T }. At each trading date t ∈ I, in order to manage his position, the investor needs to inject φ t (∆y t + u t ) in cash in order to manage his position. At trading dates t / ∈ I, the investor is required to manage his position in a self-financing manner, in other words, φ t (∆y t + u t ) ≤ 0. Denote the number of elements of I by |I| and, for simplicity of exposition, assume that |I| = 0.
The objective of the investor is to choose (y t ) T t=−1 in such a way as to minimise the sum of expected disutility of the cash injections over all the trading dates in I, using for each time step t ∈ I the risk-averse exponential disutility (regret) function v t (x) := e αtx − 1 for all x ∈ R with deterministic risk aversion parameter α t ∈ (0, ∞). Define for every t / ∈ I
The investor's objective can then be written as the unconstrained optimisation problem
The value function V of (3.1) is defined as
The value of V (u) is finite because v t is bounded from below for all t.
Remark 3.1. In the special case where I = {T } and u t = 0 for all t < T , the problem (3.1) becomes
Noting that −φ T (−y T −1 + u T ) is the liquidation value of the portfolio y T −1 − u T , this is the classical utility maximisation problem of an investor facing a liability of u T at time T .
It is possible to rewrite (3.1) directly in terms of the cash injections. This reduces the dimensionality of the controlled process from two to one, and will aid in the study of the dual problem in the next section. Combining the fact that v t is nondecreasing for all t with (2.11), we obtain
where (3.6)
In conclusion, the problem (3.1) has the same value function as the optimisation problem
We conclude this section by presenting a few key properties of V .
Theorem 3.2.
The function V is convex and lower semicontinuous on N 2 , and the infima in (3.2) and (3.5) are attained for every u ∈ N 2 .
Proof. The main argument is analogous to existing results (see [26, Theorem 5 .1], for example) and is therefore presented in outline only. Observe first from (3.4) that
where
, and where
For each ω ∈ Ω the set B ω is a closed convex cone containing the origin (0, 0, 0). The regret functions (v t ) T t=0 are convex, lower semicontinuous and bounded from below, and so is (x, y, u) → f ω (x, y, u) [31, Theorems 5.2, 9.3]. In particular, f is a normal integrand [32, Def. 14.27] satisfying f (0, 0, 0) = 0.
The convexity of V follows from the convexity of (x, y, u) → E(f (x, y, u)) [30, Theorem 1]. The remainder of the claim follows from [27, Theorem 2], provided that
is a linear space, where for every ω the recession function f ω∞ of f ω is given by
The proof is therefore complete upon showing that
is linear. The robust no-arbitrage condition implies that Φ ∩ Ψ is linear [37, Lemma 2.6], and so it suffices to show that if ((x t ) T t=0 , (y t ) T t=−1 ) ∈ M, then x t = 0 for all t. To this end, assume by contradiction that {x t * < 0} = ∅ for some t * and define z = (z t ) T t=−1 ∈ N 2 ′ as
so that z ∈ Φ. It further follows from y T = 0 that
and hence z violates the no-arbitrage condition (2.3). This contradiction permits us to conclude that x t = 0 for all t = 0, . . . , T .
Dual formulation. It is possible to obtain a Lagrangian dual formulation for the optimisation problem (3.7). For every
The formulation of L u is motivated by [36, (74) ] (in the context of utility maximisation in incomplete market models without transaction costs). The coefficient of λ encapsulates the constraints in (3.7); see (2.12).
The following strong duality result holds.
Theorem 4.1. For all u ∈ N 2 , we have
Proof. For any x = (x t ) T t=0 ∈ N , there are two possibilities for the second term in the Lagrangian L u . If x ∈ A u , then the coefficient of λ must be nonpositive, and by taking λ = 0 we obtain
If x / ∈ A u , then there exists some (Q, S) ∈P for which the second term is positive whenever λ > 0, and by taking λ arbitrarily large we obtain
This means that
Since the function V is lower semicontinuous and convex on N 2 , it follows that
, where the conjugate function V * of V is defined as
For every z = (z t ) T t=0 ∈ N 2 , it follows from (3.4) that
This optimization problem can be decoupled into three optimization problems over x, y and the transformed variable w = (w t ) T t=0 ∈ N 2 , defined as
Observing that
for all t, it follows that
For the first term on the right hand side of (4.4), define the positive polar of the solvency cone K t for every t = 0, . . . , T as
for all t = 0, . . . , T . For the second term, using the property y −1 = y T = 0 and rearrangement leads to
Moreover, for all t = 0, . . . , T − 1, the tower property gives
and where the final equality follows by straightforward adaptation of the arguments of [37, pp. 24-25] . Substituting (4.7) into (4.3) gives, for all u = (u t ) T t=0 ∈ N 2 ,
The representation (4.8) then leads to
by the tower property of conditional expectation in conjunction with (2.5) and the martingale property of S.
The strong duality established in Theorem 4.1 suggests that further study of the dual problem
of (3.7) would be profitable. It turns out that there is an explicit formula for the value of the inner optimisation problem over x. Note that in this paper we adopt the convention 0 ln 0 = 0.
Proof. Fix any λ ≥ 0 and (Q, S) ∈P, and observe from (4.1), the definition of N and the
denotes the convex conjugate of v t for all t = 0, . . . , T . It is straightforward to derive
whenever z ≥ 0. The result then follows after observing that, for each t ∈ I,
In the representation (4.10), the joint dependence on λ and (Q, S) is very simple: the two terms on the right hand side that depend on (Q, S), both contain λ only as a nonnegative linear coefficient. This suggests that it should be possible to rewrite the outer maximisation in the dual problem (4.9) as a two-step maximisation, in other words, maximising first over (Q, S), and then over λ.
The solution to the first step, maximisation over (Q, S), will be the subject of section 6. In the remainder of this section, we introduce some notation in order to capture the two-step nature of the maximisation, and then show that the maximisation problem over λ has a unique closed form solution. To this end, for any
Notice that K(X) is finite because the values of the mapping x → x ln x are finite and bounded from below on [0, ∞). Combining this notation with (4.2) and (4.10), we obtain, for all u ∈ N 2 ,
The following result concludes this section. 
is the unique value attaining the infimum in (4.13).
Proof. Define
The function f is convex and twice continuously differentiable, and in fact
for all λ > 0. The first derivative f ′ is increasing, whilst being negative for small λ and positive for λ large enough. This means that f attains its minimum at the point which is the unique solution λ ∈ (0, ∞) to the equation f ′ (λ) = 0. It is straightforward to verify that this solution is indeed given by (4.15). The formula (4.14) is obtained by substituting (4.15) into (4.13).
Note that Theorem 4.3 implies thatλ u , and hence V (u), depend on u only through T t=0 u t . This is perhaps surprising in view of the definition (3.2) of V (u). The reason for this comes from the dual formulation and the nature of the dual objects in models with proportional transaction costs: for example, it can be seen in (2.12) that whether a payment stream can be superhedged from zero depends only on its total payoff. This is the reason why the Lagrangian L u depends linearly on T t=0 u t , which in turn leads directly into the dual formulation of V (u).
5. Indifference pricing. In this section we consider an investor trading in cash and shares and who is entitled to receive a given portfolio w t ∈ L 2 t at each time step t = 0, . . . , T . We refer to the payment stream w = (w t ) T t=0 as the endowment of the investor (though it may in fact represent a liability if negative). The minimal disutility of the investor in this situation is V (−w).
Indifference pricing provides a way for such an investor to determine the value of derivatives, or payment streams. We will introduce disutility indifference prices for the seller and buyer of a payment stream c = (c t ) T t=0 ∈ N 2 . Consider the situation where the investor is selling the payment stream c. He receives a single payment of δ ∈ R in cash at time 0, and then delivers the portfolio c t at each time step t = 0, . . . , T . After selling c, the investor's minimum disutility becomes V (c − δ½ − w), where the process ½ = (½ t ) T t=0 is defined as
The seller's disutility indifference price π ai (c; w) of c is defined as the lowest price for which he could sell c without increasing his minimal disutility, in other words,
The buyer's disutility indifference price π bi (c; w) is similarly defined as the highest price at which the investor could buy the payment stream (and receive c t at each time step t = 0, . . . , T ) without increasing his minimal disutility, in other words,
The following theorem establishes formulae for computing the buyer's and seller's indifference prices. These pricing formulae resemble existing formulae for utility indifference prices in friction-free models under exponential utility, in particular those obtained in [9] and [33] in general continuous-time market models without transaction costs, and [25] in a discrete time friction-free model with a non-traded asset.
Observe that, to determine the buyer's and seller's indifference prices of a payment stream, it is sufficient to be able to determine the value of K for three different random variables.
Theorem 5.1. For any c, w ∈ N 2 , we have
Proof. Observe first that (5.4) follows directly from (5.2) and (5.3). Definê
Asπ is deterministic, we have This permits us to conclude that π ai (c; w) ≤π.
In order to establish (5.3), it suffices to show that V (c − π½ − w) > V (c −π½ − w) for any π <π. For every π <π, there exists a process x π = (x π t ) T t=0 such that x π ∈ A c−π½−w and
by Theorem 3.2. Define a new process xπ = (xπ t ) T t=0 ∈ N as
and so it follows from (3.6) that xπ ∈ A c−π½−w . Furthermore, for every t ∈ I we have v t (x π t ) > v t (xπ t ) so that
by (3.5), as required.
The following one-step toy model demonstrates the calculation of the indifference prices using (5.3) and (5.4).
Example 5.2. Let T = 1 and Ω = {u, d}, and take any probability measure P with p := P(u) ∈ (0, 1). Suppose furthermore that the bid and ask prices in this model satisfy
The mid-price processS = (S 0 ,S 1 ) ∈ N withS 1 := 1 2 (S a 1 + S b 1 ) together with the unique probability measure Q with Q(u) =S
satisfies the robust no-arbitrage condition in Proposition 2.2. Every probability measure Q in this model can be characterised uniquely by Q(u). It follows from (5.6) and straightforward calculation that
Observe in particular that Q ⊂ (0, 1) by (5.6). Let I := {0, 1} and α 0 = α 1 = α > 0, and set the investor's endowment w = (w 0 
It is easily verified that f Y is continuous and convex on [0, 1], and that it reaches its minimum atq
It then follows from (4.12) that
After substituting (5.7) into (5.3) and (5.4), the buyer's and seller's disutility indifference prices of c become
We conclude this section by presenting a key property of disutility indifference prices, namely that they produce smaller bid-ask intervals than superhedging prices. Theorem 5.3. We have for any c, w ∈ N 2 that
Moreover, the mapping u → π ai (u; w) is convex, and u → π bi (u; w) is concave.
Proof. We first show that
Note first that c − π a (c)½ ∈ Z from (2.9) and (2.12). Furthermore, for any x ∈ A −w , we have −w−(x t , 0) T t=0 ∈ Z, and since Z is a convex cone, it follows that c−π a (c)½−w−(x t , 0) T t=0 ∈ Z, so that finally x ∈ A c−π a (c)½−w . Thus A −w ⊆ A c−π a (c)½−w , so that V (c−π a (c)½−w) ≤ V (−w) by (3.5 ). This in turn implies that π ai (c; w) ≤ π a (c) by (5.1).
Combining (5.8) with (2.8) and (5.2) immediately gives that
for all c, w ∈ N 2 . The remainder of the proof is devoted to showing the convexity of u → π ai (u; w). Once established, it immediately gives that u → π bi (u; w) is concave by (5.2). Moreover, combining the convexity with (5.3) gives for all c, w ∈ N 2 that 0 = π ai (0; w) ≤ To establish the convexity, fix w ∈ N 2 and note that
is convex because, for all x, y ∈ C and λ ∈ [0, 1] we have
by the convexity of V (Theorem 3.2). For any c, d ∈ N 2 and λ ∈ [0, 1] we have
By the convexity of C, the conditions c − γ½ ∈ C, d − δ½ ∈ C imply that
which permits us to conclude that
This establishes the convexity of u → π ai (u; w) and completes the proof.
6. Solving the dual problem. It was shown in section 4 that solving the disutility minimisation problem (3.1) amounts to computing the value of K(X), defined in (4.12), for suitably chosen X (see Theorem 4.3). The same holds true for determining the buyer's and seller's indifference prices in section 5 (see Theorem 5.1). In this section, we propose a dynamic procedure for determining K(X) for any X = (X b , X s ) ∈ L 2 T . We also present a dynamic procedure for constructing a pair (Q,Ŝ) ∈ P such that (6.1)
Remark 6.1. The dynamic procedure can also be used to find the minimal entropy martingale measure (see [14, 15] ). This is the measureQ satisfying
in the special case when I = {T } and there are no transaction costs (in other words,Ŝ = S b = S a ).
The ability to construct a solution by dynamic programming follows from the following representation for H in terms of transition probabilities. The notation a t := k∈I,k≥t 1 α k for all t = 0, . . . , T will be used throughout this section for brevity.
T and (Q, S) ∈P, we have (6.2)
Proof. For every t = 1, . . . , T , observe from (2.7) that
Using the nodes in Ω t−1 to partition Ω, and noting that Q and Λ Q t are nonzero only on the nodes in Ω Q t−1 , leads to
Observing that E Λ Q 0 ln Λ Q 0 = E[1 ln 1] = 0, and introducing a telescoping sum, we obtain
Then, after collecting like terms, it follows that
The result follows from (4.11) after using the nodes in Ω T −1 to partition Ω and observing that
The representation in Proposition 6.2 suggests that it is possible to construct a sequence (q t ) T t=1 of transition probabilities, from which then to assemble the probability measureQ. The following construction provides a sequence of auxiliary functions to achieve this aim.
T , construct two adapted sequences of random functions (f t )
for all ν ∈ Ω T . For every t = 0, . . . , T − 1, assume that J t+1 has already been constructed, and define
for all µ ∈ Ω t and x ∈ R.
The definition (6.4) of f ν t is reminiscent of that of the convex hull of the collection {J ν t+1 } ν∈µ + of convex functions, if the term involving the logarithm is disregarded; cf. [31, Theorem 5.6]. The following result summarises the main properties of (J t ) T t=0 , with some of the technical arguments of the generalised convex hull deferred to Appendix A. Recall that the F 0 is trivial, and therefore J 0 is a deterministic function.
Proposition 6.4. Fix any X ∈ L 2
T and let (J t ) T t=0 be the sequence of functions from Construction 6.3. Then for each t = 0, . . . , T and ν ∈ Ω t , the function J ν t is convex, bounded from below, continuous on its closed effective domain dom J ν t ⊆ [S bν t , S aν t ] and the infimum in (6.4) is attained whenever it is finite. Moreover,
Proof. The properties of the J t 's are proved by backward induction. The convexity, continuity and boundedness properties of J ν T is self-evident from (6.3). For every t = 0, . . . , T − 1, suppose that J ν t is convex, bounded from below and continuous on its effective domain dom
for all ν ∈ Ω t+1 ; then g ν is convex, bounded from below and continuous on its effective domain dom g ν = [0, 1]. Propositions A.1 and A.4 then give that f µ t is convex, bounded from below and continuous on its effective domain for every µ ∈ Ω t , and that the infimum in (6.4) is attained for all x ∈ dom f µ t . It is then clear from (6.5) that J µ t has the properties claimed. This concludes the inductive step.
To establish (6.6), fix any (Q, S) ∈P. We show first by backward induction that
for all t = 0, . . . , T − 1, where
is the collection of martingale pairs that coincide with (Q, S) up to time t = 0, . . . , T . When t = T − 1, we haveP T (Q, S) = {(Q, S)}, so that (6.7) follows from (6.2) and (6.3). Assume now that (6.7) holds for some t = 1, . . . , T − 1. Rearrangement gives
after which we obtain from (2.2), (6.5), and (6.8) that
This concludes the inductive step. Finally, when t = 0, the equation (6.7) reduces to
and again combining (2.2), (6.5), and (6.8) yields
This completes the proof.
The following construction uses the sequence (J t ) T t=0 of Construction 6.3 to produce a pair (Q,Ŝ) satisfying (6.1). It will be shown in Theorem 6.6 below that this indeed produces a solution to (4.12).
T and associated sequence (J t ) T t=0 from Construction 6.3, construct two adapted processes (Ŝ t ) T t=0 and (q t ) T t=0 by induction, as follows. First, choose anyŜ 0 satisfying
For each t = 0, . . . , T − 1 and µ ∈ Ω t , assume thatŜ where the value of an empty summation is taken to be 0. Construction 6.5 produces a well-defined pair (Q,Ŝ). This is because the existence ofŜ 0 is assured by the continuity of J 0 , and the infimum in (6.4) is attained whenever finite. It is, however, worth noting that the pair is not unique in general, because the solutions to (6.9) and (6.10)-(6.12) may not be unique.
The following theorem is the main result of this section. It establishes that Construction 6.5 indeed produces a solution to the optimization problem (4.12), as claimed at the start of the section.
T given, let (J t ) T t=0 and (Q,Ŝ) = (Q, (Ŝ t ) T t=0 ) be the objects from Constructions 6.3 and 6.5. Then (Q,Ŝ) ∈ P and
Proof. It is straightforward to show thatQ is a probability measure by standard arguments; cf. [6, Theorem 5.25] . Likewise, the processŜ is a martingale underQ by (6.11), whence (Q,Ŝ) ∈P. Furthermore, by recursive expansion of (6.10), we easily obtain
from (4.11) and (6.3). Then (6.9), Proposition 6.4 and (4.12) combine to give
H((Q, S); X) = K(X).
It remains to show that (Q,Ŝ) ∈ P. Suppose by contradiction that (Q,Ŝ) ∈P\P, in other words, ΛQ t (ω) = 0 for some t = 0, . . . , T and ω ∈ Ω. Fix any (Q, S) ∈ P, and define
Observe that ǫ ∈ [0, 1) because
Define a new probability measure Q ǫ : F → [0, 1] and stochastic process S ǫ = (S ǫ t ) T t=0 ∈ N as
Then (Q ǫ , S ǫ ) ∈ P [34, Lemma 7.2], after which (4.11) gives
The mapping x → x ln x is convex on [0, ∞), and so, for all t = 0, . . . , T ,
Furthermore, on the set ΛQ t = 0 , and recalling the convention 0 ln 0 = 0, we have
Substituting this into (6.13) gives
The choice of ǫ implies that H((Q ǫ , S ǫ ); X) < H((Q,Ŝ); X), which is a contradiction. Hencê Q(ω) > 0 for all ω ∈ Ω, so that (Q,Ŝ) ∈ P. for t = 1, . . . , 52, where k is the proportional transaction cost parameter. We assume that there are no transaction costs at time 0, in other words S a 0 := S b 0 := S 0 = 100. The numerical results in this section have been obtained by applying the approximation methods introduced in Appendix A.2 for the generalised convex hull. Each of these methods allow us to construct a sequence of random piecewise linear functions approximating the sequence (J t ) 52 t=0 of Construction 6.3, starting from the final value J 52 . This leads naturally to an approximation for K via Theorem 6.6, and π ai (c; w) and π bi (c; w) via Theorem 5.1. Superhedging bid and ask prices are also provided for the purposes of comparison; these have been calculated using the methods described in [34] . Throughout this section we assume that the investor's endowment is w = 0, and that the risk aversion coefficient is constant, in other words, α t = α for all t ∈ I. We will consider a call option with expiry one year, strike 100 and physical delivery (based on the underlying). This corresponds to the payment stream C = (C t ) 52 t=0 where C t = 0 for all t < 52 and
We first demonstrate the accuracy of the numerical approximation.
Example 7.1. Table 1 contains approximate indifference prices for the seller and buyer of the call option in the case where p = 0.5, k = 0.005, I = {0, . . . , 52} and α = 0.1, as computed by both the upper and lower approximation methods described in Appendix A.2. In each case, the approximation is obtained by dividing each (discounted) bid-ask interval into n subintervals of equal length.
It is evident from Table 1 that the upper approximation converges much faster than the lower approximation. The two approximation methods are also consistent in that they appear to converge to the same limit. The results suggest that taking n = 150 results in accuracy up to 3 decimal places, which is perfectly adequate for graphical representation.
It is also interesting to note that the indifference pricing spread (between the seller's and buyer's indifference prices) is considerably smaller than the (superhedging) bid-ask spread; note that the ask and bid prices in this case are π a (C) = 10.4788 and π b (C) = 6.9694.
In each of the examples below we consider different possibilities for the set I of dates on which injection is allowed. In particular, the case I = {52} corresponds to the classical utility indifference pricing framework, where the "injection" at time 52 reflects the hedging shortfall at the expiration date of the option under exponential utility.
Example 7.2. Continuing with the case where k = 0.005 and p = 0.5, we now consider seller's and buyer's indifference prices for a range of values of the risk aversion coefficient α; see Figure 1 . Observe that the indifference pricing spread (between the seller's and buyer's indifference prices) is smaller for disutility pricing than for utility indifference pricing. This is because being able to inject cash at different time steps introduces considerable flexiblity, which in turn results in decreased hedging costs.
As expected, indifference pricing spreads increase as the risk aversion coefficient increases. It does however appear that the indifference pricing spread remains well within the superhedging bid-ask spread for a large range of values of the risk aversion coefficient. Example 7.3. Figure 2 contains prices for a range of values of the transaction costs parameter k in the case where p = 0.5 and α = 0.1. Indifference pricing spreads increase with k, the reason being that increased transaction costs results in an expansion of the setP, and hence tends to lead to lower values for K(C 52 ) and K(−C 52 ). At the same time, the value of K(0) appears to be less sensitive to changes in k; in fact, for each of the data points in Figure 2 we have K(0) = 0, so that π bi (C; 0) = K(C 52 ) and π ai (C; 0) = −K(−C 52 ). Observe finally that the indifference pricing spreads remain well within the superhedging bid-ask spread for all values of k, and also expand slower as k increases. probability parameter p in the case where k = 0.005 and α = 0.1 are illustrated in Figure 3 . It appears that indifference pricing spreads tend to be at their largest when p is close to the value of the friction-free risk-neutral probability in this model, which is
The effect is more pronounced when injection is allowed at more trading dates. One possible explanation for this might be found upon examining the behaviour of K(0), K(C 52 ) and K(−C 52 ) for different values of p; see Figure 4 . Whilst the dependence of these values on p appear to be convex, they vary in steepness, both within groups associated with the same choice and I, and between groups associated with different choices of I. This then has consequences for the vertical differences π bi (C; 0) = K(C 52 ) − K(0) and π ai (C; 0) = K(0) − K(−C 52 ).
A large number of numerical examples, for a selection of options with cash and physical delivery, and for a range of values of r e and T , can be found in Section 5.5 of [39] .
Appendix A. Generalised convex hull. The constructions in section 6 involve a generalisation of the convex hull of convex functions. This appendix outlines the main properties used in this paper in an abstract setting.
For k = 1, . . . , m, let f k , g k : R → R ∪ {∞} be proper convex functions that are continuous on their effective domains, and such that dom 
A.1. General properties. The main aim of this section is to establish the key properties needed in section 6, namely, that f is convex, bounded from below, continuous on its effective domain, which is compact, and that the infimum in (A.2) is attained whenever it is finite. Further detail on the arguments below, in a slightly more general setting, can be found in [39, Chapter 4] .
Most of the desired properties are straightforward, and collected in the following result.
Proposition A.1. The function f in (A.2) is proper, convex, and its effective domain Define now
for all k = 1, . . . , m; then it is straightforward to verify that
It then follows from (A.2) and the convexity of f 1 , . . . , f m and g 1 , . . . , g m that
Taking the infimum in both terms on the right hand side gives
as required.
The remainder of this section is devoted to establishing the closedness of the epigraph of f . This then allows us to establish the desired properties; see Proposition A.4 at the end of the appendix. In order to prepare for this result, we present a number of technical results. Define
for all k = 1, . . . , m, and
Observe immediately that if q = 0, then (q, a, b) ∈ A 
Proof. Item 1: Fix any λ ∈ (0, 1), q 1 , q 2 ∈ [0, 1] and (x 1 , y 1 ), (x 2 , y 2 ) ∈ epi f k and define
If q = 0, then q 1 = q 2 = 0, after which x 1 = y 1 = x 2 = y 2 = 0 by the observation above, so that z = 0 ∈ A g k . If q > 0, then define
Then ε ≥ 0 because g k is convex and (x, y) ∈ epi f k because epi f k is convex and unbounded from above. This permits us to conclude that z = (q, qx, qy
with the last equality due to (A.1) and the continuity of g n . Thus (0, 0,
Observe that lim n→∞ g k (q n ) = g k (q) by the continuity of g k , so that
Moreover, since q n (1, x n , y n ) ∈ A k for all n ∈ N it follows that
There are now two possibilities. If (q, a, b−g k (q)) ∈ U , then q = 0 and so (q, a, b) ∈ U by (A.1). If (q, a, b − g k (q)) ∈ A k then there exist (x, y) ∈ epi f k such that (q, a, b − g k (q)) = q(1, x, y), in other words, (q, a, b) = (q, qx, qy + g k (q)) ∈ A 
k for all λ > 0. It then follows from (A.4) and the comments following it that q = a = 0, whence (q, a, b) ∈ U . Define (A.5)
It will be shown in the proof of Proposition A.4 that E f = epi f . The following result is the first step towards establish this, together with the desired closedness property.
Equation (A.6) immediately gives that
For each k ∈ B, we have q k = a k = 0 and b k ≥ 0; select any (x k , y k ) ∈ epi f k and observe that
Noting that C = ∅ (because q k > 0 for at least one k), define
Define
Finally, rearrangement gives that To establish (A.9), observe that ri
This can now be used to construct a point z ∈ M ∩ ri 
This completes the proof of (A.9).
The following result concludes this section.
Proposition A.4. The function f in (A.2) is continuous on dom f , and the infimum in (A.2) is attained for all x ∈ dom f . Proof. It is sufficient to show that epi f = E f , for then f is lower semicontinuous by Proposition A.3, hence continuous on dom f because it is a closed bounded interval [31, Theorems 10.2, 20.5] . The fact that the infimum in (A.2) is attained for all x ∈ dom f follows from the properties of E f .
Suppose that (x, y) ∈ E f . Thus there exist q k ∈ [0, 1] and (x k , y k ) ∈ epi f k for all k = 1, . . . , m such that
and so (x, y) ∈ epi f .
Conversely, suppose that (x, y) ∈ epi f . Then f (x) < ∞ and so by (A.2) there exists a sequence (q 1n , . . . , x mn , x 1n , . . . , x mn ) n≥1 such that for all n ∈ N we have q kn ∈ [0, 1] and q kn x kn = 1, and finally
For each n ∈ N and k = 1, . . . , m define
then (x, y n ) ∈ E f and lim n→∞ y n = y.
This implies that (x, y) ∈ cl E f = E f by Proposition A.3, which concludes the proof that epi f = E f .
A.2. Numerical approximation. Computer implementation of the generalised convex hull necessitates a numerical approximation in all but a few special cases. In this section we propose such a numerical approximation, together with error bounds, that will be suitable for use in the dynamic procedure proposed in section 6. It is based on approximation of f 1 , . . . , f m and f by piecewise linear functions. We will refer to this as the upper approximation as it approximates the generalised convex hull f from above.
For
if x =x kl for some l = 0, . . . , n k , Thenĝ ≥ f by definition, and it follows from the arguments in the previous subsection that g is convex and continuous on its effective domain domĝ = dom f , and that the infimum in (A.11) is attained for all x ∈ domĝ = dom f . In practical applications, one often needs to approximate f on some subinterval For any x ∈ [b, a] such thatx l−1 < x <x l for some l = 1, . . . , n, choose l * ∈ {l − 1, l} such thatf (x l * ) = max f (x l−1 ),f (x l ) . The upper approximationf depends onĝ only via the valuesĝ(x 0 ), . . . ,ĝ(x n ). It is possible to calculate these values explicitly in the case where g k (q) = q ln q p k for k = 1, . . . , m by using standard techniques from calculus. The straightforward (though tedious) details are given in full in Section 4.3 of [39] .
The theoretical error bound in Proposition A.5 ensures that the upper approximationf will converge uniformly to f on [b, a] if the mesh size converges to zero. However, it relies on the Lipschitz coefficient of f , which is typically unknown in situations that require approximation (and could well be large). We now present a lower approximation, which, while slightly less computationally efficient than the upper approximation, can be used in practical applications to estimate the error of the upper approximation. (x l ) if x ∈ (x l−1 ,x l ) for any l = 1, . . . , n + 1,
It is convex, piecewise linear andǧ(x) ≤f (x) for all x ∈ [x 0 ,x n+1 ]. The graph off consists of n + 1 line pieces; the l th line piece (where l = 0, . . . , n) connects the points (x l ,ǧ(x l )) and (x l+1 ,ǧ(x l+1 )), and has slope m l :=ǧ x l −x l−1y l if x ∈ (x l−1 ,x l ) for any l = 1, . . . , n,
The lower approximationf is piecewise linear. It is straightforward to show that it is convex, due to the convexity off . The fact thatf ≤ǧ (whencef ≤ f ) follows from a simple geometric observation: on every interval [x l ,x l+1 ], the graph off falls below the extensions of both the (l − 1) th and (l + 1) th line pieces off , and these extended line pieces in turn fall below the graph ofǧ, due to the convexity ofǧ. See [39, Section 5.4] for full details.
