We exploit the distributional information contained in high-frequency intraday data in constructing a simple conditional moment estimator for stochastic volatility di usions. The estimator is based on the analytical solutions of the rst two conditional moments for the integrated volatility, which is e ectively approximated by the quadratic variation of the process. We successfully implement the resulting GMM estimator with high-frequency veminute foreign exchange and equity index returns. Our simulation evidence and actual empirical results indicate that the method is very reliable and accurate. The computational speed of the procedure compares very favorably to other existing estimation methods in the literature. JEL Classi cation: C13, C22.
Introduction
Continuous time methods and no-arbitrage arguments gure prominently in the theoretical asset pricing literature. However, some of the most in uential contributions have been based upon fairly simple and restrictive assumptions concerning the process for the underlying state variable(s)|{leading examples include the celebrated Black-Scholes option pricing formula, which assumes that the true process for the underlying asset follows a geometric Brownian motion; and the CIR model for the term structure of interest rates, which is derived under the assumption of a square-root process for the short rate. Meanwhile, the burgeon empirical literature on discrete time ARCH and stochastic volatility models (see Bollerslev et al., 1994; Ghysels et al., 1996) , have called into question the empirical validity of a time invariant di usion, or a single state variable, as a reasonable assumption for most speculative rate of return series. In response to this, several recent studies have utilized more realistic continuous time models, explicitly allowing for time varying volatility in the state variables. The Hull and White (1987) and Heston (1993) stochastic volatility option pricing formula, and the exponential-a ne class of term structure models in Du e and Kan (1996) and Dai and Singleton (2000) , are all notable examples.
Aside from a few special cases, estimation of these continuous time stochastic volatility models are complicated by the lack of a closed form expression for the transition density function for the corresponding discretely sampled observations, and numerous competing estimation strategies have been proposed in the literature. An incomplete list of these different techniques includes the Markov Chain Monte Carlo (MCMC) methods advanced by Jacquier et al. (1994) , Eraker (1998) , Kim et al. (1998) and Elerian et al. (1998) ; the simulated methods of moments approach in Du e and Singleton (1993) ; the indirect inference procedure of Gourieroux et al. (1993) utilized by Engle and Lee (1997) ; the E cient Methods of Moments (EMM) developed by Gallant and Tauchen (1996) and Gallant and Long (1997) and implemented by Andersen et al. (1999c) ; the in nitesimal moment generator underlying the GMM procedure in Hansen and Scheinkman (1995) and Conley et al. (1997) ; the non-parametric series expansions of the transition density function advocated by A t- Sahalia (1996) and Stanton (1997) and the related kernel estimator in Bandi and Phillips (1999) ; the approximation method to the likelihood function building on the Kolmogorov forward equations in Lo (1988) and A t-Sahalia (1998) ; and the spectral GMM estimator utilizing the empirical characteristic function in Chacko and Viceira (1999) and Singleton (1999) . While all of these procedures yield consistent, and in most cases also asymptotically ecient, parameter estimates for the various model speci cations, they are all computationally demanding and cumbersome to implement in practice.
In the present paper we propose a new, much easier to compute, estimation procedure for stochastic volatility di usions. The basic idea is straight forward. Instead of integrating out the latent volatility, as it is implicitly done in the estimation procedures in the extant literature, the strategy proposed here utilizes high-frequency data for explicitly measuring the realized volatility.
High-frequency, or tick-by-tick, data have recently become available for a host of di erent nancial instruments. Following the work of Merton (1980) and Nelson (1992) , such data could in principle be used to construct point-wise consistent ltering measurements for the instantaneous volatility. Unfortunately, the optimal lter weights depend in complicated ways on the particular model structure (Nelson and Foster, 1994) , and in practice the continuous record asymptotics underlying the theoretical arguments are corrupted by inherent discreteness, time-of-day e ects, bid-ask spreads, and other market microstructure frictions. 1 Meanwhile, it is possible to construct model-free unbiased estimates of the integrated volatility over a xed time interval, say one day, by simply summing the squared returns over the relevant time-period. Moreover, by the theory of quadratic variation, the sum of the squared inter-period returns a ord increasingly more accurate ex-post volatility measurements as the length of the return-horizon decreases.
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Motivated by this idea, Andersen et al. (1999b Andersen et al. ( , 2000b o er a detailed descriptive characterization of the salient distributional features of daily realized foreign exchange and individual stock return volatilities constructed from high-frequency ve-minute returns.
Here, we go one step further, and show that by matching the sample moments of the realized volatility to the population moments of the integrated volatility implied by a particular continuous-time model structure, a standard, and easy-to-compute, GMM-type estimator for the underlying model parameters is immediately applicable. For concreteness we restrict the analysis in the paper to the square-root, or a ne, class of stochastic volatility models. This particular class of models arguably constitutes the leading case in the literature, but the method is general. In particular Barndor -Nielsen and Shephard (1999) present analytical expressions for the moments of the integrated volatility for a general class of continuous 1 In a related context, Brandt and Santa-Clara (1999) and Ledoit and Santa-Clara (1999) suggest using Black-Scholes implied volatilities for short-lived at-the-money options to estimate the instantaneous volatility. In practice, this implicitly assumes that the volatility is constant over the remaining life of the option, and that the volatility risk is not priced.
2 Alternatively, it is possible to extract information about the forward integrated volatility from the highlow range of the discretely sampled data as in Gallant et al. (1999) . Also, Alizadeh et al. (1999) have recently proposed using the high-low range as a volatility proxy in a Gaussian quasi-maximum likelihood estimation procedure for a simple stochastic volatility model. time stochastic volatility models, in which the instantaneous variance is de ned by the sum of multiple Ornstein-Uhlenbeck processes, each of which is driven by a homogeneous Levy process.
The rest of the paper is organized as follows. The next section demonstrates how the population moments for the integrated volatility may be derived from the moments for the point-in-time volatility. This section also brie y discusses the basic GMM setup employed in the estimation. The Monte Carlo simulations in Section 3 highlight, that the method works very well in empirically realistic nite sample settings, and that the e ciency of the parameter estimates compares favorably to that of a non-feasible QML procedure treating the instantaneous volatility as observable. The statistical inference concerning the true values of the individual parameters and the overall t of the model are generally also very reliable. The only caveat is a negligible upward bias in the estimates of the variance-ofvariance parameter. This is directly attributable to the measurement error in the quadratic variation as a proxy for the integrated volatility, and we show how a simple adjustment term in the moment conditions is e ectively able to eliminate this bias. Section 4 gives the empirical results from applying the new estimation procedure to a set of high-frequency ve-minute foreign exchange rates and Japanese equity index returns. Section 5 concludes. Mathematical details regarding the derivation of the moment conditions for the integrated volatility are relegated to a technical appendix.
Estimating Stochastic Volatility Di usion
The basic estimation strategy builds on the usual asymptotic theory of GMM assuming an increasing number of discretely sampled observations (Hansen, 1982) . However, the construction of the sample moments explicitly relies on the availability of high-frequency data, and the almost sure convergence of the quadratic variation to the integrated volatility of the process. We begin with a general discussion of the main idea, and then proceed to a concrete illustrative example.
Integrated Volatility and GMM Estimation
To set out the main idea, let p t denote the time t logarithmic price for some asset. The generic continuous time stochastic volatility model may then be written as dp t = (p t ; V t ; t; )dt + (p t ; V t ; t; )dB t ; dV t = (p t ; V t ; t; )dt + (p t ; V t ; t; )dW t ;
(1) where V t denotes a vector of latent volatility factors, dB t and dW t denote compatible, possibly correlated, Brownian motions, and the drift and di usions functions are assumed to be su ciently regular to guarantee the existence of a unique strong solution (see, e.g., Karatzas and Shreve, 1997) . Moreover, the parameters, , are restricted to lie within some compact set, , containing the true parameters of the process, say 0 . Of course, the dependence of p t on dW t through both V t and corr(dB t ; dW t ) may be redundant. Also, for concreteness, in the subsequent empirical analysis we will normalize the unit time interval to correspond to one day.
The exact form of the drift function, (p t ; V t ; t; ), is generally irrelevant for the consistent estimation of the parameters entering the di usion functions. Meanwhile, the estimation of these parameters based on discretely sample observations for the p t process are complicated by the V t process being latent, and the lack of a closed form expression for the corresponding transition density. As noted in the introduction, this in turn has spurred the development of several alternative computationally demanding estimation procedures. However, by the theory of quadratic variation (2) where V t;T denotes for the integrated volatility from time t to T. Thus, while the pointin-time volatility, (p t ; V t ; t; ), is generally unobservable, by summing increasingly ner sampled squared high-frequency returns, it is possible to obtain increasingly more accurate estimates of the integrated volatility of the process. Importantly, in the limit the integrated volatility is e ectively observable.
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Explicitly treating the integrated volatility as observable, in turn permits the implementation of a standard GMM type estimator for the underlying model parameters, by minimizing the weighted distance between the sample moments and the corresponding population moments of V t;T implied by the particular model structure. Of course, in practice continuously sampled observations are not available, so that the integrated volatility is not actually observable. However, the same GMM estimation strategy may be formally justi ed under the additional assumption, that the number of observations employed in the construction of the sample moments converges to in nity at a slower rate than the almost sure convergence rate of 1=2 N for the quadratic variation. The validity of this assumption is obviously an empirical question.
The next section details the derivation of the rst two population moments for a particular class of stochastic volatility models. For concreteness, we shall focus on the square-root volatility model, or the single factor a ne di usion, analyzed by Heston (1993) among others. But, the same basic approach employed in the next section could in principle be extended to any multifactor stochastic volatility processes for which the conditional mean and conditional variance of the point-in-time volatility have tractable analytical expressions. 4 This latter class is quite general, including the a ne class of stochastic di erential equations popularized by Du e and Kan (1996) , and Dai and Singleton (2000) , as well as the quadratic stochastic volatility class of models (see, e.g., Kloeden and Platen, 1992) .
Conditional Moments of Integrated Volatility
The square-root volatility model, or scalar a ne di usion, is succinctly de ned by, dp t = t dt + p V t dB t ; dV t = ( ? V t )dt + p V t dW t ; (3) where V t is a scalar latent volatility process. While this rst-order parameterization is obviously somewhat restrictive, it is nonetheless rich enough to illustrate the general idea, and it has in fact been widely used in the literature. In this parameterization, determines the long-run (unconditional) mean, is the mean reversion parameter, and denotes the local variance (volatility-of-volatility) parameter. For the process to be well de ned, the parameters must satisfy: > 0 (non-negativity), > 0 (stationary in mean), and 2 2 (stationary in volatility). Note that the drift of the asset returns, t , can be any linear or nonlinear function of the state variables, p t , V t , or even other unobservable factor(s), without impeding the estimation of the stochastic volatility component.
In deriving the conditional moments for the integrated volatility, it is useful to distinguish between two di erent information sets|{the continuous sigma-algebra F t = fV s ; s tg, generated by the point-in-time volatility process, and the discrete sigma-algebra G t = fV t?s?1;t?s ; s = 0; 1; 2; ; 1g, generated by the integrated volatility series. Obviously, the coarser ltration is nested in the ner ltration (i.e., G t F t ), and by the Law of Iterated Expectations, E E( jF t )jG t ] = E( jG t ).
Conditional Mean
In deriving the conditional mean for the integrated volatility, it is useful to start with the conditional mean of the point-in-time volatility. In particular, it follows from the result in Cox et al. (1985) that, E(V T jF t ) = T ?t V t + T ?t ;
(4) where T ?t and T ?t are functions of the structural parameters and the horizon of the forecast, T ? t (see Appendix A for details). The second step is to express the conditional mean of the integrated volatility as a (linear) function of the point-in-time volatility by interchanging the integration operators
( 5) where a T ?t and b T ?t denote other explicit functions of the drift parameters and the sampling interval. Now, by iteratively substituting the above two results, the conditional mean of the integrated volatility for the one-day horizon, given the ner information set F t , is readily expressed as (see Appendix A), E (V t+1;t+2 jF t ) = E (V t;t+1 jF t ) + ;
where for notational simplicity we omit the subscript for the daily horizon; i.e. 1 and 1 . Using the Law of Iterated Expectation, the above relationship can be conditioned on the coarser information set G t , yielding E E (V t+1;t+2 jF t ) jG t ] = E (V t+1;t+2 jG t ) = E (V t;t+1 jG t ) + :
The rst order moments for the multi-period integrated volatility may be derived by similar reasoning.
Conditional Second Moment
Analogous to the derivation of the conditional rst moment above, it is convenient to start from the expression for the conditional variance for the point-in-time volatility. Again, following Cox et al. (1985) , we have E(V 2 T jF t ) = V ar(V T jF t ) + E(V T jF t )] Now combining the conditional variance formula in (8) and the conditional mean formula in (5), we can derive the second moment of the integrated volatility conditional on the ner information set F t . In particular, for the one-day horizon this takes the form E(V 2 t;t+1 jF t ) = V ar(V t;t+1 jF t ) + E(V t;t+1 jF t )] (9) where we have omitted the \daily" subscript \1" on a, b, A and B for notational convenience.
Finally by repeatedly applying the Law of Iterated Expectation on di erent information sets and substituting expressions between integrated volatility and point-in-time volatility, it follows that E E(V 2 t+1;t+2 jF t )jG t ] = E(V 2 t+1;t+2 jG t ) = HE(V 2 t;t+1 jG t ) + IE(V t;t+1 jG t ) + J; (10) where the functions H, I, and J are again de ned in the Appendix. Corresponding moment conditions for the squared multi-period integrated volatility follow by analogous arguments.
Conditional Moment Restrictions
The analytical solutions for the conditional rst and second moments in equations (6) and (10), immediately set the stage for the construction of a standard GMM type estimator. Of course, the e ciency of the resulting estimator de ned from these equations will depend upon the particular choice of instruments (see Hansen, 1985; Hansen et al., 1988; Gallant and Tauchen, 1996 , for additional discussion and formal results along these lines). In the implementation pursued here, we simply augment the two basic moments with their own lag-one and lag-one squared counterparts, resulting in the following six moments, f t ( ) By construction E f t ( 0 )jG t ] = 0, and the corresponding GMM, or minimum chi-square, estimator is de ned by^ T = arg ming T ( ) 0 Wg T ( ), where g T ( ) refers to the sample mean of the moment conditions, g T ( ) 1=T P T ?2 t=1 f t ( ), and W denotes the asymptotic covariance matrix of g T ( 0 ) (Hansen, 1982) . Under standard regularity conditions, the minimized value of the objective function multiplied by the sample size is distributed asymptotically as a chi-square distribution with three degrees of freedom, which allows for an omnibus test of the overidentifying restrictions. Moreover inference concerning the individual parameters is readily available from the standard formula for the asymptotic covariance matrix,
The one-period lag in the moment conditions in equation (11) implies an MA(1) error structure. However, in order to avoid any nite sample problems with the sample analogue of W not being positive de nite, in the simulations and the actual empirical estimates reported below, we used a heteroskedasticity and autocorrelation consistent robust covariance matrix estimator with a Bartlett-kernel and a lag length of ve (Newey and West, 1987) . 5 The next section details the results from a Monte Carlo study designed to investigate the nite sample performance of this particular GMM estimator.
Monte Carlo Study
One important aspect in evaluating econometric methods for estimating continuous time process concerns their nite sample performance. With strong temporal dependence and/or conditional heteroskedasticity in the data generating process, asymptotically sound estimators have been shown to exhibit very slow convergence rates (see, e.g., Pritsker, 1998) . This section quali es the small sample e ciency of our GMM estimator, along with the resulting omnibus speci cation test, and Wald based parameter inference.
Experimental Design
we presents the results for three benchmark speci cations. Scenario A ( = 0:03, = 0:25, = 0:10) features a highly persistent volatility process (nearly unit-root); Scenario B ( = 0:10, = 0:25, = 0:10) has a more stationary variance process; Scenario C ( = 0:10, = 0:25, = 0:20) has a higher variance-of-variance and is close to the non-stationary region ( 2 > 2 ). 5 We also experimented with other lag lengths. All of the results were very similar to the ones reported here, and are available upon request.
In simulating the data, we utilize a rst order Euler scheme with 82 arti cial \ veminute" intervals per day, further partitioning each ve-minute interval into 10 segments. 6 The quadratic variation formula (2) is employed to approximate the integrated volatility series. To check the standard \long-span" asymptotics, the econometric sample sizes are chosen as T = 1,000 and T = 4,000. Since the true \continuous time" record is known inside the simulations, we compare the GMM estimator using the \ ve-minute" quadratic variation with the corresponding non-feasible estimator based on the true integrated volatility. Lastly, we also compare the results for the GMM estimator with a QML estimator based on the \daily" point-in-time volatility assuming the process to be Gaussian.
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Of cause, this latter estimator is not feasible in practice either. The results are summarized in Table 1 
Parameter Estimate and E ciency
First, the nite sample results not only corroborate the moment conditions derived earlier for the integrated volatility, but also indicate that the GMM estimator fairs well (if not better) than the other two non-feasible alternatives|{using \unobserved" point-in-time volatility or the \continuous time" record. The root-mean-squared-errors (RMSEs) of the drift parameters, and , decrease roughly at the rate of p 4 as the sample size increases from 1,000 to 4,000 \days". Meanwhile, the mean-reversion parameter is upward biased, and the long-run mean parameter exhibits a small downward bias.
Second, the accuracy of the local variance parameter estimates is a ected by both the long-span asymptotics and the ll-in asymptotics. Although the RMSE of does decrease when the sample size goes from 1,000 to 4,000, the rate is not always p 4. Also, while the drift parameter estimates are almost una ected by the ll-in asymptotics, the RMSE of clearly diminishes when the sampling frequency increases from \ ve-minute" to the \continuous time" limit. This con rms the theoretical arguments that the di usion parameter can be estimated exactly with continuous sampling (see, Merton, 1980; Lo, 1988; Nelson, 1992) .
Third, when the process is close to a unit-root (Scenario A), the variance parameter seems to converge at a faster rate than p T (Table 1 Panel A and Figure 1) . Also when the variance-of-variance parameter is large (Scenario C in Figure 1 ), the nite sample biases of the drift parameter estimates are larger than for the more stationary case (Scenario B in Figure 1 ). Basically the GMM estimator is not able to distinguish between a very persistent yet stationary process and a non-stationary, near unit-root process in \small" samples.
Lastly, the GMM estimates of the local variance parameter, , are systematically upward biased in all three scenarios. Interestingly, this bias completely vanishes when the true integrated volatility is used in place of the \ ve-minute" quadratic variation. While the measurement error from using the quadratic variation to approximate the integrated volatility process is averaged out in the rst moment condition, the second moment condition depends non-linearly on the measurement error. We will investigate this issue further in Section 3.4.
In terms of relative e ciency, the GMM estimator using the \ ve-minute" realized volatility actually performs better than the non-feasible QML estimator using the unobservable point-in-time volatility for the drift parameters in all three scenarios, and better for the variance parameter in all but the stationary scenario. The middle rows in Table 1 suggest that the RMSEs of the GMM estimator using the true integrated volatility process are much smaller than those of the QML estimator. However, going to the \continuous time" limit does not necessarily improve the e ciencies of the GMM drift parameters, but it does increase the convergence rate of the di usion parameter.
Statistical Inference
In practice, inference concerning the individual model parameters and the overall speci cation of the model will have to be based on the standard GMM type test statistics discussed in Section 2.2.3. In this regard, the t-statistics for the drift parameters in Figure 1 clearly indicate that the GMM estimator based on the \ ve-minute" quadratic variation is close to normal for both 1,000 and 4,000 \daily" sample sizes analyzed here. Meanwhile for the di usion parameter, the use of \ ve-minute" realized volatility in the GMM estimation gives rise to a systematic upward bias in the t-statistics. This is consistent with the earlier explanation of the non-dissipating measurement error in the second moment condition.
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Turning to Figure 2 and the GMM tests of overidentifying restrictions, it follows that except for the near unit-root case (Scenario A in Figure 2 ), the test performs very well. Moreover, the slight over-rejection and under-rejection biases largely vanishes as the sample size increases from 1,000 to 4,000. 8 The corresponding t-tests for the non-feasible QML estimator based on the point-in-time volatility are generally much more distorted, while the t-tests for the GMM estimates using the true integrated volatility are all extremely close to normal. These results are available upon request.
9 Overrejection biases of GMM omnibus tests are widely reported in the literature (Andersen and S renson, 
Measurement Error Adjustment
By construction the quadratic variation based on the simulated " ve-minute" returns provides an unbiased estimate for the true integrated volatility. At the same time, the squared quadratic variation for any xed sampling interval yields a biased estimate of the true squared integrated volatility. Consequently, while the linear expectations operator washes out the measurement errors in the rst conditional moment and the corresponding two augmented moments in equation (11), the three moment conditions involving the squared quadratic variation will entail a non-zero measurement error.
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Although the exact form of the measurement error is not known, it follows by the almost sure convergence of the quadratic variation, that the expectation of the squared error term is bounded by the local maximum of the continuous local martingale process (see e.g., Karatzas and Shreve, 1997; Protter, 1992) . In order to conveniently approximate this term, we simply included an additive nuisance parameter, , in each of the three second order moment conditions, replacing the squared \ ve-minute" quadratic variation, V 2 t+1;t+2 , by V 2 t+1;t+2 + . Not surprisingly, from the results reported in Table 2 and Figure 3 , the parameter estimates for the two drift parameters and the corresponding t-statistics are largely una ected by the estimation of this additional nuisance parameter. More important, the pervasivenite sample biases for the local variance parameter estimates have completely disappeared.
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Moreover, the rejection frequencies for the GMM speci cation test for the overidentifying restrictions appear marginally closer to their nominal sizes. Thus, all in all, the inclusion of a simple additive correction term for the squared quadratic variation has e ectively eliminated the only notable statistical bias in the procedure. Of course, it is possible that more advanced measurement error adjustment procedures could result in further improvements, especially for more complicated models. However, for the square-root volatility di usion in equation (3), the GMM estimation procedure proposed here works very well in realistic xed-interval nite sample settings.
1996; Hansen et al., 1996) , whereas underrejection biases often occur when lag instruments are used to form the moment conditions (Tauchen, 1986) . 10 Andersen and Bollerslev (1998a) provide some limited simulation evidence on the size of this measurement error as a function of the sampling frequency. Andersen et al. (2000c) and Bai et al. (1999) discuss practical considerations related to the inherent market microstructure frictions and the choice of the sampling frequency with actual high-frequency data.
11 Meanwhile, the RMSEs for have increased somewhat.
Empirical Illustration
This section provides an empirical illustration of the new estimation procedure using actual high-frequency date. For ex positional purposes, we will focus on the estimation results for the simple scalar a ne di usion analyzed in the previous two sections. To illustrate the applicability of the procedure across di erent markets and institutional arrangements, we present the results for two separate data sets: spot foreign exchange rates, and Japanese equity index returns. In line with the simulations in the preceding section, we partition the trading day for each of the markets into ve-minute intervals, incorporating an additive nuisance parameter to correct the inherent measurement error in the resulting ve-minute quadratic variation measures.
Data Description
The data for the foreign exchange market were obtained from Olsen&Associates in Z urich, Switzerland, and consists of continuously recorded ve-minute returns for the Deutsche Mark/U.S. Dollar (DM/$) and Japanese Yen/U.S. Dollar (Yen/$) spot exchange rates. The sample for the exchange rates spans the period from December 1, 1986 through December 1, 1996. After removing missing data, weekends, xed holidays, and other calendar e ects, as detailed in Andersen et al. (1999b) , we are left with a total of 2,445 trading days, each of which consists of 288 ve-minute returns over the 24-hour trading cycle. The intraday data for the Nikkei 225 composite stock market index were provided by Nihon Keizei Shimbun Inc. The ve-minute returns for the Nikkei 225 covers the period from January 2, 1994 through December 31, 1997. Excluding days on which the Japanese equity market was closed results in a total of 984 trading days. The Tokyo Stock Exchange opens at 9:00 a.m., closes for lunch from 11:00 to 12:30, and closes for the day at 15:00 p.m.. Omitting the rst ve-minute interval of the day associated with the special Itayose batched trading process at the opening, leaves us with 53 ve-minute returns per day. In contrast to the very actively traded foreign exchange rates, the ve-minute returns for the Nikkei 225 cash index is plagued by important non-synchronous trading e ects (see, e.g., Lo and MacKinlay, 1990; Chan et al., 1991 , for a discussion of non-synchronous trading e ects in equity index returns). While the resulting autocorrelation in the high-frequency returns does not formally a ect the continuous record asymptotics underlying the GMM estimator, any mean dependencies in the discretely sampled returns will systematically bias the quadratic variation as an estimate for the true latent integrated volatility. In order to minimize this bias we pre-whitened the returns by a rst order autoregressive model, treating the residuals from this model as the actual ve-minute return series.
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For a more detailed discussion of the pertinent institutional arrangements and the pre-whitened ve-minute Nikkei 225 returns, we refer to Andersen et al. (2000a) .
Next we transform the three ve-minute return series into daily time series of integrated volatilities, as approximated by the quadratic variations in equation (2). Table 3 provides the standard set of summary statistics for each series. The means of the integrated volatility for the two exchange rates imply an annualized standard deviation of approximately 11.5 percent, whereas the annualized volatility for the Japanese stock market equals 14.6 percent.
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The standard deviations of the integrated volatilities are close to the mean for all three markets. The higher order moments indicate extremely heavy tails and, most notably in the case of the Yen/$ spot exchange rate, important skewness to the right. These distributional features are con rmed by visual inspection of the time series plots in Figure 5 . Each of the panels also reveals a high degree of serial correlation in the integrated volatility series. The next subsection presents the estimation results from the stochastic volatility model in equation (3) explicitly designed to capture this volatility clustering e ect.
Estimation Results
Before proceeding to the actual estimation results, we caution that the scalar volatility di usion in equation (3) is too simplistic to fully account for the complex dynamic dependencies in the high-frequency return series. In particular, there are sound theoretical reasons to expect there to be at least two factors a ecting the exchange rates (Bansal, 1997) . Also, a number of recent studies have argued for the empirical relevance of including multiple factors and/or jump components when modeling equity index returns (e.g., Chacko and Viceira, 1999; Andersen et al., 1999a; Chernov et al., 1999) . Moreover, the model in equation (3) does not incorporate the strong periodic dependencies in the volatility within the day documented in several recent studies (see e.g., Andersen and Bollerslev, 1997). 14 In spite of these de ciencies, we feel that the square-root stochastic volatility model is rich enough 12 The estimated AR(1) coe cient for the raw Nikkei 225 ve-minute returns equals 0.1429. Details concerning the model estimates based on the un-adjusted ve-minute Nikkei 225 returns are available on request. The resulting daily integrated volatility series is slightly smoother, and the parameter estimates are marginally lower in level, persistence, and variance. 13 The annualized standard deviation is obtained by multiplying the mean of the daily integrated volatility by 250 and taking the square-root.
14 Interestingly, the forecasting result in Andersen and Bollerslev (1998b) and Andersen et al. (2000a) suggest that the in uences of the intraday periodicities are e ectively eliminated in the daily integrated volatility measures utilized in the GMM estimation.
to o er a rst meaningful empirical illustration of the applicability of the new estimation procedure.
The parameter estimates for the three series are reported in Table 4 .
15
With the exception of the slightly higher values for , the estimates are almost identical to the ones reported here. As expected the estimates for the long-run means, or , are all fairly close to the sample means for the three integrated volatility series reported in Table 3 . Also, not surprisingly, the estimates of the variance-of-variance parameter, or , have the largest standard errors among all of the parameters. Meanwhile, the estimated mean reversion parameters, , are on the high side relative to the values reported in the extant literature using more complicated discrete time ARCH and stochastic volatility type formulations. Even though the GMM omnibus test only rejects the model for the DM/$ exchange rate, the one-factor model is obviously an oversimpli cation of the true dynamic dependencies for all three markets. However, from an overall perspective, the estimation results in Table 4 are generally in line with the simulation evidence reported in the previous section, and clearly suggest that the new estimation procedure could e ectively be employed in the empirical estimation of more complicated continuous time di usions.
Concluding Remarks
Exploiting closed form analytic expressions for the conditional moments of integrated volatility coupled with highly accurate empirical quadratic variation measures constructed from high-frequency data, we proposed a new class of GMM-type estimators for stochastic volatility di usions. In contrast to other computationally demanding estimation procedures routinely used in the literature, such as the simulation based EMM and MCMC methods, the GMM estimator developed here is very easy to implement, requiring only the solution to a standard non-linear optimization problem. Our Monte Carlo evidence shows that the procedure results in highly accurate parameter estimates and reliable statistical inferences in realistic nite samples. In implementing the new estimator with actual ve-minute rates of return, our results con rm prior evidence in the literature concerning the existence of strong volatility clustering at the inter-daily level.
It would be interesting to extend the estimator developed here to more complicated continuous time jump-di usion and multi-factor di usion processes. More ambitious empirical applications might also entail the estimation of multivariate di usions, which in turn would require vector versions of the integrated volatility and quadratic variation measures exploited here. Another interesting extension, would be to use the distributional features of the integrated volatility in pricing nancial options, although this would necessitate additional assumptions about the price of volatility risk. We leave further work along these lines for future research. where T ?t and T ?t are also functions of the drift parameters and the time di erence (T ?t). Again for T ? t = 1, we de ne e ? and
(1 ? e ? ). Focusing on the one-day horizon with E (V t+1;t+2 jF t+1 ) = aV t+1 + b, and E(V t+1 jF t ) = V t + , it follows that E E (V t+1;t+2 jF t+1 ) jF t ] = aE(V t+1 jF t ) + b = a( V t + ) + b = E (V t;t+1 jF t ) ? b] + a + b; which simpli es as E (V t+1;t+2 jF t ) = E (V t;t+1 jF t ) + :
Finally, by the Law of Iterated Expectations, E E (V t+1;t+2 jF t ) jG t ] = E (V t+1;t+2 jG t ) = E (V t;t+1 jG t ) + :
A.2 Conditional Variance of Integrated Volatility By de nition V t;T = R T t V s ds, and from equation (A1) E (V t;T jF t ) = a T ?t V t + b T ?t . The stochastic di erential equation (SDE) for E (V t;T jF t ) may therefore be generated as a function of V t by applying Itô's formula to the a ne di usion in equation (3) In particular, the conditional variance of the integrated volatility is a linear function of the point-in-time volatility. It follows also from Cox et al. (1985) and equation (A2) Focusing on the one-day horizon, the conditional variance formula (A5), V ar(V t;t+1 jF t ) = AV t + B, and the corresponding one-day conditional mean formula (A1), E (V t;t+1 jF t ) = aV t + b, implies that E(V 2 t;t+1 jF t ) = V ar(V t;t+1 jF t ) + E(V t;t+1 jF t )] B Tables and Figures   Table 1 Note: The daily integrated volatilities are approximated by the quadratic variations constructed from ve-minute returns. Note: The GMM estimator and the speci cation test are described in Section 2. The daily integrated volatilities are approximated by the quadratic variations from ve-minute returns. The variance-covariance matrix is estimated using a Newey-West weighting scheme with a lag-length of ve. 
