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Abstract
In this paper, a class of second-order servo plants under relay feedback is studied. Complete results
on the uniqueness of solutions, existence and stability of the limit cycles are established using the point
transformation method. And a numerical method is developed for determining the amplitude and period of
a stable limit cycle from the plant parameters.
© 2006 Elsevier Inc. All rights reserved.
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1. Introduction
Relay feedback forms one important class of nonlinear systems and can cause complex non-
linear behaviors. In the control engineering, a notable modern and wide application of it is in
control system auto-tuning and has become an active research area over the last two decades,
see the work of Åström and Hägglund [1,2], and Wang et al. [3] and references therein. This is
because a limit cycle usually occurs for a system under relay feedback and contains some crucial
system properties, from which control system tuning can be done.
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emerged: one is the time domain approach and the other is the frequency domain approach. Time
domain approach was first formulated by Hamel [4] and has also been employed using alterna-
tive formulations by Bohn [5] and Chung and Atherton [6]. In the frequency domain approach
initially proposed by Tsypkin [7], the relay and system outputs are expressed as a Fourier se-
ries. Although the solution procedures of Hamel and Tsypkin are almost identical, the frequency
approach is more popular in engineering practice because of its ease of manipulation. With A-
function and incremental gain, a limit cycle can be determined as well as its stability. However,
as a general method for relay analysis, such a frequency approach also has some limits in it-
self. Firstly, only necessary conditions are provided to determine the existence and stability of
possible limit cycles. These conditions are derived by presuming that a limit cycle occurs at
two consecutive switching instants without consideration of possible sliding mode or chattering,
which was later studied by Johansson et al. [8]. Secondly, the conditions are usually expressed
as a summation of infinite items. One has to find a sum for thousands of items to verify the ex-
istence or stability of a limit cycle. Although a closed form expression is available for low-order
systems [9], ω still needs to be determined by numerical methods or graphics of A-locus. It is
certainly desirable to find both sufficient and necessary conditions of the existence and stability
of limit cycles for relay feedback systems, as well as to give such conditions explicitly in terms
of system parameters without any requirement on numerical computation like ω or A-locus. This
is very difficult in general but may become manageable for special classes of plants. Recently,
Lin et al. [10] provided a sufficient and necessary conditions for the uniqueness of solutions,
existence and stability of limit cycles as well as its amplitude and period for a first-order delay
plant under relay feedback, with help of the point transformation method, and their conditions
are given in terms of the parameters of system transfer function. Thus, one can easily determine
whether the limit cycle will occur, whether it is stable, as well as its period and amplitude by
simple inspection of the transfer function without any computation. It is note however that sim-
ilar results for second-order plants have not been reported so far in the literature, to our best
knowledge.
This paper aims to provide a similar analysis to [10] for a class of servo plants, described
by G(s) = K/[s(s + a)], a > 0, under relay feedback. We address the uniqueness of solutions,
existence and stability of limit cycles, and its amplitude and period. We choose this kind of
plants because it models hard disk drives [11] and other practical systems. The rest of the paper
is organized as follows. Section 2 gives the result. The proofs are given in Section 3. Conclusions
are finally drawn in Section 4.
2. The result
Consider a class of second-order plant represented by
G(s) = K
s(s + a) , a > 0. (1)
The plant is under the relay feedback control:
u(t) =
{
u−, if e(t) < ε−, or e(t) ε+ and u(t−) = u−,
u , if e(t) > ε , or e(t) ε and u(t ) = u , (2)+ + − − +
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Fig. 2. Relay feedback system.
Fig. 3. Limit cycles.
where u+ and u− are the relay amplitudes and ε+ and ε− are the relay hysteresis with ε−  ε+.
We assume u+ = u− since otherwise (2) becomes a constant but no longer a relay control. The
relay control is depicted in Fig. 1. The initial function for t = t0 is
u(t0) ≡
⎧⎨
⎩
u+, if e(t0) > ε+,
u−, if e(t0) < ε−,
u0 ∈ U, if ε−  e(t0) ε+,
(3)
where t0 is the initial time and U := {u−, u+}. We call (1)–(3) a relay feedback system (RFS)
which is depicted in Fig. 2.
If the RFS generates a limit cycle, let T+ and A+ be the half period and the extreme value
corresponding to u(t) = u+, respectively, and T− and A− be the half period and the extreme
value corresponding to u(t) = u−, respectively, as shown in Fig. 3.
We are now in a position to state the sufficient and necessary conditions for the existence
of solutions, the existence and stability of limit cycles, and the amplitudes and periods of limit
cycles.
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(i) A unique solution exists for any initial condition.
(ii) A limit cycle exists if and only if Ku+ > 0 > Ku− and ε+ = ε−. If this is the case, the limit
cycle is unique with two switchings per period.
(iii) If a limit cycle exists, it is globally stable.
(iv) If a limit cycle exists, its amplitude and period are described by
T+
a
Ku+ + K
a2
(u+ − u−)
[
e−aT+ + (e−aT+)−(
u+
u− ) − 2(e−aT+)(1−
u+
u− )
1 − (e−aT+)(1−
u+
u− )
− 1
]
= ε+ − ε−,
(4)
T− = −T+u+/u−,
A+ = ε+ − K
a2
[
u− + (u+ − u−)e
−aT−(1 − e−aT+)
1 − e−a(T++T−) − u+ ln
u+(1 − e−a(T++T−))
(u+ − u−)(1 − e−aT−)
]
,
A− = ε− − K
a2
[
u+ + (u− − u+)e
−aT+(1 − e−aT−)
1 − e−a(T++T−) − u− ln
u−(1 − e−a(T++T−))
(u− − u+)(1 − e−aT+)
]
.
The proof of Theorem 1 is given in Section 3. Here it should be pointed out that Theorem 1(iv)
can be used to predict amplitude and period of a stable limit cycle using the plant parameters if
the conditions in Theorem 1 are met. No analytical solutions can be found for their nonlinear
nature. Instead, a numerical solution is sought as follows. To this end, (4) is re-written as
T+ = a(ε+ − ε−)
Ku+
+
(
1
a
+ 1
b
)
(1 − e−aT+)(1 − e−bT+)
1 − e−(a+b)T+ , (5)
with b = −au+/u−. Introduce
f (T ) := a(ε+ − ε−)
Ku+
+
(
1
a
+ 1
b
)
(1 − e−aT )(1 − e−bT )
1 − e−(a+b)T − T .
The zero of f (T ) yields T+ as desired. Obviously, f (T ) is continuous on T . One calculates
f ′(T ) =
(
1
a
+ 1
b
)
be−bT (1 − e−aT )2 + ae−aT (1 − e−bT )2
[1 − e−(a+b)T ]2 − 1.
By Newton’s method, one obtains the following iterative formula:
Tn+1 = Tn − f (Tn)
f ′(Tn)
, n = 0,1,2, . . . . (6)
It is well known that Newton’s method is quadratically convergent in the near neighborhood
of T+. We try to locate the initial value T0 to enjoy such convergence. By the fact of 1 − e−x ≈ 1
for x  0, it follows that (1−e−aT+ )(1−e−bT+ )1−e−(a+b)T+ ≈ 1, due to a, b > 0. This simplifies (5) to
T ≈ a(ε+ − ε−)
Ku+
+ 1
a
+ 1
b
:= T0. (7)
Thus, the iterative algorithm in (6) can be run with the initial value from (7) to produce the
numerical solution of T+. Such an algorithm converges very fast, and usually only four or five
iterations are required to give rise to the real solution. After that, T−, A+ and A− are easily
calculated by analytical formulas in Theorem 1(iv).
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Example 1. For example, consider a servo plant G(s) = 1
s(s+1) under the relay feedback with
ε+ = 0.1, ε− = −0.1, u+ = 1.0 and u− = −0.8. Our algorithm with T0 = 2 from (7) yields
Tˆ+ = 1.3287 after three iterations only. Figure 4 shows the iteration process. By simulation, one
gets T+ = 1.331.
3. Proof of Theorem 1
For G(s) in (1), its state-space representation in the controllable canonical form is given by
x˙(t) = Ax(t) + Bu(t), (8)
y(t) = Cx(t),
where x(t) = [x1(t), x2(t)]T ∈ R2, y(t), u(t) ∈ R are the state, output and input of the system,
respectively; A = [ 0 10 −a ], B = [ 01], C = [K 0]. For a relay feedback system, the input u(t) is a
piecewise constant function, as shown in Fig. 5.
Using the unit step function:
1(t) =
{
1, t  0,
0, t < 0,
Fig. 5. A piecewise constant input.
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u(t) = u−1(t − t0) +
∞∑
i=1
(−1)i−1(u+ − u−)1(t − ti ), t ∈ [t0,∞), t0 < t1 < · · · . (9)
Define the switching planes:
S+ :=
{
ξ ∈R2: −Cξ = ε+
}
,
S− :=
{
ξ ∈R2: −Cξ = ε−
}
.
If the trajectory of x(t) traverses S+ (respectively S−), i.e. −Cx(ti) = ε+ (respectively
−Cx(ti) = ε−) at some instant t = ti > t0 with −Cx(t−i ) < ε+ (respectively −Cx(t−i ) > ε−)
and −Cx(t+i ) > ε+ (respectively −Cx(t+i ) < ε−), then the instant t = ti is called a switching
time. In particular, ti denotes the switching time when the ith switching takes place.
The state response of (8) to u(t) in (9) is given by
x(t) = eA(t−t0)x(t0) +
t∫
t0
eA(t−τ)Bu(τ)dτ
=
[
1 1−e−a(t−t0)
a
0 e−a(t−t0)
]
x(t0) +
[
e−a(t−t0)+a(t−t0)−1
a2
1−e−a(t−t0)
a
]
u−1(t − t0)
+
∞∑
i=1
(−1)i−1
[
e−a(t−ti )+a(t−ti )−1
a2
1−e−a(t−ti )
a
]
(u+ − u−)1(t − ti ),
t ∈ [t0,∞), t0 < t1 < · · · . (10)
If t ∈ [t0, t1), (10) is simplified as
x(t) =
[
1 1−e−a(t−t0)
a
0 e−a(t−t0)
]
x(t0) +
[
e−a(t−t0)+a(t−t0)−1
a2
1−e−a(t−t0)
a
]
u−. (11)
To see the state around t = t1, it follows from (10) that
x(t1) =
[
1 1−e−a(t1−t0)
a
0 e−a(t1−t0)
]
x(t0) +
[
e−a(t1−t0)+a(t1−t0)−1
a2
1−e−a(t1−t0)
a
]
u−
+
[
e−a(t−t1)+a(t−t1)−1
a2
1−e−a(t−t1)
a
]∣∣∣∣∣
t=t1
(u+ − u−)
=
[
1 1−e−a(t1−t0)
a
0 e−a(t1−t0)
]
x(t0) +
⎡
⎣ e−a(t1−t0)+a(t1−t0)−1a2
1−e−a(t1−t0)
a
⎤
⎦u−, (12)
since e−a(t−t1) + a(t − t1) − 1 = 0 and 1 − e−a(t−t1) = 0 for t = t1; and
x
(
t+1
)= lim
t→t+1
x(t) =
[
1 1−e−a(t1−t0)
a
0 e−a(t1−t0)
]
x(t0) +
[
e−a(t1−t0)+a(t1−t0)−1
a2
1−e−a(t1−t0)
a
]
u−
+
[
e−a(t1−t1)+a(t1−t1)−1
a2
1−e−a(t1−t1)
]
(u+ − u−) = x(t1).a
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x
(
t−1
)= lim
t→t−1
x(t) =
[
1 1−e−a(t1−t0)
a
0 e−a(t1−t0)
]
x(t0) +
[
e−a(t1−t0)+a(t1−t0)−1
a2
1−e−a(t1−t0)
a
]
u−
= x(t1).
As a result, x(t) is continuous at t = t1.
It is however noted from (10) that
x˙2
(
t−1
)= lim
t→t−1
x˙2(t) = −ae−a(t1−t0)x(t0) + e−a(t1−t0)u−,
while
x˙2
(
t+1
)= lim
t→t+1
x˙2(t) = −ae−a(t1−t0)x(t0) + e−a(t1−t0)u− + (u+ − u−) = x˙2(t1),
indicating
x˙2
(
t−1
) = x˙2(t1) = x˙2(t+1 ), (13)
due to u+ = u− by our assumption. Hence, x˙2(t) is not continuous at t = t1.
If t ∈ [t1, t2), (10) becomes
x(t) =
[
1 1−e−a(t−t0)
a
0 e−a(t−t0)
]
x(t0) +
[
e−a(t−t0)+a(t−t0)−1
a2
1−e−a(t−t0)
a
]
u−
+
[
e−a(t−t1)+a(t−t1)−1
a2
1−e−a(t−t1)
a
]
(u+ − u−).
It is readily verified with help of (12) that
x(t) =
[
1 1−e−a(t−t1)
a
0 e−a(t−t1)
]
x(t1) +
[
e−a(t−t1)+a(t−t1)−1
a2
1−e−a(t−t1)
a
]
u+. (14)
Obviously, the above development for t ∈ [t1, t2) can carry over to the general case of t ∈
[ti , ti+1), and the following lemma then results.
Lemma 1. Consider ΣL and u(t) in (9). Then,
(i) x(t) is given by
x(t) =
[
1 1−e−a(t−ti )
a
0 e−a(t−ti )
]
x(ti) +
[
e−a(t−ti )+a(t−ti )−1
a2
1−e−a(t−ti )
a
]
μ, t ∈ [ti , ti+1), (15)
where i = 0,1,2, . . . , and
μ =
{
u+, if i is odd,
u−, if i is even;
(ii) x(ti) is continuous at t = ti , i = 1,2, . . . ; and
(iii) x˙2(ti) is discontinuous at t = ti , i = 1,2, . . . .
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x(t) = x(ti) at t = ti with the input u(t) = μ for t ∈ [ti , ti+1). For example, the solution of G for
t ∈ [t0, t1) and [t1, t2) is given simply by x(t, t0, u−) and x(t, t1, u+), respectively.
Noting e(t) = −y(t) = −Cx(t) = −Kx1(t), it follows from (15) that
e(t) = −Kx1(ti) + e
−a(t−ti ) − 1
a
Kx2(ti) + 1 − a(t − ti ) − e
−a(t−ti )
a2
Kμ
= e(ti) − e
−a(t−ti ) − 1
a
e′(ti) + 1 − a(t − ti ) − e
−a(t−ti )
a2
Kμ, t ∈ [ti , ti+1). (16)
It is straightforward to get
e′(t) = −e−a(t−ti )Kx2(ti) + e
−a(t−ti ) − 1
a
Kμ = e−a(t−ti )e′(ti) + e
−a(t−ti ) − 1
a
Kμ,
t ∈ [ti , ti+1). (17)
Since e(t) = −Kx1(t) and e′(t) = −Kx˙1(t) = −Kx2(t), by Lemma 1(ii), both e(t) and e′(t) are
continuous at t = ti , i = 1,2, . . . .
It can be seen from (16) that −Kx1(ti), −Kx2(ti) and Kμ will affect the behavior of e(t) and
thus determine whether or not e(t) will reach the switching level of ε+ or ε−. To investigate the
relationship between e(t) and parameters of −Kx1(ti), −Kx2(ti) and Kμ after the ith switching
time, ti , consider the general format of e(t) as follows
f (t, ti , α,β, γ ) = α + e
−a(t−ti ) − 1
a
β + 1 − a(t − ti ) − e
−a(t−ti )
a2
γ, a > 0, t ∈ [ti ,∞),
(18)
where α, β and γ are constant to denote −Kx1(ti), −Kx2(ti) and Kμ, respectively. Then, we
have
f ′(t, ti , β, γ ) = −e−a(t−ti )β + e
−a(t−ti ) − 1
a
γ,
f ′′(t, ti , β, γ ) = ae−a(t−ti )β − e−a(t−ti )γ .
• If β  0 and γ  0, then f ′(t, ti , β, γ )  0 implies that f (t, ti , α,β, γ ) is monotonically
non-increasing for t > ti . Hence, f (t, ti , α,β, γ ) f (ti , ti , α,β, γ ) = α for all t ∈ [ti ,∞).
And, f (∞, ti , α,β, γ ) = −∞ for γ > 0; f (∞, ti , α,β, γ ) = α − β/a for γ = 0.
• If β  0 and γ < 0, then f ′(ti , ti , β, γ ) = −β  0, while f ′(∞, ti , β, γ ) = −γ /a > 0 and
f ′′(t, ti , β, γ ) > 0. This implies that f (t, ti , α,β, γ ) is firstly monotonically decreasing,
then finally becomes monotonically increasing. Letting f ′(tim, ti , β, γ ) = 0 gives tim = ti −
1
a
ln γ
γ−aβ  ti . Thus, there hold f ′(t, ti , β, γ ) 0 and f (t, ti , α,β, γ ) f (tim, ti , α,β, γ )
for all t ∈ [ti , tim); f ′(t, ti , β, γ ) > 0 and f (t, ti , α,β, γ ) > f (tim, ti , α,β, γ ) for all t ∈
(tim,∞); f (∞, ti , α,β, γ ) = +∞.
• If β < 0 and γ  0, then f ′(t, ti , β, γ ) > 0 implies that f (t, ti , α,β, γ ) is monotonically
increasing for t > ti . Hence, f (t, ti , α,β, γ ) > f (ti , ti , α,β, γ ) = α for all t ∈ [ti ,∞). And,
f (∞, ti , α,β, γ ) = +∞ for γ < 0; f (∞, ti , α,β, γ ) = α − β/a for γ = 0.
• If β < 0 and γ > 0, then f ′(ti , ti , β, γ ) = −β > 0, while f ′(∞, ti , β, γ ) = −γ /a < 0
and f ′′(t, ti , β, γ ) < 0. This implies that f (t, ti , α,β, γ ) is firstly monotonically increasing,
then finally becomes monotonically decreasing. Letting f ′(tim, ti , β, γ ) = 0 gives tim = ti −
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a
ln γ
γ−aβ > ti . Thus, there hold f
′(t, ti , β, γ ) > 0 and f (t, ti , α,β, γ ) < f (tim, ti , α,β, γ )
for all t ∈ [ti , tim); f ′(t, ti , β, γ ) < 0 and f (t, ti , α,β, γ ) < f (tim, ti , α,β, γ ) for all t ∈
(tim,∞); f (∞, ti , α,β, γ ) = −∞.
The above analysis is summarized in the following lemma.
Lemma 2. Consider f (t, ti , α,β, γ ) in (18).
(i) If β  0 and γ  0, f (t, ti , α,β, γ )  f (ti , ti , α,β, γ ) = α and f ′(t, ti , β, γ ) < 0 for all
t ∈ [ti ,∞). f (∞, ti , α,β, γ ) = −∞ for γ > 0, and f (∞, ti , α,β, γ ) = α −β/a for γ = 0.
(ii) If β  0 and γ < 0, there exists tim = ti − 1a ln γγ−aβ  ti such that f (t, ti , α,β, γ ) 
f (tim, ti , α,β, γ ) for t ∈ [ti ,∞), f ′(t, ti , β, γ ) > 0 for t ∈ (tim,∞), and f (∞, ti , α,
β, γ ) = +∞.
(iii) If β < 0 and γ  0, f (t, ti , α,β, γ ) > f (ti , ti , α,β, γ ) = α and f ′(t, ti , β, γ ) > 0 for all
t ∈ [ti ,∞). f (∞, ti , α,β, γ ) = +∞ for γ < 0, and f (∞, ti , α,β, γ ) = α −β/a for γ = 0.
(iv) If β < 0 and γ > 0, there exists tim = ti − 1a ln γγ−aβ > ti such that f (t, ti , α,β, γ ) 
f (tim, ti , α,β, γ ) for t ∈ [ti ,∞), f ′(t, ti , β, γ ) > 0 for t ∈ [ti , tim), f ′(t, ti , β, γ ) < 0 for
t ∈ (tim,∞), and f (∞, ti , α,β, γ ) = −∞.
Lemma 3. For a limit cycle of G represented by (1), there hold
T∫
0
u(t)dt = u+T+ + u−T− = 0, (19)
u+u− < 0, (20)
Ku+ > 0 > Ku−, or Ku− > 0 > Ku+, K = 0, (21)
where u+ and u− are input levels; T = T+ + T−, T+ and T− are positive and negative half
periods of the limit cycle, respectively, as shown in Fig. 3.
Proof. Note from (8) that x˙2(t) = −ax2(t)+ u(t). Integrating it from ti to ti + T , with x2 = x˙1,
gives
x2(ti + T ) − x2(ti) = −a
[
x1(ti + T ) − x1(ti)
]+
ti+T∫
ti
u(t)dt. (22)
A limit cycle requires that x2(ti + T ) = x2(ti) and x1(ti + T ) = x1(ti). Hence, (19) results
from (22). Since T+ and T− are both positive, (19) holds only when u+ and u− have an op-
posite sign, i.e. u+u− < 0, because otherwise,
(a) u+u− > 0 leads to u+T+ + u−T− = 0, which violates (19);
(b) u+u− = 0 implies, by (19), u+ = u− = 0, which contradicts our assumption that u+ = u−.
Since (20) holds, for any K = 0, (Ku+)(Ku−) = K2u+u− < 0, and Ku+ and Ku− have oppo-
site sign, i.e. either Ku+ > 0 > Ku− or Ku− > 0 > Ku+ holds. 
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satisfies −Kx1(t0) = e(t0) ε+ and the relay starts at u(t0) = u−. It follows from (16)–(18) that
e(t) = f (t, t0, e(t0),Kx2(t0),Ku−) and e′(t) = f ′(t, t0,Kx2(t0),Ku−), t ∈ [t0, t1).
(i) To see how e(t) evolves with time, the following four cases are considered which are
mutually exclusive and cover all possible cases.
Case 1. Kx2(t0) 0 and Ku−  0. For t ∈ [t0, t1), e(t) = f (t, t0, e(t0),Kx2(t0),Ku−) falls into
Lemma 2(i) and e(t) e(t0) ε+ so that x(t) never traverses S+ for all t > t0. The trajectory of
x(t) is governed by (15) with ti = t0 and ti+1 = ∞.
Case 2. Kx2(t0) 0 and Ku− < 0. For t ∈ [t0, t1), e(t) = f (t, t0, e(t0),Kx2(t0),Ku−) falls into
Lemma 2(ii) and potentially there exists t0m = t0 − 1a ln Ku−Ku−−aKx2(t0)  t0 such that e(t) grows
without bound for t > t0m. It implies that there exists t1 > t0m with e(t1) = ε+ and e′(t1) > 0 so
that x(t) traverses S+ at t = t1.
For t ∈ [t1, t2), we have e(t) = f (t, t1, ε+,−e′(t1),Ku+). Since e′(t1) > 0, −e′(t1) < 0. If
Ku+  0, the corresponding e(t) falls into Lemma 2(iii) and e(t) > e(t1) = ε+  ε−, so that
x(t) never traverses S− for all t > t1. The trajectory of x(t) is governed by (15) with ti = t1
and ti+1 = ∞. If Ku+ > 0, the corresponding e(t) falls into Lemma 2(iv), and potentially there
exists t1m = t1 − 1a ln Ku+Ku++ae′(t1) > t1 such that e(t) decays to −∞ for t > t1m. It implies that
there exists t2 > t1m with e(t2) = ε− and e′(t2) < 0 so that x(t) traverses S− at t = t2. Afterwards,
with the same analysis as above, it is straightforward to verify that x(t) will traverse S+ and S−
alternatively and consecutively.
Case 3. Kx2(t0) < 0 and Ku−  0. For t ∈ [t0, t1), e(t) = f (t, t0, e(t0),Kx2(t0),Ku−) falls
into Lemma 2(iii) and e(∞) = +∞ for t > t0. It implies that there exists t1 > t0 with e(t1) = ε+
and e′(t1) > 0 so that x(t) will traverse S+ at t = t1. From t = t1 onwards, following the same
analysis in Case 2, if Ku+  0, x(t) never traverses S− for all t > t1, the trajectory of x(t) is
governed by (15) with ti = t1 and ti+1 = ∞. Otherwise, if Ku+ > 0, x(t) will traverse S− and
S+ alternatively and consecutively.
Case 4. Kx2(t0) < 0 and Ku− > 0. For t ∈ [t0, t1) e(t) = f (t, t0, e(t0),Kx2(t0),Ku−) falls
into Lemma 2(iv) and potentially there exists t0m = t0 − 1a ln Ku−Ku−−aKx2(t0) > t0 such that e(t)
e(t0m) for all t  t0. If e(t0m) ε+, then e(t) e(tm) ε+ so that x(t) never traverses S+ for
t  t0. The trajectory of x(t) is governed by (15) with ti = t0 and ti+1 = ∞. On the contrary, if
e(tm) > ε+, there exists t1 satisfying t0 < t1 < t0m with e(t1) = ε+ and e′(t1) > 0 so that x(t)
traverses S+ at t = t1.
For t ∈ [t1, t2), we have e(t) = f (t, t1, ε+,−e′(t1),Ku+). Since e′(t1) > 0, −e′(t1) < 0. If
Ku+  0, the corresponding e(t) falls into Lemma 2(iii) and e(t) > e(t1) = ε+  ε−, so that
x(t) never traverses S− for all t > t1. The trajectory of x(t) is governed by (15) with ti = t1 and
ti+1 = ∞. If Ku+ > 0, the corresponding e(t) falls into Lemma 2(iv) and potentially there exists
t1m = t1 − 1a ln Ku+Ku++ae′(t1) > t1 such that e(t) decays to −∞ for t > t1m. It implies that there
exists t2 > t1m with e(t2) = ε− and e′(t2) < 0 so that x(t) traverses S− at t = t2.
For t ∈ [t2, t3), e(t) = f (t, t2, ε−,−e′(t2),Ku−). Since e′(t2) < 0, −e′(t2) > 0, and according
to our assumption, Ku−  0. The corresponding e(t) falls into Lemma 2(i) and e(t) e(t2) =
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by (15) with ti = t2 and ti+1 = ∞.
In view of the above analysis, the solution to (8) always exists.
(ii) We can also see from the analysis in (i) that consecutive switchings between S+ and S−
take place if and only if Ku+ > 0 > Ku−. Under this condition, let ti be the switching instant
of x(t) on the plane S+, that is, e(ti) = ε+ and e(t) < ε+, u(t) = u− for sufficiently close t < ti .
This implies e′(ti) 0. The case e′(ti) = 0 can occur only when ε− = ε+ and then (ε+,0) is a
fixed point of x(t).
Assume e′(ti) > 0, then u(t) switches from u− to u+ at t = ti . In Case 2 of (i) we have
shown that e′(t) decreases and becomes negative until x(t) traverses S− at t = ti+1. Consider
the Poincaré mapping
χ = e′(ti) → φ+(χ) = e′(ti+1).
The function φ+ is defined on the ray [0,+∞) and takes values in the ray (−∞,0]. We shall
prove that this mapping is a strict contraction. The reverse mapping φ− from (−∞,0] to [0,+∞)
is also a strict contraction by the same argument. Thus, the composite mapping φ = φ− ◦ φ+ is
a strict contraction and therefore it has a unique fixed point which is stable. (ii) follows immedi-
ately.
It remains to prove that φ+ is a strict contraction. This is obviously true if φ+ is differentiable
and |φ′+(χ)| < 1 for all χ ∈ (0,+∞).
Let χ = e′(ti) > 0 and τ = ti+1 − ti . By definition, e(ti) = ε+ and e(ti+1) = ε−. Denote
ε = ε+ − ε−. Since both e(t) and e′(t) are continuous at t = ti+1, it follows from (16) and (17),
respectively, by taking t = ti+1 that
ε− = ε+ + 1 − e
−aτ
a
χ − e
−aτ + aτ − 1
a2
Ku+, (23)
φ+(χ) = e−aτ χ − 1 − e
−aτ
a
Ku+. (24)
Equation (23) actually defined an implicit function τ = τ(χ), whose derivative τ ′(χ) is obtained
by direct differentiation of (23)
0 = τ ′(χ)
(
e−aτχ − 1 − e
−aτ
a
Ku+
)
+ 1 − e
−aτ
a
.
It follows
τ ′(χ) = e
−aτ − 1
ae−aτχ + (e−aτ − 1)Ku+ . (25)
Differentiating of Eq. (24) and making use of (25) gives
φ′+(χ) = e−aτ − τ ′(χ)
(
ae−aτχ + e−aτKu+
)= ae−aτχ
ae−aτχ + (e−aτ − 1)Ku+ =
e−aτ χ
φ+(χ)
.
It is required to show that e−aτχ < |φ+(χ)| for all χ > 0.
Define the positive numbers s and r such that e(t) reaches its maximum at t = ti + s and
traverses S+ again at t = ti + s + r (see Fig. 6).
It is easy to see that
e′(ti + s) = 0, e(ti + s + r) = ε+, (26)
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and s + r  τ . Letting t = ti + s in (17) and making use of (26) gives
e′(ti) = e
as − 1
a
Ku+. (27)
Substituting (27) into (16) and letting t = ti + s yields
e(ti + s) = ε+ + e
as − as − 1
a2
Ku+.
In a similar way,
e′(ti + s + r) = e−are′(ti + s) − 1 − e
−ar
a
Ku+ = −1 − e
−ar
a
Ku+, (28)
e(ti + s + r) = e(ti + s) − e
−ar + ar − 1
a2
Ku+
= ε+ +
(
eas − as − 1
a2
− e
−ar + ar − 1
a2
)
Ku+. (29)
Since e(ti + s + r) = ε+, it follows from (29) that
eas − as − 1 = e−ar + ar − 1
with s, r > 0. The function
f (q) = eq − q − 1 =
∞∑
k=2
qk
k!
satisfies obviously the inequality f (q) > f (−q) for q > 0 and f is increasing monotonously
on (0,∞), therefore f (as) = f (−ar) < f (ar) implies s < r . Furthermore, it follows from (28)
that ∣∣e′(ti + s + r)∣∣= 1 − e−ar
a
Ku+ >
1 − e−as
a
Ku+ = e−asχ
because
0 = e′(ti + s) = e−asχ − 1 − e
−as
a
Ku+.
The function e′(t) is decreasing on [ti , ti+1] and is negative on (ti + s, ti+1]. Therefore,∣∣φ(χ)∣∣ ∣∣e′(ti + s + r)∣∣> e−asχ > e−aτχ,
and the function φ is a contraction.
If ε− = ε+ then χ = 0 is a fixed point of φ. But a fixed point is unique. Hence, no limit cycle
exists in this case.
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(iv) It has been shown in (ii) that for Ku+ > 0 > Ku−, a stable limit cycle always exists. It
follows from (8) that
x˙2(t) = −ax2(t) + u(t). (30)
For t ∈ [ti , ti+1), u(t) = u+. Replacing t with ti+1 and μ with u+ in (17), respectively, yields
e′(ti+1) = e−aT+e′(ti) + e
−aT+ − 1
a
Ku+. (31)
For t ∈ [ti+1, ti+2), u(t) = u−. Replacing ti with ti+1, t with ti+2 and μ with u− in (17), respec-
tively, yields
e′(ti+2) = e−aT−e′(ti+1) + e
−aT− − 1
K
u−. (32)
Substituting (31) into (32) and noting that e′(ti) = e′(ti+2), e′(ti) is solved as
e′(ti) = −K
a
[
u− + (u+ − u−) 1 − e
−aT+
1 − e−a(T++T−) e
−aT−
]
. (33)
Then, substituting (33) back into (31) yields
e′(ti+1) = −K
a
[
u+ + (u− − u+) 1 − e
−aT−
1 − e−a(T++T−) e
−aT+
]
. (34)
Note from Fig. 3 that u(t) = u+ for t ∈ [ti , ti,p+). Integrating both sides of (30) from ti to ti,p+,
with x2 = x˙1 gives
e(ti,p+) + 1
a
e′(ti,p+) = e(ti) + 1
a
e′(ti) − Tr
a
Ku+. (35)
On the other hand, replacing t with ti,p+ and μ = u+ in (17), respectively, yields
e′(ti,p+) = e−aTr e′(ti) + e
−aTr − 1
a
Ku+.
Substitute e′(ti,p+) = 0 and (34) into the above equation, we have
Tr = −1
a
ln
u+[1 − e−a(T++T−)]
(u+ − u−)(1 − e−aT−) . (36)
Substitute e(ti,p+) = A+, (33) and (36) into (35), we have
A+ = ε+ − K
a2
[
u− + (u+ − u−) 1 − e
−aT+
1 − e−a(T++T−) e
−aT−
]
+ Ku+
a2
ln
u+[1 − e−a(T++T−)]
(u+ − u−)(1 − e−aT−) . (37)
For t ∈ [ti,p+, ti+1), u(t) = u+. Integrating both sides of (30) from ti,p+ to ti+1 gives
e(ti+1) + 1
a
e′(ti+1) = e(ti,p+) + 1
a
e′(ti,p+) − T+ − Tr
a
Ku+. (38)
It follows from the similar procedures for t ∈ [ti , ti,p+) that
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a
ln
(u+ − u−)[e−aT+ − e−a(T++T−)]
u+[1 − e−a(T++T−)] , (39)
A+ = ε− − K
a2
[
u+ + (u− − u+) 1 − e
−aT−
1 − e−a(T++T−) e
−aT+
]
− Ku+
a2
ln
(u+ − u−)[e−aT+ − e−a(T++T−)]
u+[1 − e−a(T++T−)] . (40)
Eliminating A+ from (37) and (40) yields
ε+ − ε− = T+
a
Ku+ + K
a2
(u+ − u−)
[
e−aT+ + e−aT− − 2e−a(T++T−)
1 − e−a(T++T−) − 1
]
. (41)
It follows from Lemma 3 that T+u+ + T−u− = 0, then
T− = −T+u+/u−. (42)
Equation (41) now becomes
ε+ − ε− = T+
a
Ku+ + K
a2
(u+ − u−)
[
e−aT+ + (e−aT+)−(
u+
u− ) − 2(e−aT+)(1−
u+
u− )
1 − (e−aT+)(1−
u+
u− )
− 1
]
.
(43)
Thus, T+ is implicit in (43). Using the same procedures for t ∈ [ti+1, ti,p−) gives rise to
A− = ε− − K
a2
[
u+ + (u− − u+) 1 − e
−aT−
1 − e−a(T++T−) e
−aT+
]
+ Ku−
a2
ln
u−[1 − e−a(T++T−)]
(u− − u+)(1 − e−aT+) . (44)
From (37), (42)–(44), the proof of Theorem 1(iv) is completed.
4. Conclusion
In this paper, a class of second-order servo plants under relay feedback is addressed. Complete
results have been established on uniqueness of solutions, existence and stability of limit cycles
and its amplitude and period.
It is natural and interesting at this point to see if our analysis can be extended to other classes
of plants. Consider first a time-delay system described by G(s) = Ke−Ls/[s(s +a)]. A complete
analysis for such a kind of system is under preparation and will show in another paper soon. Sec-
ondly, consider a class of second-order plants without integrator, i.e. G(s) = K/[(s + a)(s + b)]
(a > 0, b > 0). Let the initial condition, x(t0), be such that e(t0) = −Kx(t0) < ε+ with
u(t˜ ) = u−. Then Ku− < 0 will cause e(t) to monotonically increase for t > t0 with the po-
tential maximum value of K/(ab). If ε+ K/(ab), no switching on S+ can occur and no limit
cycle exists. This shows that the conditions for the existence of limit cycles will involve relay
hysteresis and cannot be as neat as the original class of plants. Now if G(s) has a pair of com-
plex poles with oscillatory step response, the resultant e(t) is no longer piecewise monotonic,
a key property used to derive Theorem 1. This will cause an essential difficulty: e(t) may reach
a switching plane but does not pass through it [10]. These cases are now under research.
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