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In this thesis, we consider the minimum energy problem for the positive linear discrete-
time system and the positive linear continuous-time system with fixed initial and final 
states. The problem has analytic solutions if no restrictions are imposed on the state 
and control variables. The nonnegativity of control in such systems gives rise to 
complementarity conditions in the first-order Karush-Kuhn-Tucker optimality 
conditions which complicates the problems and hence usually only numerical 
solutions instead of analytical solutions can be obtained.  
 
The minimum energy optimal control problem that we firstly consider are for scalar 
control. Then, we consider the minimum energy optimal control problem for vector 
control. The studies include the discrete-time system and continuous-time system. 
Sufficient conditions to guarantee the positivity of the problem and the analytical 
solutions to the problem have been obtained using dynamic programming. The 
relationship between the problem and the geometric properties of the system is 
discussed. Moreover, the optimal controls are obtained analytically in both forms: an 
open-loop form and a closed-loop form. To illustrate the main results of this work, 
some numerical examples are presented. 
 
Finally, two applications on positive linear systems that are related to energy and 
ecology are studied. The first application is a dynamic model of oil extraction and its 
optimization. It is a novel dynamic (discrete-time) model that describes the evolution 
of the oil extraction process from a single well or reservoir under water flooding. 
Because of the nature of oil extraction process, the model exhibits positive linear 
system behaviour. The optimal control problem turns out to be a novel problem for the 
theory of positive linear systems problem. The second application is a continuous-time 
dynamic mobile source air pollution optimal control problem. Because of the nature 
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 set of nonnegative real numbers 
 identity matrix 
 transpose of matrix A 
 Inverse of matrix A 
0 A is a nonnegative matrix, i.e. every entries of A are 
nonnegative 
0 A is a positive matrix, i.e. every entries of A are positive 
rank (  rank of matrix A 
 nonnegative orthant of , the space of column vectors of 
size n with nonnegative real entries. 
 set of  matrices with nonnegative entries 
 vector state trajectory 
∗   Optimal trajectory 
 scalar state trajectory 
 vector control  
∗   Optimal control for general linear system 
∗   Optimal control for positive system 
 scalar control 
 n-steps reachability matrix of the pair ,  
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1.1. Motivation and background 
Optimal control theory is an interdisciplinary branch of mathematics aimed to find 
optimal ways for dynamic systems. An optimal control problem includes an objective 
function subject to constraints of the system. 
A positive system is a linear state-space system in which the state variables remain 
nonnegative for all time for any nonnegative initial conditions. It is an important class of 
systems that arises in many areas such as engineering (chemical, manufacturing, 
telecommunications and information science), management science, social sciences, 
compartmental system analysis, biology, ecology, pharmacology and medicine, macro- 
and micro-economics and many other fields [1-13]. A common property of positive linear 
systems is that if the initial state and the control are nonnegative then the whole trajectory 
(evolution) of the system is nonnegative too. Positive linear systems are defined on cones 
instead of linear spaces and that is why the criteria developed in linear system theory for 
recognizing the fundamental properties of linear systems are quite often fallible. For 
example, controllability is a system property that characterizes ability of the system to 
move in space. If a dynamical system possesses the controllability property then for any 
pair of terminal (initial and final) states there exists a control sequence that transfers the 
system from the given initial to the given final state. Controllability property is a 
fundamental system property with direct implications in a number of control problems 
including optimal control. The controllability criteria for positive linear systems are 
different from those developed for linear systems [14-16]. The non-negativity of control 
in such systems gives rise to complementarity conditions in the first-order Karush-Kuhn-
Tucker optimality conditions [17], and hence it usually only numerical solutions rather 
than analytic solutions can be derived. At the same time the appeal and the advantages of 
analytic solutions are well appreciated.  
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Linear quadratic optimal control problem is one of the most common optimal control 
problems. The objective function of this problem is a quadratic function subject to linear 
dynamic system constraints described by a set of linear differential equations. The studies 
of linear quadratic problems in general is quite well known, as studied in [18, 19]. One of 
the classical problem of linear quadratic optimal control is the minimum energy problem 
for time invariant linear systems. It has nice analytic solutions if no restrictions are 
imposed on the state and control variables [20, 18]. To the best of our knowledge the first 
analytical solution to the minimum energy problem for positive linear systems with fixed 
final state is obtained by Kaczorek [14] under strict conditions. This thesis is concerned 
with the minimum energy problem for positive linear (discrete-time and continuous-time) 
systems. Related work for linear quadratic optimal control for positive systems with free 
final state is published in [21-29] but the positivity of the system is not exploited in these 
papers, except in [21] and [25]. Conditions that guarantee the positivity of the closed–
loop linear quadratic optimal system with free final state are developed  for continuous-
time systems by Labissi et al [25] and for discrete-time systems by Beauthier and Winkin 
[21]. Positivity is an intrinsic property of positive systems and it helps to simplify the 
analysis and the results. The optimality conditions and the solution for the linear quadratic 
problem for positive linear system in this thesis are obtained using dynamic 
programming. 
Dynamic programming is an optimization method, which is widely used to solve a large-
scale optimization problem. This method is developed by Richard Bellman in the late 
1950s [30]. It is based on Bellman’s principle of optimality: 
“An optimal property has the property that whatever the initial state and 
initial decision are, the remaining decision must constitute an optimal 
policy with regard to the state resulting from the first decision.” 
Dynamic programming basically is an algorithm that are used for optimization by 
reducing a complex problem into smaller sub problems. 
Let the system be 
 1 , , , (1.1) 
where  is vector of  functions,  is the control at time  and is a vector of size , 
 is the state at time  and is a vector of size .
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Suppose the objective is to minimize the function 
 , ∑ , , , (1.2) 
where  ,  is the time interval of the problem, ,  is a function of final time 
 and , ,   is generally, a time-varying function of  and   at each time  
in , . Then, the Bellman equation is 
 ∗ min , , ∗ 1 , (1.3) 
where ∗  is the optimal cost from time , and ∗  is the optimal control at time 
 that achieves the minimum. The final cost is obtained by working backward from the 
final time . 
1.2. Objective 
The main objective of this thesis is to establish sufficient that guarantee the nonnegativity 
of the state and the control variables conditions of the linear quadratic problem for 
positive systems. The particular positive linear quadratic problem discussed in this thesis 
is the minimum energy problem for the positive linear discrete-time system and the 
positive linear continuous-time system with fixed initial and final state. Moreover, 
analytical solutions to the optimal control and trajectory are to be obtained. Furthermore, 
investigation will be carried out to reveal the geometry and properties of the reachability 
sets. 
1.3. Scope of the thesis 
Some positive system properties related to positive systems will be discussed in chapter 
2 including some useful matrix analysis. The properties discussed in this chapter includes 
reachability, controllability, reachable sets and stability for both positive linear discrete-
time systems and continuous-time systems. In this chapter, some new preliminary results 
related to the positive linear system obtained during this work are presented. 
Chapter 3 discusses the minimum energy problem for positive linear systems with fixed 
initial and final state in the case of scalar control. The studies include the discrete-time 
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system and continuous-time system. Sufficient conditions are established to achieve the 
optimality conditions when the final state is given. The optimal controls are obtained 
analytically in an open-loop form and a feedback form. Then, numerical examples 
confirming the finding are given. 
Chapter 4 discusses the minimum energy problem for positive linear system with vector 
control when the initial and the final states are given. The problems discussed include the 
discrete-time system and continuous-time system. Similar to the previous chapter, the 
optimal control is obtained analytically. Moreover, sufficient conditions are established 
to achieve the optimality conditions. Some numerical examples are given to confirm the 
analytic results. The numerical examples for the continuous-time systems are  solved 
using both the results obtained in the thesis and ICLOCS, an optimal control software that 
can be used to solve the optimal control problem with some constraints [31], to show the 
effectiveness of the analytic results. 
In chapter 5, we consider two applications on positive system that related to energy and 
ecology.  The applications include a dynamic model of oil extraction and a dynamic 
mobile source air pollution optimal control problem. The study includes the optimization 
of the problem. 
Finally, in chapter 6 we summarize the main contribution in this thesis and give some 







Positive Linear Systems: literature review 
and preliminary results 
 
2.1. General 
Positive linear systems are linear state-space systems in which the state variables remain 
nonnegative for all time for any nonnegative initial conditions. In this chapter we define 
various concepts and results that will be used in the following chapters. First, we recall 
some matrix properties that play important roles in positive system theory. Then we will 
discuss some basic knowledges and preliminary results in positive system theory. In this 
chapter, a number of preliminary results on the properties of positive linear system 
particularly on the reachable set properties are introduced.  
2.2 Basic concepts in matrix analysis for positive systems 
Definition 2.1.  
a) A matrix 
.
∈  is said to be nonnegative, denoted 0 (in 
this thesis it is also denoted ∈ ), if for all , 1,⋯ , , 0, i.e. 
every entries of A are nonnegative. 
b) A matrix ∈  is said to be a Metzler matrix, if every off-diagonal entries 
of  are non-negative, in other words, for all , 1,⋯ , , , 0. 
Definition 2.2. Let A is an  matrix, the matrix exponential  is defined as  
2! 3!




Proposition 2.1. [14] A matrix  is called a Metzler matrix if and only if  
0 for all 0. 
Definition 2.3. A square matrix is said to be a stable matrix if every eigenvalue of the 
matrix has negative real part. 
Proposition 2.2. [32] If   is stable Metzler matrix, then  is a nonnegative. 
Theorem 2.1. [33] (Perron-Frobenius for Metzler matrices) Let  be a Metzler 
matrix. Then there exists a real eigenvalue  of , called the Frobenius eigenvalue, 
such that there exists a positive eigenvector ,associated to , which is called the 
Frobenius eigenvector, such that  and ∀ ∈ , , where  is 
the spectrum of matrix . 
Definition 2.4. A monomial matrix is an  matrix which has precisely one nonzero 
entry in each row and each column, and the remaining entries are zero.  
Let  be a monomial matrix. It can be decomposed as , where  is a diagonal 
matrix and  is a permutation matrix. 
Lemma 2.1. The inverse of the nonnegative monomial matrix is a nonnegative matrix 
[14]. 
Definition 2.5. [34] A non-singular square matrix A is said to be a M-matrix if the off 
diagonal elements of A are non-positive and its inverse is a nonnegative matrix. 









The M-matrix A can also be expressed in the form  
 for 0 and 0 such that , the spectral radius of  [6].




Theorem 2.2.  [6] Let  be a M-matrix. Then  
a) All the principle minors of  are positive; 
b) For each 0 there exists a nonnegative diagonal matrix D such that  
0. 
c) The inverse exists and ∈ . 
 
Definition 2.6. Let ∈ .  is called a Stieltjes matrix if , 0 for  and  is 
symmetric and positive definite.  
 
Definition 2.7. The matrix Q is called positive semi-definite, if 
 0 for all nonzero (nontrivial) ∈  (2.1) 
It is called positive definite if the inequality (2.1) is strictly positive, i.e. ,
0. 
Theorem 2.3. [35, 36] 
a) The matrix Q is positive definite if and only if all principal minors of Q are strictly 
positive 
 0, 0,⋯ , 0. 
This property is called Sylvester criterion.  
b) The matrix Q is positive semi-definite if and only if  
 0, 0,⋯ , 0. 
c) Let the  real matrix Q be positive semi-definite. Then  is positive semi-
definite for any real  matrix C.  
d) Let the  real matrix Q be positive definite and rank  then the matrix 
 is positive definite too since 0 for 0 only. If rank , then 
 is positive semi-definite even when Q is positive definite matrix. 
e) If A and B are positive definite matrices of the same size, then  is also a positive 
definite matrix. 
f) If A and B are a positive definite matrix and a positive semi-definite of the same size 
respectively, then  is also a positive definite matrix.




g) If A is a positive definite matrix, then A is invertible and  is also a positive 
definite matrix. 
Lemma 2.2. Let ∈  be a positive definite matrix. Define 
⋯
⋯
⋮ ⋮ ⋱ ⋮
⋯
, ∈ . Then,  is a positive definite matrix. 
Proof. A is positive definite if 0 for any vector ∈ . Define 
⋯
⋯
⋮ ⋮ ⋱ ⋮
⋯
, ∈   
and 





⋮ ⋮ ⋱ ⋮
⋯
⋮ ⋯ . 
Since A is positive definite, 0 and ∑ 0 for 1, 2,⋯ , . 
Therefore,  is a positive definite matrix. 
2.3 Positive Linear Discrete-time System 
Consider a positive discrete-time linear system  
 1  (2.2) 
where ∈ , ∈ , ∈  is the state vector, ∈  is the control 
vector at time	 0,1,2,⋯




2.3.1 Controllability and Reachability 
Controllability and reachability for positive linear discrete-time system has been studied 
by [37-40, 14, 41, 15] 
Definition 2.8. [15] 
a) The positive system (2.2) is reachable if for any state ∈ , , and some 
finite  there exists a non-negative control sequence , for 
0,1,2,⋯ , 1 that steers the initial state 0  to the state . 
b) The positive system (2.2) is null controllable if for any state ∈  and some 
finite  there exists a nonnegative control sequence , for 0,1,2,⋯ ,
1 that steers the state 0  to the origin 0. 
c) The positive system (2.2) is controllable if for any nonnegative pair , ∈
 and some finite  there exists a nonnegative control sequence , for 
0,1,2,⋯ , 1 that steers the initial state 0  to the state .  
Define the n-step reachability matrix of the system  
 ⋯  (2.3) 
Theorem 2.4. [39] The positive system (2.2) is called 
a) reachable if and only if the n-step reachability matrix of the system  contains 
an  monomial submatrix. If the nonnegativity constraint is not considered, 
the reachability conditions is simply the Kalman criterion, i.e., rank(  for 
not necessarily positive linear discrete-time systems. 
b) null controllable if and only if  is a nilpotent matrix. A non-zero square matrix 
A  is a nilpotent matrix if there exists a positive integer  such that  
c) controllable (in finite time) if and only if the system is reachable and null-
controllable.





Stability properties for homogenous positive linear discrete-time system, i.e., 0 has 
been discussed in [42] and [43]. 
Definition 2.9. If , , ⋯  are the eigenvalues of the matrix ∈  then 
, , ⋯  is called the spectrum of A. if 
max | |, ∈  
then  is called the dominant or maximal eigenvalue of the matrix A. 
The positive linear discrete-time system (2.2) is asymptotically stable if and only if 
1. It is critically stable if 1 and unstable if 1 [43]. 
In the case of scalar control, the positive system (2.2) is asymptotically stable if and only 
if 0 1, where a is a scalar weight of state when the state and control in the system 
(2.2) are scalar [44]. It is stable, if 0 1.  
2.3.3 Reachable sets 
The reachable sets in positive systems is a convex cone. A subset  is called a cone if it 
is closed under positive scalar multiplication that is ∈  when ∈  and 0 [14].  
The studies of the reachable set in positive linear discrete-time systems has been 
considered earlier by [45-49]. 
Definition 2.10. [15] The set of all states  of positive linear discrete-time system 
(2.2) reachable in t-steps by admissible (i.e. nonnegative) control sequences 
0 , 1 ,⋯ , 1  is called a t-steps reachable set. It is defined as 
 | ∑ 	; 	 ∈ , ∈ , 	 ∈
, and	 ∈ 	for	 0,1,⋯ , 1	   
(2.4) 
with  ≡ . □ 
Definition 2.11. [15] The set of all states  of positive linear discrete-time system 
(2.2) reachable in t-steps by admissible (i.e. nonnegative) control sequences 
0 , 1 ,⋯ , 1  is called a t-steps reachable set. It is defined as




 | ∑ 	; 	 ∈ ,  
∈ , 	 ∈ , and	 ∈ 	for	 0,1,⋯ , 1   
(2.5) 
with  ≡ . □ 
From (2.4) and (2.5) it is clear that  
 
It is not difficult to see that the reachable sets  is a convex cone. However, 
 is a shifted convex cone.  
In the case of positive linear discrete-time system with scalar state and control, the 
reachable set is formulated as  




 Let  denotes the reachable sets of a stable positive linear discrete-time system 
(2.2) with scalar state and control. For b > 0 the reachable sets (2.5) of a stable system 
possess the nested property 
 ⊆ , 1,2,⋯ ,  (2.7) 
where the inclusion is strict if the system is asymptotically stable, i.e. 0 < a < 1. The 
inclusion property (2.7) is in the opposite direction  
 ⊂ , 1,2,⋯ ,  (2.8) 
if the positive linear discrete-time system (2.2) with scalar state and control is unstable (a 
> 1) and b > 0. In (2.8), 0( )
us
tR x denotes the t-step reachable set of an unstable positive 
linear discrete-time system. 
Lemma 2.3. Let 	 	 	 , 1 , … ,  be a feasible trajectory of positive linear 
discrete-time system (2.2) that is x ≥ 0 for some admissible (that is nonnegative) control 
sequence 0 , 1 , … , 	 1	 	0.	Then, 
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 	 	1 	– 	 	 	0	for 	 	0,1, … . 	– 	1. (2.9) 
Proof. The inequality (2.9) follows immediately from (2.2) since the control , 	
	0,1, … . 	– 	1, as well the control matrix B are nonnegative. Proved. □ 
Lemma 2.4. Let the given final state  is in the N-step reachable set  that is 
∈ . Then, the inequality 
 0 (2.10) 
holds true for 0,1,⋯ , 1 on any (feasible) trajectory 0 for 0,⋯ ,  
that ends at the final state ∈  and starts at some initial state  ≥ 0. 
Proof. Let ∈ . Then, there exist an admissible (that is non-negative) 
control sequence 	 	 0 , 1 , … , 1 	0	 such that the corresponding 
trajectory 	 	 0, 1 , … , 1 , 	0	ends at ∈  for 
some initial state 	 	0 and 
 ∑ 	  (2.11) 
Let now  be any time instant from the set 0, 1, … , 	– 	1 . The state . Can be 
expressed as  
 ∑ 	. (2.12) 
Pre-multiplication of both sides of (2.12) by  leads to 
 ∑ .  (2.13) 
The sum in the right side of (2.13) can be rewritten as 
 ∑ ∑ ∑ ,  (2.14) 
Then, taking into account (2.11) and (2.14), the expression (2.13) becomes 
 	∑ .  (2.15) 
It can easily be seen from (2.15) that the inequality (2.10) is nonnegative that 




0  for 0,1,⋯ , 1,                               
since , , 	 	0	and t is any time instant from the set 0, 1, … , 	– 	1 . The Lemma 
thus is proved. □ 
2.4 Positive linear continuous-time system 
Consider a positive linear continuous-time system  
 , (2.16) 
where ∈  is an  Metzler matrix, 
∈ , 
∈  is the state variables at time t and ∈ 	  is the control at 
time  [5]. 
2.4.1 Controllability and Reachability 
Definition 2.12. Consider the positive linear continuous-time system (2.16) 
a) A state ∈  is reachable at time , if there exists a nonnegative control 
∈  for ∈ 0,  that steers the state trajectory from initial state 0 
to the state  [14]. 
b) The system (2.16) is called reachable if every state ∈  is reachable at some 
time instant 0	[14]. 
c) The system (2.16) is called strongly reachable if for every 0 and every state 
∈  the state  is reachable at time  [50]. 
d) The positive system (2.16) is said to be strongly reachable if and only if for any 
0 and any ∈ 	  there exists a nonnegative piecewise continuous 
function  that steers the state of the system from 0  to  [51]. 
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e) The positive system (2.16) is essentially reachable if every strictly positive state 
∈  is reachable at some time. 
 Scalar positive systems are strongly reachable [51]. 





It is clear that  is nonnegative for all 0. 
Theorem 2.5. [14] The positive system (2.16) is reachable if the matrix  
 : .  
is a monomial matrix. The input that steers the state of the system in time  from 0 
to the state ∈ 	  is given by formula  
 , ∈ 0, . (2.18) 
Theorem 2.6. [39] The positive system in (2.16) is reachable in time  if A is a diagonal 
matrix and 0 is a monomial matrix.   
Theorem 2.7. [52] The system (2.16) is reachable if and only if A is diagonal and B 
contains an  monomial submatrix (so	 ). 
Theorem 2.8. [51] The system (2.16) is strongly reachable if and only if after a possible 
reordering of the inputs the matrix A is diagonal, and matrix B can be written as 
, , where D is an order n diagonal positive matrix with positive diagonal entries and 
, which exists only if , is an arbitrary  positive matrix. 
In other words, there exists  selection matrix (a submatrix of some permutation 
matrix) S such that








where  ∈ , while 0 for every index 1,2,⋯ , . Hence, it is clear that  . 
Theorem 2.9. [50] For the positive continuous-time system (2.16), the following facts 
are equivalent: 
i. The system is reachable; 
ii. The system is strongly reachable; 
iii.  and there exists an  selection matrix (a submatrix of some 
permutation matrix) S described in (2.19) for some ∈ , while 0. 
Theorem 2.10. [50] For the positive continuous-time system (2.16), the following facts 
are equivalent: 
i. The system is reachable; 
ii. The system is monomially reachable, which amounts to saying that every vector 
, ∈ 〈 〉, of the canonical basis is reachable at some time instant 0; 
iii. The system is strongly reachable. 
Definition 2.14. [14] The positive system in (2.16) is called null controllable 
(controllable to the origin) in time N if for any nonzero initial state ∈ 	  there exist 
an input ∈ 	 , ∈ 0,  that steers the state of the system from  to origin (
0).  
Definition 2.15. [14] The positive systems in (2.16) is called null controllable 
(controllable to the origin) if for any nonzero initial state ∈ 	 , there exists a time 
instant 0 and an input ∈ 	 , 	 ∈ 0,  that steers the state of the system from 
 to origin ( 0).  
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Definition 2.16. The positive system (2.16) is called asymptotically null-controllable if 
for any nonnegative initial state ∈ 	   there exists an input ∈ 	  that steers the 
state from  to 0 as → ∞. 
Theorem 2.11. [14] The positive system in (2.16) is not null controllable in finite time. 
Theorem 2.12. [14] The positive systems in (2.16) is null controllable in infinite time if 
it is asymptotically stable.  
Theorem 2.13. [53] If the positive systems in (2.16) is asymptotically null-controllable, 





Definition 2.17. [14] The positive system in (2.16) is called controllable in time  if for 
any nonzero initial state  ∈ 	  and any final state ∈ 	 , if there exists an input 
that steers the state of the system from  to .  
Definition 2.18. [14] The positive system in (2.16) is called controllable for any nonzero 
initial state ∈ 	  and any final state ∈ 	 , if there exists a time instant 0 
and an input ∈ 	 , 	 ∈ 0,  that steers the state of the system from  to .  
 Theorem 2.14. [14] The positive system in (2.16) is controllable if the matrix in equation 
(2.17) is a monomial matrix for 0 and  
The input that steers the state of the system in time  from ∈ 	  to ∈ 	  is 
given by formula  
  , ∈ 0,  (2.21) 
where the matrix  is defined in (2.17). 
Define a controllability matrix 
 ⋯ .
 ∈ . (2.20) 




Theorem 2.15. [53] For all 0, . 
Theorem 2.16. [53] If the system (2.16) is controllable, then the reachability gramian 
matrix  is positive definite for all 0. 
2.4.2 Stability 
To the best of our knowledge, the stability of positive linear continuous-time system is 
only observed when the system is homogenous, i.e.  
A homogenous positive linear system is formulated as 
 . (2.22) 
Definition 2.19. A homogenous linear system (2.22) is said to be positively stable if for 
all 0 and all nonnegative initial state, i.e., 0, 0 and → 0 as → ∞. 
Theorem 2.17. A homogenous positive linear system (2.22) is exponentially stable if and 
only if the Frobenious eigenvalue  of A is negative [33]. 
Theorem 2.18. [33]A homogenous positive linear system is stable if and only if there 
exists a diagonal positive definite matrix P such that the matrix Q, defined by  
. 
Theorem 2.19. [33] A homogenous linear system (2.22) is positively stable if and only 
if A is a stable Metzler matrix. 
Theorem 2.20. [33] A homogenous linear system (2.22)  is positively stable if and only 
if A is a Metzler matrix and there exists a diagonal positive definite matrix P such that 
 is negative definite. 
2.4.3 Reachable sets 
Definition 2.20. The set of all states  at any time 0 reachable from an initial state 
0 by nonnegative input , ∈ 0, 	 	 is called a reachable set 	 0  and defined 
as 
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0 ≡ | 	 , 
	 ∈ 	is	a	metzler	matrix, ∈ , and	 ∈ 0, .  
(2.23) 
with  ≡ 0 . 
Definition 2.21. The set of all states  at any time 0 reachable from an initial state 
0 by nonnegative input , ∈ 0, 	 	 is called a reachable set 	  and 
defined as 
≡ | 		 , 
	 ∈ 	is	a	metzler	matrix, and	 ∈ , ∈ 0, . 
(2.24) 
with  ≡ . 
It is clear that  0  
It is not difficult to see that reachable set 0  is a positive cone. However, the reachable 
set , is a shifted positive cone. 
Lemma 2.5. If the final state  is in the reachable set , then 0. 
Proof. From (2.24), we have . Since  is in the 
reachable set,  is reachable. Hence, there exists a non-negative control 0, ∈
0, 	 . Therefore 0 . □ 
Lemma 2.6. If the final state  is in the reachable set  and ∗  for ∈ 0, 	  
is the state on the optimal trajectory of positive continuous-time system (2) – (3), then 
∗ 0. 
Proof : from (2.24), we have  and ∗
. Multiplying ∗  by gives us ∗
. Therefore, ∗ 0 as 







The minimum energy problem for positive 




Minimum energy problem is a classic problem in optimal control. This chapter concerns 
the minimum energy problem with scalar control for both positive linear discrete-time 
systems and positive linear continuous-time systems. The optimal control of the minimum 
energy problem for both positive linear discrete-time systems and continuous-time 
systems are established using dynamic programming. The optimal control formula 
obtained are represented in an open loop and a feedback forms. The correlation between 
the optimal control and the geometry of the reachable set is also revealed. This chapter is 
based on my publications [54-56] during my study in this field. 
3.2 The minimum energy problem for positive linear 
discrete-time system  
3.2.1 Problem formulation 
The minimum energy problem for scalar positive discrete-time systems with fixed final 





subject to 1 , 1, 2,⋯ , 1, 
, 0, , ∈ , 
(3.2) 
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where  is the state at time 0, 1, 2,⋯ , , ∈  is the control sequence, N is 
a finite-time horizon, and the initial and final state are given by 
 0 0 and 0. (3.3) 
The state variables , 0, 1, 2,⋯ , , are, clearly, nonnegative for any nonnegative 
initial state 0, and any (nonnegative) control sequences , 0, 1, 2,⋯ , 1. 
3.2.2 Main results 
Theorem 3.1.  Let ∈ . Then, the optimal control sequence that minimizes the 








, 0, 1, 2,⋯ , 1 
(3.4) 
where ∗  is the corresponding optimal trajectory, and the optimal value of the cost 









Proof. The hypothesis ∈  implies that there exists a solution to the two-point 
boundary value problem (3.1) – (3.3). In other words, there exists an admissible 
(nonnegative) control sequence 0, 0, 1,⋯ , 1  such that the 
corresponding trajectory , 1 ,⋯ , 1 , 	  is feasible (that is nonnegative). 
When 0, the positive discrete-time linear system (3.1) – (3.3) is not reachable and 
the reachable set  consists of the point  only. Then the only solution to the 
minimum energy problem (3.1) – (3.3) is the trivial one. 
∗ 0, 1,⋯ , 1 , , , ⋯ , , , and ∗ 0.




Let 0. By hypothesis	 ∈ , the two point boundary-value problem (3.1) – 
(3.3) is consistent and there exists at least one solution. To find the solution that minimizes 
the cost function (3.1), we apply the dynamic programming procedure [20]. 
The Bellman equation for the minimum energy problem (3.1) – (3.3) can be written as  
 min 1 , 0,1,⋯ , 1, (3.6) 
with  0. 
















































where  and  is to be specified by the initial condition	 0 . 
From the first order necessary conditions for minimum, by setting the first order 
derivative of  
∑





It is clear that the nonnegativity control constraints, i.e., ∈  can be omitted in the 
derivative, as the final state  is restricted to be in the reachable set  that 
guarantees the nonnegativity of control . 




Thus the assumptions (3.7) and (3.8) are true for , and, therefore, they are true by 
induction for any t. 




This concludes the proof of the theorem. □




1. If ∉  then the two point boundary value problem (3.1) – (3.3) is 
inconsistent and, therefore, the minimum energy problem with fixed final state 
(3.1) – (3.3) has no solution. 
2. If 0 and  belongs to the boundary of	 , that is , the 
optimal control sequence (3.4) is a zero sequence and the corresponding optimal 
trajectory becomes , , ⋯ , , . 
3. Let the system (3.1) – (3.3) be controllable, that is let 0 and 0. Then, it 
is not difficult to see using limits that expression (3.4) is reduced to 
∗ 0 for 0,1,⋯ , 2 and ∗ 1 , 
and, consequently, the minimal value of the cost function becomes 
. 






the above expression for ∗ 0  for 0 agrees with the results in [14]. The 
expression (3.4), however, is obtained for any nonnegative pair ,  such that 
∈  and, therefore, is more general than that in [14], where (among the 
other assumptions) the reachability of positive discrete-time linear system and a 
zero initial state are required. 
The expression  
∑ , , , ⋯ , ∙ , , , ⋯ , 0  
is the gramian of positive discrete-time linear system (3.1) – (3.3). 
5. The optimal control law (3.4) for 0 can be treated as a feedback control since 
it depends on the current state. As a matter of fact, it can also be represented as 
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Corollary 3.1. Under the assumptions of Theorem 3.1. 





 , 0,1,2,⋯ , 1 
(3.18) 




 , 0,1,2,⋯ ,  
(3.19) 















 , 0,1,2,⋯ , 1. 
(3.21) 




 , 0,1,2,⋯ ,  
(3.22) 










1. Expressions (3.18), (3.19), (3.21) and (3.22) clearly show that the optimal control 
sequence and the optimal trajectory are nonnegative.
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2. It is easy to see from (3.19) and (3.22) that the optimal trajectory ends at the desired 
final state that is ∗ . 
3. The optimal control sequence (3.18) is easy to calculate since ∗ 1
∗
. 
4. If the initial state  is zero, expressions (3.18), (3.19) and (3.20) become even simpler  
 ∗ , 0,1,2,⋯ , 1 
 ∗ , 0,1,2,⋯ , ,  
and  ∗ . 
the meaning of the above expression is transparent. 
5. It is worth noting that the expression (3.18) for the optimal control sequence and the 
expression (3.20) for the minimal value of the cost function are the same as those 
when no restrictions are imposed on the controls. This is because the minimum of  
as a function of 0 , 1 ,⋯ , 1  is achieved at an interior point ∗ 0, 
0,1,2,⋯ , 1 for 0 and ∈ . 
 
3.2.3 Numerical Examples 
To illustrate the results obtained in section 3.2.2, we consider the following the 
minimum energy problem for scalar positive discrete-time systems with fixed final state 
examples and solve the problems using the formula obtained in the previous section. 
 Example 3.1. (Asymptotically stable and ∈ ) 
Consider the following minimum energy problem 
Minimize  2∑ , 
subject to  
 1 , 0,1, 2, 3, 
 , ∈ , 
 0 1 and 4 0.2 are given. 
The optimal control is formulated as  
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 ∗ . . . .
.
 , 0,1,2.  
Using the above formula, the optimal control sequence is obtained as follows 
0.01428571429, 0.02857142857, 0.05714285714 . 
The optimal trajectory is formulated as 
 ∗ 0.5
. . . .
.
 , 0,1,2.  
Graphically, the optimal control and the optimal trajectory are described as follows 
  
Figure 3.1. The optimal control and correseponding trajectory for Example 3.1 
 
Example 3.2. (Marginally stable and ∈ ) 
Consider the following minimum energy problem 
Minimize  2∑ , 
subject to  
 1 , 0,1, 2, 3, 
 , ∈ , 
 0 1 and 4 5 are given.
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The optimal control is formulated as  
 ∗ 1 , 0,1,2,3.  
From (3.22) the optimal trajectory is  
 ∗ 1  , 0,1,2,3.  
 
Figure 3.2. The optimal control and corresponding trajectory for Example 3.2. 
 
Example 3.3. (Unstable and ∈ ) 
Consider the following minimum energy problem 
Minimize  2∑ , 
Subject to  
 1 2 , 0,1, 2, 3, 
 , ∈ , 
 0 1 and 4 17 are given. 
The optimal control is formulated as 
 ∗  , 0,1,2,3.  
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The optimal trajectory is  
 ∗ 2  , 0,1,2,3.  
 
  
Figure 3.3. The optimal control and corresponding trajectory for Example 3.3 
 
3.3. The minimum energy problem for positive linear 
discrete-time system with free final state  
3.3.1 Problem Formulation 
Consider the minimum energy problem for scalar positive discrete-time systems (3.1) – 
(3.3). By relaxing the boundary condition , problem (3.1) – (3.3) can be 
reduced to the following minimum energy problem with free final state. 
Minimize  
 ∑ , (3.24) 
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subject to  
 1 , 1, 2,⋯ , 1, (3.25) 
 , 0, ∈ , (3.26) 
 0 0, (3.27) 
where ∈ ;  are the scalar weighting factor. The new term in the cost function (3.1) 
reflects how close the given terminal state to the terminal state in the reduced problem is. 
The solution to the minimum energy problem with free terminal state then gives a control 
sequence that minimizes the energy (3.1) of the input and at the same time the 
corresponding (to that control sequence) trajectory ends at the point which is in a closed 
proximity of the targeted terminal point . In other words, the optimum control sequence 
resolves the ‘trade-off’ between minimizing the energy of the input signal and the 
deviation from the given terminal point	 . 
3.3.2 Main Results 
Theorem 3.2. Let ∈ , 0, 1, 2,⋯ , 1. Then the optimal control 
sequence that minimizes the cost function (3.24) in the minimum energy problem with 




, 0, 1,⋯ , 1, 
(3.28) 
where ∗  is the corresponding optimal trajectory, and the optimal value of the cost 






To find an analytic solution to the optimal control problem (3.24) – (3.27), we use the 
dynamic programming approach [20]. 
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The Bellman equation can be written as 






We try for 1. We have  
 min  
where 1  and 1  is to be determined by the initial condition 
(3.30). A differentiation of the above expression with respect to u leads to 
 ∗ 1 , 
and for  to satisfy ∈  we impose the condition ∈ . Then from Lemma 
2.4, 1 , and therefore  
 . 
Similarly, for 2, we have:  
 ∗ 2  with 1 , 
and, respectively,  
 . 











Suppose the expression (3.29) and (3.30) are true for 1, that is











, 1  
(3.34) 








For  the Bellman equation is  
 min . (3.35) 









where  and the state  is a parameter that is to be specified by the initial 
condition 0 .	From the first necessary condition from minimum, by setting the 
first order derivatives of 
∑






where the condition  is imposed in order to satisfy ∈ . 
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So, the assumption (3.31) and (3.32) hold for , and therefore they are true by 




This concludes the proof.  □ 
Remarks 3.3. 




Substituting the above expression for ∗ 1  and taking into account ∗  we 
obtain that ∗ 1  and hence, 
 ∗ 1 , 
which implies that the optimal control 
 ∗ 1 0. 
Continue the process for 2 and 3, and form the induction hypothesis 
for , we get 
 ∗ , (3.38) 
and 
 ∗ 0. (3.39) 
Now, assume that expression (3.38) and (3.39) are true for  and we proceed to show 
that they hold for 1, namely 
 ∗ 1 , (3.40) 
and 
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 ∗ 1 0. 






where 1 . Then, substitution of (3.40) and (3.41) into the state equation 
(3.25) yields  
∑
, 
which results in  
 1 , (3.42) 
so that (3.38) is true. Taking into account (3.42) it is not difficult to see that the optimal 
control (3.41) becomes ∗ 1 0. The hypothesis is thus proved and this 
concludes the proof. The optimal control sequence is 
 ∗ 0 for 0,1,2,⋯ , 1, 
the corresponding optimal trajectory is 
 , , , ⋯ , , 
and the optimal cost function 
 ∗ 0. 
Corollary 3.2. Under the assumptions of Theorem 3.2. 








	 0,1,2,⋯ , 1 
(3.43) 








	 0,1,2,⋯ ,  
(3.44) 
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, 0,1,2,⋯ , 1 
(3.46) 




, 0,1,2,⋯ ,  
(3.47) 











3.3.3 Numerical example 
Example 3.4. To illustrate the approach adopted in this paper we consider the following 
simple minimum energy problem with fixed final state. 





subject to  
 1 , 1, 2,⋯ , 3, (3.50) 
 ∈ , (3.51) 
 0 1, and 4 5 (3.52) 
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The 4-steps reachable set for positive discrete-time linear system (3.50) - (3.52) is 
1 1, 	∞  and the final state 5 is an interior point of 1 . Note also that 
the system is reachable and stable but not asymptotically [44, 15]. 
Using expression (3.21) and (3.22) and the state equation (3.2) in Section 3.2.2 we 
obtain the optimal control sequence 
∗ 0 1, ∗ 1 2, ∗ 3 3,	 
the corresponding  optimal trajectory 
1, ∗ 1 2, ∗ 2 3, ∗ 3 4, 4 5,	 
and the optimal cost function 
∗ 2. 
By relaxing the boundary conditions 5 we reduce the problem (3.49) - (3.52) to 
the following minimum energy problem with free final state. 








subject to  
 1 , 1, 2,⋯ , 3, (3.54) 
 , (3.55) 
 0 1 (3.56) 





and using the state equation (3.54) we find the next state ∗ 1 . Consequently, we 
obtain  
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∗ 1  and ∗ 2 , 
∗ 2  and ∗ 3 , 
and finally,  
 ∗ 3  and ∗ 4 . 
We see that the condition ∗  is satisfied on the optimal trajectory. So, the 
optimal control sequence is ∗ , , , , the corresponding optimal trajectory 
∗ 1, , , , , and the optimal cost function ∗ 1.6. 
The above results tells us that by relaxing the minimum energy problem (3.49) - (3.52) 
with fixed final state to the minimum energy problem (3.53) - (3.56) with free final 
state, we decrease the energy of the input (control) from 2 to 1.6 at the expense of not 
reaching the final state – the deviation from the desired final state 5 is  . 
3.4 The minimum energy problem for positive linear 
continuous-time system 
 
3.4.1 Problem formulation 
The minimum energy problem for scalar positive continuous-time linear systems with 





subject to , ∈ 0,  
∈ , and	 , , ∈ , 
(3.58) 
where  is the state variable at time t,  is the control at time , N is a finite-time 
horizon. The initial and the final states are given by
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 0 0 and 0 (3.59) 
The solution of positive linear continuous-time systems (3.58) 
, ∈ 0, , 
has the form . 
The exponential  will be positive for any ∈  and ∈ 0, . Therefore, the 
system will remain nonnegative if ∈ , and	 , ∈ . 
3.4.2 Main results 
The solution of the minimum energy problem (3.57) – (3.59) will be obtained using the 
dynamic programming procedure. According to Lewis et al [18], there are two methods 
to solve continuous-time optimal control problems using dynamic programming - the 
discretization approach and the Hamilton-Jacobi-Bellman equation. We will use the 
discretization approach used to solve the minimum energy problem (3.57) – (3.59). To 
apply the dynamic programming for continuous-time system using the discretization 
approach, the control and trajectory must be quantised to some finite set of admissible 
values (admissible control and feasible trajectory). Since a finer quantisation is required 
to obtain more accurate results, the increasing of the number of calculation to find the 
accurate admissible controls and feasible trajectory is inevitable. Therefore, dynamic 
programming for discretised continuous-time systems is not quite often used to avoid the 
curse of dimensionality [18]. However, as an analytical solution for the discrete time has 
been obtained in previous section, the curse of dimensionality can be avoided. 
To discretise the cost function (3.57), we can write 
 ∑ , (3.60) 
where  is a time sampler and 
  . (3.61) 
Using a first order approximation to each integral results in 
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 ∑ 	 . (3.62) 
The discrete-time representation of (3.58) takes the form  
 1  (3.63) 
To discretise system (3.58), we will use a time sampler s and zero order hold [18, 57]. 
Lewis et al  claim that this method is better than any other approximation method [18]. 


















Since we use a sampler and zero order hold, the control  is a constant over the interval 
between any two consecutive sampling instants, i.e.  
 , for 1 . (3.68) 
Taking into account (3.68) and using the substitution	 , expression (3.67) can be 
rewritten as 
 
1 	 . 
(3.69) 
To obtain more accurate results, the smaller time sampler should be used.
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Let us define 
 , (3.70) 
 1 , (3.71) 
 , (3.72) 
 ≜ , and ≜ , (3.73) 





subject to 1 , 0,1,⋯ , , 
, , , ∈ , 
(3.75) 
 0 0 and 0. (3.76) 
Theorem 3.3. Let ∈ . Then the optimal control that minimizes the cost 






, ∈ 0, , 
(3.77) 
where ∗  is the corresponding optimal trajectory, and the optimal value of the cost 
function (3.57) is 
 ∗ . 
(3.78) 
Proof. Consider the discretised minimum energy problem (3.74) – (3.76). Since	 ∈
, there exists a nonnegative control function that steers the system trajectory from 
 to . Therefore, there exists a nonnegative control sequence 0 , 1 ,⋯ ,
1 	  that steers the system (3.75) from the given initial state  to the given final state  
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(3.76). Hence, using the results in Corollary 3.1, the optimal control sequence ∗












The finite geometric series ∑  can be represented as , and so 
the optimal control becomes  






From (3.61) and (3.68),  ∗
∗
 





It is easy to see that the optimal control ∗  is always non-negative since 0 
and from Lemma 2.6, ∗ 0 for ∈ 0, . 
Using the results of Theorem 3.1, the optimal cost of the discretised positive minimum 
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The series ∑  can be represented as . 
Hence,  ∗ . 
From (3.61) and (3.68), the optimal cost is 
  ∗ . 
Taking lim
→
 and applying l’Hospital’s rule results in 
 ∗ . □ 
Remarks 3.4. 
1. If  is not in the set of reachable states, then the two-point boundary value problem 
(3.58) – (3.59) is inconsistent and therefore, the minimum energy problem with a 
fixed final state (3.57) – (3.59) has no solution. 
2. The optimal control law (3.77) is a feedback control since it depends on the current 
state. As a matter of fact, the optimal control can also be represented as an open 
loop control that depends on the initial and final states only as in the corollary 
below. 
Corollary 3.3. Under the assumption of Theorem 3.2, the optimal control can be 
represented as an open-loop control namely 
 ∗  , for ∈ 0,  (3.80) 
and the corresponding optimal trajectory  
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 ∗  for ∈ 0, . (3.81) 
Proof. Consider the discretised problem (3.74) – (3.76). Using the results in Corollary 
3.2, the optimal control sequence ∗ ∗ ≜  can be represented as 
 ∗  . 
Substituting (3.70) – (3.71) into the above expression results in 
 ∗  . 
Then from (3.61) and (3.68),  
∗  , 
and so as → 0  the control becomes 
 ∗ . 
The control ∗  is always non-negative since 0 and from Lemma 2.5, 
0 for ∈ 0, . 
The trajectory of system (3.58) can be represented as 
  . 








Lemma 2.5 tells us that 0 , and so it is clear that the optimal trajectory 
∗  is non-negative. □




1. If 0 and , the optimal control (3.80) is zero and the corresponding 
optimal trajectory becomes  for ∈ 0, . 
2. It is clear from (3.81) that the optimal trajectory ends at the desired final state ∗
. 
3. If the initial state  is zero, formula (3.80) and (3.81) become even simpler  






 	 , (3.84) 






3.4.3 Numerical examples 
To illustrate the results obtained in section 3.3.2, we consider the following minimum 
energy problem for scalar positive continuous-time systems with fixed final state and 
solve the problems using the formula obtained in the previous section.  
Problem 3.5. Consider the following minimum energy problem for positive linear 
continuous-time system with scalar control. 
Minimize 2   
subject to 2 , ∈ 0,   
 ∈ ,  
 0 1 0 and 55 0  
From Corollary 3.3, the optimal control is formulated as  
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∗ 0.000539 , 
and the optimal trajectory is  
∗ 0.0001348 1 . 
Graphically, the optimal control and the optimal trajectory are show in Figure 3.4. 
  
Figure 3.4. The optimal control and corresponding trajectory for Problem 3.5.  
 
Problem 3.6. Consider the following minimum energy problem for a positive linear 
continuous-time system with scalar control. 
Minimize 2   
subject to , ∈ 0,   
 ∈ ,  
 0 1 0 and 55 0  
Using the result from Corollary 3.3, the optimal control is   
∗
.
, ∈ 0, 2 , 





Graphically, the optimal control and the optimal trajectory are as shown in Figure 3.5.





Figure 3.5. The optimal control and corresponding trajectory for Problem 3.6. 
 
Problem 3.7. Consider the following minimum energy problem for a positive linear 
continuous-time system with scalar control. 
Minimize 2   
subject to 2 , ∈ 0,   
 ∈ ,  
 
0 1 0 and 0.02 0 
The optimal control is  
∗ . , 




The optimal control and the corresponding trajectory is shown graphically in Figure 3.6.





Figure 3.6. The optimal control and corresponding trajectory for Problem 3.7.  
 
 
3.5 Concluding Remarks 
In this chapter, the criteria for the existence of solutions to the minimum energy problem 
for scalar control have been established in continuous and discrete time. The sufficient 
conditions to guarantee the positivity of the problem and the analytical solutions to the 
problem have been obtained using dynamic programming. The relationship between the 
problem and the geometric properties of the system is well exploited. The optimal control 
of the problem is formulated in both open loop control and feedback control forms. The 
minimum energy problem does not have a solution if the final state does not belong to the 
N-step reachable set. The optimal solution becomes very simple if the system is 
controllable or the initial state is zero. The minimum energy problem for positive linear 
discrete-time systems with fixed final state can be reduced to a minimum energy problem 
with free final state by including in the cost function a term that reflects the deviation of 
the final state in the reduced problem from the targeted final state. Using dynamic 
programming approach, an analytical solution of the reduced minimum energy problem 
with free final state is obtained and analysed. It is shown that the relaxation of the problem 
leads to a decrease of the consumed energy of the input but at the expense of not reaching 
the desired final state. Such a “trade-off” might be quite appealing in a number of real-







The minimum energy problem for positive 
linear system with vector control 
4.1 General 
In this chapter, we study the minimum energy problem for positive linear discrete-time 
and continuous-time systems with vector control and fixed initial and final states. The 
main objective of the study is to obtain the sufficient conditions to guarantee the 
nonnegativity of the control that steers the initial state to the final state. The minimum 
energy problem for positive linear systems has been studied previously by [22] and [14]. 
Beauthier [22] established the sufficient condition on the penalty matrix to guarantee the 
positivity. Kaczorek [14] established the nonnegativity of the problem with a monomial 
gramian. Moreover, the problem discussed in [14] is restricted to zero initial state. Hence, 
this chapter aims to extent the previous work to less restrictive conditions. The optimality 
conditions are established using dynamic programming. The results obtained are 
represented as feedback and open-loop forms. 
 
4.2 The minimum energy problem for positive linear 
discrete-time system 
 
4.2.1 Problem formulation 
The minimum energy problem for vector positive discrete-time linear systems (PDLS) 
with fixed initial and final state is formulated as follows [14]: 
Minimize ∑ , (4.1) 
subject to  
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 1 , 0,⋯ , 1, (4.2) 
  ∈ , ∈ , and ∈ , (4.3) 
where ∈  is the state vector at time	 0,1,2,⋯ , , ∈  is the control 
vector sequence, the weighting matrix R is a symmetric positive definite matrix, N is a 
finite time horizon, and the initial and terminal (final) states are given by 
 0  and . (4.4) 
The optimal control problem (4.1) and (4.4) is named the minimum energy problem for 
positive linear discrete-time systems with fixed initial and final states. 
The solution (in open-loop form) to the minimum energy problem without the constraints 
(4.3) (derived by Lagrange-multipliers approach) is well known (see, for example, [18]). 
Kaczorek [14] has considered the minimum energy problem for positive linear discrete-
time systems with fixed terminal state under the following assumptions. 
a) The PLDS (Positive Linear Discrete-time System) (4.2) – (4.3) is reachable, that 
is, the reachability matrix  contains a monomial sub matrix [44]; 
b) The initial state 0 0; 
c) The inverse of the matrix 






 	diag , ⋯ ,  (4.5) 
is a nonnegative matrix that is ∈ ; 
d) ∈ .









,⋯ , 	  
for 1,2,⋯ , 1. 
(4.6) 
Formula (4.6) can be written as  
  for 1,2,⋯ , 1. (4.7) 
While assumption (a) is needed for the minimum energy problem for (not positive) linear 
discrete-time systems, the assumptions (b), (c), and (d) above seem to be more restrictive. 
The initial state more often than not is nonzero so that (b) is quite restrictive. The control 
weighting matrix R is a symmetric positive definite matrix and therefore its inverse, i.e., 
 and is also positive definite but  is not necessarily a nonnegative matrix. Indeed, 
the only class of matrices, which have a nonnegative inverse, is the class of monomial 
matrices [58]. Furthermore, since R is a symmetric matrix the only class of matrices with 
a nonnegative inverse is the class of non-singular non-negative diagonal matrices, so that 
the assumption (d) is also very restrictive. The inverse ∈  if and only if W is 
once again a monomial matrix, so that the assumption (c) is also satisfied in quite a few 
case. 
4.2.2   Main results 
Consider the minimum energy problem defined in (4.1) – (4.4). Using the dynamic 
programming approach, we will solve the problem analytically. Initially, we will not 
consider the nonnegativity constraints on the procedure. But, we will impose some 
conditions to guarantee the nonnegativity when the final results are derived. 
Theorem 4.1. If the linear discrete-time system (4.2) (not necessarily positive system) is 
reachable and rank  then the optimal feedback control sequence that minimizes 
the cost function (4.1) in the minimum energy problem (4.1) – (4.4) with fixed final state 
is given by  
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																 ∗ ,  
for 0,1,⋯ , 1, 
(4.8) 
and the optimal value of the cost function (4.1) is 
 ∗ , (4.9) 
where  is defined in (4.5), ∗ 	is the corresponding optimal trajectory. 
Proof. To find the solution that minimises the cost function (4.1) we apply the dynamic 
programming procedure [20]. 





∗ 1 , 0,1,⋯ , 1, 
with  ∗ 0 and  is fixed. 
Moving backwards, we try for 1. 
The Bellman equation can be written as  
 ∗ min
∈
1 1 ∗ ,  
where ∗ 0. 
Since   is given and 1 1  , then  
1 1 . 
Next the control 1  will be formulated using Lagrange multiplier. 
Let , 1  and 1 . 
0 results in . 
0.  








Therefore, 1 1  
Then, the optimal control can be formulated as  
1 1 . 
From Theorem 2.3,  is a positive definite matrix, therefore,  exists. 
Moreover, since ∗  is quadratic, there exists a unique control 1 . 
Therefore, the optimal control ∗ 1  is  
∗ 1 1 , 
and the optimal cost is 
∗ 1 1 . 
After doing some iterations for 2 and 3, the induction hypothesis can be 
formulated as 
∗ ∑ ,  
and  
∗ ∑ .  
Assume that the hypothesis is true for 1 that is  
∗ 1 ∑   
1 ,  
and  
∗ 1 ∑
1 .  
We will prove that the hypothesis is true for . 




Minimizing the function ∗  results in 
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∑ .  
Since ∗  is quadratic, there exists a unique control .  
Therefore, the optimal control ∗  is formulated as, 
∗ ∑ ,  
and the optimal cost is 
∗ ∑ , 
where . 
Hence, the hypothesis formulas are true for  and they are true by induction for any 
t,  





Finally, for 0, the optimal cost is formulated as  
∗ ∑ ,  
and the optimal control is 
∗ 0 ∑ . 
From (4.5), the expression of the gramian ∑  is defined as 
. Hence, ∗ .  
 
 
Theorem 4.2. If the linear discrete-time system (4.2) (not necessarily positive system) is 
reachable and rank	 , for , then the optimal feedback control sequence that 
minimizes the cost function (4.1) in the minimum energy problem (4.1) – (4.4) with fixed 
final state is given by 



















such that 1 ,  
where ∗  is the corresponding optimal trajectory. 
   
Proof. i. In the case of  and rank (B) = m, the optimal control of the minimum 
energy problem  (4.1) – (4.4) cannot be determined using the formula (4.8). Recall the 
formula (4.8), 
 ∗ ∑ ∗ . 
For 1, the gramian matrix can be represented as 
. 
From Theorem 2.3, the matrix  is positive semidefinite as rank	 . Hence, 
the inverse does not exist. 
In general, the inverse of the grammian ∑  exists if and 
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It is clear that rank
⋯
⋯
⋮ ⋮ ⋱ ⋮
⋯
. Therefore, the above 
gramian is positive definite if  and rank ⋯  
(i.e., ⋯  has full row rank). 
Define  
 ⋯  for 1,⋯ , . (4.12) 
As   increases by one unit, the rank of matrix  either increases or remain constant. 
The  will remain constant if rank  reaches the maximum rank [5]. 
From (4.12), ⋯ ⋯	  can be written as  
⋯ , where 
1 .  
Rank  for any  if rank . Hence, the maximum rank of the 
reachability matrix is reached at 1, where 1  and the rank of 
the gramian will remain constant for any 0,1,⋯ , 1 such that the optimal control 
(4.8) can be determined. 
Therefore, the optimal control sequence ∗ 0 , ∗ 1 ,⋯ , ∗ 1  and the optimal 
trajectory ∗ 0 , ∗ 1 ,⋯ , ∗ 	  can be obtained using formula (4.8). 
ii. Since  belongs to the reachable sets , the admissible controls 








where ∗  is the corresponding optimal trajectory at .




If the rank of the matrix  increases by m as  increases by one unit for	 , in other 
words rank  for , then rank ⋯  
(i.e. full column rank) for . 





 is unique.  






Therefore there exists a unique optimal control sequence ∗ , ∗ 1 ,⋯ , ∗





,   
where ∗  is the corresponding optimal trajectory at . □ 
Next we will derive the open-loop optimal control from the feedback optimal control in 
result (4.8). 
 
Theorem 4.3 . If the linear discrete-time system (4.2) (not necessarily positive system) 
is reachable then the optimal feedback control sequence (4.8) that minimizes the cost 
function (4.1) in the minimum energy problem (4.1) – (4.4) with fixed final state can be 
represented as an open loop control is 
 ∗ , for 
0,1,⋯ , 1, 
(4.14) 
 
Proof. Consider the feedback control (4.8) in Theorem 4.1. Moving forwards the 
formula (4.8), we try for 0. The optimal control 
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 ∗ 0 . Then by (4.2) 
∗ 1 . Hence, for 
1, ∗ 1 ∗ 1  results 
in 
∗ 1 . Therefore, we 
formulate the following induction hypothesis  
 ∗ t . (4.15) 
where  is described in (4.5) and can be represented as 
 . 
Since system (4.2) is reachable, rank( . Hence, from Theorem 2.3, it is clear that 
W is a positive definite matrix and its inverse, i.e. , exists. 
Assume that the formula (4.15) is true for time , i.e. 
 ∗ . (4.16) 
Then we will show that the formula (4.16) is also true for time 1, i.e. 
∗ 1 . 
From (4.8), the optimal control at time 1 is  
∗ 1  
for 1 .  
If the optimal control at time k is ∗  then the optimal state at time k is 
∗ ∗ .




Therefore  ∗ 1 ∗  and 
 
∗ 1
	 ∗ . 
(4.17) 






Simplifying (4.18) results in 
∗ 1
. 
The above formula can be represented as  
∗ 1
. 
Since ∑  and ,  
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It is clear that . 
Therefore    ∗ 1 .  
Hence, the assumption (4.15) is true.  □ 
Next, we will show that the optimal control obtained in Theorem 4.3  is nonnegative under 
certain conditions. 
Theorem 4.4. Let ∈ , ∈  and ∈ . If the positive linear 
discrete-time system (4.2) is reachable then the optimal control that minimizes the cost 
function (4.1) in the minimum energy problem (4.1) – (4.4) with fixed final state is 
 ∗ , (4.19) 
In particular, ∗ ∈  for all 0,1,⋯ , 1.  
Proof. From Lemma 2.4, it is clear that if ∈ , then  0.  
If ∈  and ∈ , then from (4.14) we have




 ∗  
be nonnegative for all 0,1,⋯ , 1. Therefore, the optimal control for the positive 
linear discrete-time system (4.2) is formulated as 
∗  , for all 0,1,⋯ , 1 □ 
Remarks 4.1. 
1. The optimal trajectory corresponding to (4.19) is represented as  
 







0,1,⋯ , .  
It is easy to see that from (4.21) the optimal trajectory ends at the desired final 
state ∗ . 
2. If the initial state , then the expression (4.21) becomes 
∗ ,	 0,1,⋯ , 1. 
which agrees with the result that obtained by Kaczorek [14]. 
3. The sufficient conditions in Theorem 4.4 for guaranteeing the nonnegativity of 
controls are clearly weaker than Kaczorek’s sufficient conditions [14] because they do 
not require neither  a monomial submatrix in the reachability matrix  nor a zero 
initial. 
Theorem 4.5. Let ∈ , rank , ∈  and ∈ . If the 
positive linear discrete-time system (4.2) is reachable then the optimal control that 
minimizes the cost function (4.1) in the minimum energy problem (4.1) – (4.4) with fixed 
final state can be formulated as a feedback control 
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∗ ∈  for all 0,1,⋯ , 1.  
Proof. From Lemma 2.4, it is clear that if ∈ , then  0.  
Consider the optimal control (4.22). If  ∈  and ∈ , then it is clear 
that 
 ∗ 0  (4.23) 
be nonnegative. 
For 1, the optimal control is formulated as 
 ∗ 1 ∑
∗ 1 , 
(4.24) 
where  ∗ 1 ∗ 0 . Substituting (4.23) into (4.24) results in 
 ∗ 1 . (4.25) 
Then multiplying (4.25) with  on both sides leads to 
∗ 1 	 . 
Hence, ∗ 1 . 
Consequently,  ∗ 1 , 
where  is defined in (4.5). 
Therefore, 







Substituting (4.26) into (4.24) results in 
∗ 1  
∑ . 
Since rank , the matrix ∑  is positive definite. 
Consequently, 
∗ 1 . 
If ∈  and ∈ , then it is clear that ∗ 1 ∈ . 
Now we will prove that the optimal control (4.22) is nonnegative for all 0,1,⋯ , 1 
. 
Assume that ∗ ∈  is true for . Then we will show that ∗ ∈  is also 
true for 1. 
Let ∗ ∈  is true for , then ∗ ∈  and ∗  can be represented as 
∗ . 
From (4.22), the optimal control for 1 is 
 ∗ 1
∑
∗ 1 , 
(4.27) 
 




From (4.21), the optimal trajectory at time 1 can be represented as 








Since ,  
∗ 1 ∑
 and consequently  
∗ 1 ∑ . 
Hence, equation (4.27) becomes 
 ∗ 1
∑ ∑  
, 
Since	rank , the matrix ∑  is positive definite. 
Therefore, ∗ 1  can be formulated as  
∗ 1 , 
and it is clear that the assumption ∗ ∈  is true for 1 if ∈  and 
∈ . 
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Hence, the optimal control (4.22) is nonnegative for all 0,1,⋯ , 1. □ 
If the control of the the minimum energy problem (4.1) – (4.4) with fixed final state is 
scalar, then the optimal control is formulated in the following theorem. 
Theorem 4.6. Let ∈ . If the linear discrete-time system (4.2) is reachable and 
the finite horizon  then the optimal control sequence that minimizes the cost 
function (4.1) in the minimum energy problem (4.1) – (4.4) with fixed final state is given 
by 
 ∗ , 0,1,⋯ , 1, (4.28) 
which is nonnegative for all 0,1,⋯ , 1. 
Proof. Consider the optimal control (4.28) 
∗ , 0,1,⋯ , 1. 












It is clear that if the reachability matrix  is a square matrix with full rank, i.e., rank 










Since ∈ , there exists nonnegative control 	 ∈ 		for	 0,1,⋯ , 1 












It is mentioned in the reachability properties that rank ( . Therefore, equation 












 is nonnegative. □ 
If the final state is in the minimal generator of the reachability matrix positive linear 
discrete-time system (4.2), the optimal control of the minimum energy problem for 
positive linear discrete-time system (4.1) – (4.4) with fixed final state is become simpler.  
Theorem 4.7 . Let  ∈ , the reachability matrix ⋮ ⋮ ⋯ ⋮





	 ⋮  where  is the 
column vector of the reachability matrix and ∈ , 1,2,⋯ , . If the positive 
linear discrete-time system (4.2) is reachable in -steps and  is on the minimal 
generator	 , then 0 for any index  which . 
Proof. From Theorem 4.3 the optimal control is 
∗ , for 0,1,⋯ , 1. 









Multiplying both sides by ⋮ ⋮ ⋯ ⋮  results in 
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From (4.5), 	






Since ∈  and  is on the minimal generator , we get 
 for any nonnegative constant c. 
Since  is the minimal generator (i.e.,  cannot be expressed as a positive linear 
combination of ∈ , 1,2,⋯ , )  and ⋮ ∈ ,  
∑ ∑  if and only if 0. □ 
4.2.3 Numerical Examples 
To illustrate the approach adopted in this chapter, we consider the following examples on 
the minimum energy problem with fixed final state. All the following numerical example 
problems are solved using the formula obtained in this chapter.   
Example 4.1. Consider the following minimum energy problem for positive discrete-time 
system with fixed final state: 








, 0,1,2  
0 1
1
 and 3 2
9
  
∈    
The reachability matrix of the problem is 
 1 0 1 0
0 1 0 2
 (4.31) 
and 	 2.











































Figure 4.1. The reachable sets of Example 4.1. 
 
It is clear from the Figure 4.1, that the final state 2
9
 is in the reachable set . 
Therefore, from Theorem 4.4, the optimal control is 
 ∗ , 
for 0,1,2 




Hence, its inverse ∈ , i.e., 0.333 0
0 0.1429
. 
Therefore, for ∈ , where 2
9
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The corresponding optimal trajectories are 
∗ 0 1
1
, ∗ 1 0.3333
0.0476
, ∗ 2 1.6667
4.4762
, ∗ 3 2
9
, 
and the optimal cost is 
∗ 0.8095. 
 
It is clear from (4.31) and Figure 4.1 that the system is reachable and the final state is the 
reachable set . Since 	 2, Theorem 4.5 also applies and the optimal 
control is  
∗ ∗  
for 0,1,2 









 For 1, 0.5 0
0 0.6
, 
 ∗ 1 ∗ 0 0.3333
0.0476
. Therefore,  
∗ 1 ∗ 1 0.3333
0.0952
 
 For 2, 1 0
0 3
, 
 ∗ 2 ∗ 1 ∗ 1 1.6667
4.4762
. Therefore,  
∗ 2 ∗ 2 0.3333
0.0476
. 




The optimal cost is  
∗ 0.8095. 
 
Example 4.2. Consider the following minimum energy problem with fixed final state: 



















∈ .    
From Theorem 4.6, the optimal control is 
  


























∗ 1  





∗ 0  
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Example 4.3. Consider the following minimum energy problem with fixed final state and 
 is on the minimal generator of . 
Minimize the objective function 
 ∑ 3 1
1 2












∈   









0 , ∈ ,
0,1,2  





















The above expression can be formulated as 





















Figure 4.2. The reachable set in Example 4.3 
 
From Theorem 4.7 , it is clear that the optimal control entries other than 2  are zero, 





2 , and 2 4. 




and ∗ 1 ∗ 0 1
2
 
∗ 1 	 0
0
,  
 ∗ 2 ∗ 1 ∗ 1 1
3
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Example 4.4. Consider the following minimum energy problem with fixed final state 
and 
is on the boundary of . 


















∈   





2 1 0 1
2 1 2
1 1 0 1
3 1 3
0 ,
∈ , 0,1,2  







2 1 0 1
2 1 2
1 1 0 1
3 1 3





2 1 0 1
2 1 2






























Figure 4.3 The reachable set in Example 4.4 
 
From Theorem 4.7 , it is clear that the optimal control entries other than 2  and 
2  
 are zero, i.e., 2 1 1 1 0 0 0 0. 








which results in 2 2 4. 
As 2 1 1 1 0 0 0 0, the objective 















. Consequently, we get 10 2
64 2 144  
and the optimal control 
2
	 2
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4.3 The minimum energy problem for positive linear 
continuous-time system 
4.3.1 Problem formulation 
The minimum energy problem for vector positive continuous-time linear system with 
fixed final state is formulated as follows [14]: 




Subject to  
 , ∈ 0,  (4.33) 
where 
 ∈  is an  Metzler matrix, 
∈ , 
∈  is an  positive definite matrix, 
(4.34) 
where ∈  is the state variables at time t, ∈ 	  is the control at time , N is 
a finite-time horizon. The initial and the final states are given by 
 0 0 and 0. (4.35) 
 




4.3.2 Main Results 
In this section, a solution of the minimum energy problem (4.32) – (4.35) is obtained 
using the dynamic programming procedure. According to Lewis et al [18], there are two 
methods to solve continuous-time optimal control problems using the dynamic 
programming - the discretization approach and the Hamilton-Jacobi-Bellman equation. 
We will use the discretization approach to solve the minimum energy problem (4.32) – 
(4.35). To apply the dynamic programming approach for continuous-time systems using 
the discretization approach, the control and trajectory must be quantised to some finite 
set of admissible values (admissible control and feasible trajectory). Since a finer 
quantisation is required to obtain more accurate results, the increasing of number of 
calculation to find the accurate admissible controls and feasible trajectory is inevitable. 
Therefore, dynamic programming for discretised continuous-time systems is not often 
used to avoid the curse of dimensionality [18]. However, as an analytical solution for the 
discrete time has been obtained in previous section, the curse of dimensionality can be 
avoided. 
To discretise the cost function (4.32), we can write  
 ∑ , (4.36) 
4where  is a time sampler and  
  . (4.37) 
Using a first order approximation to each integral results in 
 ∑ 	 . (4.38) 
The discrete-time representation of (4.33) takes the form  
 1 . (4.39) 
To discretise system (4.33), we use a time sampler s and zero order hold [18, 59]. Lewis 
et al [18] claim that this method is better than any other approximation method. 
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 . (4.41) 








Since we use a sampler and zero order hold, the control  is constant over the interval 
between any two consecutive sampling instants, i.e.,  
 , for 1  (4.44) 
Taking into account (4.44) and using , the expression (4.32) results in 
 
1 	 . 
(4.45) 
To obtain more accurate results, the smaller time sampler should be used.




Let us define  




 , (4.48) 
 ≜ , and ≜ , (4.49) 
then the discretised minimum energy problem (4.32) – (4.35) becomes 





s.t   
 1 , 0,1,⋯ ,  (4.51) 
 ∈ , ∈ , ∈ , ∈  (4.52) 
 0 ∈  and ∈ , (4.53) 
 
Theorem 4.8. If the linear continuous-time system (4.33) (not necessarily positive 
system) is reachable then the optimal control that minimizes the cost function (4.32) in 
the minimum energy problem (4.32) – (4.35) with fixed final state can be represented as 
an open loop control 
 ∗ , ∈ 0, ,  (4.54) 
and the optimal value of the cost function (4.32) is 
 ∗ . (4.55) 
where  
. 
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Proof. Consider the discretised problem (4.50) – (4.53). Using the results on Theorem 4.3 












⋯ . (4.57) 






















⋯ . Using the first order approximation results in 
. Therefore, ∑ . 
Hence, the gramian  can be represented as 

















To obtain more accurate results, the smaller time sampler should be used. Therefore, 









→ ! ! !








As ∗ = ∗ , the optimal control (4.56) becomes  
∗
,  
for ∈ 0, . 
(4.61) 
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We will show that the gramian is positive definite. Define  where ∈
, 0, and ∈ . Since R is positive definite,  is positive definite and 
 for any nonzero ∈ . From Theorem 4.3 , the gramian :
 is positive definite. Then, 
	 0 if and only if . Therefore, 
 if and only if . Hence,  
 for any nonzero ∈  and the inverse of 
the gramian  exists. 
Using the result of Theorem 4.3 , the optimal control of the discretised positive minimum 





By substituting (4.46) – (4.48) into (4.62), the following result can be obtained 
 ∗ , 
where  is as defined by (4.59). 
From (4.37), the optimal cost is  
 ∗ . 
Taking lim
→
∗  and from (4.60), the optimal cost can be represented as 
 ∗ . □ 
Theorem 4.9. Consider the positive linear continuous-time system (4.33). If ∈
,  exist, ∈  and ∈   then the optimal control that




minimizes the cost function (4.32) in the minimum energy problem (4.32) – (4.35) with 
a fixed final state is 
 ∗ , ∈ 0, ,  (4.63) 
and the optimal value of the cost function (4.32) is 
 ∗ . (4.64) 
Proof. Consider the optimal control (4.54) in Theorem 4.8.   
From Lemma 2.5, it is clear that if ∈ , then  0.  
If ∈  and ∈ , then from (4.54) we have 
 ∗ , 
which is nonnegative for all ∈ 0, . Therefore, the optimal control for the positive 
linear discrete-time system (4.33) is formulated as 
∗ , ∈ 0, . □ 
Remarks 4.2.  
i. If  is not in the set of reachable states, then the two-point boundary value 
problem (4.33) – (4.35) is inconsistent and therefore, the minimum energy 
problem with a fixed final state (4.32) – (4.35) has no solution. 
ii. If the initial state  is zero, formula (4.63 and (4.64) become even simpler 
∗ , for ∈ 0, , and 
∗ 0 . 
iii. ∈  if matrix  is a monomial matrix 
Theorem 4.10. If the linear continuous-time system (4.33) (not necessarily positive 
system) is reachable and rank , then the optimal feedback control sequence that 
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minimizes the cost function (1) in the minimum energy problem (4.32) – (4.35) with fixed 
final state is given by  
∗
∗ , ∈ 0, . 
(4.65) 
where ∗  is the corresponding optimal trajectory. 
Proof. Consider the discretised continuous-time system (4.50) – (4.53). Using the results 




From (4.57),  is defined as follows 
 
! ! !
⋯   











From (4.37), the above expression can be rewritten as














⋯ . Using the first order approximation results in 
. Therefore, ∑ . 
















To obtain more accurate results, the smaller time sampler should be used. Therefore, 









→ ! ! !
⋯ can be written as  
, 
and 
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Therefore, the optimal control (4.66) becomes  
∗
∗ , for ∈ 0, . 
(4.69) 
We will show that the gramian Q is positive definite for all ∈ 0, . Define 
 where ∈ , 0, and ∈ . Since R is positive definite,  is 
positive definite and  for any nonzero ∈ . From Theorem 4.3 , the 
gramian :  is positive definite. Then, 
	 0 if and only if . Therefore, 
 if and only if . Hence,  
 for any nonzero ∈  and the inverse of 
the gramian Q exists. 
Theorem 4.11. Consider the positive linear continuous-time system (4.33). If ∈
 and rank  and ∈  then the optimal control that minimizes the 
cost function (4.32) in the minimum energy problem (4.32) – (4.35) with fixed final state 
is 
 ∗
∗ , for ∈ 0, .  
(4.70) 
Proof. The open loop optimal control (4.54) is derived from the feedback optimal control 
(4.65). From Theorem 4.9, if ∈  and ∈ , then the open loop (4.54) 
is nonnegative. Therefore, it is clear that the feedback optimal control (4.65) is 
nonnegative under the same conditions, i.e., ∈  and the positive linear 
continuous-time system (4.33) is reachable.




Thus, the optimal control is formulated as 
∗
∗  
for ∈ 0, . 
4.3.3 Numerical Example 
To illustrate the approach adopted in this chapter, we consider the following examples on 
the minimum energy problem with fixed final state. The following numerical example 
problems are solved using the formula obtained in this chapter. We will show the 
effectiveness of  the analytic formula by comparing the results solved using Imperial 
College London Optimal Control Software (ICLOCS) [31].  
 



















From the result (4.63), the optimal control is 
∗ , ∈ 0, . 
where 	
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Therefore, it is clear that 
0.2304 5 0
0 0.108034 6
 is nonnegative. 

















Graphically, the optimal control is shown in Figure 4.4. 
 
Figure 4.4. The Optimal control for Example 4.5. 
  





which is shown in Figure 4.5.















u1 obtained by ICLOCS
u2 obtained by ICLOCS
u1 obtained analytically
u2 obtained analytically





Figure 4.5. The corresponding optimal trajectory for Example 4.5 
 
 The optimal cost is 2.0217 10 . 
4.4 Concluding remarks 
The solution and the criteria for the existence of the solutions of the minimum energy 
problem for positive discrete-time linear systems and positive linear continuous-time 
systems with any pair of initial and fixed final state have been established in this chapter 
by using dynamic programming approach. The relationship between the problem and the 
geometric properties of the systems is revealed and well exploited. The optimal control 
sequence is presented in two different (equivalent) forms – a feedback form  and an open-
loop form. The minimum energy problem has a trivial (zero) solution if the positive 
discrete-time linear system does not possess the reachability property. It does not have 
solution if the final state does not belong to the T-steps reachable set . The optimal 
solution becomes very simple if the system is controllable or the initial state is zero.










x1 obtained by ICLOCS












In this chapter, two applications related to energy and ecology are exposed. The first 
application is a dynamic model of oil extraction and its optimization. It is a novel dynamic 
(discrete-time) model that describes the evolution of the oil extraction process from a 
single well or reservoir under water flooding. The model incorporates some parameters 
important for the production planning and control as well as restrictions on the used water 
resource. It is assumed that the mixture in the well consists of oil and water only, that is 
the quantity of all other components is negligible, and that the extracted volume of 
mixture, water and oil, in a given time period is proportional to the amount of mixture in 
the reservoir at the beginning of the time period. Because of the nature of oil extraction 
process, the model exhibits positive linear system behaviour. On the basis of the proposed 
model an optimal control problem is formulated in this chapter. The optimal control 
problem turns out to be a novel problem for the theory of positive linear system problems. 
It is discussed in the chapter in details and a method for its solution is proposed. The 
obtained results could have important applications in improving the production 
methodology and supporting the managerial decisions in the process of oil extraction 
under water flooding. The results in this application is based on my publication [60]. 
 
The second application is a continuous-time dynamic mobile source air pollution optimal 
control problem. The model to predict and control the emission level from a total vehicle 
population is developed using a comprehensive set of input data for the range of variables 
that can influence the vehicle emissions including manufacture year (age of vehicles), 
vehicle populations, total annual kilometres travelled, and emission factors for a number 
of selected pollutant. The vehicle population is structured into different groups (cohorts) 




similar physical characteristics and behaviour. Therefore, the model is suitable for large 
cities, metropolitan areas or regions, where small group characteristics do not affect the 
aggregate behaviour of the vehicle population. Because of the nature of mobile source air 
pollution process, the model exhibits positive linear system behaviour. Utilising the 
model developed by Rumchev, et al [61], the optimal control problem is developed and 
analysed in this chapter.  
 
5.2 A dynamic model of oil extraction and its optimization 
5.2.1 The model 
Let us denote by y (t) the amount of mixture, measured in barrels, of crude oil and water 
in the well/reservoir at the beginning of time period t of oil extraction under water 
flooding. It is assumed that the mixture consists of crude oil and water only and the 
quantity of all other components is negligible – quite a realistic assumption. The time 
period t is usually measured in days or weeks so 	 	0, 1, 2, … , ; T is named a planning 
horizon. The mixture of crude oil and water is obviously nonnegative: ( ) 0y t  .The 
amount [in barrels] of crude oil x(t) in the well at the beginning of time period t is 
nonnegative too:   0x t  .  
 
One of the important parameters characterizing the mixture in the reservoir is the water 
to oil ratio (WOR) [62, 63] defined as 
 
The WOR is a monotonically increasing function of t, see for example [64, 65], 
which is clearly positive, 0. It can be predicted sufficiently well [64, 65] and we 
assume that it is known. Related to WOR is another technological characteristic of oil 




The OMR	  is a monotonically decreasing function, which is also positive, since there 
is always some amount of crude oil left in the well, and less than one: 0 1.  
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Let  denote the amount [in barrels] of water injected into the well during the time 
period t. The injected amount of water during the time period t, which is clearly 
nonnegative, is restricted from below by the necessity to maintain or even slightly 
increase the pressure in the well, and from above by some technological constraints so 
that  
0 . 
It is reasonable to assume that the lower and upper  bounds on the injected water 
are constant, that is  and , since the technology usually does not change 
during the planning horizon. However, the lower bound  might slightly vary in time 
and because of that as well as for the sake of generality we assume in the further 
considerations that the bounds on the injected water may vary in time. 
 
Let us denote by  the amount [in barrels] of mixture of crude oil and water extracted 
from the well during the time period t. A standard assumption is that the extracted volume 
of mixture in the time period t is proportional to the amount of mixture in the well at the 
beginning of the time period, i.e. , where  is the extraction rate. For 
a given technology the extraction rate does not really change in time so that 
, and the volume of mixture extracted from the well during the time period t can be 
rewritten as 
, 
The extraction rate  is, obviously, a fraction between zero and one, that is 0 1.  
 
There are two alternative ways of describing the process of oil extraction on the basis of 
material balance, depending on the choice of state variables. If the mixture of oil and 
water in the well is chosen as a state variable, the process of oil extraction is described by 
the simple balance equation 
1 , 
for 	 	0, 1, 2, … , 1 which can be rewritten as 1 , or 




Alternatively, if the amount of oil in the well is adopted as a state variable, then using the 
water to oil ratio , the balance equation (5.1) reduce to 
1 1 1 1 1 . 















In (5.3), the fractional coefficient 1  reflects the retention rate, since  is the 
extraction rate of the mixture of crude oil and water from the well, and  is the oil to 
mixture ratio. Since the OMR  is a monotonically decreasing function,  is also a 
monotonically decreasing function in time. 
 
The state equations (5.1) and (5.2) give exogenous descriptions of the process of oil 
extraction under water flooding from a single well / reservoir suitable for the purposes of 
scheduling and planning, reservoir-management optimization and decision-making. They 
are discrete-time dynamic positive linear systems [14] since the system parameters 
1  and , the control parameter  and the input (control)  are nonnegative. 
The positive linear system (5.2) is a system with time-varying coefficients. Controllability 
properties of time-varying positive linear systems are studied in [16], where criteria for 
identifying reachability, null-controllability and controllability properties of such systems 
are developed. In the rest of this chapter the exogenous dynamic representation (5.2) of 
the oil extraction from a single well under water flooding will be used. On the bases of 





         
5.2.2  Optimal Control Problems 
Let the cost of extraction of crude oil from the mixture in time period t is denoted as p 
[$/barrel] and its selling price as  [$/barrel]. For a given technology the extraction 
cost does not usually change in time and it does not include the cost of injected water. Let 
r [$/barrel] be the cost of injected water. Then the following two optimal control problem 
arise 
  
OCP I. Minimizing the production expenditure 
min 1  
subject to 
1 1 , 	 	0, 1, 2, … , 1	 
0 0 , 
0 . 
OCP II. Maximizing the profit 
max 1 max 1  
subject to 
1 1 , 	 	0, 1, 2, … , 1	0 0 , 
0 . 
Note that in the optimality criteria (cost functions) of both OCP I and OCP II the 
difference 1  represents the amount of crude oil extracted during time 
period t. The initial amount of crude oil  in the well can be estimated sufficiently well. 
We assume that it is given. 
 
OCP I and OCP II are optimal control problems of time-varying positive linear discrete-




criteria are not in the standard for optimal control theory form. A substitution of equation 
(5.2) in the criteria reduces the problems to a standard form. This technique is used below 
to reduce OCP I to the equivalent OCP Ia. Further on in the section we focus on OCP I 
only since both problems belong to the same class of optimal control problems and the 
solution procedure for OCP II is similar to that presented for OCP I below. 
  
OCP Ia. Minimizing the production expenditure 
min  
subject to  
1 1 , 	 	0, 1, 2, … , 1 
0 0 , 
0 . 
In the problem OCP Ia above the cost coefficients  and  in the criterion F are, 
respectively, 1 0 and 1 . Note, please, that 
is a monotonically decreasing function in time, since is  monotonically 
decreasing, and so is , because  is also monotonically decreasing.   That is: 
1  and 1 . 
 
OCP I and OCP II can be solved numerically given numerical values of parameters as 
static linear programming (LP) problems by standard LP software but in this work we 
aim to go deeper into the problems by finding an analytic solution. As noted above further 
on in this section we concentrate on the solution of OCP Ia. We use the dynamic 
programming approach [20].  
 
We write down the Bellman equation for the problem OCP Ia. 




         
Further on we use the general scheme of mathematical induction. We first solve (5.4) for 
1, 2t T  , 3t T  , and formulate the induction hypothesis:  
∗ 1 1




∗ 			if					 1 1 0	
			if					 1 1 0
 (5.6) 
and 
1  for 0,1,⋯ , 2 with 1 1 . 
Assume now that the induction hypothesis (5.5) is true for some 1 that is  
∗ 1 1 1 1
1 1 ∗  
(5.7) 
We prove that the expression (5.5) holds true for 	 	 . Indeed, 
∗ min ∗  
min 1 1 1 1
1 1 ∗  
min 1 1
1 1 1 1 ∗  






∗ min 1 1
1 1 ∗  
(5.8) 
The minimum in (5.8) with respect to , where 0 , is 
achieved at 
∗ 			if					 1 1 0	
			if					 1 1 0
 
and its value is 
 ∗ 1 1
1 1 ∗  
(5.9) 
It can be seen from (5.9) that the assumption (5.7) holds true and hence the induction 
hypothesis (5.5) - (5.6) is proved. Thus, we summarize, the optimal control for OCP Ia 
(and for OCP I) is given by (5.6) and the optimal value of the cost function is 
∗  or, alternatively, it can be evaluated as ∑ , 
where the optimal trajectory ∗  and optimal control sequence ∗  satisfy the 
equations (5.2) 
 
5.3 A continuous-time dynamic mobile source air 
pollution optimal control problem 
5.3.1   The Model 
A continuous-time dynamic mobile source air pollutant model [61] to predict and control 
the emission level from a total vehicle population is developed using a comprehensive set 
of input data for the range of variables that can influence the vehicle emissions including 
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manufacture year (age of vehicles), vehicle populations, total annual kilometres travelled, 
and emission factors for a number of selected pollutant. 
Vehicle population evolution 
Consider a vehicle population on the road in a given area (state, city, etc). The total 
vehicle population can be divided into n different cohorts (groups, categories, grades) 
, 1,2, … , , on the basis of the attribute “age”, the cohort  being the “youngest” 
and the cohort  being the “oldest”.  
 
Let , 1,2, … , , denote the size (the number of vehicles) of cohort  at time ; 
0  is clearly, the initial number of vehicles in the th cohort. Let, now, ∆  be a 
sufficiently small period of time. It is assumed in general that during the time ∆  a fraction 
 of vehicles within cohort  will progress to the 1 th cohort, whilst another 
fraction  of the vehicles will be scrapped due to accidents or breakdowns or because of 
long lifetime, or simply leave the vehicle population for other systems. It is assumed also 
that the progression  and withdrawal   fractions are nonnegative constant independent 
of time that is 0 and 0. They, clearly, satisfy the inequalities 0 1 and 
0 	 1, 1,2, … , . Under realistic conditions, the progression and the withdrawal 
frictions satisfy the conditions 
 0 1 (5.10) 
where the lower inequality assures that not all of the vehicles within a cohort suddenly 
leave, and the upper inequality arises sine some attenuation is assumed. Note that by 
adopting a strict upper inequality it is not necessary to incorporate the attenuation 
explicitly within the system dynamics. It will, however, affect the influence the evolution 
through the values of is 	and .  
 
Taking into account the continuous inflow and outflow of individuals into the cohort and 
out of it, a standard balance equation takes place 
 ∆ 	 ∆ ∆ ∆
∆   
(5.11) 
where 	and  are respectively the progression and the withdrawal rates and the  is 
the number vehicles entering cohort  from other vehicle population outside the system 




purchased from outside the system can be used as decision (control) variables. They are, 
obviously, non-negative, 0 for ∈ 0, , and ,2, … , , where , 
assuming that vehicles are delivered into the first  cohort only.  
According to Rumchev, et al [61], the continuous-time model of vehicle population 
dynamic systems can be expressed as 
  for ∈ 0,  (5.12) 
with the system (cohort) matrix  and control matrix  given, respectively, by 
 0 0 ⋯ 0
0 ⋯ 0
0 ⋯ 0





 , , … , 0,  (5.14) 
In the continuous-time system (5.12), the vector 0 is the state vector (whose 
components are the numbers of vehicles in different cohorts at time , i.e., 
	 , , … , 	 ′), 0 is the control vectors (which components denote the 
numbers of vehicles purchased from other systems into the individual cohorts at time , 
i.e., , , … , 	 ′) and  is the unit basis vector (with 1 in the  
position and all the other entries zeros). 
Matrix A has all its off-diagonal elements nonnegative, that is 0, . Matrices 
with nonnegative off-diagonal entries are named Metzler matrix [5, 14]. Therefore, the 
system (5.12) is a positive linear system. 
 
Emission level 
Let (called emission level of factor) be the average emission (in gram) of pollutant 
type j, ,2, … , , from one vehicle of cohort , 1,2, … , . The emission levels  
are, clearly, positive: 0 for all i and j. Then the total emission level  for the th 




and the total emission for the th type of pollutant over the planning horizon T will be 
97   Applications 
 




Let the emission vector at time  for the total vehicle population be denoted as 
, , … , ′, and the matrix of emission levels as . Then 
the total emission vector at time  can be represented as , and the total 




The emission levels and the average distances are usually known from demographic and 
engineering studies, and there are (at least in the developed countries) established 
standards and these standards are, indeed, upper bounds   and  for the emission 
levels at time  and respectively the emission levels over the planning horizon . 
Therefore, the emissions are subject to the following restrictions 
, 
or, in vector form, 
, 
and respectively  
, 





where  , , … , ′ and , , … , ′ are, respectively, the 
vector of standards at time  (an hour, a day) and the vector of standards over the 
planning horizon. 
5.3.2 Optimal control problem 
In this section, an optimal control problem of the continuous-time dynamic mobile source 
air pollution is developed. Consider the model discussed earlier, we will discuss the 




such that the minimum total pollutant emission cost in an area over planning horizon  is 
achieved.  




where , , … , ,  is a nonnegative scalar to measure the different types of 
pollutant to optimize the total emission cost. In practice, the pollutant emissions have 
different cost level to the environment. Hence, the value of  can be chosen accordingly 
depends on the harm level of the pollutant to the environment.  
The optimal control is subject to the following restrictions:  
 The vehicle population evolution is described by the continuous-time model of 
vehicle population dynamic systems (5.12)  
 




 with initial and desired final vehicle population 
 0 0 and 0. (5.21) 
 nonnegative control  as it represents the numbers of vehicles purchased 
from other systems into the individual cohorts at time .  
 0. (5.22) 
 emission restriction vector (5.18) as a standard on the total emission for planning 








The optimal control problem (5.19) – (5.23) is called an isoperimetric problem as it 
contains an integral constraint (5.23).  The classical method to solve the problem is to 
99   Applications 
 
         
introduce the Lagrange multiplier and apply the Euler-Lagrange equations to the 
augmented integrand. The value of the Lagrange multiplier must be selected such that the 
integrand constraint satisfied which requires a trial and error procedure. The integral 
constraint (5.23) contains  scalar integral constraints. Let the scalar integral constraint 
be formulated as 
 
, ,  
(5.24) 
where  is a constant. According to [66], there are two equivalent ways to apply integral 
constraint (5.24) . 
 
i. The original method for handling integral constraints as discussed by Kalaba and 
Spingarn [67]. The method is performed by introducing the Lagrange multiplier 
as the state variable and evaluated simultaneously with the optimum solution. 
ii. The integral constraint (5.24) can be converted into a differential constraint and 
two given boundary conditions. If a new state, say , be defined as  
    , , , 0, (5.25) 
then the integral constraint becomes the final condition 
 . (5.26) 
In this method, the integral constraint (5.24) corresponds directly into an optimal control 
problem. The Lagrange multiplier associated with the differential equation (5.25) is 
constant because the state  does not occur on the right side, i.e., the function 
, , . 
 
Thus, the optimal control problem (5.19) – (5.23) can be solved by introducing new 
variables , , … ,  such that 
⋮
, 






 and 0 0 	… , 0 0. 
 
Therefore, the objective function (5.19) of the optimal control problem (5.19) – (5.23) 












 0 0 and 0, (5.29) 





 and 0 0, 1, 2, … ,2 . (5.32) 
 
The computation of the modified optimal control problem (5.27) – (5.32) can be solved 
using optimization software such as ICLOCS [31] or Miser 3.1. [68]. An example of 
solving an optimization problem with integral constraint using Miser 3.1. is described by 




5.4 Concluding remarks 
 The first application is a dynamic model of oil extraction and its optimization. A discrete-
time dynamic model that describes the evolution of oil extraction process from a single 
well or reservoir under water flooding is developed and analysed. On the basis of the 
model, an optimal control problem is formulated. The obtained results could have 
important applications in improving the production methodology and supporting the 
managerial decisions in the process of oil extraction under water flooding. 
The second application is a continuous-time dynamic mobile source air pollution optimal 
control problem. The optimal control on the basis of the continuous-time dynamic mobile 
source air pollution model is developed and analysed. The model can be used to compute 
and predict the emission level of the mobile source air pollution level in the future or to 
























Summary and future research directions 
 
6.1 Main contributions of the thesis  
 
In this thesis, we consider the minimum energy problem, one of the classical problems of 
linear control theory, for positive linear systems. We have developed analytical solutions 
for this problem using dynamic programming approach. The main contributions are 
summarised below. 
 
In Chapter 3, criteria for existence of solutions to the minimum energy problem for 
positive linear systems with scalar control are established both in the continuous-time and 
the discrete-time case. The relationship between the problem and the geometric properties 
of the system is well exploited. We have successfully derived analytic solutions to the 
minimum energy problem for positive linear discrete-time systems with scalar control 
and fixed initial and final states in both forms: a feedback form and an open-loop form. 
Such solutions have not been known in the literature previously. The minimum energy 
problem for positive linear discrete-time systems with scalar control and fixed initial and 
final states can be reduced to a minimum energy problem with free final state by including 
in the cost function a term that reflects the deviation of the final state in the reduced 
problem from the targeted final state. Using dynamic programming approach, an 
analytical solution of the reduced minimum energy problem with free final state has been 
obtained and analysed. It has also been shown that the relaxation of the problem leads to 
a decrease of the consumed energy of the input but at the expense of not reaching the 
desired final state. Such a “trade-off” might be quite appealing in a number of real-life 
problems. In Section 3.3, we have derived analytical solutions to the minimum energy 
problem for positive linear continuous-time systems with scalar control and fixed initial




and final states in both form: a feedback form and an open loop form. Such solutions have 
not been known in the literature previously.  In Chapter 4, the solution and the criteria for 
the existence of the solution of the minimum energy problem for positive discrete-time 
linear systems and positive linear continuous-time systems with vector control and any 
pair of initial and fixed final state have been established in by using dynamic 
programming approach. Initially, the problems are solved without nonnegativity 
constraints, then some conditions that guarantee the nonnegativity of the systems are 
imposed. To the best of my knowledge, the solution to the minimum energy problem with 
fixed initial and final state without the nonnegativity constraints (derived by Lagrange-
multipliers approach) is well known only in an open-loop form. In this chapter, solutions 
derived using dynamic programming are developed in both feedback and open-loop 
forms. The relationship between the problem and the geometric properties of the systems 
is revealed and well exploited. We have obtained analytical solutions to the minimum 
energy problem for positive linear discrete-time systems with vector control and fixed 
initial and final states in an open-loop form and a feedback form under less restrictive 
than in the previous studies (i.e. Kaczorek [14]) conditions. We do not require a zero 
initial state and the positive reachability of the positive linear discrete-time system. 
Furthermore, we have also obtained analytical solutions to the minimum energy problem 
for positive linear continuous-time systems with vector control and fixed initial and final 
state in open-loop forms and feedback form under less restrictive than the previous studies 
(i.e. Kaczorek [14]) conditions. We require neither a zero initial state nor the positive 
reachability of the positive linear continuous-time systems.  
 
In Chapter 5, two important applications of positive linear systems related to energy and 
ecology are addressed. The first application is a dynamic model of oil extraction and its 
optimization. A discrete-time dynamic model that describes the evolution of the oil 
extraction process from a single well or reservoir under water flooding has been 
developed and analysed. On the basis of the model, an optimal control problem is 
formulated and solved. The obtained results could have important applications in 
improving the production methodology and supporting the managerial decisions in the 
process of oil extraction under water flooding. The second application is a continuous-
time dynamic mobile-source air pollution optimal control problem. Based on the 
continuous-time dynamic mobile source air pollution model discussed in previous study 
[61], the optimal control has been developed and analysed. Solution to the optimal control




discussed is also provided. The model can be used to compute and predict the emission 
level of the mobile source air pollution level in the future or to control the number of the 
new or used vehicle in certain period of time.  
6.2 Future research directions 
The work in this thesis has opened several research topics in the future. We discuss some 
of them below. 
In Chapters 3 and 4 we have discussed the minimum energy problem which is one of the 
classical problems of linear quadratic problem. Analytical solutions and sufficient 
conditions to guarantee the nonnegativity for this particular problem are addressed in this 
thesis. An advanced study for general linear quadratic problem for positive linear system 
can be considered. Utilising the geometry analysis of reachable set and nonnegative 
matrix properties one can also establish sufficient conditions that guarantee the 
nonnegativity. Furthermore, utilising the dynamic programming approach, the 
nonnegativity criteria of the linear quadratic problem for positive linear system can be 
observed in every stage of the procedure.  
In Chapter 5, two applications related to positive linear systems and energy topics are 
addressed. In the first application, the proposed optimization approach to production 
planning and support to the managerial decisions in the process of oil extraction under 
water flooding can be extended to include a desirable final state Tx  in the model and 
minimize the time for achieving it. This leads to a different type of optimal control 
problem - a minimum-time optimal control problem in which controllability property 
mentioned in the second section has an important role to play.  
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