We prove an interpolation lemma with multiplicities on a commutative algebraic group. This statement is 'dual' to zero estimates used in transcendental number theory. The special case where no multiplicities are involved has been proved by Masser.
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The base field, in the whole text, is C (though any algebraically closed field of characteristic zero could be considered, for instance its p-adic analog C p ; see also [Mas82, § 1] ).
Let us denote by n the dimension of G, and by T G the tangent space to G at 1. We identify T G with the space of translation-invariant vector fields on G.
For D 0, we let R(G) D = H 0 (G, O(D) ) be the vector space of global sections of the line bundle O(D) on the Zariski closure G of G in P N . By abuse of language, we shall call such a global section homogeneous polynomial of degree D. We let also R(G) = D 0 R(G) D ; this is a graded algebra, the elements of which are called polynomials with the same abuse.
Let Γ be a finitely generated subgroup of G(C), spanned by (γ 1 , . . . , γ l ) with l 0. For S 1 , . . . , S l ∈ R >0 we let Γ(S 1 , . . . , S l ) denote the set of all linear combinations n 1 γ 1 + · · · + n l γ l , with integers n j such that |n j | < S j for all j ∈ {1, . . . , l}. We assume (without loss of generality: see [MW81, p. 492 We denote by Op W the set of all polynomials in ∂ 1 , . . . , ∂ d , i.e. the space of differential operators along W . We denote by Op ∂,T the subspace of Op W spanned by the monomials
T . We say that a polynomial P ∈ R(G) D vanishes up to order T along W at a point γ ∈ Γ if ∂ σ (P/X D 0 )(γ) = 0 for any σ ∈ N d T . Of course, this depends on the basis (∂ 1 , . . . , ∂ d ), and not only on W .
The main result of this paper is the following theorem, which is best possible up to the value of c 1 (see the end of § 1.5). For all γ ∈ Γ(S) and σ ∈ N d T , let a γ,σ be a complex number. Then there exists P ∈ R(G), homogeneous of degree D, such that ∂ σ (P/X D 0 )(γ) = a γ,σ for all γ ∈ Γ(S) and σ ∈ N d T . Remarks. If we consider, instead of Γ(S), the set of points n 1 γ 1 + · · · + n l γ l with 0 n j < S j , then the assumption in Theorem 1.1 has to be made with every translate of any algebraic subgroup H of G.
If the group G is linear (i.e., isomorphic to G 0 a × G 1 m for some 0 , 1 0), Theorem 1.1 can be deduced from a zero estimate using Fourier-Borel transform (see [Wal91] or [Wal00] ). This is written, using the language of Hopf algebras, in [Fis03, Chapter 8] . The interpolation lemma proved in this way is even more precise: bi-degrees (D 0 , D 1 ) can be considered (with respect to the additive and multiplicative parts of the group), instead of just D.
Masser's interpolation lemma is the special case of Theorem 1.1 where no multiplicities are involved (i.e. T 1 = · · · = T d = 1 or dim(W ) = 0), and equality S 1 = · · · = S l is assumed. Therefore, even without multiplicities, Theorem 1.1 is more precise 1 than Masser's interpolation lemma. Theorem 1.1 should be enough for applications to transcendental number theory, but it would be interesting to refine it anyway and obtain interpolation lemmas in the same setting as zero estimates (see [Phi86] ).
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Cohomological interpretation
In this subsection, we state (following a suggestion of Pascal Autissier) Theorem 1.1 in terms of vanishing of a cohomology module H 1 . This is the reason why Bertrand [Ber04] uses the terminology 'ampleness lemma' instead of 'interpolation lemma'.
For positive integers S = (S 1 , . . . , S l ) and T = (T 1 , . . . , T d ), let J S,T be the ideal sheaf whose sections, on any open subset U of G, are given by
Let Y S,T be the corresponding closed subscheme of G; it consists of all points in Γ(S), thickened up to order T along W . For any non-negative integer D, let
We have a short exact sequence of O G -modules
and hence a long exact sequence of cohomology Har77, p. 228] 
Remark. If G is an abelian variety then H 1 (G, O G (D)) = 0 for any D 1, and one can take c 2 = c 1 .
Translation in terms of functionals
Let CΓ denote the group algebra of Γ, consisting of formal finite linear combinations (over C) of elements of Γ. Let Sym(W ) = k 0 Sym k W denote the symmetric algebra of W . We let
and call functional any element of F that is any finite linear combination of elements of the shape
In case any confusion may arise, we will write F Γ,W instead of F. In the whole text, F is considered as a vector space, and never as an algebra.
A functional η ∈ F can be evaluated on a polynomial P ∈ R(G) D : by linearity, it suffices to define this evaluation when η = γ ⊗ (∂ (1) · · · · · ∂ (k) ), and in this case we let
This makes sense thanks to (1). Fix a basis (∂ 1 , . . . , ∂ d ) of W . Then a basis of F = F Γ,W is given by the functionals ev γ,σ = γ ⊗∂ σ for γ ∈ Γ and σ ∈ N d , where
We define a filtration on F by letting, for non-negative integers S 1 , . . . , S l and
The way F is defined, and acts on R(G), depends neither on the choice of a basis of W , nor on the choice of a generating set for Γ. , defined for non-negative integers T by
In what follows, 
T which associates to each polynomial P the family of values ∂ σ (P/X D 0 )(γ). The first statement means the map is surjective; the second one means the image of this map is contained in no hyperplane.
Some counting lemmas
In what follows, when a group Γ is equipped with a system (γ 1 , . . . , γ l ) of generators, we denote by Γ j the subgroup of Γ generated by γ 1 , . . . , γ j , for j ∈ {0, . . . , l} (hence Γ 0 = {0}). The following lemma will be useful (see [Mas82, Lemma 3] 
where S k = S j for k j−1 < k k j and 1 j l + 1, with k 0 = 0, k l+1 = l and S l+1 = 1.
Proof. There are integers c k,j , for j ∈ {1, . . . , l} and k
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where Γ j is the subgroup of Γ generated by γ 1 , . . . , γ j .
. . , r}, it is possible to find α 1 , . . . , α r ∈ Γ such that the subgroup generated by α 1 , . . . , α t is contained in Γ jt ∩ H, and of finite index, for any t ∈ {1, . . . , r}. Lemma 1.4 gives a constant c 3 , independent of S, such that
, where A is the subgroup of Γ generated by α 1 , . . . , α r . This concludes the proof of the lower bound, since α 1 , . . . , α r are linearly independent over Z.
To prove the upper bound, we use induction on l; for l = 0 the statement is obvious. Assume it is true for Γ l−1 , which is generated by γ 1 , . . . , γ l−1 . Notice that Γ(S) is the union, for |n| < S l , of the set
Then the upper bound in the lemma follows from the claim
and hence
where 
Let us prove the last assertion now. We have
The lemma immediately follows.
An equivalent statement
Thanks to Lemmas 1.3, 1.5 and 1.6 it is immediately seen that Theorem 1.1 is equivalent to the following statement.
There is a positive constant c 7 with the following property. Let
real numbers, and η ∈ F S,T be a non-zero functional which vanishes identically on R(G) D . Then there is a non-zero connected algebraic subgroup
where Γ j is generated by γ 1 , . . . , γ j and
To prove that Theorem 1.1 is equivalent to Theorem 1.7, the crucial remark is that H appears only through dim(H), the ranks of Γ j ∩ H and the dimensions of W k ∩ T H. Therefore we may choose, in terms of γ 1 , . . . , γ l and ∂ 1 , . . . , ∂ d , a finite set E of subgroups, and assume in Theorem 1.7 that H belongs to E.
Remark. It is possible to conjecture that Theorem 1.1 holds with some constant c 1 depending only on G, l and d. On the contrary, Theorem 1.7 does not hold if we ask c 7 to depend only on G, l and ∂ 1 , . . . , ∂ d ; this is immediately seen if G is, say, an abelian variety and Γ is the N -torsion part of G(C), with N large. Now we can prove that this statement is best possible, up to the value of c 7 . Let E be as above, and let H ∈ E be a non-zero connected algebraic subgroup of G such that
Let (δ 1 , . . . , δ d ) be a basis given by Lemma 1.6, and T be the family ( 
Operations on functionals
In this section, we define the projection of a functional on a quotient ( § 2.1), and the translation (together with derivation) of a functional ( § 2.2). The difficult point is that functionals are to be Interpolation on algebraic groups evaluated on homogeneous polynomials, not on 'real' functions on G; and this evaluation depends on the choice of the linear form X 0 .
Everything is easier in the case when G is a linear commutative algebraic group. In this situation, let C[G] be the algebra of regular functions on G, and H be an algebraic subgroup of G.
, and hence induces a linear map π F of F = F Γ,W to F = F Γ,W . On the other hand, composition by π gives an injective linear map i :
and η ∈ F: the maps i and π F are adjoint with respect to the bilinear products
When the algebraic group G is no longer assumed to be linear, homogeneous polynomials come into play and the situation is more complicated. The map 
In § 2.1, an adjoint map is constructed for ι D . In § 2.2, the same work is done for translations and derivations.
Projection of a functional on a quotient
Let H be an algebraic subgroup of G, not necessarily connected. The quotient G/H has an algebraic group structure, and hence admits an embedding in a projective space P M . With respect to this embedding, the projection π : In the following, given a homogeneous polynomial R ∈ R(G), we shall need to consider (for η ∈ F) the map P → η(R · (P • p) ) of R(G/H) D to C. This is the reason why the following definition is useful (see Proposition 2.2).
Definition 2.1. Let R ∈ R(G) D be a homogeneous polynomial of degree D , and D be an integer. Let P R,D be the linear map of F to F defined, for all γ ∈ Γ and σ ∈ N d , by
Proof. We may assume η = ev γ,σ . We have
• π as analytic functions on the open subset of G(C) defined by X 0 = 0 and p 0 (X) = 0. Applying ∂ σ−ν for ν σ yields, thanks to the Leibniz rule,
whereγ is the image of γ in G/H. Now the result immediately follows from the equation
Remark. Taking R = 1 in Proposition 2.2 yields η(ιP
Assume that (∂ i ) i∈I is a basis of W ∩ T H, with I ⊂ {1, . . . , d}. Then F Σ,W ∩T H is equipped with a filtration coming from this basis, for any finite set Σ contained in {X 0 = 0}. Now let I = {1, . . . , d} \ I ; then ∂ = (∂ i ) i∈I is a basis of W . The functionals evγ ,σ =γ ⊗ i∈I ∂ σ i i , for γ ∈ Γ and σ ∈ N I , form a basis of F . The imagesγ 1 , . . . ,γ l of γ 1 , . . . , γ l in G/H span Γ. We obtain therefore a filtration on F, for which F S,T is spanned by the functionals evγ ,σ forγ ∈ Γ(S) and σ ∈ N I T ; here T = (T i ) i∈I . Obviously π F and P R,D send F S,T to F S,T .
The following proposition will allow us (in § 4) to use induction on the dimension of G.
Proposition 2.3. Assume that (∂ i ) i∈I is a basis of W ∩ T H, and I
= {1, . . . , d} \ I . Let D, D , D be integers such that D = δ H D + D . Let S 1 , . . . , S l , T 1 , . . . , T d 1
, and assume there exists η ∈ F S,T \ {0} that vanishes identically on R(G) D . Then one of the following holds: (i) there exists η 1 ∈ F S,(T i ) i∈I \ {0} that vanishes identically on R(G/H) D ; or
(ii) there existγ ∈ Γ(S) and η 2 ∈ F
is non-zero for some R, then taking η 1 = P R,D η concludes the proof. Therefore we may assume
Let us write η = γ,σ λ γ,σ ev γ,σ . Let σ 0 ∈ N I be of maximal length such that there exist γ 0 ∈ Γ and σ 1 ∈ N I with λ γ 0 ,(σ 0 ,σ 1 ) = 0. Define (0,ν) .
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Then η 2 belongs to F
therefore η 2 = 0. Moreover, η 2 (R) is the coordinate of P R,D η = 0 on evγ ,σ 0 ; accordingly it vanishes for any R ∈ R(G) D .
Remark. Another proof of this proposition can be given (see [Fis03, p. 153] ), which generalizes Masser's arguments (see the end of § 4 in [Mas82] , especially (22)).
Translation and derivation of functionals
Let a and b be integers such that there exists a complete system of addition laws on G of bi-degree (a, b) . This means that the addition on G (embedded in P N ) is represented, on every element of a suitable open cover, by a family of bi-homogeneous polynomials of bi-degree (a, b) . Let P ∈ R(G) be a homogeneous polynomial of degree D ; let τ ∈ N d and δ ∈ Γ. We consider
Let us consider now the algebraic group G × G. We can see W × W as a subspace of T G × T G T (G×G) and Γ×Γ as a finitely generated subgroup of (G×G)(C)
where
is bi-homogeneous of bi-degree (aD , bD ) and ∂ τ Y does not change the degree in X; therefore t δ,τ,D P (X) is homogeneous of degree aD . Applying t δ,τ,D essentially amounts to a translation by δ and a differentiation by ∂ τ ; what is important here is that the degree of t δ,τ,D P is controlled precisely in terms of the degree of P , independently of τ and δ.
Proposition 2.5 below shows that the map
Definition 2.4. Let δ ∈ Γ, τ ∈ N d and D be an integer. We denote by T δ,τ,D the linear map of F to F defined, for all γ ∈ Γ and σ ∈ N d , by
Proposition 2.5. The linear operator T δ,τ,D is injective, and maps F
where t δ,τ,D P (X) is defined by (4).
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Proof. Let η be a non-zero functional. Let σ ∈ N d be of maximal length such that there exists γ ∈ Γ with λ γ,σ = 0. The coordinate of T δ,τ,D η on ev γ+δ,σ+τ is
is clear. To prove that η(t δ,τ,D P ) = T δ,τ,D η(P ) for any P ∈ R(G) D and η ∈ F, we may assume η = ev γ,σ and consider the equality
to this equality, and evaluating at the point (g, g ) = (γ, δ), yields the desired result since the derivations ∂ i commute with translations.
The special case where Γ is torsion-free plays a special role in § 4 because of the following proposition. 
Proof. This means that any non-trivial linear combination of the operators T δ,τ,D (with
with coefficients µ δ,τ not all zero. As Γ is a torsion-free Z-module of finite type, it is free; accordingly, there is a total ordering on Γ × N d compatible with addition and for which (γ, σ) is greater than (γ, 0) for any (γ, σ) ∈ Γ × N d . Let (γ 0 , σ 0 ) be the greatest element, with respect to this ordering, such that λ γ 0 ,σ 0 = 0, and let (δ 0 , τ 0 ) be the greatest such that µ δ 0 ,τ 0 = 0. Then the coordinate of T η on ev γ 0 +δ 0 ,σ 0 +τ 0 is
and hence T η = 0.
Distribution of (Γ * , W)
Let G, Γ and W be as in § 1.1. We let d = dim(W ), n = dim(G) and r = rk(Γ); we assume d+r 1. Throughout this section, the letter H always stands for a connected algebraic subgroup of G.
In this section, we consider subgroups Γ * 1 , . . . , Γ * r of Γ such that {0} = Γ * 0 ⊂ Γ * 1 ⊂ · · · ⊂ Γ * r = Γ and rk(Γ * t ) = t for any t ∈ {0, . . . , r}. We write Γ * for Γ equipped with such subgroups Γ * 1 , . . . , Γ * r . In the same way, W is W equipped with subspaces
The aim of this section is to study the distribution of (Γ * , W). All constructions will remain the same if Γ * is replaced by Γ * such that r = r and Γ * t ∩ Γ t * is of finite index in both Γ * t and Γ t * , for any t ∈ {1, . . . , r}. In § 3.4, we shall associate such a pair (Γ * , W) to a generating set of Γ and a basis of W . All constructions (and especially names) are more transparent in this context.
Construction and properties of the surjectivity locus
3.1.1 Definitions. We call an obstruction to interpolation (with respect to the real parameters
To any connected algebraic subgroup H we associate the subset ∆ H of R d+r defined by the equation ϕ H (x, y) = 0, where
We have ∆ 0 = R d+r , and ∆ H is empty if and only if rk(Γ ∩ H) = dim(W ∩ T H) = 0 and H = 0. In all other cases, ∆ H is a hyperplane. Given a subgroup H, the set of all points (x, y) ∈ R d+r 0 such that ϕ H (x, y) 0 is the product of a simplex and some number (depending on H) of copies of R 0 . For H = G, this number is zero. Therefore the intersection of all these domains is a polytope in R d+r . This intersection is called the surjectivity locus of (Γ * , W). This locus is convex (since it is an intersection of convexes). It is actually a finite intersection, since there are only finitely many functions ϕ H (though there might be infinitely many algebraic subgroups H). Moreover, for any
for t ∈ {1, . . . , r} and k ∈ {1, . . . , d}. Then (x, y) belongs to the surjectivity locus of (Γ * , W) if and only if there is no obstruction to interpolation with respect to (S, T , D). Let us denote by (F p ) p∈{1,...,M } the set of (d+ r − 1)-dimensional (closed) faces of the surjectivity locus, omitting those faces which are already faces of R d+r 0 , i.e. given by the vanishing of a coordinate. For each p ∈ {1, . . . , M}, let H p be a subgroup of G, of maximal dimension, such that the face F p spans (in the affine sense) the hyperplane ∆ Hp (actually such an H p can be shown to be unique). This definition implies H p = 0 (since ∆ 0 = R d+r ). Moreover, by convexity H 1 , . . . , H M are pairwise distinct.
For p ∈ {1, . . . , M}, let C p be the cone in R d+r 0 spanned by the face F p , i.e. the set of all elements of the shape λz with λ ∈ R 0 and z ∈ F p . Since the surjectivity locus is a convex polytope, the cones C 1 , . . . , C M make up a partition of R d+r 0 (up to zero-measure subsets). Moreover, since the faces F p are convex, each cone C p is stable under addition.
When
is said to be well distributed with respect to (S, T ). In fact, when this happens, if there is an obstruction to interpolation for (S, T , D) then G itself is such an obstruction (see Proposition 3.1 below). 
Then we have Hp) .
Taking c = 1 shows that if there is an obstruction to interpolation for S, T , D then H p is such an obstruction.
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Moreover, this proposition (along with Lemmas 1.5 and 1.6) implies that in the statement of Theorem 1.1 it is enough to assume #( belongs to R d+r 0 and ϕ H is positive at that point; accordingly M does not belong to the surjectivity locus. Now M belongs to C p . As the border of the surjectivity locus, in C p , is the hyperplane ∆ Hp , we obtain that ϕ Hp is positive at M , thereby proving the proposition.
We shall also need (in the proof of Theorem 1.1) the following proposition. 
Then we have
Proof. We may assume c = 1 and D > 1; then
belongs to C p . The affine function ϕ H (tx, ty) − ϕ Hp (tx, ty) is negative at t = 0, positive at t = 1 and non-positive at the point t = t 0 > 0 such that (t 0 x, t 0 y) ∈ F p (since ϕ H is non-positive and ϕ Hp is zero at this point); therefore t 0 < 1. Consequently, the point (x, y) lies outside the surjectivity locus: ϕ Hp (x, y) > 0. This concludes the proof of Proposition 3.2.
Construction and properties of the injectivity locus
In this subsection, we assume that if H contains a subgroup of finite index in Γ and T H contains W then H = G. In fact, if this is not the case, then H is an obstruction to zero estimates for all parameters S, T , D, and the injectivity locus defined below is empty. Moreover, this assumption is not restrictive, since if there is such a subgroup H then we may work in H instead of G.
We call an obstruction to zero estimates (with respect to
Let E H be the set of all points (x, y) ∈ R d+r 0 such that (ϕ G − ϕ H )(x, y) 0, with
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This is the complement in R d+r 0 of the product of a simplex and some number of copies of R 0 . Moreover, for H = 0 this number is zero. We call the intersection of all these domains E H the injectivity locus. This locus is an infinite convex polytope with finitely many closed (d + r − 1)-dimensional faces denoted by ( F q ) 1 q M (here we omit the faces which are already faces of 
Then we have
Proof. We may assume c = 1 and D > 1. Then the point
belongs to C q but not to the injectivity locus. Therefore ϕ G −ϕ Hq is negative at this point: this proves Proposition 3.3.
Connection between injectivity and surjectivity locuses
We have defined two decompositions of R d+r 0 into cones: one coming from interpolation ( § 3.1), and one from zero estimates ( § 3.2). There is a connection between these decompositions, concerning the well-distributed case. To prove it, we need the following lemma. Proof. Let (u, v) ∈ R d+r >0 be a non-zero vector in ∆. We parametrize ∆ by letting x = tu and y = tv for t ∈ R >0 . We have ϕ G (x, y) = at − dim(G) and ϕ H (x, y) = a H t − dim(H) with a > a H > 0. The points P H , P G and P G/H correspond to parameters dim(H)/a H , dim(G)/a Proof. Let ∆ be a half-line from the origin in R d+r >0 , and p 0 be such that H p 0 = G. Then ∆ belongs to the interior of C p 0 if and only if for any H such that ∆ H is a hyperplane the point P H is not between O and P G (where the notation is explained in Lemma 3.4). This is equivalent to the point P G/H being between O and P G . Now this means there is q 0 such that H q 0 = 0, and ∆ belongs to the interior of C q 0 . The converse can be proved in the same way. At last, p 0 and q 0 are obviously unique, since H 1 , . . . , H M (respectively H 1 , . . . , H M ) are pairwise distinct. 
Interpretation of both locuses
