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Resumo
Nesta tese são propostos algoritmos de filtragem, estimação e controle adaptativo indi-
reto aplicados a sistemas de teleoperação bilateral. O objetivo do trabalho foi realizar a
identificação e controle adaptativo indireto de um sistema mestre escravo. Em um cenário
crescente de acesso remoto a ambientes e equipamentos, tal como na indústria 4.0, emerge
a necessidade de quantificar e caracterizar parâmetros de sistemas dinâmicos, a fim de
melhorar o desempenho de sistemas de controle.
Neste manuscrito são propostas três contribuições relacionadas à estimação e controle
de sistemas teleoperados. Na primeira, o algoritmo do Filtro de Kalman Estendido (do
inglês, Extended Kalman Filter - EKF) foi combinado com o Filtro de Variável de Estado
e Mínimos Quadrados Recursivos (do inglês, Recursive Least Squares State-Variable Filter
- RLSSVF), o que deu origem ao Algoritmo Híbrido (AH1). O AH1 foi capaz de realizar a
estimação dos parâmetros de um sistema variante de tempo contínuo na forma de espaço
de estados. Na segunda contribuição, o algoritmo do Filtro de Kalman (do inglês, Kalman
Filter - KF) foi combinado com o Estimador Recursivo de Mínimos Quadrados com Fator
de Esquecimento 𝜆 (do inglês, Recursive Least Squares Estimator with Forgetting Factor
𝜆 - RLSEFF𝜆), originando o Algoritmo Híbrido (AH2). O AH2 foi capaz de estimar
parâmetros específicos de um sistema variante de tempo contínuo na forma de espaço de
estados. Na última contribuição, o Método para Estimação de Parâmetros e de Tempo
de Atraso (MEPTA) foi combinado com o Método de Controle por Alocação de Polos,
dando origem ao Algoritmo Híbrido de Identificação e Controle Adaptativo (AHICA).
Assim, o AHICA foi capaz de realizar o controle adaptativo indireto de um processo
com parâmetros variantes de tempo discreto. Tal sistema de controle atende restrições
transientes e estacionárias, assim como o rastreamento do setpoint.
Os métodos propostos mostraram bom desempenho, especialmente quanto ao acopla-
mento dos algoritmos, o que pode ser constatado por meio dos resultados simulados. Tais
métodos podem ser aplicados em problemas similares a partir de novos arranjos matemá-
ticos e construções computacionais.
Palavras-chaves: Identificação de sistema; Estimação de parâmetros desconhecidos; Es-
timação de tempo de atraso desconhecido; Controle por alocação de polos.
Abstract
In this thesis, filtering, estimation and indirect adaptive control algorithms applied to
bilateral teleoperation systems are proposed. The objective of this work was to identify
and to implement indirect adaptive control in a slave master system. In a growing scenario
of remote access to environments and equipment, as in industry 4.0, there is a need to
quantify and characterize dynamic system parameters in order to improve the performance
of control systems.
In this manuscript three contributions regarding the teleoperated systems estimation and
control are proposed. First, the Extended Kalman Filter (EKF) algorithm was combined
with the Recursive Least Squares State-Variable Filter (RLSSVF), giving rise to the Hy-
brid Algorithm (AH1). The AH1 was able to estimate the parameters of a continuous
time variant system in the state space form. In the second contribution, the Kalman
Filter (KF) algorithm was combined with the Recursive Least Squares Estimator with
Forgetting Factor 𝜆 (RLSEFF𝜆), originating the Hybrid Algorithm (AH2). AH2 was able
to estimate specific parameters of a continuous time variant state space system. In the
last contribution, the Method for Parameter and Delay Time Estimation (MEPTA) was
combined with the Pole Allocation Method, giving rise to the Hybrid Algorithm for Iden-
tification and Adaptive Control (AHICA). Thus, AHICA was able to perform indirect
adaptive control of a process with discrete time variant parameters. Such control system
meets transient and stationary constraints, as well as the setpoint tracking.
The proposed methods presented a good performance, especially regarding the algorithms
coupling, what can be verified through the simulated results. Such methods can be applied
to similar problems from new mathematical arrangements and computational construc-
tions.
Keywords: System identification; Estimation of unknown parameters; Estimation of un-
known time delay; Pole placement control.
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1 Introdução
O principal objetivo desta tese é a proposição de técnicas de estimação de pa-
râmetros e de controle adaptativo para sistemas de teleoperação bilateral. Tais sistemas
estão sujeitos a atrasos puros de tempo devido ao canal de comunicação, sendo esses atra-
sos incertos ou muitas vezes desconhecidos. Assim, técnicas de identificação de sistemas
podem ser usadas para determinação de parâmetros desconhecidos de sistemas dinâmicos,
tais como o tempo de atraso de transporte no canal de comunicação. Uma vez estimados
os parâmetros, torna-se possível implementar controladores para esses sistemas.
O Capítulo 1 se encontra organizado da seguinte forma: na Seção 1.1 são des-
critos os sistemas de teleoperação bilateral, na Seção 1.2 relata-se sobre a identificação
de sistemas dinâmicos, na Seção 1.3 é apresentada uma classe de sistemas dinâmicos e
técnicas para seu controle adaptativo, na Seção 1.4 são elucidadas as contribuições desta
tese e na Seção 1.5 é mostrada sua organização geral.
1.1 Sistemas de Teleoperação Bilateral
Em muitos sistemas dinâmicos as incertezas paramétricas e o tempo de atraso (do
inglês, delay time) são fontes de desempenho insatisfatório ou até mesmo de instabilidade.
Os sistemas de teleoperação bilateral são uma classe de sistemas dinâmicos, os quais são
impactados adversamente pelas variações dos valores dos parâmetros e pelo tempo de
atraso no canal de comunicação.
Uma descrição genérica de um sistema de teleoperação bilateral é apresentada
na Figura 1, na qual o operador humano exerce uma mudança de posição 𝑥𝑚 no sistema
mestre, a fim de produzir um movimento desejado no sistema escravo 𝑥𝑠. Tal movimento
do mestre, deve ser transmitido para o escravo através de um canal de comunicação, sendo
esse passível de atraso. O sistema escravo, por sua vez, encontra-se no ambiente remoto
sujeito aos ruídos do ambiente, contudo deve seguir o movimento do sistema mestre, a
força refletida 𝑓𝑒 pelo escravo no ambiente de tarefas é transmitida ao mestre na forma
de realimentação 𝑓𝑚 (ROSHANDEL et al., 2011).
Operador
Humano
Robô 
Mestre
Tempo de atraso para frente
Tempo de atraso de volta
Robô 
Escravo
Ambiente 
da tarefa
mx sx
mf ef
Figura 1 – Fluxograma do sistema de teleoperação bilateral geral (ROSHANDEL et al.,
2011).
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Se o sistema escravo reproduz exatamente os comandos de movimento do mestre
e o mestre, por outro lado, detecta por meio da realimentação a força exercida pelo escravo
na estação de trabalho, então o operador humano tem o sentimento de operar o dispositivo
escravo diretamente. Esse fenômeno é chamado de transparência em sistemas teleoperados
(ROSHANDEL et al., 2011).
Uma das principais questões na análise de sistemas dinâmicos é a estabilidade
(NISE, 2011), quanto aos sistemas teleoperados, adiciona-se o critério de transparência.
Assim, um dos principais problemas em tais sistemas é o tempo de atraso no canal de
comunicação, o qual possibilita a degradação de seu desempenho. Ao considerar tais ques-
tões, estabilidade e transparência, vários esquemas de controle já foram propostos na lite-
ratura (HASHTRUDI-ZAAD; SALCUDEAN, 2001), (KIM et al., 2005), (CHO; PARK,
2005), (GARCIA-VALDOVINOS et al., 2005), (NAMERIKAWA; KAWADA, 2006) e
(GONZALEZ et al., 2011).
Esforços são investidos em pesquisas para analisar o critério de transparência
de sistemas de teleoperação. Em alguns casos, a fim de tornar o sistema transparente,
medições de acelerações do mestre e do escravo são realizadas e, em seguida, transmitidas
para o escravo e para o mestre, respectivamente. Porém, medir o sinal de aceleração não
é uma tarefa trivial (ROSHANDEL et al., 2011).
Algumas pesquisas consideram o tempo de atraso no canal de comunicação cons-
tante. Contudo, alguns métodos propostos na literatura não são estáveis para um tempo
de atraso elevado. Além disso, alguns trabalhos consideram os tempos de atraso para
frente, transmissão ou direto, e para trás, recepção ou realimentação, iguais. Estudos no
final da década de 2000 forneceram uma estrutura para sistemas de teleoperação bilateral
na presença de tempo de atraso incerto e não simétricos, contudo para alcançar o critério
de transparência foram empregados sensores para a medição de força no ambiente da
tarefa (ALFI; FARROKHI, 2008a), (ALFI; FARROKHI, 2008b) e (ROSHANDEL et al.,
2011).
Nesse contexto de incerteza quanto ao tempo de atraso, abordagens baseadas em
Desigualdades Matriciais Lineares (do inglês, Linear Matrix Inequalities - LMI) foram
empregadas para tratar de problemas de estabilidade (GU et al., 2003). Em 2008, uma
abordagem de controle robusto, via LMI, e projeto de controladores para um sistema de
teleoperação foram propostos em (SADEGHI et al., 2008). Além disso, foram iniciadas em
2009, pesquisas em sistemas de teleoperação com tempo de atraso assimétrico na forma
de LMI (HUA; LIU, 2009). As pesquisas baseadas em LMI, em geral buscam otimizar
os valores máximos de tempo de atraso admissíveis para que os sistemas de teleoperação
sejam estáveis.
Em (ROSHANDEL et al., 2011) foi proposta uma metodologia de controle ba-
seada na abordagem LMI. Em tal método, foi suposto que o tempo de atraso no canal
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de comunicação é desconhecido, mas seu limite superior é supostamente conhecido. Além
disso, foram propostos dois controladores locais, sendo um para o mestre e outro para
o escravo, denominados de controlador mestre e controlador escravo, respectivamente. A
finalidade do controlador escravo é garantir o rastreamento do movimento da ferramenta
no ambiente de trabalho e o outro, controlador mestre, tem como finalidades a preservação
da transparência total e a garantia do rastreamento de força e da estabilidade do sistema
em malha fechada.
1.2 Identificação de Sistemas Dinâmicos
Ao considerar sistemas reais, tais quais os de teleoperação bilateral e os critérios
de desempenho relatados na seção anterior, é inerente o surgimento de incertezas quanto
à estrutura do modelo matemático, assim como, os valores dos parâmetros envolvidos
(SLOTINE et al., 1991). Logo, a modelagem analítica de sistemas dinâmicos torna-se di-
fícil, pois é necessário conhecer completamente o sistema, bem como as leis físicas que o
descrevem. Contudo, devido às limitações de conhecimento e de tempo necessários para
obter um modelo matemático do sistema, torna-se inviável seguir essa metodologia. As-
sim, para contornar tal problema de modelagem, métodos de identificação de sistemas
são propostos na literatura (KATAYAMA, 2006) e (YOUNG, 2011), sendo estes perten-
centes à área da modelagem matemática, que estuda técnicas alternativas à modelagem
analítica. Uma das principais vantagens dessas técnicas é a demanda de pouco ou nenhum
conhecimento prévio sobre o sistema (AGUIRRE, 2015). Outra motivação para o estudo
de técnicas de identificação de sistemas emerge do fato de que, comumente, os sistema
físicos e o ambiente externo no qual eles operam mudam de forma imprevisível, além de
serem sujeitos a perturbações significativas. Assim, o projeto de sistemas de controle na
presença de incertezas significativas exige uma abordagem adaptativa às mudanças do
processo (AGUIRRE et al., 2007) (DORF; BISHOP, 2013).
Na identificação de sistemas, pode-se distinguir entre abordagem off-line e abor-
dagem on-line para estimação de parâmetros. A abordagem off-line, pode ser executada
por bloco ou lote ou batelada, ou seja, todo o conjunto de dados deve estar disponível para
executar o algoritmo de estimação. A estimação recursiva também pode ser aplicada de
forma off-line, conforme a conveniência e adequação do algoritmo. Assim, os algoritmos
recursivos, com base no método da variável instrumental refinada ótima, podem ser exe-
cutados off-line para fornecer estimativas em bloco e estimativas recursivas melhoradas,
as quais podem ser usadas para fins de diagnóstico do sistema (YOUNG, 2011).
Por outro lado, na estimação on-line ou em tempo real, o modelo é atualizado
recursivamente a cada vez que novas medidas encontram-se disponíveis. A identificação
recursiva é uma ferramenta computacional particularmente adequada para aplicações on-
line, ou seja, aplica-se a sistemas dinâmicos, os quais possuem parâmetros variantes no
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tempo. Este trabalho possui especial interesse na abordagem de identificação recursiva
on-line de parâmetros do sistema teleoperado discutido anteriormente (AGUIRRE, 2015)
e (PADILLA et al., 2016).
Tanto as abordagens nos domínios do tempo e da frequência foram consideradas
para a identificação de sistemas lineares variantes no tempo (do inglês, Linear Time-
Varying - LTV). A abordagem no domínio da frequência foi usada para estimar mode-
los de tempo discreto (do inglês, Discrete-Time - DT) e de tempo contínuo (do inglês,
Continuous-Time - CT) (LATAIRE, 2011). No caso de métodos no domínio do tempo,
um amplo número de pesquisas foram realizadas para a estimação recursiva de sistemas
LTV de DT. No artigo de (PADILLA et al., 2016) concentrou-se na estimação recursiva
on-line de modelos lineares de tempo contínuo que variam lentamente (do inglês, Linear
Continuous-Time, Slowly Time-Varying - LCTSTV).
Uma abordagem difundida e frequentemente utilizada para estimar parâmetros de
sistemas variantes no tempo é o Algoritmo dos Mínimos Quadrados Recursivo com Fator
de Esquecimento, também denominado de Mínimos Quadrados Recursivo Ponderado. O
referido algoritmo consiste em encontrar os parâmetros que minimizam o erro de predição,
a partir da atenuação exponencial de dados passados (PADILLA et al., 2016).
Uma alternativa mais flexível para o uso do Algoritmo dos Mínimos Quadrados
Recursivo com Fator de Esquecimento é modelar as variações de parâmetros por modelos
estocásticos e determinísticos. Com uma abordagem estocástica inicial, pode-se utilizar
uma busca aleatória, ou outros métodos mais simples, tais como os métodos de busca
aleatória generalizada, que têm maior flexibilidade (YOUNG, 2011). Vários exemplos de
identificação de sistemas de DT quanto de CT com modelos determinísticos de parâmetros
variantes no tempo podem ser encontrados na literatura (NIEDZWIECKI; KLAPUT,
2002) e (TRUONG et al., 2007). Tais modelos também são utilizados em certos casos
de sistemas não lineares, assim como em casos de parâmetros dependentes de estado,
(YOUNG et al., 2001), (YOUNG, 2011) e (ALEGRIA, 2019), além de modelos não lineares
de parâmetros variantes (PREVIDI; LOVERA, 2004). Finalmente, foi possível combinar
modelos determinístico e estocástico, como no caso de modelagem dinâmica de regressão
harmônica (YOUNG et al., 1999).
Neste contexto de identificação de sistemas dinâmicos, os termos de derivadas
temporais são frequentemente requeridos, porém nem sempre estão disponíveis para me-
dição. Para contornar esse problema, vários métodos de filtragem estão disponíveis na
literatura (RAO; SINHA, 1991), (GARNIER et al., 2003) e (YOUNG; GARNIER, 2006),
entretanto o método de Filtragem de Variável de Estado (do inglês, State Variable Filter
- SVF) merece destaque pela ampla aplicabilidade e ótimos resultados.
Uma maneira de estimar parâmetros é usar um modelo em espaço de estados e
representar os parâmetros no vetor de estados. Esse vetor de estados pode ser estimado
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com um observador de estados, como o filtro de Kalman (KALMAN et al., 1960). O
algoritmo de Filtragem de Kalman (do inglês, Kalman Filter - KF) pode ser utilizado
para estimar estados de um sistema linear ou ainda estimar estados e parâmetros, simul-
taneamente. Se o sistema ficar não linear, quando o parâmetro for adicionado ao vetor
de estados, torna-se necessário o uso de outros algoritmos, tais como: Filtro de Kalman
Estendido (do inglês, Extended Kalman Filter - EKF); Filtro de Kalman sem Cheiro (do
inglês, Unscented Kalman Filter - UKF); e Filtro de Partículas (do inglês, Particle Filter
- PF).
1.2.1 Identificação de Sistemas com Atraso de Transporte
Muitos sistemas reais, como plantas industriais, redes elétricas e sistemas de co-
municação, possuem atrasos inerentes (YOUNG, 2011). Se o tempo de atraso utilizado
no modelo dinâmico do sistema para o projeto do controlador não coincidir com o tempo
de atraso real, o sistema de malha fechada pode exibir respostas insatisfatórias ou até
ser instável. Portanto, o problema de identificar tal sistema é de grande importância para
análise, síntese e previsão.
Existem algumas abordagens para a identificação de modelos de tempo contínuo
com atraso desconhecido. Uma delas é baseada na aproximação do atraso no domínio
da frequência por uma função de transferência racional ou pela aproximação de Padé
(PROBST et al., 2010). Nessa abordagem o número de parâmetros a serem identificados
aumenta, além da dificuldade em separar os parâmetros relacionados com o tempo de
atraso daqueles que estão relacionados com o sistema dinâmico.
Outra abordagem se baseia no método de otimização não linear, como o Método
dos Mínimos Quadrados Não Lineares (MMQNL). Uma desvantagem dos algoritmos não
lineares iterativos é que as soluções geralmente convergem para ótimos locais (BEDOUI
et al., 2012), sendo algumas delas dependentes das condições iniciais. Para os sistemas de
tempo contínuo de única entrada e única saída (SISO), uma vez que existe apenas um
parâmetro não linear, o tempo de atraso, o problema da configuração inicial é considerado
relativamente simples. Já para sistemas com múltiplas entradas e única saída com vários
tempos de atraso desconhecidos, várias tentativas são necessárias para ajustar os ganhos
do algoritmo, tornando o problema de identificação dos tempos de atrasos muito mais
difícil (BEDOUI et al., 2013).
1.3 Controle de Sistemas Variantes no Tempo
No ambiente de sistemas de controle, há muitos esquemas e estratégias para se
projetar um controlador, envolvendo, em sua maioria, ganhos estáticos para os contro-
ladores. Porém, em situações reais, existem dúvidas quanto à ordem e aos valores dos
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parâmetros do sistema. Assim, faz-se necessário o uso de uma classe de controladores
capazes de ajustar seus ganhos em função de mudanças nos parâmetros da planta, como
os controladores adaptativos (LEVINE, 2018).
O controle adaptativo indireto é uma abordagem muito geral do controle adapta-
tivo, pois pode-se combinar qualquer esquema de estimação de parâmetro com qualquer
estratégia de controle. Frequentemente, a adaptação dos parâmetros do controlador é re-
alizada em duas etapas: (i) estimativa on-line dos parâmetros do modelo da planta; e (ii)
cálculo on-line dos parâmetros do controlador com base no modelo da planta estimado.
O esquema de controle resultante deve garantir que a entrada e a saída da planta perma-
neçam limitadas e que alguns índices de desempenho sejam alcançados assintoticamente
(LANDAU et al., 2011).
Boas propriedades dos esquemas de controle adaptativo indireto serão garantidas
se, separadamente, o algoritmo de estimação de parâmetros e a estratégia de controle
satisfizerem um número de propriedades, que são resumidas a seguir (LANDAU et al.,
2011):
1. O erro de adaptação a posteriori no algoritmo de estimação de parâmetros tende a
zero assintoticamente;
2. o erro de adaptação a priori não cresce mais rápido que o vetor de observação,
contendo a entrada e a saída da planta;
3. os parâmetros estimados do modelo da planta são limitados ao longo de todo o
tempo;
4. as variações dos parâmetros estimados do modelo da planta tendem a zero assinto-
ticamente;
5. a(s) equação(ões) de projeto fornece 𝑚 parâmetros de controle limitados para as
estimativas de parâmetros da planta; e
6. o modelo de planta estimado é admissível com relação à equação de projeto, isso
implica que o modelo estimado corresponde ao modelo equivalente exato da planta
e, consequentemente, o controlador resultante possui parâmetros limitados, os quais
estabilizam o sistema e atingem os critérios de desempenho desejados.
Caso essas condições sejam satisfeitas, é possível mostrar que se a entrada e a
saída da planta permanecem limitadas, alguns índices de desempenho são alcançados.
Provavelmente, o problema mais difícil, pelo menos teoricamente, é garantir que qualquer
modelo estimado seja admissível em relação à estratégia de projeto de controle. Para cada
estratégia de controle, mesmo que os parâmetros estimados da planta sejam limitados a
cada instante de tempo, o modelo atual estimado pode não ser admissível no sentido de
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que não há solução para o controlador. Por exemplo, se a alocação de polos for usada como
estratégia de controle, um modelo estimado em certo instante de tempo, que possui um
cancelamento de polo e zero, poderá não permitirá computar o controlador. Além disso,
a aproximação de situações de não admissibilidade pode levar a problemas numéricos,
resultando em ações de controle muito elevadas e indesejáveis (LANDAU et al., 2011).
Para implementar efetivamente uma estratégia de controle adaptativo indireto,
há duas opções principais. A escolha está relacionada, em certa medida, à razão entre o
tempo de computação e o período de amostragem.
1a estratégia:
1. Amostrar os sinais de entrada e de saída da planta;
2. atualizar os parâmetros do modelo da planta;
3. calcular os parâmetros do controlador baseado na nova estimativa dos parâmetros
da planta;
4. computar o sinal de controle;
5. enviar o sinal de controle; e
6. aguardar a próxima amostragem.
Ao usar essa estratégia, há um atraso entre a entrada 𝑢(𝑡) e a saída 𝑦(𝑡) que
dependerá essencialmente do tempo necessário para atingir os itens 2 e 3. Esse atraso deve
ser pequeno em relação ao período de amostragem e menor que o atraso entre os sinais
de entrada e saída programado no sistema. Nessa estratégia, são utilizadas estimativas
de parâmetros a posteriori e o erro de adaptação a posteriori ocorrerá na análise de
estabilidade.
2a estratégia:
1. Amostrar os sinais de entrada e de saída da planta;
2. calcular o sinal de controle com base nos parâmetros do controlador calculados
durante o período de amostragem anterior;
3. enviar o sinal de controle;
4. atualizar os parâmetros do modelo da planta;
5. calcular os parâmetros do controlador com base nas estimativas dos novos parâme-
tros do modelo da planta; e
6. aguardar a próxima amostragem.
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Ao usar a 2a estratégia, o atraso do processamento das informações entre 𝑢(𝑡) e
𝑦(𝑡) é menor que na 1a estratégia. De fato, essa é a estratégia usada por controladores
de parâmetros constantes e os itens 4 e 5 são excluídos. Nessa estratégia, usam-se as
estimativas de parâmetros e o erro de adaptação a priori, os quais aparecerão na análise
de estabilidade. A análise dos esquemas resultantes é muito semelhante, exceto que, como
indicado anteriormente, na 1a estratégia, o erro de adaptação a posteriori terá um papel
importante, enquanto na 2a estratégia, as propriedades do erro de adaptação a priori
serão usadas (LANDAU et al., 2011).
No presente trabalho, será usada a 1a estratégia de controle adaptativo indireto,
pois foi considerado que há suficiente capacidade de hardware, além do mais, o foco reside
no acoplamento e análise de algoritmos e na seleção automática da estrutura de con-
trole, sendo essa dependente do tempo de atraso do canal de comunicação do sistema de
teleoperação bilateral mestre escravo.
1.4 Contribuições da Pesquisa
O objetivo final desta tese é a proposição de estratégias de controle adaptativo
indireto de sistemas de teleoperação bilateral sujeitos a variações de parâmetros. Para
atingir esse objetivo, foram propostos diversos algoritmos de estimação de parâmetros e
de controle. Em resumo as contribuições desta tese são:
1. A proposição de um algoritmo recursivo de estimação de estados e de parâmetros
baseado em observadores de estados não lineares e filtros de variáveis de estado
recursivos;
2. A proposição de um algoritmo recursivo de estimação de estados e de parâmetros
baseado em observadores de estados lineares e filtros de variáveis de estado recursivos
com fator de esquecimento; e
3. A proposição de acoplamento dos algoritmos de estimação de parâmetros e do tempo
de atraso desconhecido ao algoritmo de controle adaptativo indireto com estrutura
flexível aplicado ao sistema de teleoperação bilateral mestre escravo.
As contribuições desta tese estão parcialmente publicadas nos artigos:
1. ROSSINI, F. L.; GIESBRECHT, M. Identificação Recursiva de Sistemas Dinâmicos
Contínuos Variantes no Tempo através do Filtro de Kalman Estendido e da Filtra-
gem de Variáveis de Estado pelo Método dos Mínimos Quadrados Recursivos. XXII
Congresso Brasileiro de Automática (CBA2018), 2018 (ROSSINI; GIESBRECHT,
2018);
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2. ROSSINI, F. L.; MARTINS, G. S.; GONÇALVES, J. P. S.; GIESBRECHT, M.
Recursive Identification of Continuous Time Variant Dynamical Systems with the
Extended Kalman Filter and the Recursive Least Squares State-Variable Filter.
15th International Conference on Informatics in Control, Automation and Robotics
(ICINCO), 2018 (ROSSINI et al., 2018).
A seguir é listado o título do artigo submetido em 27/01/2020 à revista:
1. ROSSINI, F. L.; GIESBRECHT, M. A Recursive Method for States and Parameters
Estimation in Time-Variant Multiariable Continuous Systems. Journal of Control,
Automation and Electrical Systems
1.5 Organização da Tese
No Capítulo 2, é descrito o sistema de teleoperação bilateral com tempo de atraso
no canal de comunicação e algumas de suas aplicações. Nesse mesmo capítulo, relatam-
se as principais pesquisas para alcançar a estabilidade e o critério de transparência do
sistema.
No Capítulo 3, apresentam-se os métodos computacionais utilizados para fil-
tragem, estimação e controle adaptativo do sistema teleoperado. No caso da filtragem,
utilizou-se o Filtro de Variáveis de Estado, o qual exige apenas os sinais de entrada e
saída do sistema. Para a estimação de estados, foram usados o Filtro de Kalman e Fil-
tro de Kalman Estendido. Para estimação de parâmetro, usou-se o Método dos Mínimos
Quadrados Recursivo e algumas de suas extensões. No caso de controle adaptativo, foi
utilizado um controlador com dois graus de liberdade, sendo este capaz de atender as
especificações transientes e estacionária do projeto, além de realizar o rastreamento do
setpoint.
No Capítulo 4, são apresentadas as contribuições propostas pelo autor desta tese
para tratar dos problemas de estimação e controle do sistema de teleoperação bilateral.
Na Seção 4.1, o primeiro esquema é proposto, sendo realizado o acoplamento dos algorit-
mos EKF e RLSSVF para estimação de estados e de parâmetros variantes da matriz de
transferência de estados do sistema, respectivamente. Na Seção 4.2, é proposta a segunda
abordagem, em que foram acoplados os algoritmos de KF e RLSSVF𝜆, para estimação de
parâmetros variantes específicos do sistema escravo. Na Seção 4.3, é proposto um sistema
de controle adaptativo, para essa abordagem foram acoplados os métodos de estimação e
controle adaptativo.
No Capítulo 5, são apresentados os resultados numéricos da filtragem, estimação
e controle propostos e aplicados a sistema de teleoperação bilateral.
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No Capítulo 6, são relatadas as conclusões desta pesquisa, assim como suas pers-
pectivas futuras.
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2 Controle de Sistemas de Teleoperação
Neste capítulo são apresentadas as principais linhas de pesquisa que envolvem o
controle de sistemas de teleoperação bilaterais. O principal problema em um sistema te-
leoperado é a incerteza, sendo essa relacionada principalmente aos parâmetros do sistema
escravo e ao atraso de informação no canal de comunicação. Assim, são relatadas a seguir
as linhas teóricas mais importantes, que buscam superar tal dificuldade.
Na Seção 2.1, é descrito o sistema de teleoperação bilateral com tempo de atraso.
Na Seção 2.2, são apresentadas algumas aplicações de sistemas de teleoperação. Na Seção
2.3, relata-se sobre as principais estratégias de controle aplicadas aos sistemas teleopera-
dos. Na Seção 2.4, apresenta-se a justificativa para desenvolvimento do presente trabalho
de pesquisa e na Seção 2.5, são redigidas as principais observações constatadas neste
capítulo.
2.1 Descrição do Sistema de Teleoperação Bilateral com Tempo
de Atraso
Existem muitas situações em que não é adequado, ou mesmo é impossível, em-
pregar pessoas para realizar certas tarefas, por vários motivos, tais como: distância, difícil
acesso, escala da tarefa, atmosfera classificada, ambiente sem condições mínimas de sobre-
vivência, etc. Para contornar essas dificuldades, uma alternativa viável é o uso de sistemas
teleoperados, os quais são compostos de dois dispositivos, sendo um chamado de mestre
e o outro de escravo. O sistema mestre se encontra num ambiente adequado ao operador
humano, enquanto o sistema escravo se localiza no ambiente da tarefa e deverá reproduzir
os comandos realizados pelo mestre. Contudo, o sistema escravo está sujeito às variações
e perturbações do ambiente da tarefa e, com isso, deteriora o seu desempenho. Assim, no
sistema mestre escravo há vários parâmetros que sofrem alterações ao longo do tempo,
especialmente os que dizem respeito ao sistema escravo. Portanto, para recuperar seu de-
sempenho é necessário selecionar e quantificar os parâmetros variantes, assim fornecendo
informações precisas para o ajuste do sistema. A partir disso, a teoria de identificação de
sistemas vem ao encontro da necessidade de se conhecer e quantificar incertezas paramé-
tricas em sistemas dinâmicos, sendo o sistema mestre escravo uma classe desses.
O atraso de comunicação em muitos sistemas dinâmicos é uma fonte de desem-
penho fraco ou de instabilidade. O sistema de teleoperação bilateral é um dos tipos de
sistemas que mais sofre com o tempo de atraso. Na teleoperação bilateral, o operador hu-
mano aplica força ao sistema mestre para produzir o movimento desejado. O movimento
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do mestre é transmitido para o sistema escravo através do canal de comunicação sujeito
ao atraso. O sistema escravo rastreia o movimento do sistema mestre e envia de volta a
força refletida do ambiente de tarefas para o sistema mestre na forma de realimentação.
O sistema de teleoperação bilateral pode ser descrito de modo geral pelo diagrama de
blocos mostrado na Figura 2 (ROSHANDEL et al., 2011).
Operador 
Humano
Sistema
Escravo
Canal de 
Comunicação
Sistema 
Mestre
Ambiente da 
Tarefa
Força Posição
atrasada
Posição Posição
Realimentação
de posição
Força 
exercida
Força 
atrasada
Força 
refletida
Figura 2 – Diagrama de blocos do sistema de teleoperação bilateral.
Se o escravo reproduzir com exatidão os comandos do sistema mestre e o mestre
observar corretamente as forças no sistema escravo, então o operador humano experimen-
tará a mesma interação que o sistema escravo. Isso é chamado de critério de transparên-
cia nos sistemas de teleoperação. Na análise dos sistemas de teleoperação as principais
questões são os critérios de estabilidade e transparência. No entanto, o atraso no canal
de comunicação pode deteriorar o desempenho dos sistemas de teleoperação bilaterais
(ROSHANDEL et al., 2011). Considerando essas questões, vários esquemas de controle
foram propostos nas literaturas.
2.2 Aplicações de Sistemas de Teleoperação
Existem as mais variadas aplicações de sistemas de teleoperação. Relatam-se a
seguir algumas dessas para representar as áreas de medicina e de engenharia.
Na medicina, a tecnologia de teleoperação bilateral é muito promissora, pois pos-
sibilita intervenção e avaliação remota de pacientes localizados a distância do laboratório
ou consultório médico (KIM et al., 2013). No artigo (KIM et al., 2013), foi apresentada
uma experiência de teleoperação bilateral intercontinental, entre os institutos nacionais
de saúde nos EUA e o Hospital de Bundang da Universidade Nacional de Seul na Co-
réia. O experimento considerado trata da avaliação remota do cotovelo prejudicado com
pacientes pós Acidente Vascular Cerebral (AVC). Para isso, foram propostas três tarefas
avaliativas realizadas por meio de um sistema de teleoperação bilateral, que é composto
pelos equipamentos mestre escravo e pela lei de controle bilateral. Os resultados das três
tarefas remotas de avaliação não apresentaram diferenças significativas entre os pacientes
em local remoto e os de controle. Portanto, tais testes podem ser implementados por meio
do sistema de avaliação remota online. Apesar do grande tempo de atraso, cerca de no
máximo 500ms, o clínico localizado em área remota pôde medir e avaliar com precisão o
cotovelo comprometido do paciente, na maior parte dos testes realizados.
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A outra área de pesquisa aqui representada é de engenharia. Uma situação recor-
rente em sistemas de teleoperação foi descrita no artigo (RUWANTHIKA; ABEYKOON,
2014), o qual propôs um limitador de força na pinça do sistema escravo, para evitar a
deformação do objeto quando esse se encontra preso. Assim, a trava de força protege o
objeto agarrado pelo escravo e, além disso, o limite de força é notificado pelo operador
mestre por meio de uma pequena vibração. Com isso, o operador mestre experimenta
um efeito de mola ao pressionar sua alavanca na direção de aumento da força. Além da
vibração, a perda de força de reação proveniente do ambiente remoto também pode ser
detectada pelo operador mestre.
Já no artigo (LI et al., 2014), é proposta uma situação de teleoperação bilateral
para realização de uma tarefa hábil. Assim, para aproveitar ao máximo a inteligência, a
experiência e as entradas sensoriais dos operadores humanos, é possível envolver múlti-
plos braços humanos por meio de múltiplos mestres, todos no controle de um único robô
escravo com alto grau de liberdade (do inglês, Degree Of Freedom - DOF). Um sistema de
teleoperação háptico cooperativo de múltiplos mestres e único escravo com 𝑛-DOF pode
ser modelado como uma rede de duas portas, sendo cada porta ou terminal conectado
a uma terminação definida por 𝑛 entradas e 𝑛 saídas. A análise de estabilidade de tal
sistema não foi trivial, devido ao acoplamento dinâmico entre os diferentes robôs, os ope-
radores humanos e os ambientes físicos ou virtuais. A dinâmica desconhecida dos usuários
e dos ambientes torna o problema mais difícil. Contudo, os autores apresentaram um
novo método direto no domínio da frequência para análise de estabilidade deste sistema.
Como estudo de caso, dois dispositivos hápticos principais de 1-DOF e 2-DOF foram
considerados para teleoperar um robô escravo de 3-DOF. A partir de um estudo de caso,
foi desenvolvida a análise do sistema de teleoperação, a qual resultou numa estabilidade
fraca. Por fim, por meio de simulações e experimentos, o critério de estabilidade fraca
proposto foi validado.
Em outra aplicação real de sistema de teleoperação é apresentada no artigo (KIM
et al., 2012). Nesse artigo um manipulador lança jato 𝑂2 no processo de forno elétrico
a arco (do inglês, Electric Arc Furnace - EAF) para fornecer oxigênio, a fim de remover
as impurezas do metal fundido. Entretanto, o manipulador é controlado por operador
humano, o qual obtém apenas informações visuais sobre o EAF para evitar a colisão
entre a lança e o EAF. A teleoperação bilateral pode ser uma solução para esse problema,
mas devido ao ambiente extremo do EAF, a força de feedback deve ser gerada com base
em simulação do ambiente de trabalho. Como os parâmetros do EAF e da lança de 𝑂2
variam no tempo, existem alguns erros entre o ambiente virtual e o ambiente real que
levam o feedback de força incorreto. No referido artigo, foi desenvolvido um método de
estimação de parâmetros da lança e do EAF. O método proposto atualiza os parâmetros
do EAF e do manipulador em tempo real, para que a teleoperação bilateral gere uma
força de feedback mais precisa. A funcionalidade do método proposto foi validada por
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experimento.
Nesta seção foram apresentadas algumas aplicações reais de sistema de teleopera-
ção, já na próxima seção é dada ênfase nos algoritmos de controle utilizados para resolver
o problema de teleoperação bilateral.
2.3 Controle de Sistemas de Teleoperação
Nas últimas décadas o projeto de sistemas de teleoperação bilateral sem tempo
de atraso teve um grande avanço. No entanto, a presença de atrasos de comunicação entre
o mestre e o escravo torna o projeto desses sistemas desafiador, uma vez que deteriora
severamente o desempenho e possivelmente os torna instáveis (SAKAI et al., 2017).
Em (TAVAKOLI et al., 2008), descreveu-se a discretização de um sistema de
controle de teleoperação bilateral estável contínuo para implementação digital com foco
na estabilidade da teleoperação mestre escravo sob controle bilateral de tempo discreto.
Foram determinadas regiões de estabilidade, a partir das seguintes condições: limite supe-
rior do período de amostragem, varição dos ganhos de controle incluindo o amortecimento
introduzido pelo controlador e na rigidez do ambiente. Entre as condições de estabilidade
obtidas, foram encontrados limites inferiores e superiores no amortecimento do controla-
dor, além dos limites superiores no período de amostragem e a rigidez do ambiente. Isso
implica que, conforme o período de amostragem aumenta, a rigidez máxima admissível
do ambiente, no qual o robô escravo interage de forma estável diminui. Para validação do
trabalho, os resultados teóricos obtidos na análise de estabilidade foram confirmados por
um estudo de simulação. Por fim, conclui-se que o atrito dissipa energia e desempenha
um papel estabilizante no sistema de controle de teleoperação. Em resumo, as regiões
de estabilidade encontradas e relatadas no artigo correspondem ao pior cenário para um
sistema de teleoperação.
Na teleoperação bilateral, o operador experimenta forças e torques aplicados ao
manipulador escravo de modo remoto. Essas forças e torques, no entanto, são resultantes
de parte do contato e de parte sem contato com o ambiente. Assim, por várias razões se
torna vantajoso eliminar essas forças e torques sem contato em tarefas de teleoperação,
essas forças e torques fadigam o operador ou dificultam a detecção de contatos com o
ambiente. Em (KUBUS; WAHL, 2009), foi apresentado um algoritmo de controle de força
e posição com controle de passividade para atenuar forças e torques sem contato. A partir
de sensores de aceleração instalados nas juntas do robô, tornou-se possível o cálculo dessas
forças e torques sem contato, para assim realizar a atenuação ou mesmo a eliminação. Para
validação do método, foram apresentados resultados experimentais que demonstraram a
eficácia da abordagem.
Na área espacial, o controle de sistemas de teleoperação bilateral é um método
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frequentemente utilizado para realização de tarefas. No artigo (HOU et al., 2010), foi
desenvolvido um controlador bilateral para um robô espacial em órbita sem contato com
o ambiente. Assim, foi introduzido uma estrutura de malha fechada para constituir o
sistema de controle bilateral com feedback de força. Em seguida foi elaborado um modelo
dinâmico para análise de estabilidade usando a teoria de Lyapunov. Assim, construiu-se
uma equação que representou as restrições dos parâmetros, as quais podem assegurar a
estabilidade do sistema. Por fim, foi projetado um controlador com base na equação de
restrições dos parâmetros. Para validação do método, foram realizadas simulações com
atraso unilateral máximo de 5 segundos e foi demonstrado numericamente que o critério
de transparência para o sistema de teleoperação foi atingido.
Em (MORADI et al., 2013) foi proposto um método para garantir estabilidade e
melhor rastreamento de posição e reflexão de força, aplicado a um sistema de teleoperação
não linear. Tal método considerou o teorema da estabilidade de Lyapunov, sendo a função
Lyapunov-Krasovskii encontrada numericamente via programação SOS (do inglês, Sum
of Squares - SOS). No artigo, o robô escravo interagiu com o ambiente não linear e os
tempos de atraso de transmissão para frente e para trás foram considerados simétricos e
constantes. A eficiência do método foi examinada via simulação. As vantagens do método
são a não necessidade de cálculos complexos para encontrar a função Lyapunov e o fato
de que o método não usa abordagens de transformação de dispersão e passividade. Assim,
a análise do sistema ficou mais simples.
Outra situação foi relatada em (LIU, 2014), em que os autores trabalharam com
a sincronização robusta para sistemas Lagrangeanos em rede sob incertezas dinâmicas e
tempos de atraso na comunicação. A partir de funções de armazenamento ponderadas,
os autores propuseram um esquema de controle robusto, para garantir que os sistemas
Lagrangeanos interconectados em rede atinjam soluções, mesmo que limitadas. O sistema
de controle desenvolvido garantiu ação síncrona na ausência de uma trajetória comum. O
algoritmo de controle robusto foi aplicado a sistemas de teleoperação bilateral composto
por múltiplos robôs escravos. O limite máximo das soluções, permitiu quantificar as incer-
tezas dinâmicas do sistema de teleoperação, a partir da atuação do operador humano em
robôs escravos locais. Criaram-se diversas situações virtuais para um grupo de sistemas
robóticos não lineares de teleoperação, as quais foram usadas para validar a eficácia dos
algoritmos de controle desenvolvidos.
No artigo (OIKI; MURAKAMI, 2015), foi proposto um controle autônomo bilate-
ral unificado para sistema mestre escravo não idênticos e com sistema escravo redundante.
O robô mestre considerado, foi um manipulador planar com 2-DOF e o robô escravo, tam-
bém planar, mas com 4-DOF. Foram aplicadas duas estratégias de controle ao sistema
escravo, sendo no 1o e 2o link o controle autônomo e no 3o e 4o link o controle bilateral. Na
abordagem, os controles de posição e de força foram aplicados a cada subsistema. Logo,
ocorreu a influência na resposta de força, causada pela interferência de controle. Assim,
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para validação da proposta de controle, foram realizados experimentos e comparações das
respostas de força do controle convencional e do controle proposto, sendo observada a
eficiência desse último. Constatou-se também, a dificuldade de operação dos robôs devido
à diferença estrutural e ao tempo de atraso de comunicação.
No contexto de sistemas de teleoperação bilateral com feedback háptico, o mesmo
permite que usuários humanos manipulem objetos ou executem tarefas complexas em am-
bientes remotos ou inacessíveis para seres humanos (TAVAKOLI et al., 2008) (XU et al.,
2016). Como já mencionado em artigos anteriores, o tempo de atraso na rede de comu-
nicação dos sistemas de teleoperação comprometem a estabilidade e a transparência do
sistema. Em (XU et al., 2016), foi relatado sobre a abordagem de teleoperação mediada
por modelo (do inglês, Model-Mediated Teleoperation - MMT), tal abordagem foi desen-
volvida para garantir estabilidade e transparência do sistema na presença de tempos de
atraso. O referido artigo, apresenta o desenvolvimento histórico da abordagem MMT a
partir do final da década de 1980 e os principais desafios enfrentados no projeto de um
sistema MMT.
A partir do princípio do Smith Predictor, um sistema MMT deve possuir um
modelo preciso do ambiente remoto (XU et al., 2016). Para isso, o maior desafio dessa
abordagem foi a modelagem do ambiente. Assim, bons algoritmos de estimação em tempo
real e uma rede de sensores instalados no ambiente remoto são requisitos para aplicação
dessa metodologia. Além da estimação do modelo, outros desafios devem ser contornados,
tais como: compressão de dados, atualização de modelos e controle do sistema escravo. Por
fim, a abordagem MMT busca atender simultaneamente a estabilidade e a transparência
para ambientes relativamente simples. Contudo, devido às limitações dos algoritmos de
estimação on-line, a abordagemMMT pode não funcionar de maneira eficiente em ambien-
tes complexos ou desconhecidos. Portanto, essa abordagem busca desenvolver algoritmos
de identificação em tempo real mais robustos e realistas.
Em (BHARDWAJ et al., 2016), foi implementado o rastreamento mestre escravo
com feedback tátil, por meio do dispositivo háptico Geomagic R○ TouchTM . O modelo
dinâmico do sistema foi identificado através de filtros adaptativos e a estimação dos pa-
râmetros foi realizada com o algoritmo Widrow’s Least Mean Square (WLMS). O filtro
possui como característica a variação lenta no tempo e sua atualização foi baseada na
minimização do erro entre uma determinada posição angular do mestre e a posição do
escravo. As simulações foram realizadas no ambiente do software MATLAB R○, o qual
validou o método proposto através do rastreamento do mestre pelo sistema escravo, assim
como, o mestre foi capaz de detectar o feedback tátil. Contudo, os parâmetros do filtro e
do sistema mestre escravo, não foram apresentados no artigo.
No contexto de sistemas de teleoperação, o controle sem sensor (do inglês, sensor-
less) pode melhorar o desempenho à tolerância a falhas de robôs teleoperados sujeitos a
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ambientes ruidosos (SAKÓW et al., 2017) (AKUTSU et al., 2018a). Contudo, os métodos
de controle sem sensor são em geral sensíveis aos erros de parâmetros. Em (AKUTSU et
al., 2018b), foi realizada a transmissão de movimento sem sensor para teleoperação háp-
tica entre locais remotos. Os sistemas sem sensor apresentaram-se robustos aos ambientes
agressivos, sendo essa uma grande vantagem dos sistemas teleoperados. No referido artigo,
foram estabelecidas restrições para projeto do controlador para transmissão de torque e
de sincronização de velocidade. Em que, tais restrições são conhecidas como requisitos
para teleoperação háptica. Para validação, realizaram-se análises e simulações, as quais
confirmaram a qualidade do método proposto, quanto à transmissão de movimento sem
sensor entre motores remotos.
Outro método de controle para sistemas de teleoperação sem sensor proposto em
(AKUTSU et al., 2018a), requer o valor preciso da resistência. Nesse artigo, foi proposta
a transmissão de movimento sem sensor, juntamente com um método de identificação.
O método de identificação, buscou estimar a resistência do sistema escravo, a qual tem
um efeito significativo na transmissão de movimento. O método de identificação proposto
foi baseado no método dos mínimos quadrados e para sua validação, foram realizadas
simulações, as quais mostraram que a transmissão de movimento sem sensor foi alcançada
com sucesso, a partir da resistência identificada.
Ao considerar a topologia de robôs multi-legged, constata-se a crescente variedade
de aplicações, especialmente para atender ambientes não estruturados. Assim, novos de-
safios surgiram em termos de projeto de sistemas de controle, sendo um desses problemas
gerado pelos múltiplos graus de liberdade (𝑛-DOF) das pernas robóticas. No artigo (YOU
et al., 2018), foi proposto um método para controle de teleoperação bilateral de um robô
hexápode. Nesse sistema de teleoperação, os deslocamentos do robô mestre e as veloci-
dades do corpo do robô escravo foram mapeadas. Assim, um controlador foi projetado
baseado no erro entre a velocidade esperada e a velocidade real do corpo, sendo o erro
realimentado ao operador na forma de força háptica. Logo, o critério de transparência do
sistema de controle foi alcançado, a partir do aumento da compensação de amortecimento
nos robôs mestre e escravo. Além disso, a estabilidade do sistema foi garantida através
da teoria de passividade. Por fim, o método proposto foi validado por meio de simula-
ções. Contudo, não foram considerados nesse projeto de controle de teleoperação do robô
hexápode, terrenos não estruturados e atrasos de tempo.
Nesta seção, foram descritas diversas estratégias de controle aplicadas aos siste-
mas de teleoperação. Observa-se o investimento de muito esforço para melhorar a esta-
bilidade e a transparência dos referidos sistemas. Tais esforços, permeiam assuntos, tais
como: a discretização de sistemas teleoperados, a qual reflete nas regiões de estabilidade;
a atenuação ou a eliminação de forças e torques sem contato, ao custo de uso de mo-
delo e de sensores de aceleração nas juntas; o uso da teoria de Lyapunov para projetar o
controlador, a partir do modelo e de limite do tempo de atraso máximo; a sincronização
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de um grupo de robôs, em conta de soluções limitadas; sistemas mestre e escravo com
estruturas distintas; a teleoperação mediada por modelo e o controle sem sensor; e robôs
multi-legged, opção para ambientes não estruturados, em contra partida o aumento do
grau de liberdade. Isso demonstra que a área de pesquisa em sistema de teleoperação é
pujante e demanda de muita pesquisa, para contornar tantos desafios.
2.4 Justificativa
Ao considerar o levantamento bibliográfico anterior sobre sistema de teleoperação
bilateral, é perceptível a falta de trabalhos que realizem a interseção entre a estimação do
tempo de atraso no canal de comunicação e dos parâmetros do sistema recursivamente,
juntamente com estratégia de controle adaptativo. Além disso, nota-se que, nas referências
estudadas, em geral não é feita a seleção automática da estrutura do sistema de controle
adaptativo necessária caso haja variação no tempo de atraso, o ajuste dos parâmetros
do controlador em tempo real para atendimento de restrições transientes, estacionárias e
rastreamento do setpoint pelo sinal de saída. Outro aspecto que normalmente não é abor-
dado nas referências é o retorno on-line ao projetista de todos os parâmetros estimados e
os calculados do sistema de controle adaptativo.
A falta de abordagem dos temas relacionados foi a motivação para as propostas
desenvolvidas nesta tese. Os algoritmos propostos permitem a solução dos problemas
listados e são contribuições inéditas no campo de identificação e controle de sistemas
teleoperados com atraso no canal de comunicação.
2.5 Conclusão Parcial
Neste capítulo foram apresentadas as principais linhas de pesquisa de controle
aplicado a sistemas de teleoperação. As caraterísticas gerais de tais pesquisas são: uso de
ferramentas para discretização de modelos contínuos, imposição de limites para as varia-
ções ou incertezas dos parâmetros do modelo ou do ambiente, uso de modelos implícitos
e a ausência do retorno de parâmetros ou ganhos do sistema de controle ao operador.
No presente trabalho, foram implementados e acoplados códigos com a finalidade
de não impor limites para a varição dos parâmetros e o retorno das estimações ao usuário.
E a partir das estimações, foi proposto o esquema de controle adaptativo com retorno de
todos os parâmetros e ganhos do sistema de controle, conforme detalhado nos capítulos a
seguir.
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3 Estimação de Parâmetros e Controle Adap-
tativo de Sistemas de Teleoperação
A determinação on-line de parâmetros de processo é um elemento chave em con-
trole adaptativo. Para determinar os parâmetros por meio da estimação, existem duas
abordagens quanto ao retorno dos valores, sendo a estimação implícita e a explícita (ÅS-
TRÖM; WITTENMARK, 2013). Neste capítulo, descrevem-se métodos de estimação em
tempo real explícita, a qual torna possível o retorno das estimações ao projetista.
Quando um sistema a ser identificado possui parâmetros variantes no tempo,
medições mais recentes devem ter maior peso na estimação, pois carregam informações
atualizadas sobre o sistema. Com isso, para estimar os parâmetros de um sistema vari-
ante no tempo, é necessário implementar um estimador recursivo, o qual pondera de modo
diferenciado as informações disponíveis (COSTA et al., 2014) (MENG et al., 2018). A vari-
ação de parâmetros no tempo ocorre por muitas razões, tais como: mudanças no ambiente
de trabalho, desgaste dos componentes, degradação de propriedades físicas do sistema e
de seus elementos, quebra, etc (COSTA et al., 2014) (AGUIRRE, 2015) (MENG et al.,
2018). A seguir são descritas ferramentas capazes de realizar a filtragem e a estimação de
parâmetros.
Na Seção 3.1, descreve-se a discretização para modelos matemáticos na forma
de espaço de estado. Na Seção 3.2, relata-se sobre o Método dos Mínimos Quadrados
Recursivo. Na Seção 3.3, apresenta-se a filtragem e a identificação de sistemas de tempo
contínuo. Na seção 3.4 é mostrado a estimação de sistemas de teleoperação. Na Seção 3.5
é apresentado o controle adaptativo e na Seção 3.6 são relatadas as conclusões parciais
deste capítulo.
3.1 Discretização de Sistemas na Forma de Espaço de Estado
Ao considerar o monitoramento ou mesmo o controle de sistemas reais, surge a
necessidade de medição de algumas grandezas do sistema, tais como, os sinais de entrada e
de saída. Esse processo de medição é realizado de forma discreta, ao observar as grandezas
de interesse nos instantes de tempo específicos. Assim, torna-se importante trabalhar com
modelos discretizados dos sistemas dinâmicos, ao invés de lidar com seus modelos de
tempo contínuo.
Considere ummodelo multivariável contínuo variante no tempo, dado por (YOUNG,
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2011):
x˙(𝑡) = A𝑐(𝑡)x(𝑡) +B𝑐(𝑡)u(𝑡) (3.1a)
y(𝑡) = C𝑐(𝑡)x(𝑡) +D𝑐(𝑡)u(𝑡) (3.1b)
sendo que 𝑡 é o tempo contínuo, x(𝑡) ∈ R𝑛 é o vetor de estado, u(𝑡) ∈ R𝑚 é o sinal de
entrada, y(𝑡) ∈ R𝑝 é o sinal de saída, A𝑐(𝑡) ∈ R𝑛×𝑛 é a matriz de transição de estado,
B𝑐(𝑡) ∈ R𝑛×𝑚 é a matriz de entrada, C𝑐(𝑡) ∈ R𝑝×𝑛 é a matriz de saída e D𝑐(𝑡) ∈ R𝑝×𝑚 é
a matriz de transmissão direta.
Sob a hipótese que a matriz B𝑐(𝑡) e o vetor de entrada u(𝑡) são constantes entre
dois instantes de tempo 𝑡𝑘−1 e 𝑡𝑘, tais que 𝑡𝑘−1 ≤ 𝑡 < 𝑡𝑘, hipótese conhecida como
Segurador de Ordem Zero (do inglês, Zero-Order Hold - ZOH), o valor do estado no
instante 𝑡𝑘 pode ser determinado a partir do valor do estado no instante de tempo 𝑡𝑘−1 a
partir da seguinte expressão:
x(𝑡𝑘) = A𝑑(𝑡𝑘−1)x(𝑡𝑘−1) +B𝑑(𝑡𝑘−1)u(𝑡𝑘−1) (3.2)
sendo 𝜏 = 𝑡𝑘 − 𝑡𝑘−1 o intervalo de amostragem e
A𝑑(𝑡𝑘) = 𝑒A𝑐(𝑡)𝜏 (3.3a)
B𝑑(𝑡𝑘) =
∫︁ 𝜏
0
𝑒A𝑐(𝑡)𝜆𝑑𝜆B𝑐(𝑡) (3.3b)
sendo 𝑒A𝑐(𝑡) a função matriz exponencial, cuja expansão em série é dada por:
𝑒A𝑐(𝑡) = I+A𝑐(𝑡) +
A2𝑐(𝑡)
2! + ...+
A𝑛𝑐 (𝑡)
𝑛! + ... (3.4)
Assim a equação (3.3) é a versão equivalente exata do modelo de espaço de
estado de tempo contínuo (3.1), fornecido sob a suposição de ZOH. Portanto, o sistema
discretizado é agora representado por:
x(𝑡𝑘+1) = A𝑑(𝑡𝑘)x(𝑡𝑘) +B𝑑(𝑡𝑘)u(𝑡𝑘) (3.5a)
y(𝑡𝑘) = C𝑑(𝑡𝑘)x(𝑡𝑘) +D𝑑(𝑡𝑘)u(𝑡𝑘) (3.5b)
sendo C𝑑(𝑡𝑘) = C𝑐(𝑡) e D𝑑(𝑡𝑘) = D𝑐(𝑡) para o tempo 𝑡 = 𝑡𝑘.
A fim de obter uma relação bijetora entre os modelos contínuo e discreto, a
equação (3.4) pode ser truncada como segue:
A𝑑(𝑡𝑘) ≈ I+A𝑐(𝑡)𝜏 (3.6a)
B𝑑(𝑡𝑘) ≈ B𝑐(𝑡)𝜏 (3.6b)
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No caso em que a equação (3.1) possui ruído aditivo no sistemaw𝑐(𝑡) e de medição
v𝑐(𝑡), sua forma discreta é expressa por:
x(𝑡𝑘+1) = A𝑑(𝑡𝑘)x(𝑡𝑘) +B𝑑(𝑡𝑘)u(𝑡𝑘) +w𝑑(𝑡𝑘) (3.7a)
y(𝑡𝑘) = C𝑑(𝑡𝑘)x(𝑡𝑘) +D𝑑(𝑡𝑘)u(𝑡𝑘) + v𝑑(𝑡𝑘) (3.7b)
sendo que, w𝑑(𝑡𝑘) ∈ R𝑛 e v𝑑(𝑡𝑘) ∈ R𝑝 são ruídos gaussianos brancos, tais que, w𝑑(𝑡𝑘) =
𝜏w𝑐(𝑡) e v𝑑(𝑡𝑘) = v𝑐(𝑡), com matrizes de covariância Q(𝑡𝑘) e R(𝑡𝑘), respectivamente.
Para a equação (3.6), existirá uma relação entre os parâmetros dos modelos do
sistema de tempos contínuo e discreto, permitindo a estimação dos parâmetros físicos do
sistema de tempo contínuo através da estimação dos parâmetros matemáticos do modelo
discreto, como será mostrado na Seção 5.2 para o caso do sistema teleoperado.
3.2 Método dos Mínimos Quadrados Recursivo
Ao considerar um sistema de teleoperação bilateral, é necessário caracterizar os
parâmetros do sistema a fim de alcançar critérios de desempenho, tais como a estabilidade
e a transparência (MOHAMMADI et al., 2017), os quais são conflitantes. Esses sistemas
são investigados com o objetivo de caracterizar o tempo de atraso, contudo há também
outros parâmetros variantes no tempo ou incertos, tais como a massa e a impedância do
sistema escravo (ROSHANDEL et al., 2011) e (GANJEFAR et al., 2018).
No caso em que o sistema dinâmico a ser identificado contêm parâmetros que
variam no tempo, observações mais recentes devem ter peso mais significativo que as
informações passadas na estimação de parâmetros, pois tais observações carregam infor-
mações atualizadas sobre o sistema. Logo, para estimar os parâmetros de um sistema
variante no tempo, torna-se necessário construir um estimador recursivo, que considera as
informações disponíveis e que pondera de forma diferenciada as mais recentes (COSTA et
al., 2014) (MENG et al., 2018). Se as informações de estados estão disponíveis, a aborda-
gem dos mínimos quadrados pode ser adotada para estimar cada elemento das matrizes
A𝑑(𝑡𝑘) e B𝑑(𝑡𝑘) do sistema em (3.7).
Considere o problema de identificação em tempo discreto de um modelo da forma
(3.7). Os estados podem não estar disponíveis para medição diretamente. Contudo, podem
ser estimados com observadores de estados, como detalhado nas Seções 3.3.2 e 3.3.3. Uma
vez estimados os estados, o problema torna-se encontrar os elementos do par de matrizes
A𝑑(𝑡𝑘) e B𝑑(𝑡𝑘), dada uma sequência de informações {x(𝑡𝑘),u(𝑡𝑘)} ou determinar os
elementos das matrizes C𝑑(𝑡𝑘) e D𝑑(𝑡𝑘), a partir de uma sequência {y(𝑡𝑘),x(𝑡𝑘),u(𝑡𝑘)}.
Para realizar a estimação do modelo (3.7), manipulam-se as equações a fim de
obter:
X = ΨΘ (3.8)
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sendo X é o vetor de medição, Ψ é o vetor regressor e Θ é o vetor de parâmetros.
A estimação atualizada Θ^(𝑡𝑘), é dada por:
Θ^(𝑡𝑘) = Θ^(𝑡𝑘−1) + L(𝑡𝑘)
[︁
X(𝑡𝑘)−Ψ(𝑡𝑘)ᵀΘ^(𝑡𝑘−1)
]︁
(3.9)
sendo Θ^(𝑡𝑘−1) o vetor com os parâmetros estimados na última iteração, X(𝑡𝑘) é a medição
do sinal de saída e L(𝑡𝑘) é o ganho de estimação, que é calculado a partir do vetor regressor
Ψ(𝑡𝑘) e a matriz de covariância P(𝑡𝑘−1), da forma:
L(𝑡𝑘) =
P(𝑡𝑘−1)Ψ(𝑡𝑘)
Ψ(𝑡𝑘)ᵀP(𝑡𝑘−1)Ψ(𝑡𝑘) + 𝜆
(3.10)
sendo 𝜆 o fator de esquecimento, e a matriz de covariância do erro atualizada P(𝑡𝑘) é
calculada por:
P(𝑡𝑘) =
1
𝜆
⎛⎝P(𝑡𝑘−1)− P(𝑡𝑘−1)Ψ(𝑡𝑘)Ψ(𝑡𝑘)ᵀP(𝑡𝑘−1)Ψ(𝑡𝑘)ᵀP(𝑡𝑘−1)Ψ(𝑡𝑘) + 𝜆
⎞⎠ (3.11)
Portanto, o estimador recursivo de mínimos quadrados com fator de esquecimento
𝜆 (do inglês, Recursive Least Squares Estimator with Forgetting Factor 𝜆 - RLSEFF𝜆) é
obtido pelas equações (3.9)–(3.11), onde o intervalo do fator de esquecimento é dado por
𝜆 ∈ (0, 1). Para mais detalhes consulte (YOUNG, 2011).
3.3 Filtragem e Identificação de Sistemas de Tempo Contínuo
Na seção anterior foi demonstrado que, se as sequências de entrada, de saída e de
estados forem conhecidas, é possível estimar todos os parâmetros do sistema na forma de
espaço de estado. Entretanto, nem todos os estados estão disponíveis para medição, logo
torna-se necessário recorrer a filtros de variáveis de estado ou a observadores de estados
para se obter tais estimativas e, assim, realizar a estimação de parâmetros.
Nesta seção, os principais algoritmos de estimação de estado usados nas propostas
desta tese são apresentados. Na Subseção 3.3.1, apresentam-se os fundamentos do filtro
de variáveis de estados e o método de identificação para sistemas de tempo contínuo com
variação suave de parâmetros é relatado. Na Subseção 3.3.2 o Filtro de Kalman é descrito
e na Subseção 3.3.3 o Filtro de Kalman Estendido é apresentado.
3.3.1 Filtragem de Variáveis de Estado
Nas Subseções 3.3.1.1, 3.3.1.2 e 3.3.1.3, são apresentados os fundamentos da Fil-
tragem de Variáveis de estado.
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3.3.1.1 Modelos de equações diferenciais
Um modelo linear monovariável invariante de tempo contínuo pode assumir a
forma de uma equação diferencial de coeficientes constantes, expressa por (GARNIER et
al., 2008):
𝑑𝑛𝑦(𝑡)
𝑑𝑡𝑛
+ 𝑎1
𝑑𝑛−1𝑦(𝑡)
𝑑𝑡𝑛−1
+ ...+ 𝑎𝑛𝑦(𝑡) = 𝑏0
𝑑𝑚𝑢(𝑡)
𝑑𝑡𝑚
+ 𝑏1
𝑑𝑚−1𝑢(𝑡)
𝑑𝑡𝑚−1
+ ...+ 𝑏𝑚𝑢(𝑡) + 𝑣(𝑡) (3.12)
sendo 𝑑*(.)
𝑑𝑡* o operador diferencial de ordem *, 𝑢(𝑡) é o sinal de entrada, 𝑦(𝑡) é o sinal
de saída, 𝑣(𝑡) é um ruído aditivo branco e 𝑎𝑖 e 𝑏𝑗, com 𝑖 = 1, ...𝑛 e 𝑗 = 0, ...𝑚, são os
parâmetros do modelo, que são constantes, uma vez que o sistema é suposto invariante
no tempo. A equação (3.12) pode ser escrita da forma alternativa, tal como:
𝑦(𝑛)(𝑡) + 𝑎1𝑦(𝑛−1)(𝑡) + ...+ 𝑎𝑛𝑦(𝑡) = 𝑏0𝑢(𝑚)(𝑡) + 𝑏1𝑢(𝑚−1)(𝑡) + ...+ 𝑏𝑚𝑢(𝑡) + 𝑣(𝑡) (3.13)
sendo 𝑦(𝑛)(𝑡) a 𝑛-ésima derivada do sinal de saída de tempo contínuo 𝑦(𝑡) e 𝑢(𝑚)(𝑡) a
𝑚-ésima derivada do sinal de entrada de tempo contínuo 𝑢(𝑡).
A equação (3.13) pode ser reescrita usando os operadores diferenciais 𝐴(𝑝) e 𝐵(𝑝),
como segue:
𝐴(𝑝)𝑦(𝑡) = 𝐵(𝑝)𝑢(𝑡) + 𝑣(𝑡) (3.14)
ou
𝑦(𝑡) = 𝐵(𝑝)
𝐴(𝑝)𝑢(𝑡) + 𝜉(𝑡); 𝜉(𝑡) =
1
𝐴(𝑝)𝑣(𝑡) (3.15)
sendo
𝐴(𝑝) = 𝑝𝑛 + 𝑎1𝑝𝑛−1 + ...+ 𝑎𝑛 (3.16a)
𝐵(𝑝) = 𝑏0𝑝𝑚 + 𝑏1𝑝𝑚−1 + ...+ 𝑏𝑚; 𝑛 ≥ 𝑚 (3.16b)
e 𝑝 = 𝑑(.)
𝑑𝑡
o operador diferencial.
Para qualquer instante de tempo 𝑡 = 𝑡𝑘, a equação (3.13) pode ser reescrita na
forma de regressão como:
𝑑𝑛𝑦(𝑡𝑘)
𝑑𝑡𝑛𝑘
= 𝜙𝑇 (𝑡𝑘)𝜃 + 𝑣(𝑡𝑘) (3.17)
sendo 𝜙(𝑡𝑘) o vetor regressor e 𝜃 o vetor de parâmetros, expressos por, respectivamente:
𝜙𝑇 (𝑡𝑘) =
[︁
−𝑦(𝑛−1)(𝑡𝑘) ... −𝑦(𝑡𝑘) 𝑢(𝑚)(𝑡𝑘) 𝑢(𝑚−1)(𝑡𝑘) ... 𝑢(𝑡𝑘)
]︁
(3.18)
e
𝜃𝑇 =
[︁
𝑎1 ... 𝑎𝑛 𝑏0 ... 𝑏𝑚
]︁
. (3.19)
Supondo que 𝑝𝑛𝑦(𝑡𝑘) e o vetor regressor 𝜙(𝑡𝑘) são amostrados em um número de
instantes de tempo maior que a dimensão do vetor de parâmetros 𝜃, este vetor pode ser
estimado a partir da equação (3.17) usando o método dos mínimos quadrados quando 𝑣(𝑡)
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for ruído branco. Contudo, o vetor regressor 𝜙(𝑡𝑘) contém derivadas temporais dos sinais
de entrada e saída que não estão disponíveis para medição na maioria dos casos reais. Um
método para estimar essas derivadas a partir de amostragem de dados de entrada e de
saída é apresentado a seguir.
3.3.1.2 Método de filtragem de variáveis de estados
Primeiro, considere o modelo da equação diferencial (3.14) sem o ruído aditivo
branco 𝑣(𝑡):
𝐴(𝑝)𝑥(𝑡) = 𝐵(𝑝)𝑢(𝑡) (3.20)
sendo 𝑥(𝑡) a representação da variável de saída livre de ruído.
Considere agora que um filtro de variável de estado com modelo operacional 𝐹 (𝑝)
é aplicado aos sinais 𝑥(𝑡) e 𝑢(𝑡) da equação (3.20), da seguinte forma:
𝐴(𝑝)𝐹 (𝑝)𝑥(𝑡) = 𝐵(𝑝)𝐹 (𝑝)𝑢(𝑡). (3.21)
O filtro de variável de estado 𝐹 (𝑝) de ordem mínima é tipicamente escolhido da
forma:
𝐹 (𝑝) = 1(𝑝+ 𝛽)𝑛 (3.22)
sendo 𝛽 o parâmetro usado para definir a largura de banda do filtro e 𝑛 é a ordem do
sistema a identificar.
Substituindo (3.16) em (3.21), a seguinte equação é obtida:(︁
𝑝𝑛 + 𝑎1𝑝𝑛−1 + ...+ 𝑎𝑛
)︁
𝐹 (𝑝)𝑥(𝑡) =
(︁
𝑏0𝑝
𝑚 + 𝑏1𝑝𝑚−1 + ...+ 𝑏𝑚
)︁
𝐹 (𝑝)𝑢(𝑡). (3.23)
E, agora, substituindo a equação (3.22) em (3.23) a equação resultante é dada
por:(︃
𝑝𝑛
(𝑝+ 𝛽)𝑛 + 𝑎1
𝑝𝑛−1
(𝑝+ 𝛽)𝑛 + ...+ 𝑎𝑛
1
(𝑝+ 𝛽)𝑛
)︃
𝑥(𝑡) =
⎛⎝𝑏0 𝑝𝑚(𝑝+ 𝛽)𝑛+𝑏1 𝑝
𝑚−1
(𝑝+ 𝛽)𝑛+𝑏𝑚
1
(𝑝+ 𝛽)𝑛
⎞⎠𝑢(𝑡)
(3.24)
ou ainda
(𝐹𝑛(𝑝) + 𝑎1𝐹𝑛−1(𝑝) + ...+ 𝑎𝑛𝐹0(𝑝))𝑥(𝑡) = (𝑏0𝐹𝑚(𝑝) + ...+ 𝑏𝑚𝐹0(𝑝))𝑢(𝑡) (3.25)
sendo 𝐹𝑖(𝑝) para 𝑖 = 0, 1, ..., 𝑛 o conjunto de filtros definidos como:
𝐹𝑖(𝑝) =
𝑝𝑖
(𝑝+ 𝛽)𝑛 . (3.26)
A equação (3.25) pode ser reescrita como:
𝑥
(𝑛)
𝑓 (𝑡) + 𝑎1𝑥
(𝑛−1)
𝑓 (𝑡) + ...+ 𝑎𝑛𝑥
(0)
𝑓 (𝑡) = 𝑏0𝑢
(𝑚)
𝑓 (𝑡) + 𝑏1𝑢
(𝑚−1)
𝑓 (𝑡) + ...+ 𝑏𝑚𝑢
(0)
𝑓 (𝑡) (3.27)
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com
𝑥
(𝑖)
𝑓 (𝑡) = 𝐹𝑖(𝑡) * 𝑥(𝑡) (3.28)
e
𝑢
(𝑖)
𝑓 (𝑡) = 𝐹𝑖(𝑡) * 𝑢(𝑡) (3.29)
sendo que 𝐹𝑖(𝑡), para 𝑖 = 0, 1, ..., 𝑛, representa a resposta ao impulso dos filtros definidos
na equação (3.26) e o operador * indica a convolução.
As saídas dos filtros 𝑥(𝑖)𝑓 (𝑡) e 𝑢
(𝑖)
𝑓 (𝑡) fornecem as derivadas temporais pré-filtradas
dos sinais de entrada e saída sem ruído na largura de banda de interesse, que podem ser
usadas na equação (3.17) para estimar os parâmetros invariantes no tempo do modelo
com o método dos mínimos quadrados num processo em batelada, por exemplo.
Considere agora a situação em que existe um ruído branco na medição de saída.
Então, substituindo 𝑥𝑓 (𝑡) por 𝑦𝑓 (𝑡) e o instante de tempo 𝑡 = 𝑡𝑘, a equação (3.27) pode
ser reescrita na forma de regressão linear como:
𝑦
(𝑛)
𝑓 (𝑡𝑘) = 𝜙𝑇𝑓 (𝑡𝑘)𝜃 + 𝜂(𝑡𝑘) (3.30)
sendo 𝜂(𝑡𝑘) um termo de ruído filtrado que surge do ruído de medição da saída. O novo
vetor regressor e o vetor de parâmetros são expressos, respectivamente, por:
𝜙𝑇𝑓 (𝑡𝑘) =
[︁
−𝑦(𝑛−1)𝑓 (𝑡𝑘) ... −𝑦0𝑓 (𝑡𝑘) 𝑢(𝑚)𝑓 (𝑡𝑘) 𝑢(𝑚−1)𝑓 (𝑡𝑘) ... 𝑢(0)𝑓 (𝑡𝑘)
]︁
(3.31)
e
𝜃𝑇 =
[︁
𝑎1 ... 𝑎𝑛 𝑏0 ... 𝑏𝑚
]︁
. (3.32)
Se o sistema for variante no tempo, o vetor de parâmetros 𝜃 é dependente de 𝑡.
Nesses casos, a abordagem recursiva, permite a determinação dos parâmetros variantes
no tempo do modelo.
3.3.1.3 Método recursivo de filtragem e identificação
Um modelo alternativo àquele apresentado na equação (3.14), foi proposto em
(PADILLA et al., 2016), para tratar os casos variantes no tempo, expressos como:
𝐴(𝑝, 𝑡, 𝜃)𝑥(𝑡) = 𝐵(𝑝, 𝑡, 𝜃)𝑢(𝑡) (3.33a)
𝑦(𝑡𝑘) = 𝑥(𝑡𝑘) + 𝑒(𝑡𝑘) (3.33b)
sendo 𝑝 o operador diferencial, 𝑡 é o tempo contínuo, 𝑥(𝑡) é o sinal de saída sem ruído,
𝑢(𝑡) é o sinal de entrada contínuo, 𝑡𝑘 é o instante de tempo em que o sinal é amostrado,
𝑥(𝑡𝑘) é o sinal amostrado de 𝑥(𝑡) no instante de tempo 𝑡𝑘 e 𝑒(𝑡𝑘) é o ruído branco de média
nula e variância 𝜎2𝑒 no instante de tempo 𝑡𝑘. Também, 𝐴(𝑝, 𝑡, 𝜃) e 𝐵(𝑝, 𝑡, 𝜃) são polinômios
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em 𝑝 e com parâmetros variantes no tempo 𝑎𝑖 e 𝑏𝑗, com 𝑖 = 1, ..., 𝑛 e 𝑗 = 0, ...,𝑚, dados
por:
𝐴(𝑝, 𝑡, 𝜃) = 𝑝𝑛 + 𝑎1(𝑡)𝑝𝑛−1 + ...+ 𝑎𝑛(𝑡) (3.34a)
𝐵(𝑝, 𝑡, 𝜃) = 𝑏0(𝑡)𝑝𝑚 + 𝑏1(𝑡)𝑝𝑚−1 + ...+ 𝑏𝑚(𝑡) (3.34b)
sendo 𝑛 ≥ 𝑚. Os parâmetros variantes podem ser agrupados no vetor regressor da forma:
𝜃(𝑡) =
[︁
𝑎1(𝑡) ... 𝑎𝑛(𝑡) 𝑏0(𝑡) ... 𝑏𝑚(𝑡)
]︁
. (3.35)
Para o sistema (3.33), as seguintes hipóteses devem ser satisfeitas:
(i) os graus 𝑛 e 𝑚 dos polinômios 𝐴(𝑝, 𝑡, 𝜃) e 𝐵(𝑝, 𝑡, 𝜃), respectivamente, são a
priori conhecidos; e
(ii) as variações dos parâmetros do sistema são suaves.
O problema de identificação é estimar recursivamente o vetor de parâmetros (3.35)
a partir do sistema (3.33) considerando as hipóteses listadas anteriormente.
Como mencionado na Seção 3.3.1.2, estimação direta de modelos de tempo con-
tínuo exige valores para as derivadas temporais dos sinais que frequentemente não estão
disponíveis. Uma abordagem para resolver esse problema é usar o Filtro de Variáveis de
Estado (do inglês, State Variable Filter - SVF), apresentado na equação (3.22).
Ao aplicar o filtro descrito pela equação (3.26), de modo análogo ao realizado
anteriormente para obter a equação (3.27), a seguinte equação é obtida:
𝑦
(𝑛)
𝑓 (𝑡𝑘) + 𝑎1(𝑡𝑘)𝑦
(𝑛−1)
𝑓 (𝑡𝑘) + ...+ 𝑎𝑛(𝑡𝑘)𝑦0𝑓 (𝑡𝑘) = 𝑏0(𝑡𝑘)𝑢
(𝑚)
𝑓 (𝑡𝑘) + ...+ 𝑏𝑚(𝑡𝑘)𝑢0𝑓 (𝑡𝑘) + 𝑣𝑓 (𝑡𝑘)
(3.36)
sendo
𝑣𝑓 (𝑡𝑘) = 𝐹 (𝑝)𝑣(𝑡𝑘) = 𝐹 (𝑝)𝐴(𝑝)𝑒(𝑡𝑘). (3.37)
A equação (3.36) pode ser reescrita como uma regressão linear similar à equação
(3.17) da forma:
𝑑𝑛𝑦𝑓 (𝑡𝑘)
𝑑𝑡𝑛𝑘
= 𝜙𝑇𝑓 (𝑡𝑘)𝜃(𝑡𝑘) + 𝑣𝑓 (𝑡𝑘) (3.38)
com o vetor regressor e vetor de parâmetro filtrados expressados por:
𝜙𝑇𝑓 (𝑡𝑘) =
[︃
− 𝑦(𝑛−1)𝑓 (𝑡𝑘) ... − 𝑦(0)𝑓 (𝑡𝑘) ...𝑢(𝑚)𝑓 (𝑡𝑘) ... 𝑢(0)𝑓 (𝑡𝑘)
]︃
(3.39)
e
𝜃𝑇 =
[︁
𝑎1(𝑡𝑘) ... 𝑎𝑛(𝑡𝑘) 𝑏0(𝑡𝑘) ... 𝑏𝑚(𝑡𝑘)
]︁
. (3.40)
sendo 𝜃𝑓 (𝑡𝑘) são as estimativas, que podem ser obtidas recursivamente com um algoritmo
baseado no Método dos Mínimos Quadrados Recursivos, como descrito em (PADILLA et
al., 2016):
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Estágio de predição:
𝜃(𝑡𝑘|𝑡𝑘−1) = 𝜃(𝑡𝑘−1) (3.41a)
𝑃 (𝑡𝑘|𝑡𝑘−1) = 𝑃 (𝑡𝑘−1) +𝑄𝑛𝑣𝑟. (3.41b)
Estágio de correção:
𝜃(𝑡𝑘) = 𝜃(𝑡𝑘|𝑡𝑘−1) + 𝐿(𝑡𝑘)𝜀(𝑡𝑘) (3.42a)
𝜀(𝑡𝑘) = 𝑥(𝑛)𝑓 (𝑡𝑘)− 𝜙𝑇𝑓 (𝑡𝑘)𝜃(𝑡𝑘|𝑡𝑘−1) (3.42b)
𝐿(𝑡𝑘) =
𝑃 (𝑡𝑘|𝑡𝑘−1)𝜙𝑓 (𝑡𝑘)
1 + 𝜙𝑇𝑓 (𝑡𝑘)𝑃 (𝑡𝑘|𝑡𝑘−1)𝜙𝑓 (𝑡𝑘)
(3.42c)
𝑃 (𝑡𝑘) = 𝑃 (𝑡𝑘|𝑡𝑘−1)− 𝐿(𝑡𝑘)𝜙𝑇𝑓 (𝑡𝑘)𝑃 (𝑡𝑘|𝑡𝑘−1). (3.42d)
sendo 𝑄𝑛𝑣𝑟 a matriz de razão da variância do ruído, dada por:
𝑄𝑛𝑣𝑟 =
𝑄𝜃
𝜎2𝑒
(3.43)
e 𝑄𝜃 a matriz de ruído.
O algoritmo (3.41)-(3.42) é chamado de Método de Filtragem de Variável de
Estado e Mínimos Quadrados Recursivos (do inglês Recursive Least Squares State-Variable
Filter - RLSSVF) e permite a determinação de um modelo variante de tempo contínuo
baseado em equações diferenciais.
O SVF permite a estimação de parâmetros de modelos SISO descritos na forma de
equações diferenciais, mesmo que as medições de derivadas dos sinais não estejam dispo-
níveis. Para sistemas MIMO é mais conveniente trabalhar com representações em espaço
de estado, em que os valores dos estados nem sempre estão disponíveis. Nas próximas
seções serão apresentados algoritmos observadores de estado que permitem que se tenha
estimativas dos estados a partir das medições de entradas e saídas de sistemas dinâmicos
multivariáveis.
3.3.2 Filtro de Kalman
A representação dos modelos na forma de espaço de estado traz a necessidade de
estimação dos valores de estado que, a princípio, podem não ser diretamente mensuráveis.
Nesse contexto, o Filtro de Kalman é um estimador recursivo ótimo para estados de
sistemas lineares, capaz de estimar estados a partir de sinais ruidosos de entrada e saída
do processo, sendo atrativo a aplicações práticas (DENG; ZHANG, 2017) (GOLESTAN
et al., 2018) (FAN et al., 2018), além de outras abordagens derivadas (ZHAO et al., 2016)
(QI et al., 2016) (GUANG et al., 2017) (NGUYEN; DOĞANÇAY, 2017) (NGUYEN;
DOĞANÇAY, 2018). Para sua construção, o algoritmo exige um modelo do sistema,
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condições iniciais de estados e o valor inicial da matriz de covariância dos estados. Tal
algoritmo foi proposto por Kalman e publicado em 1960 (KALMAN et al., 1960), sendo
um método para encontrar um processo estocástico com média igual à média do vetor de
estado.
O algoritmo de filtragem de Kalman consiste de duas partes: (i) predição e (ii)
correção. Na etapa de predição são estimados o novo vetor de estado e a matriz de covari-
ância de estado. Na etapa de correção, ajusta-se a predição de estado baseado na medição
atual, com isso se espera reduzir a matriz de covariância de erro de estado estimado.
Considere o sistema a tempo discreto com segurador de ordem zero na forma de
espaço de estado:
x(𝑡𝑘) = A𝑑(𝑡𝑘−1)x(𝑡𝑘−1) +B𝑑(𝑡𝑘−1)u(𝑡𝑘−1) +w(𝑡𝑘−1) (3.44a)
y(𝑡𝑘) = C𝑑(𝑡𝑘)x(𝑡𝑘) +D𝑑(𝑡𝑘)u(𝑡𝑘) + v(𝑡𝑘) (3.44b)
sendo que devem ser conhecidas as matrizesA𝑑(𝑡𝑘), B𝑑(𝑡𝑘), C𝑑(𝑡𝑘),D𝑑(𝑡𝑘) do sistema. Os
ruídos w(𝑡𝑘) e v(𝑡𝑘), são descorrelacionados, gaussianos e de médias nulas, com matrizes
de covariâncias de ruídos Q(𝑡𝑘) e R(𝑡𝑘), respectivamente. Para inicializar o algoritmo,
exigem-se a estimativa inicial do estado a priori x^−(0) e a covariância de erro P−(0).
Em seguida, se calcula o ganho de Kalman, L(𝑡𝑘), da forma:
L(𝑡𝑘) = P−(𝑡𝑘)C𝑇𝑑 (𝑡𝑘)
[︁
C𝑑(𝑡𝑘)P−(𝑡𝑘)C𝑇𝑑 (𝑡𝑘) +R(𝑡𝑘)
]︁−1
(3.45)
Calculam-se a correção das estimativas de estado e a covariância do erro, a partir
da estimação anterior e da medição atual, respectivamente:
x^(𝑡𝑘) = x^−(𝑡𝑘) + L(𝑡𝑘)
[︁
y(𝑡𝑘)−C𝑑(𝑡𝑘)x^−(𝑡𝑘)−D𝑑(𝑡𝑘)u(𝑡𝑘)
]︁
(3.46a)
P(𝑡𝑘) = (I− L(𝑡𝑘)C𝑑(𝑡𝑘))P−(𝑡𝑘) (3.46b)
E a predição um passo à frente, ocorre a partir do cômputo de:
x^−(𝑡𝑘+1) = A𝑑(𝑡𝑘)x^(𝑡𝑘) +B𝑑(𝑡𝑘)u(𝑡𝑘) (3.47)
e
P−(𝑡𝑘+1) = A𝑑(𝑡𝑘)P(𝑡𝑘)A𝑇𝑑 (𝑡𝑘) +Q(𝑡𝑘) (3.48)
Mais detalhes podem ser encontrados nas referências (KALMAN et al., 1960),
(DURBIN; KOOPMAN, 2012) e (GIESBRECHT, 2013).
Caso o sistema seja não linear, ainda é possível utilizar os princípios discutidos
nesta seção ao se linearizar o sistema ao redor de pontos de operação. O algoritmo obser-
vador de estado resultante é conhecido como Filtro de Kalman Estendido, e é apresentado
na próxima seção.
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3.3.3 Filtro de Kalman Estendido
Uma forma de aplicar o Filtro de Kalman para observação de estados de modelos
não lineares, consiste em linearizar analiticamente o modelo ideal em torno do estado
atual, assim esse procedimento passou a ser conhecido como Filtro de Kalman Estendido
(do inglês, Extended Kalman Filter - EKF). O EKF é um algoritmo popular para estimar
os estados de modelos na forma de espaço de estado com medição de entrada e saída. O
filtro também pode ser usado para estimar parâmetros físicos simultaneamente com as
variáveis de estado e é usado para resolver problemas de aplicações práticas (KOWALSKI;
WIERZBICKI, 2007) (MEZIANE et al., 2008) (RAYYAM et al., 2015) (ZHAO et al.,
2016) (REGGIANI et al., 2018) (NASERI et al., 2019) (ROCHA, 2019). Para aplicar o
EKF, um modelo analítico do sistema é necessário e deve ser linearizado em torno do
estado atual. Na sequência, a predição do estado futuro é realizada, bem como a execução
do passo de correção com os cálculos dos ganhos e a atualização dos estados e da matriz
de covariância do erro.
Para a descrição do algoritmo, considere um sistema não linear de tempo discreto
da forma:
x(𝑡𝑘+1) = f(x(𝑡𝑘),u(𝑡𝑘),w(𝑡𝑘)) (3.49a)
y(𝑡𝑘+1) = h(x(𝑡𝑘+1)) + v(𝑡𝑘+1) (3.49b)
sendo f(x(𝑡𝑘),u(𝑡𝑘),w(𝑡𝑘)) e h(x(𝑡𝑘+1)) funções não lineares supostamente conhecidas,
x(𝑡𝑘) é o vetor de estados, u(𝑡𝑘) é o sinal de entrada, w(𝑡𝑘) é o ruído, h(x(𝑡𝑘+1)) é o sinal
de saída livre de ruído e v(𝑡𝑘+1) é o ruído de medição.
O sistema não linear é então linearizado em torno do estado mais recente, ao
realizar as derivadas parciais das funções não lineares a partir das equações (3.49), como
segue:
F(𝑡𝑘) =
𝜕f(x(𝑡𝑘),u(𝑡𝑘),w(𝑡𝑘))
𝜕x𝑇 (𝑡𝑘)
⃒⃒⃒⃒
⃒
x(𝑡𝑘)=x^(𝑡𝑘|𝑡𝑘)
(3.50a)
H(𝑡𝑘) =
𝜕h(x(𝑡𝑘))
𝜕x𝑇 (𝑡𝑘)
⃒⃒⃒⃒
⃒
x(𝑡𝑘)=x^(𝑡𝑘+1|𝑡𝑘)
(3.50b)
sendo 𝑘 + 1|𝑘 representa a predição no instante 𝑘 + 1 baseado no instante 𝑘.
A implementação do algoritmo EKF é realizada em duas etapas: a etapa de
predição; e a etapa de correção. Essas etapas são resumidas a seguir:
Capítulo 3. Estimação de Parâmetros e Controle Adaptativo de Sistemas de Teleoperação 44
(i) Etapa de predição:
x^(𝑡𝑘+1|𝑡𝑘) = f(x(𝑡𝑘),u(𝑡𝑘),w(𝑡𝑘)) (3.51a)
F(𝑡𝑘) =
𝜕f(x(𝑡𝑘),u(𝑡𝑘),w(𝑡𝑘))
𝜕x𝑇 (𝑡𝑘)
⃒⃒⃒⃒
⃒
x(𝑡𝑘)=x^(𝑡𝑘|𝑡𝑘)
(3.51b)
P^(𝑡𝑘+1|𝑡𝑘) = F(𝑡𝑘)P^(𝑡𝑘|𝑡𝑘)F𝑇 (𝑡𝑘) +Q (3.51c)
H(𝑡𝑘) =
𝜕h(x(𝑡𝑘))
𝜕x𝑇 (𝑡𝑘)
⃒⃒⃒⃒
⃒
x(𝑡𝑘)=x^(𝑡𝑘+1|𝑡𝑘)
(3.51d)
(ii) Etapa de correção:
S(𝑡𝑘+1) = H(𝑡𝑘)P^(𝑡𝑘+1|𝑡𝑘)H𝑇 (𝑡𝑘) +R (3.52a)
G(𝑡𝑘+1) = P^(𝑡𝑘+1|𝑡𝑘)H𝑇 (𝑡𝑘) +R (3.52b)
x^(𝑡𝑘+1|𝑡𝑘+1) = x^(𝑡𝑘+1|𝑡𝑘) +G(𝑡𝑘+1) (y(𝑡𝑘+1)−H(𝑡𝑘)x^(𝑡𝑘+1|𝑡𝑘)) (3.52c)
P^(𝑡𝑘+1|𝑡𝑘+1) = (I−G(𝑡𝑘+1)H(𝑡𝑘)) P^(𝑡𝑘+1|𝑡𝑘) (3.52d)
sendo G(𝑡𝑘) a matriz de ganho de Kalman. Para executar o algoritmo, as condições
iniciais x(𝑡0) e P(𝑡0|𝑡0) são exigidas.
Na próxima seção é descrita uma metodologia proposta recentemente para esti-
mação de parâmetros e de tempos de atraso.
3.4 Estimação de Parâmetros e Tempos de Atraso em Sistemas
Teleoperados
Na Subseções de 3.4.1 à 3.4.4, é apresentada uma abordagem para realizar a
estimação de parâmetros e de tempos de atraso em sistema de teleoperação.
3.4.1 Descrição do Sistema SISO de Tempo Discreto
A identificação paramétrica de sistemas consiste em construir modelos matemá-
ticos de sistemas dinâmicos a partir de dados experimentais. Tais modelos são úteis para
projeto de controladores, detecção de falhas, treinamento de operadores por simuladores,
estimação de medição de saída ou de estado, etc (BEDOUI et al., 2012) (SASSI et al.,
2013).
No contexto da identificação do tempo de atraso de um sistema dinâmico, há duas
questões principais que devem ser consideradas. A primeira está relacionada à identificação
do tempo de atraso e a segunda diz respeito à identificação dos parâmetros dinâmicos do
sistema. Assim, no primeiro caso, existem certas abordagens de identificação que supõem
o tempo de atraso conhecido ou aproximado a priori para realizar apenas a estimação
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dos parâmetros do sistema. Contudo, para que a identificação seja bem sucedida, tais
abordagens exigem o conhecimento exato do tempo de atraso (BEDOUI et al., 2012), o
que na maioria das vez não é possível.
Uma abordagem baseada na aproximação do tempo de atraso por uma função de
transferência racional pela aproximação de Padé foi proposta em (KURZ; GOEDECKE,
1981) (GAWTHROP; NIHTILÄ, 1985). Tal abordagem exige estimar mais parâmetros
que os associados ao sistema, uma vez que a ordem do modelo a estimar aumenta devido
à aproximação de Padé, porém um erro de aproximação inaceitável pode ocorrer quando o
sistema tem um tempo de atraso elevado. Outro método para identificar o tempo de atraso
e os parâmetros do sistema é apresentado em (SUNG; LEE, 2001). Esse método consiste
em minimizar o erro de predição de identificação com o uso do método de otimização
Levenberg-Marquadt.
Outro algoritmo de estimação dos parâmetros do sistema e do tempo de atraso, o
qual não exige conhecimento a priori sobre o tempo de atraso é apresentado em (ELNAG-
GAR et al., 1990). O método proposto, descreve uma modificação aplicável a qualquer
algoritmo padrão de estimação de parâmetros recursivos, sendo facilmente estendida a
qualquer uma das versões dos seguintes métodos de: mínimos quadrados, variáveis instru-
mentais, máxima verossimilhança, e suas extensões.
Contudo, nesta tese será descrito a seguir, o problema de identificação on-line
de sistemas de tempo discreto. A abordagem relatada, requer a construção de um vetor
regressor estendido ou generalizado, além da definição dos parâmetros dinâmicos racionais
do sistema e do tempo de atraso no mesmo vetor (BEDOUI et al., 2012), (SASSI et al.,
2013) e (BEDOUI et al., 2013).
3.4.2 Modelo SISO de Tempo Discreto
Considere um sistema monovariável de tempo discreto da seguinte forma (BE-
DOUI et al., 2013):
𝐴(𝑞−1)𝑦(𝑡𝑘) = 𝑞−𝛿(𝑡𝑘)𝐵(𝑞−1)𝑢(𝑡𝑘) + 𝑣(𝑡𝑘) (3.53)
sendo 𝑢(𝑡𝑘) a entrada do sistema, 𝑦(𝑡𝑘) é a saída, 𝑣(𝑡𝑘) é o ruído branco, 𝛿(𝑡𝑘) é o tempo
de atraso e 𝐴(𝑞−1) e 𝐵(𝑞−1) são funções polinomiais em 𝑞−1, da forma:
𝐴(𝑞−1) = 1 +
𝑛𝑎∑︁
𝑖=1
𝑎𝑖(𝑡𝑘)𝑞−𝑖 (3.54a)
𝐵(𝑞−1) =
𝑛𝑏∑︁
𝑖=1
𝑏𝑖(𝑡𝑘)𝑞−𝑖 (3.54b)
sendo 𝑞−1 o operador de deslocamento para trás de um tempo de amostragem.
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Na próxima subseção é apresentada brevemente a formulação matemática para
identificação do modelo SISO de tempo discreto com tempo de atraso desconhecido de-
senvolvida em (BEDOUI et al., 2013).
3.4.3 Identificação de Parâmetros e Tempo de Atraso em Modelos SISO
Considere a equação (3.53), a qual pode ser reescrita na forma de regressão linear,
como segue:
𝑦(𝑡𝑘) = 𝜙(𝑡𝑘, 𝛿(𝑡𝑘))𝜃 + 𝑣(𝑡𝑘) (3.55)
sendo 𝜙(𝑡𝑘, 𝛿(𝑡𝑘)) o vetor regressor e 𝜃 é o vetor de parâmetros, definidos como:
𝜙(𝑡𝑘, 𝛿(𝑡𝑘)) =
[︁
−𝑦(𝑡𝑘−1), ..., −𝑦(𝑡𝑘−𝑛𝑎), 𝑢(𝑡𝑘−1−𝛿(𝑡𝑘)), ..., 𝑢(𝑡𝑘−𝑛𝑏−𝛿(𝑡𝑘))
]︁
(3.56a)
𝜃 = [𝑎1(𝑡𝑘), ..., 𝑎𝑛𝑎(𝑡𝑘), 𝑏1(𝑡𝑘), ..., 𝑏𝑛𝑏(𝑡𝑘)]
𝑇 (3.56b)
Então, a saída estimada é descrita pela seguinte relação:
𝑦(𝑡𝑘) = 𝜙(𝑡𝑘, 𝛿(𝑡𝑘))𝜃 (3.57)
sendo que 𝜃 e 𝛿(𝑡𝑘) representam o vetor de parâmetros e o tempo de atraso estimados,
respectivamente.
Contudo, o vetor de parâmetros (3.56b) não considera o tempo de atraso desco-
nhecido, assim para contornar esse problema, adicionou-se o tempo de atraso no vetor de
parâmetros a estimar, da seguinte forma:
𝜃𝐺 = [𝜃𝑇 , 𝛿(𝑡𝑘)]𝑇 (3.58)
O vetor regressor para a forma (3.58), é expressado por:
𝜑𝑇 (𝑡𝑘, 𝜃𝐺) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−𝑦(𝑡𝑘−1)
...
−𝑦(𝑡𝑘−𝑛𝑎)
𝑞−𝛿(𝑡𝑘)𝑢(𝑡𝑘−1)
...
𝑞−𝛿(𝑡𝑘)𝑢(𝑡𝑘−𝑛𝑏)
−∑︀𝑛𝑏𝑖=1 ?^?𝑖(𝑡𝑘)𝑞−𝛿(𝑡𝑘)Δ𝑢(𝑡𝑘−𝑖)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.59)
sendo Δ𝑢(𝑡𝑘) = 𝑢(𝑡𝑘)− 𝑢(𝑡𝑘−1).
A partir da medição da saída e dos vetores de parâmetros estimados e de regres-
sores, calcula-se o erro de estimação, como segue:
𝑒(𝑡𝑘) = 𝑦(𝑡𝑘)− 𝜙(𝑡𝑘, 𝛿)𝜃(𝑡𝑘−1) (3.60)
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Em seguida, computa-se a matriz de covariância do erro, da forma:
𝑃 (𝑡𝑘) =
1
𝜆
⎛⎝𝑃 (𝑡𝑘−1)− 𝑃 (𝑡𝑘−1)𝜑(𝑡𝑘, 𝜃𝐺)𝜑𝑇 (𝑡𝑘, 𝜃𝐺)𝑃 (𝑡𝑘−1)
𝜆+ 𝜑𝑇 (𝑡𝑘, 𝜃𝐺)𝑃 (𝑡𝑘−1)𝜑(𝑡𝑘, 𝜃𝐺)
⎞⎠ (3.61)
sendo 𝜆 o fator de esquecimento, definido 𝜆 ∈ (0, 1).
Por fim, o vetor de parâmetro estimado é atualizado, como segue:
𝜃𝐺(𝑡𝑘) = 𝜃𝐺(𝑡𝑘−1) + 𝑃 (𝑡𝑘)𝜑(𝑡𝑘, 𝜃𝐺)𝑒(𝑡𝑘) (3.62)
Mais detalhes sobre a dedução do algoritmo podem ser encontrados em (BEDOUI
et al., 2013). O algoritmo relatado nesta seção será denominado de Método de Estimação
de Parâmetros e de Tempo de Atraso (MEPTA). Na Figura 3, ilustra-se o fluxograma do
algoritmo MEPTA.
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Figura 3 – Fluxograma do algoritmo MEPTA.
Para melhor entendimento dos fluxos de sinais e blocos de processamento na
Figura 4 é ilustrado o diagrama de blocos do referido algoritmo. Na Figura 4, considerou-
se a equação (3.53) de única entrada com tempo de atraso desconhecido. Os sinais de
entrada e saída do processo foram amostrados para realizar a estimação dos parâmetros
(3.58), no bloco MEPTA, o qual é composto pelas equações (3.60)–(3.62).
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Figura 4 – Diagrama de blocos do sistema de tempo discreto linear com parâmetros va-
riantes e com tempo de atraso desconhecidos, juntamente com o algoritmo de
identificação.
Tal algoritmo possui as seguintes vantagens: (i) estima os parâmetros do sistema
escravo (sistema remoto); e (ii) estima o tempo de atraso desconhecido do canal de comu-
nicação. A desvantagem do método MEPTA aplicado a sistemas de teleoperação, é que
o MEPTA apenas estima o tempo total de atraso de comunicação, sem distinção entre o
tempo de atraso nos caminhos de ida e volta da informação entre o mestre e o escravo.
3.4.4 Estudo de Caso: Estimação de Parâmetros e de Tempo de Atraso Des-
conhecidos em Sistema de Teleoperação Monovariável
O algoritmo apresentado na Seção 3.4.3, foi aplicado a um benchmark mestre
escravo, em que os parâmetros do sistema e o tempo de atraso do canal de comunicação são
desconhecidos. Nesta subseção são demonstradas as manipulações e adequações realizadas
para um sistema de teleoperação bilateral de segunda ordem.
Para mostrar a eficiência do algoritmo de identificação, foi suposto que a dinâmica
do sistema mestre é bem conhecida e de resposta transiente rápida, sem overshoot e ganho
unitário, já para o sistema escravo foi utilizado um benchmark SISO com tempo de atraso
desconhecido na entrada, cuja forma polinomial no domínio da frequência é expressada
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por:
𝑋(𝑠) = 𝐵(𝑠)
𝐴(𝑠)𝑒
−𝛿𝑠𝑈(𝑠) (3.63)
sendo 𝐵(𝑠) = 1, 𝐴(𝑠) = 𝑠2 + 3𝑠+ 2 e tempo de atraso 𝛿.
A discretização da equação (3.63) com o segurador de ordem zero e sem o modo
de atraso, é realizada da seguinte forma:
𝐺(𝑠) = 1− 𝑒
−𝜏𝑠
𝑠
1
(𝑠2 + 3𝑠+ 2) (3.64)
sendo 𝜏 a taxa de amostragem.
A forma discreta de (3.64) no domínio da frequência é expressada por:
𝐺(𝑧−1) = (0, 5− 𝑒
−𝜏 + 0, 5𝑒−2𝜏 )𝑧−1 + (0, 5𝑒−𝜏 − 𝑒−2𝜏 + 0, 5𝑒−3𝜏 )𝑧−2
1− (𝑒−𝜏 + 𝑒−2𝜏 )𝑧−1 + 𝑒−3𝜏𝑧−2 (3.65)
A partir da equação (3.65), toma-se a transforma 𝑍 inversa e se adiciona o atraso
de tempo, que resulta em:
𝑦(𝑡𝑘)− (𝑒−𝜏 + 𝑒−2𝜏 )𝑦(𝑡𝑘−1) + 𝑒−3𝜏𝑦(𝑡𝑘−2) = (0, 5− 𝑒−𝜏 + 0, 5𝑒−2𝜏 )𝑢(𝑡𝑘−1−𝛿) +
+(0, 5𝑒−𝜏 − 𝑒−2𝜏 + 0, 5𝑒−3𝜏 )𝑢(𝑡𝑘−2−𝛿) (3.66)
assim, de modo compacto, a equação (3.66) pode ser reescrita como:
𝑦(𝑡𝑘) + 𝑎1(𝑡𝑘)𝑦(𝑡𝑘−1) + 𝑎2(𝑡𝑘)𝑦(𝑡𝑘−2) = 𝑏1(𝑡𝑘)𝑢(𝑡𝑘−1−𝛿) + 𝑏2(𝑡𝑘)𝑢(𝑡𝑘−2−𝛿) (3.67)
Com a forma discreta em mãos, realiza-se a amostragem (3.56a) dos sinais de
entrada e saída, da forma:
𝜙(𝑡𝑘, 𝑑(𝑡𝑘)) =
[︁
−𝑦(𝑡𝑘−1), −𝑦(𝑡𝑘−2), 𝑢(𝑡𝑘−1−𝛿(𝑡𝑘)), 𝑢(𝑡𝑘−2−𝛿(𝑡𝑘))
]︁
(3.68)
e, consequentemente, o vetor de parâmetros generalizado (3.58), assume a forma:
𝜃𝐺(𝑡𝑘) =
[︁
?^?1(𝑡𝑘), ?^?2(𝑡𝑘), ?^?1(𝑡𝑘), ?^?2(𝑡𝑘), 𝛿(𝑡𝑘)
]︁𝑇
(3.69)
Assim, para o presente estudo de caso, a equação (3.59), torna-se:
𝜑(𝑡𝑘, 𝜃𝐺) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−𝑦(𝑡𝑘−1)
−𝑦(𝑡𝑘−2)
𝑢(𝑡𝑘−1−𝛿(𝑡𝑘))
𝑢(𝑡𝑘−2−𝛿(𝑡𝑘))
−∑︀2𝑖=1 ?^?𝑖(𝑡𝑘)Δ𝑢(𝑡𝑘−𝑖−𝛿(𝑡𝑘))
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
𝑇
(3.70)
Na simulação foi feita a inicialização do algoritmo MEPTA com condições iniciais
aleatórias para os parâmetros do sistema e para o atraso nulo, 𝜃𝐺.
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Tabela 1 – Símbolos e valores usados do sistema escravo de tempo discreto
Variáveis Formulações Valores nominais
𝑎1(𝑡𝑘) 𝑒−𝑇 + 𝑒−2𝑇 1.9702
𝑎2(𝑡𝑘) −𝑒−3𝑇 −0.9704
𝑏1(𝑡𝑘) 0, 5− 𝑒−𝑇 + 0, 5𝑒−2𝑇 4.9503× 10−05
𝑏2(𝑡𝑘) 0, 5𝑒−𝑇 − 𝑒−2𝑇 + 0, 5𝑒−3𝑇 4.9010× 10−05
𝛿(𝑡𝑘) – 0.18 s
𝜆 – 0.998
𝜏 – 0.01 s
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(a) Estimação do parâmetro 𝑎1(𝑡𝑘).
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Figura 5 – Estimação dos parâmetros de saída do benchmark.
Logo, para simulação e análise dos resultados, o algoritmo de estimação, utilizou
o benchmark dado pela equação (3.67), sendo a duração da simulação 1000 segundos,
conforme descrito na tabela 1.
Foram adicionados ruídos gaussianos com desvios padrão de 5× 10−2 e 1× 10−6
aos sinais de entrada e de saída, respectivamente. O sinal de entrada usado na simulação
é dado por:
𝑢(𝑡𝑘) =
⎧⎨⎩ 0 se 0s ≤ 𝑡𝑘 < 2× 10
2s
1 se 𝑡 ≥ 2× 102s (3.71)
3.4.4.1 Resultados
Nas Figuras 5 e 6, os resultados da estimação dos parâmetros do sistema são
apresentados. E na Figura 7, ilustra-se a estimação do tempo de atraso.
Na Figura 5, ambos os parâmetros estimados ?^?1(𝑡𝑘) e ?^?2(𝑡𝑘) buscam assíntotas
horizontais a partir de 100 segundos, mas é após 400 segundos que ocorre o ajuste fino
das estimações.
Na Figura 6, mostram-se os valores das estimações dos parâmetros ?^?1(𝑡𝑘) e ?^?2(𝑡𝑘),
os quais apresentam erros de cerca de 0.44% e 1.15% em relação aos valores nominais,
respectivamente. Contudo, boa convergência ocorre em cerca de 400s.
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Figura 6 – Estimação dos parâmetros de entrada do benchmark.
Na Figura 7, demonstram-se numericamente os valores da estimação do tempo
de atraso, 𝛿(𝑡𝑘), cuja condição inicial é nula e em 400 segundos alcança o valor verdadeiro
utilizado no benchmark (3.67). Esse tempo de convergência está alinhado com os resulta-
dos demonstrados em (SASSI et al., 2013) e (BEDOUI et al., 2013). Além do mais, todos
os parâmetros de entrada e de saída do sistema dependem da convergência do tempo de
atraso. Assim, observa-se nas Figuras 5 e 6, que é a partir de 400s que todos os parâmetros
estimados acomodam-se em uma região restrita de baixo erro.
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Figura 7 – Estimação do tempo de atraso 𝛿(𝑡𝑘) do benchmark.
O algoritmo de estimação de parâmetros e de tempo de atraso apresentado nesta
seção, foi aplicado a um sistema de teleoperação bilateral. O algoritmo construído realizou
a estimação de parâmetros do sistema escravo remoto e foi capaz de estimar precisamente
o tempo de atraso racional e desconhecido do canal de comunicação.
3.4.5 Descrição do Sistema CT MISO com Filtragem
Grande atenção foi dada ao problema de estimação de parâmetros e de tempo
de atraso em Sistemas de Tempo Contínuo com Única Saída e de Múltiplas Entradas (do
inglês, Continuous Time Multiple Input Single Output - CT MISO) com múltiplos tem-
pos de atraso desconhecidos. O primeiro algoritmo que considerou o sistema CT MISO,
usou uma abordagem de função de modulação para identificação dos tempos de atraso
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desconhecidos e foi proposto em (BALESTRINO et al., 2000). Porém, se o número de
parâmetros a identificar for grande, o algoritmo apresenta problemas de convergência.
Outros algoritmos propostos em (YANG et al., 2007) e (PAPLINSKI, 2008) e (SALKA-
NOVIC et al., 2008) demandam de muito tempo de computação.
Assim, para superar os problemas de convergência e esforço computacional, foi
proposta em (GHOUL et al., 2016) uma nova abordagem para a identificação simultânea
de parâmetros on-line e atrasos de tempo do sistema CT MISO com múltiplos tempos
de atraso desconhecidos nas entradas. O método estabelece nova formulação para o pro-
blema de identificação, a qual permite definir o vetor de parâmetros generalizados, sendo
composto dos parâmetros dinâmicos do sistema e dos tempos de atraso.
3.4.6 Modelo TC MISO
Considere um sistema de tempo contínuo com múltiplas entradas e única saída
com tempos de atraso, descrito por (GHOUL et al., 2016):
𝑥(𝑡) = 𝐵1(𝑝)
𝐴(𝑝) 𝑒
−𝛿1𝑝𝑢1(𝑡) + . . .+
𝐵𝑟(𝑝)
𝐴(𝑝) 𝑒
−𝛿𝑟𝑝𝑢𝑟(𝑡) (3.72)
sendo 𝑢(𝑡) = [𝑢1(𝑡) , ..., 𝑢𝑟(𝑡)]𝑇 o vetor dos sinais de entrada, 𝛿𝑗 são os tempos de
atraso relacionados às entradas 𝑗 = 1, ..., 𝑟, 𝑥(𝑡) é a resposta do sistema livre de ruído no
instante de tempo 𝑡, tal que 𝑡 ∈ R, e 𝑝 é definido como o operador diferencial da forma
𝑝 = 𝑑(.)
𝑑𝑡
.
Outra forma de escrever a equação (3.72) é expressada por:
𝑥(𝑡) = 𝐵1(𝑝)
𝐴(𝑝) 𝑢1(𝑡− 𝛿1) + . . .+
𝐵𝑟(𝑝)
𝐴(𝑝) 𝑢𝑟(𝑡− 𝛿𝑟), (3.73)
sendo 𝐵𝑗(𝑝) e 𝐴(𝑝) polinômios supostamente primos entre si e parametrizados da seguinte
forma:
𝐴(𝑝) = 𝑎𝑛 + 𝑎𝑛−1𝑝+ . . .+ 𝑎0𝑝𝑛 (3.74)
𝐵𝑗(𝑝) = 𝑏𝑗0 + 𝑏𝑗1𝑝+ . . .+ 𝑏𝑗𝑚𝑗𝑝𝑚𝑗 (3.75)
com 𝑚𝑗 ≤ 𝑛.
Ao substituir (3.74) e (3.75) em (3.73), obtém-se a forma compacta:
𝑛∑︁
𝑖=0
𝑎𝑖𝑝
𝑛−𝑖𝑥(𝑡) =
𝑟∑︁
𝑗=1
𝑚𝑗∑︁
𝑖=1
𝑏𝑗𝑖𝑝
𝑚𝑗−𝑖𝑢𝑗(𝑡− 𝛿𝑗). (3.76)
sendo 𝑎0 = 1 e 𝑏𝑗1 ̸= 0.
Os sinais de entradas 𝑢𝑗(𝑡) e de saída 𝑥(𝑡) são amostrados em períodos de tempo
𝜏 , sob a hipótese do segurador de ordem zero, tal que 𝑢𝑗(𝑡) = 𝑢𝑗(𝑡𝑘) para 𝑡𝑘−1 ≤ 𝑡 < 𝑡𝑘.
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Por outro lado, considerou-se que 𝑥(𝑡) é corrompido pela medição de ruído de tempo
discreto, da seguinte forma:
𝑦(𝑡𝑘) = 𝑥(𝑡𝑘) + 𝑒(𝑡𝑘) (3.77)
sendo, 𝑦(𝑡𝑘), 𝑥(𝑡𝑘) e 𝑒(𝑡𝑘) são os sinais 𝑦(𝑡), 𝑥(𝑡) e 𝑒(𝑡) amostrados, respectivamente.
Assim, na Figura 8 é ilustrado o sistema (3.72) .
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Figura 8 – Diagrama de blocos do sistema com múltiplos atrasos nas entrada e de única
saída com discretização.
3.4.7 Filtragem de Variável de Estado
Os termos de derivadas temporais são requeridos na equação (3.76), porém fre-
quentemente não estão disponíveis para medição. Para contornar esse problema, faz-se
necessário o uso do Filtro de Variável de Estado (do inglês, State Variable Filter - SVF),
cuja forma geral dada por:
𝐹 (𝑝) = 1(𝛽𝑝+ 1)𝑛 (3.78)
sendo 𝑛 a ordem do sistema e 𝛽 é a frequência de corte do filtro.
Ao realizar a filtragem da equação (3.76) com 𝐹 (𝑝), descrito na equação (3.78),
torna-se possível encontrar o seguinte modelo de identificação de tempo discreto, dado
por (YANG et al., 2007):
𝑦0(𝑡𝑘) +
𝑛∑︁
𝑖=1
𝑎𝑖𝑦𝑖(𝑡𝑘) =
𝑟∑︁
𝑗=1
𝑚𝑗∑︁
𝑖=1
𝑏𝑗𝑖𝑢𝑗(𝑛−𝑚𝑗+1)(𝑡𝑘−𝛿𝑗) + 𝑟(𝑡𝑘), (3.79)
sendo
𝑟(𝑡𝑘) =
𝑛∑︁
𝑖=0
𝑎𝑖𝑒𝑖(𝑡𝑘), em que 𝑒𝑖(𝑡𝑘) = 𝐹𝑖(𝑧−1)𝑒(𝑡𝑘) (3.80)
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e
𝑢𝑗𝑖(𝑡𝑘) = 𝐹𝑖(𝑧−1)𝑢𝑗(𝑡𝑘), (3.81)
𝑦𝑖(𝑡𝑘) = 𝐹𝑖(𝑧−1)𝑦(𝑡𝑘), (3.82)
𝐹𝑖(𝑧−1) =
(𝜏/2)𝑖(1 + 𝑧−1)𝑖(1− 𝑧−1)𝑛−𝑖
[𝛽(1− 𝑧−1) + (𝜏/2)(1 + 𝑧−1)] , (3.83)
sendo 𝑧−1 o operador atraso, tal que:
𝑦(𝑡𝑘) =
(1 + 𝑧−1)𝑦(𝑡𝑘)
2 . (3.84)
Os sinais 𝑟(𝑡𝑘), 𝑢𝑗𝑖(𝑡𝑘) e 𝑦𝑖(𝑡𝑘) são os sinais filtrados do ruído, da entrada e da
saída, respectivamente.
3.4.8 Formulação Matemática para Identificação do Modelo MISO
Omodelo paramétrico do sistema em (3.79) pode ser reescrito como uma regressão
linear, da forma:
𝑦0(𝑡𝑘) = 𝜙𝑇 (𝑡𝑘, 𝛿)𝜃 + 𝑟(𝑡𝑘), (3.85)
sendo 𝜃 o vetor de parâmetros, 𝜙𝑇 (𝑡𝑘, 𝛿) é o vetor regressor e 𝛿 é o tempo de atraso,
definidos como:
𝜃𝑇 = [𝑎𝑇 , 𝑏𝑇1 , . . . , 𝑏𝑇𝑟 ], (3.86)
𝜙𝑇 (𝑡𝑘, 𝛿) = [−𝜙𝑇𝑦 (𝑡𝑘), 𝜙𝑇𝑈1(𝑡𝑘−𝛿1), . . . , 𝜙𝑇𝑈𝑟(𝑡𝑘−𝛿𝑟)], (3.87)
com
𝑎𝑇 = [𝑎1, . . . , 𝑎𝑛], (3.88)
𝑏𝑇𝑗 = [𝑏𝑗1, . . . , 𝑏𝑗𝑚𝑗 ], (3.89)
𝛿𝑇 = [𝛿1, . . . , 𝛿𝑟], (3.90)
𝜙𝑇𝑦 (𝑡𝑘) = [𝑦1(𝑡𝑘), . . . , 𝑦𝑛(𝑡𝑘)] e (3.91)
𝜙𝑇𝑈𝑗(𝑡𝑘−𝛿𝑗) =
[︁
𝑢𝑗(𝑛−𝑚𝑗+1)(𝑡𝑘−𝛿𝑗), . . . 𝑢𝑗𝑛(𝑡𝑘−𝛿𝑗)
]︁
. (3.92)
O vetor de parâmetros 𝜃 descrito em (3.86), não contém o tempo de atraso des-
conhecido em (3.90). Então, para contornar esse problema, foi proposto em (GHOUL et
al., 2016) um vetor de parâmetros generalizado contendo os parâmetros do modelo e os
tempos de atraso desconhecidos, como segue:
Θ𝑇 = [𝜃𝑇 , 𝛿𝑇 ]. (3.93)
Na próxima seção é apresentado o algoritmo para estimação dos parâmetros
(3.93), proposto em (GHOUL et al., 2016).
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3.4.9 Algoritmo dos Mínimos Quadrados Não Linear Recursivo
Agora o problema de identificação se resume em estimar o vetor generalizado dado
em (3.93). Assim, a partir da constituição do vetor regressor generalizado, expressado por:
Φ(𝑡𝑘, Θ^) =
−𝜕𝜀(𝑡𝑘)
𝜕Θ^
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
−𝜑𝑇𝑦 (𝑡𝑘)
𝜙𝑇𝑈1(𝑡𝑘−𝛿1)...
𝜙𝑇
?¨?𝑟
(𝑡𝑘−𝛿𝑟)
−∑︀𝑚1𝑖=1 ?^?1𝑖𝑢𝑗(𝑛−𝑚𝑗+𝑖−1)(𝑡𝑘−𝛿𝑗)...
−∑︀𝑚𝑟𝑖=1 ?^?𝑟𝑖𝑢𝑗(𝑛−𝑚𝑗+𝑖−1)(𝑡𝑘−𝛿𝑟)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
. (3.94)
Em seguida, computa-se o ganho 𝐿(𝑡𝑘) relativo às novas informações disponíveis
em (3.94), da forma:
𝐿(𝑡𝑘) =
𝑃 (𝑡𝑘−1)Φ(𝑡𝑘,Θ)
𝜆(𝑡𝑘) + Φ𝑇 (𝑡𝑘,Θ)𝑃 (𝑡𝑘−1)Φ(𝑡𝑘,Θ)
. (3.95)
Na sequência, a matriz de covariância é calculada, como segue:
𝑃 (𝑡𝑘) =
1
𝜆(𝑡𝑘)
(︃
𝑃 (𝑡𝑘−1)− 𝑃 (𝑡𝑘−1)Φ(𝑡𝑘,Θ)Φ
𝑇 (𝑡𝑘,Θ)𝑃 (𝑡𝑘−1)
𝜆(𝑡𝑘) + Φ𝑇 (𝑡𝑘,Θ)𝑃 (𝑡𝑘−1)Φ(𝑡𝑘,Θ)
)︃
(3.96)
𝜆(𝑡𝑘) é o mesmo fator de esquecimento mencionado anteriormente.
Por fim, os parâmetros do modelo são atualizados, da seguinte maneira:
Θ(𝑡𝑘) = Θ(𝑡𝑘−1) + 𝑃 (𝑡𝑘)Φ(𝑡𝑘,Θ)[𝑦0(𝑡𝑘)− 𝜙𝑇 (𝑡𝑘, 𝛿)𝜃(𝑡𝑘−1)]. (3.97)
Esse algoritmo foi denominado de algoritmo dos Mínimos Quadrados Não Line-
ares Recursivo (do inglês, Sequential Nonlinear Least Square - SNLS).
Na Figura 9 é ilustrado um fluxograma do referido algoritmo, o qual esclarece os
fluxos de sinais e blocos de processamento. Nessa figura, considerou-se a equação (3.72)
de única entrada com tempo de atraso desconhecido. Os sinais de entrada e saída foram
amostrados e, em seguida, filtrados pelas equações (3.81) e (3.82) no bloco de filtragem
𝑆𝑉 𝐹 . Em seguida, realiza-se a constituição do vetor (3.94), o cálculo do ganho (3.95),
computa-se a nova matriz de covariância (3.96) e atualiza-se o vetor de parâmetro (3.97).
E, por fim, o critério de parada é analisado, se não for atendido retorna-se na etapa de
amostragem, caso contrário para a recursão.
As vantagens do algoritmo aplicado a sistemas de teleoperação, são: (i) apenas
com dados amostrados de entrada e saída se realiza a estimação dos parâmetros do sistema
de tempo contínuo; e (ii) apresenta rápida e ótima convergência numérica. A desvantagem
do método é o ajuste da frequência de corte do filtro.
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Figura 9 – Fluxograma do algoritmo dos Mínimos Quadrados Não Linear Recursivo
(SNLS).
3.4.10 Estudo de Caso: Algoritmo Recursivo Não Linear de Filtragem e Esti-
mação de Parâmetros de Sistema de Teleoperação
Considerou-se o benchmark proposto em (3.63), sendo esse discretizado como
em (3.66). O SVF, apresentado em (3.83), para um caso de segunda ordem, pode ser
expressado como:
𝐹𝑖(𝑧−1) =
(𝜏/2)𝑖(1 + 𝑧−1)𝑖(1− 𝑧−1)2−𝑖
[𝛽(1− 𝑧−1) + (𝜏/2)(1 + 𝑧−1)] (3.98)
sendo a taxa de amostragem 𝜏 = 0.1s, a frequência de corte do filtro 𝛽 = 0.2 e 𝑖 é o índice
da ordem da derivada do sinal a filtrar, a fim de se obter os sinais filtrados (3.81) e (3.82).
Com os sinais de entrada e saída filtrados, constitui-se o vetor regressor (3.87),
da forma:
𝜙𝑇 (𝑡𝑘, 𝛿) =
[︁
−𝑦1(𝑡𝑘), 𝑦2(𝑡𝑘), 𝑢12(𝑡𝑘−𝛿1)
]︁
(3.99)
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(a) Estimação do parâmetro 𝑏11(𝑡).
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(b) Estimação do parâmetro 𝑎1(𝑡).
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(c) Estimação do parâmetro 𝑎2(𝑡).
Figura 10 – Estimação dos parâmetros do sistema de tempo contínuo.
No caso, o vetor de parâmetros em (3.91), torna-se:
𝜃𝑇 (𝑡𝑘) = [𝑎1(𝑡𝑘), 𝑎2(𝑡𝑘), 𝑏1(𝑡𝑘)], (3.100)
Assim, para realização da simulação conforme fluxograma apresentado na Figura
9, foram estabelecidas as condições iniciais nulas para os estados e parâmetros, ruídos
gaussianos de entrada e medição com covariâncias de 2×10−2 e 1×10−5, respectivamente,
fator de esquecimento de 0, 95 e tempo de simulação de 10 segundos. E o sinal de entrada
usado na simulação é dado por:
𝑢(𝑡) =
⎧⎨⎩ 0 se 0s ≤ 𝑡 < 4s1 se 𝑡 ≥ 4s (3.101)
Na próxima seção, são mostrados os resultados numéricos alcançados.
3.4.10.1 Resultados
Na Figura 10, são apresentadas as estimações do benchmark de tempo contínuo
(3.63) a partir dos sinais de entrada e saída filtrados. Nota-se nas Figuras 10a, 10b e 10c,
boa exatidão e convergência em 5s.
Nesta seção, mesmo que não seja conhecido o tempo de atraso, os parâmetros do
sistema de tempo contínuo são estimados rapidamente, quando comparado aos resultados
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(a) Sinal de entrada amostrado 𝑢(𝑡𝑘) e
filtrado 𝑢𝑓 (𝑡𝑘).
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(b) Sinal de saída amostrado 𝑦(𝑡𝑘) e
filtrado 𝑦𝑓 (𝑡𝑘).
Figura 11 – Sinais de entrada e saída amostrados e filtrados.
na Seção 3.4.4.1. Por outro lado, na Seção 3.4.4.1 foram estimados os parâmetros e o
tempo de atraso fracionário de um sistema de tempo discreto, ao custo do tempo de
convergência.
Na Figura 11, ilustram-se os comportamentos dos sinais de entrada e saída do
sistema. Na Figura 11a, apresenta-se o sinal de entrada amostrado 𝑢(𝑡𝑘) e filtrado 𝑢𝑓 (𝑡𝑘),
observa-se a suavização do sinal por parte do filtro. Na Figura 11b, ilustra-se o compor-
tamento do sinal de saída amostrado e filtrado.
A vantagem da aplicação do algoritmo é a estimação direta dos parâmetros no
sistema de tempo contínuo com tempo de atraso, a partir do uso dos sinais de entrada e
saída amostrados.
O algoritmo mostrado nesta seção foi aplicado a um sistema de teleoperação
bilateral de segunda ordem. O algoritmo realiza a estimação e retorno direto de parâmetros
do sistemas de tempo contínuo, a partir de dados amostrados de entrada e saída. O mesmo,
possui taxa de convergência adequada e precisão dos parâmetros estimados.
3.5 Controle Adaptativo
O controle adaptativo indireto é uma abordagem geral do controle adaptativo,
uma vez que pode-se combinar qualquer esquema de estimação de parâmetro com qualquer
estratégia de controle. Nesta seção será descrita uma abordagem de controle adaptativo
indireto por alocação de polos (LANDAU et al., 2011). Na Subseção 3.5.1, é descrito o
controle adaptativo indireto por alocação de polos e na Subseção 3.5.2 é apresentada a
equação Diofantina.
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3.5.1 Controle Adaptativo Indireto
Na Figura 12 é mostrada uma estrutura de controle generalizada conhecida como
um controlador de dois graus de liberdade (do inglês, two-degree of freedom - 2-dof).
Sistema RealControlador Adaptativo
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b
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A z
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-
Figura 12 – Diagrama de blocos do sistema de tempo discreto multivariável linear variante
no tempo.
A função de transferência de malha fechada é expressa por:
𝑦(𝑡𝑘) =
𝐻(𝑧, 𝜃ℎ)𝐵(𝑧, 𝜃𝑏)
𝐹 (𝑧, 𝜃𝑓 )𝐴(𝑧, 𝜃𝑎) +𝐺(𝑧, 𝜃𝑔)𝐵(𝑧, 𝜃𝑏)
𝑟(𝑡𝑘) (3.102)
sendo
𝐴(𝑧, 𝜃𝑎) = 1 + 𝑎1𝑧−1 + . . .+ 𝑎𝑛𝑎𝑧−𝑛𝑎 , (3.103)
𝐵(𝑧, 𝜃𝑏) = 𝑏0 + 𝑏1𝑧−1 + . . .+ 𝑏𝑛𝑏𝑧−𝑛𝑏 , (3.104)
com 𝑛𝑏 ≤ 𝑛𝑎 e
𝐹 (𝑧, 𝜃𝑓 ) = 1 + 𝑓1𝑧−1 + . . .+ 𝑓𝑛𝑓 𝑧−𝑛𝑓 , (3.105)
𝐺(𝑧, 𝜃𝑔) = 𝑔0 + 𝑔1𝑧−1 + . . .+ 𝑔𝑛𝑔𝑧−𝑛𝑔 , (3.106)
𝐻(𝑧, 𝜃ℎ) = ℎ0 + ℎ1𝑧−1 + . . .+ ℎ𝑛ℎ𝑧−𝑛ℎ , (3.107)
de ordens adequadas para atender a lei de controle adaptativa, dada por:
𝐹 (𝑧, 𝜃𝑓 )𝑢(𝑡𝑘) = 𝐻(𝑧, 𝜃ℎ)𝑟(𝑡𝑘)−𝐺(𝑧, 𝜃𝑔)𝑦(𝑡𝑘) (3.108)
É suposto que exista um tempo de atraso 𝛿 na entrada da planta da forma:
𝐴(𝑧, 𝜃𝑎)𝑦(𝑡𝑘) = 𝐵(𝑧, 𝜃𝑏)𝑢(𝑡𝑘 − 𝛿) (3.109)
sendo para essa formulação inicial suposto 𝛿 unitário, ou seja, há um tempo de atraso de
uma amostra entre os sinais 𝑢(𝑡𝑘) e 𝑦(𝑡𝑘).
Assim, a equação (3.102) torna-se:
𝑦(𝑡𝑘) =
𝑧−1𝐵(𝑧, 𝜃𝑏)𝐻(𝑧, 𝜃ℎ)
𝐹 (𝑧, 𝜃𝑓 )𝐴(𝑧, 𝜃𝑎) + 𝑧−1𝐺(𝑧, 𝜃𝑔)𝐵(𝑧, 𝜃𝑏)
𝑟(𝑡𝑘) (3.110)
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Deseja-se que os polos do sistema de controle estejam posicionados de modo a
atender as especificações de projeto, tais restrições são incorporadas na forma polinomial
em 𝑧−1, expressada por:
𝑇 = 1 + 𝑡1𝑧−1...+ 𝑡𝑛𝑡𝑧−𝑛𝑡 (3.111)
Por fim, compara-se a equação característica de (3.110) à equação (3.111), para
ajustar os parâmetros de 𝐹 (𝑧, 𝜃𝑓 ) e 𝐺(𝑧, 𝜃𝑔).
3.5.2 Equação Diofantina
Para atribuir os polos do polinômio 𝑇 ao sistema de controle, deve-se estabelecer
a seguinte comparação:
𝐹 (𝑧, 𝜃𝑓 )𝐴(𝑧, 𝜃𝑎) + 𝑧−1𝐺(𝑧, 𝜃𝑔)𝐵(𝑧, 𝜃𝑏) = 𝑇 (3.112)
sendo denominada de equação Diofantina (do inglês Diophantine equation). Os polinômios
(3.103) e (3.104) devem ser coprimos e de ordens adequadas.
Ao estabelecer a relação de igualdade por meio da equação (3.112), deve-se rea-
lizar a expansão e, em seguida, o agrupamento polinomial em que um polinômio possui
coeficientes conhecidos e outro com coeficientes desconhecidos.
Assim, os coeficientes de 𝐹 (𝑧, 𝜃𝑓 ) e 𝐺(𝑧, 𝜃𝑔) podem ser encontrados, por meio da
solução do seguinte sistema:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1 0 · · · 0 𝑏0 0 · · · 0
𝑎1 1
. . . ... 𝑏1 𝑏0
. . . ...
𝑎2 𝑎1
. . . ... ... 𝑏1
. . . ...
... 𝑎2
. . . ... 𝑏𝑛𝑏
... . . . ...
𝑎𝑛𝑎
... . . . ... 0 𝑏𝑛𝑏
. . . ...
0 𝑎𝑛𝑎
. . . ... ... 0 . . . ...
... 0 . . . ... ... ... . . . ...
... ... . . . ... ... ... . . . ...
0 · · · · · · 𝑎𝑛𝑎 0 · · · · · · 𝑏𝑛𝑏
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝑓1
𝑓2
...
𝑓𝑛𝑓−1
𝑓𝑛𝑓
𝑔0
𝑔1
...
𝑔𝑛𝑔−1
𝑔𝑛𝑔
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝑡1 − 𝑎1
𝑡2 − 𝑎2
...
𝑡𝑛𝑡 − 𝑎𝑛𝑡
−𝑎𝑛𝑡+1
...
−𝑎𝑛𝑎
0
...
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(3.113)
ou de ainda de forma compacta:
𝐴𝜃𝐶𝐴 = 𝑏 (3.114)
E a solução de (3.113) é determinada da forma:
𝜃𝐶𝐴 = 𝐴−1𝑏 (3.115)
Assim a dinâmica do sistema de controle torna-se:
𝑦(𝑡𝑘) =
𝐵(𝑧, 𝜃𝑏)𝐻(𝑧, 𝜃ℎ)
𝑇
𝑟(𝑡𝑘 − 1) (3.116)
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E por fim, ajusta-se o ganho 𝐻(𝑧, 𝜃ℎ) para realizar o rastreamento do sinal de
entrada, da forma:
𝐻(𝑧, 𝜃ℎ) =
1
𝐵(𝑧, 𝜃𝑏)
⃒⃒⃒⃒
𝑧=1
(3.117)
Assim, a equação (3.117) realiza o ajuste do ganho para rastreamento do setpoint
e a equação (3.116) é responsável pelo ajuste das respostas transiente e estacionária do
sistema de controle adaptativo.
No contexto de controle adaptativo, um ponto que merece atenção é o tempo de
atraso entre os sinais de entrada e de saída do sistema. Esse tempo de atraso, impacta na
ordem e na distribuição dos coeficientes da equação característica do sistema de controle.
Logo, o atraso afeta o arranjo do sistema e, consequentemente, altera o conjunto solução,
que corresponde aos ganhos do controlador. Portanto, para cada tempo de atraso há uma
nova estrutura para a equação Diofantina. Isso torna o problema de controle adaptativo
de sistemas teleoperados com tempo de atraso desconhecido e variante dependente de
modificações da estrutura dos controladores. Esse problema é endereçado em uma das
contribuições desta tese.
3.6 Conclusão Parcial
Neste capítulo foram relatadas as ferramentas computacionais utilizadas para
tratar do problema de identificação e controle de sistema de teleoperação. Descreveram-se
o modelo do sistema de teleoperação considerado, a filtragem de variável de estado, os
algoritmos para estimação dos parâmetros e estados e a estratégia de controle adaptativo
indireto. As ferramentas apresentadas neste capítulo são utilizadas nas contribuições desta
tese, detalhadas no próximo capítulo.
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4 Contribuições
Neste capítulo são relatadas as metodologias propostas para estimação e controle
do sistema de teleoperação bilateral. Na Seção 4.1, aborda-se a metodologia para estima-
ção das matrizes de entrada, de transição de estados e de saída de um sistema multivariável
variante no tempo. Na Seção 4.2, apresenta-se a metodologia para filtragem e estimação
de estados, assim como a identificação de parâmetros do sistema escravo de um sistema
de teleoperação bilateral. E na Seção 4.3, apresenta-se a metodologia desenvolvida para
realização do controle adaptativo indireto por alocação de polos com estrutura flexível
aplicado a um sistema de teleoperação bilateral.
4.1 Acoplamento de Algoritmos: EKF e RLSSVF
Nesta seção é abordada a Filtragem de Variável de Estado (SVF) e a identifica-
ção de sistemas dinâmicos contínuos variantes no tempo por meio do Filtro de Kalman
Estendido (EKF) acoplado ao Método de Filtragem de Variáveis de Estado pelos Míni-
mos Quadrados Recursivos (RLSSVF), (ROSSINI; GIESBRECHT, 2018) (ROSSINI et
al., 2018). Assim, foi proposto um algoritmo híbrido (AH1) para realização da estimação
dos parâmetros de um sistema na forma de espaço de estado.
Considere um sistema contínuo linear multivariável variante no tempo, dado por:
x˙(𝑡) = A𝑐(𝑡)x(𝑡) +B𝑐(𝑡)u(𝑡) (4.1a)
y(𝑡) = C𝑐(𝑡)x(𝑡) (4.1b)
sendo x(𝑡) ∈ R𝑛 o vetor de estados, u(𝑡) ∈ R𝑚 é o sinal de entrada, y(𝑡) ∈ R𝑝 é o sinal de
saída, A𝑐(𝑡) ∈ R𝑛×𝑛 é a matriz dinâmica do sistema, B𝑐(𝑡) ∈ R𝑛×𝑚 é a matriz de entrada,
C𝑐(𝑡) ∈ R𝑝×𝑛 é a matriz de saída e 𝑡 é o tempo contínuo.
Na Figura 13, o sistema (4.1) a ser identificado, o qual é perturbado pelos ruí-
dos gaussianos descorrelacionados de média nula 𝑣(𝑡) e 𝑤(𝑡), se encontra no interior do
retângulo tracejado e no externo o AH1 proposto.
No AH1, ilustrado na Figura 13, são medidos apenas os sinais de entrada 𝑢(𝑡) e
saída 𝑦(𝑡) do sistema real, os quais são amostrados, 𝑢(𝑡𝑘) e 𝑦(𝑡𝑘), nos respectivos blocos
nominados por A/D. Em seguida os sinais 𝑢(𝑡𝑘) e 𝑦(𝑡𝑘) são filtrados nos blocos SVF a
partir das equações (3.28) e (3.29), sendo disponibilizados 𝑢𝑓 e 𝑦𝑓 ao bloco EKF. No bloco
EKF são realizadas as estimações de estados ?^? do sistema e de certo vetor de parâmetros
Θ^, selecionado pelo projetista, segundo as equações (3.51) e (3.52). Por fim, com os sinais
de entrada e saída filtrados 𝑢𝑓 e 𝑦𝑓 , respectivamente, juntamente com o vetor de estados
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Figura 13 – Diagrama de blocos do sistema real e algoritmo híbrido (AH1).
estimado ?^?, executa-se o bloco RLSSVF para estimação direta de todos os parâmetros do
modelo em espaço de estado do sistema contínuo linear multivariável variante no tempo,
conforme as equações (3.41) e (3.42).
As vantagens do AH1 são: (i) a adequação e tratamento das informações para
uso do modelo na forma de espaço de estado; e (ii) o acoplamento de algoritmos de
modo complementar, sendo que o EKF gera o vetor de estados estimados e o RLSSVF
filtra os estados e estima o vetor de parâmetros. Quanto à desvantagem do algoritmo
proposto, refere-se à representação na forma de espaço de estado, a qual não é única, assim
pode ocorrer que os parâmetros estimados do sistema não correspondam diretamente aos
parâmetros do benchmark.
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Na Seção 5.1 é apresentado um estudo de caso em que o algoritmo híbrido pro-
posto é validado para um benchmark.
4.2 Acoplamento de Algoritmos: KF e RLSEFF𝜆
Nesta seção, outro algoritmo híbrido (AH2) foi proposto. Na Figura 14, mostra-se
um diagrama de blocos para melhor esclarecer o fluxo de dados e os blocos de processa-
mento.
Considere um sistema de tempo contínuo multivariável linear variante no tempo,
dado por:
x˙(𝑡) = A𝑐(𝑡)x(𝑡) +B𝑐(𝑡)u(𝑡) (4.2a)
y(𝑡) = C𝑐(𝑡)x(𝑡) +D𝑐(𝑡)u(𝑡) (4.2b)
sendo x(𝑡) ∈ R𝑛 o vetor de estados, u(𝑡) ∈ R𝑚 o sinal de entrada, y(𝑡) ∈ R𝑝 o sinal de
saída, A𝑐(𝑡) ∈ R𝑛×𝑛 a matriz de transição de estado, B𝑐(𝑡) ∈ R𝑛×𝑚 a matriz de entrada,
C𝑐(𝑡) ∈ R𝑝×𝑛 a matriz de saída, D𝑐(𝑡) ∈ R𝑝×𝑚 a matriz de transmissão direta e 𝑡 o tempo
contínuo
Na Figura 14, o sistema a ser identificado, o qual é perturbado pelos ruídos gaus-
sianos descorrelacionados de média nula 𝑣𝑐(𝑡) e 𝑤𝑐(𝑡),real se encontra dentro do retângulo
tracejado e na parte externa o algoritmo híbrido AH2.
No algoritmo AH2 ilustrado na Figura 14, a entrada u(𝑡) e a saída y(𝑡) do sistema
real de tempo contínuo multivariável linear variante no tempo, são amostradas no bloco
A/D, resultando nos sinais amostrados u(𝑡𝑘) e y(𝑡𝑘), respectivamente. Então, esses sinais
são disponibilizados para o bloco KF, que estima os estados do sistema, x^(𝑡𝑘), conforme
equações (3.45)–(3.48). Por fim, com a entrada u(𝑡𝑘), a saída y(𝑡𝑘) e os estados estimados,
o bloco RLSEFF𝜆 foi executado, a partir da equações (3.9)–(3.11), para estimação recur-
siva de alguns parâmetros selecionados. Os parâmetros estimados foram substituídos no
modelo discreto no KF, após sua convergência. Isso promove a flutuação do modelo usado
para estimação de estados, que permite o rastreamento de mudanças nos parâmetros do
sistema real.
O algoritmo é inicializado com as matrizes do sistema nominal, exceto os parâ-
metros a identificar e os estados estimados, que são inicializados com valores aleatórios.
Tais condições são razoáveis, uma vez que em aplicações reais existem incertezas associ-
adas às variáveis e à dinâmica do sistema. Em seguida, o RLSEFF𝜆 é inicializado com
valores iniciais arbitrários para os parâmetros a serem estimados. Por fim, é realizada a
substituição dos parâmetros estimados em tempo real no algoritmo KF, para análise de
rastreamento das variações de parâmetros.
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Figura 14 – Diagrama de blocos do sistema de tempo contínuo multivariável linear vari-
ante no tempo e AH2.
As vantagens do AH2, são: (i) a possibilidade de seleção de alguns parâmetros
a estimar; e (ii) o uso do KF para complementação das observações de estado, que não
estão disponíveis para medição. E a desvantagem do algoritmo é a convergência numérica,
após a substituição dos parâmetros estimados no modelo discreto utilizado no KF.
Na Seção 5.2 é apresentado um estudo de caso em que o AH2 proposto é validado
para um benchmark.
4.3 Acoplamento do Algoritmo de Estimação de Parâmetros e de
Tempo de Atraso Desconhecidos ao Algoritmo de Controle
Adaptativo Indireto Aplicado à Sistema de Teleoperação
Nesta seção o algoritmo híbrido de identificação e controle adaptativo (AHICA)
é apresentado. O AHICA realiza a amostragem, a estimação e o controle adaptativo por
alocação de polos do sistema de malha fechada. Construiu-se um diagrama de blocos
para mostrar os fluxos de sinais e blocos de processamento do algoritmo proposto, sendo
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apresentado na Figura 15.
Considere um sistema de tempo discreto monovariável linear variante no tempo,
expressado por:
𝑥(𝑡𝑘) =
𝐵(𝑝, 𝜃𝑝)
𝐴(𝑝, 𝜃𝑝)
𝑢(𝑡𝑘 − 𝛿) (4.3a)
𝑦(𝑡𝑘) = 𝑥(𝑡𝑘) + 𝑒(𝑡𝑘) (4.3b)
sendo 𝐴(𝑝, 𝜃𝑝) e 𝐵(𝑝, 𝜃𝑝) polinômios em 𝑝 com coeficiente variantes 𝜃𝑝, 𝛿 é o tempo de
atraso de comunicação e 𝑢(𝑡𝑘), 𝑥(𝑡𝑘), 𝑒(𝑡𝑘) e 𝑦(𝑡𝑘) são sinais de entrada, estado, ruído
gaussiano e saída amostrados, respectivamente.
A lei de controle aplicada ao sistema apresentado na Figura 15, é dada por:
𝐹 (𝑝, 𝜃𝐶𝐴)𝑢(𝑡𝑘) = 𝐻(𝑝, 𝜃𝐶𝐴)𝑟(𝑡𝑘)−𝐺(𝑝, 𝜃𝐶𝐴)𝑦(𝑡𝑘) (4.4)
sendo 𝐹 (𝑝, 𝜃𝐶𝐴), 𝐻(𝑝, 𝜃𝐶𝐴) e 𝐺(𝑝, 𝜃𝐶𝐴) os modos do controlador adaptativo de ordens
adequadas e 𝑟(𝑡𝑘), 𝑢(𝑡𝑘) e 𝑦(𝑡𝑘) são o setpoint, a ação de controle e o sinal de saída do
sistema, respectivamente.
Na Figura 15, considerou-se a equação (3.53) de única entrada com tempo de
atraso desconhecido. Os sinais de entrada e saída do processo foram amostrados para
realizar a estimação dos parâmetros (3.58), no bloco MEPTA. Ao convergir o vetor de
parâmetros Θ^𝐺, uma estrutura de controle é selecionada automaticamente pelo algoritmo,
o qual realiza o ajuste dos parâmetros do controlador adaptativo 𝜃𝐶𝐴 dado em (3.115),
segundo restrições de projeto (3.111), no bloco CA. Por fim, os parâmetros do controlador
são substituídos recursivamente no sistema de controle.
As vantagens do método AHICA são: (i) a partir de dados de entrada e saída
amostrados, a estimação de parâmetros do sistema e do tempo de atraso desconhecido é
realizada; (ii) seleção automática da estrutura do controlador adaptativo indireto; (iii) o
ajuste dos parâmetros do controlador é automático e recursivo; (iv) o controlador é capaz
de atender restrições transientes e estacionárias de resposta do sistema; e (v) o controlador
adaptativo compõe um sistema de controle rastreador de setpoint. A desvantagem do
AHICA, se dá no bloco MEPTA, o qual realiza a estimação do tempo de atraso total do
canal de comunicação, assim foi estabelecida a hipótese de simetria para o atraso.
Na Seção 5.3 é demonstrado um estudo de caso em que o AHICA proposto é
validado para um benchmark.
4.4 Conclusão Parcial
Neste capítulo foram estabelecidas as metodologias e aplicações propostas para
estimação e controle do sistema de teleoperação bilateral. Na Seção 4.1, foi proposta uma
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Figura 15 – Diagrama de blocos do sistema de controle adaptativo, no qual consta o
sistema real, o algoritmo de estimação (MEPTA) e o controle adaptativo.
metodologia de acoplamento, a qual realizou a estimação dos parâmetros do sistema con-
tínuo multivariável variante no tempo. Contudo, devido à dificuldade de mensurar todos
os estados do sistema, foi utilizado o EKF para estimação dos estados, sendo esses dispo-
nibilizados para o algoritmo de filtragem e estimação de parâmetros, RLSSVF. A partir
do acoplamento dos algoritmos buscou-se estimar os parâmetros variantes do sistema
dinâmico.
Na Seção 4.2, foi proposta uma metodologia para realizar a estimação de pa-
râmetros selecionados pelo projetista do sistema de teleoperação mestre escravo. Assim,
foram acoplados os algoritmos KF e RLSEFF𝜆, que a partir de sinais de entrada e saída,
de alguns estados estimados pelo KF e de apenas um estado medido, tornou possível a
estimação dos parâmetros selecionados do sistema dinâmico variante no tempo.
Na Seção 4.3, foi proposta uma metodologia de estimação e controle adaptativo
aplicada a um sistema de teleoperação bilateral. Tal metodologia divide a simulação em
duas etapas, a saber: (i) a estimação dos parâmetros do sistema e do tempo de atraso do
canal de comunicação desconhecidos; e (ii) a estimação dos parâmetros do sistema e os
ajustes dos ganhos do controlador. O acoplamento dos algoritmos de estimação e controle,
devem proporcionar alto desempenho do sistema teleoperado.
Todos os algoritmos descritos nesta seção, possuem a capacidade de retornar
os parâmetros estimados ao projetista. Tal característica ajuda quantificar, elucidar e
ponderar fenômenos que se encontram relacionados ao sistema.
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5 Resultados
Nesse capítulo são descritos os estudos de casos juntamente com suas respectivas
simulações numéricas. Na Seção 5.1 é apresentado um estudo de caso quanto ao aco-
plamento do EKF e do RLSSVF, na Seção 5.2 é mostrado o acoplamento do KF e do
RLSEFF𝜆 a partir de um estudo de caso e na Seção 5.3 é demonstrado a partir de um
estudo de caso o controle adaptativo indireto por alocação de polos.
5.1 Estudo de Caso do Acoplamento: EKF e RLSSVF - Algoritmo
AH1
Para demonstração do algoritmo proposto na Seção 4.1, foi utilizado um ben-
chmark contínuo linear multivariável variante no tempo com representação de estados
(OHSUMI; KAWANO, 2002), expresso por:
x˙(𝑡) = A𝑐(𝑡)x(𝑡) +B𝑐u(𝑡) +w(𝑡) (5.1a)
y(𝑡) = C𝑐x(𝑡) + v(𝑡) (5.1b)
em que A𝑐(𝑡) =
⎡⎣𝑎11(𝑡) 𝑎12(𝑡)
1 −1
⎤⎦, B𝑐 =
⎡⎣0
1
⎤⎦, w(𝑡) = [︁𝑤1(𝑡) 𝑤2(𝑡)]︁𝑇 , C𝑐 = [︁1 0]︁ e
u(𝑡), 𝑤1(𝑡), 𝑤2(𝑡) e v(𝑡) são ruídos gaussianos. Foram realizadas variações bruscas nos
parâmetros 𝑎11(𝑡) e 𝑎12(𝑡), para análise da robustez do sistema de identificação híbrido,
da seguinte forma:
𝑎11(𝑡) =
⎧⎨⎩ 0 se 0s ≤ 𝑡 < 500s0, 2 se 𝑡 ≥ 500s (5.2)
e
𝑎12(𝑡) =
⎧⎨⎩ −0.5 se 0s ≤ 𝑡 < 1000s−0.7 se 𝑡 ≥ 1000s (5.3)
sendo a duração da simulação de 2000 segundos. A resposta do benchmark foi simulada
utilizando u(𝑡), 𝑤1(𝑡), 𝑤2(𝑡) e v(𝑡) ruídos gaussianos de médias nulas e variâncias de
0.1, 0.01, 0.01 e 0.01, respectivamente, e descorrelacionados. Assim, a partir da excitação
persistente do sistema contínuo, realizou-se a amostragem dos sinais de entrada e de saída
para execução da filtragem e estimação dos parâmetros.
Discretizou-se o sistema (5.1), a partir das relações:
A𝑑 = 𝑒A𝑐𝜏 ≈ I+A𝑐𝜏 (5.4a)
B𝑑 ≈ B𝑐𝜏 (5.4b)
C𝑑 = C𝑐; (5.4c)
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onde 𝜏 é a taxa de amostragem dos sinais de entrada u(𝑡) e saída y(𝑡). A equação (5.1)
na forma (5.4), realiza a propagação dos estados do sistema real nos instantes de tempo
amostrados em 𝑡𝑘 = 𝑡, e a constituição do sistema discreto fica da forma:
x(𝑡𝑘+1) =
⎡⎣1 + 𝑎11(𝑡)𝜏 𝑎12(𝑡)𝜏
𝑎21𝜏 1− 𝑎22𝜏
⎤⎦x(𝑡𝑘) +
⎡⎣𝑏11𝜏
𝑏21𝜏
⎤⎦u(𝑡𝑘) +w(𝑡𝑘) (5.5a)
y(𝑡𝑘) =
[︁
𝑐11 𝑐12
]︁
x(𝑡𝑘) + v(𝑡𝑘) (5.5b)
sendo a frequência de corte 𝛽 = 0, 1.
A partir do sistema discretizado (5.5), selecionaram-se os parâmetros variantes
de interesse 𝑎11(𝑡) e 𝑎12(𝑡), para constituição do vetor de estados ampliado, expressado
por:
X(𝑡𝑘) =
[︁
𝑥1(𝑡𝑘) 𝑥2(𝑡𝑘) 𝑎11(𝑡𝑘) 𝑎12(𝑡𝑘)
]︁𝑇
(5.6)
Em seguida, manipulou-se a equação (5.5) para obter a forma (3.49), dada por:
f(x(𝑡𝑘),u(𝑡𝑘),w(𝑡𝑘)) =
⎡⎢⎢⎢⎢⎢⎢⎣
(1 + 𝑎11(𝑡)𝜏)(𝑡𝑘)𝑥1(𝑡𝑘) + (𝑎12(𝑡𝑘))𝑥2(𝑡𝑘) + 𝑏11𝜏u(𝑡𝑘) + 𝑤1(𝑡𝑘)
𝑎21𝜏𝑥1(𝑡𝑘) + (1− 𝑎22𝜏)𝑥2(𝑡𝑘) + 𝑏21𝜏u(𝑡𝑘) + 𝑤2(𝑡𝑘)
𝑎11(𝑡𝑘)
𝑎12(𝑡𝑘)
⎤⎥⎥⎥⎥⎥⎥⎦
(5.7)
e
h(x(𝑡𝑘)) =
[︁
1 0 0 0
]︁
X(𝑡𝑘). (5.8)
Executaram-se as derivadas parciais, conforme equação (3.50), referente às equa-
ções (5.7) e (5.8), sendo essas aplicadas ao EKF (3.51)-(3.52).
Ao executar o AH1, foi considerado o sistema contínuo real (5.1), cujas estimativas
obtidas em cada recursão são apresentadas na forma numérica a seguir.
5.1.1 Resultados
Para inicialização do algoritmo proposto (AH1), foram consideradas condições
iniciais aleatórias para os parâmetros do sistema e nulas para os estados estimados.
Além disso, as matrizes de covariâncias do EKF e do RLSSVF foram inicializadas com
P𝐸𝐾𝐹 = 1000I4×4 e P𝑅𝐿𝑆𝑆𝑉 𝐹 = 10I3×3, respectivamente, foi utilizada a taxa de amostra-
gem unitária e fator de esquecimento de 0.95.
Nas Figuras de 16 e 17 são apresentadas as soluções numéricas dos parâmetros
da matriz de transferência do sistema A𝑐(𝑡) do benchmark proposto na equação (5.1),
em função do tempo. Foram impostas variações bruscas nos parâmetros 𝑎11(𝑡) e 𝑎12(𝑡),
conforme indicado em (5.2) e (5.3), respectivamente.
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(a) Estimação do parâmetro ?^?11(𝑡𝑘).
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Figura 16 – Estimação dos parâmetros variantes no tempo do sistema dinâmico através
do AH1 proposto.
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0 200 400 600 800 1000 1200 1400 1600 1800 2000
Tempo
-1.5
-1
-0.5
0
a
22
(t)
a22=-1.0001
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Figura 17 – Estimação dos parâmetros constantes no tempo do sistema dinâmico através
do AH1 proposto.
Na Figura 16a, nota-se a variação imposta ao parâmetro 𝑎11(𝑡𝑘), assim como sua
convergência em cerca de 200 segundos. Além disso, observa-se certa sensibilidade do pa-
râmetro ?^?11(𝑡) quando ocorre a variação no parâmetro 𝑎12(𝑡). Na Figura 16b, demonstra-se
numericamente a estimação do parâmetro 𝑎12(𝑡), a qual apresenta boa exatidão, conver-
gência em cerca de 100 segundos e baixa sensibilidade à mudança no parâmetro 𝑎11(𝑡).
Na Figura 17a, ilustra-se a estimativa do parâmetro 𝑎21(𝑡), sendo essa com boa exatidão
e baixa sensibilidade aos parâmetros variantes. Na Figura 17b, mostram-se as estimativas
do parâmetro 𝑎22(𝑡) realizadas pelo algoritmo, em que se observa boa exatidão e baixa
sensibilidade às variações de outros parâmetros.
Na Figura 18, são apresentados os resultados das estimações dos elementos da
matriz B𝑐. Nota-se, através das Figuras 18a e 18b, que os parâmetros 𝑏11(𝑡) e 𝑏21(𝑡),
apresentam baixa sensibilidade às variações dos parâmetros do sistema e boa precisão.
Nas Figuras 19 e 20, são apresentadas as estimações dos parâmetros das matrizes
de saída e transmissão direta, respectivamente. Nessas figuras se observa, a rápida con-
vergência, boa exatidão e insensibilidade às variações paramétricas impostas no sistema.
Capítulo 5. Resultados 71
0 200 400 600 800 1000 1200 1400 1600 1800 2000
Tempo
-0.5
0
0.5
1
b 1
1(t
)
b11=-0.0068342
(a) Estimação do parâmetro ?^?11(𝑡𝑘).
0 200 400 600 800 1000 1200 1400 1600 1800 2000
Tempo
0
0.5
1
1.5
b 2
1(t
)
b21=0.99682
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Figura 18 – Estimação dos parâmetros da matriz de entrada do sistema, B𝑐, através do
AH1.
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(a) Estimação do parâmetro 𝑐11(𝑡𝑘).
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(b) Estimação do parâmetro 𝑐12(𝑡𝑘).
Figura 19 – Estimação dos parâmetros da matriz de saída do sistema através do algoritmo
híbrido, com recorte e ampliação da estimação por um fator de 100×.
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Figura 20 – Estimação do parâmetro 𝑑11(𝑡) da matriz de transmissão direta do sistema
D𝑐, através do algoritmo híbrido, com recorte e ampliação da estimação por
um fator de 100×.
Na Figura 21, ilustra-se um recorte do estado 𝑥1(.), o qual é a saída do sistema
contínuo e estimado, na região da mudança do parâmetro 𝑎12(𝑡). Constataram-se diferen-
ças sutis em cada um dos valores da saída, por exemplo, no instante de 1002 segundos,
os valores da saída são −2, 245 e −2, 133 para o sistema contínuo e estimado, respectiva-
mente.
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Figura 21 – Saídas contínua e estimada do sistema com fator de multiplicação 10× apli-
cado aos valores e recorte na região de transição do parâmetro 𝑎12(𝑡).
O AH1 proposto, mostrou desempenho adequado de acoplamento dos algoritmos
de estimação de estados (EKF) e de estimação de parâmetros (RLSSVF). O AH1 demons-
trou numericamente capacidade satisfatória de rastreamento de parâmetros variantes no
tempo e rápida convergência, mesmo com níveis de ruídos significativos.
5.2 Estudo de Caso do Acoplamento: KF e RLSEFF𝜆 - Algoritmo
AH2
Para demonstração do algoritmo híbrido (AH2) proposto na Seção 4.2, foi uti-
lizado um benchmark mestre escravo, em que os parâmetros do escravo estão sujeitos a
variações devido às condições do ambiente remoto. O benchmark é contínuo multivariável
variante no tempo com representação de estados em (4.1).
O sistema mestre escravo, com índices 𝑚 e 𝑠, respectivamente, em geral é com-
posto por cinco blocos, conforme apresentado na Figura 22. Na Figura 22 são observadas
as linhas de fluxo, sendo o transporte direto das informações de força humana 𝑓ℎ, saída
do sistema mestre 𝑦𝑚(𝑡), saída atrasada de 𝛿 segundos do mestre 𝑦𝑚(𝑡 − 𝛿) e saída do
sistema escravo 𝑦𝑠(𝑡). E as notações de volta das informações de saída do sistema escravo
𝑦𝑠, força exercida 𝑓𝑒, força exercida atrasada de 𝛿 segundos 𝑓𝑒(𝑡− 𝛿) e força refletida 𝑓𝑟.
Operador 
Humano
Robô 
Escravo
Tempo de 
Atraso
Robô 
Mestre
hf Ambiente da 
Tarefa
( )my t ( - )my t 
( )ef t  ef
sy
rf sy
Figura 22 – Diagrama de blocos de sistemas de teleoperação bilateral.
Para o presente estudo de caso, foram considerados todos os parâmetros do sis-
tema mestre constantes, assim como o tempo de atraso, já o sistema escravo com parâ-
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metros variantes no tempo. Quanto à topologia do sistema mestre (𝐺𝑚) escravo (𝐺𝑠) com
tempo de atraso (𝐺𝑎), modelou-se a aproximação de Padé para estar à frente do sistema
real, como em (PROBST et al., 2010), assim a forma virtual do sistema mestre escravo é
ilustrada na Figura 23.
aG aGmG ( )sG t
( )hf t ( )my t  ( )sy t 
Figura 23 – Ilustração do diagrama de blocos do sistema mestre escravo com tempo de
atraso.
sendo cada sistema de tempo contínuo 𝐺𝑗, 𝑗 = {𝑚, 𝑠, 𝑎} dado por:
𝐺𝑗 :
⎧⎨⎩x˙𝑗(𝑡) = A𝑗x𝑗(𝑡) +B𝑗𝑢𝑗(𝑡)𝑦𝑗(𝑡) = C𝑗x𝑗(𝑡) +D𝑗𝑢𝑗(𝑡) (5.9)
A forma série equivalente dos subsistemas 𝐺𝑎 e 𝐺𝑚, sendo suas matrizes expres-
sadas por:
A𝑐,𝑚 =
⎡⎣ A𝑎 0
B𝑚C𝑎 A𝑚
⎤⎦ , B𝑐,𝑚 =
⎡⎣ B𝑎
B𝑚D𝑎
⎤⎦ , C𝑐,𝑚 = [︁D𝑚C𝑎 C𝑚]︁ e D𝑐,𝑚 = [︁D𝑚D𝑎]︁
(5.10)
E a forma série equivalente de 𝐺𝑎 e 𝐺𝑠(𝑡), dada por:
A𝑐,𝑠 =
⎡⎣ A𝑎 0
B𝑠C𝑎 A𝑠
⎤⎦ , B𝑐,𝑠 =
⎡⎣ B𝑎
B𝑠D𝑎
⎤⎦ , C𝑐,𝑠 = [︁D𝑠C𝑎 C𝑠]︁ e D𝑐,𝑠 = [︁D𝑠D𝑎]︁
(5.11)
Assim a representação do sistema equivalente da Figura 23, é obtida por:⎡⎣x˙𝑚(𝑡)
x˙𝑠(𝑡)
⎤⎦ =
⎡⎣ A𝑐,𝑚 0
B𝑐,𝑠C𝑐,𝑚 A𝑐,𝑠
⎤⎦⎡⎣x𝑚(𝑡)
x𝑠(𝑡)
⎤⎦+
⎡⎣ B𝑐,𝑚
B𝑐,𝑠D𝑐,𝑚
⎤⎦𝑢𝑚(𝑡) (5.12a)
𝑦𝑠(𝑡) =
[︁
D𝑐,𝑠C𝑐,𝑚 C𝑐,𝑠
]︁ ⎡⎣x𝑚(𝑡)
x𝑠(𝑡)
⎤⎦+ [︁D𝑐,𝑠D𝑐,𝑚]︁𝑢𝑚(𝑡) (5.12b)
sendo as matrizes do sistema mestre e do sistema escravo com tempos de atrasos simé-
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tricos, aproximadas pela função de Padé de primeira ordem, sendo expressas por:
A𝑐,𝑚 =
⎡⎢⎢⎢⎣
−2
𝛿
0 0
0 0 1
1
𝑚𝑚
− 𝑘𝑚
𝑚𝑚
− 𝑏𝑚
𝑚𝑚
⎤⎥⎥⎥⎦ , A𝑐,𝑠 =
⎡⎢⎢⎢⎣
−2
𝛿
0 0
0 0 1
1
𝑚𝑠
− 𝑘𝑠
𝑚𝑠
− 𝑏𝑠
𝑚𝑠
⎤⎥⎥⎥⎦ (5.13a)
B𝑐,𝑚 =
⎡⎢⎢⎢⎣
4
𝛿
0
− 1
𝑚𝑚
⎤⎥⎥⎥⎦ , B𝑐,𝑠 =
⎡⎢⎢⎢⎣
4
𝛿
0
− 1
𝑚𝑠
⎤⎥⎥⎥⎦ (5.13b)
C𝑐,𝑚 =
[︁
0 1 0
]︁
, C𝑐,𝑠 =
[︁
0 0 1
]︁
(5.13c)
D𝑐,𝑚 =
[︁
0
]︁
, D𝑐,𝑠 = 𝐷𝑐,𝑚 (5.13d)
em que 𝑘𝑖 é a constante elástica, 𝑏𝑖 é o coeficiente de atrito e 𝑚𝑖 é a massa, sendo
𝑖 = {𝑚, 𝑠} para os sistemas mestre e escravo, respectivamente, e 𝛿 é o tempo de atraso.
A partir do sistema equivalente (5.12), o vetor de estados passa a ser:
x(𝑡) =
[︁
𝑥1(𝑡) 𝑥2(𝑡) 𝑥3(𝑡) 𝑥4(𝑡) 𝑥5(𝑡) 𝑥6(𝑡)
]︁𝑇
(5.14)
sendo x𝑖(𝑡), com 𝑖 = 1, 2, 3, o atraso, a posição e a velocidade, respectivamente, do sistema
mestre e x𝑖(𝑡), com 𝑖 = 4, 5, 6, o atraso, a posição e a velocidade, correspondentes ao
sistema escravo.
A equação contínua (5.12) na forma discreta (3.44), a qual realiza a propagação
dos estados do sistema real nos instantes de tempo amostrados em 𝑡𝑘 = 𝑡, sob a hipótese
da entrada estar sujeita a um ZOH e se manter constante entre duas observações, é a
seguinte:
x(𝑡𝑘+1) =
⎡⎣I3×3 +A𝑐,𝑚𝜏 03×3
B𝑐,𝑠C𝑐,𝑚𝜏 I3×3 +A𝑐,𝑠𝜏
⎤⎦x(𝑡𝑘) +
⎡⎣ B𝑐,𝑚𝜏
B𝑐,𝑠D𝑐,𝑚𝜏
⎤⎦𝑢𝑚(𝑡𝑘) (5.15a)
𝑦𝑠(𝑡𝑘) =
[︁
D𝑐,𝑠C𝑐,𝑚 C𝑐,𝑠
]︁
x(𝑡𝑘) +
[︁
D𝑐,𝑠D𝑐,𝑚
]︁
𝑢𝑚(𝑡𝑘) (5.15b)
sendo I3×3 a matriz identidade, 03×3 matriz de zeros e 𝜏 a taxa de amostragem. Essas
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matrizes expandidas na forma do sistema discreto (5.15), são:⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝑥1(𝑡𝑘+1)
𝑥2(𝑡𝑘+1)
𝑥3(𝑡𝑘+1)
𝑥4(𝑡𝑘+1)
𝑥5(𝑡𝑘+1)
𝑥6(𝑡𝑘+1)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
=
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
1− 2𝜏
𝛿
0 0 0 0 0
0 1 𝜏 0 0 0
𝜏
𝑚𝑚
−𝑘𝑚𝜏
𝑚𝑚
1− 𝑏𝑚𝜏
𝑚𝑚
0 0 0
0 4𝜏
𝛿
0 1− 2𝜏
𝛿
0 0
0 0 0 0 1 𝜏
0 − 𝜏
𝑚𝑠
0 𝜏
𝑚𝑠
−𝑘𝑠𝜏
𝑚𝑠
1− 𝑏𝑠𝜏
𝑚𝑠
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝑥1(𝑡𝑘)
𝑥2(𝑡𝑘)
𝑥3(𝑡𝑘)
𝑥4(𝑡𝑘)
𝑥5(𝑡𝑘)
𝑥6(𝑡𝑘)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
4𝜏
𝛿
0
− 𝜏
𝑚𝑚
0
0
0
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
𝑢𝑚(𝑡𝑘)
(5.16a)
𝑦𝑠(𝑡𝑘) =
[︁
0 0 0 0 0 1
]︁
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝑥1(𝑡𝑘)
𝑥2(𝑡𝑘)
𝑥3(𝑡𝑘)
𝑥4(𝑡𝑘)
𝑥5(𝑡𝑘)
𝑥6(𝑡𝑘)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+
[︁
0
]︁
𝑢𝑚(𝑡𝑘). (5.16b)
Para realizar a estimação dos parâmetros 𝑚𝑠 e 𝑏𝑠 do sistema escravo, tomou-se a
última linha da equação de estado (5.16a), dada por:
𝑥6(𝑡𝑘+1) = − 𝜏
𝑚𝑠
𝑥2(𝑡𝑘) +
𝜏
𝑚𝑠
𝑥4(𝑡𝑘)− 𝑘𝑠𝜏
𝑚𝑠
𝑥5(𝑡𝑘) +
(︃
1− 𝑏𝑠𝜏
𝑚𝑠
)︃
𝑥6(𝑡𝑘) (5.17)
O vetor de regressores do sistema mestre escravo, é expresso por:
Ψ =
[︁
?^?2(𝑡𝑘) ?^?4(𝑡𝑘) ?^?5(𝑡𝑘) 𝑥6(𝑡𝑘)
]︁
(5.18)
sendo ?^?2(𝑡𝑘), ?^?4(𝑡𝑘) e ?^?5(𝑡𝑘) os estados estimados dos respectivos estados reais e o vetor
de parâmetros é dado por:
Θ𝑇 =
[︁
− 𝜏
𝑚𝑒
𝜏
𝑚𝑒
−𝑘𝑒𝜏
𝑚𝑒
(︁
1− 𝑏𝑒𝜏
𝑚𝑒
)︁]︁
(5.19)
Com isso pode ser escrita a equação:
X = ΨΘ (5.20)
sendo X = 𝑥6(𝑡𝑘) assim, retorna-se à Seção 3.2 para executar o RLSEFF𝜆 e determinação
dos parâmetros físicos do sistema mestre escravo.
Foram usados os valores dos parâmetros conforme Tabela 2 a título de simula-
ção, pois o algoritmo não exige a imposição de limites para os valores dos parâmetros
(ROSHANDEL et al., 2011).
Foram realizadas variações bruscas no sinal de entrada 𝑢(𝑡) e nos parâmetros
𝑚𝑠(𝑡) e 𝑏𝑠(𝑡), para análise da robustez do AH2, da seguinte forma:
𝑢(𝑡) =
⎧⎨⎩ 0N se 0s ≤ 𝑡 < 2× 10
2s
1N se 𝑡 ≥ 2× 102s , (5.21)
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Tabela 2 – Símbolos e valores usados do sistema mestre escravo
Variáveis Valores nominais Valores mínimos Valores máximos
𝑚𝑚 1.5kg – –
𝑏𝑚 11Ns/m – –
𝑘𝑚 1N/m – –
𝑚𝑠 2kg 1kg 3kg
𝑏𝑠 15Ns/m 10Ns/m 20Ns/m
𝑘𝑠 2N/m 1N/m 3N/m
𝛿 5s – –
𝜆 0.998 – –
𝑚𝑠(𝑡) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
2kg se 0s ≤ 𝑡 < 7× 102s
1kg se 7× 102s ≤ 𝑡 < 9× 102s
3kg se 𝑡 ≥ 9× 102s
(5.22)
e
𝑏𝑠(𝑡) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
15Ns/m se 0s ≤ 𝑡 < 6× 102s
20Ns/m se 6× 102s ≤ 𝑡 < 8× 102s
10Ns/m se 𝑡 > 8× 102s
(5.23)
sendo o tempo de amostragem 0.01s, ruídos gaussianos do processo e de medição do
sistema com variâncias de 0.05. A duração da simulação foi de 103 segundos, para observar
a convergência dos parâmetros ocorrida a cada mudança imposta. Assim, a partir do
sistema contínuo, realizou-se a amostragem dos sinais de entrada e de saída para executar
a filtragem de Kalman e estimação recursiva dos parâmetros do sistema.
Na próxima seção, são demonstrados os resultados numéricos e análise da robustez
do AH2 proposto.
5.2.1 Resultados
Para inicialização do algoritmo proposto (AH2), foram consideradas condições
iniciais aleatórias para os parâmetros, ?^? e ?^?, assim como para os estados a estimar.
Além do mais, as matrizes de covariâncias do KF e do RLSEFF𝜆, foram inicializadas
com P𝐾𝐹 = 10I6×6 e P𝑅𝐿𝑆𝐸𝐹𝐹 = 100I4×4, respectivamente, e o fator de esquecimento
𝜆 = 0.998.
Na Figura 24a, apresenta-se o estado 𝑥5 real e estimado do sistema mestre escravo,
em que se observa a convergência numérica em cerca de 40s. Nesse resultado numérico,
encontra-se implícito o tempo de atraso total do sistema de comunicação, que corresponde
a soma dos tempos de atrasos de transportes para frente e para trás da informação. Note
que houve uma variação brusca do sinal de entrada, 𝑢(𝑡𝑘) em 100s e, constata-se por
inspeção, que o estado 𝑥5(𝑡𝑘) responde após 10s, conforme tempo de atraso nominal
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(a) Posição do sistema escravo, gerado
pelo 𝑏𝑒𝑛𝑐ℎ𝑚𝑎𝑟𝑘 𝑥5(𝑡) e pelo KF
𝑥5(𝑡𝑘).
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(b) Velocidade do sistema escravo, ge-
rado pelo 𝑏𝑒𝑛𝑐ℎ𝑚𝑎𝑟𝑘 𝑥6(𝑡) e pelo
KF 𝑥6(𝑡𝑘).
Figura 24 – Ilustração numérica da posição e velocidade do sistema escravo.
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(a) Parâmetro 𝑏𝑠(𝑡) e sua estimação
?^?𝑠(𝑡𝑘), através do AH2 proposto.
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(b) Parâmetro 𝑚𝑠(𝑡) e sua estimação
?^?𝑠(𝑡𝑘), por meio do AH2.
Figura 25 – Comportamento temporal dos parâmetros variantes do sistema escravo.
apresentado na Tabela 2, valor superior aos utilizados em (ROSHANDEL et al., 2011),
(BEDOUI et al., 2012), (SASSI et al., 2013) e (BEDOUI et al., 2013), que foram de no
máximo 3 segundos. Na Figura 24b, ilustra-se o estado 𝑥6 real e estimado do sistema
mestre escravo, em que se observa a convergência numérica em cerca de 100s, esse tempo
pode ser reduzido se a condição inicial para esse estado for mais próxima do real e se o
tempo de amostragem do AH2 for menor.
O RLSEFF𝜆 foi inicializado propositalmente no instante de tempo de 200s, em
que os estados já haviam convergido para seus valores reais. Na Figura 25a, ilustra-se o
comportamento temporal dos parâmetros 𝑏𝑠(.) real e estimado. Observa-se, mesmo que
ocorram variações bruscas impostas por (5.21), (5.22) e (5.23), o parâmetro estimado
?^?𝑠(𝑡𝑘) converge de modo rápido e exato ao valor real, com tempo inferior a 8s.
E na Figura 25b, apresentam-se os resultados numéricos, real e estimado, do
parâmetro 𝑚𝑠(.). Nota-se que o parâmetro estimado, ?^?𝑠(𝑡𝑘), possui maior sensibilidade
percentual às variações impostas pelo parâmetro 𝑏𝑠(𝑡), quando comparado as próprias
variações, (5.22). Contudo, ainda que ocorram variações bruscas nos parâmetros 𝑚𝑠(𝑡) e
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𝑏𝑠(𝑡), o AH2 demonstra rápida e exata convergência ao valor real em menos de 4s.
Por fim, todos os estados do sistema mestre escravo possuem baixa sensibilidade
às variações dos parâmetros, devido a isso, não foram detalhados os resultados numéricos
e respectivas discussões.
O algoritmo AH2 proposto aplicado a um sistema de teleoperação bilateral, mos-
trou desempenho satisfatório quanto ao acoplamento de algoritmos de estimação de esta-
dos (KF) e de parâmetros (RLSEFF𝜆). O AH2 foi construído para realizar a estimação e
retorno de parâmetros específicos de um sistema de teleoperação selecionados pelo proje-
tista, sendo esses a massa e o coeficiente de amortecimento do sistema escravo, ?^?𝑠 e ?^?𝑠,
respectivamente. O algoritmo possui capacidade adequada de rastreamento dos parâme-
tros variantes no tempo, assim como rápida convergência.
5.3 Estudo de Caso do Acoplamento do Algoritmo de Estimação
de Parâmetros e de Tempo de Atraso Desconhecidos ao Algo-
ritmo de Controle Adaptativo Indireto Aplicado à Sistema de
Teleoperação - Algoritmo AHICA
Na Seção 4.3 o método do acoplamento do algoritmo de estimação de parâmetros e
de tempo de atraso desconhecidos ao algoritmo de controle adaptativo indireto foi descrito,
portanto nesta seção o método é aplicado a um sistema de teleoperação bilateral de quarta
ordem.
Para demonstrar a eficiência do algoritmo de estimação e controle adaptativo
proposto, foi suposto que a dinâmica de segunda ordem do sistema mestre é bem conhecida
e de resposta transiente rápida, sem overshoot e ganho unitário, já para o sistema escravo
também com dinâmica de segunda ordem se utilizou um benchmark SISO com tempo de
atraso desconhecido na entrada, cuja forma polinomial é expressada na equação (3.63) e
tempo de atraso 𝛿 segundos.
Foi realizada a discretização da equação (3.63) com o segurador de ordem zero,
mostrado em (3.66). Em seguida, realizou-se a amostragem (3.56a) dos sinais de entrada e
saída e foram constituídos os vetores regressor (3.68) e de parâmetros generalizado (3.69).
Assim, para o presente estudo de caso, a equação (3.59), assume a forma dada
pela equação (3.70).
No módulo de controle adaptativo, tomam-se as estimativas (3.69) para seleção
da ordem do sistema (3.113), o qual é dependente do tempo de atraso. Assim, de ma-
neira recursiva, os ajustes dos parâmetros do controlador adaptativo, são computados na
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equação (3.115) e expressados por:
𝜃𝐶𝐴(𝑡𝑘) =
⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣
𝑓1(𝑡𝑘)
𝑓2(𝑡𝑘)
...
𝑓𝑛𝑓−1(𝑡𝑘)
𝑓𝑛𝑓 (𝑡𝑘)
𝑔0(𝑡𝑘)
𝑔1(𝑡𝑘)
...
𝑔𝑛𝑔−1(𝑡𝑘)
𝑔𝑛𝑔(𝑡𝑘)
⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(5.24)
e o parâmetro 𝐻(.) do controlador é dependente das estimações de
{︁
?^?1(𝑡𝑘), ?^?2(𝑡𝑘)
}︁
,
conforme equação (3.117).
Para análise e validação do algoritmo de estimação e controle, ilustrado na Figura
15, considerou-se a planta (3.67) de segunda ordem, expressada por:
𝑦(𝑡𝑘) + 𝑎1𝑦(𝑡𝑘−1) + 𝑎2𝑦(𝑡𝑘−2) = 𝑏1𝑢(𝑡𝑘−1−𝛿) + 𝑏2𝑢(𝑡𝑘−2−𝛿) (5.25)
sendo 𝑎1 = −𝑒−𝜏−𝑒−2𝜏 , 𝑎2 = 𝑒−3𝜏 , 𝑏1 = 0, 5−𝑒−𝜏+0, 5𝑒−2𝜏 e 𝑏2 = 0, 5𝑒−𝜏−𝑒−2𝜏+0, 5𝑒−3𝜏 ,
com 𝜏 = 1s e tempo de atraso no canal de comunicação de 6 segundos.
A simulação foi dividida em duas etapas: (i) a inicialização do algoritmo MEPTA
com condições iniciais aleatórias para os parâmetros do sistema e para o atraso nulo, 𝜃𝐺;
e (ii) o chaveamento do controlador {𝐹,𝐺,𝐻} ocorre após a convergência do atraso 𝛿 em
(i), cujos ganhos iniciais de controle são aleatórios.
Logo, para simulação e análise de robustez do algoritmo de estimação e controle,
na etapa (i) foi utilizado o benchmark dado pela equação (5.25), sendo a duração da
simulação 1× 104 segundos. E na etapa (ii), foi imposta uma variação brusca no sinal de
entrada, 𝑢(𝑡𝑘), e no parâmetro 𝑎2(𝑡𝑘) do benchmark, na ordem de 100%, conforme descrito
a seguir:
𝑢(𝑡𝑘) =
⎧⎨⎩ 0 se 0s ≤ 𝑡𝑘 < 79s1 se 79s ≤ 𝑡𝑘 < 158s (5.26)
ou seja, 𝑢(𝑡𝑘) é um sinal periódico no tempo com período fundamental de 158s e ciclo
ativo de 50%, e
𝑎2(𝑡𝑘) =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
𝑒−3 se 0s ≤ 𝑡𝑘 < 1× 103s
2𝑒−3 se 1× 103s ≤ 𝑡𝑘 < 1, 6× 102s
𝑒−3 se 𝑡 ≥ 1, 6× 103s
(5.27)
Aos sinais de entrada e saída, foram adicionados ruídos gaussianos com desvios
padrão de 5× 10−2 e 1× 10−6, respectivamente.
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Para o controle adaptativo, foram estabelecidas as seguintes especificações de
projeto, dadas por:
𝜉 = 0, 9 (5.28a)
𝜔 = 0, 98𝑟𝑎𝑑/𝑠 (5.28b)
As restrições (5.28), são calculadas da forma (LANDAU et al., 2011):
𝑡1 = −2𝑒−𝜉𝜔𝜏𝑐𝑜𝑠(𝜔𝜏
√︁
1− 𝜉2), 0 < 𝜉 ≤ 1 (5.29a)
𝑡2 = 𝑒−2𝜉𝜔𝜏 (5.29b)
Assim, as restrições (5.28) são incorporadas na equação (3.111), da forma:
𝑇 = 1 + 𝑡1𝑧−1 + 𝑡2𝑧−2 (5.30)
Então os parâmetros de 𝐹 e 𝐺, são encontrados a partir da comparação (3.112),
e o ganho 𝐻 é obtido através do cálculo da equação (3.117). Por fim, o ajuste de todos
os ganhos no sistema de controle ocorre recursivamente, conforme diagrama de blocos
ilustrado na Figura 15.
Os resultados numéricos foram obtidos a partir da taxa de amostragem unitária
e são mostrados na próxima seção.
5.3.1 Resultados
Na Figura 26, são demonstrados os resultados numéricos do estágio de iniciali-
zação do sistema de controle, ainda nesse estágio o sistema opera em malha aberta. Na
figura 26a, são observados os sinais de entrada e saída do sistema, os quais são tomados
para execução do algoritmo MEPTA, a fim de estimar os parâmetros e o tempo de atraso
do sistema. Nota-se na Figura 26c que ao ocorrer a convergência do tempo de atraso em
cerca de 6×103s, os parâmetros estimados do sistema buscam a convergência em seguida,
conforme ilustrado na Figura 26b.
Após o estágio de inicialização, os parâmetros e o tempo de atraso estimados
são usados como condições iniciais no sistema de controle adaptativo. Na Figura 27, são
mostradas as estimações dos parâmetros para o sistema de malha fechada. Na Figura 27a,
é mostrado o resultado numérico da estimação do parâmetro 𝑎1(𝑡𝑘), o qual é sensível às
mudanças do parâmetro 𝑎2(𝑡𝑘), como descrito na equação (5.27), contudo volta a convergir
em cerca de 50 s. Na Figura 27b, é demonstrado o resultado da solução numérica da
estimação do parâmetro 𝑎2(𝑡𝑘), o qual sofre variações impostas em (5.27). Nota-se a
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Figura 26 – Comportamento temporal dos sinais e parâmetros do sistema.
convergência do parâmetro estimado em cerca de 40s e 70s, após ocorrerem as variações,
respectivamente.
Na Figura 27c, é ilustrado o resultado numérico da estimação do parâmetro 𝑏1(𝑡𝑘),
esse parâmetro é pouco sensível à variação de 𝑎2(𝑡𝑘) e converge para o valor verdadeiro em
menos de 70s. O parâmetro 𝑏2(𝑡𝑘) apresenta maior sensibilidade às variações do parâmetro
𝑎2(𝑡𝑘), quando comparado ao parâmetro 𝑏1(𝑡𝑘), mas a convergência é alcançada em menos
de 70s, conforme apresentado na Figura 27d.
Na Figura 28, são demonstrados os comportamentos numéricos dos ganhos do
controlador adaptativo, em função das mudanças imposta à planta. Assim, na Figura 28a,
é mostrado o comportamento dos ganhos 𝑓𝑖, com 𝑖 = 1, ..., 𝑛𝑓 , sendo 𝑛𝑓 dependente do
tempo de atraso, da forma: 𝑛𝑓 = 1+𝛿. Os ganhos do módulo 𝐹 do controlador adaptativo,
respondem rapidamente às variações da planta e as respectivas convergências ocorrem
em aproximadamente 60s. Na Figura 28b, é mostrado o comportamento do módulo de
controle 𝐺. Observa-se que os ganhos, 𝑔1(𝑡𝑘) e 𝑔2(𝑡𝑘), em regime estacionário são inferiores
a 1× 10−3 e de convergência adequada. E o ganho ℎ1(𝑡𝑘), responsável pelo rastreamento
do sinal de entrada, é apresentado na Figura 28c. Nota-se a alta sensibilidade às mudanças
da planta, assim como a convergência do referido ganho é inferior a 80s.
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Figura 27 – Estimação dos parâmetros do sistema.
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Figura 28 – Comportamento temporal dos ganhos do sistema de controle adaptativo.
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Figura 29 – Comportamento temporal dos sinais de setpoint, saída, erro do sistema e sinal
ação do controle adaptativo.
E, por fim, na Figura 29 são apresentados os sinais de setpoint, de saída, de erro e
de ação do sistema de controle adaptativo indireto. Na Figura 29a, ilustram-se os sinais de
setpoint e saída do sistema, nota-se o rastreamento do sinal de entrada pelo sinal da saída,
conforme especificações de projeto (5.28). Nos instantes de variação da planta, equação
(5.27), a saída busca de modo suficiente o rastreamento e a convergência ocorre em menos
de 80s. O sinal de erro, diferença entre o setpoint e o sinal de saída do sistema, é ilustrado
na Figura 29b, na qual se observa em 1032s o maior nível de erro após as mudanças
impostas no parâmetro 𝑎2(𝑡𝑘), com valor de 7.937. Contudo, o erro tende a zero em cerca
de 80s. Na figura 29c a ação de controle é mostrada, fica evidente os maiores níveis da
ação nos instantes em que ocorrem as variáveis do parâmetro 𝑎2(𝑡𝑘).
O algoritmo de estimação e controle adaptativo proposto, possui uma estrutura
de controle adaptativo flexível, dependente do tempo de atraso do canal de comunicação,
a qual calcula os ganhos do controlador em função das estimativas dos parâmetros do sis-
tema. Constatou-se adequado o acoplamento dos algoritmos de estimação de parâmetros
e de controle adaptativo indireto por alocação de polos, através dos resultados numéri-
cos. O algoritmo demonstrou alta capacidade de rastreamento de parâmetros variantes
no tempo e de ajuste em tempo real dos ganhos do controlador, assim como adequada
habilidade de seguimento do setpoint pela saída, convergência dos parâmetros estimados
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e calculados. Tal algoritmo é muito atrativo às aplicações industriais reais, devido as suas
características de flexibilidade, adaptabilidade e desempenho observadas.
5.4 Conclusão Parcial
Conclui-se que todos os algoritmos propostos por esta tese, apresentaram con-
vergência adequada e estabilidade numérica para os estudos de casos apresentados. As
variações paramétricas abruptas demonstradas nas simulações deste capítulo, podem re-
presentar, quebra de componentes do sistema, incerteza quanto ao valor do parâmetro e,
de forma abreviada, desgaste dos elementos.
O estudo de caso apresentado na Seção 5.1, referente ao acoplamento dos algo-
ritmos EKF e RLSSVF aplicados a um sistema dinâmico linear multivariáveis variante
no tempo. O algoritmo AH1, demonstrou suficiente nível de acoplamento, capacidade de
rastreamento de parâmetros variantes no tempo e convergência, mesmo com níveis de
ruídos significativos. Além do mais, o erro do sinal de saída é menor que 5.5%.
Na Seção 5.2, foi demonstrado o acoplamento dos algoritmos KF e RLSEFF𝜆
aplicado a um sistema mestre escravo com parâmetros variantes do sistema escravo. O
AH2 proposto, mostrou desempenho satisfatório quanto ao acoplamento de algoritmos
KF e RLSEFF𝜆, foi capaz de realizar a estimação e o retorno de parâmetros específicos
de um sistema de teleoperação selecionados pelo projetista, sendo esses a massa e o coefi-
ciente de amortecimento do sistema escravo, ?^?𝑠 e ?^?𝑠, respectivamente. O algoritmo possui
capacidade de rastreamento dos parâmetros variantes no tempo, assim como convergência.
Ao comparar os algoritmos AH1 e AH2 propostos, constatou-se o seguinte:
1. O algoritmo AH1 estima todos os parâmetros do sistema e o AH2 apenas os parâ-
metros selecionados pelo projetista;
2. a convergência das estimações realizadas por AH1 é mais lenta que as de AH2; e
3. ambos os algoritmos possuem capacidade de rastreamento de parâmetros variantes
no tempo.
Na Seção 5.3, foi desenvolvido um estudo de caso do acoplamento de algoritmos
de estimação e controle adaptativo aplicado a um sistema de teleoperação bilateral. O
algoritmo de estimação e controle adaptativo proposto, possui uma estrutura de controle
adaptativo flexível, dependente do tempo de atraso do canal de comunicação, assim foi
capaz de alcançar nível adequado de acoplamento dos algoritmos. O sistema de controle
demonstrou alta capacidade de rastreamento de parâmetros variantes no tempo e de
ajuste em tempo real dos ganhos do controlador. Assim como, apresentou habilidade de
rastreamento do setpoint pela saída e convergência dos parâmetros estimados e calculados.
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6 Conclusão
Nesta tese foram descritos métodos de filtragem, estimação e controle adapta-
tivo indireto aplicados a sistemas de teleoperação bilateral. Dentre os vários problemas
a serem resolvidos, foram destacados por esta tese a caracterização e a quantificação dos
parâmetros do sistema dinâmico, a fim de melhorar o desempenho do sistema de controle.
O principal propósito deste manuscrito, foi realizar a interseção dos assuntos abordados,
sendo esses, a estimação do tempo de atraso no canal de comunicação e dos parâmetros do
sistema dinâmico, aplicados a um sistema de controle adaptativo indireto e flexível, capaz
de se ajustar às mudanças estruturais de estimação e controle, para atender as restrições
transientes, estacionárias e de rastreamento. Assim, o objetivo deste trabalho, foi realizar
a identificação e o controle adaptativo indireto de um sistema mestre escravo.
O algoritmo AH1, baseado no acoplamento do EKF e do RLSSVF, realizou a
estimação de todos os parâmetros do sistema mestre escravo, porém com maior tempo
de convergência, quando comparado ao AH2, o qual é resultado do acoplamento do KF
e do RLSEFF𝜆. Com o algoritmo AH2 foram estimados apenas dois parâmetros do sis-
tema escravo, os quais mostraram convergência adequada, porém os parâmetros estimados
apresentaram alta dependência dos estados estimados. O sistema de controle adaptativo
proposto demonstrou alta sensibilidade às mudanças dos parâmetros e rápido ajuste de
ganhos do controlador. Todos os algoritmos propostos nesta tese são atrativos a aplicações
reais.
Perspectivas Futuras
Como próximos trabalhos, podem ser buscados os seguintes resultados:
∙ Implementar o algoritmo de filtragem de variáveis de estado para estimar os parâ-
metros e o tempo de atraso desconhecido do canal de comunicação;
∙ desenvolver a formulação e implementar o controle adaptativo para o método pro-
posto na Seção 4.1;
∙ manipular matematicamente e construir o controle adaptativo para o método pro-
posto na Seção 4.2;
∙ testar outras estratégias de controle adaptativo para o método proposto na Seção
4.3; e
∙ construir um sistema de controle real, a partir do método proposto na Seção 4.3.
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