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Abstract
Depth perception comes naturally to humans. However in a Computer Vision scenario
estimation of distance between object and camera is an area still under research. This
thesis aims to use binocular stereo vision to reconstruct a 3D scene from 2D images of the
scene taken by a pair of cameras and use it to estimate the distance of the object from the
camera. Further, this estimated distance is used to calculate the Zoom of a PTZ camera.
Although there are various ways to determine the distance of an object from the camera
using Sensors, Lasers and other such external devices, the method used in this thesis is
independent of the use of such external devices and uses only image processing techniques
to determine the distance. Results obtained and the process are clearly outlined.
Keywords: Stereo Vision, Depth Estimation, Disparity.
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Chapter 1
Introduction
1.1 Stereopsis and Stereo Vision
The process of judging the depth and distance of objects from our eyes by comparing the
images on our retinas works so well that many of us who are not ophthalmologists dont
realize the importance of this ability. If you want to know the importance of this process,
try driving a car or riding a bicycle or try playing tennis for even a few minutes with one
eye closed. Everyone goes to 3-D movies these days. Ever wonder how the special glasses
you wear work?
All the above scenarios and many more depend on the concept of stereopsis.
If we consider the images that are cast on our retinae, they are two-dimensional in
nature, but in reality we look out onto a three-dimensional world. So determining the
object’s three-dimensional shape and estimating the depth & distance is a problem worth
solving.
Stereo Vision: As described above, Stereopsis is the biological system of our eyes. Stere-
ovision can be seen as an artificial rendition of the Stereopsis system. So what exactly is
Stereovision? Stereo vision is the extraction of three-dimensional information from a pair
of digital images, obtained by two cameras. Information about a scene from two different
vantage points can be compared and 3D information can be extracted by examining the
relative positions of objects in the two images. This has been modelled based on the
process of stereopsis.
In the case of a biological scenario where the binocular vision of eyes is used for recon-
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structing the 3D scene, the image obtained on the retina is processed by the intraparietal
sulcus of the brain. This ability of the brain to construct a clear mental image of a scene
on the basis of two different images received from the two eyes, overcomes the need for
any pre-processing of the images.
A traditional stereo vision system has two cameras placed at a distance horizontally from
each other which are used to obtain two different viewpoints of a particular scene, similar
to the manner in which the human binocular vision works. Comparison of the two images
yields the relative depth in the form of disparity maps. The disparities are found to be
inversely proportional to the differences in distances of the object.
Figure 1.1: Stereo Vision Setup
A real camera system unlike the human binocular eye system requires various pre-
processing steps to be performed on the images obtained from the two cameras.
The various pre-processing steps are discussed in the forthcoming chapters.
1.2 PTZ Camera
A PTZ camera is an IP-camera capable of directional and zoom control. It is a high-
resolution camera which zooms and pans into portions of the image based on the param-
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eters Pan, Tilt and Zoom.
Pan:
Pan refers to the rotation of a camera in a horizontal plane. It results in a camera motion
similar to that of someone shaking his head from one side to another or a yaw rotation
performed by an aircraft.
Tilt:
Tilt is a technique in which the camera rotates in the vertical plane. It is similar to
Pan but in a different planar context. Tilting of a camera results in a motion similar to
nodding of the head indicating ”yes”/ no or can be said to be similar to the pitch rotation
performed by an aircraft.
Zoom:
It is the optical zoom that is achieved by the use of zoom lens. A zoom lens is an assembly
of lens for which the focal length and in turn the angle of view can be varied.
The final objective of this thesis is to calculate the Zoom parameter of the PTZ camera
and use it in a real time scenario to zoom and focus the PTZ camera on the desired object.
1.3 Objectives
1) Obtaining the Extrinsic and Intrinsic parameters by calibrating the cameras with a
checkerboard.
2) Rectification of the Calibrated images.
3) Constructing the Disparity Map from the Rectified Images.
4) Estimating the Distance between an object and the PTZ Camera.
5) Using the distance estimated to operate a PTZ camera by calculating the parameters.
3
Chapter 2
Methodology
2.1 Epipolar Geometry
This section gives a detailed account of Eipolar Geometry which is the mathematical basis
for Stereo vision. Following are the definitions of some of the building blocks of Epipolar
Geometry which will be used extensively throughout this section.
Epipole: ”the point of intersection of the line joining the optical centres of the camera
which is called the baseline with the image plane”. Thus the epipole can be said to be
”the image, in one camera, of the optical centre of the other camera”.
Epipolar Plane: ”the plane which is defined by a three-dimensional point M and the
optical centres of the two cameras C and C’ ”.
Epipolar Line: ”the line of intersection of the epipolar plane with the image plane”. It
can be termed as ”the image in one camera of a ray through the optical centre and image
point in the other camera”. The Epipole is the point of intersection of all the Epipolar
Lines.
Epipolar Geometry becomes useful in extracting the 3D structure of a scene or an object
from a pair of images. There are two ways for this:
1) In the first method we calibrate both cameras with respect to a world coordinate
system, and then calculate the geometry by calculating the essential matrix of the
system, and from this the three-dimensional structure of the scene is constructed.
2) In the second method a fundamental matrix is calculated from image correspondences,
and this is used to determine the three-dimensional structure of the scene.
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The Essential and the Fundamental matrices have the following properties:
• Both the intrinsic and the extrinsic parameters of the camera are encapsulated in
the Fundamental Matrix F, whilst the essential matrix contains only the extrinsic
parameters.
• The essential matrix E is a 3X3 matrix. Inorder to estimate this for corresponding
image points the intrinsic parameters of both cameras must be known.
• Corresponding Epipolar Lines are mapped by the matrix F to the image points.
The underlying principle in both the above approaches of binocular vision is triangu-
lation. Any object point that is visible in an image must lie on the straight line passing
through the centre of projection of the camera and the image of the object point (see
figure 2.1). So Triangulation can be defined as ”The determination of the intersection of
two such lines generated from two independent images”.
Figure 2.1: The principle of triangulation in stereo imaging[13].
It is a prerequisite to determine the three dimensional scene position of an object point
using the triangulation method and matching the image location of the object point in
one image to the location of the same object point in the other image. This process of
finding such matches between the points of a pair of images of the same scene is called
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correspondence, and will be dealt with in the following sections.
The epipolar geometry constraint reduces the correspondence problem to a search problem
in a single line. Consider the following figure which tries to explain this point.
Figure 2.2: The epipolar constraint[13].
So every point x in one of the images generates a line in the other image on which lies
the point x. Hence the search for correspondences is reduced from a region to a line.
Figure 2.3: The epipolar line along which the corresponding point for X must lie[13].
Inorder to calculate the depth information from a pair of images we need to compute
the epipolar geometry. In this thesis we have used a calibrated environment so we start
by calculating the essential matrix and proceeded by showing the process for calculating
6
the fundamental matrix.
The following equation gives the relation of how the coordinate system of the two cameras
is related by rotation and translation:
x′ = Rx+ T [13]
Figure 2.4: The relationship between the two coordinate systems[13].
Taking the vector product with τ , followed by the scalar product with x we obtain
x′.(τ ∧Rx) = 0[13] (2.1)
The above equations expresses the fact that the vectors Cx, CX and CC are coplanar.
This equation can be rewritten as:
x′TEx = 0; [13] (2.2)
Where,
E =

0 −tz ty
tz 0 −tx
−ty tx 0
 .R[13]
is the essential matrix, and Equation( 2.2) is the epipolar geometry for the calibrated
system used in this thesis and this matrix relates corresponding image points expressed
in the coordinate system of the cameras.
So Epipolar geometry for both the calibrated and un-calibrated systems in the form of
Fundamental and Essential Matrices is used in this thesis for the pre-processing of images.
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2.2 Camera Calibration
Camera Calibration gives the relation between known points in the world and points in an
image. It is one of the requisites of Computer Vision. A calibrated camera can essentially
be seen as a sensor which can be used to measure the distances between camera and
objects. It is employed in many applications in order to recover 3D constraints of an
observed scene from the 2D images. Various properties of the object such as the distance
of the object from the camera, what is the height of the object? Etc. can be measured
from a calibrated camera. To get the image points one must first acquire a series of
known world points. These world points are then used to find the intrinsic and extrinsic
parameters of the cameras.
Extrinsic Parameters:
• Rotation.
• Translation.
• These relate the coordinate system of the camera to an ideal fixed world coordinate
system. The position of the coordinate system and its orientation are also given.
Intrinsic parameters:
• Intrinsic parameters are specific to a camera.
• These relate the coordinate system of the camera to the ideal fixed world coordinate
system.
• The Focal Length (fx, fy) and Optical Center (Center of the image (cx,cy)) are
represented as a matrix called Camera Matrix.
• It depends on the camera , so once calculated it can be stored for future purposes.
Camera Matrix=

fx 0 cx
0 f y cy
0 0 1

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A Good calibration is the basis for reconstructing the 3D world from 2D images as the
Extrinsic Parameters determine the transformation matrix for aligning the Camera coor-
dinate system with the world coordinate system.
One of the most common methods used for calibration is to use planar objects and
apply various affine transformation to them with respect to the camera to develop an
independent series of data points. Usually a Checkerboard pattern such as the one shown
in the figure is used for this purpose.
Figure 2.5: Checkerboard used for Camera Calibration
Steps of Calibration:
1) Corners of the checkerboard are found using edge detection.
2) Lines are fit to the data points.
3) The intersections of the lines are computed in order to find the corners.
The corners are transformed into world points by assuming the top left corner of the
checkerboard as the origin and then imposing that the distance between each square be-
tween neighbouring corners remain constant.
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The process of calibration first detects the corners of the inner squares and then uses
them the corners to calibrate an image. The extrinsic and intrinsic parameters of the
cameras are calculated from the calibrated image.
2.3 Image Rectification
Image rectification is a transformation process used to project two-or-more images onto
a common image plane. It corrects image distortion by transforming the image into a
standard coordinate system.
• One of the main reasons for the application of rectification is to reduce the complex-
ity of the correspondence problem by finding matching points between the images.
• It is used to merge images taken from multiple viewpoint perspectives into a common
coordinate system.
Algorithm 1 :Rectification
1: First both camera matrices are separately factorized into three parts:
• The internal camera matrix A0.
• The rotational matrix R0 that gives the rotation between the camera’s frame of
reference and the world frame of reference.
• The translation matrix t0 that gives the translation between the camera’s frame
of reference and the world frame of reference.
This means P0 = A0[R0 j t0]
2: The new rotational matrix Rn is constructed. This matrix makes sure that in the
new cameras reference systems, the x-axis is parallel to the baseline. The baseline is
simply the line between the two optical centers, which can be retrieved from P0.
3: The new internal camera matrix A is constructed. This can be chosen arbitrarily and
in this algorithm the mean between both original inner camera matrices (A01; A02) is
used.
4: The new camera matrices are now Pn1=A[R | −Rc1] and Pn2=A[R | −Rc2]. The
optical centers are unchanged.
5: A mapping is created that maps the original image planes of P01; P02 to the new
Pn1; Pn2. Because in general the pixels in the new images don’t correspond to integer
positions in the old images, bilinear interpolation is used to ll up the gaps
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2.4 Disparity Calculation
Pairs of cameras are used in almost all high-end robotics systems to provide depth per-
ception. While in humans depth perception is taken for granted, judging depth is difficult
for computers, and remains a subject of ongoing research.
The fundamental process can be viewed as two different problems.The problem of finding
corresponding points in two different views of the same scene and a simple triangulation
can then be used to determine the distance.
Figure 2.6: Typical Camera Configuration
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The above figure depicts a typical camera configuration, with the cameras pointing
somewhat inwards. Suppose the coordinates of two corresponding points are (xleft,yleft)
and (xright,yright). For cameras that are properly aligned, yleft=yright.
The disparity is defined to be xright-xleft. This value can be positive or negative, depend-
ing on the angle of the cameras as well as the distance to the object.
The most common approach in both stereo disparity calculations and motion compen-
sation is to slide a block taken from one image over a second image. This approach is
known as the Semi Global Block Matching Algorithm, which is the algorithm used in our
system.
SGBM Algorithm:
The Semi-Global Block matching algorithm has been implemented as an optimization
algorithm using Dynamic programming to calculate the minimum of energy evaluation
function. The SGBM algorithm gives a much clearer disparity map than the BM algo-
rithm.
For the SGBM algorithm these steps are filled in as follows:
Cost computation can be done from the intensity or color pixel values. Radiometric
differences also have to be kept in mind, so the gradient can also be calculated.
Cost aggregation connects the costs of the neighbourhood of pixels to find the cheapest
(thus matching) pixel in the compare image. This is done through a global energy func-
tion from all directions through the image.
Disparity computation calculates the real disparity from the previously calculated en-
ergy through a winner-takes-all implementation
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Algorithm 2 :Semi Global Block Matching[14]
1: Cost Calculation:
CBT [(x−minX) ∗maxD −minD + (d−minD)]
2: Cost Aggregation:
E(D) =
∑
p
(CBT (p,Dp) +
∑
qNp
P1T [| Dp −Dq |= 1] +
∑
qNp
P2T [| Dp −Dq |> 1])
3: Disparity Calculation: For every base image Ib, the base disparity map Db is
calculated by choosing the disparity with the least cost for every pixel. If Dm be
the disparity map of the match image from Im, it is calculated by searching on the
epipolar line of the pixel in the match image. Inorder to enhance the quality of the
disparity map, calculation of disparities can be done with Im as base image and Ib
as match image. After the calculation of Dm and Db, a consistency check is done
between the two. If the consistency between the two is too high the disparity is set
to invalid.
Lr(p, d) = CBT (p, d) +min(Lr(p− r, d), Lr(p− r, d− 1) + P1, Lr(p− r, d+ 1)
+P1,miniLr(p− r, i) + P2)−minkLr(p− r, k)
Distance Estimation:
This sections deals with the estimation of distance of an object from the camera which is
one of the objectives of this thesis. This can be considered as the Triangulation problem
of Stereo vision.
Triangulation Problem: Triangulation in stereo analysis can be defined as the task
of computing the 3D position of points in the images, given the disparity map and the
geometry of the stereo setting.
The relationship between the world coordinates of a point P(X, Y, Z) and the coordinates
of the point in the image plane (x, y) of a camera can be given by:
x = f ∗ X
Z
y = f ∗ Y
Z
where f is the focal length of the camera.
The 3D position (X,Y,Z) of the point P can be reconstructed by taking the perspective
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projection of the point P on the image planes of the cameras once the relative position
and orientation of the two cameras is known.
We choose the left camera reference system to be the 3D world reference system. The
right camera is translated and rotated with respect to the left one.
The simplest case of transformation arises when the optical axes of two cameras are
parallel, and the translation of the right camera is only along the X axis.
When both the translation vector and rotation matrix, T and R respectively are given,
and they describe the transformation from the left camera coordinate system to the right
camera coordinate system , the equation that gives the stereo triangulation is:
p′ = RT (p− T )
where , p and p’ are the coordinates of P in the left and right camera coordinate systems
respectively, and RT is the transpose matrix of R.
So once both the coordinate systems are aligned to each other, the distance estimation
becomes a trivial problem of using the properties of triangles to calculate the distance.
The following figure describes the situation and the equations that follow propose a
method for this calculation.
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Figure 2.7: Distance estimation by Triangulation.
b1
D
=
−x1
f
b2
D
=
−x2
f
since
b = b1 + b2, then,
b =
d
f
∗ (x2 − x1)
D =
bf
(x2 − x1)
tan
θ0
2
=
x0
D
=
x1
f
f =
x0
2 tan θ0
2
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D =
bx0
2 tan θ0
2
(x2 − x1)
(2.3)
In equation( 2.3) above, x0 is the width of the image in pixels, x2-x1 is the disparity
between the two images in pixels. Since the distance between both webcams b, the
webcam angle view θ0 and image width are constant for 3D webcam, then it seems the
distance D is inversely proportional to disparity (x2-x1). In order to compensate alignment
errors, the view angle must be corrected by adding another term φ within the tangent in
equation( 2.3) as follows:
D =
bx0
2 tan( θ0
2
+ φ)(x2 − x1)
(2.4)
The alignment compensation term φ must be found experimentally. Therefore, equa-
tion( 2.4) can be written as a power relation:
D = k.xz (2.5)
where k is constant given by,
k =
bx0
2 tan( θ0
2
+ φ)
x=x2-x1, and z is a constant to be found out experimentally.
The distance estimated after finding the disparity is used in the calculation of these
parameters by using the relations between these parameters and the distance as follows.
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Chapter 3
Results
The Cameras used to conduct this experiment with stereo vision were Logitech C920 Pro
Webcams. The input images and the resulting outputs of each phase of pre-processing
are shown in this section.
Camera Calibration:
Figure 3.1: Left and Right image pair#01
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Figure 3.2: Left and Right image pair#02
Figure 3.3: Left and Right image pair#03
Figure 3.4: Left and Right image pair#04
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Figure 3.5: Left and Right image pair#05
Figure 3.6: Left and Right image pair#06
Figure 3.7: Left and Right image pair#07
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Figure 3.8: Left and Right image pair#08
Figure 3.9: Left and Right image pair#09
Figure 3.10: Left and Right image pair#10
20
Corner Detection:
Figure 3.11: Corner Detection in Left and Right image pair#01
Figure 3.12: Corner Detection in Left and Right image pair#02
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Figure 3.13: Corner Detection in Left and Right image pair#03
Figure 3.14: Corner Detection in Left and Right image pair#04
Figure 3.15: Corner Detection in Left and Right image pair#05
22
Figure 3.16: Corner Detection in Left and Right image pair#06
Figure 3.17: Corner Detection in Left and Right image pair#07
Figure 3.18: Corner Detection in Left and Right image pair#08
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Figure 3.19: Corner Detection in Left and Right image pair#09
Figure 3.20: Corner Detection in Left and Right image pair#10
24
Rectified Images:
Figure 3.21: Rectified Left and Right image pair#1
Figure 3.22: Rectified Left and Right image pair#2
25
Figure 3.23: Rectified Left and Right image pair#3
Figure 3.24: Rectified Left and Right image pair#4
Figure 3.25: Rectified Left and Right image pair#5
26
Figure 3.26: Rectified Left and Right image pair#6
Figure 3.27: Rectified Left and Right image pair#7
Figure 3.28: Rectified Left and Right image pair#8
27
Figure 3.29: Rectified Left and Right image pair#9
Figure 3.30: Rectified Left and Right image pair#10
28
Disparity Calculation:
Figure 3.31: Disparity Map#01
29
Figure 3.32: Disparity Map#02
30
Figure 3.33: Disparity Map#03
31
Chapter 4
Conclusion
This system estimates the distance between the camera and a point in the image which
lies on the object that is of interest. The disparity map calculated has been implemented
using SGBM and BM algorithms with SGBM giving the better results. The speed of the
system can be improved further by developing better algorithms to tackle the Correspon-
dence problem. The disparity calculated using the algorithms is used to calculate the
distance. After estimating the distance it is used to calculate the zoom parameter of the
PTZ camera.
During this particular experiment two webcams with Auto-Focus were used which hin-
dered our progress as the focal length of the camera which was pivotal in determining the
distance by Triangulation was changing for every image. If this is rectified, using webcams
with constant focal length the distance can be easily estimated using our implementation
which can in turn be used to calculate the Pan, Tilt and Zoom of the PTZ camera.
And furthermore this system is a binocular stereovision system which limits the perfor-
mance of the system. It estimates the distance between the camera and a point in the
image which lies on the object that is of interest only if the object is in the field of vision
of the cameras. If due the object is obstructed from the even one of the cameras, the
system cannot function. To overcome this problem a system of many stereo pairs can be
used. If the object is obstructed from one pair the other pairs are used to estimate the
distance. But this further brings in a problem of finding a common coordinate system for
all the camera pairs. So all these problems can be taken up to extend the system and to
improve its performance
32
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