Given r ≥ 3 and 2 r−1 + 1 ≤ n < 2 r − 1, an [n, n − r, 3] shortened Hamming code that can detect a maximal number of double errors is constructed. The optimality of the construction is proven.
Introduction
Given r ≥ 3, a (shortened) Hamming code is an [n, n − r, 3] code with 2 r−1 + 1 ≤ n ≤ 2 r − 1 [1] [2] . When n = 2 r − 1 we obtain the usual Hamming code. Hamming codes are perfect, i.e., they have no double error detection capability: each time a double error occurs, it is decoded as a single error. In order to obtain double error detection, Hamming codes are extended by adding a parity-bit. The resulting extended Hamming codes are then [2 r , 2 r − r − 1, 4] codes, and they have been often implemented in different forms, like for instance the so called Hsiao codes [3] [2] . These extended Hamming codes are also known as single-error-correcting double-error-detecting (SEC-DED) codes.
Consider a strictly shortened Hamming code of length n, with 2 r−1 + 1 ≤ n < 2 r − 1. Since the columns of the parity-check matrix of the code do not contain all possible non-zero vectors of length r, the code has a residual property for double error detection. There are 2 r −1 n possibilities for the choice of the columns of the parity-check matrix of the shortened Hamming code (the ordering of the columns in a parity-check matrix is irrelevant from the point of view of correction and detection, since once the columns are chosen, different orderings give equivalent codes [1] ). Of all possible choices of columns, there is one (not necessarily unique) that maximizes the number of double errors that the code can detect. A brute force approach to find the optimal choice of columns is prohibitive as n grows large. However, a computational approach to this problem was presented in [4] , where for values of r up to 7, efficient codes were found. The purpose of this paper is finding a general solution regardless of the choice of r, and proving that such a solution is optimal, that is, for the particular choice of parameters, our shortened Hamming code maximizes the number of double errors that can be detected.
Let us mention some relevant related work. In [5] , the authors study SEC-DED codes that maximize triple error-detection and give some heuristics on optimizing such codes. In particular, the authors study SEC-DED codes that can correct adjacent double errors, a problem also considered in [6] . However, we do not deal with the correction of adjacent double errors in this paper.
The basic construction and some illustrative examples are presented in the next section. In Section 3, we prove that the construction is optimal for relevant parameters. Some of the more technical auxiliary results are proven in the Appendix. We end the paper by drawing some conclusions.
Basic Construction
LetĤ t be the t × 2 t matrix consisting of all 2 t binary vectors in increasing order. For example,Ĥ Let 0 m×n be an m × n matrix consisting of zeros and 1 m×n be an m × n matrix consisting of ones. For r ≥ 2, let H (0) r be the r × 1 matrix consisting of r − 1 0s followed by a 1, and given 1 ≤ t ≤ r − 1, let H (t) r be the r × (2 t ) matrix
Finally, let H r be the r × (2 r − 1) matrix
For example, 
When n < 2 r − 1, H r (n) is the parity-check matrix of a shortened [n, n − r, 3] Hamming code that we will denote C(n, r). Our next goal is determining the number of double errors that C(n, r) can detect. We denote this number by N(n, r). Since these are important parameters in the rest of the paper, let us define them formally: Definition 2.1 Consider the r × (2 r − 1) matrix H r given by (2) , and for n ≤ 2 r − 1, let H r (n) be the matrix consisting of the first n columns of H r and C(n, r) the (shortened) Hamming code whose parity-check matrix is H r (n). The number of double errors that C(n, r) can detect is denoted N(n, r).
If n ≤ 2 r−1 , then C(n, r) is a (shortened) extended Hamming code, thus it can detect all double errors. The case of interest is n ≥ 2 r−1 + 1. The following theorem gives the value of N(n, r): Theorem 2.1 Consider the (shortened) [n, n − r, 3] Hamming code C(n, r) given by Definiton 2.1. Let 1 ≤ i ≤ r − 1 such that
Then, the number of double errors N(n, r) that C(n, r) can detect is (convention,
Proof: For each j, 1 ≤ j ≤ i, consider the matrices H (r−j) r in H r (n) as given by (1) . Also, let H (r−i−1) r (n) be the matrix consisting of the last n − i j=1 2 r−j columns of H r (n). If we take a column in a matrix H (r−j) r , and another column either in a matrix H (r−t) r with t > j or in matrix H (r−i−1) r (n), then the XOR of both columns, by construction, is in matrix H (r−j) r . Thus, a double error corresponding to such pair of columns will be undetected. Hence, we have to count the number of pairs in each matrix H (r−j) r that can be detected and add these numbers.
The total number of pairs of columns in a matrix H of them. Adding all these numbers together, we obtain (4). Equation (5) is obtained from (4) using the identity t l=0 2 l = 2 t+1 − 1 repeatedly and some arithmetic manipulation.
2
The most important case in Theorem 2.1 is the value i = 1 in (5). Let us concentrate on this case. Replacing by i = 1 in (5), we obtain
The following lemma, which is routinely proven, gives a more convenient form for Equation (6) , that will be used extensively in the next section:
where N(n, r) is given by (6).
Using Equation (7) for different values of n = 2 r−1 + 1, we obtain Table 1 , which gives the percentages of detection of double errors. We can easily see that as r→∞, the percentage of double errors that the code can detect tends to 100% for this value of n. In Table 2 , we show the percentage of double errors detected for different values of n, 2 r−1 + 1 ≤ n ≤ 2 r−1 + 2 r−2 , as r→∞. We can see that for n = 2 r−1 + 2 r−2 , the percentage of double errors detected is r n = 2 r−1 + 33.33 Table 2 : Percentage of double errors detected for different values of n as r→∞ upper bounded by 33.33%. Thus, for values of n larger than 2 r−1 + 2 r−2 (i.e., i > 1), the percentage of double errors that can be detected is low, so the choice of an optimal code is not that crucial.
It can be proven that the code given by parity-check matrix H r (n) has maximal double error detection capability, but we omit the complete proof. In the next section we prove the optimality for the case 2 r−1 + 1 ≤ n ≤ 2 r−1 + 2 r−2 only, but given the discussion above this one is really the most relevant case.
Optimality of the Construction
Throughout this section, we consider the case in which 2 r−1 + 1 ≤ n ≤ 2 r−1 + 2 r−2 , i.e., i = 1, where i was defined in Theorem 2.1. For longer n in any case we have diminishing returns, as we have seen in Section 2 and in Table 2 , since C(n, r) as given by Definition 2.1 can detect only a relatively small percentage of possible double errors. Since i = 1 the number of double errors N(n, r) that code C(n, r) can detect is given by (7).
We will prove that this number is optimal, that is, given a shortened Hamming code C of length n, the number of double errors that C can detect is at most N(n, r) as given by (6) or (7) . Explicitly, Theorem 3.1 Given a shortened Hamming code C of length n, where 2 r−1 + 1 ≤ n ≤ 2 r−1 + 2 r−2 , and denoting by N 2 (C) the number of double errors that C cannot detect, the number of double errors that C can detect is at most N(n, r) as given by (7), i.e.,
Before we prove Theorem 3.1, we give some notation and lemmas. A parity-check matrix for C, by row operations and column permutations (the order of the columns is irrelevant for detection capability) can be obtained as follows (x denotes either a 0 or a 1): 
Let us call sets A, B, C and D the first a columns, the next b columns, the next c columns and the last d columns respectively of H as given by (9). Therefore, H has the form H = (A|B|C|D).
We will assume that a+b is maximal. Let us explain briefly what we mean by this. Consider those shortenings [1] of code C that give SEC-DED codes, and of all those shortenings, consider one having maximal length. Then, after row operations and column permutations, we may assume that the SEC-DED shortened code has the form (A|B) corresponding to the columns of H in (9).
We have the following lemma:
Lemma 3.1 Given a shortened Hamming code C of length n ≥ 2 r−1 + 1 whose parity-check matrix is given by (9) and a + b is maximal, then a + b ≥ c + d.
Proof: We do induction on r.
If r = 2 the claim is immediate, otherwise, since n ≥ 3, we would have a 0-column. So, assume that r > 2 and a + b < c + d. We will reach a contradiction. By induction on the last r − 1 rows of C ∪ D, we may assume that c ≥ d. Consider again the parity-check matrix H given by (9), i.e., H = (A|B|C|D). 
Lemma 3.2 Given a shortened Hamming code C of length n, 2 r−1 + 1 ≤ n ≤ 2 r−1 + 2 r−2 , whose parity-check matrix is given by (9), then
where N 2 (A, B; C) is given by Definition 3.1.
Proof: Consider a column in C, say c C , and XOR it to all the columns of B, i.e., c C ⊕B. Refer again to (9). In some cases in which a, b, c ≥ 2 r−3 + 1, we can improve the bound of Lemma 3.2 as given by (12). We do so in the next lemma and we give the proof in the Appendix.
Lemma
Let us prove next the following Lemma:
Lemma 3.4 Consider parity-check matrix H as given by (9), and N 2 (A, A; D) according to Definition 3.1, then
and similarly,
Proof: In effect, take a column in D and XOR it with every column in A. The result is a matrix with a different columns whose first two entries (i.e., 1 0) coincide with those of A.
In particular, both A and the new matrix have at most 2 r−2 and at least 2 r−3 + 1 columns. Therefore, the intersection of both matrices must have at least 2 r−2 −2(2 r−2 −a) = 2(a−2 r−3 ) columns. The number of pairs in A whose XOR is equal to the chosen column in D is half this number of columns in the intersection, i.e., a − 2 r−3 , and since there are d different columns in D, inequality (14) follows. 2 Lemma 3.5 Consider parity-check matrix H as given by (9), N 2 (A, A; D) according to Definition 3.1, and assume that a ≤ 2 r−3 and d ≥ 2 r−3 + 1, then 
In some cases, mainly when d ≥ 2 r−3 + 1, we can make (14) stronger as stated in the following lemma, whose proof is given in the Appendix: Lemma 3.6 Consider parity-check matrix H as given by (9), and N 2 (A, A; D) according to Definition 3.1, then Lemma 3.7 Consider columns (A|B|C) in parity-check matrix H as given by (9), then
Adding (a + b + c − 2 r−1 )2 r−2 to both sides, we get
Similarly, we prove that (a+b+c−2 r−1 )2 r−2 ≤ a(b+c−2 r−2 ) and that (a+b+c−2
giving (18). 2
We are ready now to prove Theorem 3.1.
Proof of Theorem 3.1: Inequality (8) is equivalent to
We will prove (19) by induction on r. If r = 2, (19) is trivially true, so we assume that r ≥ 3.
Consider the D columns in parity-check matrix (9). Denote by D the code of length d whose parity-check matrix consists of the last r − 2 rows of D. By Definition 3.1 and equations (10) and (11), we have
so, in order to prove (19), we will prove that
We will consider several subcases and prove them separately.
Since c ≤ 2 r−3 ,
so, by (12) and (14), (20) (18) and (12),
in particular,
and, by (12) and (14), (20) is satisfied. So, assume next that a + b + c ≤ 5 2 r−3 . Since
This gives
and by (13) and (14), (20) follows. Assume next that b ≥ 2 r−3 + 1 and c ≤ 2 r−3 (the case c ≥ 2 r−3 + 1 and b ≤ 2 r−3 is equivalent since the roles of b and c can be interchanged).
In effect, since 2 r−2 ≥ c + d and 2 r−1 ≥ a + b,
which gives
and by (12) and (14), (20) follows. Let us prove next our final case, i.e., d ≥ 2 r−3 + 1. Applying induction to code D, since 2 r−3 + 1 ≤ d ≤ 2 r−3 + 2 r−4 , by (19), we have,
Notice that
and (20) follows from (13), (17) and (21), completing the proof. 2
Let us remark that code C(n, r) given by Definition 2.1 is not unique for maximal double error detection capability up to equivalence. For instance, consider code C(9, 4) given by parity-check matrix (3). This code has maximal detection capability. But given the symmetrical roles of parameters a, b and c that we showed in the proof of Theorem 3.1, the code generated by the following parity-check matrix has also maximal detection capability: 
Conclusions
We have presented a method to construct a shortened Hamming code that maximizes the number of double errors that can be detected. We have proven that our construction is optimal for relevant parameters. Similar goals are feasible for other error-correcting codes besides the Hamming code: given a shortened error-correcting code with minimum distance 2t + 1, the idea would be to choose the shortening that maximizes the number of t + 1 errors that can be detected. However the general problem seems to be difficult. where
Without loss of generality, we may assume that a 0 ≥ a 1 , b 0 ≥ b 1 and c 1 ≥ c 0 , since any other assumption will give symmetrical cases.
Let us assume first that a 1 , b 1 , c 0 ≤ 2 r−4 . Then, by (12), we have
From (24), (25), (26) and (27), it suffices to prove that
In effect, since
and a 1 , b 1 , c 0 ≤ 2 r−4 , we have
Rearranging the terms of this inequality, we obtain
which after further rearrangement gives (28), proving this case. Assume next that a 1 , b 1 ≤ 2 r−4 and c 0 ≥ 2 r−4 + 1. Then, applying induction on r to (13) and by (12), we have
so, by (24), (29), (26), (27) and (30), it is enough to prove that
In effect, since We rearrange this last inequality as follows:
and since a 1 ≤ 2 r−4 , this gives
Rearranging terms, this inequality gives (31), completing the proof of this case. Assume next that b 1 ≤ 2 r−4 and a 1 , c 0 ≥ 2 r−4 + 1. Then, applying induction on r to (13), we have
so, by (24), (29), (26), (32) and (30), it is enough to prove that
and b 1 ≤ 2 r−4 , we obtain
and rearranging the terms of this inequality, we obtain (33), completing the proof of this case. 
so, rearranging this expression, we obtain But it is easy to see that this last inequality is in fact an identity, completing the proof. 2
