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Los operadores bursa´tiles (tambie´n conocidos como traders) intentan inventar una
fo´rmula ma´gica para vencer al mercado. Muchos conceptos, encerrados en Ana´lisis Te´cnico
y Ana´lisis Fundamental, son bastante conocidos, pero los ajustes que los hacen exitosos
siguen siendo desconocidos.
Figura 1.1: Influencia del precio de las acciones: Acciones, flujo de informacio´n y reacciones.
[9]
En Figura 1.1: Flujo de informacio´n de un I´ndice bursa´til, desde las compan˜´ıas hasta
la interpretacio´n de los movimientos.
En la actualidad se considera que la automatizacio´n de procesos es una prioridad en
cualquier campo del conocimiento, ya que los costos esta´n representados en el gasto de
tiempo y en la presentacio´n de resultados.
2 1. Introduccio´n
A partir de esta idea y conociendo de antemano que la Ingenier´ıa de Sistemas tiene
diversas aplicaciones en los distintos campos del conocimiento, se considera que es factible
aplicar el enfoque hacia el campo de las Finanzas. El presente documento muestra la
formulacio´n de un proyecto que tiene como finalidad la implementacio´n de una necesidad
observada dentro de este campo; como lo es la de identificar patrones en sen˜ales de mercado
de valores de la bolsa de Nueva York, aplicando te´cnicas de Inteligencia Artificial.
La Inteligencia Artificial brinda la ventaja de reducir costos, ya que muchas de las




En la actualidad se conocen algunos simuladores de Bolsa de Valores, como por ejemplo
el de BVC [6]; los cuales son capaces de predecir con un gran ı´ndice de acierto los movimientos,
pero con la desventaja de que son sistemas cerrados y accesibles solo a una poblacio´n
limitada.
La necesidad radica en que se quiere realizar un algoritmo que permita el reconocimiento
de patrones en sen˜ales de mercado de valores en bolsa de Nueva York, ya que los me´todos
que son accesibles fa´cilmente son poco confiables y en la mayor´ıa de casos no son acertados
como es lo esperado.
4 2. Formulacio´n del Problema
Cap´ıtulo 3
Justificacio´n
Por definicio´n, las Finanzas son consideradas como el campo de la economı´a que se
dedica de forma general al estudio de la obtencio´n del dinero y su eficiente administracio´n.
El objetivo principal de las finanzas es el de ayudar a las personas naturales o jur´ıdicas a
tener un adecuado uso de su dinero, apoya´ndose en instrumentos financieros.
Con respecto a lo anterior, se puede decir que en un proceso financiero es de vital
importancia el uso o´ptimo del tiempo entre la realizacio´n de operaciones. Por lo cual es
muy factible la automatizacio´n de procesos por medio de la implementacio´n de algoritmos





Formular un algoritmo que permita identificar patrones en sen˜ales del mercado de
valores de la bolsa de Nueva York, aplicando te´cnicas de Inteligencia Artificial.
4.2. Objetivos espec´ıficos
Determinar 4 (cuatro) sen˜ales comunes en ana´lisis te´cnico de ı´ndices bursa´tiles.
Determinar te´cnicas de Inteligencia Artificial apropiadas para cada sen˜al que haya
sido identificada.
Implementar las anteriores te´cnicas para cada sen˜al.






El origen de la Bolsa como institucio´n data de finales del siglo XV en las ferias
medievales de la Europa Occidental. En esas feria se inicio´ la pra´ctica de las transacciones de
valores mobiliarios y t´ıtulos. El te´rmino “bolsa.aparecio´ en Brujas, Be´lgica, concretamente
en la familia de banqueros Van der Bursen, en cuyo palacio se organizo´ un mercado de
t´ıtulos valores. En 1460 se creo´ la Bolsa de Amberes, que fue la primera institucio´n bursa´til
en sentido moderno. Posteriormente, se creo´ la Bolsa de Londres en 1570, en 1595 la de
Lyon, Francia y en 1792 la de Nueva York, siendo e´sta la primera en el continente americano.
Estas se consolidaron tras el auge de las sociedades ano´nimas.[2]
El ı´ndice estadounidense ma´s antiguo existente hoy en d´ıa es el Dow Jones Industrial
Average o simplemente conocido como Dow Jones. E´ste mismo fue creado por Charles
Henry Dow en conjunto con el Wall Street Journal para medir la actividad econo´mica y
financiera de los Estados Unidos de Ame´rica a finales del siglo XIX. A principio estaba
compuesto por tan solo de 12 compan˜´ıas como General Electric, North America Company,
American Tobacco Company entre otros, mientras que hoy en d´ıa esta´ formado por 30
compan˜´ıas.[3]
5.2. Marco Conceptual
Descripcio´n de los conceptos, los cuales son fundamentales para el entendimiento de
este proyecto
I´ndice Bursa´til: Instrumento de los Mercados Bursa´tiles para seguir la evolucio´n del
conjunto de las acciones cotizadas. La mayor parte de los ı´ndices se constituyen con
una seleccio´n de acciones que pretenden representar a la totalidad.[2]
Los ı´ndices bursa´tiles son una referencia cada vez ma´s importante para los gestores
de cartera. Lo son tambie´n en la oferta de nuevos productos, sobre todo en depo´sitos
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y fondos.[2]
Ana´lisis Te´cnico:
Surgido a finales del siglo XIX, en Estados Unidos, a manos de Charles Henry Dow,
este me´todo prescinde del estudio de riesgo financiero propio a las sociedades y en su
lugar estudia la accio´n del mercado, principalmente a trave´s del uso de gra´ficas, con
el propo´sito de predecir futuras tendencias en el precio.
Este estudio, que observa la cotizacio´n de la accio´n, el volumen bursa´til y el intere´s
abierto, utilizado principalmente en futuros y opciones, puede verse influenciado en
gran medida por la propia perspectiva del analista.
La capacidad de determinar tendencias alcistas o bajistas complementa al ana´lisis
fundamental, haciendo que la suma de ambos tipos de ana´lisis nos ayuden a comprender
mejor hacia do´nde se movera´ el precio de las acciones [1].
Ana´lisis Fundamental :
Introducido por Benjamin Graham y David Dodd, en 1934, este tipo de ana´lisis
trata de calcular el valor real de las acciones mediante los datos de los balances. Por
supuesto, no realiza un ana´lisis tan ba´sico como la mera observacio´n de los beneficios
o pe´rdidas de la sociedad.
El ana´lisis fundamental intenta calcular el valor real de un t´ıtulo mediante el ana´lisis
de balances y lo compara con el valor de mercado, para as´ı descubrir si en un momento
determinado el precio del mismo esta´ infravalorado. Siempre teniendo en cuenta que
los resultados de los balances y los precios se encuentran en constante cambio y que
la cotizacio´n se puede ver influenciada tambie´n por otros factores entre los que se
incluyen los pol´ıticos y los econo´micos [1].
OHLC: La abreviatura establecida para Open, High, Low, Close, referente al precio
de un instrumento/´ındice bursa´til durante un tiempo dado.
Bolsa de Valores: Las Bolsas de Valores se pueden definir como mercados organizados
y especializados, en los que se realizan transacciones con t´ıtulos valores por medio de
intermediarios autorizados, conocidos como Casas de Bolsa o´ Puestos de Bolsa. Las
Bolsas ofrecen al pu´blico y a sus miembros las facilidades, mecanismos e instrumentos
te´cnicos que facilitan la negociacio´n de t´ıtulos valores susceptibles de oferta pu´blica,
a precios determinados mediante subasta.
Dependiendo del momento en que un t´ıtulo ingresa al mercado, estas negociaciones
se transar´ıan en el mercado primario o en el mercado secundario. [2]
Mercado de Valores: Es un subsistema dentro del sistema financiero y esta´ compuesto
por un conjunto de instrumentos o activos financieros, instituciones o intermediarios
financieros cuya misio´n es contactar a compradores y vendedores en los mercados
donde se negocian los diferentes instrumentos o activos financieros. [2]
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Inteligencia Artificial: Es la rama de las Ciencias de la Computacio´n que estudia
el software y hardware necesarios para simular el comportamiento y comprensio´n
humanos.
El objetivo u´ltimo de la IA es simular la inteligencia humana en una ma´quina creando
robots que sean conscientes y con sentimientos reales, similares a los humanos. Uno
de los problemas ma´s dif´ıciles es la simulacio´n de la conciencia, cualidad humana que
hace que nos demos cuenta de nuestra propia existencia. [4]
Hiperpara´metro: En el contexto del aprendizaje automa´tico, los hiperpara´metros son
para´metros cuyos valores se establecen antes del comienzo del proceso de aprendizaje.
Por el contrario, los valores de otros para´metros se derivan a trave´s del entrenamiento.
Overffiting: Es el efecto de sobreentrenar un algoritmo de aprendizaje con unos ciertos
datos para los que se conoce el resultado deseado.
5.3. Marco Legal
A continuacio´n se presentan un conjunto de leyes que regulan los Mercados de Valores
segu´n el estado Colombiano.
Ley 35 de 1993 Por la cual se dictan normas generales y se sen˜alan en ellas los
objetivos y criterios a los cuales debe sujetarse el Gobierno Nacional para regular
las actividades financiera, bursa´til y aseguradora y cualquier otra relacionada con
el manejo, aprovechamiento e inversio´n de recursos captados del pu´blico y se dictan
otras disposiciones en materia financiera y aseguradora.
Ley 1266 de 2008 Por medio de la cual se dictan disposiciones generales del Habeas
Data y se regula el manejo de la informacio´n contenida en bases de datos personales,
en especial la Financiera, Crediticia, Comercial, de Servicios y la proveniente de
Terceros Pa´ıses y se dictan otras disposiciones.
Ley 964 de 2005 Por la cual se dictan normas generales y se sen˜alan en ellas los
objetivos y criterios a los cuales debe sujetarse el Gobierno Nacional para regular las
actividades de manejo, aprovechamiento e inversio´n de recursos captados del pu´blico
que se efectu´en mediante valores y se dictan otras disposiciones.
Ley 45 de 1990 Por la cual se expiden normas en materia de intermediacio´n
financiera, se regula la actividad aseguradora, se conceden unas facultades y se dictan
otras disposiciones.
Ley 226 de 1995 Por la cual se desarrolla el art´ıculo 60 de la Constitucio´n Pol´ıtica
en cuanto a la enajenacio´n de la propiedad accionaria estatal, se toman medidas para
su democratizacio´n y se dictan otras disposiciones.
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Ley 795 de 2003 Por la cual se ajustan algunas normas del Estatuto Orga´nico del
Sistema Financiero y se dictan otras disposiciones.
Ley 546 de 1999 Por la cual se dictan normas en materia de vivienda, se sen˜alan los
objetivos y criterios generales a los cuales debe sujetarse el Gobierno Nacional para
regular un sistema especializado para su financiacio´n, se crean instrumentos de ahorro
destinado a dicha financiacio´n, se dictan medidas relacionadas con los impuestos y
otros costos vinculados a la construccio´n y negociacio´n de vivienda y se expiden otras
disposiciones.
Ley 27 de 1990 Por la cual se dictan normas en relacio´n con las bolsas de valores,
el mercado pu´blico de valores, los depo´sitos centralizados de valores y las acciones
con dividendo preferencial y sin derecho de voto.
Ley 1314 de 2009 Por la cual se regulan los principios y normas de contabilidad
e informacio´n financiera y de aseguramiento de informacio´n aceptados en Colombia,
se sen˜alan las autoridades competentes, el procedimiento para su expedicio´n y se
determinan las entidades responsables de vigilar su cumplimiento
Ley 1328 de 2009 Por la cual se dictan normas en materia financiera, de seguros,
del mercado de valores y otras disposiciones (Reforma Financiera).
Ley 510 de 1999 Por la cual se dictan disposiciones en relacio´n con el sistema
financiero y asegurador, el mercado pu´blico de valores, las Superintendencias Bancaria
y de Valores y se conceden unas facultades.
Cap´ıtulo 6
Disen˜o Metodolo´gico
La metodolog´ıa propuesta para el desarrollo de la investigacio´n se divide en cuatro
aspectos fundamentales: Delimitacio´n del Algotirmo, Implementacio´n, Ana´lisis de Efectividad
y Resultados.
La etapa de Delimitacio´n del Algoritmo consiste en describir la estrategia definida para
el desarrollo de la investigacio´n, as´ı como la explicacio´n de un grupo de componentes
te´cnicos a tener en cuenta para la comprensio´n de dicho planteamiento.
A partir de las bases de conocimiento propuestas, se muestra una implementacio´n de
algunas Te´cnicas de Inteligencia Artificial, las cuales son utilizadas principalmente para
Clasificacio´n de caracter´ısticas en conjuntos de datos.
Luego de tener una implementacio´n o´ptima que logre interpretar nuestra solucio´n
planteada, se procede a realizar un Ana´lisis de Efectividad para poder comparar los me´todos
a trave´s de me´tricas y diferentes criterios de decisio´n. Posteriormente, se procede a sustentar
los Resultados obtenidos del paso anterior.




La manera en la que se decide avanzar en la sustentacio´n de la hipo´tesis planteada se
resumen en:
Definicio´n de conceptos te´cnicos requeridos para la comprensio´n de las respectivas
implementaciones.
Seleccio´n y descripcio´n de sen˜ales comunes en ana´lisis te´cnico de ı´ndices bursa´tiles
(Cap´ıtulo 4).
Seleccio´n y descripcio´n de te´cnicas de Inteligencia Artificial apropiadas (Cap´ıtulo 4)
Implementar cada te´cnica sobre cada una de las sen˜ales.
A partir de una me´trica o criterio, decidir cua´l te´cnica es la ma´s efectiva para cada
sen˜al.
7.2. Conocimientos Base
En el Cap´ıtulo 5 se vieron algunos fundamentos teo´ricos necesarios para el entendimiento
ba´sico de la presente investigacio´n. Para complementar dichas bases se muestra a continuacio´n
una serie de fundamentos te´cnicos, los cuales sera´n utilizados en implementaciones de
cap´ıtulos siguientes.
7.2.1. Media Mo´vil (Moving Average)
El indicador te´cnico “Media Mo´vil”(Moving Average, MA) muestra el valor medio del
precio de un instrumento durante un determinado per´ıodo de tiempo. Cuando se calcula
Moving Average, se promedia matema´ticamente el precio del instrumento durante un
per´ıodo de tiempo dado. En funcio´n del cambio del precio, su valor medio va aumentando
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o disminuyendo.
Tipos de medias mo´viles:
Simple Moving Average (SMA) – Media Mo´vil Simple
Exponential Moving Average (EMA) – Media Mo´vil Exponencial
Smoothed Moving Average (SMMA) – Media Mo´vil Suavizada
Linear Weighted Moving Average (LWMA) – Media Mo´vil Ponderada Lineal
Nota: Para los casos de estudio en los siguientes cap´ıtulos, solo es requerido
el conocimiento sobre MA y EMA
Media Mo´vil Simple (Simple Media Average, SMA)
La media mo´vil simple o aritme´tica se calcula mediante la suma de los precios de
cierre de un instrumento durante un determinado nu´mero de per´ıodos simples, dividiendo







Close(i) - Precio de cierre del per´ıodo actual
N - Nu´mero de periodos calculados
En la Figura 7.1: Media Mo´vil Simple para un Periodo de 10 d´ıas para el ı´ndice GOOGL.
Media Mo´vil Exponencial (Exponential Media Average, EMA)
La media mo´vil suavizada exponencialmente se calcula mediante la adicio´n de una
cierta parte del precio de cierre actual al valor anterior de la media mo´vil. A la hora de
usar las medias mo´viles exponenciales, el mayor valor tienen los u´ltimos precios de cierre.
EMA = (Close(i) ∗ P ) + (EMA(i− 1) ∗ (1− P )) (7.2)
Donde:
Close(i) - Precio de cierre del per´ıodo actual
EMA(i− 1) - valor de la media mo´vil para el per´ıodo anterior
P – parte de uso del valor de precios.
En la Figura 7.2: Media Mo´vil Exponencial para un Periodo de 89 d´ıas para el ı´ndice
GOOGL.
7.2 Conocimientos Base 17
Figura 7.1: Ejemplo SMA 10, GOOGL
7.2.2. Cross Validation
Es un me´todo estad´ıstico de evaluacio´n y comparacio´nen algoritmos de aprendizaje, el
cua´l divide el set de datos en dos partes: uno utilizado para el aprendizaje o entrenamiento
de un modelo y el otro para validar el modelo. En un Cross Validation t´ıpico, los datos de
entrenamiento y los datos de pruebas deben cruzarse en rondas consecutivas de modo que
cada grupo de datos tiene la posibilidad de ser validado con tra el resto. La forma ba´sica
de Cross Validation es K-fold Cross Validation [10]
k-fold Cross validation
En k-fold cross-validation primero los datos son particionados en k segmentos o folds
de igual taman˜o o cercanos. Seguidamente k iteraciones de entrenamiento y de validacio´n
se realizan de tal manera que dentro de cada iteracio´n un segmento diferente de los datos
es separado para la validacio´n mientras el resto de los k segmentos son usados para el
entrenamiento. [10]
En Figura 7.3: Muestra un ejemplo con k = 5. La seccio´n ma´s oscura es utilizada para
la validacio´n del modelo, mientras que las cuatro secciones restantes son utilizadas para el
entrenamiento del modelo.
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Figura 7.2: Ejemplo EMA 89, GOOGL
7.2.3. Grid Search
Es la forma tradicional de realizar la optimizacio´n de hiperpara´metros, simplemente una
bu´squeda exhaustiva a trave´s de un subconjunto especificado manualmente del espacio de
un algoritmo de aprendizaje.
Debe guiarse por una me´trica de rendimiento, generalmente medida por validacio´n
cruzada en el conjunto de entrenamiento o evaluacio´n en un conjunto de validacio´n extendido.
7.3. Sen˜ales
Segu´n el Cap´ıtulo 4, el primer paso crucial en la investigacio´n es determinar 4 sen˜ales
comunes en ana´lisis te´cnico de ı´ndices bursa´tiles.
Basado en referencia del asesor de la investigacio´n y considerando 4 de las sen˜ales ma´s
significativas para traders, la eleccio´n es la siguiente:
EMA 89-200 - Exponential Moving Average, Periodos de 89 y 200 d´ıas
MACD - Moving Average Convergence/Divergence
RSI - Relative Strength Index
SO - Stochastic Oscillator
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Figura 7.3: Ejemplo k-fold Cross Validation
En el desarrollo del presente cap´ıtulo se abordara´n cada una de las sen˜ales anteriores,
para contextualizar su importancia dentro del ana´lisis te´cnico.
7.3.1. EMA 89-200 - Exponential Moving Average
La sen˜al EMA 89-200 esta´ constituida por un par de EMAs (Seccio´n 7.2.1) con diferentes
periodos. La funcio´n principal de esta sen˜al es la de confirmar la tendencia.
En general, EMAs de 80 y 200 d´ıas son usadas como sen˜ales de trading de largos
periodos.
Interpretacio´n
EMA 200 por debajo de EMA 89: la tendecia es altista, los precios tienden a subir y
es estable
EMA 89 por debajo de EMA 200: la tendencia es bajista, es decir, los precios tienden
a bajar y es bastante marcada
Cruce pasando por encima de 89: Posiblemente hay un cambio de tendencia (de
alsista a bajista, los precios no van a subir a bajar, comienzan a bajar)
Cruce pasando por encima de 200: Posiblemente hay un cambio de tendencia (de
bajista a alsista)
En la figura Figura 7.4: Media Mo´vil Exponencial para Periodos de 89 y 200 d´ıas para
el ı´ndice GOOGL.
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Figura 7.4: EMA 89 200, GOOGL
7.3.2. MACD - Moving Average Convergence/Divergence
El indicador te´cnico Convergencia/Divergencia de Medias Mo´viles es un indicador
dina´mico que sigue la tendencia. Muestra la correlacio´n de dos medias mo´viles del precio.
El indicador te´cnico MACD se construye como la diferencia de dos media mo´viles
exponenciales (EMA) con per´ıodos de 12 y 26. Para definir con precisio´n los momentos
oportunos de compra y venta, en el gra´fico del MACD se dibuja una media mo´vil de 9
per´ıodos, conocida como “l´ınea de sen˜al”. El MACD es ma´s eficaz cuando el mercado se
oscila con una gran amplitud dentro de la horquilla de trading.





Cuando el Moving Average Convergence/Divergence cae por debajo de la l´ınea de sen˜al,
hay que vender, y si sube por encima, hay que comprar. Cuando el MACD cruza la l´ınea
cero arriba/abajo, esto tambie´n puede servir de sen˜ales de compra/venta, respectivamente.
7.3 Sen˜ales 21
Estado de sobrecompra/sobreventa
El Moving Average Convergence/Divergence es muy u´til tambie´n como un indicador de
sobrecompra/sobreventa. Cuando la media mo´vil corta sube sustancialmente por encima
de la media mo´vil larga (es decir, el MACD va creciendo), eso significa que el precio del
instrumento en cuestio´n seguramente esta´ cotizado por encima de su valor real, y pronto
volvera´ a un nivel ma´s real.
Divergencia
Cuando entre el MACD y el precio se forma una divergencia, significa la posibilidad de
pronta finalizacio´n de la tendencia actual. Una divergencia alcista surge cuando el MACD
alcanza nuevos ma´ximos, y el el precio no logra alcanzarlo. Una divergencia bajista surge
cuando el indicador alcanza nuevos mı´nimos, y el precio no lo consigue. Los ambos tipos
de divergencia tienen ma´s valor si se forman en las a´reas de sobrecompra/sobreventa.
Fo´rmula
El indicador te´cnico Moving Average Convergence/Divergence se determina restando
la media mo´vil exponencial de 26 per´ıodos de la media mo´vil exponencial de 12 per´ıodos.
Luego por encima del gra´fico del MACD se puntea una media mo´vil simple de 9 per´ıodos
(la l´ınea de sen˜al).
SIGNAL = SMA(MACD, 9) (7.3)
MACD = EMA(CLOSE, 12)− EMA(CLOSE, 26) (7.4)
Donde:
EMA – media mo´vil exponencial
SMA – media mo´vil simple
SIGNAL – l´ınea de sen˜al del indicador
En la figura Figura 7.5: MACD y Sen˜al EMA co Periodo de 9 d´ıas para el ı´ndice
GOOGL.
7.3.3. Oscilador Estoca´stico (Stochastic Oscillator)
Compara el precio de cierre actual con el rango de precios durante un determinado
per´ıodo de tiempo. El indicador se compone de dos l´ıneas. La l´ınea principal se llama
%K. La segunda l´ınea %D es la media mo´vil de la l´ınea %K. Normalmente la %K se
muestra como una l´ınea continua, y la %D – punteada. Existen tres modos ma´s populares
de interpretar el Oscilador estoca´stico:
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Figura 7.5: MACD, GOOGL
Compre cuando el oscilador ( %K o %D) primero baja por debajo de un determinado
nivel (normalmente 20), y luego sube por encima de e´l. Venda cuando el oscilador
primero sebe por encima de un determinado nivel (normalmente 80), y luego baja
por debajo de e´l.
Compre si la l´ınea %K sube por encima de la %D. Venda si la l´ınea %K baja por
debajo de la %D.
Vigile las desviaciones. Por ejemplo: los precios forman una nueva serie de los ma´ximos,
y el Stochastic Oscillator no logra subir por encima de sus ma´ximos anteriores.
Fo´rmula
Para calcular el Oscilador Estoca´stico se utilizan cuatro variables:
Per´ıodos %K. Es el nu´mero de per´ıodos singulares que se utilizan para el ca´lculo del
Oscilador Estoca´stico. Per´ıodos de relentizacio´n %K. Este valor determina el grado
del suavizado interno de la l´ınea %K. El valor 1 da el oscilador estoca´stico ra´pido, y
el valor 3 – lento.
Per´ıodos %D. Es el nu´mero de per´ıodos singulares que se utilizan para el ca´lculo de
la media mo´vil de la l´ınea %K.
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Me´todo %D. Es el me´todo de suavizacio´n (exponencial, simple, suavizado o ponderado)
que se utiliza para el ca´lculo de %D.




−MIN(LOW ( %K))) ∗ 100 (7.5)
Aqu´ı:
Close – precio de cierre de hoy;
MIN(LOW ( %K)) – el menor de los mı´nimos para el nu´mero de per´ıodos %K;
MAX(HIGH( %K)) – el mayor de los ma´ximos para el nu´mero de per´ıodos %K.
La media mo´vil de la %D se calcula mediante la siguiente fo´rmula:
%D = SMA( %K,N) (7.6)
Aqu´ı:
N – per´ıodo de suavizacio´n;
SMA – media mo´vil simple.
Figura 7.6: Ejemplo Oscilador Estoca´stico, GOOGL
En la figura Figura 7.6: Periodos %K y %D de GOOGL.
24 7. Delimitacio´n del Algoritmo
7.3.4. I´ndice de Fuerza Relativa (Relative Strength Index, RSI)
Oscilador que sigue el precio y se oscila en el rango de 0 a 100. Uno de los me´todos
ma´s populares de ana´lisis del indicador Relative Strength Index consiste en la bu´squeda
de divergencias cuando el precio forma un nuevo ma´ximo y el RSI no consigue superar
el nivel de su ma´ximo anterior. La divergencia de este tipo indica en una posible vuelta
de precios. Si luego el indicador da la vuelta hacia abajo y cae por debajo de su mı´nimo,
entonces se dice que finaliza una “oscilacio´n fallida”(failure swing). Esta oscilacio´n fallida









U – valor medio de los cambios de precios positivos;
D – valor medio de los cambios de precios negativos.
Figura 7.7: Ejemplo I´ndice de Fuerza Relativa, GOOGL
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7.4. Me´todos
Con base en investigaciones previas sobre el tema de clasificacio´n y deteccio´n de patrones






NOTA: En las secciones posteriores se analizara´ cada una de las te´cnicas listadas.
7.4.1. Regresio´n Log´ıstica
Puede considerarse un caso especial del ana´lisis de regresio´n en donde la variable
dependiente es dicoto´mica y puede representarse de manera binaria.
Es por tanto, una te´cnica multivariante de dependencia ya que trata de estimar la
probabilidad de que ocurra un suceso en funcio´n de la dependencia de otras variables.
Se trata de calcular la probabilidad en la que una de las opciones de la variable
dicoto´mica dependiente sucedera´ en funcio´n de co´mo puntu´a en una serie de variables
dependientes que pueden estar en diferentes escalas de medida [8]
Figura 7.8: Representacio´n Gra´fica: Regresio´n Log´ıstica, Iris Dataset
En Figura 7.8: Representacio´n gra´fica de una Regresio´n Log´ıstica con el dataset cla´sico
Iris [5]
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7.4.2. Linear Discriminant Analysis
Es usado en estad´ıstica, reconocimiento de patrones y Machine Learning para encontrar
una combinacio´n lineal las cuales caracterizan o separan dos o ma´s clases de objetos o
eventos. [13].
LDA esta´ tambie´n estrechamente relacionado con el ana´lisis de componente principal y
el ana´lisis factorial en que ambos buscan combinaciones lineales de variables que explican
mejor los datos. LDA expl´ıcitamente intenta modelar la diferencia entre las clases de datos.
Figura 7.9: Representacio´n Gra´fica: Linear Discriminant Analysis con dos clases
En Figura 7.9: Aplicacio´n de Linear Discriminant Analysis para Clasificar en dos
caracter´ısticas.
7.4.3. Quadratic Discriminant Analysis
Esta´ estrechamente relacionado con el Ana´lisis Discriminante Lineal (LDA), donde
se supone que las mediciones de cada clase se distribuyen normalmente. Sin embargo, a
diferencia de LDA, en QDA no se supone que la covarianza de cada una de las clases sea
ide´ntica.
Cuando la suposicio´n de normalidad es verdadera, la mejor prueba posible para la
hipo´tesis de que una medida dada es de una clase dada es la prueba de razo´n de verosimilitud.
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Figura 7.10: Quadratic Discriminant Analysis con dos clases
En Figura 7.10: Aplicacio´n de Quadratic Discriminant Analysis para Clasificar en dos
caracter´ısticas.
7.4.4. Support Vector Machine
El me´todo Ma´quina de Soporte Vectorial - SVM esta´ propiamente relacionado con
problemas de clasificacio´n y regresio´n.
Dado un conjunto de ejemplos de entrenamiento (de muestras) podemos etiquetar las
clases y entrenar una SVM para construir un modelo que prediga la clase de una nueva
muestra. Intuitivamente, una SVM es un modelo que representa a los puntos de muestra en
el espacio, separando las clases a 2 espacios lo ma´s amplios posibles mediante un hiperplano
de separacio´n definido como el vector entre los 2 puntos, de las 2 clases, ma´s cercanos al
que se llama vector soporte. Cuando las nuevas muestras se ponen en correspondencia con
dicho modelo, en funcio´n de los espacios a los que pertenezcan, pueden ser clasificadas a
una o la otra clase.
En Figura 7.11: Clasificacio´n de conjunto de datos [5] utilizando diferentes Kernels con
SVM.
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Figura 8.1: Preprocesamiento de datos [9]
En Figura 8.1: Flujo de trabajo con grupos de datos antes del entrenamiento del modelo.
8.1.1. Obtencio´n de Datos
El primer paso a seguir es obtener un conjunto de datos para analizar.
En el caso de los ı´ndices bursa´tiles solo es requerida la informacio´n OHLC. Para el caso
de estudio a abordar se requiere la informacio´n diaria de los ı´ndices.
Dicha informacio´n esta´ disponible en las diferentes bolsas de valores. Para la investigacio´n
se eligieron algunos ı´ndices de la Bolsa de Nueva York (FB - Facebook, GOOGL - Google
y TWTR - Twitter).
Existen mu´ltiples maneras de obtener los conjuntos de datos ya que hay varios proveedores
conectados a la bolsa y prestan el servicio de recoleccio´n y visualizacio´n de dichos datos,
como por ejemplo las compan˜´ıas Yahoo y Google; ambas tienen una divisio´n de Finanzas,
la cual almacena y brinda herramientas al pu´blico sobre actualidad financiera.
Las dos alternativas ma´s reconocidas para la obtencio´n de los recursos son:
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Consultas sobre la API de cada compan˜´ıa.
Descarga de recurso directamente en un texto plano
Formato de los datos
1 Date : {
2 ’Open ’ : ’ ’ ,
3 ’ Hign ’ : ’ ’ ,
4 ’Low ’ : ’ ’ ,
5 ’ Close ’ : ’ ’ ,
6 ’Volume ’ : ’ ’
7 } . . .
Listing 8.1: Formato de dataset
Descripcio´n de los Datos Seleccionados
EMA 89 200
• Taman˜o:
◦ Entrenamiento: 4405 d´ıas
◦ Pruebas: 750 d´ıas
• Campos: OHLC, EMA 89, EMA 200, Label (EMA 89, EMA 200, Intersection)
MACD:
• Taman˜o:
◦ Entrenamiento: 4853 d´ıas
◦ Pruebas: 800 d´ıas
• Campos: OHLC, MACD, signal MACD, Label (Up, Down, Intersection)
RSI:
• Taman˜o:
◦ Entrenamiento: 4913 d´ıas
◦ Pruebas: 800 d´ıas
• Campos: OHLC, rsi, Label (30, 70, 0)
SO:
• Taman˜o:
◦ Entrenamiento: 4954 d´ıas
◦ Pruebas: 750 d´ıas
• Campos: OHLC, k, d, Label (K, D, Intersection)
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8.1.2. Normalizacio´n de Datos
En estad´ıstica y las aplicaciones de estad´ısticas, la normalizacio´n puede tener una gama
de significados.
En los casos ma´s sencillos, la normalizacio´n de ı´ndices significa ajustar los valores
medidos en diferentes escalas respecto a una escala comu´n, a menudo previo a un proceso
de realizar promedios. En casos ma´s complicados, la normalizacio´n puede referirse ajustes
ma´s sofisticados donde la intencio´n es conseguir todas las distribuciones de probabilidad
que se ajustan a los valores
En el caso de normalizacio´n de puntuaciones en valoracio´n educativa, puede haber una
intencio´n para alinear distribuciones a una distribucio´n normal. Una aproximacio´n diferente
a la normalizacio´n de distribuciones de probabilidad es normalizacio´n de cuantiles, donde
los quantiles de diferentes medidas son tra´ıdas al ajuste [11]
8.1.3. Entrenamiento
Tambie´n llamada la etapa de aprendizaje, es el proceso en el que se detectan los patrones
de un conjunto de datos, es decir, es el corazo´n del machine learning. Una vez identificados
los patrones, se pueden hacer predicciones con nuevos datos que se incorporen al sistema.
8.2. Te´cnicas
Para las respectivas pruebas que sustentan los planteamientos de esta investigacio´n, se
muestra una implementacio´n de las te´cnicas elegidas en Sklearn [7].
Sklearn es una librer´ıa de Machine Learning gratuita de software libre para el lenguaje
de Programacio´n Python. Es caracterizado por las implementaciones de varios algoritmos
de Clasificacio´n, Regresio´n y Clustering.
A continuacio´n se expone cada una de las funciones para cada te´cnica seleccionada en
(Seccio´n 7.3), cada una con los para´metros por defecto segu´n la implementacio´n en Sklearn
[7]:
8.2.1. LR - Logistic Regression
1 c l a s s sk l e a rn . l i n ea r mode l . Log i s t i cReg r e s s i on ( pena l ty=’ l 2 ’ , dual=False ,
2 t o l =0.0001 , C=1.0 , f i t i n t e r c e p t=True , i n t e r c e p t s c a l i n g =1,
3 c l a s s we i gh t=None , random state=None , s o l v e r=’ l i b l i n e a r ’ ,
4 max iter =100 , mu l t i c l a s s=’ ovr ’ , verbose=0, warm start=False ,
5 n jobs=1)
Listing 8.2: Implementacio´n de Logistic Regression en Sklearn
8.2.2. LDA - Linear Discriminant Analysis
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1 c l a s s sk l e a rn . d i s c r im i n an t ana l y s i s . L inearDi sc r iminantAna lys i s ( s o l v e r=’ svd ’ ,
2 shr inkage=None , p r i o r s=None , n components=None ,
3 s t o r e c ova r i a n c e=False , t o l =0.0001
Listing 8.3: Implementacio´n de Linear Discriminant Analysis en Sklearn
8.2.3. QDA - Quadratic discriminant Analysis
1 c l a s s sk l e a rn . d i s c r im i n an t ana l y s i s . Quadrat i cDiscr iminantAna lys i s (
2 p r i o r s=None , reg param=0.0 , s t o r e c ova r i a n c e=False ,
3 t o l =0.0001 , s t o r e c o v a r i a n c e s=None )
Listing 8.4: Implementacio´n de Quadratic Discriminant Analysis en Sklearn
8.2.4. SVM
1 c l a s s sk l e a rn . svm .SVC(C=1.0 , k e rne l=’ rb f ’ , degree=3, gamma=’ auto ’ ,
2 coe f 0 =0.0 , sh r ink ing=True , p r obab i l i t y=False ,
3 t o l =0.001 , c a c h e s i z e =200 , c l a s s we i gh t=None , verbose=False ,
4 max iter=−1, d e c i s i o n f un c t i o n s h ap e=’ ovr ’ , random state=None )
Listing 8.5: Implementacio´n de SVM en Sklearn
8.3. Entrenamiento de Modelos
8.3.1. Cross validation
1 t r a i n s i z e s , t r a i n s c o r e s , c v s c o r e s = l e a rn i ng cu rv e ( c l f , X train ,
2 y t r a i n . va lue s . r av e l ( ) , s c o r i ng=’ accuracy ’ ,
3 t r a i n s i z e s=t r a i n s i z e s , n j obs=2)
Listing 8.6: Implementacio´n de Cross Validation
8.3.2. Grid Search
Co´mo el objetivo de la te´cnica es encontrar el ajuste de para´metros para cada clasificador
elegido. A continuacio´n se lista el conjunto de para´metros y las opciones por cada uno (Ver
para´metros segu´n la documentacio´n Ape´ndice B):
Logistic Regression
1 {
2 ’ l o g i t r e g p e n a l t y ’ : [ ’ l 1 ’ , ’ l 2 ’ ] ,
3 ’ l o g i t r e g C ’ : [ 0 . 0 0 1 , 0 . 01 , 0 . 1 , 1 , 10 , 100 , 1000 ] ,
4 ’ l o g i t r e g t o l ’ : [ 0 . 0 0001 , 0 .0001 , 0 . 001 , 0 . 01 , 0 . 1 , 1 ] ,
5 ’ l o g i t r e g ma x i t e r ’ : [ 1 , 10 , 100 ]
6 }
7
Listing 8.7: Para´metros Logistic Regression en Grid Search
LAD
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1 {
2 ’ l i n e a rD t o l ’ : [ 0 . 0 0001 , 0 .0001 , 0 . 001 , 0 . 01 , 0 . 1 , 1 ]
3 }
4
Listing 8.8: Para´metros LAD en Grid Search
QDA
1 {
2 ’ Quadrat i cD to l ’ : [ 0 . 0 0001 , 0 .0001 , 0 . 001 , 0 . 01 , 0 . 1 , 1 ]
3 }
4
Listing 8.9: Para´metros QDA en Grid Search
SVM
1 {
2 ’ SVM kernel ’ : [ ’ l i n e a r ’ , ’ r b f ’ , ’ s igmoid ’ , ’ poly ’ ] ,
3 ’ SVM tol ’ : [ 0 . 0 0001 , 0 .0001 , 0 . 001 , 0 . 01 , 0 . 1 , 1 ] ,
4 ’SVM gamma ’ : [ 0 . 0 0001 , 0 .0001 , 0 . 001 , 0 . 01 , 0 . 1 , 1 ]
5 }
6
Listing 8.10: Para´metros SVM en Grid Search
La implementacio´n ba´sica de un Grid Search se muestra acontinuacio´n, dado un conjunto
de para´metros como los del punto anterior:
1 method = Function ( )
2 pipe = P ipe l i n e ( [ ( ’method ’ , method ) ] )
3
4 param grid = {
5 ’ ’ : [ ’ ’ ] ,
6 . . .
7 }
8 g r id = GridSearchCV ( pipe , param grid , s c o r i ng=’ accuracy ’ , n j obs=4)
9
10 g r i dL o g i s t i c . f i t (X, y )
Listing 8.11: Ejemplo Implementacio´n de Grid Search
8.4. Pruebas sobre los Modelos
Luego del entranamiento del modelo por medio de la te´cnica Grid Search, se procede a
probar con este un grupo de datos constituidos u´nicamente por OHLC, de los cuales ya se
sabe el Label pero que el modelo no conocio´ en la etapa de entrenamiento.
1 y pred = g r i dL o g i s t i c . p r ed i c t ( X tes t )
2 accuracy = accu racy s co r e ( y t e s t , y pred )








Figura 9.1: Resultados Grid Search
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• Para´metros: ’SVM gamma’: 1, ’SVM kernel’: ’rbf’, ’SVM tol’: 0.01
MACD:
• Te´cnica: Logistic Regression
• Accuracy: 0.554502369668
• Para´metros: ’logit reg C’: 1000, ’logit reg max iter’: 100, ’logit reg penalty’:
’l1’, ’logit reg tol’: 1e-05
RSI:
• Te´cnica: Logistic Regression
• Accuracy: 0.719112558518
• Para´metros: ’logit reg C’: 100, ’logit reg max iter’: 10, ’logit reg penalty’:
’l2’, ’logit reg tol’: 0.01
SO:
• Te´cnica: Logistic Regression
• Accuracy: 0.744045215987
• Para´metros: ’logit reg C’: 10, ’logit reg max iter’: 100, ’logit reg penalty’:
’l1’, ’logit reg tol’: 0.0001
9.1.2. Pruebas
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Figura 9.2: Resultados Grid Search, Pruebas
9.2. Datos Desordenados
9.2.1. Entrenamiento




• Para´metros: ’SVM gamma’: 1, ’SVM kernel’: ’rbf’, ’SVM tol’: 1e-05
MACD:
• Te´cnica: Logistic Regression
• Accuracy: 0.551205439934
• Para´metros: ’logit reg C’: 10, ’logit reg max iter’: 100, ’logit reg penalty’:
’l1’, ’logit reg tol’: 1e-05
RSI:
• Te´cnica: Logistic Regression, LDA, QDA, SVM
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Figura 9.3: Resultados Grid Search - Datos desordenados
• Accuracy: 0.720537349888
• Para´metros: ’logit reg C’: 0.001, ’logit reg max iter’: 1, ’logit reg penalty’:
’l1’, ’logit reg tol’: 1e-05, ’linearD tol’: 0.1, ’linearD tol’: 0.1,
’SVM gamma’: 1e-05, ’SVM kernel’: ’linear’, ’SVM tol’: 1e-05
SO:
• Te´cnica: LDA, QDA
• Accuracy: 0.750706499798
• Para´metros: ’linearD tol’: 1e-05
9.2.2. Pruebas
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Observando los resultados Cap´ıtulo 9 se ve como el modelo del conjunto de datos
ordenados por Fecha esta´ overfitting, es decir, el accuracy tiene un buen puntaje en
aquellas pruebas realizadas en el mismo entrenamiento, mientras que con la parte de
datos desconocida para el modelo es bastante bajo.
El puntaje tan bajo de accuracy es debido al taman˜o del conjunto de datos elegido
para las pruebas ya que el modelo no conoce algunas caracter´ısticas importantes del
ı´ndice bursa´til
En el caso de comparacio´n entre datos ordenados y no ordenados por fecha, se tiene
como resultado para nuestro caso de estudio que la aleatoriedad en el orden de los
datos produce un mayor puntaje de accuracy en las pruebas.
La te´cnica adecuada para cada Sen˜al:
• EMA 89 200: LDA y QDA
• MACD: SVM
• RSI: Logistic Regression, LDA, QDA y SVM
• SO: Logistic Regression
El algoritmo sugerido:
1. Obtener Datos
2. Ana´lisis de datos
3. Eleccio´n de sen˜ales
4. Implementacio´n de sen˜ales
5. Eleccio´n de te´cnicas para clasificacio´n
6. Aplicar te´cnicas de clasificacio´n a sen˜ales, utilizando k-fold Cross Validation
dentro de un Grid Search, con el fin de obtener un modelo ma´s justo y preciso
42 10. Conclusiones
7. Por u´ltimo, validar el modelo con un conjunto de datos diferente a los del
entrenamiento en el punto 6
Ape´ndice A
Gra´ficas - Cross Validation
Figura A.1: EMA 89 200, Logistic Regression
44 A. Gra´ficas - Cross Validation
Figura A.2: EMA 89 200, LDA
Figura A.3: EMA 89 200, QDA
45
Figura A.4: EMA 89 200, SVM
Figura A.5: MACD, Logistic Regression
46 A. Gra´ficas - Cross Validation
Figura A.6: MACD, LDA
Figura A.7: MACD, QDA
47
Figura A.8: MACD, SVM
Figura A.9: RSI, Logistic Regression
48 A. Gra´ficas - Cross Validation
Figura A.10: RSI, LDA
Figura A.11: RSI, QDA
49
Figura A.12: RSI, SVM
Figura A.13: SO, Linear Regression
50 A. Gra´ficas - Cross Validation
Figura A.14: SO, LDA
Figura A.15: SO, QDA
51
Figura A.16: SO, SVM
52 A. Gra´ficas - Cross Validation
Ape´ndice B
Para´metros en Funciones Sklearn
En esta seccio´n se muestras algunos de los para´metros de las funciones implementadas,
con su respectiva documentacio´n [7].
B.1. Logistic Regression
penalty : default ’l2’. Usado para especificar la norma usada en la penalizacio´n.
tol : default 1e-4. Tolerancia para el criterio de parada.
C : default 1.0 Inverse of regularization strength.
max iter : default 100. Ma´ximo nu´mero de iteraciones tomados por los solvers para
converger.
B.2. Linear Discriminant Analysis
tol : default 1.0e-4. Umbral utilizado para la estimacio´n de rango.
B.3. Quadratic Discriminant Analysis
tol : default 1.0e-4. Umbral utilizado para la estimacio´n de rango.
B.4. SVM
kernel : default ’rbf’. Specifies the kernel type to be used in the algorithm.
gamma : default ’auto’. Coeficiente de regularizacio´nj del Kernel.
tol : default 1e-3. Tolerancia para el criterio de parada.
54 B. Para´metros en Funciones Sklearn
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