Weakly globular catn-groups and Tamsamani's model  by Paoli, Simona
Advances in Mathematics 222 (2009) 621–727
www.elsevier.com/locate/aim
Weakly globular catn-groups and Tamsamani’s model
Simona Paoli
Department of Mathematics, University of Haifa, Mount Carmel, Haifa 31905, Israel
Received 26 January 2007; accepted 11 May 2009
Available online 10 June 2009
Communicated by Bertrand Toen
Abstract
We introduce a new model of connected (n + 1)-types which consists of a subcategory of catn-groups.
We study the homotopical properties of this model; this includes an algebraic description of the Postnikov
decomposition and of the homotopy groups of its objects. Further, we use this model to build a comparison
functor from catn-groups to Tamsamani weak (n+1)-groupoids which preserves the homotopy type. As an
application, we obtain a homotopical semistrictification result for those Tamsamani weak (n+1)-groupoids
whose classifying space is path-connected.
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1. Introduction
Homotopy n-types are an important class of topological spaces: they amount to CW com-
plexes whose homotopy groups vanish in dimension higher than n. A question that lies at the
foundation of homotopy theory is that of finding algebraic models of homotopy types. This
question appeared prominently in Grothendieck’s famous “Pursuing stacks” manuscript [20].
This manuscript was highly influential in work on the foundations of homotopy theory, as evi-
denced for instance in the papers of Maltsiniotis [32] and Cisinski [14]. Grothendieck proposed
searching for a model of homotopy types with a formalism of “globular n-categories with weakly
associative composition”. This line of work had been pursued independently by several category
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Lane [30], on bicategories by Bénabou [3] and on tricategories by Gordon, Power and Street [19].
There are by now a number of theories providing this type of structure, including the ones of Baez
and Dolan [1], Batanin [2], Tamsamani [45]; see Leinster [27] for a survey of many of these con-
tributions. All these different notions of weak n-category are supposed to provide an algebraic
model of n-types in the weak n-groupoid case. For Tamsamani’s model, this was proved in [44,
45]. At the same time, another type of higher categorical structure was proposed by Loday [29] to
model (n + 1)-types in the path-connected case: the catn-groups. This model, which was highly
praised by Grothendieck, was used by Brown and Loday [6] to obtain higher order Van Kam-
pen theorems, making computations of homotopy groups potentially more accessible. A major
open problem in this whole theory is to compare various different models of homotopy types.
One of the main contributions of this paper is to give a comparison between catn-groups and
Tamsamani’s model.
One of the disadvantages of the catn-groups model is that there is no easy algebraic way to
determine when a map of catn-groups is a weak equivalence, nor is there an algebraic way to
describe their Postnikov decomposition. In this paper we introduce a subcategory Catn(Gp)S of
catn-groups, called the category of special catn-groups, for which the above issues are resolved
in a transparent and completely algebraic way; we also show that special catn-groups model
connected (n + 1)-types. The category Catn(Gp)S lies between the general catn-groups and the
category n- Cat(Gp) of strict n-category internal to groups. The latter, which is equivalent to
crossed n-complexes of groups, is known not to be sufficient to model connected (n + 1)-types.
The notion of special catn-groups is obtained by weakening the globularity condition that char-
acterizes objects of n- Cat(Gp); in this paper, we have decided to call these weakly globular
catn-groups “special” for brevity.
Special catn-groups provide the key to the comparison with Tamsamani’s model. We con-
struct a comparison functor from catn-groups to Tamsamani weak (n + 1)-groupoids which
preserves the homotopy type and which factors through the category of special catn-groups.
As an application we obtain a homotopical semistrictification result for those Tamsamani weak
(n + 1)-groupoids whose classifying space is path-connected. More precisely, we show that any
such weak (n + 1)-groupoid is equivalent through a zig–zag of (n + 1)-equivalences to an ob-
ject of a subcategory of Tamsamani’s weak (n+ 1)-groupoids which we call “semistrict”: this is
because, in a precise sense, it cannot be further strictified while preserving the homotopy type.
The main examples in the literature of semistrict structures are Gray categories and Gray
groupoids. Gordon, Power and Street [19] proved that tricategories can be strictified to Gray
categories, while Joyal and Tierney [24] and Leroy [28] proved that Gray groupoids model 3-
types. Other semistrict structures proposed in the literature are Kock’s “fair n-groupoids” [25,26]
which are related to Simpson’s weak units conjecture [43]; and Trimble’s definition of higher
categories [13,27], also explored by Cheng [11,12].
Our semistrictification result is of a homotopical nature because it involves a zig–zag of
(n+ 1)-equivalences: it is an open question whether this can be made into a single map. Never-
theless we believe that our result is interesting since no general (homotopy-invariant) semistric-
tification result seems so far to have appeared in the literature in dimension higher than 3.
We believe this work sets the foundations for a more general theory of weakly globular n-
fold groupoids and weakly globular n-fold categories. We will develop these topics in future
investigations.
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This paper consists of two parts. Part one falls completely within the theory of catn-groups.
In this part we develop a new model of connected (n + 1)-types through a full subcategory of
catn-groups, which we call special catn-groups; we also study the homotopical properties of
this model. Part two is devoted to comparing catn-groups and Tamsamani’s model. We build a
comparison functor from Catn(Gp) to Tamsamani’s weak (n + 1)-groupoids which preserves
the homotopy type and factors through the category of special catn-groups. As an application,
we obtain a homotopical semistrictification result for those Tamsamani weak (n + 1)-groupoids
whose classifying space is path-connected.
The central notion in part one is that of special catn-groups (Definition 6.1) and the main result
there is that there is a functor Sp : Catn(Gp) → Catn(Gp)S and, for each G ∈ Catn(Gp), a weak
equivalence αG : SpG → G, natural in G (Theorem 6.11). The name of the functor Sp stands
for “specialization”. This easily implies that special catn-groups model connected (n + 1)-types
(Corollary 6.14).
The definition of special catn-groups needs the notion of strongly contractible catn-groups
(Definition 5.1). Roughly speaking a strongly contractible catn-group G is one for which both
G and all its subfaces are “homotopically discrete” in a very strong form; a special catn-group
is one for which certain prescribed faces are strongly contractible. More precisely, these faces
correspond to those that in a globular object (that is, a strict n-category internal to groups) are
discrete. A fuller informal discussion of the ideas behind these notions can be found at the be-
ginnings of Sections 5.1 and 6.1.
We now describe the main steps leading to Theorem 6.11. The functor Sp is constructed from
certain functors Ci : Catn(Gp) → Catn(Gp) for 1  i  n whose existence and properties are
established in Proposition 6.5. We call the functor Ci the cofibrant replacement on catn-groups
in the ith direction (Definition 6.6). The reason for this terminology is explained in Remark 6.7.
The existence and properties of the functors Ci depend on the properties of catn-groups as an
algebraic category. More precisely, we need two main results about the category of catn-groups,
which are Theorem 4.20 and Proposition 4.24. Section 4 is devoted to their proof, which ne-
cessitates an equivalent definition of catn-groups as a category of groups with operations. Theo-
rem 4.20 asserts the existence of an adjunction fn  un : Catn(Gp) → Set and, for any set X, gives
an explicit description of fn(X) in terms of fn−1(X). Proposition 4.24 establishes that if a mor-
phism f in Catn(Gp) is such that unf is surjective then the corresponding map of multinerves
Nf is levelwise surjective. We refer the reader to the beginning of Section 4 for an overview of
the method used to prove these results. These facts are then used as follows. Theorem 4.20 used
to prove that, for any set X, fn(X) is strongly contractible (see Lemma 5.6 and Theorem 5.7).
The strong contractibility of fn(X) together with Proposition 4.24 are two of the three main
ingredients in the construction of the functors Ci . The third one is a standard construction on
internal categories described in Section 6.2.
The functors Ci are used to construct Sp. For n = 2 we set Sp = C1, while for general n we
need to take n− 1 cofibrant replacements; that is, Sp = C1C2 . . .Cn−1. The reason for this is
carefully explained in Sections 6.4 and 6.5. In Section 6.4 we illustrate some low-dimensional
cases in order to gain intuition for general n; in Section 6.5 we treat the general case (Lemma 6.10
and Theorem 6.11). In addition to the strong contractibility of fn(X) and of Proposition 4.24, the
proof of Theorem 6.11 requires the fact that strong contractibility behaves well with respect to
certain pullbacks: this is proved in Lemma 5.3, which also plays an important role in part two.
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erties of special catn-groups. In Section 7.1 we give an algebraic description of the Postnikov
decomposition of the classifying space of a special catn-group (Corollary 7.5) and an algebraic
expression for its homotopy groups (Proposition 7.6). An overview of the method used to prove
these results is found at the beginning of Section 7.1.
The third main result of Section 7 is Theorem 7.14, which express a minimality property of
special catn-groups. This fact, which is also of independent interest, is used in part two, Sec-
tion 11, to show that a certain subcategory of Tamsamani weak (n + 1)-groupoids is semistrict.
Theorem 7.14 says that not every special catn-group is weakly equivalent to one in which certain
“faces” are discrete as internal categories in some specified directions. The proof of this result is
reduced (through Lemma 5.5 and Proposition 7.12) to the fact that not every special catn-group,
as an internal category in direction 1, is weakly equivalent to one whose object of objects is
discrete as an internal category in direction (n − 1). We prove this in Theorem 7.10, where we
denote by disc0 Catn(Gp)S the full subcategory of special catn-groups whose objects have this
property. The idea is to show that every object G of disc0 Catn(Gp)S such that BG is simple ex-
hibits a splitting in the last stage of the Postnikov decomposition; a counterexample then shows
that this cannot recover all connected (n + 1)-types. This splitting property of the subcategory
disc0 Catn(Gp)S is discussed in Section 7.2. We refer the reader to the beginning of this section
for an overview of the steps leading to Theorem 7.10. Throughout Section 7.2 we use the for-
malism of crossed modules in the category Cn−1G, which is equivalent to Catn(Gp), and some
technical lemmas about them. This material can be found in Section 4.7.
Part two starts with an exposition of Tamsamani’s model (Sections 8.1, 8.2) and some basic
lemmas about it which are used throughout (Section 8.3). The main result in part two is the exis-
tence of a comparison functor F from catn-groups to Tamsamani weak (n+ 1)-groupoids which
preserves the homotopy type (Corollary 10.9). The functor F is defined via three intermediate
steps, namely it is given by the composite
F : Catn(Gp) Sp−→ Catn(Gp)S Dn−−→ Dn Vn−→Hn+1.
Here Hn+1 is a certain subcategory of Tamsamani weak (n + 1)-groupoids, defined in Sec-
tion 10.2.
The category Dn is called the category of internal weak n-groupoids (Definition 9.1). This can
be thought of as an intermediate model between catn-groups and the Tamsamani model. A fuller
informal discussion of Dn can be found at the beginning of Section 9.1. The existence of the
functors Dn, Vn and the fact that each of them preserves the homotopy type is established in
Theorems 9.7 and 10.8 respectively.
The idea in the construction of the functor Dn is to “squeeze” the strongly contractible faces of
a special catn-group to become discrete ones in such a way that the homotopy type is preserved.
This produces a globular object from a cubical one but destroys the strictness of the Segal maps,
which become only weak equivalences. The definition of Dn is obtained by iteration of a basic
construction, called the discrete nerve dsN , which we describe in Section 9.2 in a general con-
text. The properties of D2 are described in Theorem 9.4, which is the first step in the inductive
argument for general n given in Theorem 9.7. A key property that allows us to define Dn for gen-
eral n is the fact (Lemma 9.5) that the discrete nerve construction of Section 9.2, when applied
to the case of special catn-groups, yields a functor
dsN : Catn(Gp)S →
[
Δop,Catn−1(Gp)S
]
. (1)
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nerve functor Ner : Catn(Gp) → [Δop,Catn−1(Gp)] restricts to a functor Ner : Catn(Gp)S →
[Δop,Catn−1(Gp)S]. Thanks to (1) we can define D2 = dsN and, for n > 2, Dn : Catn(Gp)S →
[Δop,Dn−1], Dn = Dn−1 ◦ dsN , where Dn−1 is induced by applying Dn−1 levelwise (in the
sense of Definition 3.1). The main point of Theorem 9.7 is to show that the image of Dn is in fact
in Dn ⊂ [Δop,Dn−1] and that Dn preserves the homotopy type.
We now come to the functor Vn. We first define a functor
Vn :
[
Δop,
[
Δop, . . . ,
[
Δop︸ ︷︷ ︸
n−1
,Cat(Gp)
] · · ·]]→ [Δop, [Δop, . . . , [Δop︸ ︷︷ ︸
n
,Gpd
] · · ·]].
Informally, the definition of Vn simply amounts to taking the nerve of each group occurring in
its domain. It is necessary for its use that this definition of Vn be made precise and the notation
set up carefully: we have done so in Section 10.3. As explained in Remarks 8.6 and 9.2, Dn and
Tn+1 are full subcategories respectively of the domain and codomain of Vn. Theorem 10.8 asserts
that Vn restricts to a functor Vn :Dn → Hn+1 and, further, that it preserves the homotopy type
and sends weak equivalences to (n + 1)-equivalences. The case n = 2 (which is the first step of
the inductive argument for general n) is treated in Section 10.4. The general case is treated in
Section 10.6. Because of the centrality of Theorem 10.8, we have given in Section 10.5 a thor-
ough overview of the method used in the proof of the general case, so we refer the reader to that
section for more details. Here we just point out that the only facts from Sections 8 to 9 used in
the proof of Theorem 10.8 are the definition of the category Dn, the definition and properties
of Tamsamani model and in particular Lemma 8.3 (which is a simple calculation from the def-
inition), and the elementary fact, (recalled in Lemma 4.3), that the functor π0 : Cat(Gp) → Gp
preserves fiber products over discrete objects and sends weak equivalences to isomorphisms. An
essential ingredient in the proof of Theorem 10.8 is the fact, shown in Lemma 10.1, that a map
f of Tamsamani weak n-groupoids is an n-equivalence if and only if the corresponding map Bf
of classifying spaces is a weak equivalence.
Finally, in Section 11 we discuss an application of the comparison functor, which is a ho-
motopical semistrictification result (Theorem 11.5). We denote by Sn+1 the full subcategory of
Hn+1 whose objects are in the image of the functor Vn ◦Dn. We let S be the composite functor
S :Tn+1 B−→ Top Pn−−→ Catn(Gp) F−→ Sn+1
where B is the classifying space functor and Pn is the fundamental catn-group functor. Theo-
rem 11.5 says that given a Tamsamani weak (n+1)-groupoid G such that BG is a path-connected,
there is a zig–zag of (n+ 1)-equivalences connecting G and S(G) ∈ Sn+1.
The reason we call this a semistrictification result is that the category Sn+1 is semistrict in the
following sense. In a generic weak n-groupoid, the composition of cells at every dimension is
only weakly associative and unital. In Tamsamani’s model, this translates into the fact that certain
maps, called Segal maps, are equivalences rather than isomorphisms. By embedding Sn+1 into
[Δnop ,Gpd] we can talk about Segal maps of each object of Sn+1 in direction k, for 1 k  n. In
a generic object of Sn+1 the Segal maps in direction 1 are always isomorphisms, but in all other
directions k, 2  k  n, they are in general equivalences. To say that Sn+1 is semistrict means
that not every object of Sn+1 is equivalent to another object of Sn+1 with the property that its
Segal maps in at least one direction 2  k  n are isomorphisms. In other words, Sn+1 cannot
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Theorem 11.4 and it is a consequence of the minimality property of special catn-groups. We
refer the reader to the beginning of Section 11 for a more detailed overview of the proof of this
result.
Part 1. A weakly globular algebraic model of connected n-types
In the first part of this paper we introduce and study a new model of connected (n+ 1)-types,
the special catn-groups. Section 3 contains a basic expository account of the main simplicial
techniques used in this paper. Section 4 explains the main properties of catn-groups needed later
on. Section 5 introduces strongly contractible catn-groups; these are needed in Section 6 to define
special catn-groups. We prove in this section that special catn-groups are homotopy models. In
Section 7 we study the homotopical properties of special catn-groups.
3. Simplicial techniques
In this section we recall some basic background on simplicial techniques. The material in
this section is well known. Further details can be found for instance in [18,21,22,33,41,42,47].
Throughout this paper, we will use the following notation.
Definition 3.1. Let F :C → D be a functor, K a small category and [K,C], [K,D] the func-
tor categories. We denote by F = [K,F ] : [K,C] → [K,D] the functor defined as follows.
Given a functor φ :K → C, Fφ :K → D is defined by (Fφ)(x) = F(φ(x)) for all x ∈ ObK.
Given a natural transformation f :φ → ψ with components fx :φ(x) → ψ(x), x ∈ ObK, de-
fine Ff :Fφ → Fψ to be the natural transformation with components (Ff )x = F(fx) for all
x ∈ ObK. We will call F the functor “induced by applying F levelwise”, or simply “induced
by F ”.
The structures used in this paper can be regarded as multisimplicial structures, thus we re-
call some elementary facts about multisimplicial objects. Let Δ be the simplicial category and
let Δnop denote the product of n copies of Δop. Given a category C, [Δnop ,C] is called the cat-
egory of n-simplicial objects in C (simplicial objects in C when n = 1). If φ ∈ [Δnop ,C] and
([p1] . . . [pn]) ∈ Δnop , we shall often denote φ([p1] . . . [pn]) by φ(p1 . . . pn) or by φp1...pn .
Every n-simplicial object in C can be regarded as a simplicial object in [Δn−1op ,C] in n possi-
ble ways. That is, for each 1 k  n, there is an isomorphism ξk : [Δnop ,C] → [Δop, [Δn−1op ,C]]
as follows: given φ ∈ [Δnop ,C], ξkφ is the simplicial object taking [r] ∈ Δop to (ξkφ)r ∈
[Δn−1op,C] defined by (ξkφ)r (p1 . . . pn−1) = φ(p1 . . . pk−1rpk . . . pn−1). The inverse ξ ′k asso-
ciates to ψ ∈ [Δop, [Δn−1op ,C]] the object ξ ′kψ ∈ [Δn
op
,C] given, for all ([p1] . . . [pn]) ∈ Δnop ,
by (ξ ′kψ)(p1 . . . pn) = ψpk (p1 . . . pk−1 pk+1 . . . pn). These isomorphisms will be important in
analyzing the simplicial directions in a catn-group (see Section 4.2).
An object φ ∈ [Δnop ,C], where n  2, is said to satisfy the globularity condition (or to be
a globular object) if φ(0, -) :Δn−1op → C is constant and if φ(m1 . . .mr 0 -) :Δn−r−1op → C is
constant for all [mi] ∈ Δop, i = 1, . . . , r , 1 r  n− 2.
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categories (resp. internal n-fold categories). Suppose C has finite limits. An internal category A
in C is a diagram in C
A1 ×A0 A1 c A1
d1
d0
A2
s
(2)
where c, d0, d1, s satisfy the usual axioms of a category (see for instance [4] for details). An
internal functor is a morphism of diagrams like (2) which commutes in the obvious way. We
denote by CatC the category of internal categories and internal functors. There is a nerve functor
Ner : CatC → [Δop,C] such that, given A as in (2), (Ner A)0 = A0, (Ner A)1 = A1 and, for
each k  2, (Ner A)k = A1 ×A0
k· · · ×A0 A1 is the limit of the diagram A1 d1−→ A0 d0←− · · · d1−→
A0
d0←− A1. The image of the nerve functor can be characterized as follows. Given any φ ∈
[Δop,C], it is easy to see from the definition of limit that for each k  2 there are unique maps
ηk :φk → φ1 ×φ0 k· · · ×φ0 φ1 such that prj ηk = νj , 1 j  k, where prj is the j th projection and
νj :Ak → A1 is induced by the map in Δ [1] → [k] sending 0 to j − 1 and 1 to j . The maps
ηk are called Segal maps and they play an important role in the Tamsamani as well as in the
catn-group model. Segal maps can be used to characterize nerves of internal categories, as in the
following proposition.
Proposition 3.2. A simplicial object in C is the nerve of an internal category in C if and only if
the Segal maps ηk are isomorphisms for all k  2.
The category Catn(C) of n-fold categories in C is defined inductively by iterating n
times the internal category construction. That is, Cat1(C) = CatC and, for n > 1, Catn(C) =
Cat(Catn−1(C)). When C = Gp this gives the category of catn-groups. By iterating the nerve
construction one obtains a multinerve functor N : Catn(C) → [Δnop ,C]. A characterization of
the image of N in terms of Segal maps is possible (see Lemma 4.4 in the case C = Gp). If
φ ∈ Catn(C), Nφ does not in general satisfy the globularity condition. It can be shown that if it
does then φ ∈ n- Cat(C) where n- Cat denotes strict n-categories.
We will use extensively the notions of classifying space of multisimplicial sets and multisim-
plicial groups, thus we recall the main definitions and constructions. The classifying space of an
n-simplicial set is defined by the composite B : [Δnop ,Set] diag−−→ [Δop,Set] |·|−→ Top, where | · | is
the geometric realization and diag is the diagonal functor, defined by (diagφ)r = φ(r, r, . . . , r).
The following observation will be used when discussing the classifying space of multisimplicial
groups.
Remark 3.3. For each φ ∈ [Δop, [Δn−1op,Set]], diag ξ ′kφ is independent of k. In fact, from the
expression of ξ ′k given above, we have diag(ξ ′kφ)[r] = (ξ ′kφ)(r, . . . , r) = φr(r, . . . , r).
The classifying space of an n-simplicial group is the composite
B :
[
Δn
op
,Gp
] diag−−→ [Δop,Gp] W−→ [Δop,Set] |·|−→ Top
where W is right adjoint to the Kan loop group functor.
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alternative ways, which are the ones we mostly use in this paper, and which are as follows. Recall
that a group can be considered as a category with just one object, hence there is a nerve functor
Ner : Gp → [Δop,Set]. Then the classifying space of an n-simplicial group can be computed, up
to homotopy, by taking the nerve of the group at each dimension and then taking the classifying
space of the resulting (n+ 1)-simplicial set. Formally we have the composite
B :
[
Δn
op
,Gp
] Ner−−→ [Δnop , [Δop,Set]] ξ ′k−→ [Δn+1op,Set] diag−−→ [Δop,Set] |·|−→ Top.
Notice that, by Remark 3.3, this composite is independent of k. The second method to compute
the classifying space of an n-simplicial group is as follows. Given φ ∈ [Δnop ,Gp], we first regard
φ as a simplicial object in [Δn−1op,Gp] along a fixed direction; that is, we consider ξkφ. Then we
apply the classifying space functor B : [Δn−1op,Gp] → Top levelwise; that is, we consider Bξkφ;
we obtain in this way a simplicial space. There is a standard notion of geometric realization of a
simplicial space. Then the classifying space of φ is, up to homotopy, the geometric realization of
this simplicial space; that is, |Bξkφ|. In connection with this we will also use the following fact.
Recall that a weak equivalence in Top is a map f :X → Y inducing isomorphisms πn(X,x) ∼=
πn(Y,f (x)) for all x ∈ X, n 0. If a map of simplicial spaces is levelwise a weak equivalence
then this map induces a weak equivalence of geometric realizations.
We will also use extensively the notion of homotopy groups πn(G∗) of a simplicial group G∗.
These are independent of the basepoint and coincide with the homotopy group of the underlying
simplicial set, which is always a fibrant simplicial set; that is, it satisfies the Kan condition.
Further, the homotopy groups of a simplicial group can be calculated via an algebraic device
called the Moore complex. This is the (not necessarily abelian) chain complex (N∗, ∂∗) where
Nn(G∗) = {x ∈ Gn | ∂ix = 1 for all i = n}. Then πn(G∗) is the nth homology group of N∗. This
will be useful, for instance, in calculating the homotopy groups of the nerve of a cat1-group.
The following lemma is a straightforward consequence of the definitions and will be used in
Section 7.1.
Lemma 3.4. Let G g−→ V h←− H be a diagram in [Δop,Gp], with V a constant simplicial group.
Then, for each n 0, πn(G×V H) ∼= πnG×πnV πnH .
Proof. Recall that πnG = Zn(G)/∼ where Zn(G) = {x ∈ Gn | ∂ix = 1, i = 0, . . . , n} and
x ∼ x′ if there is y ∈ Gn+1 with ∂iy = 1 for i < n, ∂ny = x, ∂n+1y = x′. It is immediate to
see that Zn(G×V H) = ZnG×ZnV ZnH . Let n > 0. Then ZnV = 0 and πnV = 0, hence, since
V is constant, πn(G×V H) = Zn(G×V H)/∼ = (ZnG×ZnH)/∼ ∼= (ZnG/∼)× (ZnH/∼) =
πnG × πnH = πnG ×πnV πnH . When n = 0, we have the isomorphism π0(G ×V H) =
(G0 ×V0 H0)/∼ ∼= (G0/∼) ×V0 (H0/∼) = π0G ×π0V π0H given by [(x, y)] → ([x], [y]) for
all [(x, y]) ∈ (G0 ×V0 H0)/∼. Notice that this map is surjective because, since V is constant,
([x], [y]) ∈ (G0/∼) ×V0 (H0/∼) means [g(x)] = [h(y)] which implies g(x) = h(y); injectivity
is straightforward. 
Finally we will use a model structure on simplicial groups due to Quillen, in which a map
f : G∗ → H∗ is a weak equivalence if and only if it induces isomorphisms πn(G∗) ∼= πn(H∗)
for all n  0. We recall that if G∗ ∈ [Δop,Gp], π0BG∗ = {·} and πiBG∗ = πi−1G∗ for i  1.
Thus f is a weak equivalence if and only if Bf is a weak equivalence of spaces. In this model
structure f is a fibration if and only if Nqf :NqG∗ → NqH∗ is surjective for q > 0. In particular
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is a fibration.
4. The category of catn-groups
The main goal of this section is to prove two facts about the category of catn-groups, which are
Theorem 4.20 and Proposition 4.24. The first one asserts the existence of an adjunction fn  un
between catn-groups and Set and gives an inductive explicit description of fn(X). The second
says that if unf is surjective then the map of multinerves Nf is levelwise surjective. As outlined
in Section 2, both these facts are essential in the construction of the functor Sp in Section 6. In
the last part of this section we describe an equivalent presentation of catn-groups which uses the
language of crossed modules and which will be used in Section 7.
Theorem 4.20 and Proposition 4.24 are deduced from analogous results (Theorem 4.18 and
Proposition 4.23 respectively) for the category CnG which is well known to be equivalent to
Catn(Gp) (Corollary 4.17). The reason for passing to the category CnG is that this is a category
of groups with operations. In this context we have the formalism of extensions and semidirect
products, and internal categories in categories of groups with operations are particularly easy to
describe, as they are equivalent to reflexive graphs satisfying an extra condition (Lemma 4.8).
We have recalled these basic notions at the beginning of Section 4.3.
In the general context of a category of groups with operations of the type described at the
beginning of Section 4.3, we prove (Theorem 4.12) the existence of an adjunction L :D 
CatD :V , L  V . This adjunction is one of the main tools used in constructing the adjunction
Fn  Un of Theorem 4.18 between CnG and Set. The idea is to apply Theorem 4.12 to the case
D = Cn−1G to build inductively Un :CnG → Set as the composite
CnG β
(k)
n−−→ CatCn−1G Vn−→ Cn−1G Un−1−−−→ Set.
Here β(k)n is the equivalence of categories of Corollary 4.16, which is a standard fact proved from
the basic Lemmas 4.8 and 4.15.
We notice that the adjunction between CnG and Set of Theorem 4.18 is closely related to
some results already in the literature. Namely, for n = 1 this adjunction is studied in [8] using
the language of crossed modules in groups (which is a category equivalent to C1G). For n  1,
the adjunction between CnG and Set is studied in [9]. However, in the case n > 1 the result
of [9, Lemma 9] gives a description of Fn(X) which is less precise than the one we give in
Theorem 4.18. On the other hand, our description of Fn(X), and the corresponding one for fn(X)
in Theorem 4.20 is needed in the proof of Theorem 5.7 where we show that fn(X) is strongly
contractible. We also mention that there exists in the literature another equivalent description of
CnG in terms of the category Crsn of crossed n-cubes [15]. In [10] the authors study an adjunction
between Crsn and Set which corresponds precisely to the above adjunction between CnG and
Set. In this paper we have chosen to avoid the complex formalism of crossed n-cubes, so we
give an independent self-contained account of the adjunction Fn  Un using Theorem 4.12. We
start this section with an account of well-known facts about catn-groups (Sections 4.1 and 4.2)
which will be needed later. We have provided in this section many of the proofs of background
facts concerning catn-groups. Further references may be found for instance in [5,7–10,15,29,35,
37–39].
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The notion of catn-group is obtained starting from the category of groups and iterating n times
the internal category construction:
Definition 4.1. The category Catn(Gp) of catn-groups is defined inductively by Cat0(Gp) = Gp,
and, for n 1, Catn(Gp) = Cat(Catn−1(Gp)).
As recalled in Section 3, by iterating the nerve construction one obtains the multinerve functor
N : Catn(Gp) → [Δnop ,Gp].
The functor N has a left adjoint and is fully faithful [7]. The classifying space of a catn-group
is the classifying space of its multinerve, where the classifying space of an n-simplicial group
is as in Section 3. We say a morphism f in Catn(Gp) is a weak equivalence if Bf is a weak
equivalence of topological spaces.
It can be shown [7] that the classifying space of a catn-group is a connected (n + 1)-type.
Further, there is a functor Pn : Top → Catn(Gp) called the fundamental catn-group functor, such
that the following theorem holds:
Theorem 4.2. (See [7].) The functors B and Pn induce an equivalence of categories
Catn(Gp)/∼ Ho(Top(n+1)∗ ),
between the localization of Catn(Gp) with respect to the weak equivalences and the homotopy
category of connected (n+ 1)-types.
Note that equivalent versions of Theorem 4.2 were given in [29] and [39], and the case
n = 2 of this theorem goes back to [31]. Theorem 4.2 will be used in the proof of the
semistrictification result Theorem 11.5. We will also need the following well-known elemen-
tary facts about Cat(Gp). In particular, Lemma 4.3(iii) will be important in Section 10.4. Given
G ∈ Cat(Gp) let πi(G) = πi(NerG), where Ner : Cat(Gp) → [Δop,Gp] is the nerve functor. An
object G ∈ Cat(Gp) is discrete if NerG is constant.
Lemma 4.3. Let G ∈ Cat(Gp) have structure maps ∂0, ∂1 :G1 → G0, σ0 :G0 → G1. Then
(i) π0(G) = G0/∂1(ker ∂0), π1(G) = ker ∂1|ker ∂0 , πi(G) = 0 for i > 1;
(ii) a map f :G → G′ in Cat(Gp) is a weak equivalence if and only if it induces isomorphisms
π0(G) ∼= π0(G′), π1(G) ∼= π1(G′);
(iii) the functor π0 : Cat(Gp) → Gp preserves fiber products over discrete objects and sends
weak equivalences to isomorphisms.
Proof. (i) As recalled in Section 3, the homotopy groups of the simplicial group NerG are the
homology groups of the Moore complex. The result follows from a straightforward computation
using this fact.
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that is it induces isomorphisms of homotopy groups, if and only if Bg is a weak equivalence of
spaces. Applying this fact to Ner f , the result follows.
(iii) Consider the diagram G f−→H g←−H′, where H is discrete; we have
π0(G ×H G′) = G0 ×H0 G′0/
(
∂1 ker ∂0, ∂ ′1 ker ∂ ′0
)
,
π0G ×π0H π0G′ = G0/∂1(ker ∂0)×H0 G′0/∂ ′1
(
ker ∂ ′0
)
.
The isomorphism π0G ×π0H π0G′ → π0(G ×H G′) takes ([x], [y]) to ([(x, y)]) for each
([x], [y]) ∈ π0G ×π0H π0G′. The rest is immediate from part (ii). 
4.2. Simplicial directions in a catn-group
A basic fact about catn-groups, which will be used throughout Sections 4, 5, 6 is that a
catn-group can be considered as an internal category in catn−1-groups in n possible ways, corre-
sponding to the n simplicial directions of its multinerve (Proposition 4.6). To show this, we use
the following Lemma 4.4 (and its Corollary 4.5) which are a straightforward consequence of the
definition of catn-groups. Proposition 4.6 will be used in the proof of Theorem 4.20 as well as in
the proof of Lemma 6.4. The catn−1-groups G(k)i associated to a catn-group G as in Corollary 4.5
will be used throughout Sections 4, 5, 6, 7.
Lemma 4.4. An n-simplicial group ψ ∈ [Δnop ,Gp] is in the image of the multinerve functor
N : Catn(Gp) → [Δnop ,Gp] if and only if, for all 1  r  n and [p1] . . . [pr ] ∈ Δop, pr  2,
there is an isomorphism in [Δn−rop ,Gp]
ψ(p1 . . . pr -) ∼= ψ(p1 . . . pr−1 1 -)×ψ(p1...pr−1 0 -)
pr· · · ×ψ(p1...pr−1 0 -) ψ(p1 . . . pr−1 1 -). (3)
Proof. We use induction on n. By Proposition 3.2 the lemma is true for n = 1. Suppose it holds
for n − 1 and let G ∈ Cat(Catn−1(Gp)) with object of objects and object of arrows G0,G1 ∈
Catn−1(Gp) respectively. For each p  2 put Gp = G1 ×G0
p· · · ×G0 G1. Then by the definition
of the multinerve, for each [p1] . . . [pr ] ∈ Δop, 1 r  n, NG(p1 . . . pr -) =NGp1(p2 . . . pr -).
Hence, using the induction hypothesis, we obtain
NG(p1 . . . pr -) =NGp1(p2 . . . pr -)
∼=NGp1(p2 . . . pr−1 1 -)×NGp1 (p2...pr−1 0 -)
pr· · · ×NGp1 (p2...pr−1 0 -)NGp1(p2 . . . pr−1 1 -)
=NG(p1 . . . pr−1 1 -)×NG(p1...pr−1 0 -)
pr· · · ×NG(p1...pr−1 0 -)NG(p1 . . . pr−1 1 -).
Conversely, suppose that ψ ∈ [Δnop ,Gp] satisfies (3). Regarding ψ as a simplicial object in
(n− 1)-simplicial groups along direction 1, we obtain the following simplicial object:
· · · ψ(2 -) ψ(1 -) ψ(0 -). (4)
For each [p] ∈ Δop, ψ(p -) is an (n− 1)-simplicial group satisfying (3), hence by the
induction hypothesis it is the multinerve of a catn−1-group; that is, ψ(p -) = NGp for
632 S. Paoli / Advances in Mathematics 222 (2009) 621–727Gp ∈ Catn−1(Gp). Also, since ψ satisfies (3), in particular taking r = 1, we have ψ(p -) ∼=
ψ(1 -)×ψ(0-) p· · · ×ψ(0-) ψ(1 -) for p  2. Hence (4) is isomorphic to
· · · NG1 ×NG0 NG1 NG1 NG0.
Since NG1 ×NG0 · · · ×NG0 NG1 =N (G1 ×G0 · · · ×G0 G1) (as N , being right adjoint, preserves
limits), we finally have a catn-group G
G1 ×G0 G1 → G1 G0
with NG = ψ , as required. 
Corollary 4.5. Let G ∈ Catn(Gp). Then for each 1 k  n and [i] ∈ Δop there exists a catn−1-
group G(k)i with NG(k)i (p1 . . . pn−1) =NG(p1 . . . pk−1 i pk . . . pn−1).
Proof. Let 1 r  n r = k. By Lemma 4.4 there is an isomorphism for pr  2
NG(p1 . . . pr . . . pn)
∼=NG(p1 . . . pr−1 1 . . . pn)
×NG(p1...pr−1 0...pn)
pr· · · ×NG(p1...pr−1 0...pn)NG(p1 . . . pr−1 1 . . . pn).
In particular, evaluating this isomorphism at pk = i, this is saying that the (n− 1)-simplicial
group taking (p1 . . . pn−1) to NG(p1 . . . pk−1 i . . . pn−1) satisfies condition (3) in Lemma 4.4.
Hence by 4.4 there exists a catn−1-group G(k)i with NG(k)i (p1 . . . pn−1) = NG(p1 . . . pk−1 i
pk . . . pn−1), as required. 
Proposition 4.6. For each 1 k  n there is an isomorphism ξk : Catn(Gp) → Catn(Gp) which
associates to each catn-group an object of Cat(Catn−1(Gp)) ξkG with object of objects and object
of arrows given by (ξkG0)0 = G(k)0 , (ξkG1)1 = G(k)1 where G(k)i is as in Corollary 4.5.
Proof. From Section 3 the n-simplicial group NG can be regarded as a simplicial object in
(n− 1)-simplicial groups along the kth simplicial direction, taking each [i] ∈ Δop to the object of
[Δn−1op,Gp] which associates to (p1 . . . pn−1) ∈ Δn−1op the groupNG(p1 . . . pk−1 i pk . . . pn−1).
By Corollary 4.5 the latter is the multinerve of a catn−1-group G(k)i . Further, from Lemma 4.4
for each i  2 we have NG(k)i ∼= NG(k)1 ×NG(k)0
i· · · ×NG(k)0 NG
(k)
1 . Hence NG, as a simplicial
object in [Δn−1op ,Gp] along the kth direction, has the form
· · ·N (G(k)1 ×G(k)0 G(k)1 ) NG(k)1 NG(k)0 .
We define ξkG to be the catn-group
G(k)1 ×G(k)0 G
(k)
1 → G(k)1 G(k)0 .
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arrows given by G0 and G1 respectively. For each i  2 put Gi = G1 ×G0
i· · · ×G0 G1. Consider the
n-simplicial group ψk taking (p1 . . . pn) to ψk(p1 . . . pn) =NGpk (p1 . . . pk−1 pk+1 . . . pn). It is
easy to see that ψk satisfies (3) in Lemma 4.4. In fact, for r = k this follows from the fact that
NGpk satisfies (3). For r = k, notice that when pk  2 we have
ψk(p1 . . . pn)
=N (G1 ×G0 pk· · · ×G0 G1)(p1 . . . pk−1 pk+1 . . . pn)
= ψk(p1 . . . pk−1 1 . . . pn)×ψk(p1...pk−1 0...pn)
pk· · · ×ψk(p1...pk−1 0...pn) ψk(p1 . . . pk−1 1 . . . pn).
Hence by Lemma 4.4 there exists ξ ′kG ∈ Catn(Gp) such that N (ξ ′kG) = ψk . It is immediate to
check that ξk and ξ ′k are inverse bijections. 
4.3. Internal categories in categories of groups with operations
The main result of this section is Theorem 4.12 asserting the existence of a certain adjunction
between CatD and D for a class of categories of groups with operations D. Theorem 4.12 is one
of the main tools used in the proof of Theorem 4.18 where it will be applied to the case where
D is the category of groups with operations Cn−1G, described in the next section. This will
yield an adjunction between CnG and Set (Theorem 4.18) and then a corresponding adjunction
between Catn(Gp) and Set (Theorem 4.20). We first need to recall some basic facts about internal
categories in categories of groups with operations. With the exception of Theorem 4.12, the
material in this section is well known.
There exists in the literature a well-known notion of category of groups with operations, see
for instance [35,38]. These are particular types of universal algebras defined by sets Ωi of oper-
ations of order i = 0,1,2 satisfying certain axioms. For simplicity we will restrict our attention
to categories of groups with operations where the only operation of order 2 is the group multipli-
cation. This will be sufficient for the application of this notion to catn-groups which we pursue
in Sections 4.4, 4.5, 4.6, 4.7.
Thus, following [38], a category of groups with operations is for us a variety of universal
algebras which is first of all a variety of groups. Also, group identity is the only operation of
order 0 and group multiplication is the only operation of order 2. Denoting by Ω ′1 the set of
operations of order 1 different from group inverse, we require ω(ab) = ω(a)ω(b) for all ω ∈ Ω ′1,
a, b ∈ ObD. A morphism in a category of groups with operations of the type above consists of a
group homomorphism which commutes with all ω ∈ Ω ′1.
In a category D of groups with operations we have notions of action and of semidirect
product which generalize well-known notions in the category of groups. Given A,B ∈ ObD,
a B-structure A is a split extension of B by A in D:
A
i
E
p
B, ps = idB.
s
(5)
A B-structure A is called a B-module if the underlying group of A is abelian. If A is a B-
structure we define the semidirect product A ×˜B as the object of D which is A×B as a set, with
operations
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(a′, b′)(a, b) = (a′s(b′)as(b′)−1, b′b)
for all a, a′ ∈ A, b, b′ ∈ B , ω ∈ Ω ′1. Given the split extension (5), there is an isomorphism A ×˜
B ∼= E taking (a, b) to i(a)s(b).
Internal categories in categories of groups with operations are particularly easy to describe. In
fact, given A ∈ CatD:
A1 ×A0 A1 m A1
∂0
∂1
A0,
σ0
the composition m is uniquely determined by
m(x,y) = x(σ0∂1x−1)y (6)
for (x, y) ∈ A1 ×A0 A1. This follows easily from the identity
(x, y) = (x(σ0∂1x−1),1)(σ0∂1x,σ0∂0y)(1, (σ0∂0y−1)y)
and the fact that m is a group homomorphism. The identity (6) has two immediate consequences.
One is that every arrow z in A1 has an inverse for composition given by (σ0∂0z)z−1(σ0∂1z),
so every internal category in D is an internal groupoid. The second consequence of (6) is the
identity
[ker ∂0,ker ∂1] = 1. (7)
In fact, if x ∈ ker ∂0, y ∈ ker ∂1, since m is a group homomorphism we have:
y = m(σ0∂1y, y) = m(1, y) = m
(
(x,1)(1, y)
(
x−1,1
))
= m(x,σ0∂0x)m(1, y)m
(
x−1, σ0∂0x−1
)= xyx−1
which proves (7). Thus A gives rise to a reflexive graph
A1
∂0
∂1
A0
σ0
satisfying condition (7). Conversely, given such a reflexive graph satisfying (7), we can build an
object of CatD by putting m(x,y) = x(σ0∂1x−1)y. Using (7) it easy to check that m is a group
homomorphism; it is also clear that m commutes with every ω ∈ Ω ′1, as the same is true for
σ0, ∂1 and ω(a, b) = ω(a)ω(b). Thus m is a morphism in D. The above discussion motivates the
following definition.
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and d, t : D → D are morphisms in D such that dt = t , td = d and [kerd,ker t] = 1.
The following basic fact is well known, and will be used throughout this and the subsequent
sections.
Lemma 4.8. The categories CatD and C1D are equivalent.
Proof. Given A ∈ CatD, from the above discussion [ker ∂0,ker ∂1] = 1. Since σ0 is injective,
it follows that [kerσ0∂0,kerσ0∂1] = 1. Hence (A1, σ0∂0, σ0∂1) is an object of C1D. Conversely,
given an object (D,d, t) of C1D, we have a reflexive graph
D
d
t
Imd
i
where i is the inclusion, and [kerd,ker t] = 1. From the discussion before Definition 4.7, this
determines an object of CatD. It is easily seen that this gives an equivalence of categories. 
Remark 4.9. There is a well-known notion of crossed module in any category of groups with
operations, see for instance [38]. We recall that the equivalence of Lemma 4.8 extends to an
equivalence of categories between CatD and crossed modules in D. More details can be found
for instance in [38].
The next two lemmas are straightforward facts which will be used in the proof of Theo-
rems 4.12 and 4.20.
Lemma 4.10. Let f :A → A′ be a morphism in D.
(a) The following is an object of CatD, which we denote by Af :
(kerf ×˜A)×A (kerf ×˜A) m kerf ×˜A
∂0
∂1
A
σ0
(8)
where kerf ×˜A is the object of CatD which is kerf ×A as a set, with operations
(x′, y′)(x, y) = (x′y′xy′−1, y′y),
ω(x′, y′) = (ωx′,ωy′)
for all ω ∈ Ω ′1, (x, y), (x′, y′) ∈ kerf ×A. Also, ∂0(x, y) = y, ∂1(x, y) = xy, σ0(x) = (1, x),
c((x, y)(x′, xy)) = (x′x, y).
Given morphisms in D, f :A → A′, g :B → B ′, r :A → B , s :A′ → B ′ such that sf = gr ,
then the maps kerf ×˜A (r|,r)−−−→ kerg ×˜B and r determine a morphism Af → Bg in CatD.
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(A×f A)×A (A×f A) c A×f A
p1
p2
A
s
where A ×f A is the kernel pair of f , p1(x, y) = x, p2(x, y) = y, s(z) = (z, z),
c((x, y)(y, z)) = (x, z).
Proof. It is immediate to verify that ∂0, ∂1, σ0, m are morphisms in D. Part (a) follows from
a straightforward verification of the axioms of internal categories and internal functors. For
part (b), consider the map α :A ×f A → kerf ×˜ A given by α(x, y) = (yx−1, x). It is straight-
forward to verify that α is a morphism in D. Clearly α is injective. Given (z, y) ∈ kerf ×˜ A
we have (z, y) = α(y, zy), so α is also surjective, hence an isomorphism. It is straightforward to
verify that Af is an internal category and that (α, id) is an internal functor. 
Lemma 4.11. Let A,B be two objects of D and let u1 :A → A  B and u2 :B → A  B be the
two coproduct injections. Then every element of AB has the form
u1(a1)u2(b1)u1(a2)u2(b2) . . . or u2(b1)u1(a1)u2(b2)u1(a2) . . .
where ai ∈ A, bi ∈ B .
Proof. It is known from general theory (see for instance [35]) that D is cocomplete, so the
coproduct AB exists. Let V be the subobject of AB consisting of elements of the form
u1(a1)u2(b1)u1(a2)u2(b2) . . . or u2(b1)u1(a1)u2(b2)u1(a2) . . . (9)
where ai ∈ A, bi ∈ B . Since ω(a, b) = ωaωb for each ω ∈ Ω ′1, V is closed under the operations
in D, so it is a subobject of AB . By the universal property of coproducts, we have the following
commutative diagram
AB
V
A B.
u1 u2
u1 u2
id
Therefore AB = V , so every element of AB has the form (9), as required. 
We now come to the main result of Section 4.3. The following theorem will be applied in
Section 4.5 to the proof of Theorem 4.18 in the case where D is the category of groups with
operations Cn−1G, described in the next Section 4.4. In the case where D is the category of
groups, Theorem 4.12 corresponds to the result of [8, Proposition 2] which is formulated using
the language of crossed modules in groups rather than the equivalent category Cat(Gp).
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H → H be determined by pu1 = 1, pu2 = id where u1, u2 :H → H H are the two coproduct
injections. Let (H  H)p ∈ CatD be as in Lemma 4.10(a). Then the functor L :D → CatD
L(H) = (H H)p is left adjoint to V .
Proof. We need to show that there is an isomorphism
HomCatD(LH,A) ∼= HomD(H,ker ∂0 ×A0) (10)
where LH = (H H)p as in the statement of the theorem. Let ∂0, ∂1, σ0 be the structural maps of
A and denote by i the inclusion of ker ∂0 in A1. Suppose we are given a morphism (h, g) :H →
ker ∂0 × A0 in D. We are going to build an internal functor α(h,g) :LH → A. Let γ : H 
H → A1 and f :H H → A0 be defined by
γ u1 = ih, γ u2 = σ0g, f u1 = ∂1ih, f u2 = g. (11)
Notice that we have
∂1γ = f, gp = ∂0γ (12)
where p :H H → H is determined by pu1 = 1, pu2 = id. In fact, composing with the coprod-
uct injections and using (11) we find
∂1γ u1 = ∂1ih = f u1, ∂1γ u2 = ∂1σ0g = g = f u2,
∂0γ u1 = ∂0ih = 1 = gpu1, ∂0γ u2 = ∂0σ0g = g = gpu2
from which (12) follows. Since gp = ∂0γ it follows from Lemma 4.10(a) that there is a morphism
((γ|, γ ), γ ) : (H  H)p → (A1)∂0 in CatD where we have denoted by γ| the restriction of γ to
kerp. We are now going to build an internal functor (r, ∂1) : (A1)∂0 → A as follows:
· · · ker ∂0 ×˜A1
d0
d1
r
A1
s0
∂1
· · · A1
∂0
∂1
A0.
σ0
We define r by r(x, y) = x(σ0∂1y). To show that (r, ∂1) is an internal functor we need to check
that r is a morphism in D and that (r, ∂1) is compatible with the structural maps. For this recall,
from Section 4.3 that, since D is a category of groups with operations, [ker ∂0,ker ∂1] = 1. Hence,
for each (x, y), (x′, y′) ∈ ker ∂0 ×˜A1 and ω ∈ Ω ′1, we compute:
r
(
(x, y)(x′, y′)
)= r(xyx′y−1, yy′)= xyx′y−1(σ0∂1yy′)
= xyx′y−1(σ0∂1y)
(
σ0∂1y
′)= xyy−1(σ0∂1y)x′(σ0∂1y′)
= r(x, y)r(x′, y′);
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(
ω(x, y)
)= r(ωx,ωy) = ωx(σ0∂1ωy) = ωxωσ0∂1y = ωr(x, y).
This shows that r is a morphism in D. As for the compatibility with the structural maps, recalling
from Lemma 4.10 that d0(x, y) = y, d1(x, y) = xy and s0(z) = (1, z), we have
∂0r(x, y) = ∂0x(∂0σ0∂1y) = ∂1y = ∂1d0(x, y),
∂1r(x, y) = ∂1x(∂1σ0∂1y) = ∂1x∂1y = ∂1(xy) = ∂1d1(x, y),
rs0(z) = r(1, z) = σ0∂1z.
Compatibility with the composition maps holds automatically. Hence (r, ∂1) is a morphism in
CatD. Let α(h,g) :LH → A be the composite
LH = (H H)p → (A1)∂0 (r,∂1)−−−→ A.
Since, by (12), ∂1γ = f , we have
α(h,g) = (r(γ|, γ ), f ) (13)
where γ and f are as in (11), and r(x, y) = x(σ0∂1y) for (x, y) ∈ ker ∂0 ×˜A1.
Conversely, suppose we are given a morphism (v, k) :LH → A in CatD,
· · · kerp ×˜ (H H)
v
d0
d1
H H
k
s0
· · · A1
∂0
∂1
A0.
σ0
We are going to build a morphism β(v, k) : H → ker ∂0 ×A0. If z ∈ u1(H) then, by definition of
p, z ∈ kerp and also ∂0v(z,1) = kd0(z,1) = 1, so that v(z,1) ∈ ker ∂0. Thus we define h :H →
ker ∂0 by h(x) = v(u1(x),1). We also take g :H → A0 to be g = ku2 and finally let β(v, k) =
(h, g). That is, for each x ∈ H ,
β(v, k)(x) = (v(u1(x),1), ku2(x)). (14)
To prove the proposition it remains to show that βα = id and αβ = id. From (11), (13) and (14)
we have, for each x ∈ H ,
βα(h,g)(x) = β(r(γ|, γ ), f )(x) = (r(γ u1(x),1), f u2(x))
= (γ u1(x), f u2(x))= (ih(x), g(x)).
Hence βα = id. From (13) and (14) we calculate
αβ(v, k) = α(v(u1(-),1), ku2)= (r(γ|, γ ), f ) (15)
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γ u1(x) = v
(
u1(x),1
)
, γ u2 = σ0ku2 = vs0u2,
f u1(x) = ∂1iv
(
u1(x),1
)
, f u2 = ku2 (16)
and r is given by r(x, y) = x(σ0∂1y).
Since (v, k) is an internal functor, ∂1v = kd1; therefore, by (16), f u1(x) = ∂1iv(u1(x),1) =
kd1(u1(x),1) = ku1(x). In conclusion, f u1 = ku1; also, by (16), f u2 = ku2, so that, in conclu-
sion, f = k.
From (15) in order to show that αβ = id it remains to prove that
r(γ|, γ ) = v. (17)
For each (x, y) ∈ kerp ×˜ (H  H), using the fact proved in (12) that ∂1γ = f , the definition of
r and the fact proved above that f = k, we compute
r(γ|, γ )(x, y) = γ (x)σ0∂1γ (y) = γ (x)σ0f (y) = γ (x)σ0k(y). (18)
On the other hand, since v is a group homomorphism
v(x, y) = v(x,1)v(1, y), (19)
we are going to show that
v(x,1) = γ (x) and σ0k(y) = v(1, y) (20)
for each x ∈ kerp, y ∈ H H . Then (18), (19), (20) immediately imply (17). The second identity
in (20) is trivial since v(1, y) = vs0(y) = σ0ky. The proof that v(x,1) = γ (x) for each x ∈ kerp
is more elaborate and needs some preliminary observations.
The first observation we need is that every element of the underlying group of kerp is a
product of elements of the form wu1(z)w−1, where z ∈ H and w ∈ H H . In fact, let v ∈ kerp.
By Lemma 4.11, v has the form (9); say for instance v = u1(h1)u2(h′1) . . . u1(hn)u2(h′n). Then,
since pu1 = 1 and pu2 = id, we have 1 = p(v) = h′1h′2 . . . h′n so that u2(h′1) = u2((h′2 . . . h′n)−1).
Hence if we put, for each i = 2, . . . , n, wi = u2(h′i . . . h′n)−1u1(hi)u2(h′i . . . h′n), we have v =
u1(h1)w2w3 . . .wn. The case where v is of the other form in (9) is similar.
The second observation we need is the trivial fact that, since v and γ are group homomor-
phisms, if the identity v(x,1) = γ (x) is satisfied for x = x1 ∈ kerp and x = x2 ∈ kerp, then it is
also satisfied for x = x1x2. It then follows from above that in order to show that v(x,1) = γ (x)
for all x ∈ kerp, it is sufficient to show that
v
(
wu1(z)w
−1,1
)= γ (wu1(z)w−1) (21)
for each z ∈ H , w ∈ H  H . To show (21) we first observe that, if (21) holds for w = w1
it also holds for w = u1(x)w1 and for w = u2(x)w1. To prove this, recall from (16) that
γ u1(x) = v(u1(x),1) and γ u2(x) = vs0u2(x) = v(1, u2(x)); thus, using the expression of the
group multiplication in the semidirect product (kerp) ×˜ (H  H) as given in Lemma 4.10, we
calculate:
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(
u1(x)w1u1(z)w
−1
1 u1
(
x−11
)
,1
)
= v((u1(x),1)(w1u1(z)w−11 ,1)(u1(x−1),1))
= γ u1(x)γ
(
w1u1(z)w
−1
1
)
γ u1
(
x−1
)= γ (u1(x)w1u1(z)w−11 u1(x−1)), and
v
(
u2(x)w1u1(z)w
−1
1 u2
(
x−1
)
,1
)
= v((1, u2(x))(w1u1(z)w−11 ,1)(1, u2(x−1)))
= γ u2(x)γ
(
w1u1(z)w
−1
1
)
γ u2
(
x−1
)= γ (u2(x)w1u1(z)w−11 u2(x−1)).
Hence (21) holds for w = u1(x)w1 and for w = u2(x)w1 as claimed. Since, by Lemma 4.11 w
has the form (9) and, by (16), (21) holds for w = 1, it follows from above that it holds for each
w ∈ H H and z ∈ H , as required. 
The following lemma will be used in Section 7.
Lemma 4.13. Let D be a category of groups with operations.
(a) Let Π0 : CatD →D be as follows. Given A ∈ CatD with structural maps d0, d1 :A1 → A0,
s0 :A0 → A1, let Π0A = Coeq[d0, d1]. Then Π0A = A0/d1(kerd0).
(b) Let Π0 : Cat2 D → CatD be as follows. Given A ∈ Cat2 D with structural maps
dh0 , d
h
1 :A10 → A00, th0 , th1 :A11 → A01 let Π0A = Coeq[(th0 , dh0 ), (th1 , dh1 )]. Then
(Π0A)i = Π0A∗i , i = 0,1, where A∗i ∈ CatC with objects A0i and arrows A1i .
(c) Let c :D → CatD be the discrete internal category functor. There is a natural transformation
d : idCatD ⇒ cΠ0.
(d) Let Π1 : CatD → D be Π1A = ker(d0, d1), (d0, d1) :A1 → A0 × A0, A ∈ CatD as in (a).
Then Π1A is a Π0A-module.
Proof. (a) From [4, 2.4.6d] the coequalizer of two maps f,g :A⇒ B in a category of groups
with operations C is the quotient of B by the congruence generated by all the pairs (f (a), g(a))
for a ∈ A. In our case, since d0σ0 = id, A1 ∼= kerd0 ×˜A0. Under this isomorphism, the structural
maps d˜0, d˜1 : kerd0 ×˜A0⇒A0 are given by d˜0(x, y) = y, d˜1(x, y) = d1(x)y. Hence the quotient
of A0 by the congruence generated by (d˜0(x, y), d˜1(x, y)) is A0/d1(kerd0).
(b) Let A ∈ Cat2 C have structural maps dv0 , dv1 :A01 → A00, sv0 :A00 → A01. We claim that
the following is an object of CatC
A01/t
h
1
(
ker th0
) dv0dv1 A00/dh1 (kerdh0 ).
sv0
(22)
It is clear that dvi s
v
0 = id, i = 0,1. From Lemma 4.8 it remains to check that [kerdv0,kerdv1] = 1.
Let [x] ∈ kerdv1, [y] ∈ kerdv0; that is, dv1x = dh1 z, dv0y = dh1 w, for z ∈ kerdh0 , w ∈ kerdh0 .
It follows that xdh(z−1) = xdv(x−1) ∈ kerdv and ydh(w−1) = ydv(y−1) ∈ kerdv . Since1 1 1 1 0 0
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[ydh1 (w−1)xdh1 (z−1)] = [y][x] as required. We are going to show (22) is the coequalizer of
(th0 , d
h
0 ) and (t
h
1 , d
h
1 ). Consider a map (v0, v1) :A0∗ → D in CatC such that v0(th0 , dh0 ) =
v1(t
h
1 , d
h
1 ). Thus v0t
h
0 = v1th1 , v0dh0 = v1dh1 . By part (a) there are maps r0 :A00/dh1 (kerdh0 ) → D0
and r1 :A01/th1 (ker t
h
0 ) → D1 in C with riqi = vi , i = 0,1, where q1 and q0 are the quotient maps.
We show that (r0, r1) is a map in CatC. For this, we need to prove that
∂0r1 = r0dv0, ∂1r1 = r1dv1, r1sv0 = σ0r0 (23)
where ∂0, ∂1 :D1 → D0, σ0 :D0 → D1 are the structural maps of D. Since (v0, v1) and (q0, q1)
are morphisms in CatC, we have ∂0r1q1 = ∂0v1 = v0dv0 = r0q0dv0 = r0dv0q1. By universality, this
implies that ∂0r1 = r0dv0. The remaining equalities in (23) are proved similarly.
(c) Let A ∈ CatD have structural maps d0, d1 :A1 → A0, s0 :A0 → A1. Let dA :A → cΠ0A
be as follows: the map (dA)0 :A0 → A0/d1(kerd0) is the quotient map; by (a), (dA)0∂0 =
(dA)0∂1. Define (dA)1 = (dA)0∂0. Then (dA)1s0 = (dA)0∂0s0 = (dA)0, so that dA is an internal
functor. Naturality in A is straightforward.
(d) Since d0s0 = id, kerd0 is an A0-structure and A1 ∼= kerd0 ×˜ A0. Therefore Π1A =
kerd1|kerd0 . Also, A0 acts on Π1A since, if y ∈ kerd1|kerd0 , z ∈ A0, d1(zy) = d1(s0d1(z)y
s0d1(z−1)) = d1(z)d1(y)d1(z−1) = 1. We show that d1(kerd0) acts trivially on Π1A. From
Lemma 4.8, [kerd0,kerd1] = 1. Therefore, for all x, y ∈ kerd0,
d1(x)y = s0d1(x)ys0d1
(
x−1
)= xx−1s0d1(x)ys0d1(x−1)
= xyx−1s0d1(x)s0d1
(
x−1
)= xyx−1.
In particular, if x ∈ kerd0, z ∈ Π1A we have d1(x)z = xzx−1 = zz−1xzx−1 = zd1(z−1)xx−1 =
zxx−1 = z. Thus d1(kerd0) acts trivially on Π1A; therefore A0/d1 (kerd0) acts on Π1A0. By (a)
this means that Π1A is a Π0A-structure. From the above calculation, the underlying group of
Π1A is abelian so that, in conclusion, Π1A is a Π0A-module. 
4.4. An equivalent description of catn-groups
In this section we introduce the category CnG and we show it is equivalent to the category of
catn-groups. The material in this section is well known.
Historically, CnG was the first category to be described in [29] and called the category of
catn-groups. In this paper we mainly work with the equivalent category Catn(Gp) so that we refer
to Catn(Gp) as the category of catn-groups. However, we need the category CnG in Section 4.5
in order to describe an important adjunction between catn-groups and sets.
We observed in Lemma 4.8 that for any category D of groups with operations CatD is equiv-
alent to C1D. If D is the category of groups, we shall denote C1Gp by C1G. The idea of the
category CnG when n > 1 is to have n internal categorical structures in groups which are mutu-
ally independent.
Definition 4.14. The category CnG is defined as follows. An object of CnG consists of a group G
together with 2n endomorphisms ti , di :G → G, 1 i  n, such that, for all 1 i, j  n,
(i) diti = ti , tidi = di,
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(iii) [kerdi,ker ti] = 1.
A morphism (G,di, ti) → (G′, d ′i , t ′i ) in CnG is a group homomorphism f : G → G′ such that
f di = d ′if , f ti = t ′if , 1 i  n.
In the above definition, axioms (i) and (iii) say that for each fixed i, (G,di, ti) is an object
of C1G, while (ii) says that for i = j (G,di, ti) and (G,dj , tj ) are independent. Notice that the
identity (iii) in Definition 4.14 is equivalent to
(iii)′ di(x)x−1ti (x)x−1 = ti (x)x−1di(x)x−1, x ∈ G.
Using this fact we can view CnG as a category of groups with operations as follows. The only
operations of order 0 and 2 are, respectively, group identity and multiplication. The set Ω ′1 of
operations of order 1 different from group inverse consists of 2n operations di, ti :G → G, i =
1, . . . , n; there is also a set of identities which comprises the group laws and the identities (i), (ii)
and (iii)′ above.
Since CnG is a category of groups with operations, from Section 4.3 we can construct the
category C1(CnG). The following lemma is a straightforward consequence of the definitions.
Lemma 4.15. The categories C1(CnG) and Cn+1G are isomorphic.
Proof. By definition, an object of C1(CnG) consists of a triple (G, d, t) where G= (G,d1, . . . , dn,
t1, . . . , tn) is an object of CnG and d, t :G → G are morphisms in CnG satisfying [kerd,ker t] = 1,
dt = t , td = d . Fix 1  k  n+ 1; since d, t are morphisms in CnG, they commute with all
di, ti , i = 1, . . . , n. It follows that G′ = (G,d1, . . . , dk−1, d, dk, . . . , dn, t1, . . . , tk−1, t, tk, . . . , tn)
is an object of Cn+1G. Conversely, let G = (G,d1, . . . , dn+1, t1, . . . , tn+1) ∈ Cn+1G. Then if we
leave out the operators dk, tk , we find an object of CnG G′ = (G,d1, . . . , dk−1, dk+1, . . . , dn, t1,
. . . , tk−1, tk+1, . . . , tn). Further, since dktk = tk , tkdk = dk and [kerdk,ker tk] = 1, it follows that
(G′, dk, tk) is an object of C1CnG. It is trivial to check that these correspondences give an isomor-
phism of categories. 
The following corollaries will be needed in the proof of Theorems 4.18 and 4.20.
Corollary 4.16. For each 1 k  n, there is an equivalence of categories α(k)n  β(k)n :
α(k)n : CatCn−1G CnG : β(k)n .
Proof. By Lemma 4.15 for each 1  k  n there is an isomorphism CnG ∼= C1(Cn−1G); by
Lemma 4.8 there is an equivalence C1(Cn−1G)  Cat(Cn−1G). Hence the result. 
Corollary 4.17. The categories CnG and Catn(Gp) are equivalent.
Proof. By induction on n. The case n = 1 is an instance of Lemma 4.8, taking for D the category
of groups. Suppose, inductively, that Cn−1G and Catn−1(Gp) are equivalent. By Lemma 4.15,
CnG is isomorphic to C1Cn−1G and, by Lemma 4.8 this is equivalent to Cat(Cn−1G). From the
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Catn(Gp) are equivalent. 
4.5. An adjunction between catn-groups and Set
In this section we discuss an important adjunction fn  un between the category Catn(Gp) and
Set. This adjunction will play a crucial role in the construction of the functor Sp in Section 6.
The adjunction fn  un is deduced from an analogous adjunction Fn  Un between CnG and Set
as in the following theorem.
Theorem 4.18. Let 1 k  n and let U : Gp → Set be the forgetful functor and F : Set → Gp its
left adjoint. There is a functor Un :CnG → Set whose left adjoint Fn is given by F0 = F and, for
each n 1 and any set X,
Fn(X) = α(k)n
(Fn−1(X)Fn−1(X))p
where (Fn−1(X) Fn−1(X))p is as in Lemma 4.10(a), p :Fn−1(X) Fn−1(X) →Fn−1(X) is
defined by pu1 = 1, pu2 = id, u1, u2 :Fn−1(X) → Fn−1(X)  Fn−1(X) are the coproduct in-
jections and α(k)n is the equivalence of categories α(k)n : Cat(Cn−1G) → CnG as in Corollary 4.16.
Proof. We define Fn inductively. Recall from Theorem 4.12 that there is a functor
V1 : Cat(Gp) → Gp with a left adjoint L1 given by L1H = (H H)p where p :H H → H is
defined by pu1 = 1, pu2 = id and (H H)p is as in Lemma 4.10. Thus for n = 1 we define U1
to be the composite
C1G β1−→ Cat(Gp) V1−→ Gp U−→ Set,
where β1 is as in Corollary 4.16. Therefore U1 has a left adjoint F1 = α1L1F and F1(X) =
α1(F (X) F(X))p .
Inductively, suppose we have defined Un−1 :Cn−1G → Set with left adjoint Ln−1. Applying
Theorem 4.12 to the case where D is the category of groups with operations Cn−1G we obtain a
functor Vn : Cat(Cn−1G) → Cn−1G with a left adjoint LnH= (HH)p where p :HH→H,
pu1 = 1, pu2 = id. We define Un to be the composite
Un :CnG β
(k)
n−−→ Cat(Cn−1G) Vn−→ Cn−1G Un−1−−−→ Set,
where β(k)n is as in Corollary 4.16. Then Un has left adjoint Fn = α(k)n LnFn−1; that is,
Fn(X) = α(k)n
(Fn−1(X)Fn−1(X))p. 
The following lemma is a standard fact about internal categories which generalizes Lem-
ma 4.10(b) from the case of a category of groups with operations to the case of an arbitrary
category C with finite limits. This will be needed in the next theorem where it will be applied to
the case where C = Catn−1(Gp).
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idA defines a unique map s :A → A×f A such that p1s = idA = p2s where p1,p2 :A×f A → A
are the two projections. The commutative diagram
A×f A
p2
p1
A
f
A×f Ap2
p1
A
f
B A
f
defines a unique morphism m : (A ×f A) ×A (A ×f A) → A ×f A such that p2m = p2π2,
p1m = p1π1 where π1,π2 : (A×f A)×A (A×f A) → A×f A are the two projections. Then the
following is an object of CatC which we denote by Af :
Af : (A×f A)×A (A×f A) m A×f A
p1
p2
A.
s
Proof. It is a straightforward verification of the axioms of internal categories. 
In the following theorem the map 1 :G → G where G ∈ Catn(Gp) is defined as follows. Since
NG ∈ [Δnop ,Gp] there is a map e :NG → NG whose component ep1...pn :NG(p1 . . . pn) →
NG(p1 . . . pn) for ([p1] . . . [pn]) ∈ Δnop is given by ep1...pn(x) = 1 for all x ∈ NG(p1 . . . pn).
Since N is fully faithful there is a unique map 1 :G → G such that N (1) = e.
Given G ∈ Catn(Gp) and 1 k  n, in what follows G(k)1 ,G(k)0 ∈ Catn−1(Gp) are as in Corol-
lary 4.5.
Theorem 4.20. There is a functor un : Catn(Gp) → Set whose left adjoint fn is given by f0 = F
and, for each n 1, 1 k  n and any set X, as an internal category in Catn−1(Gp) in the kth
direction, fn(X) is isomorphic to
(
fn−1(X) fn−1(X)
)p
as in Lemma 4.19 where p : fn−1(X) fn−1(X) → fn−1(X) is defined by pu1 = 1, pu2 = id and
u1, u2 : fn−1(X) → fn−1(X) fn−1(X) are the coproduct injections.
Proof. Denote by γn the equivalence of categories γn :CnG → Catn(Gp) of Corollary 4.17 and
by ηn its right adjoint pseudo-inverse. Let un = Unηn : Catn(Gp) → Set. Then, by Theorem 4.18,
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and Fn = α(k)n LnFn−1, we have a commutative diagram:
Catn(Gp)
ηn
ξk
CnG
γn
β
(k)
n
Un
Set
Fn
Fn−1
Cat(Catn−1(Gp))
ξ ′k
Catηn−1
Cat(Cn−1G)
Catγn−1
α
(k)
n
Vn
Cn−1G
Ln
Un−1
where ξk and ξ ′k are as in Proposition 4.6 and α
(k)
n , β
(k)
n as in Corollary 4.16. Then for any set X
we have
ξkfn(X) = ξkγnFn(X)
= (Catγn−1)β(k)n α(k)n LnFn−1(X) ∼= (Catγn−1)LnFn−1(X). (24)
From Theorem 4.12, LnFn−1(X) = (Fn−1(X)  Fn−1(X))p ; and by Lemma 4.10(b) the latter
is isomorphic to (Fn−1(X)Fn−1(X))p so that(LnFn−1(X))0 ∼=Fn−1(X)Fn−1(X) and(LnFn−1(X))1 ∼= (Fn−1(X)Fn−1(X))×p (Fn−1(X)Fn−1(X)). (25)
Also notice that for each n, γn preserves kernel pairs. In fact, it is immediate to check that for
each n, β(k)n preserves kernel pairs; since γn = ξk Catγn−1β(k)n a simple inductive argument
shows that γn preserves kernel pairs. Since γn is a left adjoint, it also preserves coproducts.
From (24) and (25) we therefore obtain
fn(X)
(k)
0 =
(
ξkfn(X)
)
0
∼= γn−1
(LnFn−1(X))0 ∼= γn−1(Fn−1(X)Fn−1(X))
= γn−1Fn−1(X) γn−1Fn−1(X) = fn−1(X) fn−1(X),
fn(X)
(k)
1 =
(
ξkfn(X)
)
1
∼= γn−1
(LnFn−1(X))1
= γn
((Fn−1(X)Fn−1(X))×p (Fn−1(X)Fn−1(X)))
= γn−1
(Fn−1(X)Fn−1(X))×p γn−1(Fn−1(X)Fn−1(X))
= (fn−1(X) fn−1(X))×p (fn−1(X) fn−1(X)).
The structural maps are straightforward to identity, hence fn(X), as internal category in
Catn−1(Gp) in the kth direction, has the form (fn−1(X) fn−1(X))p as in Lemma 4.19. 
4.6. Surjective maps of multinerves
We say a morphism f :A → B in [Δnop ,Gp] is levelwise surjective if, for all ([x1] . . . [xn]) ∈
Δn
op
the map of groups f ([x1] . . . [xn]) :A([x1] . . . [xn]) → B([x1] . . . [xn]) is surjective. The
goal of this section is to prove Proposition 4.24, which asserts that if unf is surjective, then Nf
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(Proposition 6.5) and in the proof of Lemma 6.10, which leads to the functor Sp of Theorem 6.11.
We deduce Proposition 4.24 from an analogous result for the category CnG (Proposition 4.23).
The latter is stated and used in [9]. Since, however, [9] gives explicit details of the proof only for
n = 1, we have provided a proof. This proof uses the following lemma and its corollary.
Lemma 4.21. Let U : Gp → Set be the forgetful functor and let Rn :CnG → Set be the functor
Rn(G,d1, . . . , dn, t1, . . . , tn) = UG. Then for each G ∈ CnG there is an isomorphism UnG ∼=
RnG, natural in G.
Proof. By induction on n. For n = 1, recall from the proof of Theorem 4.18 that U1 :C1G →
Set is the composite C1G β1−→ Cat(Gp) ν1−→ Gp U−→ Set and that, from Lemma 4.8, given G =
(G,d, t) ∈ C1G, β1G is
G ×Imd G G
d
t
Imd.
i
Hence U1G = U(kerd × Imd). On the other hand, since d has a section i, it is G ∼= kerd  Imd .
It follows that U1G = U(kerd× Imd) = U(kerd Imd) ∼= UG = R1G. Naturality is immediate.
Inductively, suppose that Un−1G ∼= Rn−1G for each G ∈ Cn−1G. Recall from the proof of
Theorem 4.18 that Un = Un−1Vnβ(k)n and let G = (G,d1, . . . , dn, t1, . . . , tn) ∈ CnG. Put G′ =
(G,d1, . . . , dk−1, dk+1, . . . , dn, t1, . . . , tk−1tk+1, . . . , tn) ∈ Cn−1G. Then β(k)n G is
G′ ×Imdk G′ G′
dk
tk
Imdk.
i
Therefore by the inductive hypothesis
UnG = Un−1 kerdk × Un−1 Imdk ∼= Rn−1 kerdk ×Rn−1 Imdk. (26)
On the other hand, since dk has a section i, G′ is isomorphic to the semidirect product G′ ∼=
kerdk ×˜ Imdk . From the description of CnG as a category of groups with operations, the functor
Rn is precisely the underlying set functor; recall from the general discussion about semidirect
products in a category of groups with operations in Section 4.3 that the underlying set of the
semidirect product object is the product of the underlying sets. Hence
Rn−1G′ ∼= Rn−1(kerdk ×˜ Imdk) ∼= Rn−1 kerdk ×Rn−1 Imdk. (27)
It follows from (26) and (27) that UnG ∼= Rn−1G′ = UG = RnG, as required. Naturality is imme-
diate. 
Corollary 4.22. The functor Un :CnG → Set reflects regular epimorphisms.
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G = (G,d1, . . . , dn, t1, . . . , tn) and G′ = (G′, d ′1, . . . , d ′n, t ′1, . . . , t ′n) be two objects in CnG and
f :G → G′ a morphism in CnG such that Rnf is a regular epi. Since Set is a regular category [4],
Rnf is the coequalizer of its kernel pair, hence the following is a coequalizer
U(G×G′ G) = UG×UG′ UG
p1
p2
UG
Uf
UG′.
Since U : Gp → Set is monadic, it reflects regular epis, so the following is a coequalizer in Gp:
G×G′ G
p1
p2
G
f
G′. (28)
We claim that the following is a coequalizer in CnG:
G ×G′ G
p1
p2
G f G′.
To see this, let G′′ = (G′′, d ′′1 , . . . , d ′′n , t ′′1 , . . . , t ′′n ) and let h :G → G′′ be a morphism in CnG such
that hp1 = hp2. Since (28) is a coequalizer in groups, there is a map of groups r :G′ → G′′ such
that rf = h, as maps of groups. We claim that r is in fact a map in CnG. In fact, given y ∈ G′,
since UG Uf−−→ UG′ is surjective, there is x ∈ UG such that f (x) = y. Hence, for each 1 i  n,
rd ′i (y) = rd ′if (x) = rf di(x) = hdi(x) = d ′′i h(x) = d ′′i rf (x) = d ′′i r(y).
Hence rd ′i = d ′′i r . Similarly one proves that rt ′i = t ′′i r . This shows that r is a map in CnG, as
claimed. Hence f :G → G′ is a coequalizer in CnG, so Rn reflects regular epis. 
Proposition 4.23. (See [9].) Let N be the composite functor
N :CnG γn−→ Catn(Gp) N−→ [Δnop ,Gp].
If a morphism f in CnG is a regular epi, then Nf is levelwise surjective.
Proof. We use induction on n. For the case n = 1, let f : (G,d, t) → (G′, d ′, t ′) be a mor-
phism in C1G. Then Nf is the map of simplicial groups (Nf )0 = f|Imd , (Nf )1 = f , (Nf )k =
(f, . . . , f ), k  2.
Recall, as in the proof of Lemma 4.21, that U1(G,d, t) = U kerd × U Imd . Thus, since U1f
is surjective, both U kerd → U kerd ′ and U Imd → U Imd ′ are surjective. Also, since the map
d :G → Imd has a section, G is isomorphic to the semidirect product G ∼= kerd  Imd , and
therefore, from above, the map f :G → G′ is surjective. It remains to show that for each k  2
the map G×Imd k· · · ×Imd G → G′ ×Imd ′ k· · · ×Imd ′ G′ is surjective. Consider the case k = 2. Let
(x′, y′) ∈ G′ ×Imd ′ G′, so t ′x′ = d ′y′. Since f is surjective, there exists x, y ∈ G with f (x) = x′,
f (y) = y′. Then (x, t (x)d(y−1)y) ∈ G×Imd G and
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(
x, t (x)d
(
y−1
)
y
)= (f (x), f t (x)f d(y−1)f (y))
= (x′, t ′(x′)d ′(y′−1)y′)= (x′, y′).
Thus G×Imd G → G′ ×Imd ′ G′ is surjective. The case k > 2 is similar.
Suppose, inductively, that the lemma holds for n − 1. Let G = (G,d1, . . . , dn, t1, . . . , tn) and
H = (H,d ′1, . . . , d ′n, t ′1, . . . , t ′n) be in CnG and f :G → H a morphism in CnG with Unf surjec-
tive. Recall from the proof of Theorem 4.18 that Un = Un−1Vnβ(k)n and that β(k)n G is given by
G′ ×Imdk G′ G′
dk
tk
Imdk
i
as in the proof of Lemma 4.21. Therefore UnG = Un−1 kerdk × Un−1 Imdk ; hence the hypothe-
sis that Unf is surjective implies that both maps Un−1 kerdk → Un−1 kerd ′k and Un−1 Imdk →
Un−1 Imd ′k are surjective. On the other hand, as a morphism of simplicial objects in [Δn−1
op
,Gp],
Nf is given by
· · ·NG′ ×N Imdk NG′
(Nf )2
NG′
(Nf )1
N Imdk
(Nf )0
· · ·NH′ ×N Imd ′k NH′ NH′ N Imd ′k.
Showing that Nf is levelwise surjective is equivalent to showing that for each i  0, (Nf )i is
levelwise surjective.
Since by Corollary 4.22, Un−1 reflects regular epis and as seen above, Un−1 Imdk →
Un−1 Imd ′k is surjective, then Imdk → Imd ′k is a regular epi in Cn−1G; thus, by the induction
hypothesis, (Nf )0 is levelwise surjective.
By Lemma 4.21, UnG ∼= UG ∼= Un−1G′, hence the hypothesis that Unf is surjective implies
that Un−1G′ → Un−1H′ is surjective. Since Un−1 reflects regular epis, G′ → H′ is a regular epi
in Cn−1G hence, by the induction hypothesis, (Nf )1 :NG′ →NH′ is levelwise surjective.
It remains to show that (Nf )i is levelwise surjective for all i  2. Consider the case i = 2. Let
(x′, y′) ∈ H ×Imd ′k H so t ′kx′ = d ′ky′. Since, from above, UG → UH is surjective, x′ = f (x),
y′ = f (y) for x, y ∈ G. Then (x, tk(x)dk(y−1)y) ∈ G ×Imdk G and is mapped to (x′, y′) by
(f,f ). This shows that U(G ×Imdk G) → U(H ×Imdk H) is surjective. But, by Lemma 4.21,
Un−1(G′ ×Imdk G′) ∼= U(G ×Imdk G) and similarly for H′ ×Imd ′k H′; hence we conclude that
Un−1(G′ ×Imdk G′) → Un−1(H′ ×Imd ′k H′) is surjective; since Un−1 reflects regular epis this im-
plies G′ ×Imdk G′ →H′ ×Imd ′k H′ is a regular epi and hence, by the induction hypothesis, (Nf )2
is levelwise surjective. The case i > 2 is similar. 
Proposition 4.24. Let f be a morphism in Catn(Gp) such that unf is surjective. Then Nf is
levelwise surjective.
Proof. Recall that in Set the regular epimorphisms are precisely the surjective maps, thus unf is
a regular epi. Since un = Unηn and, by Corollary 4.22, Un reflects regular epis, ηnf is a regular
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hence Nf ∼=Nγnηnf , so Nf is also levelwise surjective. 
4.7. Crossed modules in Cn−1G
In this section we discuss another equivalent presentation of the category of catn-groups,
in terms of crossed modules in Cn−1G (Definition 4.25). This point of view will be used only
in Section 7. Therefore this section may be skipped at a first reading. We will, however, need
Lemma 4.30(c), which does not use crossed modules, in Section 5. The equivalence of Catn(Gp)
with crossed modules in Cn−1G is known, and we provide some details of the proof in Propo-
sition 4.26. The rest of the section contains some technical lemmas which will be used in
Section 7.2. Their proof amount to direct computations using the definition of crossed modules
and the notion of action in a category of groups with operations recalled in Section 4.3.
Definition 4.25. A crossed module in Cn−1G, (T = (T , si, ti),G = (G, s′i , t ′i ),μ) consists of a
morphism μ :T → G in Cn−1G with T a G-structure, such that, for all t, t ′ ∈ T , g ∈ G:
(i) μ(gt) = gμ(t)g−1.
(ii) μ(t)t ′ = t t ′t−1.
A morphism of crossed modules in Cn−1G (f,h) : (T ,G,μ) → (T ′,G′,μ′) consists of mor-
phisms f :T → T ′ and h :G → G′ in Cn−1G such that μ′f = hμ and f (gt) =h(g) f (t) for
all t ∈ T , g ∈ G.
We denote by CM(Cn−1G) the category of crossed modules in Cn−1G.
Proposition 4.26. There are equivalences of categories
CnG  CM(Cn−1G) Cat(Cn−1G) Catn(Gp).
Proof. We need to prove the equivalence CnG ∼= CM(Cn−1G). The other equivalences have been
proved in Lemma 4.15, Corollaries 4.16 and 4.17.
Let ((T , si, ti ), (G, s′i , t ′i ),μ) ∈ CM(Cn−1G). There is a split extension in Cn−1G
(T , si, ti)
(
T  G,s′′i , t ′′i
) (
G,s′i , t ′i
)
. (29)
Define s˜i , t˜i :T G → T G by s˜i = s′′i , t˜i = t ′′i for i = 1, . . . , n−1, s˜n(t, g) = (1, g), t˜n(t, g) =
(1,μ(t)g), (t, g) ∈ T  G. We claim that (T  G, s˜i , t˜i ), i = 1, . . . , n, is an object of CnG.
In fact, since (T  G,s′′i , t ′′i ) ∈ Cn−1G we have s˜i t˜i = t˜i , t˜i s˜i = s˜i , [ker s˜i ,ker t˜i] = 1, for
i = 1, . . . , n − 1 and s˜i s˜j = s˜j s˜i , t˜i t˜j = t˜j t˜i , s˜i t˜j = t˜j s˜i for i, j = 1, . . . , n− 1, i = j . It remains
to check that
s˜nt˜n = t˜n, t˜ns˜n = s˜n, [ker s˜n,ker t˜n] = 1,
s˜i s˜n = s˜ns˜i , t˜i t˜n = t˜nt˜i , i = 1, . . . , n− 1,
s˜i t˜n = t˜ns˜i , s˜nt˜i = t˜i s˜n, i = 1, . . . , n− 1. (30)
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computation. Since the maps in (29) are maps in Cn−1G we have s′′i (t,1) = (si(t),1), s′′i (1, g) =
(1, si(g)) and similarly for t ′′i so that, for all (t, g) ∈ T  G, i = 1, . . . , n− 1, s′′i (t, g) =
s′′i (t,1)s′′i (1, g) = (si(t), s′i (g)), t ′′i (t, g) = t ′′i (t,1)t ′′i (1, g) = (ti(t), t ′i (g)). Using these and the
expressions for s˜n+1 and t˜n+1 the rest of the relations (30) are easily checked, proving the claim.
Conversely, given (G˜, s˜i , t˜i ) ∈ CnG, let T = ker s˜n, G = Im s˜n ∼= Im t˜n and μ = t˜n|T . It is easily
checked that T = (T , s˜i|T , t˜i|T ) and G = (G, s˜i|G, t˜i|G) are objects of Cn−1G. If we let G act on T
by conjugation, the following is a split extension of G by T :
T
(
T  G,(s˜i|T , s˜i|G), (t˜i|T , t˜i|G)
) G.
Since (G˜, s˜i , t˜i ) ∈ CnG it is easy to check that the map μ :T → G is a morphism in Cn−1G which
satisfies the crossed module axioms. In conclusion (T ,G,μ) ∈ CM(Cn−1G). These correspon-
dences establish the equivalence of categories between CM(Cn−1G) and CnG. 
Lemma 4.27. Let T = (T , si, ti ), G = (G, s′i , t ′i ) ∈ Cn−1G and let T be a G-structure. Then ker s′i
(resp. ker t ′i ) acts trivially on ker ti (resp. ker si ).
Proof. By hypothesis there is a split extension in Cn−1G
(T , si, ti )
i (
T  G,s′′i , t ′′i
) p (
G,s′i , t ′i
)
.
σ
Since (t, g) = (t,1)(1, g) = i(t)σ (g) and i, σ are maps in Cn−1G, it follows that s′′i = (si , s′i ),
t ′′i = (ti , t ′i ). Let (t, g) ∈ ker s′′i , (t ′, g′) ∈ ker t ′′i so that t ∈ ker si , t ′ ∈ ker ti , g ∈ ker s′i , g′ ∈ ker t ′i .
Since [ker s′′i ,ker t ′′i ] = 1 we have (t, g)(t ′, g′) = (t ′, g′)(t, g); that is, (tgt ′, gg′) = (t ′g
′
t, g′g) for
all t ∈ ker si , t ′ ∈ ker ti , g ∈ ker s′i , g′ ∈ ker t ′i . Taking t = 1 we obtain gt ′ = t ′ for all g ∈ ker s′i ,
t ′ ∈ ker ti . Taking t ′ = 1 we obtain t = g′ t for all t ∈ ker si , g′ ∈ ker t ′i , as required. 
Lemma 4.28. Let (T ,G,μ) ∈ CM(Cn−1G), T = (Ti, si , ti), G = (G, s′i , t ′i ), and let A =
(A,vi, ri) ∈ Cn−1G be a G-module as well as a T -module via μ.
(a) A ×˜ T is an (A ×˜ G)-structure with the action given by
(a,g)(b, t) = (a + gb − gt a, gt) (31)
for all a, b ∈ A, g ∈ G, t ∈ T , and (A ×˜ T ,A ×˜ G, (id,μ)) ∈ CM(Cn−1G); (A,A, id) is a
(T ,G,μ)-module.
(b) Suppose that T acts trivially on A via μ. Then there is a morphism in CM(Cn−1G)
(prA, q) :
(A ×˜ T ,A ×˜ G, (id,μ))→ (A,G/μ(T ),1)
where q(a, g) = [g], g ∈ G, a ∈ A.
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module axioms are satisfied.
The assignment (31) defines a group action of AG on A T . In fact, observing that for all
(a, g), (a′, g′) ∈ A  G, (b, t) ∈ A  T :
g′gtg′a = μ(g′gt)g′a = g′gμ(t)g−1g′−1g′a = g′gt a
we easily calculate:
(a′,g′)((a,g)(b, t))= (a′,g′)(a + gb − gt a, gt)
= (a′ + g′a + g′gb − g′gt a − g′gt a′, g′gt)
= (a′ + g′a + g′gb − g′gt(a′ + g′a), g′gt)
= (a′+ g′a,g′g)(b, t) = (a′,g′)(a,g)(b, t).
Also, (0,1)(b, t) = (b, t), so in conclusion (31) is a group action. We now construct a split ex-
tension in Cn−1G A ×˜ T  V ← A ×˜ G. We define V = ((A  T )  (A  G), s˜i , t˜i ) where the
action of AG on AT is as above and s˜i = (vi, si , vi, s′i ), t˜i = (ri , ti , ri , t ′i ), i = 1, . . . , n− 1.
We need to check that V ∈ Cn−1G. The only non-trivial axiom to verify is that [ker s˜i ,ker t˜i] = 1.
Let (a, t, b, g) ∈ ker s˜i , (a′, t ′, b′, g′) ∈ ker t˜i . We calculate
(a, t, b, g)(a′, t ′, b′, g′) = ((a, t)(b,g)(a′, t ′), (b, g)(b′, g′))
= (a + t b + tga′ − tg t ′b, tgt ′, b + gb′, gg′). (32)
Since T is a G-structure and A is a T -structure as well as a G-structure, by Lemma 4.27,
ker s′i acts trivially on ker ti and on ker ri , ker ti acts trivially on kervi and ker si acts triv-
ially ker ri . Hence gt ′ = t ′, t ′b = b, so that tg t ′b = t b. Also, ga′ = a′ and t a′ = a′ so that
tga′ = a′ and further gb′ = b′. Therefore (32) can be rewritten as (a, t, b, g)(a′, t ′, b′, g′) = (a +
a′, t t ′, b + b′, gg′). On the other hand, reasoning as above, we have (a′, t ′, b′, g′)(a, t, b, g) =
(a′ + a, t ′t, b′ + b,g′g). Since [ker si,ker ti] = 1 = [ker s′i ,ker t ′i ], t t ′ = t ′t and gg′ = g′g so
that (a, t, b, g)(a′, t ′, b′, g′) = (a′, t ′, b′, g′)(a, t, b, g), as required. This concludes the proof that
A ×˜ T is an (A ×˜ G)-structure. It remains to check the crossed modules axioms. We have:
(id,μ)
(
(a,g)(b, t)
)= (a + gb − gt a,μ(gt))
= (a + gb − gμ(t)g−1a,gμ(t)g−1)= (a, g)(b,μ(t))(a, g)−1,
(a,μ(t))(b, t ′) = (a + μ(t)b − μ(t)t ′a,μ(t)t ′)
= (a + t b − t t ′t−1a, tt ′t−1)= (a, t)(b, t ′)(a, t)−1.
This concludes the proof that (A ×˜T ,A ×˜G, (id,μ)) ∈ CM(Cn−1G). Thus there is a split exten-
sion of (T ,G,μ) by (A,A, id) so (A,A, id) is a (T ,G,μ)-module.
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Hence (A,G/μ(T ),1) is an object of CM(Cn−1G). Clearly 1 ◦ prA = q(id,μ). Further, for each
(a′, t) ∈ A  T , (a, g) ∈ A  G
prA
(
(a,g)(a′, t)
)= a + ga′ − gt a = ga′ = q(a,g)prA(a′, t).
Hence (prA, q) is a morphism in CM(Cn−1G). 
Lemma 4.29. Let (T ,G,μ) ∈ CM(Cn−1G), T = (T , si, ti), G = (G, s′i , t ′i ) and let A =
(A,vi, ri) ∈ Cn−1G.
(a) Let (A,1,1) ∈ CM(Cn−1G) be a (T ,G,μ)-module. Then A is a G/μ(T )-module with action
[g]a = ga for all [g] ∈ G/μ(T ), a ∈ A. Moreover, if G/μ(T ) acts trivially on A, (A,1,1) is
a trivial (T ,G,μ)-module.
(b) Let A be a G-module and a trivial T -module via μ. Then A ×˜ T is a G-structure, with
action g(a, t) = (ga, gt) for all g ∈ G, a ∈ A, t ∈ T and (A ×˜ T ,G, μ˜) ∈ CM(Cn−1G),
where μ˜(a, t) = μ(t); (A,1,1) is a (T ,G,μ)-module.
Proof. (a) By hypothesis there is a split extension in CM(Cn−1G)
(A,1,1) (A ×˜ T ,G, μ˜) (T ,G,μ).
The crossed module action of G on A ×˜ T induces an action of G on A. In fact, since (prT , idG)
is a crossed module map, prT (g(a,1)) = 1 for all g ∈ G, a ∈ A. Since the splitting (iT , idG)
is a crossed module map, (0, gt) = g(0, t). It follows that, g(a, t) = g(a,1)g(0, t) = (ga, gt),
μ˜(a, t) = μ(t) for all t ∈ T , a ∈ A. From the crossed module identities for (A ×˜ T ,G, μ˜) an
easy calculation shows that μ(t)a′ = a + t a′ − t t ′t−1a, for all a, a′ ∈ A, t, t ′ ∈ T . Taking a′ = 0
and t = 1 this implies a = t ′a, while taking a = 0 it gives μ(t)a′ = t a′. Hence T acts trivially
on A via μ, so that A is a G/μ(T )-module, with action [g]a = ga. If G/μ(T ) acts trivially
on A, then for each g ∈ G, a ∈ A, ga = [g]a = a; thus g(a, t) = (a, gt) and (A ×˜ T ,G, μ˜) =
(A,1,1)× (T ,G,μ); that is, (A,1,1) is a trivial (T ,G,μ)-module.
(b) The assignment g(a, t) = (ga, gt) defines a group action of G on AT , as easily checked.
We construct a split extension in Cn−1G A ×˜ T  V ← G. We define V = ((A  T )  G, s˜i , t˜i ),
where the action of G on AT is as above and s˜i = (vi, si , s′i ), t˜i = (ri , ti , t ′i ). We need to check
that V ∈ Cn−1G. The only non-trivial axiom to verify is that [ker s˜i ,ker t˜i] = 1. Let (a, t, g) ∈
ker s˜i , (a′, t ′, g′) ∈ ker t˜i . We calculate
(a, t, g)(a′, t ′, g′) = ((a, t) g(a′, t ′), gg′)= (a + t(ga′), tgt ′, gg′). (33)
Since T is a G-structure and A is a G-structure as well as a T -structure, it follows from
Lemma 4.27 that ker s′i acts trivially on ker ri and on ker ti , ker si acts trivially on ker ri , ker t ′i acts
trivially on kervi and ker ti acts trivially on kervi . Therefore ga′ = a′, t a′ = a′, gt ′ = t ′, g′a = a,
t ′a = a, gt ′ = t ′. It follows that (33) can be written as (a, t, g)(a′, t ′, g′) = (a + a′, t t ′, gg′).
On the other hand, reasoning as above, we have (a′, t ′, g′)(a, t, g) = (a′ + a, t ′t, g′g). Since
[ker si ,ker ti] = 1 = [ker s′i ,ker t ′i ], t t ′ = t ′t , gg′ = g′g we conclude that (a, t, g)(a′, t ′, g′) =
(a′, t ′, g′)(a, t, g), as required. Thus A ×˜ T is a G-structure. It is straightforward to check the
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the latter is a (T ,G,μ)-module. 
From the equivalence of categories of Proposition 4.26 there is a classifying space functor
B : CM(Cn−1G) → Top obtained by composition of the equivalence CM(Cn−1G) 
Catn(Gp) with the classifying space functor B : Catn(Gp) → Top. In the following lemma let
Π0,Π1 : Cat(Cn−1G) → Cn−1G be as in Lemma 4.13.
Lemma 4.30.
(a) Let f :G → G′ be a morphism in Cat(Cn−1G) inducing isomorphisms ΠiG ∼= ΠiG′ for i =
0,1. Then BG  BG′.
(b) Let (f,h) : (T ,G,μ) → (T ′,G′,μ′) be a morphism in CM(Cn−1G) inducing isomorphisms
kerμ ∼= kerμ′, G/μ(T ) ∼= G′/μ′(T ′). Then B(T ,G,μ)  B(T ′,G′,μ′).
(c) Let f :G → G′ be a morphism in Catn(Gp) inducing isomorphisms ker(d0, d1) ∼=
ker(d ′0, d ′1), Coeq[d0, d1] ∼= Coeq[d ′0, d ′1] where d0, d1 :G1 → G0 are the structural maps and
(d0, d1) :G1 → G0 × G0. Then BG  BG′.
Proof. (a) By induction on n. For n = 1 it follows from Lemma 4.3. Suppose it is true for n− 1
and let f :G → G′ be as the hypothesis. Recall that Cat(Cn−1G)  Cat2(Cn−2G); then G, as an
object of Cat2(Cn−2G), has the form (we omit writing the composition maps)
G11
d
(1)
0
d
(1)
1 G01
G10
d
(0)
0
d
(0)
1 G00.
Denote by G∗0 and G∗1 the object and arrows of G as internal category in Cat(Cn−2G) in direc-
tion 2. BG is the geometric realization of the simplicial space ψ with ψ0 = BG∗0, ψ1 = BG∗1,
ψk = B(G∗1 ×G∗0
k· · · ×G∗0 G∗1) = BG∗1 ×BG∗0
k· · · ×BG∗0 BG∗1 for k  2. Similarly for BG′. The
map f induces a simplicial map ψ → ψ ′. We claim that this map is a levelwise weak equiv-
alence, which implies BG  BG′. Recall (see Lemma 4.13) that Π0G = Coeq[d0, d1], Π1G =
ker(d0, d1), where (d0, d1) :G1∗ → G0∗ × G0∗ and similarly for G′. By Lemma 4.13, for i = 0,1,
ker(d0, d1)i = ker(d(i)0 , d(i)1 ) and (Coeq[d0, d1])i = Coeq[d(i)0 , d(i)1 ]. Hence f0 :G∗0 → G′∗0 and
f1 :G∗1 → G′∗1 satisfy the induction hypothesis; therefore ψi = BG∗i  BG′∗i = ψ ′i , i = 0,1.
Consider the diagram of simplicial groups
diagNG∗1
diagN d0
diagNf1
diagNG∗0
diagNf0
diagNG∗1
diagN d1
diagNf1
diagNG′∗1
diagN d ′0 diagNG′∗0 diagNG′∗1.
diagN d ′1
The maps diagNd0, diagNd ′0, being surjective, are fibrations in the standard model structure
on simplicial groups. From above, diagNfi , i = 0,1, are weak equivalences. Since the standard
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that the induced map of pullbacks is a weak equivalence; therefore ψ2 = BG∗1 ×BG∗0 BG∗1 
BG′∗1 ×BG′∗0 BG′∗1 = ψ ′2. Similarly one shows that ψk  ψ ′k for all k > 2.
(b) follows from (a) and the equivalence CM(Cn−1G)  Cat2(Cn−2G).
(c) It follows from (a) and the equivalence Cat(Cn−1G)  Catn(Gp). 
5. Strongly contractible catn-groups
In this section we introduce strongly contractible catn-groups and we show (Theorem 5.7)
that for any set X, fn(X) is strongly contractible, where fn is as in Theorem 4.20. As outlined
in Section 2, the strong contractibility of fn(X) is essential in the construction of the functors
Ci : Catn(Gp) → Catn(Gp) in Proposition 6.5 which in turn are used to build the functor Sp in
Theorem 6.11. We also prove in this section the important Lemma 5.3, which asserts the good
behaviour of strong contractibility with respect to certain pullbacks.
5.1. Definition of strongly contractible catn-groups
In this section we introduce strongly contractible catn-groups: these will be used in Section 6
to define special catn-groups. The idea behind this notion, which is defined inductively on dimen-
sion, is as follows. First of all, we say that a catn-group is discrete if NG is constant. Discrete
catn-groups are strongly contractible. A strongly contractible cat1-group is a cat1-group G which
is weakly equivalent to a discrete cat1-group Gd through a map dG :G → Gd which has a section
tG :Gd → G, dG tG = id; both dG and tG are natural in G. Thus strongly contractible cat1-groups
are objects which are “homotopically discrete in a strong sense” (the map dG is a weak equiva-
lence and has a section), satisfying some naturality conditions.
For n > 1, for a catn-group G to be strongly contractible, we first require a similar condition of
being “homotopically discrete in a strong sense” to hold for G; that is, we require G to be weakly
equivalent to a discrete object Gd through a map which has a section and is natural in G. Further,
we require the same condition to hold for any “face” the catn-group is made of. More precisely,
in the inductive definition it will be enough to require that for each direction 1 k  n, G(k)0 and
G(k)1 are strongly contractible catn−1-groups (where G(k)i ∈ Catn−1(Gp) are as in Corollary 4.5);
we will show in Remark 5.4 that this implies that G(k)i is strongly contractible for any i  0. The
formal definition is as follows.
Let Π0 : Catn(Gp) → Catn−1(Gp) be as in Lemma 4.13(a), where we view Catn(Gp) as in-
ternal categories in Catn−1(Gp) in direction 1. Let c(n) : Catn−1(Gp) → Catn(Gp) be the discrete
internal category functor that associates to G the catn-group c(n)G which is discrete as internal
category in Catn−1(Gp) in direction 1.
Recall by Lemma 4.13(c) that, for each G ∈ Catn(Gp) there is a map r(n)G :G → c(n)Π0G, nat-
ural in G; applying Lemma 4.13(c) again, we also have a map in Catn−1(Gp) r(n−1)Π0G :Π0G →
c(n−1)Π0Π0G and therefore, by functoriality, a map in Catn(Gp), c(n)r(n−1)Π0G : c(n)Π0G →
c(n)c(n−1)Π0Π0G. Continuing in this way, we obtain a composite map in Catn(Gp)
dG :G → c(n)Π0G → c(n)c(n−1)Π0Π0G → ·· ·
→ c(n)c(n−1) · · · c(2)c(1)Π0Π0 . . .Π0︸ ︷︷ ︸G.n
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n
G. The map dG :G → Gd is clearly natural
in G. Notice that
dG =
(
c(n)dΠ0G
)
r
(n)
G , Gd = c(n)(Π0G)d . (34)
Definition 5.1. The category SC Cat 1(Gp) of strongly contractible cat1-groups is the full sub-
category of Cat1(Gp) whose objects G are such that the map dG :G → Gd is a weak equivalence
and has a section tG :Gd → G, dG tG = id. Suppose, inductively, that we have defined the category
SC Catn−1(Gp) ⊂ Catn−1(Gp) of strongly contractible catn−1-groups. The category SC Catn(Gp)
of strongly contractible catn-groups is the full subcategory of catn-groups whose objects G are
such that:
(i) The map dG :G → Gd is a weak equivalence and has a section tG :Gd → G, dG tG = id.
(ii) For each 1 k  n, G(k)0 ,G(k)1 ∈ SC Catn−1(Gp).
Remark 5.2.
(a) It is immediate from the definition that if a catn-group G is discrete, it is strongly contractible.
In this case dG = tG = id.
(b) If G is a strongly contractible catn-group, the map tG :Gd → G in Definition 5.1 is also
natural in G. This is because dG tG = id so that (in terms of objects of CnG) G ∼= kerdG ×˜ Gd
and dG is natural in G.
(c) The following fact is immediate from the definition of strong contractibility and will be
useful in the proof of Lemma 6.10. Suppose that G is a strongly contractible catn-group and
consider r distinct simplicial directions k1, . . . , kr , 1 kj  n. If we evaluate the multinerve
NG(x1, . . . , xn) at each xkj taking either xkj = 0 or xkj = 1, we obtain the multinerve of
a strongly contractible catn−r -group. In fact, from the definition, G(k1)0 , G(k1)1 are strongly
contractible, hence (G(k1)0 )(k2)0 , (G(k1)0 )(k2)1 , (G(k1)1 )(k2)0 , (G(k1)1 )(k2)1 are strongly contractible;
continuing in this way, the claim follows.
5.2. A property of strongly contractible catn-groups
The following lemma shows that the notion of strong contractibility behaves well with re-
spect to certain types of pullbacks. This lemma will be used in the next section in the proof that
fn(X) is a strongly contractible catn-group (Theorem 5.7). Further, it is essential in the proof of
Proposition 6.5 and Lemma 6.10, which leads to one of our main results (Theorem 6.11) about
the functor Sp. This lemma will also be very important to prove Lemma 6.13, which leads (via
Corollary 6.14) to another main theorem (Theorem 9.7) about the functor Dn. The proof of this
lemma uses the definition of strong contractibility, the fact that the multinerve functor preserves
limits and is fully faithful and the Quillen model structure on simplicial groups recalled at the
end of Section 3.
Lemma 5.3.
(a) Consider the pullback of catn-groups
P
p2
p1
B
g
A
f
C.
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levelwise surjective. Then P is strongly contractible, and Pd is the pullback of Ad f
d−−→
Cd
gd←− Bd .
(b) Let A,B,C,P ∈ Catn(Gp) and suppose A, B , C are strongly contractible. Suppose there is
a pullback in [Δnop ,Gp] of the form
NP
r1
r2 NB
G
NA
F
NC,
with either F or G levelwise surjective. Then P is strongly contractible.
Proof of (a). We start with two preliminary observations:
(i) We claim that there is a weak equivalence A ×C B  Ad ×Cd Bd , when A,B,C are as in
the hypothesis. In fact, consider the commutative diagram of simplicial groups
diagNA diagNf
diagN dA
diagNC
diagN dC
diagNBdiagN g
diagN dB
diagNAd
diagNf d
diagNCd diagNBd
diagN gd
in which, by hypothesis, the vertical arrows are weak equivalences and at least one map in
each row, being surjective, is a fibration of simplicial groups. Since the model structure on
simplicial groups is right proper as every simplicial group is fibrant [41], it follows from [21,
Proposition 13.3.9] that the map of pullbacks diagN (A ×C B) → diagN (Ad ×Cd Bd) is a
weak equivalence.
(ii) We claim that, whenever A,B,C are strongly contractible, Π0P ∼= Π0A ×Π0C Π0B . We
prove this by induction on n. For n = 1 from (i) we have Π0P ∼= Π0(Ad ×Cd Bd) =
Π0Ad ×Π0Cd Π0Bd = Π0A×Π0C Π0B . Suppose the claim holds for n− 1 and let A,B,C
be strongly contractible catn-groups; in particular, for i = 0,1, Ai,Bi,Ci are strongly con-
tractible catn−1-groups. Using Lemma 4.13(b) and the induction hypothesis we have
(Π0P)i = Π0(Ai ×Ci Bi) ∼= Π0Ai ×Π0Ci Π0Bi
= (Π0A)i ×(Π0C)i (Π0B)i = (Π0A×Π0C Π0B)i
hence the claim follows.
Recalling that Ad = c(n) · · · c(1)Π0 n· · · Π0A we conclude from (ii) that Pd ∼= Ad ×Cd Bd and
therefore, from (i) that dP :P → Pd is a weak equivalence.
We can now prove the lemma by induction on n. For n = 1, by the previous discussion the
lemma is true. Suppose it is true for n− 1 and let P , A, B , C be as in the hypothesis. From
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the commutative diagram:
Pd Bd
Ad Cd
P B
A C.
p2
p1 g
f
tBtP
tC
tA
p˜1
p˜2
f d
gd
Since, by naturality of t , f tAp˜1 = tCf dp˜1 = tCgdp˜2 = gtBp˜2, there is a map tP :Pd → P
such that p1tP = tAp˜1, p2tP = tBp˜2. Since dAtA = id, dCtC = id, dBtB = id it follows, by uni-
versality of pullbacks, that dP tP = id. By definition, to show that P is strongly contractible
it remains to prove that, for each 1  k  n, the catn−1-groups P (k)i , i = 0,1, are strongly
contractible. We claim that each P (k)i is given by the pullback in Cat
n−1(Gp) of the diagram
A
(k)
i
f
(k)
i−−→ C(k)i
g
(k)
i←−− B(k)i . In fact since N , being right adjoint, preserves pullbacks, NP is given
by the pullback in [Δnop ,Gp] of NA Nf−−→ NC N g←−− NB . Since pullbacks in [Δnop ,Gp] are
computed pointwise, evaluating at xk = i we find a corresponding pullback in [Δn−1op ,Gp]. But
recall from Corollary 4.5 that NP (k)i (p1 . . . pn−1) =NP(p1 . . . pk−1ipk+1...pn−1) and similarly
for the other terms. Hence NP (k)i is the pullback of NA(k)i
Nf (k)i−−−−→NC(k)i
N g(k)i←−−−−NB(k)i . Since
N is fully faithful, this implies that P (k)i is the pullback of A(k)i
f
(k)
i−−→ C(k)i
g
(k)
i←−− B(k)i as claimed.
Since, by hypothesis, A, B , C are strongly contractible catn-groups, by definition A(k)i , C
(k)
i ,
B
(k)
i are strongly contractible catn−1-groups for i = 0,1 and 1 k  n; also from the hypothesis
either Nf (k)i or Ng(k)i is levelwise surjective. Thus by the induction hypothesis, P (k)i is strongly
contractible for i = 0,1 and 1 k  n. This proves the inductive step.
Proof of (b). Since N is fully faithful, there exist unique morphisms p1 :P → A, p2 :P → B ,
f :A → C, g : B → C such that Np1 = r1, Np2 = r2, Nf = F , Ng = G and fp1 = gp2.
Since N is fully faithful, it reflects pullbacks, therefore P is the pullback of A f−→ C g←− B . By
part (a), P is strongly contractible. 
Remark 5.4. If G is a strongly contractible catn-group, by definition for each 1 k  n, G(k)0 and
G(k)1 are strongly contractible catn−1-groups. We notice that Lemma 5.3 easily implies that, for
each i  0, G(k)i is strongly contractible, where if i  2 G(k)i = G(k)1 ×G(k)0
i· · · ×G(k)0 G
(k)
1 . Since the
source and target maps ∂0, ∂1 :G(k)1 ⇒ G(k)0 have a section, N ∂0 and N ∂1 are levelwise surjective.
So by Lemma 5.3, G(k)1 ×G(k)0 G
(k)
1 is strongly contractible. A simple inductive argument shows
similarly that G(k) is strongly contractible for every i  0.i
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Lemma 5.5. Let G ∈ SC Catn(Gp), n  3. Then, for each fixed values x2, . . . , xn−1 ∈ Δop,
NG(-, x2, . . . , xn−1, -) is the multinerve of a strongly contractible cat2-group.
Proof. By induction on n. Let G ∈ SC Cat3(Gp) and consider NG(-, x2, -). If x2 = 0 or x2 = 1,
this is the multinerve of a strongly contractible cat2-group by Remark 5.2(c). If x2 > 1 we have
NG(-, x2, -) = NG(-,1, -)×NG(-,0,-) x2· · · ×NG(-,0,-) NG(-,1, -) and this is the multinerve of a
strongly contractible cat2-group by Lemma 5.3. Suppose the result holds for n − 1 and let G ∈
Catn(Gp)S . Then G(2)0 , G(2)1 ∈ SC Catn−1(Gp). Hence, by induction hypothesis, NG(-,0, x3, . . . ,
xn−1, -) and NG(-,1, x3, . . . , xn−1, -) are multinerves of strongly contractible cat2-groups. For
each x2 > 2, NG(-, x2, x3, . . . , xn−1, -) is given by
NG(-,1, x3, . . . , xn−1, -)×NG(-,0,x3,...,xn−1,-)
x2· · · ×NG(-,0,x3,...,xn−1,-)NG(-,1, x3, . . . , xn−1, -)
and this is the multinerve of a strongly contractible cat2-group by Lemma 5.3. 
5.3. A source of strongly contractible catn-groups
In this section we show that, for any set X, fn(X) is strongly contractible. This will be very
important in the construction of the functors Ci : Catn(Gp) → Catn(Gp) of Proposition 6.5, which
are used to build the functor Sp in Theorem 6.11. We first need the following lemma. In what
follows, given a morphism f :G → G′ in Catn−1(Gp), Gf is the object of Cat(Catn−1(Gp)) as in
Lemma 4.19. As in Section 5.2, c(n) : Catn−1(Gp) → Catn(Gp) is the discrete internal category
functor in direction 1.
Lemma 5.6. Let f :G → G′ be a morphism in Catn−1(Gp) with a section v :G′ → G, f v = id.
The map rGf :Gf → c(n)Π0Gf = c(n)G′ in Cat(Catn−1(Gp)) as in Lemma 4.13(c), has a section
(sv, v). Further, rGf is a weak equivalence in Catn(Gp).
Proof. As in Lemma 4.13(c) (rGf )0 = f , (rGf )1 = fp1 = fp2. Denote h = fp1; it is immediate
that (sv, v) is a map in Cat(Catn−1(Gp)) and that (h,f )(sv, v) = id. As in Lemma 4.19, the
structural maps of Gf are p1,p2 :G ×f G⇒ G. Therefore ker(p1,p2) is the terminal object in
Catn−1(Gp): This is easily seen by passing to multinerves and using the fact that N ker(p1,p2) =
ker(Np1,Np2). Hence rGf induces isomorphisms of Catn−1(Gp) ker(p1,p2) ∼= ker(idG′ , idG′)
and Coeq[p1,p2] ∼= Coeq[idG′ , idG′ ] = G′. By Lemma 4.30(c) it follows that BGf  Bc(n)G′;
that is rGf is a weak equivalence. 
Theorem 5.7. For any set X, fn(X) is a strongly contractible catn-group.
Proof. By definition we need to show that the map dfn(X) : fn(X) → fn(X)d is a weak equiv-
alence and has a section and that, for each 1  k  n (fn(X))(n)0 and (fn(X))
(n)
1 are strongly
contractible. We denote dfn(X) = gn. We proceed by induction on n. We are going to use Theo-
rem 4.20, where it is shown that fn(X) as internal category in Catn−1(Gp) in the kth direction
is isomorphic to (fn−1(X)  fn−1(X))p , where p has a section; and Lemma 5.6 which shows
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categories in catn−1-groups via a map which has a section.
In the case n = 1 recall, by Theorem 4.20, that f1(X) ∼= (F (X)F(X))p , where p : F(X)
F(X) → F(X), pu1 = 1, pu2 = id. Since p has a section, we can apply Lemma 5.6 to conclude
that the map rf1(X) = g1 : f1(X) → f1(X)d = c(1)F (X) is a weak equivalence with a section l1.
Suppose, inductively, that for any set X, fn−1(X) is strongly contractible. From Theo-
rem 4.20, fn(X), as an internal category in Catn−1(Gp) in the kth direction, is isomorphic to
(fn−1(X)  fn−1(X))p where p : fn−1(X)  fn−1(X) → fn−1(X), pu1 = 1, pu2 = id. Since p
has a section, we can apply Lemma 5.6 and conclude that the map rfn(X) : fn(X) ∼= (fn−1(X) 
fn−1(X))p → c(n)fn−1(X) is a weak equivalence and has a section ln. We denote rfn(X) = rn, so
rnln = id. By induction hypothesis fn−1(X) is strongly contractible, hence by definition the map
gn−1 : fn−1(X) → fn−1(X)d is a weak equivalence and has a section tn−1. In turn, this induces
a weak equivalence c(n)(gn−1) : c(n)(fn−1(X)) → c(n)(fn−1(X))d with a section c(n)(tn−1). By
(34) c(n)(fn−1(X))d = fn(X)d . Summarizing, we have maps:
fn(X)
∼= (fn−1(X) fn−1(X))p rn c(n)(fn−1(X))
ln
c(n)(gn−1)
fn(X)
d .
c(n)(tn−1)
By (34) gn = c(n)(gn−1)r(n). Let tn = lnc(n)(tn−1), then gntn = id and gn is a weak equivalence,
as are r(n) and c(n)(gn−1).
To prove that fn(X) is strongly contractible it remains to show that, for each 1  k  n,
(fn(X))
(k)
0 and (fn(X))
(k)
1 are strongly contractible. From Theorem 4.20, for each 1 k  n,(
fn(X)
)(k)
0
∼= fn−1(X) fn−1(X),(
fn(X)
)(k)
1
∼= (fn−1(X) fn−1(X))×p (fn−1(X) fn−1(X)).
Since fn−1 is a left adjoint, it preserves coproducts, so fn−1(X) fn−1(X) = fn−1(XX); there-
fore, by the inductive hypothesis (fn(X))
(k)
0 is strongly contractible. As for (fn(X))
(k)
1 , notice that
the diagram
fn−1(X) fn−1(X) p−→ fn−1(X) p←− fn−1(X) fn−1(X)
satisfies the hypotheses of Lemma 5.3; this is because fn−1(X)  fn−1(X) = fn−1(X  X) and
fn−1(X) are strongly contractible (by the inductive hypothesis) and Np is levelwise surjective
since pu2 = id. It follows by Lemma 5.3 that the pullback of the above diagram is strongly
contractible, hence (fn(X))
(k)
1 is strongly contractible. This completes the inductive step. 
6. Special catn-groups
In this section we define the category Catn(Gp)S of special catn-groups and we prove one
of our main theorems (Theorem 6.11) asserting the existence of a functor Sp : Catn(Gp) →
Catn(Gp)S and, for each G ∈ Catn(Gp) of a weak equivalence αG : SpG → G. This will easily
imply that special catn-groups model connected (n + 1)-types (Corollary 6.12). The functor Sp
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trate the construction of Sp for n = 2 and n = 3 to gain intuition on the process for general n,
which is treated in Section 6.5. In this section we also prove an important property of the nerve
of special catn-groups (Corollary 6.14) which will be needed in Section 9 to define the functor
Dn : Catn(Gp)S → Dn.
6.1. Definition of special catn-groups
In this section we use the notion of strong contractibility of Section 5 to define special
catn-groups. We start by illustrating the idea behind this notion. Recall from Section 3 that when
n 2 an n-simplicial object ψ ∈ [Δnop ,C] in a category C is said to satisfy the globularity con-
dition if
(i) ψ(0, -) :Δn−1op → C is constant.
(ii) ψ(m1 . . .mr 0 -) :Δn−r−1op → C is constant for all [mi] ∈ Δop, i = 1, . . . , r , 1 r  n− 2.
Given a catn-group G, its multinerve NG is an n-simplicial object in groups satisfying the Segal
condition (3) in Lemma 4.4. As easily seen, it then follows that having conditions (i) and (ii) for
NG is equivalent to requiring:
(i)′ NG(0 -) :Δn−1op → Gp is constant; that is, it is the multinerve of a discrete catn−1-group.
(ii)′ NG(
r︷ ︸︸ ︷
1 . . .1 0 -) :Δn−r−1op → Gp is constant for all 1 r  n−2; that is, it is the multinerve
of a discrete catn−r−1-group.
If NG satisfies (i)′ and (ii)′ then G ∈ n - Cat(Gp) when n  2. Clearly this is not the case for
every catn-group G. The idea of a special catn-group is to replace in (i)′ and (ii)′ “discrete” by
“strongly contractible”.
We are now going to give the formal definition. We first fix a terminology. Given a catn-group
G we shall say that its multinerve NG is strongly contractible if G is strongly contractible
in the sense of Definition 5.1. Given a catn-group G, recall that NG(0, -) is the multinerve
of a catn−1-group and NG(
r︷ ︸︸ ︷
1 . . .1 0 -) is the multinerve of a catn−r−1-group (this can be seen
by repeatedly applying Corollary 4.5). Thus, according to this terminology, in the next defini-
tion, NG(0 -) strongly contractible means that the catn−1-group whose multinerve is NG(0 -)
is strongly contractible; similarly NG(
r︷ ︸︸ ︷
1 . . .1 0 -) strongly contractible means that the catn−r−1-
group whose multinerve is NG(
r︷ ︸︸ ︷
1 . . .1 0 -) is strongly contractible.
Definition 6.1. We say that all cat1-groups are special. We say that a cat2-group G is special if
NG(0, -) is strongly contractible. For n > 2 we say that a catn-group G is special if
(i) NG(0 -) is strongly contractible.
(ii) For each 1 r  n− 2, NG(
r︷ ︸︸ ︷
1 . . .1 0 -) is strongly contractible.
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Remark 6.2. Given G ∈ Catn(Gp), let G(k)i ∈ Catn−1(Gp) be as in Corollary 4.5. The following
facts are immediate from the definitions:
(a) Every strongly contractible catn-group is special. In fact, recall from Remark 5.2 that if G
is strongly contractible and we evaluate NG at xkj = 0 or xkj = 1 for r distinct directions
k1, . . . , kr we find the multinerve of a strongly contractible catn−r -group. In particular, con-
ditions (i) and (ii) in the definition of special catn-group are satisfied.
(b) A cat2-group G is special if and only if G(1)0 is a strongly contractible cat1-group. If n > 2,
a catn-group G is special if and only if G(1)0 is a strongly contractible catn−1-group and G(1)1
is a special catn−1-group.
Remark 6.3. We saw at the beginning of this section that, for the multinerve NG of a
catn-group G, having conditions (i)′ and (ii)′ is equivalent to having (i) and (ii). Similarly, we
could ask if, given a special catn-group G, for each [mi] ∈ Δop, i = 1, . . . , r , 1  r  n − 2,
NG(m1 . . .mr 0 -) is also strongly contractible. Following a similar method to the proof of
Lemma 5.5, it is easily seen that this is the case.
6.2. A construction on internal categories
We describe a well-known construction on the category CatC of internal categories in a cat-
egory C with finite limits. This construction will be applied in Section 6.3 to the case where
C = Catn−1(Gp) to build the functors Ci of Proposition 6.5. The proof of what follows is quite
straightforward, and can be found for instance in [23]. Let A ∈ CatC:
A1 ×A0 A1 m A1
d0
d1
A0
s
and let p0 :P0 → A0 be a morphism in C. Consider the pullback in C:
P1
ν
p1
P0 × P0
p0×p0
A1
(d0,d1)
A0 ×A0.
There is a unique object C(A) ∈ CatC with C(A)0 = P0, C(A)1 = P1, such that
(p1,p0) :C(A) → A is an internal functor. The source and target maps are given by pr1ν,
pr2ν. Further, suppose that the map p0 :P0 → A0 is natural in A; then given an internal func-
tor F :A → B this induces an internal functor C(F) :C(A) → C(B). From the universality of
pullbacks, C(F) is functorial in F and C(A) → A is natural in A.
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In this section we apply the construction of Section 6.2 to the case where C = Catn−1(Gp)
to obtain, for each 1  i  n, functors Ci : Catn(Gp) → Catn(Gp) and a weak equivalence
α
(i)
G :Ci(G) → G natural in G ∈ Catn(Gp) (Proposition 6.5). These will be used in Sections 6.4
and 6.5 to construct the functor Sp. We first need the following lemma which shows that, under
good conditions, the construction of Section 6.2 applied to C = Catn−1(Gp) does not change the
homotopy type. As explained in the proof of Proposition 6.5, in the construction of Section 6.2,
if p0 is the counit of the adjunction fn−1  un−1, then the hypothesis of Lemma 6.4 is satisfied
(thanks to Proposition 4.24). Together with the strong contractibility of fn(X) (Theorem 5.7) this
will imply the existence of the functor Ci and of α(i)G :Ci(G) → G with the required properties.
Lemma 6.4. Let 1 i  n and G ∈ Catn(Gp). Let G(i)0 ,G(i)1 ∈ Catn−1(Gp) be as in Corollary 4.5
and let p(i)0 :H0 → G(i)0 be a morphism in Catn−1(Gp) such that Np(i)0 is levelwise surjective.
Consider the pullback in Catn−1(Gp)
H1
p
(i)
1
ν H0 ×H0
p
(i)
0 ×p(i)0
G(i)1
(d
(i)
0 ,d
(i)
1 )
G(i)0 × G(i)0 .
(35)
Then there is a unique Ci(G) ∈ Catn(Gp) which, as internal category in Catn−1(Gp) in the ith
direction, has object of objects Ci(G)(i)0 =H0 and object of arrows Ci(G)(i)1 =H1; also there is
a weak equivalence in Catn(Gp) α(i)G :Ci(G) → G.
Proof. Let ξi, ξ ′i be as in Proposition 4.6. Recall that (ξiG)0 = G(i)0 and (ξiG)1 = G(i)1 . By
Section 6.2, given the pullback (35), there is a unique C(G) ∈ Cat(Catn−1(Gp)) = Catn(Gp)
with C(G)0 = H0, C(G)1 = H1 and a functor (p(i)0 ,p(i)1 ) :C(G) → ξiG. Let Ci(G) = ξ ′iC(G);
then ξiCi(G) = C(G) so, by Proposition 4.6, H0 = C(G)0 = (ξiCi(G))0 = Ci(G)(i)0 and H1 =
C(G)1 = (ξiCi(G))1 = Ci(G)(i)1 . Also there is a map α(i)G = ξ ′i (p(i)0 ,p(i)1 ) :Ci(G) = ξ ′iC(G) →
ξ ′i ξiG = G. To show that α(i)G is a weak equivalence it is sufficient to show that (p(i)0 ,p(i)1 ) is a
weak equivalence; that is, B(p(i)0 ,p
(i)
1 ) is a weak equivalence. We show this by induction on n.
The case n = 1 follows as a special case of [17, Proposition 6.5]; however, we provide a direct
proof for completeness. We aim to show that the map (p0,p1) :C(G) → G of Cat1(Gp) induces
isomorphisms πi(C(G)) ∼= πi(G) for i = 0,1. Let d ′0, d ′1 :H1 → H0 be the source and target
maps. Recall from Lemma 4.3 that
π0
(
C(G))=H0/d ′1(kerd ′0), π1(C(G))= kerd ′1|kerd′0 = ker(d ′0, d ′1)
where (d ′0, d ′1) = ν :H1 →H0 ×H0; similarly for π0(G),π1(G). It is easy to see that the pullback
(35) in Gp gives rise to a pullback
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ker(d(i)0 , d
(i)
1 ) (1,1).
It follows that ker(d ′0, d ′1) ∼= ker(d(i)0 , d(i)1 ) and therefore π1(C(G)) ∼= π1(G). To show the iso-
morphism π0(C(G)) ∼= π0(G), first notice that the map π0(C(G)) → π0(G) is surjective since by
hypothesis p(i)0 is a surjection in groups. To prove injectivity, let x ∈H0 with p(i)0 (x) = d(i)1 (y),
y ∈ kerd(i)0 . Recall from 6.2 that d ′0 = pr1ν, d ′1 = pr2ν. Hence (y, (1, x)) ∈H1 = G(i)1 ×G(i)0 ×G(i)0
(H0 × H0) satisfies d ′0(y, (1, x)) = pr1(1, x) = 1 and d ′1(y, (1, x)) = pr2(1, x) = x. Therefore
x ∈ d ′1(kerd ′0), which shows that π0(C(G)) → π0(G) is also injective. This concludes the case
n = 1.
Inductively, suppose that (p(i)0 ,p
(i)
1 ) :C(G) → ξiG is a weak equivalence for n − 1. The idea
of the proof is to “slice” the diagram (35) along a simplicial direction, obtaining for each [k] ∈
Δop a diagram (38) to which we can apply the inductive hypothesis. This will yield a map of
simplicial spaces whose geometric realizations are BC(G) and BξiG and which is a levelwise
weak equivalence which will imply BC(G)  BξiG. The formal details follow.
Since the multinerve functor, being a right adjoint, preserves pullbacks, from (35) we obtain
a pullback in [Δn−1op,Gp]
NH1 NH0 ×NH0
Np(i)0 ×Np(i)0
NG(i)1 NG(i)0 ×NG(i)0 .
(36)
Now regard each (n− 1)-simplicial group in this pullback as a simplicial object in [Δn−2op ,Gp]
in a fixed direction. Since pullbacks in functor categories are computed pointwise, we obtain
from (36) pullbacks in [Δn−2op,Gp]
(NH1)k (NH0)k × (NH0)k
(NG(i)1 )k (NG(i)0 )k × (NG(i)0 )k.
(37)
Since G(i)1 ∈ Catn−1(Gp), by Corollary 4.5, (NG(i)1 )k is the multinerve of a catn−2-group, which
we call G(i)1k ; that is, NG(i)1k = (NG(i)1 )k , and similarly for the other terms. Since N is fully
faithful, we obtain from (37) a pullback in Catn−2(Gp)
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p
(i)
0k ×p(i)0k
G(i)1k
(d
(i)
0k ,d
(i)
1k )
G(i)0k × G(i)0k .
(38)
We denote by G(i)∗k the object of Cat(Catn−2(Gp)) = Catn−1(Gp) given by
G(i)1k ×G(i)0k G
(i)
1k G(i)1k G(i)0k
and similarly for H(i)∗k . Since by hypothesis Np(i)0 is levelwise surjective, the same is true for
Np(i)0k . We can therefore apply the induction hypothesis and deduce that (p(i)0k ,p(i)1k ) :H(i)∗k → G(i)∗k
is a weak equivalence in Catn−1(Gp) for each k  0.
Now let φ,ψ ∈ [Δop,Top] be the simplicial spaces given by φk = BH(i)∗k and ψk = BG(i)∗k for
each [k] ∈ Δop. Then we have a map of simplicial spaces φ → ψ which is levelwise a weak
equivalence. Hence it induces a weak equivalence of geometric realizations |φ|  |ψ |. On the
other hand, it is easy to see that BC(G) = |φ| and BξiG = |ψ |; in fact N ξiG can be regarded as
the simplicial object in [Δn−1op,Gp] taking each [k] to NG(i)∗k ; hence, as recalled in Section 3,
the classifying space BξiG = BN ξiG can be computed by taking the classifying space at each
dimension and then taking the geometric realization of the resulting simplicial space. Similarly
for C(G). In conclusion the map (p(i)0 ,p(i)1 ) :C(G) → ξiG induces a weak equivalence BC(G) 
BξiG, which proves the inductive step. 
Proposition 6.5. For each 1 i  n, there is a functor Ci : Catn(Gp) → Catn(Gp) such that, for
each G ∈ Catn(Gp), the catn−1-group Ci(G)(i)0 is strongly contractible. Further, there is a weak
equivalence α(i)G :Ci(G) → G in Catn(Gp), natural in G.
Proof. Let G ∈ Catn(Gp) and let G(i)0 ,G(i)1 ∈ Catn−1(Gp) be as in Corollary 4.5. Consider the
pullback in Catn−1(Gp)
P1 fn−1un−1G(i)0 × fn−1un−1G(i)0
εG(i)0
×εG(i)0
G(i)1
(d
(i)
0 ,d
(i)
1 )
G(i)0 × G(i)0
(39)
where ε is the counit of the adjunction fn−1  un−1. From the triangle identities for the adjunction
fn−1  un−1, un−1ε(i)G0 has a section, hence it is surjective. Thus by Proposition 4.24 N ε
(i)
G0 is
levelwise surjective. We can therefore apply Lemma 6.4. Hence there exists a unique catn-group
Ci(G) with Ci(G)(i)1 = P1, Ci(G)(i)0 = fn−1un−1G(i)0 and a weak equivalence α(i)G :Ci(G) → G
natural in G. By Theorem 5.7, Ci(G)(i)0 is strongly contractible. 
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groups in the ith direction.
Remark 6.7. For the purpose of this paper it is sufficient to consider this just as a terminology.
However, it is motivated by the fact that there is indeed a model structure on catn-groups for
which Ci is a functorial cofibrant replacement. This can be obtained as an application of the
results of [17]. In [17] the authors consider a model structure on CatC, under certain hypotheses,
relative to a Grothendieck topology τ on C. We take C = Catn−1(Gp) and the Grothendieck
topology to be the one whose basis K is given by K(G) = {F :G′ → G ∈ Mor Catn−1(Gp), NF is
levelwise surjective} for all G ∈ Catn−1(Gp). Then a map f of catn-groups, viewed as a map
of internal categories in Catn−1(Gp) in the ith direction, is a weak equivalence if it is fully
faithful and essentially τ -surjective in the sense defined in [17]; it is a fibration if it is a τ -
fibration as defined in [17]. One can check that, for each 1  i  n, the hypotheses of [17,
Theorem 5.5] are satisfied, so this defines a model structure on catn-groups; from [17], the functor
Ci : Catn(Gp) → Catn(Gp) is a functorial cofibrant replacement. Since we do not need the details
of this model structure elsewhere in the paper, we leave the proof of the above to the interested
reader.
6.4. Constructing special catn-groups: low-dimensional cases
In this section we discuss how to associate functorially to a catn-group a special one represent-
ing the same homotopy type in the cases n = 2 and n = 3. In 6.5 we will extend this construction
to general n, providing a functor Sp : Catn(Gp) → Catn(Gp)S and for each G ∈ Catn(Gp) a weak
equivalence αG : SpG → G, natural in G. In principle it is not necessary to study separately these
low-dimensional cases, but we think it is helpful to do so to gain intuition on the process for
general n. We recall the terminology introduced in Section 6.1: for a catn-group G, we say NG
is strongly contractible if G is strongly contractible. Also, in this section and in the next one, we
shall denote a functor F ∈ [Δnop ,Gp] by F(x1x2 . . . xn), where the xi ’s are “dummy variables”.
This notation will be convenient in keeping track of the simplicial directions along which we will
need to evaluate various pullbacks.
The case n = 2 is simply an instance of Proposition 6.5 in the case n = 2 and i = 1. In fact,
the cofibrant replacement of G in direction 1 yields a cat2-group C1(G) such that C1(G)(1)0 is a
strongly contractible cat1-group, and a weak equivalence α(1)G : C1(G) → G natural in G. Thus
by definition C1(G) is a special cat2-group and we take SpG = C1(G).
Consider now the case n = 3. Recall (see Remark 6.2(b)) that a special cat3-group G is one
for which G(1)0 is a strongly contractible cat2-group and G(1)1 is a special cat2-group; in turn,
this is equivalent to saying that NG(0, -, -) and NG(1,0, -) are strongly contractible. Given
G ∈ Cat3(Gp), the cofibrant replacement of G in direction 1 gives a cat3-group C1(G) which,
by Proposition 6.5, is such that C1(G)(1)0 is a strongly contractible cat2-group or equivalently
that NC1G(0, -, -) is strongly contractible. This gives one of the conditions for C1(G) to be a
special cat3-group. However, the remaining condition that C1(G)(1)1 is special, or equivalently
that NC1G(1,0, -) is strongly contractible is not in general satisfied; thus C1(G) is not in general
a special cat3-group. However, we will see that if we apply C1 not to G but to C2G, then the
resulting cat3-group does satisfy the additional condition that NC1C2G(1,0, -) is strongly con-
tractible; hence C1C2G is special. Thus we need to take two successive cofibrant replacements,
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by the composite
αG : SpG = C1C2G
α
(1)
C2G−−−→ C2G
α
(2)
G−−→ G.
Let us put R= C2G. By Proposition 6.5, (C2G)(2)0 is strongly contractible, that is NR(x1 0x3) =
NC2G(x1 0x3) = N (C2G)(2)0 is strongly contractible. Recall that the notation here is as ex-
plained at the beginning of the section; that is, x1 and x3 are “dummy variables”, so NR(x1 0x3)
means the functor NR(- 0 -) :Δ2op → Gp and similarly in what follows. Consider now C1R;
we know, again by Proposition 6.5, that (C1R)10 is a strongly contractible cat2-group; that is,
NC1R(0x2 x3) is strongly contractible. We need to show that NC1R(1 0x3) is strongly con-
tractible. Recall, from Proposition 6.5 that we have a pullback in cat2-groups
(C1R)(1)1 (C1R)(1)0 × (C1R)(1)0
ε×ε
R(1)1 R(1)0 × R(1)0
where (C1R)(1)0 is strongly contractible and ε is the counit of the adjunction f2  u2. Since
the multinerve functor N , being a right adjoint, preserves pullbacks, we obtain a pullback in
[Δ2op ,Gp]:
NC1R(1x2 x3) NC1R(0x2 x3)× NC1R(0x2 x3)
N ε×N ε
NR(1x2 x3) NR(0x2 x3)× NR(0x2 x3).
Since limits in [Δ2op ,Gp] are computed pointwise, evaluating at x2 = 0, we obtain a pullback in
[Δop,Gp]:
NC1R(1 0x3) NC1R(0 0x3)× NC1R(0 0x3)
N ε0×N ε0
NR(1 0x3) NR(0 0x3)× NR(0 0x3).
(40)
We are now going to show that this pullback satisfies the hypotheses of Lemma 5.3(b); that is
that,
NR(1 0x3),NR(0 0x3)× NR(0 0x3) and NC1R(0 0x3)× NC1R(0 0x3)
are all strongly contractible and that N ε0 ×N ε0 is levelwise surjective. For the latter condition
notice that from the triangle identities for the adjunction f2  u2, u2ε has a section, so it is
surjective. Thus, by Proposition 4.24, N ε is levelwise surjective. Hence N ε0, and therefore
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groups is strongly contractible. Hence we are reduced to prove the strong contractibility of
NR(1 0x3), NR(0 0x3), NC1R(0 0x3).
Here is where we use the fact, explained at the beginning of the proof, that NR(x1 0x3)
is strongly contractible. By definition of strong contractibility this implies that NR(1 0x3),
NR(0 0x3) are strongly contractible. As for the remaining one, recall NC1R(0x2 x3) is strongly
contractible. By definition of strong contractibility, this implies that NC1R(0 0x3) is strongly
contractible. Thus the hypotheses of Lemma 5.3(b) are satisfied for the pullback (40) and we
conclude that NC1R(1 0x3) =NC1C2(1 0x3) is strongly contractible, as required. 
6.5. Constructing special catn-groups: general case
In this section we construct the functor Sp : Catn(Gp) → Catn(Gp)S for general n and we
show that there is a weak equivalence αG : SpG → G natural in G. We start with an overview
of the method we are going to use. We saw in Section 6.4 that in the case n = 3 we had to
take two cofibrant replacements in directions 2 and 1 to obtain a special cat3-group; that is,
SpG = C1C2G, G ∈ Cat3(Gp). Likewise, for each n 2 we need (n− 1) cofibrant replacements;
that is, SpG = C1C2 . . .Cn−1G, G ∈ Catn(Gp). We need to understand the effect that each of the
Ci produces at each step. At the first step we know from Proposition 6.5 that Cn−1G is such that
(Cn−1G)(n−1)0 is strongly contractible, that is NCn−1G(x1 . . . xn−2 0xn) is strongly contractible.
If we now apply Cn−2, we will see that Cn−2Cn−1G is such that
NCn−2Cn−1G(x1 . . . xn−3 0xn−1xn), NCn−2Cn−1G(x1 . . . xn−3 1 0xn)
are strongly contractible. Applying further Cn−3 will yield strong contractibility for
NCn−3Cn−2Cn−1G(x1 . . . xn−4 0xn−2 xn−1 xn),
NCn−3Cn−2Cn−1G(x1 . . . xn−4 1 0xn−1 xn),
NCn−3Cn−2Cn−1G(x1 . . . xn−4 1 1 0xn).
It is easy to guess what is the emerging pattern. To formalize it, we use a counting device, which
is the following notion of i-special catn-group, for 1 i  n− 1.
Definition 6.8. Let G ∈ Catn(Gp), n  2. We say G is (n − 1)-special if NG(x1 . . . xn−2 0xn)
is the multinerve of a strongly contractible catn−1-group. For each 1  i < n− 1, we say G is
i-special if
(i) NG(x1 . . . xi−1 0xi+1 . . . xn) is the multinerve of a strongly contractible catn−1-group.
(ii) For each 1 k  n− 1 − i, NG(x1 . . . xi−1 1 1 . . .1︸ ︷︷ ︸
k
0 . . . xn) is the multinerve of a strongly
contractible catn−k−1-group.
Remark 6.9. It is clear that, from the definitions, that 1-special = special.
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particular for k = n − 1 this will yield C1C2 . . .Cn−1G special, as required. To prove the above
it is sufficient to show that
(a) Cn−1G is (n− 1)-special.
(b) For each 1 < i  n− 1, if G is i-special then Ci−1G is (i − 1)-special.
We know (a) is true by Proposition 6.5. The proof of (b) uses a method similar to the one for
n = 3. Namely, by Proposition 6.5, we have a pullback in Catn−1(Gp)
(Ci−1G)(i−1)1 (Ci−1G)(i−1)0 × (Ci−1G)(i−1)0
εG(i−1)0
×εG(i−1)0
G(i−1)1 G(i−1)0 × G(i−1)0 .
Upon application of the multinerve functor one obtains a corresponding pullback in [Δn−1op ,Gp]:
NCi−1G(x1 . . . xi−2 1xi . . . xn) NCi−1G(x1 . . . xi−2 0xi . . . xn)×NCi−1G(x1 . . . xi−2 0xi . . . xn)
N εG(i−1)0
×N εG(i−1)0
NG(x1 . . . xi−2 1xi . . . xn) NG(x1 . . . xi−2 0xi . . . xn)×NG(x1 . . . xi−2 0xi . . . xn) .
(41)
We know by Proposition 6.5 that (Ci−1G)(i−1)0 is strongly contractible; that is, NCi−1G(x1 . . .
xi−2 0xi . . . xn) is strongly contractible. To show that Ci−1G is (i−1)-special it remains to check
that for each 1  k  n − i, NG(x1 . . . xi−2 1 1 . . .1︸ ︷︷ ︸
k
0 . . . xn) is strongly contractible. For this
we first evaluate the pullback (41) at xi = 0 and, using the hypothesis that G is i-special, we
verify that the resulting pullback satisfies the hypotheses of Lemma 5.3. This will yield the
strong contractibility of NCi−1G(x1 . . . xi−2 1 0xi+1 . . . xn). Further, we will evaluate the pull-
back (41) at xi+j = 1 and xi+k−1 = 0 for each 0  j  k − 2, 1  k  n − i and again verify
that to the resulting pullback we can apply Lemma 5.3. This will give the strong contractibility
of NCi−1G(x1 . . . xi−2 1 1 . . .1︸ ︷︷ ︸
k
0 . . . xn) for each 2  k  n − i. In conclusion, from the above
NCi−1G(x1 . . . xi−2 1 1 . . .1︸ ︷︷ ︸
k
0 . . . xn) will be the multinerve of a strongly contractible object for
each 1 k  n− i, proving that Ci−1G is (i − 1)-special. We now give the formal statement and
proofs.
Lemma 6.10. Let 1  i  n − 1, n  2 and let G be an i-special catn-group. Then Ci−1G is
(i − 1)-special.
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Catn−1(Gp):
(Ci−1G)(i−1)1 (Ci−1G)(i−1)0 × (Ci−1G)(i−1)0
εG(i−1)0
×εG(i−1)0
G(i−1)1 G(i−1)0 × G(i−1)0 .
Since the multinerve functor, being a right adjoint, preserves limits, we obtain the pullback (41)
in [Δn−1op,Gp]. We know from Proposition 6.5 that (Ci−1G)(i−1)0 is strongly contractible; that
is, NCi−1G(x1 . . . xi−2 0xi . . . xn) is strongly contractible. Hence to show that Ci−1G is (i − 1)-
special it remains to show that for each 1  k  n − i, NCi−1G(x1 . . . xi−2 1 1 . . .1︸ ︷︷ ︸
k
0 . . . xn) is
strongly contractible. We shall treat separately the cases k = 1 and 2  k  n − i. For the case
k = 1, notice that, as limits in [Δn−1op ,Gp] are computed pointwise, taking xi = 0 in (41) yields
a pullback in [Δn−2op,Gp]:
NCi−1G(x1 . . . xi−2 1 0xi+1 . . . xn) NCi−1G(x1 . . . xi−2 0 0xi+1 . . . xn)×NCi−1G(x1 . . . xi−2 0 0xi+1 . . . xn)
N εG(i−1)0
×N εG(i−1)0
NG(x1 . . . xi−2 1 0xi+1 . . . xn) NG(x1 . . . xi−2 0 0xi+1 . . . xn)×NG(x1 . . . xi−2 0 0xi+1 . . . xn) .
(42)
We claim that (42) satisfies the hypotheses of Lemma 5.3. In fact, from the triangle identities for
the adjunction fn−1  un−1, un−1ε has a section, so it is surjective. Thus by Proposition 4.24,
N ε is levelwise surjective. Hence N εG(i−1)0 and therefore N εG(i−1)0 × N εG(i−1)0 , are levelwise
surjective. Also since, by hypothesis, G is i-special, NG(x1 . . . xi−1 0xi+1 . . . xn) is strongly con-
tractible; hence, by definition of strongly contractibility and Remark 5.2,
NG(x1 . . . xi−2 1 0xi+1 . . . xn) and NG(x1 . . . xi−2 0 0xi+1 . . . xn)
are strongly contractible. As explained above, NCi−1G(x1 . . . xi−2 0xi . . . xn) is strongly con-
tractible, thus, by definition of strong contractibility and Remark 5.2, the same is true for
NCi−1G(x1 . . . xi−2 0 0xi+1 . . . xn). Since, by Lemma 5.3, the product of strongly contractible
objects is strongly contractible, we conclude that the hypotheses of Lemma 5.3(b) are satisfied
for the pullback (42), and therefore NCi−1G(x1 . . . xi−2 1 0xi+1 . . . xn) is strongly contractible.
This deals with the case k = 1.
We are now going to treat the case 2  k  n − i. For this, we evaluate the pullback (41)
at xi+j = 1 and xi+k−1 = 0 for each 0  j  k − 2, 1  k  n − i, obtaining a pullback in
[Δn−k−1op,Gp]:
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k
0 . . . xn) NCi−1G(x1 . . . xi−2 0
k−1︷ ︸︸ ︷
1 . . .1 0 . . . xn)×
NCi−1G(x1 . . . xi−2 0 1 . . .1︸ ︷︷ ︸
k−1
0 . . . xn)
NG(x1 . . . xi−2 1 1 . . .1︸ ︷︷ ︸
k
0 . . . xn) NG(x1 . . . xi−2 0
k−1︷ ︸︸ ︷
1 . . .1 0 . . . xn)×
NG(x1 . . . xi−2 0 1 . . .1︸ ︷︷ ︸
k−1
0 . . . xn) .
(43)
We claim that the pullback (43) also satisfies the hypotheses of Lemma 5.3(b). In fact, since G
is i-special, NG(x1 . . . xi−1
r︷ ︸︸ ︷
1 . . .1 0 . . . xn) is strongly contractible for 1 r  n − 1 − i; hence,
by definition of strong contractibility and Remark 5.2, taking xi−1 = 1 and then xi−1 = 0 and
letting k = r + 1 we obtain that
NG(x1 . . . xi−2
k︷ ︸︸ ︷
1 1 . . .1 0 . . . xn) and
NG(x1 . . . xi−2 0
k−1︷ ︸︸ ︷
1 . . .1 0 . . . xn)
are strongly contractible for each 2 k  n − i. Also, as explained above, NCi−1G(x1 . . . xi−2
0xi . . . xn) is strongly contractible, hence by definition and by Remark 5.2 the same is true
for NCi−1G(x1 . . . xi−2 0
k−1︷ ︸︸ ︷
1 . . .1 0 . . . xn). As in the case of the pullback (42), since N ε is lev-
elwise surjective and the product of strongly contractible objects is strongly contractible, we
conclude that the hypotheses of Lemma 5.3(b) are satisfied for the pullback (43), and there-
fore NCi−1G(x1 . . . xi−2
k︷ ︸︸ ︷
1 1 . . .1 0 . . . xn) is strongly contractible for each 2  k  n − i, as
required. 
Theorem 6.11. For each n  2, there is a functor Sp : Catn(Gp) → Catn(Gp)S and, for each
G ∈ Catn(Gp), a weak equivalence αG : SpG → G natural in G.
Proof. Let SpG = C1C2 . . .Cn−1G. From Proposition 6.5 Cn−1G is (n − 1)-special. Hence, by
Lemma 6.10 for each 1 k  n− 1, Cn−kCn−k+1 . . .Cn−1G is (n− k)-special. In particular, for
k = n− 1 we deduce that SpG is special. Let αG be the composite
SpG
α
(1)
C2 ...Cn−1G−−−−−−−→ C2 . . .Cn−1G
α
(2)
C3 ...Cn−1G−−−−−−−→ C3 . . .Cn−1G →
·· ·
α
(n−k−1)
Cn−k ...Cn−1G−−−−−−−−→ Cn−k . . .Cn−1G → ·· ·
α
(n−1)
G−−−−→ G
where each α(i) is as in Proposition 6.5. By Proposition 6.5 each α(n−k−1)
Cn−k ...Cn−1G is a weak equiva-
lence and is natural in G, hence the same is true for αG . 
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Proof. We claim that there is an equivalence of categories Catn(Gp)/∼  Catn(Gp)S/∼. This
is clear for n = 1 because Cat1(Gp)S = Cat1(Gp). To prove this for n > 1, let f :G → G′ be
a weak equivalence in Catn(Gp). From Theorem 6.11 f αG = αG′ Spf and αG, αG′ are weak
equivalences. By the 2-out-of-3 property, Spf is also a weak equivalence. Thus the functor
Sp induces a functor Sp : Catn(Gp)/∼ → Catn(Gp)S/∼. Let i : Catn(Gp)S/∼ → Catn(Gp)/∼
be induced by the inclusion. Then the pair (Sp, i) gives an equivalence of categories. In fact,
there are isomorphisms in Catn(Gp)/∼ and Catn(Gp)S/∼, natural in G, i SpG iαG−−→ iG = G and
Sp iH= SpH αH−−→H for all G ∈ Catn(Gp)/∼, H ∈ Catn(Gp)S/∼. Hence i Sp ∼= id, Sp i ∼= id, so
(Sp, i) is an equivalence of categories. By Theorem 4.2, the result follows. 
6.6. The nerve of a special catn-group
The goal of this section is to show (Corollary 6.14) that the nerve of a special catn-group,
regarded as an internal category in catn−1-groups in direction 1 is not only a simplicial object
in catn−1-groups but in fact a simplicial object in special catn−1-groups. This fact will be very
important in Section 9.5 as it will be used in the proof of Lemma 9.5 which is needed to define
the functor Dn when n > 2. Corollary 6.14 is a consequence of the following Lemma 6.13, which
shows that special catn-groups are well behaved with respect to certain pullbacks. Lemma 6.13
is a direct consequence of Lemma 5.3, and it will also be used in the proof of Lemma 9.6.
Lemma 6.13. Let P be the pullback in Catn(Gp) of G f−→ H h←− G′. Suppose that G, H, G′ are
special and that either Nf or Nh is levelwise surjective. Then P is also special.
Proof. Since the multinerve functor N , being a right adjoint, preserves pullbacks, NP is the
pullback in [Δnop ,Gp] of NG Nf−−→NH Nh←−−NG′. Since pullbacks in [Δnop ,Gp] are computed
pointwise, this gives rise to a pullback in [Δn−1op ,Gp]:
NP(0, -) NG′(0, -)
Nh0
NG(0, -) Nf0 NH(0, -)
(44)
and, for each 1 r  n− 2, to a pullback in [Δn−r−1op ,Gp]:
NP(
r︷ ︸︸ ︷
1 . . .1 0 -) NG′(
r︷ ︸︸ ︷
1 . . .1 0 -)
Nh1...1 0
NG(
r︷ ︸︸ ︷
1 . . .1 0 -) Nf1...1 0 NH(
r︷ ︸︸ ︷
1 . . .1 0 -).
(45)
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of a catn−r−1-group. We shall denote by G0 the catn−1-group whose multinerve is NG(0 -) and
by G1...1 0 the catn−r−1-group whose multinerve is NG(
r︷ ︸︸ ︷
1 . . .1 0 -), and similarly for the other
objects. Since the functor N is fully faithful, it reflects pullbacks, therefore from (44) and (45) we
obtain that P0 is the pullback in catn−1-groups of G0 f0−→H0 h0←− G′0 and P1...1 0 is the pullback
in catn−r−1-groups of G1...1 0 f1...1 0−−−−→H1...1 0 h1...1 0←−−−− G′1...1 0.
We claim that these pullbacks satisfy the hypotheses of Lemma 5.3. In fact, since by hy-
pothesis G,G′,H are special, by definition all of G0,G′0,H0, G1...1 0, G′1...1 0, H1...1 0 are strongly
contractible. The hypothesis that either Nf or Nh is levelwise surjective implies that either Nf0
or Nh0 is levelwise surjective and, similarly, that either Nf1...1 0 or Nh1...1 0 is levelwise surjec-
tive. Hence we can apply Lemma 5.3 and conclude that P0 and P1...1 0 are strongly contractible;
that is, NP(0 -) and NP(
r︷ ︸︸ ︷
1 . . .1 0 -) are strongly contractible, 1 r  n − 2. By definition, this
means that P is special. 
Corollary 6.14.
(a) Let Ner : Catn(Gp) → [Δop,Catn−1(Gp)] be the nerve functor constructed by regarding
catn-groups as internal categories in catn−1-groups in direction 1. Then Ner restricts to
a functor
Ner : Catn(Gp)S →
[
Δop,Catn−1(Gp)S
]
.
(b) The category Catn(Gp)S of special catn-groups is isomorphic to the full subcategory of
[Δop,Catn−1(Gp)S] whose objects ψ are such that ψ0 is a strongly contractible catn−1-
group and the Segal maps are isomorphisms.
Proof. (a) Let G ∈ Catn(Gp)S . We shall denote for brevity G0 = G(1)0 and G1 = G(1)1 ; hence
(NerG)m = G1 ×G0
m· · · ×G0 G1 for m  2. As noted in Remark 6.2(b), since G is special, G0 is
strongly contractible (hence special) and G1 is special. We show by induction on m that, for
each m  2, G1 ×G0
m· · · ×G0 G1 is special. Since ∂0 :G1 → G0 has a section, N ∂0 is levelwise
surjective. Hence by Lemma 6.13, G1 ×G0 G1 is special. Suppose, inductively, that G1 ×G0
m−1· · ·
×G0 G1 is special; notice that G1 ×G0
m· · · ×G0 G1 is isomorphic to the pullback of the diagram
G1 ×G0
m−1· · · ×G0 G1 → G0 ∂0←− G1. By induction hypothesis, the conditions of Lemma 6.13 are
satisfied and we conclude that G1 ×G0
m· · · ×G0 G1 is special.
(b) It follows from part (a) and Remark 6.2(b). 
7. Homotopical properties of special catn-groups
This section is devoted to the study of the homotopical properties of special catn-groups. In
Section 7.1 we give an algebraic description of the Postnikov decomposition of the classify-
ing space of a special catn-group (Corollary 7.5) and an algebraic expression for its homotopy
groups (Proposition 7.6). In Section 7.2 we study the full subcategory of Catn(Gp)S whose ob-
jects G are such that G0 is discrete as internal category in direction n − 1. By analyzing the
Postnikov decomposition of its objects we prove that this subcategory does not model connected
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of special catn-groups (Theorem 7.14). This result, which is also of independent interest, will be
used in Section 11 to prove that a certain subcategory of Tamsamani weak (n + 1)-groupoids is
semistrict.
As in the proof of Corollary 6.14, throughout this section we will denote for brevity G0 = G(1)0
and G1 = G(1)1 . Hence for i = 0,1, Gi is the catn−1-group whose multinerve is NG(i, -).
7.1. Homotopy groups and Postnikov decomposition of special catn-groups
In this section we give a purely algebraic description of the Postnikov decomposition of the
classifying space of a special catn-group (Corollary 7.5) and an algebraic expression for its ho-
motopy group (Proposition 7.6).
Our starting point is the straightforward observation (Remark 7.1) that the classifying space
of a catn-group is, up to homotopy, the classifying space of a certain bisimplicial group ob-
tained by application of the multinerves and diagonal functors. To this bisimplicial group we
apply, in Proposition 7.3, Quillen’s spectral sequence [40]. When we start with a special catn-
group, this spectral sequence is particularly simple, as it has only two columns. The reason for
this behaviour lies in the definition of special catn-groups, which give rise to the weak equiv-
alences of Lemma 7.2. These weak equivalences will also play an important role in Section 9
(see proofs of Theorems 9.4 and 9.7). Proposition 7.3 provides a first workable expression for
the homotopy groups of a special catn-group. This will be refined in Proposition 7.6, provid-
ing a completely algebraic description of them. In Theorem 7.4 we construct the main tool
needed for the Postnikov decomposition. Recall that a catn-group can be viewed as an inter-
nal category in catn−1-groups in direction n. Correspondingly, by Lemma 4.13, there is a functor
Π
(n)
0 : Cat
n(Gp) → Catn−1(Gp) and for each G ∈ Catn(Gp) a map rG :G → b(n)Π(n)0 G where
b(n) is the discrete internal category functor in direction n. Theorem 7.4 shows that this functor
restricts to a functor Π(n)0 : Cat
n(Gp)S → Catn−1(Gp)S and that, for each G ∈ Catn(Gp)S and
0 k  n, the map rG induces isomorphisms πkBG ∼= πkBΠ(n)0 G. We prove this result by con-
structing inductively a functor α(n) : Catn(Gp)S → Catn−1(Gp)S which we then prove to coincide
with Π(n)0 . The proof of Theorem 7.4 relies on Lemma 7.2, Proposition 7.3 and the definition and
properties of special and strongly contractible catn-groups.
Remark 7.1. Consider the composite
L : Catn(Gp)S Ner−−→
[
Δop,Catn−1(Gp)S
] diag◦N−−−−−→ [Δop, [Δop,Gp]]∼= [Δ2op ,Gp]
where Ner is, as in Corollary 6.14, the nerve functor in direction 1 and N is the multinerve. It is
straightforward that, for any G ∈ Catn(Gp)S , the classifying space of the bisimplicial group LG
is weakly homotopy equivalent to the classifying space of G. In fact, by definition the classifying
space of a catn-group is the classifying space of its multinerve, which is an n-simplicial group. As
recalled in Section 3 the latter can be computed by regarding the n-simplicial group as simplicial
object in (n−1)-simplicial groups, then computing the classifying space in each dimension, thus
obtaining a simplicial space, and then taking its realization.
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ηk :G1 ×G0
k· · · ×G0 G1 → G1 ×Gd0
k· · · ×Gd0 G1
induced by the map d :G0 → Gd0 are weak equivalences in Catn−1(Gp).
Proof. Consider the case k = 2. There is a commutative diagram in [Δop,Gp]
diagNG1
diagN d0 diagNG0
diagN d
diagNG1
diagN d1
diagNG1
diagN dd0
diagNGd0 diagNG1.diagN dd1
Since diagNd0, diagNdd0 are surjective, they are fibrations in the standard model structure
on simplicial groups [41]. Since G is special, G0 is strongly contractible, therefore diagNd is a
weak equivalence. Since the model structure on simplicial groups is right proper, it follows by a
general fact [21, Corollary 13.3.8] that the induced map
diagNG1 ×diagNG0 diagNG1 → diagNG1 ×diagNGd0 diagNG1 (46)
is a weak equivalence. Since diagN , being a right adjoint, preserves limits, diagNG1 ×diagNG0
diagNG1 ∼= diagN (G1 ×G0 G1), and similarly for the other terms. Thus (46) implies that
η2 :G1 ×G0 G1 → G1 ×Gd0 G1 is a weak equivalence in Cat
n−1(Gp). The case k > 2 is completely
similar. 
In what follows, given a bisimplicial group G∗∗, we denote by πhpπvqG the pth homotopy
group of the “horizontal” simplicial group πvqG obtained by taking the qth homotopy group of
each vertical simplicial group Gk∗.
Proposition 7.3. Let L : Catn(Gp)S → [Δ2op ,Gp] be as in Remark 7.1. For each G ∈ Catn(Gp)S ,
πkBG =
⎧⎪⎨⎪⎩
0, k = 0, k > n+ 1;
πh0 π
v
0LG, k = 1;
πh1 π
v
k−2LG, 2 k  n.
Proof. By Remark 7.1, for each k  0, πkBG ∼= πkB diagLG. Therefore
πkBG =
{0, k = 0, k > n+ 1;
πk−1 diagLG, 1 k  n+ 1. (47)
We calculate πi diagLG using Quillen’s spectral sequence of a bisimplicial group [40] which
applied to the bisimplicial group LG is:
E2pq = πhpπvqLG ⇒ πp+q diagLG.
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plicial groups in direction 1 is given by
· · · diagN (G1 ×G0 G1) diagNG1 diagNG0.
From Lemma 7.2, for each r  2, there are weak equivalences of simplicial groups
diagN (G1 ×G0 r· · · ×G0 G1) diagNG1 ×diagNGd0 r· · · ×diagNGd0 diagNG1. (48)
From Lemma 3.4 it follows that, for each q  0 there are isomorphisms
πq(LG)r ∼= πq diagN
(G1 ×G0 r· · · ×G0 G1)
∼= πq
(
diagNG1 ×diagNGd0
r· · · ×diagNGd0 diagNG1
)
∼= πq diagNG1 ×πq diagNGd0
r· · · ×πq diagNGd0 πq diagNG1
∼= πq(LG)1 ×πq(LG)0
r· · · ×πq(LG)0 πq(LG)1. (49)
This shows that πvqLG is the nerve of an object of Cat(Gp). It follows that E2pq = 0 unless
p = 0,1 as claimed. From a general property of spectral sequences (see for instance [47]) we
deduce that for each k  0 there is a short exact sequence
0 → E21,k−1 → πk diagLG → E20,k → 0. (50)
Since G0 is a strongly contractible catn−1-group, for each k > 0, πk diagNG0 ∼= πk diagNGd0 = 0
so that E20,k = πh0 πvkLG = 0. It follows from (50) that,
πk diagLG = E21,k−1, k > 0. (51)
Since E21,−1 = 0, we also deduce from (50) that
π0 diagLG = E20,0. (52)
From (47), (51), (52) we conclude that
πkBG =
⎧⎪⎨⎪⎩
0, k = 0, k > n+ 1;
E20,0 = πh0 πv0LG, k = 1;
E21,k−2 = πh1 πvk−2LG, 2 k  n+ 1.

It is immediate from the definition of special catn-group (see Definition 6.1 and Re-
mark 6.2(b)) that, given G ∈ Catn(Gp)S and 1 i  n− 1, NG(1 i· · · 1 -) is the multinerve of an
object of Catn−i (Gp)S , which we denote G1 i...1.
In what follows, let Π(n)0 : Cat
n(Gp) → Catn−1(Gp) be as in Lemma 4.13(a), where
we consider objects of Catn(Gp) as internal categories in Catn−1(Gp) in direction n. Let
b(n) : Catn−1(Gp) → Catn(Gp) associate to G ∈ Catn−1(Gp) the object b(n)G of Catn(Gp)
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[Δop,Catn−1(Gp)] be the nerve functor in direction 1 and let ν be its left adjoint.
Theorem 7.4. For each n 1 there is a functor
α(n) : Catn(Gp)S → Catn−1(Gp)S
defined inductively by α(1) = π0, α(n) = να(n−1) Ner for n > 1 such that the following holds.
(i) The following diagram commutes for n 2
Catn(Gp)S
N˜
α(n)
[Δn−1op,Cat(Gp)]
π0
Catn−1(Gp)S
N [Δn−1op,Gp].
(ii) For each n 1, α(n) = Π(n)0 .
(iii) For each G ∈ Catn(Gp)S and n 1 there is a map rG :G → b(n)α(n)G in Catn(Gp), natural
in G, inducing isomorphisms πkBG ∼= πkBα(n)G for all 0 k  n.
(iv) If G f−→ H g←− G′ is a diagram in Catn(Gp)S with n  1 and either f of g have a section
and H is strongly contractible, then α(n)(G ×H G′) = α(n)G ×α(n)H G′.
(v) For n 2 if G is a strongly contractible catn-group, α(n)G is a strongly contractible catn−1-
group.
Proof. We prove the theorem by induction on n, starting with n = 2. The case n = 1 for (ii) and
(iii) is trivial and for (iv) follows immediately from Lemma 7.2. When n = 2, let G ∈ Cat2(Gp)S .
Arguing as in the proof of Proposition 7.3 we see that the simplicial group α(1) NerG = π0 NerG
consists of nerves of objects of Cat(Gp). Hence if we define α(2) = να(1) Ner : Cat2(Gp)S →
Cat(Gp) we have Nerα(2)G = α(1) Ner = π0 Ner; that is, (i) holds for n = 2. By Lemma 4.13(b)
for i = 0,1, (Π(2)0 G)i = π0Gi = (α(2)G)i ; therefore Π(2)0 = α(2), proving (ii) when n = 2.
By Lemma 4.13(c) and by (ii) we have a map rG :G → b(2)α(2)G natural in G. Denote
Gi = G1 ×G0
i· · · ×G0 G1 for i  2. Notice that for all i  0, (b(2)α(2)G)i = b(1)π0Gi . Also
for each i  0 the map (Ner rG)i = rGi :Gi → b(1)α(1)Gi = b(1)π0Gi induces an isomorphism
π0Gi = π0b(1)π0Gi . Therefore rG induces an isomorphism πv0LG ∼= πv0Lα(2)G and so, by Propo-
sition 7.3, isomorphisms
π1BG = πh0 πv0LG ∼= πh0 πv0Lα(2)G = π1Bα(2)G,
π2BG = πh1 πv0LG ∼= πh1 πv0Lα(2)G = π2Bα(2)G.
This proves (iii) when n = 2.
Consider a diagram in Cat2(Gp)S , G f−→H g←− G′ withH strongly contractible, such that either
f or g have a section. For k  0 let fk = (Ner f )k and similarly for g. From the hypothesis,
for each k  0, either fk or gk have a section. Since H is strongly contractible, so is Hk (see
Remark 5.4). From Lemma 7.2 we have, for all k  0
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Nerα(2)(G ×H G′)
)
k
= π0
(Gk ×Hk G′k)∼= π0(Gk ×Hdk G′k)∼= π0Gk ×π0Hdk π0G′k
∼= π0Gk ×π0Hk π0G′k ∼=
(
Nerα(2)G)
k
×(Nerα(2)H)k
(
Nerα(2)G′)
k
.
This implies α(2)(G ×H G′) = α(2)G ×α(2)H α(2)G′, proving (iv) when n = 2.
Suppose G is a strongly contractible cat2-group. Then there are weak equivalences d :G 
Gd : t , dt = id, Gd discrete. Therefore (α(2)d)(α(2)t) = id. Since Gd is discrete, so is α(2)Gd . We
show that α(2)d is a weak equivalence. By naturality we have (b(2)α(2)d)rG = rGd d . Since d is
a weak equivalence, πkBd is an isomorphism for all k  0. By (iii) at step n = 2 πkBrG and
πkBrGd are isomorphisms for 0 k  2. Therefore we conclude that πkBb(2)α(2)d = πkBα(2)d
is an isomorphism for 0 k  2. Since α(2)d is a map of cat1-groups, this means that α(2)d is a
weak equivalence; in conclusion α(2)G is strongly contractible, proving (v) when n = 2.
Suppose, inductively, that we have defined α(n−1) : Catn−1(Gp)S → Catn−2 (Gp)S satisfying
(i)–(v). We claim that the image of the composite functor
Catn(Gp)S Ner−−→
[
Δop,Catn−1(Gp)S
]
α(n−1)−−−−→ [Δop,Catn−2(Gp)S]
consists of nerves (in direction 1) of objects of Catn−1(Gp)S . In fact, let G ∈ Catn(Gp)S ; since G0
is strongly contractible and d0 :G1 → G0 has a section, from inductive hypothesis (iv) we have,
for each k  2
(
α(n−1) NerG)
k
= α(n−1)(G1 ×G0 k· · · ×G0 G1)
= α(n−1)G1 ×α(n−1)G0
k· · · ×α(n−1)G0 α(n−1)G1.
From inductive hypothesis (v) α(n−1)G0 is strongly contractible. We conclude that α(n−1) NerG
is a simplicial object in Catn−2(Gp)S which is strongly contractible at level 0 and whose Segal
maps are isomorphisms. Hence by Corollary 6.14(b) α(n−1) NerG is the nerve of a strongly
contractible catn−1-group, as claimed. Therefore if we define α(n) = να(n−1) Ner, we have
Nerα(n) = α(n−1) Ner. This fact, together with the inductive hypothesis (i) imply the commu-
tativity of the following diagram
Catn(Gp)S
N˜
Ner
[Δn−1op ,Cat(Gp)]
∼=
[Δop,Catn−1(Gp)S]
[Δop,N ]
α(n−1)
[Δop, [Δn−2op,Cat(Gp)]]
[Δop,π0]
[Δop,Catn−2(Gp)S]
[Δop,N ]
ν
[Δop, [Δn−2op ,Gp]]
∼=
Catn−1(Gp)S
Ner [Δop,Catn−2(Gp)S]
[Δop,N ] [Δn−1op,Gp].
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0,1, (α(n)G)i = α(n−1)Gi = Π(n−1)0 Gi . Denote by G(i, x2, . . . , xn−1, j) the catn−2-group whose
multinerve is NG(i, x2, . . . , xn−1, j) (x2, . . . , xn−1 denote dummy variables as in Section 6.4).
Then G, as an object of Cat2(Catn−2 (Gp)) is given by (we omit writing the composition maps)
G(1, x2, . . . , xn−1,1) G(0, x2, . . . , xn−1,1)
G(1, x2, . . . , xn−1,0) G(0, x2, . . . , xn−1,0).
By applying to this object Lemma 4.13(b) we conclude that
(
Π
(n)
0 G
)
0 = Π(n−1)0 G0,
(
Π
(n)
0 G
)
1 = Π(n−1)0 G1.
From above, we conclude that Π(n)0 G = α(n)G, proving (ii) at step n.
From Lemma 4.13(b) and from (ii) at step n we deduce that there is a map rG :G →
b(n)Π
(n)
0 G = b(n)α(n)G, natural in G. Notice that, for each i  0, (b(n)α(n)G)i = b(n−1)α(n−1)Gi .
For each i  0 we have maps (Ner rG)i :Gi → b(n−1)α(n−1)Gi . By induction hypothesis
these maps induce isomorphisms πkBGi ∼= πkBα(n−1)Gi for 0  k  n− 1. Since πkBGi =
(πvk−1LG)i and πkBα(n−1)Gi = (πvk−1Lα(n−1)G)i we conclude that rG induces an isomorphism
of simplicial groups πvkLG ∼= πvkLα(n−1)G for 0 k  n − 2. By Proposition 7.3 it follows that
rG induces isomorphisms
π1BG = πh0 πv0LG ∼= πh0 πv0Lα(n−1)G = π1Bα(n−1)G,
πkBG = πh1 πvk−2LG ∼= πh1 πvk−2Lα(n−1)G = πkBα(n−1)G;
for 2 k  n. This proves (iii) at step n.
Let G f−→ H g←− G′ be a diagram in Catn(Gp)S with H strongly contractible and such that
either f or g have a section. Since H is strongly contractible, such is Hk for all k  0 (see
Definition 5.1 and Remark 5.4). From the induction hypothesis (iv) we calculate, for each k  0:
(
Nerα(n)(G ×H G′)
)
k
= α(n−1)(Gk ×Hk G′k)
= α(n−1)Gk ×α(n−1)Hk α(n−1)G′k
= (Nerα(n)G)
k
×(Nerα(n)H)k
(
Nerα(n)G′)
k
.
It follows that α(n)(G ×H G′) ∼= α(n)G ×α(n)H α(n)G′ proving (iv) at step n.
Suppose G is a strongly contractible catn-group. Then there are weak equivalences d :G 
Gd : t with dt = id, Gd discrete and, for each 1  k  n, G(k)0 , G(k)1 are strongly contractible.
Therefore (α(n)d)(α(n)t) = id; notice that, from (i) at step n, since Gd is discrete, such is α(n)Gd .
We show that α(n)d is a weak equivalence. By naturality we have (b(n)α(n)d)rG = rGd d . Since
d is a weak equivalence, πkBd is an isomorphism for all k  0. By (iii) at step n, πkBrGd and
πkBrG are isomorphisms for 0 k  n. Therefore we conclude that πkBb(n)α(n)d = πkBα(n)d
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a weak equivalence, as required.
To prove that α(n)G is strongly contractible, it remains to show that, for each 1 k  n − 1,
(α(n)G)(k)0 and (α(n)G)(k)1 are strongly contractible catn−2-groups. Observe that, from (i) and (ii)
at step n we have, for each G ∈ Catn(Gp)S , (x1, . . . , xn−1) ∈ Δn−1op(Nα(n)G)(x1, . . . , xn−1) = π0νNG(x1, . . . , xn−1, -) (53)
where ν : [Δop,Gp] → Cat(Gp) is the left adjoint to the nerve. Also recall that, for each
catn-group G and i = 0,1, 1 k  n− 1,(NG(k)i )(x1, . . . , xn−1) =NG(x1, . . . , xk−1, i, xk, . . . , xn−1). (54)
Using (53) and (54) we calculate
N (α(n)G)(k)
i
(x1, . . . , xn−2) =Nα(n)G(x1, . . . , xk−1, i, xk, . . . , xn−2)
= π0νNG(x1, . . . , xk−1, i, xk, . . . , xn−2, -)
= π0νNG(k)i (x1, . . . , xk−1, xk, . . . , xn−2, -)
=Nα(n−1)G(k)i (x1, . . . , xn−2).
It follows that, for all 1 k  n− 1, i = 0,1,(
α(n)G)(k)
i
= α(n−1)G(k)i . (55)
Since G is strongly contractible, such is G(k)i and therefore, by induction hypothesis (v),
α(n−1)G(k)i is strongly contractible. It follows by (55) that (α(n)G)(k)i is strongly contractible.
We conclude that α(n)G is a strongly contractible catn−1-group, proving (v) at step n. 
Corollary 7.5. Let G be a special catn-group and X = BG. Let α(n) and rG be as in Theorem 7.4.
Then the following is a Postnikov decomposition for X:
Xi =
⎧⎨⎩
{∗}, i = 0;
Bα(i)α(i+1) . . . α(n)G, 1 i  n;
BG, i  n+ 1,
qi :Xi+1 → Xi, qi =
⎧⎪⎪⎪⎨⎪⎪⎪⎩
∗, i = 0;
Brα(i+1)α(i+2)...α(n)G, 1 i  n− 1;
BrG, i = n;
id, i  n+ 1,
ri :X → Xi, ri =
⎧⎨⎩
∗, i = 0;
qiqi+1 . . . qn, 0 i  n;
id, i  n+ 1.
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rG and b(n)b(n−1) . . . b(i)rα(i)α(i+1)...α(n)G . Since Bb(n)b(n−1) . . . b(i)α(i)α(i+1) . . . α(n)G =
Bα(i)α(i+1) . . . α(n)G and Bb(n) . . . b(i)rα(i)α(i+1)...α(n)G = Brα(i)α(i+1)...α(n)G we deduce that there
are maps of spaces qi :Xi+1 → Xi with qi , Xi as in the statement. Notice that qi are fibrations
since diagN rG and diagNb(n) . . . b(i)rα(i)...α(n)G are fibrations of simplicial groups since they
are surjective.
By construction, qi−1ri = ri−1 for all i  1. Since for all i  1 Xi is the classifying space of
a cati−1-group, πkXi = 0 for k > i. By Theorem 7.4(iii), for each 2  i  n and 0  k  i the
maps ri induce isomorphisms
πkXi = πkBα(i)α(i+1) . . . α(n)G ∼= πkBα(i+1) . . . α(n)G ∼= · · · ∼= πkBα(n)G ∼= πkBG,
π1X1 = π0α(2)α(3) . . . α(n)G = π1Bα(2)α(3) . . . α(n)G = π1BG = π1X.
Clearly π0X0 = {∗} = π0X and πkXi = πkBG = πkX for i > n and k  0. In conclusion ri
induce isomorphisms πkX ∼= πkXi for all 0 k  i. Hence {Xn} with the maps defined above is
a Postnikov decomposition of BG. 
In the next proposition we give an algebraic expression for the homotopy groups of a special
catn-group. In part two of this paper we will construct a functor VnDn : Catn(Gp)S → Tn+1 pre-
serving the homotopy type. In Remark 10.10 the algebraic expression for the homotopy groups
of BG for G ∈ Catn(Gp)S given in Proposition 7.6 will be related to the algebraic expression of
the homotopy groups of BVnDnG from [45]. However, the proof of the following proposition is
independent of the comparison with the Tamsamani model.
Proposition 7.6. Let α(n)0 : Cat
n(Gp)S → Gp, α(n)1 : Catn(Gp)S → Cat(Gp) be given by α(n)0 =
α(1)α(2) . . . α(n) for n  1, α(n)1 = α(2)α(3) . . . α(n) for n  2, α(1)1 = id, where α(i) are as in
Theorem 7.4. Then for each G ∈ Catn(Gp)S ,
πkBG =
⎧⎪⎨⎪⎩
0, k = 0, k > n+ 1;
α
(n)
0 G, k = 1;
π1α
(n−k+2)
1 G1k−2... 1, 2 k  n+ 1.
(56)
Proof. By induction on n. If G ∈ Cat2(Gp)S , by Proposition 7.3
π1BG = πh0 πv0LG = α(1)α(2)G = α(2)0 G,
π2BG = πh1 πv0LG = π1α(2)G = π1α(2)1 G,
π3BG = πh1 πv1LG = π1G1 = π1α(1)1 G1.
Suppose (56) holds for n− 1 and let G ∈ Catn(Gp)S . Then, by Theorem 7.4(iii) we have
π1BG ∼= π1Bα(n)G = π1Bα(n−1)α(n)G = · · ·
= π1Bα(1)α(2) . . . α(n)G = α(1)α(2) . . . α(n)G = α(n)0 G.
If 2 k  n, Theorem 7.4(iii) and the induction hypothesis give
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(
α(n)G)1k−2... 1 = π1α(n−k+1)1 α(n−k+2)G1k−2... 1
= π1α(2)α(3) . . . α(n−k+2)G1k−2... 1 = π1α(n−k+2)1 G1k−2... 1.
In the above calculation, we have used the fact that (α(n)G)1 j...1 = α(n−j)G1 j...1 for 1 j  n; this
follows immediately from the fact that (α(n)G)1 = α(n−1)G1.
Finally we compute, using Proposition 7.3, the expression of LG, and the inductive hypothesis
πn+1BG = πh1 πvn−1LG = πn−1 diagNG1 = πnBG1 = π1α(1)1 G1n−1... 1. This concludes the proof of(56) at step n. 
7.2. A splitting property of a subcategory of special catn-groups
In this section we use the Postnikov decomposition of Corollary 7.5 to study a subcategory
of special catn-groups in relation to the modeling of homotopy types. This is the subcategory
disc0 Catn(Gp) whose objects G are such that G0 is discrete as internal category in Catn−2(Gp)
in direction (n − 1). We prove in Theorem 7.10 that this subcategory is not enough to model
connected (n + 1)-types. This fact will be used in Section 7.3 to prove a minimality property of
special catn-groups (Theorem 7.14).
To prove Theorem 7.10 we show that any object G of disc0 Catn(Gp) such that BG is a sim-
ple space exhibits a splitting in the last stage of the Postnikov decomposition. A counterexample
then shows that this cannot recover all connected (n+1)-types. The splitting in the Postnikov de-
composition involves semidirect products in the algebraic category CnG equivalent to Catn(Gp).
The most convenient environment in which to handle these semidirect products is the category
CM(Cn−1G) of crossed modules in Cn−1G (Definition 4.25). This section therefore uses the lan-
guage of crossed modules, and the various equivalence of categories of Proposition 4.26. At
various places we need to switch between these equivalent presentations of catn-groups. While
we alert the reader when we do so, we sometimes keep the same name for the object in question,
to avoid the notation becoming too heavy.
The splitting property of the objects of disc0 Catn(Gp)S is immediately deduced from a split-
ting property of certain objects of 2 - Cat(Cn−2G). This is analyzed in Theorem 7.8. The main
inputs in the proof of Theorem 7.8 are: the form of the objects of 2 - Cat(Cn−2G) (Proposi-
tion 7.7), two technical lemmas on crossed modules actions (Lemma 4.28 and Lemma 4.29) and
on weak equivalences (Lemma 4.30) and Lemma 7.9 which translates the fact that the classifying
space of a special catn-group is simple into a triviality of a crossed module action.
In what follows 2 - Cat(Cn−2G) denotes the full subcategory of Cat2(Cn−2G) whose objects V
are such that the internal category V0∗ ∈ Cat(Cn−2G) is discrete.
Proposition 7.7. Let V ∈ 2 - Cat(Cn−2G). Then V is isomorphic to an object of the form (we omit
writing the composition maps)
V11 =A ×˜N ×˜ G
∂h0
∂h1
dv0 d
v
1
G = V01
sh
V10 =N ×˜ G
σv dh0
dh1 G = V00
σh
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(μ(a)n,g), dv0 (a,n, g) = (n, g), σh(g) = (1, g), σv(n, g) = (0, n, g). The underlying group of
A is abelian, kerμ is a G-module as well as a trivial N -module via ν and νμ = 1.
Proof. Since V ∈ 2 - Cat(Cn−2G), V0∗ is a discrete internal category in Cn−2G. Also, V∗0 ∈
Cat(Cn−2G) so, by Proposition 4.26, V10 =N ×˜G for (N ,G, ν) ∈ CM(Cn−2G) and dh0 , dh1 are as
stated. Similarly, V1∗ ∈ Cat(Cn−2G), hence V11 =A ×˜N ×˜G for (A,N ×˜G, μ˜) ∈ CM(Cn−2G).
By applying to V the composite functor
2 - Cat
(Cn−2G) ↪→ Cat2(Cn−2G)→ Cat(CM(Cn−2G))
one obtains an internal category in CM(Cn−2G) of the form (we omit writing the composition
maps)
A
μ˜
1
N ×˜ G G.
It follows that μ˜(a) = (μ(a),1) for (A,N ,μ) ∈ CM(Cn−1G) and that 1 = dh1 μ˜(a) = νμ(a),
so that νμ = 1. Further, A ⇒← 1 is an object of Cat(Cn−2G) corresponding to (A,1,1) ∈
CM(Cn−2G). It follows that the underlying group of A is abelian. Let Π(2)1 and Π(2)0 be
as in Lemma 4.13, where we consider Cat2(Cn−2G) as internal categories in direction 2.
By Lemma 4.13 it is immediate that Π(2)0 V , as an object of CM(Cn−2G), is given by
(N /μ˜(A),G, ν), where ν[n] = ν(n) for all n ∈ N and G/ Imν = G/ Imν. Also Π(2)1 V , as an
object of CM(Cn−2G), is given by (kerμ,1,1). Since, by Lemma 4.13, Π(2)0 V acts on Π(2)1 V ,
we conclude by Lemma 4.29(a) that kerμ is a G-module as well as a trivial N -module via ν. 
In what follows, let Π(2)0 : Cat
2(Cn−2G) → Cat(Cn−2G) be as in Lemma 4.13, where we con-
sider Cat2(Cn−2G) as internal categories in direction 2, and let b(2) : Cat(Cn−2G) → Cat(Cn−2G)
be the discrete internal category functor in direction 2. Let r : id ⇒ b(2)Π(2)0 be as in Lemma 4.13.
Theorem 7.8. Let V ∈ 2 - Cat(Cn−2G) be such that Π(2)1 V is a trivial Π(2)0 V-module. Then there
is a weak equivalence BV  B ker rV ×BΠ(2)0 V .
Proof. Since V ∈ 2 - Cat(Cn−2G), V has the form described in Proposition 7.7, by Lemma 4.13
(Π
(2)
0 V)0 = Π0V0∗ = G, (Π(2)0 V)1 = Π0V1∗ = N /μ(A) ×˜ G, (Π(2)1 V)0 = Π1V0∗ = 1,
(Π
(2)
1 V)1 = Π1V1∗ = kerμ. It follows that, in the equivalence of categories Cat(Cn−2G) 
CM(Cn−2G), Π(2)0 V and Π(2)1 V correspond respectively to the objects of CM(Cn−2G),
(N /μ(A),G, ν) and (kerμ,1,1). We will denote for brevity Π(2)0 V = N˜ and Π(2)1 V =K. Con-
sider the objects of CM(Cn−1G) (K,1,1) and (1, N˜ ,1) and let K′ and N ′ respectively be the
corresponding objects of CnG in the equivalence CM(Cn−1G)  CnG. We are going to show that:
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(b) There is a weak equivalence BK′  B ker rV .
Since clearly BN ′ = BN˜ = BΠ(2)0 V , from (a) and (b) the theorem follows.
We now prove (a). Since, by Proposition 7.7, N acts trivially on kerμ via ν, by Lemma 4.29,
(N ,G, ν) acts on (kerμ,1,1). That is, in terms of corresponding objects of Cn−1G, (N ×˜G, d, s)
acts on K. By Proposition 7.7, V as an object of CM(Cn−1G) is given by V = ((A,1,1), (N ×˜
G, d, s), (μ,1)) so that ker(μ,1) =K. Denote μ˜ = (μ,1). Clearly (A,1,1) acts on K via μ˜ and,
from above, (N ×˜G, d, s) acts on K. It follows from Lemma 4.28(a) that V acts on (K,K, id) ∈
CM(Cn−1G). Further, since the underlying group of A is abelian, the action of (A,1,1) on K is
trivial. Lemma 4.28(b) then implies that there is a map (prK, q) in CM(Cn−2G)
K ×˜ (A,1,1) prK
(id,μ˜)
K
1
K ×˜ (N ×˜ G, d, s)
q
(N ×˜ G, d, s)/μ˜(A,1,1) = N˜ .
There is also a projection map (p1,p2)
K ×˜ (A,1,1) p1
(id,μ˜)
(A,1,1)
μ˜
K ×˜ (N ×˜ G, d, s)
p2
(N ×˜ G, d, s).
We notice that both of these maps are weak equivalences in CM(Cn−1G). In fact, since
ker(id, μ˜) = K and coker(id, μ˜) = N˜ , by Lemma 4.30, (prK, q) is a weak equivalence. Simi-
larly, since ker(id, μ˜) ∼= ker μ˜ and coker(id, μ˜) ∼= coker μ˜, by Lemma 4.30, (p1,p2) is a weak
equivalence. We conclude that there is a weak equivalence
BV  B(K, N˜ ,1). (57)
On the other hand, there is a split short exact sequence in CM(Cn−1G)
(K,1,1) (K, N˜ ,1)← (1, N˜ ,1).
Hence, if H is the object of CnG corresponding to (K, N˜ ,1), we obtain a split short ex-
act sequence in CnG K′  H ← N ′. It follows that H ∼= K′ ×˜ N ′. Since, by hypothesis,
Π
(2)
1 V is a trivial Π(2)0 V-module, N˜ acts trivially on K. Thus N ′ acts trivially on K′, so that
H∼=K′ ×˜N ′ =K′ ×N ′. Therefore
B(K, N˜ ,1) = BH= B(K′ ×N ′) = BK′ ×BN ′. (58)
From (57) and (58) we conclude that BV  BK′ ×BN ′, proving (a).
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(we omit writing the composition maps)
A ×˜μ(A) 1
μ(A) 1.
The object of CM(Cn−2G) corresponding to (ker rV )1∗ is (A,μ(A),μ). There is a map in
CM(Cn−2G), (kerμ,1,1) → (A,μ(A),μ) which, by Lemma 4.30, is a weak equivalence. This
map induces a map K′ → ker rV which is also a weak equivalence. This proves (b). 
Let Π(n)1 : Cat
n(Gp) → Catn−1(Gp) be given by Π(n)1 = ker(d(n)0 , d(n)1 ), where
d
(n)
0 , d
(n)
1 :G(n)1 → G(n)0 × G(n)0 are the source and target maps of G ∈ Catn(Gp) as internal cate-
gory in Catn−1(Gp) in direction n. Recall (Lemma 4.13) that Π(n)1 G is a Π(n)0 G-module. In the
next lemma we use the following notation. Given G = (G, si, ti) ∈ Catn(Gp) with si = ti = 1 for
all 1 i  n we denote G = (G,1,1)n.
Lemma 7.9. Let G ∈ Catn(Gp)S .
(a) Π(n)1 G, as an object of Cn−1G, is given by (A,1,1)n−1, where A = πn+1BG.
(b) Suppose, further, that BG is simple. Then Π(n)1 G is a trivial Π(n)0 G-module.
Proof. (a) By induction on n. If G ∈ Cat2(Gp)S , since G0 is strongly contractible we have
(Π
(2)
1 G)0 = π1G0 = 1. From Proposition 7.6, (Π(2)1 G)1 = π1G1 = π3BG. Hence Π(2)1 G, as an
object of C2G, is (π3BG,1,1). Suppose the lemma holds for n− 1 and let G ∈ Catn(Gp)S .
Then, as an object of Cat(Cn−1G), Π(n)1 G has object of objects and arrows given as follows.
Since G0 is strongly contractible, (Π(n)1 G)0 = Π(n−1)1 G0 = (1,1,1)n−2. By inductive hypothe-
sis and by Proposition 7.6, (Π(n)1 G)1 = Π(n−1)1 G1 = (πnBG1,1,1)n−2 = (π1G1n−1... 1,1,1)n−2 =
(πn+1BG,1,1)n−2. The object of CnG corresponding to Π(n)1 G is therefore (πn+1BG,1,1)n−1.
(b) Recall (Theorem 7.4) that Π(n)0 = α(n). For each 1  i  n let α(n)i : Catn(Gp)S →
Cati−1(Gp)S be α(n)i = α(i+1)α(i+2) . . . α(n). We claim that, for each 1  i  n, (A,1,1)n−i
is an α(n)n−iG-module. We prove this by induction on i. By (a), (A,1,1)n−1 = Π(n)1 G and by
Lemma 4.13 this is a Π(n)0 G-module; that is an α(n)n−1G-module. Suppose, inductively, that
(A,1,1)n−i is an α(n)n−iG-module. As an object of CM(Cn−i−1G), the latter is ((A,1,1)n−i−1,
(1,1,1)n−i−1,1). Since α(n)n−i−1=Π(i+1)0 α(n)n−i , it follows from Lemma 4.29(a) that (A,1,1)n−i−1
is an α(n)n−i−1G-module. This completes the inductive step and hence proves the claim.
From Lemma 4.29(a), for each 1 i  n − 1, if (A,1,1)n−i−1 is a trivial α(n)n−i−1G-module,
then (A,1,1)n−i is a trivial α(n)n−iG-module. Since, by hypothesis, BG is simple, πn+1BG = A is
a trivial π1BG-module. Recall from Proposition 7.6 that π1BG = α(n)G. It follows from above0
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conclude, using (a), that (A,1,1)n−1 = Π(n)1 G is a trivial Π(n)0 G-module. 
Theorem 7.10. Let disc0 Catn(Gp)S be the full subcategory of Catn(Gp)S whose objects G are
such that G0 is discrete as internal category in Catn−2(Gp) in direction (n− 1). The inclusion
j : disc0 Catn(Gp)S ↪→ Catn(Gp)S
does not induce an equivalence of categories after localization.
Proof. Suppose, by contradiction, that j induces an equivalence after localization. Then every
G ∈ Catn(Gp)S is weakly equivalent to W ∈ disc0 Catn(Gp). In particular let G be such that BG
is simple. Then BW is also simple. We claim that the nth k-invariant of BW is zero.
The equivalence Catn−2(Gp) ∼= Cn−2G induces an equivalence
Catn(Gp) ∼= Cat2(Catn−2(Gp)) Cat2(Cn−2G)
where the first isomorphism associates to G the object (we omit writing the composition maps)
G(1, x2, . . . , xn−1,1) G(0, x2, . . . , xn−1,1)
G(1, x2, . . . , xn−1,0) G(0, x2, . . . , xn−1,0).
Here G(0, x2, . . . , xn−1,0) denotes the catn−2-group whose multinerve is NG(0, x2, . . . , xn−1,0)
(xi are dummy variables) and similarly for the other terms. Under the above equivalence
Catn(Gp)  Cat2(Cn−2G) the functor Π(n)0 corresponds to Π(2)0 , b(n) corresponds to b(2) and
Π
(n)
1 corresponds to Π
(2)
1 . Let V ∈ Cat2(Cn−2G) correspond to W . Since W ∈ disc0 Catn(Gp)S ,
V ∈ 2 - Cat(Cn−2G). Also, since W is a special catn-group and BW is simple, by Lemma 7.9
Π
(n)
1 W is a trivial Π(n)0 W-module. Thus, from above, Π(2)1 V is a trivial Π(2)0 V-module. We
can therefore apply Theorem 7.8 to V and conclude that BV  B ker rV × BΠ(2)0 V . We no-
tice that B ker rV  K(πn+1BV, n + 1). In fact, B ker rV is the fiber of BrV and, by Corol-
lary 7.5, BrV is the map in the last stage of the Postnikov decomposition of BV . In con-
clusion BV  K(πn+1BV, n + 1) × BΠ(2)0 V and therefore, recalling that, from Theorem 7.4,
α(n) = Π(n)0 ,
BW  K(πn+1BW, n+ 1)×Bα(n)W . (59)
This shows that we have a splitting in the last stage of the Postnikov decomposition of BW . The
corresponding k-invariant kn ∈ [Bα(n)W, K(πn+1BW, n+ 2)] is therefore zero as claimed.
Since BG is weakly equivalent to BW , it follows that the nth k-invariant of BG is zero,
for any G ∈ Catn(Gp) with BG simple. We now give a counterexample that shows this is not
true, thus obtaining a contradiction. Let G be an abelian group and A a trivial G-module such
that Hn+2(G,A) = 0. For instance, we could choose for G a non-trivial finite abelian p-group
and let A be a field of characteristic p with G acting trivially; then Hi(G,A) = 0 for all i  0
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catn-group G such that π1BG = G, πn+1BG = A, πiBG = 0 for i = 1, n + 1 and the last k-
invariant of BG is identified with α (all others are zero). Since A is a trivial G-module and G is
abelian, BG is simple and kn = 0 since we choose α = 0. 
7.3. Minimality property of special catn-groups
Recall that special catn-groups differ from objects of n - Cat(Gp) because for each G ∈
Catn(Gp)S the objects G0 and G1 k...1 0 (1  k  n − 2) are not discrete but only strongly con-
tractible. While special catn-groups model connected (n+ 1)-types, it is well known that objects
of n - Cat(Gp) are not enough to recover all connected (n + 1)-types. In this section we ask the
question whether we could recover all connected (n + 1)-types with special catn-groups G such
that at least one of the objects G0, G1 k...1 0 is a discrete internal category in direction (n − 1) and
(n − k − 1) respectively. We show in Theorem 7.14 that this is not the case. This fact expresses
a minimality property of special catn-groups because it says that, in this notion, the strong con-
tractibility of the faces G0, G1 k...1 0 is needed in its full generality and we cannot further discretize
any of these objects if we want to recover all connected (n+ 1)-types.
For 0 k  n − 2 we denote by disck Catn(Gp)S the full subcategory of special catn-groups
whose objects G are such that G0 (resp. G1 k...1 0, 1  k  n − 2) is discrete as internal category
in direction (n − 1) (resp. n − k − 1). The proof of Theorem 7.14 is an immediate consequence
of two facts: Theorem 7.10, which says that disc0 Catn(Gp)S does not recover all connected
(n + 1)-types; and Proposition 7.12 which shows that, for each 1  k  n − 2 every object of
disck Catn(Gp)S is in disc0 Catn(Gp)S . This is a consequence of the definition and properties
of special and strongly contractible catn-groups. Upon appropriate “slicing” along simplicial
directions, it reduces to a fact in dimension 2 (Lemma 7.11). Throughout this section given
G ∈ Catn(Gp), we use as before the notation G1 k...1 for the catn−k-group whose multinerve is
NG(1 k. . . 1 -).
Lemma 7.11.
(a) Let G ∈ Cat2(Gp) such that G1 is discrete. Then G0 is discrete.
(b) Let G ∈ SC Cat2(Gp) with G0 discrete. Then G1 is discrete.
Proof. (a) Since d0σ0 = id, Nσ0(G0) ∼= NG0. Since by hypothesis NG1 is constant, such is
Nσ0(G0) and therefore NG0; that is, G0 is discrete.
(b) Since G0 is discrete, by Proposition 7.7, G has the form (we omit writing the composition
maps)
A  N  G G
N  G G
where (A,N,μ), (N,G,ν) ∈ CM(Gp) and the maps are as in Proposition 7.7. Since G is strongly
contractible, G(2)0 ,G(2)1 ∈ SC Cat1(Gp). In particular, π1(G(2)0 ) = kerν = 0 and π1(G(2)1 ) = A 
kerν = 0. It follows that A = 0, so G1 is discrete. 
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(a) Suppose G10 ∈ Catn−2(Gp) is discrete as internal category in Catn−3(Gp) in direction n−2.
Then G0 ∈ Catn−1(Gp) is discrete as internal category in Catn−2(Gp) in direction n− 1.
(b) Suppose that, for some 1  k  n − 2, G1 k...10 ∈ Catn−k−1(Gp) is discrete as internal cate-
gory in Catn−k−2(Gp) in direction n − k − 1. Then G0 is discrete as internal category in
Catn−2(Gp) in direction n− 1.
Proof. (a) The multinerve of (G0)(n−1)0 is given by NG(0, x2, . . . , xn−1,0) and the one of
(G0)(n−1)1 is NG(0, x2, . . . , xn−1,1). As in Section 6.4, x2, . . . , xn−1 here denote “dummy vari-
ables”. We denote by G(0, x2, . . . , xn−1,0) the catn−2-group whose multinerve is NG(0, x2, . . . ,
xn−1,0), and similarly for the other terms below.
As an object of Cat2(Catn−3(Gp)), (G0)(n−1) is given by
G(0,1, x3, . . . , xn−1,1) G(0,1, x3, . . . , xn−1,0)
G(0,0, x3, . . . , xn−1,1) G(0,0, x3, . . . , xn−1,0)
where we omit writing the composition maps. To show that G0 is discrete as an internal category
in Catn−2(Gp) in direction n − 1 it is enough to show that the following internal categories in
Catn−3(Gp) are discrete (we omit writing the composition maps)
G(0,0, x3 . . . xn−1,1) G(0,0, x3 . . . xn−1,0), (60)
G(0,1, x3 . . . xn−1,1) G(0,1, x3 . . . xn−1,0). (61)
Let us assign some arbitrary but fixed values to the variables x3, . . . , xn−1, say x3 = x3,
. . . , xn−1 = xn−1. Consider the cat2-group, denoted G(-,0, x3, . . . , xn−1, -) whose multinerve
is NG(-,0, x3, . . . , xn−1, -). We claim that this is a special cat2-group. In fact, since G ∈
Catn(Gp)S , G00 is a strongly contractible catn−2-group. Applying to it Lemma 5.5 we con-
clude that G(0,0, -, x4, . . . , xn−1, -) ∈ SC Cat2(Gp) which in turn implies that G(0,0, x3, x4,
. . . , xn−1, -) is a strongly contractible cat1-group. But the latter is the object of objects of
G(-,0, x3, x4, . . . , xn−1, -) which is therefore a special cat2-group as claimed. Its object of ar-
rows is the cat1-group G(1,0, x3, . . . , xn−1, -) which, from the hypothesis, is discrete. Hence,
by Lemma 7.11(a) we deduce that G(0,0, x3, . . . , xn−1, -) is also discrete. Since this holds for
arbitrary values x3 . . . xn−1, this implies that the internal category (60) is discrete.
We now show that the internal category (61) is discrete. Since G ∈ Catn(Gp)S , G0 ∈
SC Catn−1(Gp). Hence, by Lemma 5.5, for each fixed values x3, . . . , xn−1, G(0, -, x3, . . . ,
xn−1, -) ∈ SC Cat2(Gp). Its object of objects is G(0,0, x3, . . . , xn−1, -) which is discrete
from above. Hence by Lemma 7.11(b) applied to G(0, -, x3, . . . , xn−1, -) we conclude that
G(0,1, x3, . . . , xn−1, -) is also discrete. Since this holds for arbitrary values x3 . . . xn−1, it fol-
lows that the internal category (61) is discrete.
(b) By induction on k, the case k = 1 holds from (a). Suppose the statement holds for k−1 and
let G be as in the hypothesis. Since G ∈ Catn(Gp)S , G k−1 ∈ Catn−k+1(Gp)S . Also by hypothesis1 ... 1
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we can apply part (a) to G1k−1... 1 and deduce that (G1k−1... 1)0 = G1k−1... 10 is discrete as internal category
in Catn−k−1(Gp) in direction n − k. By inductive hypothesis this implies that G0 is discrete as
internal category in Catn−2(Gp) in direction n− 1. 
Definition 7.13. Let disc 0 Catn(Gp)S be the full subcategory of Catn(Gp)S whose objects G are
such that G0 is discrete as internal category in Catn−2(Gp) in direction (n−1). For 1 k  n−2
let disc k Catn(Gp)S be the full subcategory of Catn(Gp)S whose objects G are such that G1 k...10 is
discrete as internal category in Catn−k−2(Gp) in direction n− k − 1.
We say that a map in disc k Catn(Gp)S is a weak equivalence if it is a weak equivalence in
Catn(Gp)S . In the next theorem
∐
denotes the disjoint union (coproduct) of categories.
Theorem 7.14. The map
i :
∐
0kn−2
disck Catn(Gp)S → Catn(Gp)S
given by the inclusion on each component does not induce an equivalence of categories after
localization.
Proof. Suppose, by contradiction, that i induces an equivalence of categories after localization.
Then, given G ∈ Catn(Gp)S , there is V ∈ disc k Catn(Gp)S for some 0  k  n − 2 with BG 
BV . By Proposition 7.12, V0 is discrete as internal category in Catn−2(Gp) in direction n − 1;
that is, V ∈ disc0 Catn(Gp)S . In conclusion every object of Catn(Gp)S is weakly equivalent to an
object of disc0 Catn(Gp)S . But this contradicts Theorem 7.10. 
Part 2. A comparison of catn-groups and Tamsamani’s model
The second part of this paper is devoted to a comparison between catn-groups and Tamsamani
weak (n+ 1)-groupoids. In Section 8 we give an account of the Tamsamani model. In Section 9
we introduce the category of internal weak n-groupoids and we construct a functor from special
catn-groups to internal weak n-groupoids which preserves the homotopy type. In Section 10 we
construct a functor from internal weak n-groupoids to Tamsamani weak (n+1)-groupoids which
preserves the homotopy type. Section 11 contains an application of the comparison between
catn-groups and Tamsamani’s model, which is a homotopical semistrictification result for those
Tamsamani weak (n+ 1)-groupoids whose classifying space is path-connected.
8. Tamsamani’s model
In this section we give an essentially expository account of Tamsamani’s model, starting with
the case of weak n-categories (Section 8.1) and then weak n-groupoids (Section 8.2). We discuss
in Section 8.3 some basic lemmas needed later on.
8.1. Tamsamani weak n-categories
We recall the definition of Tamsamani weak n-category and Tamsamani weak n-groupoid. We
follow closely the treatment given in [46]; see also [44,45].
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n-categories is by definition the category ((n− 1)-cat)-cat of categories enriched in (n− 1)-cat
with respect to the cartesian monoidal structure. It is not difficult to see that strict n-categories
correspond to internal categories in (n− 1)-cat in which the object of objects is discrete. From
the characterization of nerves of internal categories of Proposition 3.2, the latter correspond to
objects φ ∈ [Δop, (n− 1)-cat] such that φ0 is discrete and the Segal maps are isomorphisms. This
is how strict n-categories are described in the Tamsamani model. For the weak case, the idea is
to relax this structure by demanding that the Segal maps are no longer isomorphisms but some
suitably defined (n − 1)-equivalences. Thus denoting by Wn the category of Tamsamani weak
n-categories, W1 = Cat and 1-equivalences are equivalences of categories; inductively, having
defined Wn−1 and (n− 1)-equivalences, we say φ ∈ Wn ⊂ [Δop,Wn−1] if φ0 is discrete and
the Segal maps are (n − 1)-equivalences. The point of the formal definition is then to define
n-equivalences, so as to complete the inductive step.
We now give the formal definition of Wn. In what follows, the “bar” notation is as in Defini-
tion 3.1. For n = 1, let W1 = Cat. A morphism in W1 is a 1-equivalence if it is an equivalence of
categories. Let τ (1)0 : Cat → Set be the functor which associates to a category the set of isomor-
phism classes of its objects. Let δ(1) : Set → W1 be the functor which associates to a set X the
discrete category with object-set X. Let τ (1)1 :W1 → Cat be the identity functor. We notice the
following properties:
(i) δ(1) is fully faithful and finite product-preserving and τ (1)0 δ(1) = idSet ,
(ii) τ (1)0 sends 1-equivalences to bijections,
(iii) τ (1)0 preserves fiber products over discrete objects,
(iv) if C →D is a morphism in W1 with D discrete, then C ∼=∐x∈D Cx .
Suppose, inductively, that we have defined the category Wn−1 as well as (n− 1)-equivalences
between objects of Wn−1. Suppose also that there exists a fully faithful and finite product-
preserving functor δ(n−1) : Set → Wn−1. Objects in the image of δ(n−1) are called discrete.
Suppose there exists τ (n−1)0 :Wn−1 → Set such that
(i) δ(n−1) is fully faithful and finite product-preserving and τ (n−1)0 δ(n−1) ∼= idSet ,
(ii) τ (n−1)0 sends (n− 1)-equivalences to bijections,
(iii) τ (n−1)0 preserves fiber products over discrete objects,
(iv) if φ → ψ is a morphism in Wn−1 with ψ discrete, there is an isomorphism φ ∼=∐x∈ψ φx .
We define the category Wn as the full subcategory of functors φ ∈ [Δop,Wn−1] such that φ0 is
discrete and the Segal maps φk → φ1×φ0
k· · · ×φ0 φ1, k  2, are (n− 1)-equivalences.
To complete the inductive step, we need to define n-equivalences as well as functors δ(n),
τ
(n)
0 and verify (i)–(iv) at step n. For this we consider the functor τ (n−1)0 : [Δop,Wn−1] →
[Δop,Set] induced by applying τ (n−1)0 levelwise as in Definition 3.1; that is, for each [k] ∈
Δop, (τ
(n−1)
0 φ)k = τ (n−1)0 φk . Notice that the restriction of this functor to Wn yields a functor
τ
(n−1)
0 :Wn → Ner(Cat) where Ner(Cat) is the full subcategory of those simplicial sets which
are in the image of the nerve functor Ner : Cat → [Δop,Set]. This is because, if φ ∈ Wn, the
Segal maps φk → φ1×φ k· · · ×φ φ1 are (n− 1)-equivalences, hence, by (ii) and (iii), the maps0 0
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(n−1)
0 φk → τ (n−1)0
(
φ1×φ0
k· · · ×φ0φ1
)∼= τ (n−1)0 φ1×τ (n−1)0 φ0 k· · · ×τ (n−1)0 φ0τ (n−1)0 φ1
are bijections. Composing τ (n−1)0 with the isomorphism ν : Ner(Cat) ∼= Cat yields a functor
τ
(n)
1 :Wn → Cat with
Ner τ (n)1 = τ (n−1)0 |Wn , τ (n)1 = ντ (n−1)0 |Wn . (62)
Consider the morphism (∂0, ∂1) :φ1 → φ0 × φ0. Since φ0 × φ0 is discrete (as δ(n−1) preserves
finite products), by (iv), φ1 ∼=∐x,y∈φ0 φ(x,y). A morphism f :φ → ψ in Wn is defined to be an n-
equivalence if, for all x, y ∈ φ0, φ(x,y) → ψ(f x,fy) is an (n− 1)-equivalence and τ (n)1 φ → τ (n)1 ψ
is an equivalence of categories.
Let d :Wn−1 → [Δop,Wn−1] take every object φ ∈ Wn−1 to the constant simplicial object
dφ ∈ [Δop,Wn−1]; that is, (dφ)k = φ. Then dδ(n−1) : Set →Wn. Let
τ
(n)
0 :Wn → Set, τ (n)0 = τ (1)0 τ (n)1 ,
δ(n) : Set →Wn, δ(n) = dδ(n−1).
We check that conditions (i)–(iv) hold for n in place of n− 1. Given a set X, by the induction hy-
pothesis (i), (Ner τ (n)1 dδ(n−1)X)k = τ (n−1)0 δ(n−1)X = X for all k, so that τ (n)1 dδ(n−1)X = δ(1)X.
Hence τ (n)0 δ
(n)X = τ (1)0 τ (n)1 dδ(n−1)X = τ (1)0 δ(1)X = X. Also, δ(n) is fully faithful and finite
product-preserving, since δ(n−1) and d are. Thus (i) holds for n. If f is an n-equivalence, τ (n)1 f
is an equivalence of categories, hence τ (n)0 f = τ (1)0 τ (n)1 f is a bijection, proving (ii). Notice that
τ
(n)
1 preserves fiber products over discrete objects. For instance, consider φ
f−→ D g←− φ in Wn,
with D discrete. By the induction hypothesis (iii), for all k,
(
Ner τ (n)1 (φ ×D ψ)
)
k
= τ (n−1)0 (φk ×Dk ψk)
= τ (n−1)0 φk ×τ (n−1)0 Dk τ
(n−1)
0 ψk
= (Ner τ (n)1 φ)k ×(Ner τ (n)1 D)k (Ner τ (n)1 ψ)k.
This shows that Ner τ (n)1 , and therefore τ
(n)
1 , preserve fiber products over discrete objects. Since
τ
(n)
0 = τ (1)0 τ (n)1 and τ (1)0 also preserves fiber products over discrete objects, it follows that (iii)
holds for n. Finally, if φ → ψ is a morphism in Wn with ψ discrete, then for each k, φk → ψk
is a morphism in Wn−1 and ψk = ψ0 is discrete. Thus, by the induction hypothesis (iv), φk ∼=∐
x∈ψ0(φk)x . It follows that φ ∼=
∐
x∈ψ0 φx where (φx)k = (φk)x .
8.2. Weak n-groupoids
The definition of Tamsamani’s weak n-groupoids Tn can now be given inductively as follows.
We set T1 = Gpd, the category of groupoids in the ordinary sense; that is, categories in which
every arrow is invertible. Suppose we have defined the category Tn−1 of weak (n− 1)-groupoids.
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groupoid and τ (n)1 φ is a groupoid.
Tamsamani proved that weak n-groupoids model n-types. Let Top(n) be the category of n-
types, that is, objects of Top(n) are topological spaces X with πi(X,x) = 0 for all i > n and
x ∈ X. By unraveling the inductive definition of Tn and taking the nerve functor Ner : Gpd →
[Δop,Set] one obtains a full and faithful embedding N :Tn → [Δnop ,Set]. The classifying
space functor B :Tn → Top(n) is obtained by composing N with the classifying space func-
tor B : [Δnop ,Set] → Top as in Section 3. Let Ho(Top(n)) be the category obtained by formally
inverting the weak equivalences, that is the morphisms in Top(n) which induce isomorphisms
of homotopy groups. Then Tamsamani constructed a fundamental weak n-groupoid functor
Πn : Top → Tn and proved the following theorem:
Theorem 8.1. (See [45, Theorem 8].) The functors B and Πn induce an equivalence of categories
Tn/∼n Ho
(
Top(n)
)
between the localization of Tn with respect to the n-equivalences and the homotopy category of
n-types.
We also record the following fact, which is an immediate consequence of the properties of
the functor Πn proved in [44,45]. We will use the following proposition in the proof of our
semistrictification result Theorem 11.4.
Proposition 8.2. Let G,G′ ∈ Tn and suppose that there is a zig–zag of weak equivalences in Top
between BG and BG′. Then there is a zig–zag of n-equivalences in Tn between G and G′.
Proof. Let us denote the zig–zag of weak equivalences in Top between BG and BG′
BG → X1 ← X2 → ·· · → Xi ← ·· · → BG′. (63)
It is proved in [45, Proposition 11.4(i)] that the functor Πn sends weak equivalences to n-
equivalences. Hence applying Πn in (63) we obtain a zig–zag of n-equivalences in Tn
ΠnBG → ΠnX1 ← ΠnX2 → ·· · → ΠnXi ← ·· · → ΠnBG′. (64)
It is also proved in [45, Proposition 11.4(ii)] that for each G ∈ Tn there is an n-equivalence
G → ΠnBG, natural in G. From (64) we therefore obtain the following zig–zag of n-equivalences
between G and G′
G → ΠnBG → ΠnX1 ← ΠnX2 → ·· · → ΠnXi ← ·· · → ΠnBG′ ← G′. 
8.3. Some basic lemmas
We prove some basic technical lemmas about the Tamsamani model. These will not be needed
until Section 10, so they can be skipped at a first reading. Lemma 8.3 is a simple calculation
using the definition of Wn and will be used in the proof of Proposition 10.7, leading to one of
our main theorem (Theorem 10.8). Lemma 8.4 is used to prove Corollary 8.5, which is a basic
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Let τ (n−1)1 : [Δop,Wn−1] → [Δop,Cat] be induced by τ (n−1)1 :Wn−1 → Cat as in Definition 3.1.
Lemma 8.3. For each φ ∈Wn, n > 2, τ (n)1 φ = τ (2)1 τ (n−1)1 φ.
Proof. For each r , (τ (n−1)1 φ)r = τ (n−1)1 φr . We have φ0 = δ(n−1)X = dδ(n−2)X, so that, for
each k,
(
Ner τ (n−1)1 φ0
)
k
= (τ (n−2)0 φ0)k = τ (n−2)0 (dδ(n−2)X)k = τ (n−2)0 δ(n−2)X = X.
Hence τ (n−1)1 φ0 is a discrete category. Since the Segal maps φk → φ1×φ0
k· · · ×φ0φ1 are (n− 1)-
equivalences and, as observed earlier, τ (n−1)1 preserves fiber products over discrete objects, we
have an equivalence of categories
τ
(n−1)
1 φk  τ (n−1)1
(
φ1 ×φ0
k· · · ×φ0 φ1
)= τ (n−1)1 φ1×τ (n−1)1 φ0 k· · · ×τ (n−1)1 φ0τ (n−1)1 φ1;
this proves that τ (n−1)1 φ ∈W2. It follows that
τ
(n)
1 φ = ντ (n−1)0 φ = ντ (1)0 τ (n−1)1 φ = ντ (1)0 τ (n−1)1 φ = τ (2)1 τ (n−1)1 φ. 
Lemma 8.4. Let f :φ → ψ be an n-equivalence in Wn and suppose that ψ ∈ Tn. Then φ ∈ Tn.
Proof. We use induction on n. For n = 1 the lemma amounts to saying that if f :φ → ψ is
an equivalence of categories and ψ is a groupoid, then φ is itself a groupoid. To show this, let
g :ψ → φ be a pseudo inverse and let α be the natural isomorphism α : id ∼= gf . For each arrow
u :x → y in φ we have by naturality that αyu = (gf u)αx . Since ψ is a groupoid, gf u has an
inverse h. The inverse for u is then provided by the composite α−1x hαy , as is easily checked.
Suppose the lemma holds for (n − 1) and let f :φ → ψ be an n-equivalence in Wn with
ψ ∈ Tn. By definition, for each x, y ∈ φ0, the map φ(x,y) → ψ(f x,fy) is an (n − 1)-equivalence,
and the map τ (n)1 φ → τ (n)1 ψ is an equivalence of categories. Since ψ ∈ Tn, ψ(f x,fy) is an (n−1)-
groupoid and τ (n)1 ψ is a groupoid. From the induction hypothesis and the case n = 1 it follows
that φ(x,y) ∈ Tn−1 and τ (n)1 φ ∈ Gpd. Hence φ ∈ Tn. 
Corollary 8.5. For each n  2 the embedding Wn ⊂ [Δop,Wn−1] restricts to an embedding
Tn ⊂ [Δop,Tn−1].
Proof. Let φ ∈ Tn ⊂Wn ⊂ [Δop,Wn−1] and put φk = φ[k]. Clearly φ0 ∈ Tn−1 since φ0 is dis-
crete. Also, φ1 ∼= ∐x,y∈φ0 φ(x,y) ∈ Tn−1 since each φ(x,y) ∈ Tn−1 as φ ∈ Tn. For each k  2,
the Segal map φk → φ1 ×φ0
k· · · ×φ0 φ1 is an (n− 1)-equivalence. It is immediate that, since
φ1, φ0 ∈ Tn−1, we have φ1 ×φ0
k· · · ×φ0 φ1 ∈ Tn−1. Lemma 8.4 then implies that φk ∈ Tn−1 for
k  2. We conclude that φk ∈ Tn−1 for all k  0. 
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9. Internal weak n-groupoids
In this section we introduce the category Dn of internal weak n-groupoids and we show one
of our main theorems (Theorem 9.7) asserting the existence of a functor Dn : Catn(Gp)S → Dn
with the property that BDnG = BG for each G ∈ Catn(Gp)S . We recall from Section 4.1 that
the classifying space BG of a catn-group G is the classifying space BNG of its multinerve. The
existence of Dn is proved by induction on n. The first step of induction, n = 2, is dealt with in
Section 9.4, while the general case is treated in Section 9.5.
9.1. The category Dn of internal weak n-groupoids
In this section we define the category Dn. The idea behind this notion, which is defined by
induction on dimension, is as follows. Suppose V is a category with finite limits equipped with
a notion of discrete object and a notion of weak equivalence. We define a category W2(V) of
Tamsamani weak 2-categories internal to V as the full subcategory of [Δop,V] consisting of those
simplicial objects φ such that φ0 is discrete and the Segal maps are weak equivalences. Let V =
Cat(Gp) and consider the nerve functor (denoted j1 in this section), j1 : Cat(Gp) → [Δop,Gp].
The discrete objects in V are the discrete internal categories; the weak equivalences are the
maps f such that Bj1f is a weak equivalence. We define D2 to be W2(Cat(Gp)). Inductively,
suppose we have defined Dn−1 with a fully faithful embedding jn−1 :Dn−1 → [Δn−1op,Gp].
This embedding allows us to define discrete objects and weak equivalences in Dn−1. Then we
define Dn to be W2(Dn−1). We stress the fact that the terminology “internal weak n-groupoid”
is for us just the name that we give to each object of the category Dn. A priori, other notions of
internal weak n-groupoid may be given.
Definition 9.1. For each n  1 we define a category Dn and a fully faithful embedding
jn :Dn → [Δnop ,Gp], as follows. For n = 1, D1 = Cat(Gp) and j1 = Ner : Cat(Gp) → [Δop,Gp]
is the nerve functor. Suppose, inductively, we have defined Dn−1 together with a full and faith-
ful embedding jn−1 :Dn−1 → [Δn−1op,Gp]. We say an object G of Dn−1 is discrete if jn−1G
is constant; we say that a map f in Dn−1 is a weak equivalence iff Bjn−1f is a weak equiva-
lence, where B : [Δn−1op,Gp] → Top is the classifying space functor. We define Dn to be the full
subcategory of functors φ ∈ [Δop,Dn−1] such that
(i) φ0 is discrete.
(ii) For each k  2, the Segal maps φk → φ1 ×φ0
k· · · ×φ0 φ1 are weak equivalences. We define
the embedding jn :Dn → [Δnop ,Gp] to be the composite
Dn
i
↪→ [Δop,Dn−1] jn−1−−−→ [Δop, [Δn−1op,Gp]]∼= [Δnop ,Gp]
where i is the inclusion and jn−1 is induced by jn−1 (as in Definition 3.1). We call Dn the
category of internal weak n-groupoids.
694 S. Paoli / Advances in Mathematics 222 (2009) 621–727Remark 9.2. By definition, Dn ⊂ [Δop,Dn−1] and D1 = Cat(Gp). It follows that Dn is
a full subcategory of [Δop, [Δop, . . . , [Δop︸ ︷︷ ︸
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[Δn−1op,Cat(Gp)], we also have a fully faithful embedding in :Dn → [Δn−1op ,Cat(Gp)]. The
latter will be used in Section 11.
9.2. The basic construction: the discrete nerve
In Sections 9.4 and 9.5 we will construct a functor Dn which performs the passage from
special catn-group, to the category Dn of internal weak n-groupoids in a way that preserves the
homotopy type. The idea of the functor Dn is to “squeeze” the strongly contractible faces in a
special catn-group to discrete ones, to recover the globularity condition. The definition of the
functor Dn relies on the iterated use of a basic construction, which we call the discrete nerve
functor. In this section we describe this construction in a general context.
Let C be a category with finite limits, C′ ⊂ C a full subcategory and suppose we are given a
functor D :C′ → C′ together with two natural transformations d : idC′ ⇒ D, t :D ⇒ idC′ satis-
fying the condition dt = id. For consistency with the notation used a later on, we shall denote
D(G) = Gd , D(f ) = f d for each object G and morphism f in C′. For notational simplicity we
shall denote each component dG, tG of the natural transformations simply by d and t (this is a
slight abuse of notation, but the omitted subscript is clear from the context). Let (CatC)′ be the
full subcategory of CatC whose objects G are such that the object of objects G0 is in C′. We
define a functor
dsN : (CatC)′ → [Δop,C]
which we call the discrete nerve, as follows. Given G ∈ (CatC)′ consider the usual nerve of G,
which is a simplicial object in C of the form
NerG : · · ·G1 ×G0 G1 ×G0 G1 G1 ×G0 G1 G1
∂0
∂1
G0.
σ0
We now modify NerG by replacing G0 with Gd0 and by modifying the maps ∂0, ∂1, σ0 to produce
the following simplicial object dsNG:
· · ·G1 ×G0 G1 ×G0 G1 G1 ×G0 G1 G1
d∂0
d∂1 Gd0 .
σ0t
In other words, (dsNG)0 = Gd0 , (dsNG)n = Gn for n  1, we have face and degeneracies
d∂i :G1 → Gd0 , i = 0,1, σ0t :Gd0 → G1 while all the other faces and degeneracies are as in NerG.
Notice that the simplicial identities are satisfied because dt = id.
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(dsNF)k =
{
Fd0 , k = 0;
Fk, k > 0.
The only point to note in checking that dsNF is a simplicial map are the relations for i = 0,1,
Fd0 d∂i = d∂ ′iF1 and F1σ0t = σ ′0tF d0 . These follow easily from the naturality of d and t together
with the fact that F is a morphism in CatC. This completes the definition of the functor dsN .
The reason for the name “discrete nerve” is that in Sections 9.4 and 9.5 we will apply this to
the case where C = Catn−1(Gp), C′ = SC Catn−1(Gp), d, t are as in Definition 5.1, so that Gd is
discrete.
9.3. A technical lemma
The following lemma will be used in Sections 9.4 and 9.5 to show that the functor
Dn preserves the homotopy type. Its proof (which is also contained in the proof of [36,
Lemma 4.4]) amounts to a simple computation. Let R : [Δop,Gp] → [Δop,Set] be the composite
[Δop,Gp] Ner−−→ [Δop, [Δop,Set]] ∼= [Δ2op ,Set] diag−−→ [Δop,Set] where Ner : Gp → [Δop,Set] is
the nerve functor and Ner is induced by Ner (as in Definition 3.1).
Lemma 9.3. (See [36].) Let ψ (resp. χ ) be a bisimplicial group and let δhi , δvi , σ hi , σ vi (resp.
μhi ,μ
v
i , ν
h
i , ν
v
i ) be the horizontal and vertical face and degeneracies operators. Suppose that, for
all p > 0 and q  0,
χpq = ψpq,
δvi = μvi :ψp,q+1 → ψpq,
δhi = μhi :ψp+1,q → ψpq,
σ vi = νvi :ψp,q → ψp,q+1,
σ hi = νhi :ψp,q → ψp+1,q .
Then R diagψ = R diagχ .
Proof. Denote by N the composite [Δop,Gp] Ner−−→ [Δop, [Δop,Set]] ∼= [Δ2op ,Set]. Hence
(N diagψ)p0 = {·} and (N diagψ)pq = Uψpp × q· · · ×Uψpp for q > 0, where U : Gp → Set
is the forgetful functor. Also we have
(R diagψ)k = (diagN diagψ)k =
{ {·}, k = 0,
Uψkk × k· · · ×Uψkk, k > 0,
and similarly for R diagχ . By hypothesis ψkk = χkk for k > 0 so that (R diagψ)k =
(R diagχ)k for all k  0. Further, by hypothesis, when n > 0 the face and degeneracy opera-
tors (diagψ)n+1 → (diagψ)n and (diagψ)n → (diagψ)n+1 coincide with the respective ones
for diagχ . This implies that the face and degeneracy operators in positive dimension of R diagψ
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erators, notice that the face maps Uψ11 ⇒ {·} are unique as {·} is the terminal object and the
degeneracy maps {·} → Uψ11 and {·} → Uχ11 coincide as they both send {·} to the unit of the
group ψ11 = χ11. In conclusion R diagψ = R diagχ . 
9.4. From cubical to globular: case n = 2
In this section we construct the functor D2 : Cat2(Gp)S → D2 from special cat2-groups to
internal weak 2-groupoids, and show that it preserves the homotopy type. This is the first step in
the inductive argument we will give in Section 9.5 to construct the functor Dn : Catn(Gp)S → Dn
for any n 2. The case n = 2 was also treated in detail in [36]. We recall it here for completeness.
In the general setting of Section 9.2 let us take C = Cat1(Gp), C′ = SC Cat1(Gp), d, t as in
Definition 5.1. By Section 9.2 there is a functor
dsN : Cat2(Gp)S →
[
Δop,Cat(Gp)
]
.
The next theorem asserts that the image of this functor is in D2 and that dsN preserves the
homotopy type. We also record the fact that dsN acts as the identity on globular objects: this
will be needed in the inductive argument in Theorem 9.7. In what follows the functor j2 :D2 →
[Δ2op ,Gp] is as in Definition 9.1.
Theorem 9.4. Let D2 : Cat2(Gp)S → [Δop,Cat(Gp)] be given by D2 = dsN , then
(i) D2G ∈ D2 for each G ∈ Cat2(Gp)S .
(ii) R diag j2D2G = R diagNG and BD2G = BG for each G ∈ Cat2(Gp)S .
(iii) D2G = G for G ∈ 2 - Cat(Gp).
Proof. Let G ∈ Cat2(Gp)S . Then (D2G)0 = Gd0 , (D2G)1 = G1 and (D2G)k = G1 ×G0
k· · · ×G0 G1
for k > 1. Clearly (D2G)0 is discrete. By Lemma 7.2 for each k  2 the Segal maps G1 ×G0
k· · ·
×G0 G1 → G1 ×Gd0
k· · · ×Gd0 G1 are weak equivalences in Cat(Gp). This proves (i).
To prove (ii) recall that the classifying space of D2G is the classifying space of the bisimpli-
cial group j2D2G where j2 is as in Definition 9.1. Let N : Cat2(Gp) → [Δ2op ,Gp] be the usual
multinerve functor. It is easy to check that the bisimplicial groups j2D2G and NG satisfy the
hypotheses of Lemma 9.3. In fact, recall that j2 is the composite
D2 ↪→
[
Δop,Cat(Gp)
] j1−→ [Δop, [Δop,Gp]]∼= [Δ2op ,Gp]
where j1 = Ner : Cat(Gp) → [Δop,Gp] is the nerve functor. Therefore, by definition of D2 =
dsN , we obtain
(j2D2G)pq =
⎧⎪⎨⎪⎩
(NerGd0 )q, p = 0;
(NerG1)q, p = 1;
(Ner(G1 ×G0
p· · · ×G0 G1))q, p > 1.
On the other hand, the multinerve N is the composite,
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so that
(NG)pq =
⎧⎪⎨⎪⎩
(NerG0)q, p = 0;
(NerG1)q, p = 1;
(Ner(G1 ×G0
p· · · ×G0 G1))q, p > 1.
Hence (j2D2G)pq = (NG)pq for p > 0, q  0. From the definition of dsN , the face and de-
generacies operators of j2D2G and NG differ at most in the case of the horizontal face maps
from (1, q) to (0, q), q  0, horizontal degeneracy maps from (0, q) to (1, q), q  0, vertical
face maps (0, q + 1) → (0, q), q  0 and vertical degeneracy maps (0, q) → (0, q + 1), q  0.
Hence the hypotheses of Lemma 9.3 are satisfied. We conclude that R diag j2D2G = R diagNG,
and therefore BD2G = |R diag j2D2G| = |R diagNG| = BG, which is (iii).
Finally, if G ∈ 2 - Cat(Gp), G0 is discrete, so Gd0 = G0, which immediately implies D2G = G,
which is (iii). 
9.5. From cubical to globular: general case
In this section we construct the functor Dn : Catn(Gp)S → Dn for any n  2. We start
with an overview of the method we are going to use. We saw in Section 9.4 that D2 is the
discrete nerve dsN . In higher dimensions, the definition of Dn amounts to appropriately it-
erating the discrete nerve construction. Namely, in the general setting of Section 9.2 we take
C = Catn−1(Gp), C′ = SC Catn−1(Gp) and d, t as in Definition 5.1. Then we obtain a functor
dsN : (CatC)′ → [Δop,C] where, as in Section 9.4, (CatC)′ is the full subcategory of CatC
whose objects G are such that G0 ∈ C′. Recall that if G is a special catn-group G0 is strongly
contractible; hence there is an inclusion Catn(Gp)S ⊂ (CatC)′. The key point is that from Corol-
lary 6.14 the functor dsN : (CatC)′ → [Δop,C], when restricted to the subcategory Catn(Gp)S
of (CatC)′, yields the following:
Lemma 9.5. The discrete nerve construction yields a functor
dsN : Catn(Gp)S →
[
Δop,Catn−1(Gp)S
]
.
Proof. Let G ∈ Catn(Gp)S . We shall denote for brevity G0 = G(1)0 and G1 = G(1)1 . Then dsNG is
given by
· · ·G1 ×G0 G1 ×G0 G1 G1 ×G0 G1 G1
d∂0
d∂1 Gd0 .
σ0t
(65)
Since Gd0 is discrete, it is strongly contractible and hence special; by Corollary 6.14, G1 and
G1 ×G k· · · ×G G1 are special for all k  2. 0 0
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Lemma 9.5 we can then apply this functor levelwise in (65) to obtain a simplicial object in Dn−1.
That is for n > 2, we define
Dn =Dn−1 ◦ dsN : Catn(Gp)S →
[
Δop,Dn−1
]
where Dn−1 : [Δop,Catn−1(Gp)S] → [Δop,Dn−1] is induced by Dn−1 as in Definition 3.1. In
Theorem 9.7 we are going to show by induction that the image of the functor Dn is in Dn, that
BDnG = BG for all G ∈ Catn(Gp)S and that Dn acts as the identity on globular objects. The first
step in the induction (n = 2) is Theorem 9.4 while the general case is in Theorem 9.7.
Lemma 9.6. Let dsN : Catn(Gp)S → [Δop,Catn−1(Gp)S] be as in Lemma 9.5. Let Dn :
Catn(Gp)S → [Δop,Dn−1] be defined inductively by D2 = dsN , Dn = Dn−1 ◦ dsN for n > 2.
Let G f−→ H h←− G′ be morphisms in Catn(Gp) with G,G′ special and H discrete, and suppose
that either f or h has a section. Then Dn(G ×H G′) =DnG ×DnH DnG′.
Proof. Since H is discrete, it is in particular strongly contractible, hence special; since either
f or h has a section, either Nf or Nh is levelwise surjective so, by Lemma 6.13, G ×H G′ is
special; hence it makes sense to consider Dn(G ×H G′). We claim that, given f and h as in the
hypothesis, we have
dsN (G ×H G′) = dsNG ×dsNH dsNG′. (66)
We shall denote, for each special catn-group G and k  0, Gk = (NerG)k where Ner is the nerve
functor in direction 1. Since G and G′ are special, G0 and G′0 are strongly contractible. Thus the
hypotheses of Lemma 5.3 are satisfied for the diagram G0 f0−→ H0 h0←− G′0 so that G0 ×H0 G′0 is
strongly contractible and, as in Lemma 5.3
(G0 ×H0 G′0)d = Gd0 ×Hd0 G′d0 . (67)
Using (67) and the definition of dsN , (66) follows easily.
We are now going to use (66) to prove the lemma by induction on n. For n = 2, since D2 =
dsN the lemma holds by (66). Suppose, inductively, that the lemma holds for n− 1 and let
G f−→H h←− G′ be morphisms in catn-groups as in the hypothesis. We note that for each k  0 we
can apply the inductive hypothesis to the diagram
(dsNG)k (dsNf )k−−−−−→ (dsNH)k (dsNh)k←−−−−− (dsNG′)k (68)
in Catn−1(Gp). In fact since G and G′ are special, from Lemma 9.5 also (dsNG)k and (dsNG′)k
are special. Since H is discrete, (dsNH)k is discrete. Since either f or h has a section, either
(dsNf )k or (dsNh)k has a section; this is because (dsNf )0 = f d0 and (dsNf )k = fk for
k > 0 and similarly for dsNh so that if, for instance f s = id, then fksk = id for all k > 0 and
f d0 s
d
0 = id.
The inductive hypothesis applied to (68) together with (66) yields, for each k  0,
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=Dn−1(dsNG)k ×Dn−1(dsNH)k Dn−1(dsNG′)k = (DnG ×DnH DnG′)k.
Hence Dn(G ×H G′) =DnG ×DnH DnG′, proving the inductive step. 
Theorem 9.7. Let Dn : Catn(Gp)S → [Δop,Dn−1] be as in Lemma 9.6. Then
(i) DnG ∈ Dn for each G ∈ Catn(Gp)S .
(ii) Let R : [Δop,Gp] → [Δop,Set] be as in Section 9.3. Then R diag jnDnG = R diagNG and
BDnG = BG for each G ∈ Catn(Gp)S .
(iii) DnG = G for each G ∈ n - Cat(Gp).
Proof. We use induction on n. The case n = 2 is Theorem 9.4. Suppose the theorem holds for
n− 1 and let G ∈ Catn(Gp)S .
Proof of (i) at step n. By induction hypothesis (iii), Dn−1Gd0 = Gd0 hence (DnG)0 =
Dn−1(dsNG)0 = Dn−1Gd0 = Gd0 is discrete; to show that DnG ∈ Dn it remains to check that
the Segal maps
Dn−1
(G1 ×G0 k· · · ×G0 G1)→Dn−1G1 ×Gd0 k· · · ×Gd0 Dn−1G1,
for each k  2 are weak equivalences in Dn−1. Consider the case k = 2. By Lemma 7.2 the map
η2 :G1 ×G0 G1 → G1 ×Gd0 G1 is a weak equivalence in Cat
n−1(Gp). Using induction hypothesis (ii)
we see that this implies that the map Dn−1(G1 ×G0 G1) →Dn−1(G1 ×Gd0 G1) is a weak equivalence
in Dn−1. This is because we have weak equivalences
BDn−1(G1 ×G0 G1) = B(G1 ×G0 G1)  B(G1 ×Gd0 G1) = BDn−1(G1 ×Gd0 G1). (69)
On the other hand, since G is special, G1 is special (recall Remark 6.2(b)), so the diagram
G1 d∂0−−→ Gd0 d∂1←−− G1 satisfies the hypotheses of Lemma 9.6. This lemma, together with induc-
tive hypothesis (iii), gives
Dn−1(G1 ×Gd0 G1) =Dn−1G1 ×Dn−1Gd0 Dn−1G1 =Dn−1G1 ×Gd0 Dn−1G1. (70)
From (69) and (70) we conclude that the Segal map
Dn−1(G1 ×G0 G1) →Dn−1G1 ×Gd0 Dn−1G1 = (DnG)1 ×(DnG)0 (DnG)1
is a weak equivalence in Dn−1, as required. The case k > 2 is completely similar.
Proof of (ii) at step n. An easy computation shows that the following composite functors from
n-simplicial groups to simplicial sets coincide (the “bar” notation is as in Definition 3.1):
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[
Δn
op
,Gp
] Ner−−→ [Δnop , [Δop,Set]]∼= [Δn+1op,Set] diag−−→ [Δop,Set],
R2 :
[
Δn
op
,Gp
] diag−−→ [Δop,Gp] R−→ [Δop,Set],
R3 :
[
Δn
op
,Gp
]∼= [Δop, [Δn−1op ,Gp]] diag−−→ [Δop, [Δop,Gp]]
R−→ [Δop, [Δop,Set]]∼= [Δ2op ,Set] diag−−→ [Δop,Set].
Also note that for n = 2, R3 is simply given by the composite
[
Δ2
op
,Gp
]∼= [Δop, [Δop,Gp]] R−→ [Δop, [Δop,Set]]∼= [Δ2op ,Set] diag−−→ [Δop,Set].
We want to show that R diag jnDnG = R diagNG; that is, R2jnDnG = R2NG. From above,
this is the same as showing that R3jnDnG = R3NG. We are going to compute R3jnDnG using
the inductive hypothesis. Recall from Definition 9.1 that jn :Dn → [Δnop ,Gp] is given by the
composite
Dn ↪→
[
Δop,Dn−1
] jn−1−−−→ [Δop, [Δn−1op ,Gp]]∼= [Δnop ,Gp].
Hence, given G ∈ Catn(Gp)S , jnDnG as a simplicial object in [Δn−1op,Gp] takes [k] ∈ Δop to
jn−1(DnG)k = jn−1Dn−1(dsNG)k . It is immediate that jn−1Gd0 = NGd0 ; hence, from the form
of dsNG, jnDnG, as a simplicial object in [Δn−1op ,Gp] is given by
· · · jn−1Dn−1(G1 ×G0 G1 ×G0 G1) jn−1Dn−1(G1 ×G0 G1)
jn−1Dn−1G1 NGd0 . (71)
By the definition of R3, in order to compute R3jnDnG we need to apply the composite
R ◦ diag : [Δn−1op,Gp] → [Δop,Set] levelwise in (71) and then take the diagonal of the resulting
bisimplicial set. Thus R3jnDnG is the diagonal of the bisimplicial set
· · · R diag jn−1Dn−1(G1 ×G0 G1) R diag jn−1Dn−1G1 R diagNGd0 . (72)
By the induction hypothesis, for each k  2
R diag jn−1Dn−1G1 = R diagNG1 and
R diag jn−1Dn−1
(G1 ×G0 k· · · ×G0 G1)= R diagN (G1 ×G0 k· · · ×G0 G1).
Hence (72) coincides with
· · ·R diagN (G1 ×G0 G1) R diagNG1 R diagNGd0 (73)
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of R3 we see that R3NG is the diagonal of the bisimplicial set
· · ·R diagN (G1 ×G0 G1) R diagNG1 R diagNG0. (74)
Hence to show R3jnDnG = R3NG we need to show that the diagonals of (73) and (74) coincide.
To prove this, consider the two bisimplicial groups
· · ·diagN (G1 ×G0 G1) diagNG1 diagNGd0 , (75)
· · ·diagN (G1 ×G0 G1) diagNG1 diagNG0. (76)
It is easy to see that (75) and (76) satisfy the hypotheses of Lemma 9.3, so that by Lemma 9.3
applying R2 to (75) and (76) yields the same simplicial set. But R2 = R3, hence applying R3 to
(75) and (76) gives the same simplicial set. From the expression of R3 for n = 2 we see that R3
applied to (75) and (76) gives respectively the diagonals of (73) and (74). This shows that the
diagonals of (73) and (74) coincide. Thus R3jnDnG = R3NG. Since R3 = R2 this means that
R2jnDnG = R2NG which proves the first part of (ii); since (as recalled in Section 3) B = |R1|
and R1 = R2 we also have BDnG = BjnDnG = |R1jnDnG| = |R1NG| = BNG = BG. This
concludes the inductive step.
Proof of (iii) at step n. Since G ∈ n - Cat(Gp), G0 is discrete so Gd0 = G0, which im-
plies dsNG = G. Therefore DnG = Dn−1 ◦ dsNG = Dn−1G, so that (DnG)0 = Dn−1G0,
(DnG)1 = Dn−1G1, (DnG)k = Dn−1(G1 ×G0
k· · · ×G0 G1) for k  2. On the other hand, since
G ∈ n - Cat(Gp), it follows that G0, G1, G1 ×G0
k· · · ×G0 G1 are all in (n − 1) - Cat(Gp). Hence by
the induction hypothesis Dn−1G0 = G0, Dn−1G1 = G1, Dn−1(G1 ×G0
k· · · ×G0 G1) = G1 ×G0
k· · ·
×G0 G1. It follows that DnG = G. 
10. From internal weak n-groupoids to Tamsamani’s weak (n + 1)-groupoids
In this section we perform the third main step in the construction of the comparison func-
tor F : Catn(Gp) → Hn+1, which consists of proving (Theorem 10.8) the existence of a func-
tor Vn :Dn → Hn+1 from internal weak n-groupoids to a subcategory Hn+1 of Tamsamani
(n + 1)-groupoids which preserves the homotopy type and sends weak equivalences to (n+ 1)-
equivalences. The construction of Vn is by induction on n. The first step of the induction, n = 2,
is dealt with in Section 10.4. The formal treatment of the general case in Section 10.6 is preceded
by a more informal overview section (Section 10.5) which is especially aimed at clarifying the
logical structure of the inductive argument in Section 10.6. The three main theorems of the paper
(Theorems 6.11, 9.7 and 10.8) immediately imply (Corollary 10.9) the existence of the compar-
ison functor F : Catn(Gp)S →Hn+1.
10.1. Geometric versus categorical equivalences
The following lemma is essential in the proof of Theorem 10.4, Lemma 10.6, Proposition 10.7,
leading to one of our main results, Theorem 10.8.
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Proof. If f is an n-equivalence, then Bf is a weak equivalence as proved in [45, Proposi-
tion 11.2b]. We prove the converse by induction on n. The statement is well known to hold
for groupoids; that is, for n = 1 (see for instance [34]). In fact, if φ is a groupoid its nerve
Nerφ is a fibrant simplicial set. Therefore (see for instance [47]) π0 Nerφ = φ0/∼ where, for
each y ∈ φ1, we have ∂0y ∼ ∂1y and for each x ∈ φ0 we have π1(Nerφ,x) = Homφ(x, x)
and πi(Nerφ,x) = 0 for i > 1. Since φ is a groupoid, for any x, x′ such that Homφ(x, x′) is
not empty we have Homφ(x, x) = Homφ(x, x′). Let f :φ → ψ be a map of groupoids such
that Bf is a weak equivalence; then φ0/∼ ∼= ψ0/∼ so that f is essentially surjective on ob-
jects; also for each x, x′ ∈ φ0, we have π1(Nerφ,x) ∼= π1(Nerψ,f (x)) that is, from above,
Homφ(x, x′) ∼= Homψ(f x,f x′); so f is fully faithful. In conclusion f is an equivalence of
categories.
Suppose the lemma is true for n and let f :φ → ψ be a morphism in Tn+1 such that Bf is a
weak equivalence. By [45, Proposition 11.4] there is an (n+ 1)-equivalence α :φ → Πn+1(Bφ)
natural in φ and, since Bf is a weak equivalence, Πn+1(Bf ) is an (n + 1)-equivalence. We
therefore have a commutative diagram:
φ
αφ
f
Πn+1Bφ
Πn+1Bf
ψ
αψ
Πn+1Bψ.
(77)
Thus for each x, y ∈ φ0 we have a commutative diagram in Tn
φ(x,y)
α(x,y)
f(x,y)
(Πn+1Bφ)(αx,αy)
(Πn+1Bf )(αx,αy)
ψ(f x,fy)
α(f x,fy)
(Πn+1Bψ)(αf x,αfy)
(78)
in which α(x,y), α(f x,fy), (Πn+1Bf )(αx,αy) are n-equivalences. Thus in particular Bα(x,y),
Bα(f x,fy), B(Πn+1Bf )(αx,αy) are weak equivalences; the commutativity of (78) and the 2 out of
3 property of weak equivalences imply that Bf(x,y) is a weak equivalence. By the induction hy-
pothesis, we conclude that f(x,y) is an n-equivalence. Finally, from (77) we obtain a commutative
diagram in T1
τ
(n+1)
1 φ
τ
(n+1)
1 αφ
τ
(n+1)
1 f
τ
(n+1)
1 Πn+1(Bφ)
τ
(n+1)
1 Πn+1Bf
τ
(n+1)
1 ψ
τ
(n+1)
1 αψ
τ
(n+1)
1 Πn+1(Bψ)
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(n+1)
1 αψ , τ
(n+1)
1 Πn+1Bf are equivalences of groupoids. By the 2 out of 3
property, so is τ (n+1)1 f . This concludes the proof that f is an (n+ 1)-equivalence. 
10.2. A subcategory of Tamsamani weak n-groupoids
We define a subcategory Hn of Tamsamani weak n-groupoids. We will prove in Sec-
tions 10.4, 10.5, 10.6 that there is a functor Vn :Dn →Hn+1 preserving the homotopy type and
sending weak equivalences to (n + 1)-equivalences. Let φ ∈ Tn. Recall from Corollary 8.5 that
Tn ⊂ [Δop,Tn−1] and that T1 = Gpd is the category of groupoids. Recall from Section 8.1 that
an object of Tn−1 is discrete if it is in the image of the functor δ(n−1) : Set → Tn−1. We denote
by {·} any one-element set. Since {·} is the terminal object in Set, δ(n−1){·} is the terminal object
in Tn−1. Hence a fiber product in Tn−1 over δ(n−1){·} coincides with the categorical product.
Definition 10.2. The category Hn is the full subcategory of Tn whose objects φ are such that
(i) φ0 = δ(n−1){·}.
(ii) For each k  0, the Segal maps φk → φ1 ×φ0
k· · · ×φ0 φ1 = φ1×
k· · · ×φ1 are isomorphisms.
A map f in Hn is an n-equivalence if and only if it is an n-equivalence in Tn.
The following are straightforward facts about Hn.
Remark 10.3.
(a) Recall from Remark 8.6 that there is a full and faithful embedding of Tn−1 in [Δn−2op,Gpd].
Under this embedding the discrete (n− 1)-groupoid δ(n−1){·} corresponds to a functor
Δn−2op → Gpd which is constant with value in the trivial groupoid.
(b) By definition a map f :φ → ψ in Hn is an n-equivalence if and only if for each x, y ∈ φ0,
f(x,y) :φ(x,y) → ψ(f x,fy) is an (n−1)-equivalence and τ (n)1 f is an equivalence of groupoids.
Since φ0 and ψ0 are terminal objects, it is immediate that φ(x,y) = φ1 and ψ(f x,fy) = ψ1.
Hence f is an n-equivalence if and only if f1 :φ1 → ψ1 is an (n− 1)-equivalence and τ (n)1 f
is an equivalence of groupoids.
10.3. Delooping from a group-based structure to a set-based structure
Recall that, by Remark 9.2, Dn is a full subcategory
Dn ⊂
[
Δop,
[
Δop, . . . ,
[
Δop︸ ︷︷ ︸
n−1
,Cat(Gp)
] · · ·]] (79)
and, by Remark 8.6, Tn is a full subcategory
Tn ⊂
[
Δop,
[
Δop, . . . ,
[
Δop︸ ︷︷ ︸,Gpd] · · ·]]. (80)n−1
704 S. Paoli / Advances in Mathematics 222 (2009) 621–727The right sides of (79) and (80) are isomorphic to [Δn−1op,Cat(Gp)] and [Δn−1op ,Gpd] respec-
tively, but for their use later in Sections 10.5 and 10.6 it is clearer to keep them in the form (79)
and (80). In this section we define for each n 2 a functor
Vn :
[
Δop,
[
Δop, . . . ,
[
Δop︸ ︷︷ ︸
n−1
,Cat(Gp)
] · · ·]]→ [Δop, [Δop, . . . , [Δop︸ ︷︷ ︸
n
,Gpd
] · · ·]].
This functor will be used in Sections 10.4, 10.5, 10.6 to perform the passage from the category
Dn of internal weak n-groupoids to the category Hn+1 ⊂ Tn+1. More precisely, we will show in
10.6 that when restricted to the full subcategory Dn we obtain a functor Vn :Dn →Hn+1.
Informally, the functor Vn is easily described as follows. Recall that a group can be considered
as a category with just one object, hence there is a nerve functor from the category of groups to
the category of simplicial sets. Given an object φ of[
Δop,
[
Δop, . . . ,
[
Δop︸ ︷︷ ︸
n−1
,Cat(Gp)
] · · ·]],
to construct Vnφ we first take the nerve of each group occurring in the diagram defining φ.
Next we regard the resulting multisimplicial structure as a simplicial object using as simplicial
direction the “delooping” direction; that is, the direction along which we took the nerve of each
group.
It is important for its use in the subsequent sections that the definition of the functor Vn is made
precise and that the appropriate notation is in place. Since every internal category in groups is an
internal groupoid, the forgetful functor U : Gp → Set gives rise to a functor U1 : Cat(Gp) → Gpd
which we call the underlying groupoid functor. For each n 2 we define a functor
Un :
[
Δop,
[
Δop, . . . ,
[
Δop︸ ︷︷ ︸
n−1
,Cat(Gp)
] · · ·]]→ [Δop, [Δop, . . . , [Δop︸ ︷︷ ︸
n−1
,Gpd
] · · ·]].
This functor takes the underlying groupoid of every cat1-group occurring in each object of its do-
main. Formally Un is defined inductively as follows. For n = 2 the functor U2 : [Δop,Cat(Gp)] →
[Δop,Gpd] is obtained by applying U1 levelwise; that is, with our usual notation as in Def-
inition 3.1, U2 = U1. Thus if φ ∈ [Δop,Cat(Gp)] we have (U2φ)k = U1φk ∈ Gpd. Suppose,
inductively, that we have defined Un−1. Then we set Un = Un−1.
We now define Vn. In what follows the functor δ(n) is as in Section 8.1. That is, δ(1) : Set →
Gpd takes a set X to the discrete groupoid on X. Inductively, δ(n) = dδ(n−1) where d :Tn−1 →
[Δop,Tn−1] is the constant simplicial object functor. Given
φ ∈ [Δop, [Δop, . . . , [Δop︸ ︷︷ ︸
n−1
,Cat(Gp)
] · · · ]]
then
Vnφ ∈
[
Δop,
[
Δop, . . . ,
[
Δop︸ ︷︷ ︸,Gpd] · · · ]]n
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(Vnφ)r ∈
[
Δop,
[
Δop, . . . ,
[
Δop︸ ︷︷ ︸
n−1
,Gpd
] · · · ]]
given by
(Vnφ)r =
⎧⎪⎨⎪⎩
δ(n){·}, r = 0;
Unφ, r = 1;
Unφ× r· · · ×Unφ, r > 1.
(81)
The faces and degeneracy operators in the simplicial object Vnφ are those given by the
nerve construction. More precisely, the nerve functor Ner : Gp → [Δop,Set] induces a functor
N : Cat(Gp) → [Δop,Gpd] obtained by taking the nerves of the group of objects, groups of
arrows, groups of composable arrows of the internal category. Explicitly, for each p  0 and
G ∈ Cat(Gp), denoting by ∗ the trivial groupoid, we have
(NG)p =
⎧⎪⎨⎪⎩
∗, p = 0;
U1G, p = 1;
U1G× p· · · ×U1G, p > 1.
(82)
On the other hand, from the definition of Un we know that, for each [p1] . . . [pn] ∈ Δop,
(Unφ)([p1])([p2]) . . . ([pn−1]) = U1(φ([p1])([p2]) . . . ([pn−1])). Hence the face and degener-
acy operators in (82) give the corresponding ones in Vnφ. We finally illustrate the case n = 2
with a picture. Given φ ∈ [Δop,Cat(Gp)] V2φ ∈ [Δop, [Δop,Gpd]] is given by
...
...
...
...
...
· · ·U1φ2 ×U1φ2 ×U1φ2 U1φ2 ×U1φ2 U1φ2 ∗ q = 2
· · ·U1φ1 ×U1φ1 ×U1φ1 U1φ1 ×U1φ1 U1φ1 ∗ q = 1
· · ·U1φ0 ×U1φ0 ×U1φ0 U1φ0 ×U1φ0 U1φ0 ∗ q = 0
· · · r = 3 r = 2 r = 1 r = 0
where V2φ is a simplicial object in [Δop,Gpd] along the delooping direction r ; that is, the direc-
tion along which we take the nerve of each group.
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In this section we perform the passage from the category D2 of internal weak 2-groupoids to
the subcategory H3 ⊂ T3 of Tamsamani weak 3-groupoids. This is the first step in the inductive
argument we will give in Section 10.5 to construct a functor Vn :Dn → Hn+1 for general n
which preserves the homotopy type and sends weak equivalences to (n + 1)-equivalences. This
low-dimensional case has also been treated in [36]. We include it here for completeness and also
because we use a slightly different notation from [36]. We first give an overview of the main
ideas. Throughout this section, the “bar” notation is as in Definition 3.1.
We need to show that V2 : [Δop,Cat(Gp)] → [Δop, [Δop,Gpd]] restricts to a functor
V2 :D2 → H3, sending weak equivalences to 3-equivalences. Notice that the Segal maps in the
“delooping” direction along which we took the nerve of each group are automatically isomor-
phisms; that is, for each k  2, (V2φ)k ∼= (V2φ)1 ×(V2φ)0 · · ·×(V2φ)0 (V2φ)1 and (V2φ)0 = δ(2){·}.
These are precisely the two conditions defining the full subcategory H3 of T3. What remains to
be proved to show that V2φ ∈H3 when φ ∈ D2 is that U2φ ∈ T2 and τ (3)1 V2φ is a groupoid. To
show that U2φ ∈ T2 we need to show that its Segal maps are equivalences of groupoids and that
τ
(2)
1 U2φ is a groupoid. The first fact is a consequence of the definition of D2 while the latter
is a computation that shows τ (2)1 U1φ is the underlying groupoid of an object of Cat(Gp). More
precisely, we construct a functor T 1 :D2 → Cat(Gp) satisfying
τ
(2)
1 U2φ = U1T (1)φ (83)
for every φ ∈ D2. Finally, the fact that τ (3)1 V2φ is a groupoid is a direct computation, and the fact
that V2 sends weak equivalences to 3-equivalences is a consequence of the notion of classifying
space of a multisimplicial group and of Lemma 10.1.
Theorem 10.4. Let V2 : [Δop,Cat(Gp)] → [Δop, [Δop,Gpd]] be as in (81). Then V2 restricts to
a functor V2 :D2 →H3. Further, for each φ ∈ D2, Bφ = BV2φ and V2 sends weak equivalences
in D2 to 3-equivalences in H3.
Proof. Let φ ∈ D2 ⊂ [Δop,Cat(Gp)]. By definition of H3, to show that V2φ ∈ H3 we need to
show that
(i) (V2φ)0 = δ(2){·}.
(ii) For each k  2 the Segal maps (V2φ)k → (V2φ)1 ×(V2φ)0 · · · ×(V2φ)0 (V2φ)1 are isomor-
phisms.
(iii) U2φ ∈ T2.
(iv) τ (3)1 V2φ is a groupoid.
Proof of (i) and (ii). These hold automatically from the definition of V2. 
Proof of (iii). Recall from Section 10.3 that U2 = U1, so (U2φ)k = U1φk for all k  0. By
definition of T2, to show that U2φ ∈ T2 we need to check that
(a) U1φ0 is discrete.
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k· · · ×U1φ0 U1φ1 are equivalences of cate-
gories.
(c) For all x, y ∈ U1φ0, (U2φ)(x,y) is a groupoid.
(d) τ (2)1 U2φ is a groupoid.
Notice that (a) is immediate since, as φ ∈ D2, φ0 is a discrete internal category in groups. Also (c)
is immediate since U1φ1 is a groupoid. To prove (b), recall that since φ ∈ D2, for all k  0 the Se-
gal maps φk → φ1 ×φ0
k· · · ×φ0 φ1 are weak equivalences in Cat(Gp). That is, by Lemma 4.3, the
maps of simplicial groups Nerφk → Ner(φ1 ×φ0
k· · · ×φ0 φ1) induce isomorphisms of homotopy
groups for all i  0
πi Nerφk ∼= πi Ner
(
φ1 ×φ0
k· · · ×φ0 φ1
)
. (84)
But the homotopy groups of a simplicial group are the homotopy groups of the underlying
(fibrant) simplicial set (see for instance [47]). Hence if N : Gpd → [Δop,Set] is the nerve func-
tor we obtain isomorphisms for all i  0, πiNU1φk ∼= πiN(U1φ1 ×U1φ0
k· · · ×U1φ0 U1φ1). This
means that the maps of groupoids U1φk → U1φ1 ×U1φ0
k· · · ×U1φ0 U1φ1 are weak equivalences;
that is, they induce weak equivalences of classifying spaces. By Lemma 10.1 (case n = 1) these
maps are also categorical equivalences. This completes the proof of (b).
To prove (d), we are going to show that τ (2)1 U2φ is the underlying groupoid of an object of
Cat(Gp). Let π0 : Cat(Gp) → Gp be as in Lemma 4.3 and let π0 : [Δop,Cat(Gp)] → [Δop,Gp]
be induced by π0 (as in Definition 3.1). As recalled in Lemma 4.3 π0 preserves fiber products
over discrete objects and sends weak equivalences to isomorphisms. Hence, if φ ∈ D2, for all
k  2 we have (π0φ)k = π0(φ1 ×φ0
k· · · ×φ0 φ1) ∼= (π0φ)1×(π0φ)0
k· · · ×(π0φ)0(π0φ)1.
This shows that π0φ is the nerve of an object of Cat(Gp). In other words, π0 restricts to a
functor π0 :D2 → Ner(Cat(Gp)) from D2 to the full subcategory Ner(Cat(Gp)) of those sim-
plicial groups which are nerves of objects of Cat(Gp). Composing π0 with the isomorphism
η : Ner Cat(Gp) ∼= Cat(Gp) we obtain a functor T (1) :D2 → Cat(Gp) with
T (1) = ηπ0|D2 , Ner ◦ T (1) = π0|D2 .
We claim that, for all φ ∈ D2
τ
(2)
1 U2φ = U1T (1)φ. (85)
To prove this, observe that if U : Gp → Set is the forgetful functor
Uπ0 = τ (1)U1 (86)0
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[Δop,Gp] U [Δop,Set]
Ner Cat(Gp) U
η
Ner(Gpd)
ν
Cat(Gp)
U1 Gpd
(87)
where U is induced by U . Recalling that, by definition (see (62) in Section 8.1), τ (2)1 = ντ (1)0 ,
T (1) = ηπ0|D2 and U2 = U1, we obtain from (86) and (87):
τ
(2)
1 U2φ = ντ (1)0 U1φ = ντ (1)0 U1φ = νUπ0φ = νUπ0φ = U1ηπ0φ = U1T (1)φ
which is (85). Hence for any φ ∈ D2, τ (2)1 U2φ is the underlying groupoid of the internal category
in groups T (1)φ. This concludes the proof of (d). 
Proof of (iv). Recalling from (62) in Section 8.1 that Ner τ (3)1 = τ (2)0 and τ (2)0 = τ (1)0 τ (2)1 we
obtain, for all k  0,
(
Ner τ (3)1 V2φ
)
k
= (τ (2)0 V2φ)k = τ (2)0 (V2φ)k = τ (1)0 τ (2)1 (V2φ)k.
Using (85), (86), the expression of (V2φ)k and the fact, noted in Section 8.1, that τ (2)1 preserves
fiber products over discrete objects we therefore calculate, for all k > 1,
(
Ner τ (3)1 V2φ
)
0 = {·},(
Ner τ (3)1 V2φ
)
1 = τ (1)0 τ (2)1 U2φ = τ (1)0 U1T (1)φ = Uπ0T (1)φ,(
Ner τ (3)1 V2φ
)
k
= τ (1)0 τ (2)1
(
U2φ× k· · · ×U2φ
)= Uπ0T (1)φ× k· · · ×Uπ0T (1)φ.
This shows that Ner τ (3)1 V2φ is the nerve of the group π0T
(1)φ. Thus τ (3)1 V2φ is a group, so in
particular a groupoid, as required. 
To complete the proof of the theorem we need to show that V2 preserves the homotopy
type and that it sends weak equivalences to 3-equivalences. The classifying space of an object
φ ∈ D2 is by definition the classifying space of the bisimplicial group j2φ, where the embedding
j2 :D2 → [Δ2op ,Gp] is as in Definition 9.1. As recalled in Section 3, to compute the classifying
space of a multisimplicial group we take the nerve of the group in each dimension and then com-
pute the classifying space of the resulting multisimplicial set. Formally, we have the composite
functor B :D2 → Top given by
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j2−→ [Δ2op ,Gp] Ner−−→ [Δ2op , [Δop,Set]]∼= [Δ3op ,Set] diag−−→ [Δop,Set] |·|−→ Top
where Ner is induced by the nerve functor Ner : Gp → [Δop,Set], diag is the multidiagonal
and | · | is the geometric realization. On the other hand, recall that the classifying space of any
object of T3 (hence in particular of H3) is obtained by taking the nerve of each groupoid in
the embedding T3 ⊂ [Δop,T2] ⊂ [Δop, [Δop,Gpd]] and then taking the classifying space of the
resulting 3-simplicial set. Formally, we have the composite functor B :T3 → Top given by
T3 ↪→
[
Δop,T2
]
↪→ [Δop, [Δop,Gpd]] Ner−−→ [Δop, [Δop, [Δop,Set]]]
∼= [Δ3op ,Set] diag−−→ [Δop,Set] |·|−→ Top.
Since the functor V2 :D2 →H3 is obtained by taking the nerve of the group at each dimension it
is clear that the two functors
D2
j2−→ [Δ2op ,Gp] Ner−−→ [Δ2op , [Δop,Set]]∼= [Δ3op ,Set]
and
D2
V2−→H3 ↪→
[
Δop,
[
Δop,Gpd
]] Ner−−→ [Δop, [Δop, [Δop,Set]]]∼= [Δ3op ,Set]
when applied to the same φ ∈ D2 yield 3-simplicial sets which can differ at most by a permutation
of the simplicial coordinates, and which therefore have the same diagonal. Hence Bφ = BVφ
for all φ ∈ D2.
Finally, suppose that f :φ → ψ is a weak equivalence in D2; then BV2φ = Bφ 
Bψ = BV2ψ so that BV2f is a weak equivalence. By Lemma 10.1, V2f is therefore a 3-
equivalence. 
In Section 10.6 we will construct by induction the functor Vn :Dn →Hn+1 for each n 2. In
proving the inductive step we will need the following corollary. A discussion of why this will be
needed in the construction of V3 is contained in the overview Section 10.5.
Corollary 10.5. The functor T (1) :D2 → Cat(Gp) preserves weak equivalences and fiber prod-
ucts over discrete objects and sends discrete objects to discrete objects.
Proof. Recall that Ner ◦ T (1) = π0|D2 and that, by Lemma 4.3, π0 : Cat(Gp) → Gp preserves
fiber products over discrete objects. Consider the fiber product in D2 φ×ψ φ, where ψ is discrete.
Then, for each k  0, ψk is a discrete object of Cat(Gp) so we have(
NerT (1)(φ ×ψ φ)
)
k
= π0(φ ×ψ φ)k =
(
NerT (1)φ
)
k
×(NerT (1)ψ)k
(
NerT (1)φ
)
k
.
We conclude that NerT (1)(φ ×ψ φ) = Ner(T (1)φ ×T (1)ψ T (1)φ), and therefore T (1)(φ ×ψ φ) =
T (1)φ ×T (1)ψ T (1)φ. That is, T (1) preserves fiber products over discrete objects.
It is clear that if ψ is a discrete object of D2 then T (1)ψ is a discrete object of Cat(Gp).
It remains to prove that T (1) preserves weak equivalences. Let f :φ → ψ be a weak equiv-
alence in D2. By Theorem 10.4 V2f is a 3-equivalence in H3. Hence (see Remark 10.3(b))
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lence of groupoids. But recall from (85) that τ (2)1 U2φ = U1T (1)φ, for each φ ∈ D2; therefore we
conclude that
τ
(2)
1 U2f = U1T (1)f :U1T (1)φ → U1T (1)ψ (88)
is a weak equivalence. This easily implies that the map of Cat(Gp) T (1)f :T (1)φ → T (1)ψ is
a weak equivalence. In fact, if N : Gpd → [Δop,Set] is the nerve functor, the weak equivalence
(88) gives isomorphisms of homotopy groups
πiNU1T
(1)φ ∼= πiNU1T (1)ψ (89)
for all i  0. If Ner : Cat(Gp) → [Δop,Gp] is the nerve functor, arguing as in the proof of The-
orem 10.4 (proof of (iii)), the underlying simplicial set of the simplicial group NerT (1)φ is
NU1T (1)φ, and similarly for ψ . But the homotopy groups of a simplicial group are the ho-
motopy groups of the underlying fibrant simplicial set. Hence (89) yields isomorphisms for all
i  0, πi NerT (1)φ ∼= πi NerT (1)ψ . By Lemma 4.3 this shows that T (1)f is a weak equivalence
in Cat(Gp). 
10.5. From internal weak n-groupoids to Tamsamani model: overview of the general case
In this section we provide an overview of the most important steps in the proof of The-
orem 10.8, which establishes the passage, for any n, from the category Dn of internal weak
n-groupoids to the category Hn+1. Let
Vn :
[
Δop,
[
Δop, . . . ,
[
Δop︸ ︷︷ ︸
n−1
,Cat(Gp)
] · · · ]]→ [Δop, [Δop, . . . , [Δop︸ ︷︷ ︸
n
,Gpd
] · · ·]],
be as in (81). Recall from Remark 8.6 and Remark 9.2 that Dn and Tn+1 are full subcategories
respectively of the domain and codomain of Vn. Our aim is to show that Vn restricts to a functor
Vn :Dn →Hn+1. We will also see that this functor preserves the homotopy type and sends weak
equivalences to (n+ 1)-equivalences.
By definition of Hn+1 to show that Vnφ ∈Hn+1 when φ ∈ Dn we need to show that:
(i) (Vnφ)0 = δ(n){·}.
(ii) For each k  0, the Segal maps (Vnφ)k → (Vnφ)1 ×(Vnφ)0 · · · ×(Vnφ)0 (Vnφ)1 are isomor-
phisms.
(iii) Unφ ∈ Tn.
(iv) τ (n+1)1 Vnφ is a groupoid.
Notice that (i) and (ii) hold automatically from the definition of Vn: the Segal maps in the de-
looping direction along which we took the nerve of each group are automatically isomorphisms.
We are going to give an inductive argument to show that Vnφ ∈Hn+1 when φ ∈ Dn and that
Vn :Dn →Hn+1 has the desired properties. However, this will not be a simple induction starting
from the hypothesis that there is Vn−1 :Dn−1 →Hn. The argument is more complex and we are
going to explain below why this needs to be the case. We know by Section 10.4 that V2φ ∈ H3
when φ ∈ D2, so in particular (iii) above holds for n = 2. We could start inductively by supposing
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for n. As we will see, this will help us to identify what is the correct inductive hypothesis we
need to assume. In what follows the “bar” notation is as in Definition 3.1.
Suppose that for each ψ ∈ Dn−1, Un−1ψ ∈ Tn−1. Recall from Section 10.3 that Un = Un−1.
Thus if φ ∈ Dn ⊂ [Δop,Dn−1] we have (Unφ)k = Un−1φk for all k  0; hence, by the induc-
tion hypothesis, Unφ ∈ [Δop,Tn−1]. Notice also that Un−1φ0 is discrete, as φ0 is discrete (since
φ ∈ Dn). So what remains to be proved for Unφ to be an object of Tn is that:
(a) For all k  0, the Segal maps Un−1φk → Un−1φ1 ×Un−1φ0
k· · · ×Un−1φ0 Un−1φ1 are (n− 1)-
equivalences.
(b) τ (n)1 Unφ is a groupoid.
The proof of (a) is very similar to the case n = 2 and relies on Lemma 10.1 which guarantees
that, in the category Tn−1, the (n − 1)-equivalences and the weak equivalences coincides. More
precisely, since φ ∈ Dn there is a weak equivalence φk → φ1 ×φ0
k· · · ×φ0 φ1 in Dn−1, for each
k  2. It is not hard to show that this gives rise to a weak equivalence in Tn−1:
Un−1φk → Un−1
(
φ1 ×φ0
k· · · ×φ0 φ1
)∼= Un−1φ1 ×Un−1φ0 k· · · ×Un−1φ0 Un−1φ1.
By Lemma 10.1, these are also (n− 1)-equivalences, proving (a).
The strategy to prove (b) is, as in the case n = 2, to show that τ (n)1 Unφ is the underlying
groupoid of an object of Cat(Gp). The argument for general n however involves an issue which
does not appear in the case n = 2. To understand why this is the case, let us consider for instance
the case n = 3 and try to compute τ (3)1 U3φ, for each φ ∈ D3. Using Lemma 8.3 and the fact that
U3 = U2 we compute
τ
(3)
1 U3φ = τ (2)1 τ (2)1 U2φ = τ (2)1 τ (2)1 U2φ. (90)
Let T (1) :D2 → Cat(Gp) be as in the proof of Theorem 10.4 and let T (1) : [Δop,D2] →
[Δop,Cat(Gp)] be induced by T (1). Recalling from (83) in Section 10.4 that τ (2)1 U2ψ = U1T (1)ψ
for each ψ ∈ D2 and that U2 = U1, we calculate, for each k  0(
τ
(2)
1 U2φ
)
k
= τ (2)1 U2φk = U1T (1)φk = U1
(
T (1)φ
)
k
= (U2T (1)φ)k. (91)
Hence τ (2)1 U2φ = U2T (1)φ and therefore from (90)
τ
(3)
1 U3φ = τ (2)1 U2T (1)φ. (92)
Recall (see (85) in proof of Theorem 10.4) that τ (2)1 U2ψ = U1T (1)ψ for each ψ ∈ D2. We would
like to use this fact in (92) taking ψ = T (1)φ to rewrite the right-hand side as U1T (1)T (1)φ; this
would exhibit τ (3)1 U3φ as the underlying groupoid of the cat
1
-group T (1)T (1)φ. However, the
relation τ (2)1 U2ψ = U1T (1)ψ holds when ψ ∈ D2 so, in order to apply this relation to the case
where ψ = T (1)φ, we first need to show that T (1)φ is in D2. This is the new issue appearing
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T (1) :D2 → Cat(Gp) preserves weak equivalences, fiber products over discrete objects, and sends
a discrete object to a discrete object. In fact, if φ ∈ D3, then φ0 is discrete, so (T (1)φ)0 = T (1)φ0
is discrete. Also, the Segal maps φk → φ1 ×φ0
k· · · ×φ0 φ1 are weak equivalences, therefore the
maps
(
T (1)φ
)
k
= T (1)φk → T (1)
(
φ1 ×φ0
k· · · ×φ0 φ1
)∼= T (1)φ1 ×T (1)φ0 k· · · ×T (1)φ0 T (1)φ1
= (T (1)φ)1 ×(T (1)φ)0 k· · · ×(T (1)φ)0 (T (1)φ)1
are weak equivalences in Cat(Gp). By definition this shows that T (1)φ ∈ D2. We can then apply
the relation τ (2)1 U2ψ = U1T (1)ψ for ψ ∈ D2 in (92) taking for ψ the object T (1)φ ∈ D2 to obtain
τ
(3)
1 U3φ = U1T (1)T (1)φ. (93)
This exhibits τ (3)1 U3φ as the underlying groupoid of the cat
1
-group T (1)T (1)φ.
Let us now denote by T (2) :D3 → Cat(Gp) the composite functor T (2) = T (1)T (1). Then (93)
immediately gives τ (3)1 U3φ = U1T (2)φ for all φ ∈ D3. One can ask if T (2) satisfies the same
property of T (1) of preserving weak equivalences and fiber products over discrete objects and of
sending discrete objects to discrete objects. This is indeed the case and, as is easily guessed, this
property of T (2) is needed for the next step up, n = 4, in the proof that τ (4)1 U3φ is a groupoid
when φ ∈ D4. Recall from the proof of Corollary 10.5 that the similar properties of T (1) arise
from having constructed the functor V2 :D2 →H3 sending weak equivalences to 3-equivalences.
Likewise, the analogous properties of T (2) arise from having the functor V3 :D3 →H4 sending
weak equivalences to 4-equivalences. We have already given the most important steps in the
construction of V3. Given φ ∈ D3 what remains to be proved to show that V3φ ∈ H4 is the fact
that τ (4)1 V3φ is a groupoid: this is an easy computation formally analogous to the case n = 2,
which shows that τ (4)1 V3φ is in fact the group π0T
(2)φ. The fact that V3 sends weak equivalences
to 4-equivalences is also straightforward with the use of Lemma 10.1, and formally analogous to
the case n = 2.
This discussion indicates how the inductive step works for general n. Namely, at step (n− 1)
we will have the following situation (inductive hypothesis): for all ψ ∈ Dn−1,
(i) Un−1ψ ∈ Tn−1.
(ii) There exists T (n−2) :Dn−1 → Cat(Gp) such that τ (n−1)1 Un−1ψ = U1T (n−2)ψ .
(iii) T (n−2) preserves weak equivalences and fiber products over discrete objects and sends dis-
crete objects to discrete objects.
Let us now consider φ ∈ Dn. We want to show that given the inductive hypothesis, we have
Unφ ∈ Tn; that is, (a) and (b) are satisfied. As explained at the beginning of the section, using
the inductive hypothesis (i), condition (a) holds, relative to the Segal maps for Unφ. As for
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made above for n = 3 yields
τ
(n)
1 Unφ = τ (2)1 U2T (n−2)φ (94)
where T (n−2) : [Δop,Dn−1] → [Δop,Cat(Gp)] is induced by T (n−2). We will then use induction
hypothesis (iii) to show that if φ ∈ Dn then T (n−2)φ is an object of D2: the argument is formally
analogous to the one we gave for n = 3. Hence using the relation τ (2)1 U2ψ = U1T (1)ψ for all
ψ ∈ D2, which holds as it is the first step of the induction, and taking ψ = T (n−2)φ ∈ D2 we
rewrite (94) as
τ
(n)
1 Unφ = U1T (1)T (n−2)φ. (95)
This exhibits τ (n)1 Unφ as the underlying groupoid of the cat
1
-group T (1)T (n−2)φ, proving (b); in
conclusion (a) and (b) are proved at step n, so Unφ ∈ Tn, which is (i) at step n. Now let T (n−1)
be the composite functor
T (n−1) = T (1)T (n−2) :Dn → Cat(Gp).
Then (95) gives τ (n)1 Unφ = U1T (n−1)φ for all φ ∈ D3. This proves (ii) at step n. It remains to
prove (iii) at step n. This will be a consequence of the fact that, having proved (i) and (ii) at
step n, one can show there is a functor Vn :Dn →Hn+1 sending weak equivalences to (n + 1)-
equivalences. The argument is formally analogous to the one we sketched for n = 3. We conclude
with a schematic summary of the inductive argument (in what follows (i), (ii), (iii) refer to the
properties listed on page 712):
First step of the induction: n = 2.
(a) (i) and (ii) hold for n = 2 (proved in Section 10.4) ⇒
(b) V2 :D2 →H3 preserving the homotopy type ⇒
(c) (iii) holds for n = 2.
Inductive step.
(a) (inductive hypothesis) (i), (ii), (iii) hold for (n− 1) ⇒
(b) (i) and (ii) hold for n ⇒
(c) Vn :Dn →Hn+1 preserving the homotopy type ⇒
(d) (iii) holds for n.
We reiterate the following point, which is important to correctly understand the argument.
Notice that the information we are interested in is that for each n there is a functor Vn :Dn →
Hn+1 which preserves the homotopy type and sends weak equivalences to (n+ 1)-equivalences.
For each n this is a consequence of having (i) and (ii) alone at step n. However, we also need
condition (iii) in order to prove inductively that (i) and (ii) hold for each n.
In the next section we will first show (Lemma 10.6) the implication that for each n 2 con-
ditions (i) and (ii) at step n give the functor Vn :Dn → Hn+1 with the desired properties. We
will then give an inductive argument in Proposition 10.7 to verify that (i), (ii) and (iii) hold
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Vn :Dn →Hn+1 with the desired properties.
10.6. From internal weak n-groupoids to Tamsamani model: general case
This section is devoted to the formal statement and proof of one of our main theorems, assert-
ing the existence for every n 2 of a functor Vn :Dn →Hn+1 from internal weak n-groupoids
to Hn+1 ⊂ Tn+1 preserving the homotopy type. Throughout this section, for each n 2, let
Vn :
[
Δop,
[
Δop, . . . ,
[
Δop︸ ︷︷ ︸
n−1
,Cat(Gp)
] · · ·]]→ [Δop, [Δop, . . . , [Δop︸ ︷︷ ︸
n
,Gpd
] · · ·]],
be as in (81).
Lemma 10.6. Let Vn be as in (81) and suppose that the following conditions are satisfied:
(i) Unφ ∈ Tn for each φ ∈ Dn.
(ii) There exists a functor T (n−1) :Dn → Cat(Gp) such that τ (n)1 Unφ = U1T (n−1)φ for each
φ ∈ Dn.
Then Vn restricts to a functor Vn :Dn → Hn+1 which preserves the homotopy type and which
sends weak equivalences to (n+ 1)-equivalences.
Proof. By hypothesis (i), and the definition of Vn, Vnφ ∈ [Δop,Tn]. Also, by definition of Vn,
for each k  0, (Vnφ)k = (Vnφ)1× k· · · × (Vnφ)1. Hence Vnφ ∈ Hn+1 provided we show that
τ
(n+1)
1 Vnφ is a groupoid. Recall from Section 8.1 that Ner τ
(n+1)
1 = τ (n)0 and τ (n)0 = τ (1)0 τ (n)1 .
Hence, for all k  0,
(
Ner τ (n+1)1 Vnφ
)
k
= (τ (n)0 Vnφ)k = τ (n)0 (Vnφ)k = τ (1)0 τ (n)1 (Vnφ)k.
Thus, using hypothesis (ii), the expression of Vn, the fact (see (86)) that Uπ0 = τ (1)0 U1 and the
fact, noticed in Section 8.1, that τ (n)1 preserves fiber products over discrete objects, we calculate
for each k  1,
(
Ner τ (n+1)1 Vnφ
)
0 = {·},(
Ner τ (n+1)1 Vnφ
)
1 = τ (1)0 τ (n)1 Unφ = τ (1)0 U1T (n−1)φ = Uπ0T (n−1)φ,(
Ner τ (n+1)1 Vnφ
)
k
= τ (1)0 τ (n)1
(
Unφ× k· · · ×Unφ
)= Uπ0T (n−1)φ× k· · · ×Uπ0T (n−1)φ.
This shows that Ner τ (n+1)1 Vnφ is the nerve of the group π0T (n−1)φ. Thus τ
(n+1)
1 Vnφ is a group,
so in particular is a groupoid, as required.
We are now going to show that Vn preserves the homotopy type. There are full and faithful
functors (denoted with the same symbol for convenience):
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[
Δn+1op ,Set
]
,
N :Tn+1 →
[
Δn+1op ,Set
]
. (96)
Each of these is obtained by composing the fully faithful embeddings Dn → [Δn−1op,Cat(Gp)]
and Tn+1 → [Δnop ,Gpd] of Remarks 9.2 and 8.6 with the functors [Δn−1op,Cat(Gp)] →
[Δn+1op ,Set] and [Δnop ,Gpd] → [Δn+1op ,Set] induced by the nerve functors. Recall from Sec-
tion 10.3 that the functor Vn :Dn →Hn+1 was obtained by taking the nerve of each group in the
diagram defining Dn. It follows that, for any φ ∈ Dn, the (n + 1)-simplicial sets Nφ and NVnφ
differ at most by a permutation of the multisimplicial coordinates. Hence Nφ and NVnφ have
the same diagonal:
diagNφ = diagNVnφ. (97)
On the other hand, the classifying space functors are given by the composites
B :Dn
N−→ [Δn+1op ,Set] diag−−→ [Δop,Set] |·|−→ Top,
B :Tn+1 N−→
[
Δn+1op ,Set
] diag−−→ [Δop,Set] |·|−→ Top.
It follows from (97) that Bφ = BVnφ. Finally we are going to show that Vn sends weak equiva-
lences to (n+ 1)-equivalences. Suppose that f :φ → ψ is a weak equivalence in Dn. Then, from
above BVnφ = Bφ  Bψ = BVnψ so that BVnf is a weak equivalence. By Lemma 10.1, Vnf
is also an (n+ 1)-equivalence. 
Proposition 10.7. Let Vn be as in (81), n 2. For each φ ∈ Dn, we have:
(i) Unφ ∈ Tn.
(ii) There exists a functor T (n−1) :Dn → Cat(Gp) such that τ (n)1 Unφ = U1T (n−1)φ.
(iii) T (n−1) preserves weak equivalences and fiber products over discrete objects and sends each
discrete object to a discrete object.
Proof. We use induction on n. For n = 2 properties (i), (ii), (iii) have been proved in 10.4 (see
Theorem 10.4, (85) and Corollary 10.5). Suppose, inductively, that (i), (ii), (iii) hold for n − 1
and let φ ∈ Dn.
Proof of (i) at step n. Recall from Section 10.3 that (Unφ)k = Un−1φk for all k  0. By induc-
tion hypothesis (i), Un−1φk ∈ Tn−1, so that Unφ ∈ [Δop,Tn−1]. Also, Un−1φ0 is discrete as φ0 is
discrete (since φ ∈ Dn). What remains to be proved for Unφ to be an object of Tn is that:
(a) For all k  2 the Segal maps Un−1φk → Un−1φ1 ×Un−1φ0
k· · · ×Un−1φ0 Un−1φ1 are (n− 1)-
equivalences.
(b) τ (n)1 Unφ is a groupoid.
To prove (a) recall that, since φ ∈ Dn, for each k  2 the Segal maps φk → φ1 ×φ0
k· · · ×φ0 φ1
are equivalences in Dn−1; that is, they induce weak equivalences of classifying spaces. Our aim
716 S. Paoli / Advances in Mathematics 222 (2009) 621–727is to show that this implies that the maps of (n− 1)-groupoids Un−1φk → Un−1φ1 ×Un−1φ0
k· · ·
×Un−1φ0 Un−1φ1 are weak equivalences, from which (a) will follows by Lemma 10.1. Recall
that the classifying space of an object ψ of Dn−1 is the classifying space of the (n− 1)-
simplicial group jn−1ψ where jn−1 is as in Definition 9.1. Hence the map of (n− 1)-simplicial
groups jn−1φk → jn−1(φ1 ×φ0
k· · · ×φ0 φ1) is a weak equivalence. We claim that this im-
plies that the map of the underlying (n− 1)-simplicial sets Ujn−1φk → Ujn−1(φ1 ×φ0
k· · ·
×φ0 φ1) is a weak equivalence, where U : [Δn−1op,Gp] → [Δn−1op,Set] is induced by the
forgetful functor U : Gp → Set. In fact, applying the diagonal functor diag : [Δnop ,Gp] →
[Δop,Gp], we find a weak equivalence of simplicial groups diag jn−1φk → diag jn−1(φ1 ×φ0
k· · ·
×φ0 φ1) and therefore a weak equivalence of the underlying simplicial sets U diag jn−1φk →
U diag jn−1(φ1 ×φ0
k· · · ×φ0 φ1); here we have denoted with the same symbol U the functor
U : [Δop,Gp] → [Δop,Set]. Since U diag = diagU we conclude that the maps of simplicial sets
diagUjn−1φk → diagUjn−1(φ1 ×φ0
k· · · ×φ0 φ1) are weak equivalences, proving the claim. On
the other hand, from the definition of Un−1 (see Section 10.3) it is easy to see that there is a
commutative diagram
Dn−1 [Δn−1op,Gp]
[Δop, [Δop, . . . , [Δop︸ ︷︷ ︸
n−2
,Gpd] · · ·]] [Δop, [Δop, . . . , [Δop︸ ︷︷ ︸
n−1
,Set] · · ·]]
ξ∼=
[Δop, [Δop, . . . , [Δop︸ ︷︷ ︸
n−2
,Cat(Gp)] · · ·]]
[Δn−1op,Set]
jn−1
U
Un−1
Ner
where Ner is induced by the nerve functor Ner : Gpd → [Δop,Set] and ξ is a canonical bijection.
Hence we obtain a weak equivalence of simplicial sets
diag ξ NerUn−1φk → diag ξ NerUn−1
(
φ1 ×φ0
k· · · ×φ0 φ1
)
. (98)
But notice that
diag ξ NerUn−1φk = diagNUn−1φk (99)
where N :Tn−1 → [Δn−1op ,Set] is the full and faithful functor (96), and similarly for the right-
hand side of (98). Hence from (98) and (99) we obtain weak equivalences
BUn−1φk = |diagNUn−1φk| 
∣∣diagNUn−1(φ1 ×φ0 k· · · ×φ0 φ1)∣∣
= BUn−1
(
φ1 ×φ k· · · ×φ φ1
)= B(Un−1φ1 ×U φ k· · · ×U φ Un−1φ1).0 0 n−1 0 n−1 0
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Un−1φk → Un−1φ1 ×Un−1φ0 · · · ×Un−1φ0 Un−1φ1,
being weak equivalences, are also (n− 1)-equivalences. This proves (a).
We are now going to prove (b). Using Lemma 8.3 and the fact (see Section 10.3) that Un =
Un−1, we have
τ
(n)
1 Unφ = τ (2)1 τ (n−1)1 Un−1φ. (100)
By induction hypothesis (ii), τ (n−1)1 Un−1 = U1T (n−2). Hence for each k  0 we have(
τ
(n−1)
1 Un−1φ
)
k
= τ (n−1)1 Un−1φk = U1T (n−2)φk = U1
(
T (n−2)φ
)
k
= (U2T (n−2)φ)k (101)
where T (n−2) : [Δop,Dn−1] → [Δop,Cat(Gp)] is induced by T (n−2). Hence from (101)
τ
(n−1)
1 Un−1φ = U2T (n−2)φ so that from (100) we conclude
τ
(n)
1 Unφ = τ (2)1 U2T (n−2)φ. (102)
We now claim that T (n−2)φ ∈ D2. This is a consequence of the induction hypothesis (iii). In fact,
since φ ∈ Dn, φ0 is discrete, so (T (n−2)φ)0 = T (n−2)φ0 is discrete. Further, for each k  0, the
Segal maps
T (n−2)φk → T (n−2)
(
φ1 ×φ0
k· · · ×φ0 φ1
)∼= T (n−2)φ1 ×T (n−2)φ0 · · · ×T (n−2)φ0 T (n−2)φ1
are weak equivalences. This shows that T (n−2)φ ∈ D2, as claimed.
From the first step of the induction (n = 2) we know that τ (2)1 U2ψ = U1T (1)ψ for all ψ ∈ D2.
Applying this to (102), when ψ = T (n−2)φ ∈ D2, we deduce that
τ
(n)
1 Unφ = U1T (1)T (n−2)φ. (103)
This shows that τ (n)1 Unφ is a groupoid, proving (b). 
Proof of (ii) at step n. Let T (n−1) :Dn → Cat(Gp) be the composite T (n−1) = T (1)T (n−2). By
(103), τ (n)1 Unφ = U1T (n−1)φ for every φ ∈ Dn, which shows (ii) at step n. 
Proof of (iii) at step n. Consider the fiber product φ ×ψ φ in Dn with ψ discrete. By the in-
duction hypothesis, T (n−2) preserves fiber products over discrete objects. Hence the same is true
for T (n−2), as easily seen. Since ψ is discrete, by induction hypothesis (iii), so is T (n−2)ψk for
each k, and therefore also T (n−2)ψ ∈ D2 is discrete. From step n = 2 of the induction, T (1) pre-
serves fiber products over discrete objects. Together with the analogous property of T (n−2) this
implies
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Thus T (n−1) preserves fiber products over discrete objects, as required. It is clear that, when ψ
is discrete, so is T (n−1)ψ = T (1)T (n−2)ψ .
It remains to show that T (n−1) preserves weak equivalences. Since (i) and (ii) have been
proved at step n, by Lemma 10.6 we have a functor Vn :Dn → Hn+1 sending weak equiva-
lences to (n + 1)-equivalences. Let f :φ → ψ be a weak equivalence in Dn; then Vnf is an
(n + 1)-equivalence in Hn+1. In particular (see Remark 10.3(b)), (Vnf )1 = Unf :Unφ → Unψ
is an n-equivalence in Tn and therefore τ (n)1 Unf : τ (n)1 Unφ → τ (n)1 Unψ is an equivalence of
groupoids. But from having proved (ii) at step n, we have τ (n)1 Unf = U1T (n−1)f so U1T (n−1)f
is a weak equivalence. Arguing as in the proof of Corollary 10.5, we conclude that the map
T (n−1)f :T (n−1)φ → T (n−1)ψ of Cat(Gp) is a weak equivalence. This completes the proof of
(iii) at step n. 
Theorem 10.8. Let Vn be as in (81). For each n 2, Vn restricts to a functor Vn :Dn → Hn+1
which preserves the homotopy type and sends weak equivalences to (n+ 1)-equivalences.
Proof. From Proposition 10.7 for each n 2 conditions (i) and (ii) hold. Hence by Lemma 10.6
the theorem follows. 
Using the main theorems of Sections 6 and 9 we immediately deduce the existence of a com-
parison functor from catn-groups to the Tamsamani model.
Corollary 10.9. There is a functor F : Catn(Gp) →Hn+1 such that BFG ∼= BG in Ho(Top(n+1)∗ )
for every G ∈ Catn(Gp).
Proof. Let F = VnDn Sp. By Theorems 6.11, 9.7 and 10.8, for each G ∈ Catn(Gp) we
have BFG = BVnDn SpG = B SpG  BG. Hence there is an isomorphism BFG ∼= BG in
Ho(Top(n+1)∗ ). 
Remark 10.10. Recall from [45] that there is an algebraic expression for the homotopy
groups of the classifying space of a Tamsamani weak n-groupoid. More precisely,
let jn :Tn → [Δn−1op,Gpd] be the full and faithful embedding of Remark 8.6. For each ψ ∈ Tn,
(jnψ)(1 k. . . 1, -) is the multinerve of an object of Tn−k , which we denote by ψ1 k...1. For each
1 k  n let Ck(ψ) be the groupoid Ck(ψ) = τ (n−k+1)1 ψ1k−1... 1. It is proved in [45] that, for each
x ∈ ψ0 and 1 k  n,
π0Bψ = τ (n)0 ψ, πk(Bψ,x) = AutCk(ψ)(idx). (104)
We are going to show that, if we apply (104) to the case where ψ = VnDnG, for G ∈ Catn(Gp)S ,
and x = {·}, we recover the algebraic expression for the homotopy groups of BG given in Propo-
sition 7.6. Notice that this is already proved from the fact that we showed that VnDn preserves
the homotopy type. However, we believe it is instructive to illustrate this point also with a di-
rect calculation in order to understand how the algebraic expression of the homotopy groups of
Proposition 7.6 and (104) relate.
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n(Gp)S → Gp, α(n)1 : Catn(Gp)S → Cat(Gp) be as in Proposition 7.6. Let
Ner : Catn(Gp) → [Δop,Catn−1(Gp)] be the nerve functor in direction 1 and let ν be its left
adjoint. We observe that
α
(n)
1 = να(n−1)0 Ner . (105)
We show (105) by induction on n. Recall (see proof of Theorem 7.4) that Nerα(n) = α(n−1) Ner.
Therefore α(2)1 = α(2) = να(1) Ner = να(1)0 Ner, so (105) holds for n = 2; suppose, induc-
tively, that it holds for (n − 1). Then α(n)1 = α(2)α(3) . . . α(n) = α(n−1)1 α(n) = να(n−2)0 Nerα(n) =
να
(n−2)
0 α
(n−1) Ner = να(n−1)0 Ner. This proves (105) at step n. Let T (n−1) :Dn → Cat(Gp) be as
in Proposition 10.7. We claim that, for each G ∈ Catn(Gp)S
T (n−1)DnG ∼= α(n)1 G. (106)
We show (106) by induction on n. Recall (see proof of Theorem 10.4) that NerT (1) = π0|D2
and that (see Theorem 7.4), Nerα(2) = π0 Ner. Then, for each G ∈ Cat2(Gp)S , NerT (1)D2G =
π0 dsNG ∼= π0 NerG = Nerα(2)G = Nerα(2)1 G. Hence T (1)D2G = α(2)1 G, proving (106) at
step n = 2. Note that, in the above calculation, π0 dsNG ∼= π0 NerG is due to the fact that,
since G0 is a strongly contractible cat1-group, π0G0 ∼= π0Gd0 . Suppose, inductively, that (106)
holds for (n − 1). Recall (see proof of Proposition 10.7) that T (n−1) = T (1)T (n−2), and that
π0α
(n−1)
1 = α(n−1)0 . Using (105), the induction hypothesis, and the definition of Dn, we therefore
calculate
T (n−1)DnG = T (1)T (n−2)Dn−1 dsNG = νπ0α(n−1)1 dsNG
= να(n−1)0 dsNG ∼= να(n−1)0 NerG = α(n)1 G.
Note that, in the above calculation, α(n−1)0 dsNG ∼= α(n−1)0 NerG holds because, since G is
strongly contractible, BG0  BGd0 so, by Proposition 7.6, α(n−1)0 G0 = π1BG0 ∼= π1BGd0 =
α
(n−1)
0 Gd0 . This concludes the proof of (106). Since, by Proposition 10.7, τ (n)1 Un = U1T (n−1)
we deduce from (106) that, for each G ∈ Catn(Gp)S
U1α
(n)
1 G ∼= τ (n)1 UnDnG. (107)
Since α(n)0 = π0α(n)1 and, as noted in (86), Uπ0 = τ (1)0 U1, we also deduce from (107) that
Uα
(n)
0 = Uπ0α(n)1 = τ (1)0 U1α(n)1 = τ (1)0 τ (n)1 UnDn. Recalling that τ (n)0 = τ (1)0 τ (n)1 we conclude that
Uα
(n)
0 = τ (n)0 UnDn. (108)
Let us denote ψ = VnDnG ∈ Tn+1. Since ψ0 = δ(n){·}, π0Bψ = τ (n+1)0 ψ = {·}. The groupoid
C1(ψ) = τ (n+1)1 ψ is a group whose underlying set, by (108), is given by τ (n)0 ψ1 = τ (n)0 UnDnG =
Uα
(n)G. Therefore, by (104), taking x = {·} we conclude that π1Bψ = AutC (ψ)(idx) = α(n)G.0 1 0
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compute
Ck(ψ) = τ (n−k+2)1 ψ1k−1... 1 = τ (n−k+2)1 (UnDnG)1k−2... 1
= τ (n−k+2)1 Un−k+2Dn−k+2G1k−2... 1 ∼= U1α(n−k+2)1 G1k−2... 1 .
It is immediate that, for any cat1-group V , viewed as a strict 2-groupoid with one object, we have
AutU1V (id{·}) = π1V . Hence from the above calculation and from (104) we have
πkBψ ∼= AutCk(ψ)(id{·}) = π1α(n−k+2)1 G1k−2... 1.
In conclusion for each 0  k  n + 1, πkBψ recovers the algebraic expression of πkBG of
Proposition 7.6.
11. Semistrictification result
In this section we discuss an application of the comparison functor between catn-groups and
Tamsamani’s model of Corollary 10.9. We denote by Sn+1 the full subcategory of Tamsamani
weak (n + 1)-groupoids whose objects are in the image of the functor Vn ◦ Dn. We show in
Theorem 11.5 that every G ∈ Tn+1 such that BG is path-connected can be linked by a zig–
zag of (n + 1)-equivalences to an object of Sn+1. Further we show in Theorem 11.4 that, in a
precise sense, Sn+1 is semistrict. Thus Theorem 11.5 is a homotopical semistrictification result.
Its proof is an immediate consequence of the fact that the comparison functor preserves the
homotopy type (Corollary 10.9). The semistrictness of the category Sn+1 means that Sn+1 cannot
be further strictified while preserving the homotopy type. More precisely, using the embedding
jn+1 :Tn+1 → [Δnop ,Gpd] for each object ψ ∈ Sn+1 we can consider the Segal maps of jn+1ψ in
all directions 1 k  n; that is, the Segal maps of jn+1ψ as a simplicial object in [Δn−1op ,Gpd]
in direction k, for 1  k  n. Since Sn+1 ⊂ Hn+1 the Segal maps of jn+1ψ (for ψ ∈ Sn+1)
are always isomorphisms in direction 1, but they are not necessarily isomorphisms in the other
directions. To say that Sn+1 is semistrict means that not every one of its objects is equivalent
to another object ψ of Sn+1 with the property that the Segal maps of jn+1ψ in an at least one
direction 2 k  n are isomorphisms.
This property of Sn+1 is deduced by an analogous property of the category Mn, which is the
full subcategory of Dn whose objects are in the image of the functor Dn. This is established in
Proposition 11.2; its proof is a consequence of the minimality property of special catn-groups
(Theorem 7.14) together with the fact, established in Proposition 11.1, that the isomorphism
of the Segal maps for an object DnG ∈ Dn (for G ∈ Catn(Gp)S ) forces G0 to be discrete. We
conclude this section by observing (Remark 11.6) that there is a simple argument, not requiring
the comparison functor, showing that, given G ∈ Tn+1 with BG path-connected, there is a zig–
zag of (n+ 1)-equivalences connecting G to an object of Hn+1. We will point out, however, that
Theorem 11.5 yields a stronger result.
Lemma 11.1. Let G ∈ Catn(Gp)S , n  2, and suppose that, for each k  2 the Segal maps of
DnG are isomorphisms; that is,
Dn−1
(G1 ×G0 k· · · ×G0 G1)∼=Dn−1G1 ×Gd0 k· · · ×Gd0 Dn−1G1
then G0 ∼= Gd .0
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dsNG are isomorphisms. In particular there is an isomorphism r :G1 ×G0 G1 ∼= G1 ×Gd0 G1. By
construction, pri r = pri for i = 0,1 where pri are the two projections. Therefore r restricts to an
isomorphism G0 = G0 ×G0 G0 ∼= G0 ×Gd0 G0. Let r
′ be its inverse. By considering the diagram
G0
id
td
r
G0 ×Gd0 G0
r ′
r ′
G0
d
G0
d
Gd0
we conclude that td = id. Since also dt = id this shows that G0 ∼= Gd0 . Suppose, inductively,
that the lemma holds for all 2  k  n− 1 and let G ∈ Catn(Gp)S be as in the hypothesis. In
particular, we have an isomorphism
r :Dn−1(G1 ×G0 G1) ∼=Dn−1G1 ×Gd0 Dn−1G1 =Dn−1(G1 ×Gd0 G1)
where the last equality holds by Lemma 9.6. By construction we have pri r =Dn−1(pri ), i = 0,1.
It follows that r restricts to an isomorphism
Dn−1(G0) =Dn−1(G0 ×G0 G0) ∼=Dn−1(G0)×Gd0 Dn−1(G0).
Let r ′ be its inverse. Recall that there are maps d :G0  Gd0 : t with dt = id and thereforeDn−1(d)Dn−1(t) = id. By considering the diagram
Dn−1(G0)
id
Dn−1(t)Dn−1(d)
r
Dn−1(G0)×Gd0 Dn−1(G0)
r ′
r ′
Dn−1(G0)
Dn−1(d)
Dn−1(G0) Dn−1(d) G
d
0
we conclude that Dn−1(t)Dn−1(d) = id, and therefore Dn−1(d) is an isomorphism; that is,
Dn−1(G0) ∼= Dn−1(Gd0 ) = Gd0 . We aim to show that Dn−1(G0) = G0, so that in conclusion
G0 ∼= Gd0 . Since Dn−1(G0) ∼= Gd0 is discrete, in particular its Segal maps are isomorphisms. Hence,
by induction hypothesis applied to G0 (which is strongly contractible, hence special) G00 ∼= Gd00
so G00 is discrete. Recall that, from the definition of Dn, for each 1 r  n− 3
(Dn−1G0)1 r...1 =Dn−r−1(G01 r...1). (109)
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the Segal maps of Dn−r−1(G01 r...1) are isomorphisms. By induction hypothesis applied to G01 r...1
(which is strongly contractible, hence special) this implies that G01 r...10 ∼= (G01 r...10)d . In conclusion,
G0 is a strongly contractible, and hence a special catn−1-group such that (G0)0 and (G0)1 r...10 are
discrete for all 1 r  n− 3. This means that G0 ∈ (n− 1)- Cat(Gp) so that, by Theorem 9.7(iii)
Dn−1(G0) = G0. But we showed that Dn−1(G0) ∼= Gd0 so in conclusion G0 ∼= Gd0 . 
Let Mn ⊂ Dn be the full subcategory of Dn with objects in the image of the functor
Dn : Catn(Gp)S → Dn. Recall (see Remark 9.2) that there is a fully faithful embedding in :Dn →
[Δn−1op,Cat(Gp)]. Every object ψ ∈ [Δn−1op,Cat(Gp)] can be thought of as simplicial object in
[Δn−2op ,Cat(Gp)] in direction k, for 1  k  n − 1; we call the corresponding Segal maps the
Segal maps of inψ in direction k. Given ψ ∈ Mn, the Segal maps of inψ in all directions are
weak equivalences but not in general isomorphisms. For each 1 k  n− 1 we consider the full
subcategory Ik(Mn) of Mn whose objects ψ are such that the Segal maps of inψ in direction k
are isomorphisms. Let
∐
be the disjoint union (coproduct) of categories. Consider the map
j :
∐
1kn−1
Ik(Mn) →Mn
which on each component Ik(Mn) is the inclusion. The category
∐
1kn−1 Ik(Mn) is stricter
than Mn. In fact, for each of its objects ψ , the Segal maps of inψ are isomorphisms in at least one
direction 1 k  n− 1, while this is not the case for every object of Mn. In the next proposition
we show that the map j does not induce an equivalence of categories after localization. That
is, Mn cannot be further strictified while preserving the homotopy type. In the proof of the
following proposition the category disck Catn(Gp)S is as in Definition 7.13.
Proposition 11.2. The map
j :
( ∐
1kn−1
Ik(Mn)
)
/∼ →Mn/∼
is not an equivalence of categories.
Proof. Suppose, by contradiction, that j is an equivalence of categories. In particular, j is
essentially surjective on objects. Hence, for each G ∈ Catn(Gp)S , Dn(G) ∈ Mn and there is
Dn(G′) ∈ Ik(Mn) for some 1 k  n − 1 and G′ ∈ Catn(Gp)S such that Dn(G) and Dn(G′) are
weakly equivalent in Dn; that is, BDnG  BDnG′.
Suppose k = 1; since DnG′ ∈ I1(Mn), the Segal maps of DnG′ ∈ [Δop,Dn−1] are isomor-
phisms, hence, by Proposition 11.1, G′0 ∼= G′d0 , so G′0 is discrete. In particular, G′0 is discrete
as an internal category in Catn−2(Gp) in direction n − 1. Therefore G′ ∈ disc0 Catn(Gp)S . In
conclusion, using Theorem 9.7(ii) we obtain BG = BDnG  BDnG′ = BG′. So each object
of Catn(Gp)S is weakly equivalent to an object of disc0 Catn(Gp)S . But this contradicts The-
orem 7.14.
Suppose 2  k  n − 1. Since DnG′ ∈ Ik(Mn), in particular all the Segal maps of
(DnG′) k−1 ∈ [Δop,Dn−k−2] are isomorphisms. Recall that (DnG′) k−1 = Dn−k+1(G′ ).1 ... 1 1 ... 1 1k−1... 1
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1k−1... 1, we deduce that G
′
1k−1... 10 is discrete; in par-
ticular, it is discrete as an internal category in Catn−k−1(Gp) in direction n − k. That is,
G′ ∈ disck−1 Catn(Gp)S . Using Theorem 9.7(ii) we obtain: BG = BDnG  BDnG′ = BG′. So
each object of Catn(Gp)S is weakly equivalent to an object of disck−1 Catn(Gp)S . But this con-
tradicts Theorem 7.14. 
Definition 11.3. Let C ⊂ Tn+1 be a full subcategory and let jn+1 :Tn+1 → [Δnop ,Gpd] be as in
Remark 8.6. Suppose there is a subset R ⊆ {1, . . . , n} such that:
(i) There is ψ ∈ C such that, for each k ∈ R the Segal map of jn+1ψ in direction k are not
isomorphisms.
(ii) For each ψ ∈ C and k ∈ {1, . . . , n} \ R, the Segal maps of jn+1ψ in direction k are isomor-
phisms.
Let Jk(C) be the full subcategory of C whose objects ψ are such that the Segal maps in direc-
tion k of jn+1ψ are isomorphisms. Let i :
∐
k∈R Jk(C) → C be given by the inclusion on each
component, and let i :
∐
k∈R Jk(C)/∼ → C/∼ be induced after localization with respect to the
(n + 1)-equivalences. We say that the subcategory C is semistrict if i is not an equivalence of
categories.
In the above definition notice that the category
∐
k∈R Jk(C) is stricter than C because for each
of its objects ψ the Segal maps of jn+1ψ in at least one direction k ∈ R are isomorphisms while
this is not the case for every object of C. Hence Definition 11.3 amounts to saying that C cannot
be strictified while preserving the homotopy type.
Theorem 11.4. Let Sn+1 ⊂ Tn+1 be the full subcategory whose objects are in the image of the
functor Vn ◦Dn. Then Sn+1 is semistrict in the sense of Definition 11.3.
Proof. Since Sn+1 ⊂ Hn+1, for each G ∈ Sn+1 the Segal maps of jn+1G in direction 1 are
isomorphisms, but in all other directions they are in general equivalences. We therefore set
R = {2, . . . , n}; according to Definition 11.3 we need to show that the map
i :
∐
k∈R
Jk(Sn+1)/∼ → Sn+1/∼
is not an equivalence of categories. Suppose, by contradiction, that i is an equivalence of cate-
gories. In particular, i is essentially surjective on objects. Thus, for each ψ ∈Mn, Vnψ ∈ Sn+1
and there is Vnψ ′ ∈ Jk(Sn+1) for some 2 k  n and ψ ′ ∈ Mn such that there is a zig–zag of
(n + 1)-equivalences in Sn+1 between Vnψ and Vnψ ′. From Remark 10.3(b) and the definition
of Vn, this implies that there is a zig–zag of n-equivalences in Tn between Unψ and Unψ ′; in
turn, this implies that BUnψ  BUnψ ′, and therefore Bψ  Bψ ′; that is, ψ and ψ ′ are weakly
equivalent in Mn. Since Vnψ ′ ∈ Jk(Sn+1) by definition the Segal maps of jn+1Vnψ ′ in direc-
tion k are isomorphisms. But these are the Segal maps in direction k − 1 of jnUnψ ′. Since these
are isomorphisms, the Segal maps in direction k − 1 of inψ ′ are also isomorphisms. That is,
ψ ′ ∈ Ik−1(Mn). Hence we conclude that every object of Mn is weakly equivalent to an object
of Ik−1(Mn) for some 1 k − 1 n− 1. But this contradicts Proposition 11.2. 
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lence of categories (Theorem 4.2) Catn(Gp)/∼ Ho(Top(n+1)∗ ) where Top(n+1)∗ is the category
of connected (n+ 1)-types. Consider the composite functor
S :Tn+1 B−→ Top Pn−−→ Catn(Gp) Sp−→ Catn(Gp)S Dn−−→ Dn Vn−→ Sn+1.
Since we showed in Theorem 11.4 that Sn+1 is semistrict, we call S semistrictification functor.
We saw in Corollary 10.9 that the composite F = VnDn Sp preserves the homotopy type. The
functor Pn : Top → Catn(Gp) does not preserve the homotopy type but, from Theorem 4.2, its
restriction to the subcategory Top(n+1)∗ of connected (n + 1)-types does preserve the homotopy
type. The image of the functor B :Tn+1 → Top is an (n + 1)-type but is not, in general, path-
connected. Hence the functor S does not in general preserve the homotopy type. If, however,
G ∈ Tn+1 is such that BG is path-connected, then from the above discussion BG and BSG do
have the same homotopy type; that is, BG ∼= BSG in Ho(Top(n+1)∗ ). Using Proposition 8.2 this
gives immediately the following theorem, which is our semistrictification result.
Theorem 11.5. Let G ∈ Tn+1 be such that BG is path-connected. There exists a zig–zag of
(n+ 1)-equivalences in Tn+1 connecting G and S(G) ∈ Sn+1.
Proof. Since BG is a connected (n + 1)-type, from Theorem 4.2, BG ∼= BPnBG in
Ho(Top(n+1)∗ ). From Corollary 10.9, BPnBG ∼= BFPnBG = BSG in Ho(Top(n+1)∗ ). There-
fore BG ∼= BSG in Ho(Top(n+1)∗ ). Hence there is a zig–zag of weak equivalences in Top(n+1)∗
connecting BG and BSG. From Proposition 8.2 it follows that there is a zig–zag of (n + 1)-
equivalences in Tn+1 connecting G and S(G) ∈ Sn+1. 
Remark 11.6. Since Sn+1 ⊂ Hn+1, Theorem 11.5 says in particular that, given G ∈ Tn+1 such
that BG is path-connected, there is a zig–zag of (n+ 1)-equivalences in Tn+1 connecting G to an
object of Hn+1. We remark that this fact alone can be proved easily using the properties of the
functor Πn : Top → Tn, without the comparison with catn-groups, as explained below. We point
out, however, that Theorem 11.5 yields a stronger result. I thank the referee for suggesting the
following argument. Let Sing : Top∗ → [Δop,Set]∗ be the singular functor from path-connected
spaces to reduced simplicial sets and let K : [Δop,Set]∗ → [Δop,Gp] be Kan loop group functor.
Let N : [Δop,Gp] → [Δop, [Δop,Set]] be the functor obtained by taking the nerve of the group
in each dimension. If | · | : [Δop,Set] → Top is the geometric realization, we still denote by
Πn : [Δop,Set] → Tn the composite of | · | with Πn : Top → Tn. We claim that there is a functor
S′ given by the composite
S′ : Top(n+1)∗
Sing−−→ [Δop,Set] K−→ [Δop,Gp] N−→ [Δop, [Δop,Set]] Πn−−→Hn+1.
We need to check that, for each X ∈ Top(n+1)∗ , S′X ∈Hn+1. By construction, S′X ∈ [Δop,Tn]
is given by
(S′X)i =
⎧⎪⎨⎪⎩
δ(n−1){·}, i = 0;
ΠnUK SingX, i = 1;
i
Πn(UK SingX× · · · ×UK SingX), i > 1;
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given in [45, 10.1], it is easy to see that Πn preserves products. Therefore, for each i  2,
(S′X)i = (S′X)1 × i· · · × (S′X)1. To show that S′X ∈Hn+1 it remains to check that τ (n+1)1 S′X
is a groupoid. Recalling that τ (n+1)1 = ντ (n)0 and that τ (n)0 preserves products, we obtain
(
Ner τ (n+1)1 S
′X
)
i
=
⎧⎪⎨⎪⎩
{·}, i = 0;
τ
(n)
0 ΠnUK SingX, i = 1;
τ
(n)
0 ΠnUK SingX×
i· · · × τ (n)0 ΠnUK SingX, i > 1.
(110)
From [45], for any ψ ∈ Tn, τ (n)0 ψ = π0Bψ . Therefore
τ
(n)
0 ΠnUK SingX = π0BΠnUK SingX = π0BUK SingX.
Since K SingX is a simplicial group, π0UK SingX = Uπ0K SingX so that, in conclusion
τ
(n)
0 ΠnUK SingX = Uπ0K SingX. (111)
From (110) and (111) it follows that Ner τ (n+1)1 S′X is the nerve of the group π0K SingX. So in
particular, τ (n+1)1 S′X is a groupoid. This complete the proof that S′X ∈Hn+1.
Notice that BS′X  X. In fact, the weak equivalence BΠnUK SingX → BUK SingX in-
duces (by naturality) a map BΠnNK SingX → BNK SingX in [Δop,Top] which is a levelwise
weak equivalence and therefore induces a weak equivalence of realizations. Therefore
BS′X = |BΠnNK SingX|  |BNK SingX|
= BNK SingX  BK SingX  B SingX  X. (112)
Given G ∈ Tn+1 such that BG is path connected we obtain from (112) BS′BG  BG. It fol-
lows by Proposition 8.2 that there is a zig–zag of (n + 1)-equivalences in Tn+1 between G and
S′BG ∈Hn+1.
Notice that the category Hn+1 is less weak that the category Tn+1 because the Segal maps
in direction 1 of each of its objects are isomorphisms. So the above argument does yield a type
of semistrictification result. However, we remark that Theorem 11.5 is a stronger result. In fact,
we saw in Theorem 11.4 that the category Sn+1 cannot be further strictified while preserving
the homotopy type. As explained in the proof of Theorem 11.4, this is a consequence of the
minimality property of special catn-groups. The category Hn+1 may not have, a priori, the same
property of being semistrict, unless we are in the case n = 2: in this case a further strictification
preserving the homotopy type is certainly not possible since strict 3-groupoids do not model
3-types [43]. However, when n > 2 the argument given above is not sufficient to conclude that
Hn+1 is semistrict in the sense of Definition 11.3.
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