Abstract-This paper focuses on the enhanced initial centroids for the K-means algorithm. The original kmeans is using the random choice of init ial seeds which is a major limitation of the orig inal K-means algorith m because it produces less reliab le result of clustering the data. The enhanced method of the k-means algorith m includes the computation of the weighted mean to improve the centroids initializat ion. This paper shows the comparison between K-Means and the enhanced KMeans algorithm, and it proves that the new method of selecting initial seeds is better in terms of mathemat ical computation and reliability.
I. INTRODUCTION
K-Means is a popular clustering technique because of its simp licity, fast mathematical co mputation and memo ry efficient. It is the method of grouping a set of objects in such a way that objects in the same group are more similar to each other than to those in other groups KMeans is Partitioning algorith m which takes as input a positive integer number of clusters K and a data set to divide into K non-empty, non-overlapping and nonsubordinated clusters [1] .
The main idea of the "Enhanced Initial centroids" is to modify the methods of selecting Initial centroids. Instead of a random selecting of cluster point in K-means, the enhanced approach is using the Weighted Average Mean as the basis for selecting initial configurations or init ial conditions. The major purpose of this study is to eliminate the rando m selection of the in itial seeds because it leads to a less reliable result, and to improve the efficiency of clustering. The new method co mputes the weighted mean of each point for each attribute prior to the selection of the initial centroids.
This study applies the Original K-means and the Enhanced K-means to two simp le applications, first is the determination of the performance of the students based on the quizzes and examination and monitoring of the fixed assets-service vehicles based on the age and usage factor. The two (2) applications compare the performance of the original k-means and the enhanced initial centroids in terms of reliability and number of iterations.
II. BACKGROUND
In data min ing, k-means clustering is a method of cluster analysis which aims to partit ion n observations into k clusters in which each observation belongs to the cluster with the nearest mean [2] . The K-Means algorith m is a plain iterat ive function to distribute a given dataset into a user specified number of groups, k [3] .The traditional method started by selecting k points as the initial k cluster seeds. The procedure for obtaining these initial seeds include random selection fro m the dataset. Then the algorithm repeats between two steps until reaching the stopping point: 1: Data Assignment. Each data point is assigned to its nearest centroid. This results in a separation of the data. 2: Relocation of means. Each group representative is relocated to the center of all data points assigned to it. The procedure reaches the stopping point when the data assignments no longer modified. To quantify closeness in the assignment step, the squared Euclidean distance formu la is used [4] . Th is formu la is used for determining the least sum of squares which is the objective function of the K-means algorithm.
A. The Strengths of and Weaknesses of K-means Algorithm
The K-means algorith m is noted for its fast computation and, relatively efficient and produces the best result when dataset are well clustered fro m each other [3] . And some of the weaknesses are the user has to define the value of K, the nu mber of clusters, although [1] . The authors proposed to improve the performance of the algorith m by eliminating the random selection of the cluster center. The Part itioning result of the k-mean clustering algorith m lies greatly upon the reliab ility of the initial seeds which are selected randomly. "In mathematics and physics, the centroid or geomet ric center of a two-dimensional region (area) is the arithmet ic mean ("average") position of all the points in the shape." [5] The random init ial selection is not based on any computation or algorithm, therefore leading to the inappropriate result.
III. RELATED WORK
The concept of K-means algorithm is one of the most popular clustering method because of the simple implementation, speed of convergence and adaptability to sparse data [9] . Fro m the nu merous applications of the kmeans algorith m, the weakness became apparent, the random selection of initial centro id that leads to unfruitful result of clustering. Several methods have been proposed to improve both the accuracy and efficiency of the Kmeans algorith m [6] . Th is paper reviewed some of the latest proposals of the K-means. In A. Khedr et al [7] , the performance tuning of the algorith m focus in determining the degree of closeness between the elements and related clusters. In Aggarwal et al [10] focused on keeping the distance between each point and its nearest center to enhance the k-means clustering technique. M. Yedla et al [11] proposed algorith m with two methods, the first method is finding the better in itial centroids and the second method is the efficient way of assigning data points to appropriate clusters.
The authors focused on proposing the simp ler enhancement of k-means by concentrating on the initial centroids only. The integration of the weighted mean in the Enhanced init ial centroid is a simp le step and not mathematically co mplicated. The new method is combined with the Assignment and Updating steps of the original k-means algorith m, but the result is mo re reliable and convergence is faster to achieve.
IV. THE K-MEANS ALGORITHM AND ITS ENHANCEMENT
This study will demonstrate the original procedures of K-means algorithm and its enhanced version. It follows a simple and easy way to classify a given dataset based on the common traits. The main purpose is to determine k centers, one for each cluster or subset. The good selection is to place them as much as possible far away fro m each other. Then, take each point belonging to a given data set and associate it to the nearest center. When no point is pending, the first step is completed. At th is point. It is a need to re-compute the k new centroids as the center of the clusters resulting from the previous step. A repetition has been generated. After this loop, notice that the k centers change their location step by step until no more changes are done Finally, th is algorith m aims at minimizing an objective function known as squared error function called Euclidean distance. Deriving the Euclidean distance between two data points involves computing the square root of the sum of the squares of the differences between corresponding values [12] .
Where
and the cluster c j , is an indicator of the distance of the n data points from their respective cluster centers.
The study will use same procedures with different datasets for the original K-means algorith m. In M.H. Shovon et. al [13] Graded Point Average (GPA) is a commonly used indicator of academic performance and they used standard K-means and Decision tree. Th is study simp lify the application. Suppose we have several students (4 students) and each student have two attributes or features as shown in the table below. Our goal is to group these students into K=2, (Passing and Failing students) based on the two features to determine the academic performance of the four students. In this example, the perfect written quiz is 500 and the perfect written examination is 400. In the original method of K-means algorith m, with the random selection of the initial centroids, we assumed that the seed 1 is (100, 100) of the student 1 and the seed 2 is (200,100). The sample co mputations between the seed 1 to each student is shown below using the Euclidean distance formula.
And the sample co mputations for the seed 2 is shown below. The result of Object Clustering based on the minimu m distance is:
Group 1 = student 1 and Group 2 = student 2, 3 and 4. The computed new seed of each group based on the new memberships is:
Group 1 only has one member thus, the centroid remains in seed 1 = (100, 100).
Group 2 now has three members, thus, the centroid is the average coordinate among the three members: seed 2 = (200+400+500)/ 3, (100+300+400)/3 = (366.67, 266.67). After the second iteration, the result of clustering is: Group 1 = Student 1 and 2.
Group 2 = Student 3 and 4.
Sample computation for Seed 1= (100, 100)
Sample computation for Seed 2= (366.67, 266.67)
The following tables are the result of repeating the major steps of the original method of K-means algorith m: 1. Determination of centroids/seeds, 2.
Co mputation of Objects centroid distance using the Euclidean distance and 3. Objects clustering. With new membership, another centroid cluster is computed: seed 1= (100+200)/2, (100+100)/ 2= (150, 100), seed 2 = (400+500)/ 2, (300+400)/2 = (450,350).
Sample computation for Seed 1= (150, 100) The final g roupings after the three (3) looping's is shown below. The original method of K-means algorith m has resulted to three (3) iterat ions with the random selection of init ial seeds. The Enhanced initial centroids for K-means algorith m does not require complicated calculation to obtain better 1. Initialization. Given the number K of clusters, initialization means in the Enhanced initial centroids is to obtain the weighted average of the pair of attributes of the object based on the highest point or perfect score given for each set or column. The computed highest and lowest weighted average will be the initial centroids or seeds to create an initial partition. The initial partition divides the objects into K clusters with the computed initial centroids. The Partitioning and Convergence steps are still similar wit h the standard K-means algorithm. 2. Partitioning. It is two-step looping steps for each object:
A. Enhanced Initial Centroids for K-means Algorithm
o Assignment step, where the distances of the object from the centroids of each of K clusters are computed using the Euclidean distance; if the object is not currently in the cluster with the closest prototype, then it is reassigned to its nearest cluster. initial centroids but relatively easy mathemat ical computation. Since the centroid is the average position of all the points in the dataset that indicates equal weight, the weighted average is reflecting the real weight of a point fro m the g iven dataset. The reco mmended integration of the weighted average for in itial centroids shows immediately the clear separation of the clustering between points and overlapping between the groups is minimized. The weighted mean that represents corresponding the weight of each point in the given attribute is used to obtain the highest and lowest pair of weighted average, these pairs will be the basis of the initial centroids. The enhancement is presented in figure 1 . The Enhanced K-means algorithm with improved initial centroids applying the weighted mean of the data sets reduced the iteration steps of the algorithm thus, reducing the co mputational co mplexity. Obtain ing the highest pair of weighted mean and lowest pair of weighted mean fro m the pair of X and Y coordinate improves the K-means algorith m because it also clearly separates the clustering of the datasets with fewer iterations. With the enhancement, it eliminates not only the random selection of initial centroids but also the Euclidean distance computation for clustering is lessened. Thus, the stability or non-movement of objects is easier to achieve and clustering of objects is more consistent. 
B. Definition of Weighted Mean
A weighted average is the average of values which are scaled by importance. The weighted average of values is the sum of weights times values divided by the sum of the weights [6] .
The following is the formula for the weighted mean
Therefore, data elements with a high weight contribute more to the weighted mean than do elements with a low weight [6] .
The detailed application of the simp le steps to find better centroids for the Enhanced K-means algorith m is used in the same datasets applying the original K-means for co mparison.The steps of applying the weighted mean of attribute X and attribute Y. First is, determine the highest point or perfect point for the given attributes in the column that will correspond to the weight. For the attribute X (the quizzes, the perfect point is 500), the highest point is 500. Second, is get the weighted average of each point based on the given weight. The weight will be equivalent to the highest or perfect point of the given attribute. The highest weighted mean for the two attributes is the student 4 (X = 208.33and Y = 177.78) and the lowest pair of weighted mean is the student 1(X = 41.67and Y =44.44) and this technique is the basis of obtaining the two (2) centroids, the highest and the lowest pair of co mputed weighted mean. So the in itial centroids will be seed 1 = (100, 100) and the seed 2 = (500, 400). The calculation of the distance between cluster centroid to each object is traditionally achieved by using the formu la of the Euclidean distance.
Iteration 1.
The samp le co mputations to know the distance between the seed 1 (100, 100) using Euclidean distance is shown below:
The sample computation of the Euclidean Distance of the objects for seed 2 = (500, 400) are shown below:
Sample computation for Seed 2= (500, 400) a. √( ) ( ) = 500.00
The init ial result of the first iterat ion using Euclidian distance is shown in The distance between seed 1(100, 100) = (0.00, 100.00, 360.55, 500.00). And the distance between seed 2 (500 400) = (500, 424.26, 141.42, 0.00).
Based on the computation, the Objects Clustering is determined by checking the minimu m distance of the objects to the two centroids. After the initial co mputation, the Iteration 1 of the enhanced K-means Group 1 has already 2 members, students 1 and 2, same with Group 2 with students 3 and 4. But in the old method of the K-means algorithm, Group 1 has only one member and Group 2 has 3 members.
In the new method, since Group 1 and group 2 has 2 members each, we have to compute the new centroids for Object partitioning. The new co mputed distance of the objects to seed 1 = (50, 50, 320.15.460.97).
Sample computation for Seed 1= (150, 100)
The new seed 2 will be (400 +500)/ , (300 +400)/2 = (450, 350).
The sample co mputation of the Distance of the objects for seed 2 = (430.11, 353 Co mparing the grouping of last iteration of the orig inal K-means algorith m and th is iterat ion reveals that the objects do not move group anymore. Thus, the computation of the mod ified k-mean clustering has reached its stability faster and no more iteration is needed. The number of iterations as compared to the prev ious application of the old k-means algorith m is reduced. Because of the selection of the highest pair of weighted average and lowest pair of the weighted average of the X and Y coordinates, there is a significant decrease of the complexity of co mputing the Euclidean distance. Based on the computation of the Enhanced K-means with init ial centroids obtained fro m the highest and lowest weighted average of the pair X and Y, the two groups are shown below in the table.
Using the Scatter chart for effective clustering, the final result of clustering using the enhanced K-means algorithm is shown below. 
C. The Application of Enhanced K-Means Algorithm
The enhancement will be applied to a simp le Fixed Asset Monitoring. Depreciation means that assets lose their value over time (in other words, they depreciate), and must be replaced once the end of their useful life is reached [14] . The monitoring includes depreciation concept of the fixed asset considering the Usage factor which is defined as the physical condition of the fixed asset and Age factor is the remain ing service life of the equipment. The two factors will be used to assess the condition of the fixed assets. High and Low will be used as status remarks for the clustering of the service vehicles.
The application is simp lified to show the applicat ion of the Enhanced Initial Centro ids for K-means algorith m. The table below will have the Usage factor and Age factor for each service vehicle unit. The results of computing the weighted average are also included in the table. The service vehicles are acquired at the same date so the age factor rate applied as the weight is 5.00, the highest point and for the usage factor is 7.00 as the weight, since this value is the highest point.
The sample co mputation for the weighted average of age factor is shown below. Since the h ighest point is 5.0 fo r the Age factor and 7.0 for the Usage factor the lowest co mputed weighted average pair is the Vehicle 1 = (0.23, 0.25) and the highest computed weighted average pair is the Veh icle 4 = (1.14, 1.73). The two pairs will be the in itial centroids or seeds, c1 = (1.0.1.0) and c2 = (5.0, 7.0). Using the Euclid ian Distance computation, the result is shown in Table 12 .
Sample computation for Seed 1= ( The clustering based on the first iteration will have the following members: Finally the groupings of the fixed asset based on the two attributes, age factor and usage factor are: Group Based on the two applications of the enhanced Kmeans algorith m, convergence or stability is easier to achieve, and better clustering is obtained with the only limited nu mber of co mputations. The integration of the weighted mean in the enhanced algorith m init ially reflects the real weights of the each pair of cluster, thus reducing the representation of the object in a deceiving way and reducing the Euclid ian distance computation. Random selection may produce "dead" centroids but the init ial centroids based on the computed weighted average that used the highest point is eliminated.
Representing the results of the Enhanced K-means algorith m in the Fixed Asset Monitoring with Age and Usage factor's actual points using the Scatter graph.
V. FINDINGS AND CONCLUSION
The enhanced initial centroids for K-means algorith m applying the weighted average mean of the data sets eliminates the random selection of the initial centroids and reduced the iteration steps of using the Euclidean distance algorithm thus, reducing the computational complexity. The separation of the clustering improves because of the init ial centroids which are obtained based on the computed highest pair and the lo west pair of weighted average mean. This is a simp le co mputational method for obtaining the in itial centroids. It guarantees a well-separated centroids. Since iterat ion is decreased, the complexity of the computation is also decreased.
VI. RECOMMENDATIONS
The point of each attribute in the dataset must be properly distributed to get the good result of applying the weighted average. The use of Exclusive Assignment -If there are two highly overlapping points in the dataset, then enhanced initial centroids for k-means will not be able to resolve the distinct separation or final groupings fro m the given objects. The future study must be focused on how to resolve this limitation.
K-means suffers fro m drawback on the nu mber of clusters k as an input parameter. This is because of an inappropriate choice of k which might yield spurious results [15] . The pre-determined number of clusters is part of the original concept of K-means algorith m that needs further study to be considered in the modification for producing reliable results. Usage factor
