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Uporaba mobilnih robotov vsako leto narašča. Zaradi hitrega ritma v industriji so zahteve 
po krajših časovnih intervalih procesov in večja produktivnost vse bolj ostre. V modernih 
proizvodnih sistemih so mobilni roboti postali ključni del sistema za hiter ter varen prevoz 
materiala. V diplomskem delu je obravnavan razvoj mobilnega robota pri pozicioniranju za 
prevoz materiala v industriji. Sistem je implementiran z strojno-programskim okoljem 
ROS in programskim jezikom C++. Predstavljena je zgradba robota, programsko okolje v 
katerem se izvaja razvoj algoritmov ter področja uporabe mobilnega robota. Opisan je tudi 
algoritem za procesiranje slike zunanje kamere in različne metode za vodenje mobilnega 
robota v referenčno lego. Zaključek temelji na preizkusu in primerjavi rezultatov z 
različnimi metodami, ugotovitvah in predlogih za možne nadgradnje sistema. 
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The mobile robots usage is increasing yearly. Due to the fast pace in the industry, the 
requirements of shorter time intervals of processes and higher productivity are getting 
stricter. Mobile robots in modern production systems have become key enablers of the 
system for fast and safe transportation of material. In this thesis the development of mobile 
robot in positioning for material transportation is discussed. The system is implemented 
with middleware ROS and programming language C++. The structure of the robots, the 
software environment, the development of algorithms and the use of mobile robots are 
described. Also it is described the algorithm for processing the picture of the camera and 
different methods for controlling the mobile robot into the reference position. Conclusion 
is based on an experiment and comparison the results from different methods, findings and 
suggestions for possible system upgrades. 
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A / trenutno stanje robota 
A / homogena transformacijska matrika 
a / omejitev enakosti 
b mm razdalja med kolesi robota 
C / točka za orientacijo 
d m razdalja med robotom in referenčno točko 
E / homogena transformacijska matrika 
Fx N sila v smeri abscise 
Fy  N  sila v smeri ordinate 
J  kg m2  masni vztrajnostni moment  
K  /  konstanta za ojačitev regulatorja  
L  mm  razdalja md kolesi robota 
L / Lagrangian 
M Nm moment 
M / homogena transformacijska matrika 
m kg masa 
R m razdalja med središčem robota in točko ICR 
R / homogena transformacijska matrika 
R / referenčna točka 
r mm radij kolesa 
T / vmesna točka 
t s čas 
u / homogena transformacijska matrika 
V  m s-1  hitrost mobilnega robota 
V  /  homogena transformacijska matrika 
Wk  J  kinetična energija  
Wp  J  potencialna energija  
X  m  abscisna koordinata koordinatnega sistema  
Y  m  ordinatna koordinata koordinatnega sistema  
q  /  homogena transformacijska matrika 
  
α °, rad kot med željeno usmeritvijo in referenčno orientacijo 
𝜆 / Lagrangeov množitelj 
τ Nm navor na kolo 
φ °, rad kot 
ω ° s-1, rad s-1  kotna hitrost  
𝜔 ° s-1, rad s-1  povprečna kotna hitrost  
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1 Uvod 
»Robotika je veda o gibanju in vodenju robotov« [1]. Je področje, sestavljeno iz treh 
pomembnih smeri, ki stremijo k avtomatizaciji, robotizaciji in mobilni tehnologiji v 
tovarnah, v znanstvene namene ali bodisi za prosti čas. Strojništvo, elektrotehnika in 
informatika so panoge , brez katerih si današnjega življenja ne znamo predstavljati. Skupaj 
tvorijo celotno področje za razvoj in uporabo avtomatskih strojev oziroma robotov. Vse 
več podjetij si zaradi močne konkurence in strogih predpisov, želi avtomatizirati 
proizvodnje linije, ki bi nadomestile človeka s ponavljajočimi se gibi. Z roboti dosežemo 
večjo produktivnost in boljšo kakovost izdelkov. Ravno kakovost je ena izmed 
pomembnejših karakteristik izdelka, ki ima na tržišču močan vpliv. Če vključimo v sistem 
robotov še industrijske kamere, dosežemo 100% kakovost, kar je tudi naš primarni cilj. 
Robotika pa ni prisotna le v industriji, ampak tudi v medicini za namene operacij, 
raziskovanje vesolja oziroma drugih planetov ali morskega dna in pri preprečevanju 
okolijskih nevarnosti kot na primer pri požarih ali deaktiviranju morebitne bombe. 
 
Ime robot si je leta 1920 izmislil češki dramski pisatelj Karel Čapek, ki jo je uporabil v 
svoji igri R.U.R. (Rossumovi Univerzalni Roboti) za mehanične pomočnike. Beseda 
robota v češčini pomeni delo oziroma suženj [2]. 
 
Uporaba robotov po svetu se skokovito povečuje, zlasti v avtomobilski industriji, katera je 
bila prva uporabnica le-teh in je na svetovnem trgu še vedno vodilna branža z visokim 
deležem uporabe robotov. Ključni razlogi za vpeljavo avtomatizacije v proizvodnjo so bile 
prednosti robota pred človekom, kot so hitrost, enakomerni gibi, zagotavljanje večje 
kakovosti izdelka. Z vpeljavo robotov so želeli tudi razbremeniti človeka pred težavnimi 
deli, ga obvarovati pred zdravju škodljivimi nalogami in ga rešiti monotonega 
ponavljajočega se dela [3, 4]. 
 
Zaradi naraščajočega povpraševanja se je vse več podjetij začelo ukvarjati s proizvodnjo 
robotov. Statistika, ki jo je lani objavila organizacija IFR kaže, da se največ podjetij za 
izdelavo robotov nahaja v Evropi, ki igra pomembno vlogo na svetovnem trgu (Slika 1.1). 
Glede prodaje robotov pa največji delež predstavlja Kitajska [4]. 
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Slika 1.1: Delež proizvajalecev robotov po svetu [4] 
 
Azija vsako leto povečuje rast uporabe robotov, zato ima v zadnjih letih najvišji naraščaj 
glede na gostoto robotov in to kar 9%, Evropa le 5%.  Glede na število zaposlenih pa je 
pod svetovnim povprečjem, saj znaša njen delež 85 robotskih enot na 10000 zaposlenih. 
Povprečna gostota robotov po regijah je v Evropi  je 106 enot, v Ameriki 91 in v Aziji 75 
enot [2, 5]. Napoved za konec prihodnjega leta 2020 obeta po svetu registriranih preko 3 
milijonov industrijskih robotov. To pomeni, da se bo število robotov v sedmih letih (2014-
2020) več kot podvojila (Slika 1.2). Zanimivo pa je to dejstvo, da jih bo od tega približno 2 
milijona samo v Aziji [6]. 
 
 
   
Slika 1.2: Število novo nameščenih robotov na leto [6] 
 
Kljub velikemu številu novo nameščenih robotov ostaja dejstvo, da se celoten sklop 
tehnike ni tako hitro prilagodil robotom. Mehanske karakteristike so resda sedaj dobro 
optimizirane, ampak na drugi strani ostaja programska oprema, ki ni napredovala v koraku 
s časom in tako postala zastarela. Za uporabo bolj zahtevnih nalog in v znanstvene namene, 
je potrebno krmilnik in programsko opremo prilagoditi. Z odprtokodnim projektom ROS, 
želimo doseči, da se programska oprema lahko prilagodi vsakemu sistemu in uporabi 
industrijski robot za še bolj zahtevna opravila. 
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1.1 Ozadje problema 
Industrijski roboti so postali nepogrešljiv člen današnje družbe. Brez njih ne bi mogli 
zadovoljiti vseh uporabnikov in izdelati dovolj produktov. Z razvojem mobilnih robotov, 
se je pojavila potreba po zahtevnejših algoritmih, da bi tako še pohitrili proces izdelave in 
varneje prevažali tovor, saj je primarna naloga robota planiranje poti v željenem okolju. 
Ampak zaradi omejitve krmilne in programske tehnike proizvajalca ne dosežemo željenega 
cilja. 
 
Osredotočili smo se kako bi mobilni robot najhitreje in najbolj točno pripeljali od začetne 
do končne točke z uporabo operacijskega sistema ROS. Na podlagi različnih načinov 
vožnje bo robot moral čim bolj natančno in hitro priti do končne točke. Spremljali ga bomo 
preko kamere, ki bo nameščena nad samim preizkuševališčem in preko USB povezave 
spremljali dogajanje na osebnem računalniku. Ne le da bomo s kamero opazovali 
dogajanje, temveč bomo s pomočjo OpenCV knjižnice lahko opazovali sam robot, ki bo 
imel predhodno narisal trikotnik. S tem bomo izbrisali s slike vse razen trikotnika določene 
barve, v našem primeru bo zelena. Tako se bomo izognili motnjam in se osredotočili 
izrecno samo na robot ter predvideno pozicijo. 
 
Pri sistemih za lažja opravila, ki niso obsežna oziroma vsebuje le robot, lahko z lažjim 
programskim jezikom zadostimo potrebo krmiljenja. Ko pa se pojavijo kompleksnejša 
opravila, je potrebno uporabiti visokonivojske jezike z sodobno programsko opremo. 
Za naš sistem, smo se odločili, da bomo uporabili programsko opremo ROS, ki omogoča 
krmiljenje robota s potrebnimi programskimi jeziki. Tako smo se odločili za namestitev 
ustrezne programske opreme in programski jezik, da bo celoten sistem komuniciral med 
seboj in deloval brez večjih težav. 
 
 
1.2 Cilji 
Zastavljen problem in cilj diplomskega dela je sistem, ki prepozna in prikaže mobilni robot 
na prenosni računalnik, ki bi se premikal od začetne do končne lege. V navideznem 
prostoru naj bi se premikal naključno tako, da bi najhitreje in s pravilno usmeritvijo prišel 
na željeno mesto. Omejeni prostor zaradi kamere, bo predhodno določen, da ga robot ne 
zapusti. V primeru nedoločenega cilja naj bi robot miroval in čakal na ukaz. 
 
Zahtevane sposobnosti sistem so: 
‐ Zaznavanje in prikaz robota 
‐ Spremljanje dogajanje s programsko opremo ROS 
‐ Programiranje robota v programskem jeziku C++ 
 
Končni cilj je preizkus in ugotovitev kateri uporabljen pristop je najboljši za vodenje 
mobilnega robota v referenčno lego. Za dobro delovanje komunikacije sistema morajo biti 
internetne povezave brez prekinitev. 
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2 Teoretične osnove in pregled literature 
2.1 Robotika 
Vzroki za uvajanje robotizacije v naše okolje so tehnični, ekonomski in sociološki. Med 
seboj so povezani posredno ali neposredno. Tehnični so predvsem zaradi večje 
zanesljivosti, natančnosti in boljše kakovosti izdelka. Med ekonomske vzroke uvrščamo 
večji dobiček, zaradi hitrejšega dela in manjše delovne sile ter večje rentabilnosti. V zadnjo 
skupino, sociološki vzroki, pa prištevamo varnostne ukrepe, strožjo zakonodajo in daljšo 
življenjsko dobo človeka zaradi ne-potrebe po opravljanju monotonih del v neprimernem 
delovnem okolju (npr.: vročina, umazanija, strupi, ipd.) [3]. 
 
Mobilnim robotom, kateri so postali nepogrešljiv del sistema, se uporaba povečuje, zlasti 
novejšim, z možnostjo lastnega odločanja. Takšni mobilni roboti se predvsem uveljavljajo 
v vojski, medicini, kmetijstvu ali v raziskovalnih namenih, kjer se želimo približati 
človeški inteligenci odločanja o spremenljivih ali nepredvidenih situacijah [2].  
 
Pri izbiri robota moramo poznati njegovo primarno delo, obliko in nosilnost, v kakšnem 
okolju bo deloval ter možnosti vzdrževanja. Tako se na začetku usmerimo na dve 
kategoriji, ki deli robotiko. Prva je industrijska robotika, kjer so roboti za delo v 
proizvodnji. Druga pa je mobilna oziroma servisna robotika, ki deluje polovično ali 
popolnoma avtonomno. Sem spadajo roboti za domačo uporabo (npr.: sesanje, košenje 
trave, ipd.) ali manjši roboti  namenjeni za izobraževanje in roboti za profesionalno 
uporabo (npr.: raziskave Marsa). V katero skupino je uvrščen, je odvisno le od naloge, ki 
jo bo robot opravljal [2]. 
 
 
2.1.1 Mobilna robotika 
Mobilna robotika je v primerjavi z industrijsko robotiko mlado področje, ki je v večji meri 
še neraziskano. Razlog za hiter napredek je predvsem v možnosti dostopanja do nevarnih 
okolij, kamor človek ne-more (npr. Mars) oziroma je prenevarno (npr. mlinska polja, 
radioaktivna okolja) [8]. S povečanjem mobilne tehnologije se je še dodatno povečala 
produktivnost in kakovost izdelkov. Ker je v razvoj vpetih ogromno področij je prostora za 
izboljšave še ogromno. V vsaki stroki se inženirji trudijo najti in izdelati idealne 
Teoretične osnove in pregled literature 
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komponente, ki bi raziskovalcem omogočili izdelati prototip, ustrezen zahtevanemu okolju. 
Odvisno za kakšno aplikacijo ali okolje ga potrebujemo, ga izdelamo z določenimi 
komponentami, ki bodo ustrezali željenim pogojem obratovanja. Mobilni roboti imajo 
veliko prednost, ker niso omejeni na zaprti prostor v industriji ampak se lahko gibljejo v 
okolju, kar pa zahteva lasten vir energije (baterijo). Za premik pa potrebujemo seveda 
pogonski sklop in dobro lokalizacijo. Ravno lokalizacija je najbolj pomembna za mobilne 
robote, saj ni mogoče vedeti kakšno je resnično stanje v okolju. Programska oprema 
nameščena na robotu  lahko na podlagi krmilnih signalov, ki jih dobi iz senzorjev, določi 
stanje robota. 
 
Zanimivo je, da se ogromno učimo od živali, in sicer kako se obnašajo, s kakšnim načinom 
se sporazumevajo, kako lovijo plen in to prenesemo v sodobno tehnologijo, ki nam služi za 
pomoč, bodisi pri delu ali za prosti čas.  
Raziskovalci iz univerze Tel Avivu so izdelali popolnoma avtonomnega robota, ki se 
premika po prostoru s pomočjo poslušanja odmevov. Mehanizem, ki so ga uporabili se 
imenuje eholokacija. To uporabljajo netopirji, ki z glasnimi kriki pošiljajo frekvence po 
prostoru in  tako prepoznajo predmete. Signal se ob dotiku predmeta odbije nazaj. Netopir 
tako lahko presodi ali je predmet velik ali majhen ter ali miruje ali se premika. Tak pristop 
so prenesli na robota, ki se je vozil po naključnem zunanjem okolju in sam razvrščal 
objekte s pomočjo umetnega nevralnega omrežja. Uporabili so ultrazvočni zvočnik za 
oddajanje signala, za sprejem dva ultrazvočna mikrofona in tri senzorje v treh različnih 
smereh za zaznavanje signalov. Testiranja so pokazala, da je robot med vožnjo prepoznal 
in razvrstil objekte z 68% natančnostjo. To bi bila odlična tehnologija za mobilne robote, 
ki so namenjeni za raziskovanje v neznanem okolju [9]. 
Ni pa to edini primer napredka v robotiki, ko opazujemo živa bitja na podlagi posebnih 
lastnosti in to prenesemo na robote. Skoraj pri vsakem živem bitju je moč poiskati 
prednosti, ki lahko prinašajo funkcijske rešitve v tehnologiji, kot je to predstavljeno v 
zgornjem primeru netopirja. S tem lahko potrdimo, da je še ogromno možnosti za razvoj 
novosti. 
 
 
Zgodovina mobilne robotike 
 
Res je, da mobilna robotika s takšno tehnologijo, kot jo poznamo danes traja kratek čas. 
Ampak v preteklosti je bilo že nekaj mejnikov v smeri mobilnih robotov. Nikola Tesla je 
leta 1898 demonstriral brezžično radijsko plovilo. Prvi pravi mobilni robot, ki je bil 
zmožen premišljevanja o vožnji v okolju, je bil narejen leta 1966 na Stanford Research 
Institute. Imenoval se je Shakey, ker se je med vožnjo tresel. Poganjal pa ga je 24 bitni 
procesor in 196 KB RAM-a [16]. Kasneje so bili za mobilno robotiko pomembi še drugi 
manjši dogodki, vse do leta 1980, ko je razvoj začel naraščati vse do danes, ko občutimo še 
večje zanimanje za to tehnologijo [8].  
 
Nasa, ki v raziskovanje vloži veliko znanja in denarja je sestavila in poslala mobilni robot, 
ki je bil zmožen raziskovanja in odločanja o meritvah planeta, že leta 1997, ko je na Mars 
poslala prvi robot za analizo planeta. Sojourner na sliki 2.1, kot so ga poimenovali po 
ameriški aktivistki za pravice žensk Sojourner Truth je skupaj s sondo Mars Pathfinder 
potoval sedem mesecev. Sprva je bilo načrtovanih sedem dni misije po Marsu, ampak so jo 
podaljšali na 83 dni. Opravljal je geološke in atmosferske meritve površja in tako v analizo 
prinesel 15  različnih vrst kamenja. Skupaj s sondo pa posnel več kot 17 tisoč slik [7].  
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Slika 2.1: Prvi mobilni robot (Sojourner) na Marsu [7] 
 
 
Delitev mobilnih robotov 
 
Za opravljanje dela v okolju, mora imeti robot informacijo, kje se nahaja. Z znanim 
podatkom o poziciji in orientaciji, ki skupaj označuje lego robota, lahko popišemo njegove 
koordinate v okolju. Za lego robota uporabimo lokalizacijo, ki informacije dobljene na 
različnih senzorjih obdela in pretvori ter uporabi za pozicijo. Poleg informacij iz senzorjev 
je prisoten tudi šum, ki nam oteži delo, zaradi netočnih podatkov o legi robota. Šum težko 
v celoti odstranimo, lahko pa ga omejimo oziroma zmanjšamo, in sicer s filtri, 
kvalitetnejšimi senzorji ali z algoritmom pri zajemanju informacij omejimo razpon 
(območje zajema). Orientacijo pa popišemo z optičnim kodirnikom, ki je pritrjen na vsak 
motor robota. Ker je lahko okolje v katerem obratuje nepredvidljivo, je informacija o legi 
robota premalo, potrebna je tudi informacija o okolju, ki je lahko v obliki zemljevida 
vgrajen že v sam robot ali pa mora robot sam prepoznati ovire in stavbe in si izriše ter 
zapomni svoj zemljevid. Pomemben korak, da bo lahko robot šel od začetne lege do 
željenega cilja je navigacija oziroma trajektorija po kateri bo vozil. Kakšna bo pot je 
odvisno kakšno ima mobilni robot nastavljeno stopnjo avtonomije. Lahko imamo sisteme z 
ročnim daljinskim upravljanjem, robote, ki sledijo črti ali popolnoma avtonomne [8].  
 
Mobilni roboti so v vsakem sistemu drugačni. Tako lahko robote razdelimo na splošen 
način glede na okolje v katerem delujejo [8]: 
‐ kopenski roboti UGV 
‐ zračni roboti UAV 
‐ podvodni roboti AUV 
 
Obstaja veliko različnih vrst tehnologije premikanja. Medtem ko imajo podvodni in zračni 
roboti klasična krila za letenje oziroma pogon za podvodni svet, imajo kopenski veliko 
različnih vrst možnosti premikanja. Lahko imajo kolesa, noge ali gosenice, odvisno od 
terena na katerem bo deloval. Za kopenske robote, ki se večinoma gibljejo po ravnih 
površinah, so najboljša pogonska sredstva kolesa, ki so gnana z elektromotorjem. Niso pa 
vsa kolesa take oblike, kot si predstavljamo, okrogle in obdane z gumo. Za delovne 
prostore ali skladišča, ki so večinoma zelo ozka in so polna statičnih ter dinamičnih ovir so 
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se uveljavila ne-ortogonalna univerzalna kolesa imenovana Mecanum. Ta so predvsem 
primerna za robote, ki so popolnoma avtonomni, saj se lahko premaknejo v katero koli 
smer iz katere koli konfiguracije. Navadna kolesa potrebujejo za zasuk robota krmiljenje, 
ki ga ustrezno usmeri. Mecanum kolesa pa z vrtenjem koles naprej ali nazaj ne potrebujejo 
nobenega krmiljenja, ker ima posamezno kolo na obodu nameščene valjčke pod kotom 45° 
kot prikazuje slika 2.2. S konfiguracijo vrtenj koles lahko premikamo robota tudi 
diagonalno.  
 
Za preproste manjše robote, ki so primerni za učenje, je najbolj enostaven način pogona z 
diferencialnim pogonom. Torej robot z dvema kolesoma na vsaki strani s svojim pogonom. 
Taki roboti imajo običajno tri kolesa, kjer sta dva pogonska, tretji pa služi za stabilnost. 
Pogonska kolesa sta krmiljena posebej, za lažje vrtenje in premikanje, torej neodvisna od 
drugega. Uporabljajo se enosmerni elektromotorji, zaradi dobrih tehničnih lastnosti in za 
lažje krmiljenje. Roboti, ki imajo več kot dve kolesi, morajo imeti drugačen način 
krmiljenja za zasuk, kot na primer avto, ki ma sprednja dva kolesa prilagojena za vrtenje. 
Za razgiban neprehoden teren se uporabijo gosenice, ki majo boljši oprijem.  
 
 
 
Slika 2.2: a) kolo Mecanum, b) različne konfiguracije vožnje [8] 
 
V industriji za prevoz materiala so se uveljavili avtonomna vodena vozila AGV, ki so 
znana, da sledijo magnetnemu traku na tleh. Prednost je, da ne potrebujemo gradbenih 
posegov pri položitvi traku ali ob morebitnem premiku traku na novo lokacijo, saj  se lahko 
enostavno odlepijo. Sposobnost natančnega opazovanja v dinamičnem okolju, kot so 
proizvodni prostori v industriji, je z  AGV-ji v realnem času je postalo zelo težko in drago, 
kateri se težko prilagajajo potrebam proizvodnje. Nadgradnja AGV-jev so AMR-ji mobilni 
roboti, ki so popolnoma avtonomni, to pomeni, da ni več potrebno zunanjega sistema 
vodenja temveč sam zazna svojo okolico in ustvarja zemljevid prostora ter dodaja 
spremembe, ki jih registrira s pomočjo kamer in laserjev. To je velika prednost, saj si po 
prostoru dinamično izriše pot po kateri bo najučinkoviteje prišel na cilj. S sodobno 
tehnologijo lahko AMR-ji komunicirajo med seboj in z objekti v prostoru. To znatno 
zmanjša ne-usklajevanja in zastoje. Pri novih projektih ali postavitvah v stare prostore, bi s 
tehnologijo AGV zapravili veliko dragocenega časa za načrtovanje in postavitev poti in 
krmilne opreme. S tehnologijo AMR pa lahko začnemo takoj z nekaj kliki v nastavitvah.   
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Prihodnost mobilne robotike 
 
Zagotovo lahko rečemo, da se bo prodaja vsako leto povečevala, saj si želimo bolj 
robustne, zapletene in fleksibilne robote. Zaradi vse boljših komponent in oblike bodo 
lahko opravljali številna dela tako v industriji, kot pri domačih opravilih. V domačem 
okolju bodo prisotni tudi humanoidni roboti za zabavo ali pomoč pri vsakdanjih opravilih. 
Vse bolj predstavlja potrebo po zagotovitvi umetne inteligence, ki še zdaleč ni podobna 
človekovi. Nekatere napovedi za prihodnost so, da bodo roboti do 2020 postali stalnica v 
naših domovih za opravljanje raznih opravil. Do leta 2040 pa naj bi bili roboti sposobni 
opravljati večino zdajšnjih ročnih del [8]. 
 
 
2.2 Prototip mobilnega robota 
Mobilni robot na sliki 2.4, ki smo ga uporabili je prototip z diferencialnim pogonom 
izdelan v laboratoriju LAKOS. Poganjata ga dva enosmerna elektromotorja z dodanim 
optičnim kodirnikom na obeh kolesih za zaznavanje pomika. Motorno gonilo lahko v 
splošnem deluje pri napetostih 3 - 9V. Nižje napetosti niso praktične, višje napetosti pa 
lahko negativno vplivajo na življenjsko dobo motorja. Robot je krmiljen z krmilnikom 
BeagleBone Blue, ki je v robotiki zelo priljubljen, zaradi njegove visoke zmogljivosti. Je 
nizko cenovni, odprto kodni Linux računalnik, ki se ga veliko uporablja za izdelavo 
kompleksnih projektov, kjer je potreba po odprto-kodnem operacijskem sistemu. Dovoljuje 
nam, da uporabimo odprte-kodne knjižnice in programe. Poganja ga procesor Octavo 
Systems OSD3358, ki lahko komunicira v realnem času. Velike možnosti različnih 
priklopov (npr. kodirnike, motorje, senzorje) in fleksibilne možnosti povezljivosti z 
drugimi napravami (WiFi, Bluetooth) v sistemu, daje uporabniku širok spekter uporabe. 
Zaradi senzorjev, ki jih ima vgrajene na plošči (žiroskop, magnetometer, barometer, 
termometer) je uporaben tudi v različnih okoljih.  Na sliki 2.3 so prikazane nekatere 
pomembnejše komponente krmilnika. Novo ploščo je sprva potrebno posodobiti, to pa je 
najlažje narediti, s pomočjo BeagleBoard domače spletne strani (beagleboard.org).  
 
 
 
Slika 2.3: Prikaz pomembnejših komponent na BeagleBonu Blue 
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Za uporabo v labirintu ali sledenju črti ima mobilni robot tudi senzorje za daljavo in 
senzorje za črto. Zgornji senzorji so namenjeni za izogibanje ovir in lokalizacijo. 
Sestavljeni so iz treh delov, in sicer dioda, fotoranzistor ter ohišje v katerega se vstavita ti 
dve komponenti. Ker gre pri obeh komponentah za podobnost je potrebna večja 
natančnost. Senzor deluje glede na oddajanje in sprejemanje svetlobe. Dioda v času 
delovanja utripa, s tem se svetloba širi do prve ovire in ta se odbije nazaj proti senzorju. 
Fototranzisor zazna svetlobo in sprememba osvetljenosti spreminja tok, kar povzroča 
spremembo padca napetosti na uporu. Tako dobimo potrebno informacijo, za zaznavanje 
ovir. Najbolj uporabljeni senzorji za prepoznavanje črte so fotosenzorji, ki delujejo na 
opazovanju svetlobe, oziroma različnih koeficientov absorpcije različnih barv. Po navadi je 
proga s črto sestavljena iz bele in črne barve, tako lahko predpostavimo, da bela barva 
odbija svetlobo, črna pa jo absorbira. Postavitev senzorjev je pomembna, da zazna kdaj se 
črta ukrivi. Svetloba iz okolice povzroča motnje na obeh vrstah senzorjev, zato je potrebno 
senzorje ustrezno izolirati ali zagotoviti takšno svetlobo v prostoru, da ne bo prihajalo do 
večjih sprememb.  
 
 
 
Slika 2.4: Prototip mobilnega robota 
 
2.3 Programska oprema 
Pri programski opremi smo bili pozorni, da izberemo opremo, ki je združljiva z ROS-om, 
saj bomo z njim načrtovali in upravljali celoten sistem, od operacijskega sistema na 
računalniku do programskega jezika, v katerem  bo algoritem za mobilni robot. Sklopi 
programske opreme, ki so bili uporabljeni so operacijski sistem Ubuntu 16.04 LTS, 
programski jezik C++, odprtokodna knjižnica OpenCV, urejevalnik kode Visio Studio 
Code in simulacijsko okolje Gazebo. 
 
‐ Ubuntu 16.04 LTS je prosto dostopen operacijski sistem, ki z znanjem svetovne 
skupnosti prostovoljnih razvijalcev, ponudi uporabniku stabilen in sodoben operacijski 
sistem. ROS priporoča uporabo Ubunto distribucijskega okolja, načeloma pa deluje v 
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vseh okoljih Linux-a. Vsaka različica Ubuntuja ima številčno oznako, ki je sestavljena 
iz leta in meseca izdaje ter kodno ime. Vsaka četrta različica nosi dodatno oznako LTS, 
kar pomeni, da so izdaje podprte za daljši čas kot ostale. Ubuntu je osredotočen na 
uporabnost, kar med drugim vključuje tudi orodje sudo za administrativna opravila [11].  
 
‐ C++ je visokonivojski splošno namenski računalniški programski jezik, ki je kljub dolgi 
zgodovini še široko uporaben. C ++ je izboljšana različica jezika C. C ++ vključuje vse, 
kar je del C in dodaja podporo za objektno usmerjeno programiranje. Poleg tega C ++ 
vsebuje tudi številne izboljšave in funkcije. Razvil se je iz jezika C in s prevajalnikom 
ga lahko enostavno brez večjih sprememb prevedemo v C++. 
 
‐ OpenCV je najmočnejša odprtokodna knjižnica za klasično procesiranje slike, ki je v 
glavnem namenjena za delovanje računalniškega vida v realnem času. Je pomemben del 
našega sistema, saj je slika prisotna v večini sistema. Z velikim naborom algoritmov je 
postala nepogrešljiva za računalniški vid in strojno učenje. Podpira dva glavna jezika za 
pisanje, to sta C++ in Python [13]. Uporabili smo verzijo OpenCV 3.0. 
 
‐ Visual Studio Code je zmogljiv urejevalnik kode, ki deluje na različnih operacijskih 
sistemih. Z možnostjo razširitev ga lahko izberemo glede na programski jezik, knjižnice 
oziroma orodja, ki nam kodo oblikuje za boljšo preglednost. Enostavno preklapljanje 
med datotekami v delovnem prostoru, daje uporabniku hiter pregled nad celotnim 
sistemom. 
 
‐ Gazebo je simulacijsko okolje za hitro testiranje algoritmov v robotiki. Z natančnim in 
učinkovitim delovanjem lahko preizkušamo robote v zunanjih in notranjih okoljih.  Je 
sposoben simuliranja objektov in senzorjev v trodimenzionalnem prostoru in 
generiranja realnih podatkov iz senzorja na okolico. Sprva je bil Gazebo del ROS-ovega 
paketa, kasneje pa se je s finančno podporo in prizadevanji nadarjenih posameznikov 
razvil v samostojni projekt [11]. 
 
 
2.3.1 Robotski operacijski sistem (ROS) 
Čeprav ROS pomeni robotski operacijski sistem, ni pravi operacijski sistem, temveč je 
meta operacijski sistem, ki zagotavlja značilnosti resničnega operacijskega sistema. 
Obenem je tudi razvojno okolje za pisanje programske opreme namenjene robotom. ROS 
je bil razvit za distribucijsko in modularno odprtokodno platformo za razvoj programske 
opreme za robotiko. Gre za zbirko orodij, knjižnic, katerih namen je razvijalcu poenostaviti 
začetno izhodišče za ustvarjanje kompleksnega in robustnega sistema. Zasnovan je bil za 
skupine, da sodelujejo in nadgrajujejo delo drugih, saj na tak način prihranimo čas in 
izmenjujemo znanje. Veliko je že napisanega, kot na primer komunikacije 
vhodnih/izhodnih naprav, pošiljanje/prejemanje podatkov, ampak zardi vsakoletne nove 
tehnologije se vedno najdejo algoritmi, ki še nismo kreirani. Z ROS-om lahko ustrezno 
nadziramo robot, saj ima z možnostjo pošiljanja podatkov med procesi odličen pregled nad 
celotnim projektom. Najbolj pogosto uporabljena programska jezika sta C++ in Python 
[11]. Verzija, ki smo jo uporabili je Kinetic.  
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Zgodovina ROS-a 
 
ROS je projekt, ki se je v raziskovalni skupnosti pojavil v namen po večjem sodelovanju in 
da bi bilo ustvarjenih veliko projektov. Začelo se je 2007 na univerzi Stanford, kjer so 
takratni študentje na projektih uporabili prototipe ogrodij robotskega operacijskega sistema 
in opazili, da ima vsak nek del programa. Prišli so na idejo, da bi s projektom povezali 
znanja posameznih raziskovalcev. Sledil je razvoj sistema in takoj spodbudil številne 
raziskovalce, da so delili svoje delo in pomagali pri temeljnih idejah projekta. Programska 
oprema se je ves čas razvijala pod odprtokodno licenco BSD, platforma ROS pa se je s 
časom razširila med raziskovalno robotiko [11, 13]. 
 
 
Arhitektura sistema ROS 
 
Ravno arhitektura je ena velika prednost ROS-a, kjer so gradniki ločeni med seboj. 
Programi v ROS-u se predstavljajo kot vozlišča, povezani s temami. Vozlišča lahko po 
temah pošiljajo sporočila drug drugemu. Postopek za registracijo in komunikacijo med 
vozlišči omogoča ROS Master kot prikazuje slika 2.5. Pošiljatelje in odjemalce nadzira 
ROS Master, da zagotovi in preverja povezave tem med vozlišči znotraj robotskega 
sistema. S funkcijo roscore sproži komunikacijo med vozlišči [11]. 
 
 
 
Slika 2.5: Arhitektura sistema ROS-a [11] 
 
 
Pomembni pojmi 
 
‐ Vozlišče (ang. Node) je proces v sistemu, ki izvede računanje in pridobi svoje ime, ko 
se registrira pri ROS Masterju. Vozlišča z uporabo sporočil oglašujejo na teme in 
komunicirajo med seboj, katera so namenjena za operacije manjših program (npr. vsak 
senzor uporablja svojo vozlišče). Uporaba vozlišč v ROS-u zagotavlja več koristi 
celotnemu sistemu [10, 11, 12, 13]. 
 
‐ Sporočilo (ang. Message) je preprosta besedilna datoteka, ki vsebuje standardne tipe, za 
določanje podatkovne strukture sporočila. Te datoteke so shranjene v podimeniku 
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sporočil paketa. Vozlišča in teme uporabljajo sporočila za komunikacijo med seboj [10, 
11, 12, 13]. V našem sistemu uporabljamo sledeča sporočila: 
‐ Twist za pošiljanje hitrosti in smer premikanja 
‐ Image za podatke o RGB sliki 
 
‐ Tema (ang. Topic) je namenjena enosmerni pretočni komunikaciji, med katerimi si 
vozlišča izmenjujejo sporočila. Predstavljamo si jih lahko kot zbirke podatkov prejetih 
sporočil. Vozlišče se ne zaveda s kom komunicira, pomembni za njih so podatki, tako se 
prijavi na ustrezno temo. Na temo se lahko poveže vsakdo in lahko bere ali ureje, če 
ima ustrezni podatkovni tip [10, 11, 12, 13]. 
 
‐ Paket (ang. Package). Programska oprema v ROS-u je organizirana v paketih, za bolj 
organizirano delovno okolje. Paket lahko vsebuje ROS vozlišča, knjižnico, neodvisno 
od ROS-a, nabor podatkov in razne module. Cilj teh paketov je zagotoviti uporabno 
funkcionalnost na preprost način, tako da je programsko opremo mogoče zlahka 
ponovno uporabiti. Pakete lahko ustvarimo ročno v mapi ali z orodji, kot je 
catkin_create_pkg, ki ga vpišemo v konzolo. Pomembno je samo, da so v delovnem 
prostoru mape src [10, 11, 12, 13]. 
 
‐ Catkin je uradni sistem za izgradnjo ROS-a. Uporablja nabor orodij za ustvarjanje 
izvršljivih datotek knjižnic, skript in vmesnikov, ki jih lahko kasneje uporablja neka 
druga koda. Catkin vsebuje nabor CMake makrov in python skript, ki skupaj zagotovita 
nekaj  osnovnih funkcionalnosti. Za delovanje moramo v datoteki CMakeLists.txt 
spremeniti in dodati nekaj informacij. Eden najbolj pogostih ukazov je catkin_make, ki 
nam preveri kodo celotnega projekta. Če ga prvič zaženemo v delovnem prostoru, bo 
ustvaril dve mapi build in devel [10, 11, 12, 13]. 
 
‐ Delovno okolje (angl. workspace) je glavna mapa, kjer gradimo ROS sistem. Je prostor 
v katerem shranjujemo vse pakete in vozlišča. Med delovanjem imamo lahko odprt 
samo en delovni prostor, kjer lahko s konzolo opravljamo in zaganjamo programe in 
simulacije [10, 11, 12, 13]. 
 
‐ Roslaunch je orodje za zagon več vozlišč, ki ga zaženemo v konzoli. Datoteke 
roslaunch so zapisane z uporabo XML in imajo po dogovoru končnico .launch. Znotraj 
datoteke je zapis vozlišč in njihovim parametrov [10, 11]. 
 
‐ Roscore je storitev, ki je potrebna, da se vzpostavi komunikacija med vozlišči. Vozlišča 
se ob zagonu povežejo z roscore, da registrira podatke, ki jih lahko objavi ali prejme. 
Roscore se zažene in teče v ozadju med samim delovanjem sistema [10]. 
 
 
2.4 Modeliranje gibanja mobilnega robota 
Mobilni roboti z diferencialnim pogonom so za učenje robotike idealni. V času razvoja 
robota si lahko pomagamo s simulacijami. Za delovanje v simulatorju je potreben 
matematični popis za kinematični ali dinamični model.  
V nadaljevanju je opisan kinematični model za mobilni robot z diferencialnim pogonom. 
Poglavje 2.4 je povzet po knjigi [8] in po članku [14]. 
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Kinematični model nam pove dogajanje med vhodi sistema in obnašanjem sistema. Je 
vezan na hitrostni prostor, zato ga popišemo z diferencialnimi enačbami prvega reda. 
Dinamični model pa opisuje fizikalni prostor, se pravi sile, momente, maso in vztrajnost. 
Te veličine popišemo z diferencialnimi enačbami drugega reda. V primeru kolesnega 
pogona se uporabi kinematični model, za zahtevnejše aplikacije, kot na primer zračna 
plovila, pa uporabimo dinamični model. V primerjavi s kinematiko se pri dinamiki 
upoštevajo sile za preučevanje gibanja mobilnega robota. Dinamični model je pomemben 
za simulacijsko analizo gibanja robota in oblikovanje različnih algoritmov gibanja.  
 
Mobilni robot s kolesi ima v okolju največ 3 prostostne stopnje. Gibanje v smeri x in y, ki 
ju imenujemo translaciji in eno rotacijo okoli osi z. Rotacije nam povedo orientacijo 
robota, translacije pa določajo pozicijo. Ko sta definirana oba podatka izvemo, kje se 
nahaja robot in njegovo smer. V nadaljevanju predstavljen mobilni robot v okolju s 3 
prostostnimi stopnjami. 
 
 
2.4.1 Koordinatni sistem 
Za popis mobilnega robota v ravnini potrebujemo vektor (2.1), ki nam pove njegovo lego 
in orientacijo, kot je prikazano na sliki 2.6. 
q(t) = [
x(t)
y(t)
φ(t)
] (2.1) 
Vektor je lahko podan v globalnem koordinatnem sistemu Xg, Yg kot prikazuje slika 2.6, 
ali s premikajočim se koordinatnim sistemom Xm, Ym, ki je pripet na mobilni robot. 
 
 
 
Slika 2.6: Mobilni robot v ravnini [8] 
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Relacija med njima je podana z vektorjem translacije [𝑥, 𝑦𝑇] in rotacijsko matriko R(φ) 
 
R(φ) = [
cosφ sinφ 0
−sinφ cosφ 0
0 0 1
] (2.2) 
kjer je φ kot zasuka robota. Med sistemoma lahko tako s pomočjo rotacijske matrike 
spreminjamo koordinate z enačbo 
Xg = R(φ)Xm → [
xg
yg
φg
] = [
cosφ sinφ 0
−sinφ cosφ 0
0 0 1
] [
xm
ym
φm
] (2.3) 
Kolesa imajo to lastnost, da se kotalijo po podlagi zaradi trenja med kolesom in podlago. 
Pri nizkih hitrostih, lahko predpostavimo model idealnega kotaljenja koles, kjer se ne 
upošteva zdrsov v ranini, temveč se kolo samo kotali po podlagi. Ker se vsako kolo vrti 
okoli svoje osi, mora biti definirana točka, ki leži na presečišču oseh koles. Točko 
imenujemo trenutni center rotacije (ICR). Pove nam, da se okoli nje vrtijo vsa kolesa z 
enako krožno hitrostjo ω. 
 
 
2.4.2 Kinematični model 
Kinematični model nam pove povezavo med krožno hitrostjo obeh koles in hitrosti robota. 
Glede na robota v ravnini, lahko izračunamo lokacijo točke ICR, kot prikazuje slika 2.7. 
 
 
 
Slika 2.7: Kinematični model [8] 
 
Glede na razdaljo med točko ICR in središčem (točka med kolesi) robota, se izračuna 
krožno hitrost (2.4), katero imata kolesa v vsakem časovnem trenutku enako. 
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ω =
VL(t)
R(t) −
L
2
=
VR(t)
R(t) +
L
2
 (2.4) 
Kjer VL in VR pomenita hitrost levega oziroma desnega kolesa, R je trenutni radij 
trajektorije vožnje robota in L je dolžina med kolesi. 
Enačbo (2.4) lahko poenostavimo in dobimo krožno hitrost robota 
ω =
VR(t) − VL(t)
L
 (2.5) 
Tako lahko tudi zapišemo trenutni radij R, kjer se točka ICR nahaja 
R(t) =
L
2
VR(t) + VL(t)
VR(t) − VL(t)
 (2.6) 
Tangencialna hitrost robota pa je torej 
V(t) = ω(t)R(t) =
VR(t) + VL(t)
2
 (2.7) 
ω je krožna hitrost. Kinematični model mobilnega robota z diferencialnim pogonom lahko 
torej zapišemo v matrični obliki 
[
ẋ
ẏ
φ̇
] = [
cosφ 0
sinφ 0
0 1
] [
V
ω
] (2.8) 
Kjer je V hitrost robota, ω krožna hitrost robota, x, y sta položaja v globalnem 
koordinatnem sistemu in φ usmerjevalni kot robota. 
 
Pogosteje se izvaja preverjanje in nadzor hitrosti na posameznih kolesih kot pa linearne in 
krožne hitrosti, zato je v enačbi (2.9) narejena transformacija za kotni hitrosti na 
posameznih kolesih (ωR za desno kolo in ωL za levo kolo). 
[
ωR
ωL
] = [
1
r
0
0
1
r
] [
VR
VL
] (2.9) 
Povezava med linearno in krožno hitrostjo ter krožnima hitrostnima na kolesih pa je 
[
V
ω
] = [
r
2
r
2
r
L
−
r
L
] [
ωR
ωL
] (2.10) 
kjer je r radij kolesa in L razdalja med kolesoma. 
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Mobilne robote z diferencialnim pogonom lahko na različne pristope vodimo v referenčno 
lego, najbolj pogosti so: 
‐ vodenje v referenčno lego 
‐ vodenje po referenčni trajektoriji 
‐ linearni regulator 
‐ nelinearni regulator 
‐ povratno-zančna liberalizacija 
 
 
2.5 Vodenje robota v referenčno lego 
V okolju brez ovir je vodenje mobilnega robota od začetne točke do končne ciljne točke 
izvedljivo brez večjih težav, saj se lahko robot poljubno giblje. Sistem s povratno zanko 
(od točke do točke) je težje voditi, kot robota, ki sledi referenčni trajektoriji, saj ima ta 
predhodno že zastavljeno pot (progo) po kateri se bo gibal. Ker je v večini primerov okolje 
polno ovir, bodisi statičnih ali dinamičnih, je robot, ki se giblje po referenčni trajektoriji, v 
prednosti. Vendar pa je v primeru nadgradnje sistema s povratno zanko, z uporabo kamere, 
ki bi te ovire zaznala in poslala signal o prostorskem stanju robotu, ta način vodenja boljši, 
saj nam tako ni potrebno v začetni fazi izgubljati časa za načrtovanje in postavitev traku 
poti robota. Poglavje 2.5 je povzet po knjigi [8], ki bo v nadaljevanju podrobneje opisan. 
 
 
2.5.1 Vodenje v referenčno pozicijo 
Ta način je najbolj preprost, ker imamo predpisano samo referenčno pozicijo (xref(t), yref(t)) 
ne pa tudi orientacije, kot prikazuje slika 2.8. Usmeritev, da bo robot šel do referenčne 
točke zagotovimo s kotno hitrostjo, prikazano z enačbo (2.11). Računa se kot med 
referenčno točko (R: xr, yr) in sedanjim stanjem (A: x, y).  
ω(t) = K(φr(t) − φ(t)) (2.11) 
Kjer je K ojačitev regulatorja, φ(t) je trenutna usmerjenost robota, φr(t) pa je željena 
usmeritev, ki se jo izračuna s spodnjo enačbo 
φr(t) = arctan
yr − y(t)
xr − x(t)
 (2.12) 
Za premik je potrebna translatorna (linearna) hitrost, ki jo definiramo 
V(t) = K√((xr(t) − x(t))
2 + (yr(t) − y(t))
2) (2.13) 
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Slika 2.8: Vodenje v referenčno pozicijo [8] 
 
 
2.5.2 Vodenje v referenčno lego z vpeljavo vmesne točke 
Pri tem načinu, ko imamo poleg referenčne točke še referenčno orientacijo, je potrebno 
najprej izračunati vmesno točko (T: xt, yt), ki določa usmeritev robota, da se pripelje dokaj 
podobno referenčni orientaciji, kot to prikazuje slika 2.9. Določimo jo z enačbo (2.14). 
 
xt = xref − rcosφref 
yt = yref − rsinφref 
(2.14) 
 
Kjer je r radij oziroma razdalja pozicije vmesne točke.  
Orientacijo φref pa izračunamo na poljubno točko v okolju (točka C: xc, yc) 
φref(t) = arctan
yc − y(t)
xc − x(t)
 (2.15) 
Translatorna hitrost za izračun ostane enaka, se-pravi z enačbo (2.13), pri regulaciji kotne 
hitrosti, pa sta potrebna dva koraka. Prvi je vodenje robota k vmesni točki, ki na določeni 
dolžini, ko se dovolj približa točki naredi preklop in drugi, ko gre k referenčni točki. Ta 
preklop določimo z √((x − xt)2 + (y − yt)2) < dtol. Kjer se računa razdalja robota do 
vmesne točke. Oba koraka pa izhajata iz enačbe (2.11). Parametra r in dtol je glede na 
uporabo smiselno izbrati, da se zagotovi optimalno pot robota. 
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Slika 2.9: Vodenje v referenčno lego z vpeljavo vmesne točke [8] 
 
2.5.3 Vodenje v referenčno lego z vmesno usmeritvijo 
Ta način se podobno kot zgornji z vmesno točko razdeli na dva dela in vsebuje tako 
referenčno točko kot orientacijo in izračun translatorne hitrosti po enačbi (2.13). Prikaz 
takega načina je na sliki 2.10.  
 
 
 
Slika 2.10: Vodenje v referenčno lego z vpeljavo vmesne usmeritve [8] 
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V prvem delu robota vodimo v smeri referenčne pozicije s kotno hitrostjo 
ω = Kφerr(t) (2.16) 
in kotnim pogreškom 
φerr(t) = φr(t) − φ(t) + arctan
r
d
 (2.17) 
kjer je φr(t) določen po enačbi (2.12) in r radij ukrivljenosti. Dolžina d pa definirana z 
d = √(xref(t) − x(t))
2 + (yref(t) − y(t))
2  (2.18) 
Tako v prvem delu parameter r definira smer vožnje, ki je za arctan
r
d
 premaknjena glede 
na smer φr(t). Ko se robot dovolj približa referenci, kroži dokler ne izpolni pogoja 
φ(t) = φref. 
 
V drugem delu se kotna hitrost izračuna enako kot v prvem delu po enačbi (2.16), ampak 
se spremeni kotni pogrešek, ki se izračuna z 
φerr(t) = φr(t) − φ(t) + α(t) (2.19) 
kjer je α kot med željeno usmeritvijo in se izračuna 
α(t) = φr(t) − φref(t) (2.20) 
 
 
2.5.4 Vodenje po odsekoma zvezni poti sestavljeni iz premice in 
kroga 
Pri tem načinu na sliki 2.11 se robot na začetku vozi po premici, dokler ne pride do 
krožnice, ki je definirana z radijem r. Tam se robot tangento poveže na krožnico in 
nadaljuje pot po njej do referenčne točke. Zaradi premice, ki je tangento povezana na 
krožnico, razdelimo tudi ta način na dva dela. Prvi del, ko robot sledi premici je definiran s 
kotno hitrostjo 
ω(t) = K(φt(t) − φ(t)) (2.21) 
kjer je φt(t) kot vmesne točke T in je definiran z 
φt(t) = arctan
yt − y(t)
xt − x(t)
 (2.22) 
Drugi del pa s kotno hitrostjo, ko robot sledi krožnici  
ω(t) =
V(t)
r
+ K(φref(t) − φ(t)) (2.23) 
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V(t) je translatorna hitrost, ki je definira z enačbo (2.13). 
 
 
 
Slika 2.11: Vodenje po odsekoma zvezni poti (premica in krog) [8] 
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3 Eksperimentalna postavitev 
Za uporabo ROS programskega okolja je najbolj priporočljiva uporaba operacijskega 
sistema Linux, ki je odprto koden tako kot ROS. ROS različice so vsako leto novejše, in s 
tem kompatibilne z drugo različno verzijo operacijskega sistema. Na spletni strani od 
ROS-a lahko tako pogledamo vse različice in izberemo nam ustrezno, ki vsebuje določene 
pakete za naš sistem. Uporabljen krmilnik BeagleBone Blue je poleg velike zmogljivosti 
uporabe, združljiv z različno programsko opremo, tudi z ROS-om. Tako sta bili na izbiro 
dve različici in sicer najnovejša različica ROS Melodic Morenia ali ROS Kinetic Kame. 
Zaradi razlogov združljivosti z mobilnim robotom smo izbrali Kinetic, ki je bil najbolj 
primeren za dobro delovanje sistema. Ker deluje na sistemu z verzijo Ubuntu 16.04 LTS, 
smo ta operacijski sistem naložili na osebni računalnik. 
 
Slika 3.1 prikazuje celoten sistem z vsemi gradniki in nameščeno programsko opremo, ki 
je v nadaljevanju podrobneje opisana. Črtkana puščica predstavlja navidezno (brezžično) 
povezavo, polna puščica pa dejansko povezavo. 
 
 
   
Slika 3.1: Celotna shema sistema 
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3.1 Namestitev paketov na prenosni računalnik 
Na spletni strani Ubunta poiščemo ustrezno verzijo, ki jo potrebujemo in jo prenesemo na 
osebni računalnik. Po uspešni namestitvi smo naredili osnovni korak do želenega stanja. 
Sledi namestitev ustrezne različice ROS-a, ki ga poiščemo na strani ROS. Preko ukaznega 
okna na računalniku, vpisujemo ustrezne ukaze, ki jim sledimo na omenjeni strani. Med 
ukazi je tudi možnost izbire velikosti različice, ki glede na uporabo paketov in posledično 
prostora na disku, izberemo nam ustrezno. Priporočljivo, če imamo dovolj prostora je, da 
izberemo polno različico, ki ponuja od 2D in 3D simulacij, raznih paketov za risanje 
grafov in mnogo drugih uporabnih stvari. V primeru, da imamo manj prostora oziroma ne 
potrebujemo vseh teh orodij, izberemo namizno različico, ki smo jo uporabili tudi mi z 
ukazom 
 
‐ sudo apt-get install ros-kinetic-desktop 
 
Na voljo sta še dve možnosti, prva je osnovna različica, druga možnost pa, da lahko po 
sklopih namestimo potrebne pakete. Ker se bodo preizkusi v začetni fazi opazovali v 
simulatorju je bila potreba po dobrem in obenem natančnem programu, ki bo virtualno 
prikazal sistem podoben oziroma enak takšnemu v realnosti v laboratoriju. Zato je bil 
naslednji del namestitev na računalniku, namestitev simulatorja Gazebo, ki je zaradi 
trodimenzionalnega prikaza in hitrim generiranjem algoritma idealni za preizkus in prikaz 
podatkov. Ukaz je sledeč 
 
‐ sudo  apt-get  install  ros-kinetic-gazebo-ros-pkgs  ros-kinetic-ros-control 
 
Za lepši prikaz in enostavnejše programiranje, smo namestili brezplačni program Visual 
Studio Code. Vse nadaljnjo delo bo potekalo v tem delovnem okolju, saj je preklapljanje 
znotraj delovnega prostora med datotekami in mapami zelo enostavno. Ker pa bomo imeli 
v sistemu še kamero in s tem prisotno sliko, smo namestili knjižnico OpenCV, ki je 
namenjena računalniškemu vidu. V ukazno okno vpišemo spodnji ukaz in s tem smo z 
namestitvami na računalniku končali. 
 
‐ sudo apt-get install ros-kinetic-vision-opencv 
 
 
3.2 Namestitev paketov na mobilni robot 
Za delovanje sistema je potrebno tudi na mobilni robot namestiti ROS. To naredimo tako, 
da najprej namestimo odprtokoden program balenaEtcher. Preko njega zapišemo na kartico 
SD verzijo ROS-a, ki smo ga predhodno prenesli na računalnik. Naložili smo Ubuntu 
operacijski sistem, ki je imel zraven še ROS kinetic. Zadnjo verzijo različice se poišče na 
spletni strani eLinux, kjer so informacije, programi in uporaba Linuxa. 
 
Pred vklopom moramo imeti SD kartico v plošči, in držati tipko SD za izbiro zagona. Tako 
bo BeagleBone vedel, da se mora zaganjati iz kartice in ne iz svojega shranjenega spomina. 
V primeru, ko se robot ne poveže na Wi-Fi, je potrebno ploščo povezati s kablom na 
računalnik, in tam preko ukaznega okna dostopiti in nastaviti povezavo na plošči. Tako se 
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lahko z računalnikom za nadaljnje delo povežemo preko brezžičnega interneta na robot 
oziroma krmilno ploščo in tam spreminjamo algoritem ali dodajamo nove datoteke. Tako 
je tudi ta del končan in pripravljen na preizkus. 
 
 
3.3 Umeritev kamere 
Uporabljen kamera je bila Logitech C270, ki omogoča zajem slike (do 3MP) in videe pri 
720p (1280 x 720 HD) ločljivosti. Kamera je zmožna pri snemanju poslati vsako sekundo 
30 sličic (720p/30fps), kar je za naš sistem dovolj.  
 
Pred samo uporabo smo morali kamero umeriti, zaradi sodčkaste oblike. Z uporabo 
programa, ki je že narejen za umeritev smo izvedli sam proces. Šahovnico, ki smo jo 
uporabili je 7-kratna s 20 mm velikimi kvadrati. Ker sam program za umeritev uporabi 
notranje točke kvadrata je površina velika 7x5, torej celotna šahovnica je široka 8 
kvadratkov in visoka 6 kvadratkov, kot prikazuje slika 3.2.  
 
Za začetek je potrebno namestiti sam program, kar izvedemo z ukazom 
 
‐ rosdep install camera_calibration  
 
Pred začetkom umeritve moramo preveriti, da kamera objavi slike preko ROS-a, kajti 
drugače s programom ne bomo dosegli željenega učinka. To enostavno preverimo, če v 
ukazno okno vpišemo sledeč ukaz, ki pove katere teme so prisotne v ROS-u 
 
‐ rostopic list 
 
Ta nam vrne seznam vseh tem, in pogledamo če je vmes tema z imenom 
/camera/camera_info ali /camera/image_raw. V primeru, da ne zazna je najbolje, kamero 
izklopimo in nato ponovno vklopimo v USB vhod. 
 
Za začetek umeritve zaženemo program z ukazom 
 
‐ rosrun camera_calibration cameracalibrator.py --size 7x5 --square 0.020 
image:=/camera/image_raw camera:=/camera 
 
S šahovnico se premikamo po celotni površini, kjer je vidno polje kamere. S premikanjem 
levo/desno, gor/dol in z nagibom naprej/nazaj bi morali tako dobiti dovolj podatkov, da 
zasveti gumb Calibrate. Proces traja nekaj sekund. Po uspešni umeritvi bi morali dobiti 
ravne črte na celotni površini. V primeru, da proces ni dobro naredil umeritve, ponovimo ta 
korak, v nasprotnem primeru pa stisnemo tipko Upload, da pošljemo podatke kameri za 
trajno shranjevanje.  
 
V našem primeru bi morali umeritev ponoviti, ker smo imeli premajhno šahovnico, vendar 
je zadoščala za solidno procesiranje slike. Z večjo šahovnico ter večjimi kvadratki sliko 
boljše umerimo, saj pokrijemo večji del delovne površine naenkrat. S  solidno umeritvijo je 
ta proces zaključen. 
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Slika 3.2: Šahovnica za umeritev 
 
 
3.4 Izdelava datoteke za gibanje robota 
Za pisanje algoritma bomo uporabili delovni prostor (ang. Workspace), kjer se bo naš 
sistem gradil. Znotraj prostora se nahajajo različne datoteke (.launch, .cfg, .bag, .urdf) 
glavna datoteka, kjer bo algoritem za premik robota, pa bo pisan v datoteki s končnico 
.cpp, to pomeni, da je pisan v C++ programskem jeziku. Primer za programe pisane v 
jeziku Python, ki je drugi najbolj pogosti programski jezik, bi bila to končnica .py. 
 
Za delovni prostor moramo v ukazno okno vpisati naslednje ukaze 
 
‐ mkdir  -p ~/robot_ws/src 
‐ cd  robot_ws/src/ 
‐ catkin_create_pkg  ms1  roscpp 
‐ cd  ms1/src/ 
‐ touch  robot1.cpp 
 
Prva vrstica nam ustvari mapo src znotraj delovnega prostora robot_ws. Druga in četrta 
vrstica sta za prehod v mape z ukazom cd. V tretji pa naredimo ROS paket imenovan ms1 
z odvisnostjo za razvijalce jezika C++, kjer bomo napisali ROS C++ vozlišče. V mapi ms1 
se ustvarita dve datoteki, prva je package.xml kjer so podatki o paketu, druga pa je 
CMakeLists.txt, ki opisuje, kako sestaviti kodo in kam jo namestiti, obe datoteki pa morata 
biti združljivi s catkin sistemom. V zadnji vrstici pa z ukazom touch ustvarimo datoteko, 
kjer bo pisan algoritem v programskem jeziku C++. 
 
Za zagon z ukazom roslaunch, potrebujemo še mapo z imenom launch in datoteko v njej s 
končnico .launch. To bo zagnalo naš algoritem robot1.cpp s sledečim ukazom 
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‐ roslaunch ms1 ms1.launch 
 
Pred pisanjem kode naredimo še en korak, da preverimo ali smo pravilno namestili vse 
datoteke in povezavo do glavne datoteke robot1.cpp.  V ukazno okno vpišemo 
 
‐ catkin_make 
‐ source  devel/setup.bash 
‐ echo  $ROS_PACKAGE_PATH 
 
Prvi ukaz ustvari dve mapi v delovnem prostoru (build in devel). V mapi build so podatki 
in druge vmesne datoteke catkina, v devel mapi pa namestitvene datoteke. Z ukazom v 
drugi vrstici zaženemo te datoteke za ta delovni prostor. S preverjanjem končamo s tretjo 
vrstico, ki nam izpiše, ob pravilnem postopku izgradnje, poti do delovnega prostora.  
 
Za preverjanje algoritma v času razvoja, v ukazno okno vpišemo prvi dve vrstici pri 
preverjanju in tako vidimo ali je kakšna napaka v kodi in če pravilno deluje.  
 
 
3.4.1 Obdelava slike iz kamere 
Znotraj datoteke robot1.cpp je pomemben algoritem za iskanje konture. Dobljeno sliko iz 
kamere spremenimo iz ROS-ovega v OpenCV format s pomočjo CvBridge paketa. To 
naredi tako, da ROS-ovo sporočilo spremenimo v matriko, da ga lahko odpremo z 
OpenCV. Nato pa iz slike izluščimo samo potrebno kulturo določene barve. Da pa to 
naredi, je v ozadju napisan algoritem, ki vsebuje funkcije iz knjižnice OpenCV. Njegov 
princip je, da so slike opisane z nekim objektom, ki mu rečemo cv matrika, kjer je vsaka 
točka predstavljena z vektorjem RGB. Torej, tri dimenzionalni vektor je element točke te 
matrike.  
 
Postopek je po korakih napisan za iskanje trikotnika zelene barve, ki je pripet na mobilnem 
robotu. 
 
‐ 1 korak: Matrika z uporabo paketa CvBrige  
Da se program ne sesuje, moramo predhodno napisati zanko, kjer išče sliko iz kamere 
toliko časa , da je ne najde in jo nato s paketom CvBridge kopira na cv_ptr. 
 
- cv::Mat img = cv_ptr->image.clone(); 
 
‐ 2 korak: Dodajanje zameglitve 
Intenzivnost svetlobe (npr. sonce) povzroči svetlejše/temnejše barvne odtenke, kar ni 
zaželeno pri procesiranju slike, kjer se osredotočimo izključno na eno samo barvo. Zato 
namerno dodamo šum, ki zabriše piksel z njegovo okolico. S tem se znebimo pikslov, ki 
ne ustrezajo zahtevam in tako dobimo malo bolj zamegljeno sliko. Na spletni strani od 
OpenCv je opisanih veliko primerov za dodajanje šuma. Mi smo uporabili srednjo 
zameglitev (ang. Median Blurring).  
 
- cv::medianBlur(img, img, cfg.blur); 
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‐ 3 korak: Thresholding z uporabo funkcije inRange 
S to operacijo določimo meje s pomočjo HSV, ki vse slikovne točke nad mejo spremeni 
v črno, ostalo v belo. Tako izluščimo iz slike samo določeno barvo, v našem primeru 
zeleno. Če se vrnemo nazaj, kaj je HSV? Je barvni prostor podoben kot RGB. Pri 
sistemih, ki morajo izluščiti določeno barvo, je HSV odlična izbira, saj išče barvno 
vrsto odtenka in je neobčutljiv na pogoje osvetlitve, ki je dodatna prednost. S parametri 
(hue, saturation, value) in funkcije inRange določimo meje iskanja barve.  
 
- cv::cvtColor(img, img, cv::COLOR_BGR2HSV);          
- cv::inRange(img, cv::Scalar(cfg.h_low, cfg.s_low, cfg.v_low), cv::Scalar(cfg.h_high, 
cfg.s_high, cfg.v_high), img); 
 
‐ 4 korak: Iskanje in risanje konture s funkcijo findContours 
Je OpenCV funkcija, ki naredi polje zaprtih objektov. Tako poiščemo čez te konture 
oziroma objekte njihova težišča in definiramo, da so to največji liki na sliki ter čez njih 
narišemo črto za usmeritev (pri trikotniku je špica smer vožnje). Da se sistem ne sesuje, 
naredimo še zanko, kjer v nekem območju išče te objekte določene oblike. V zadnji 
vrstici pa je še sprememba barve nazaj v barvni prostor RGB. 
 
- std::vector<std::vector <cv::Point> > contours; 
- std::vector<cv::Vec4i> hierarchy; 
- cv::findContours(img, contours, hierarchy, cv::RETR_TREE, 
cv::CHAIN_APPROX_SIMPLE, cv::Point(0, 0)); 
- cv::cvtColor(img, img, CV_GRAY2BGR); 
 
S temi nastavitvami v algoritmu zanesljivo deluje iskanje likov določene barve. Z opisom 
po obliki in barvi, se tako izognemo težavam odsevov zaradi osvetlitve. Ni pa to edina 
rešitev za iskanje oblik in odpravljanje motenj. V knjižnici OpenCV najdemo mnogo 
rešitev za procesiranje slik iz kamere. 
 
Kot smo v poglavju 3.4 omenili različne zgrajene mape v našem delovnem okolju je še 
ena, ki je pomembna za sistem in bo predstavljena v naslednjem poglavju 3.4.2. 
 
 
3.4.2 Cfg datoteka 
Datoteko cfg ustvarimo za uporabo dinamične re-konfiguracije med samim procesom 
sistema. V delovni prostor ustvarimo mapo z imenom cfg in v njej datoteko s poljubnim 
imenom s končnico .cfg. V njej dodamo parametre, ki jih želimo nastavljati med ciklom 
delovanja. Spodaj je primer, ki smo ga uporabili. 
 
‐ gen.add("blur",  int_t,  0,  "An Integer parameter",  3,  0,  20) 
 
Funkcija add doda parameter z imenom blur, ki je vrste int (lahko je tudi double ali bool). 
Opišemo parameter z nizom, ter na koncu nastavimo njegove vrednosti. Prva številka je 
privzeta, se pravi ob zagonu bo cfg.blur imel vrednost 3, naslednji dve pa sta min oziroma 
max vrednosti. Z njima nastavimo od kje do kje je lahko premikamo drsnik.  
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3.5 Algoritem za vodenje robota 
Na podlagi opisa teorije v poglavju 2.5 bomo opisali prilagoditve za naš sistem, ker se 
robot ni obnašal pravilno po vseh navedenih enačbah iz poglavja 2.5. Izhodna parametra V 
(hitrost) in ω (krožna hitrost) regulirata kolesi za premik po prostoru, zato je bil izračun za 
njiju pomemben. V našem primeru smo imeli hitrost V konstantno in jo spremenili le pri 
preizkusih, kjer smo robot vozili z različnimi hitrostmi. 
 
 
3.5.1 Izračun zasuka robota 
Potrebno je bilo najprej določiti točki A in B na robotu, kot je vidno iz slike 3.3, da smo 
lahko kasneje določili njegovo usmeritev. Iz enačbe (2.12), kjer je izračun kota za željeno 
usmeritev k referenčni točki, bi lahko izračunali tudi usmerjenost samega robota φ, ampak 
zaradi uporabljene trigonometrične funkcije se nebi pravilno izšlo. Uporabljena je funkcija 
arctan, ki ne izračuna v vseh štirih kvadrantih, ampak samo v dveh, zato smo uporabili 
funkcijo atan2, ki računa v vseh štirih in je tudi bolj stabilna pri računanju. Prav tako smo 
uporabili atan2 tudi za izračun φref in φt.  
 
 
  
Slika 3.3: Model mobilnega robota s parametri 
 
Uporabljen izračun za krožno hitrost, ki vsebuje oba kota (φ in φr) je po enačbi (2.11) in je 
ω = K(atan2 (y2x1 − y1x2,   x1x2 + y1y2)) (3.1) 
Kjer so parametri x1, y1, x2 in y2 izračunani  
 
x1 = xb − x 
y1 = yb − y 
x2 = xr − x 
y2 = yr − y 
 
 
Eksperimentalna postavitev 
30 
Razdaljo d pa s pomočjo OpenCv knjižnice izračunali 
d = cv ∷ norm(A − R) (3.2) 
kjer sta A in R prehodno določena s točko s funkcijo iz knjižnice 
 
cv ∷ Point  A(x, y) 
cv ∷ Point  R(xr,  yr) 
 
 
3.5.2 Določitev tangente na krožnico 
Za določitev kroga pri poglavju 2.5.4 smo napisali algoritem, ki poišče dve tangentni točki 
na krogu v odvisnosti, kje se robot nahaja. Ta način iskanja točk, temelji na dveh krogih, ki 
se čez čas delovanja dotikata. Krog, kjer se nahaja referenčna točka je pri miru, v 
primerjavi s krogom okoli robota, ki se premika z njim po preizkuševališču in se 
zmanjšuje, ko se robot približuje cilju. V času linearnega premika po premici, si robot 
poišče in izbere najbližjo točko referenčni, h kateri bo šel, da se tangentno poveže na krog 
in naprej po krožnici do referenčne točke. Pri izbiri katero točko izbrati, se odloči na 
podlagi na kateri strani se nahaja, ter dolžini med posameznima točkama do referenčne. 
Pot po krožnici, ki jo mora robot na zaključku poti opraviti, pa  se izračuna glede na 
formule iz poglavja 2.5.4. Slika 3.4 prikazuje, kako se poišče ti dve točki.  
 
Za začetek izračunamo razdaljo med središčem kroga C in robotom s točko A 
di = cv ∷ norm(A − C) (3.3) 
Sledi izračun radija r2, ki se čez čas delovanja spreminja, radij r1 pa je konstanten 
r2 = √(di
2 − r12) (3.4) 
Ko imamo oba radija in razdaljo med njunima središčema lahko izračunamo dva 
parametra, ki določata točko L in bosta uporabljena za iskanje tangentnih točk T1 in T2. 
dii = (r2
2 − r12 + di
2)/(2di) (3.5) 
diii = √(r2
2 − dii
2 ) (3.6) 
Imamo dovolj podatkov, da izračunamo središčno točko L 
x3 = x + (dii (xc − x))/di 
y3 = y + (dii (yc − y))/di 
 
 
 
(3.7) 
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Sledi samo še izračun teh dveh točk, da se robot tangentno poveže na krog. Za točko T1: 
xi = x3 + (diii (yc − y))/di 
yi = y3 − (diii(xc − x))/di 
 
 
 
(3.8) 
In še za točko T2: 
xii = x3 − (diii (yc − y))/di 
yii = y3 + (diii(xc − x))/di 
 
 
 
 
(3.9) 
 
 
Slika 3.4: Izračun tangentnih točk na krog 
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4 Rezultati 
Končni rezultat je sistem za premik mobilnega robota, ki ga krmilimo z ROS-om. Slika 3.1 
prikazuje ta sistem z gradniki in njihovimi povezavami med seboj.  
Na podlagi naložene datoteke, ki vsebuje program za način vožnje, se z osebnim 
računalnikom povežemo na robot in gledamo obdelano sliko iz kamere ali v simulatorju. 
Vse ukaze se vpiše v ukazno okno. Za vrednotenje in izris rezultatov se posname in izpiše 
podatke. 
 
Z aplikacijo rqt_bag smo posneli robota med vožnjo, najprej v simulatorju Gazebo in 
kasneje še s kamero na preizkuševališču v laboratoriju. Dobljene datoteke z rezultati smo 
pretvorili v Excelov format, da smo lahko kasneje izrisali grafe.  
 
Osredotočili smo se na čas vožnje in raztros krožne hitrosti pri rotaciji, kako je miren pri 
gibanju. Kakšno pot izbere je odvisno od robota, podan način usmeritve v referenčni točki 
pa podamo na začetku pred vklopom. Zato smo glede na izbiro štirih načinov iz poglavja 
2.5, naredili preizkuse s tremi različnimi hitrosti. Visoke hitrosti nismo mogli nastaviti na 
robotu, ker ne more tako hitro rotirati in gre zato izven svoje željene linije. Tudi podani 
točki T in R pri taki hitrosti ne povozi, ampak ju samo oplazi. V nasprotju z visokimi, smo 
tudi pri nizkih hitrostih naredili neko mejo, kje je robota pametno voziti, da ga ne čakamo 
predolgo. Zato smo določili območje, kjer je robot še ali je na meji zanesljivega delovanja. 
Nastavljene hitrosti so bile 0.03 m/s, 0.05 m/s in 0.1 m/s. Najprej smo preizkuse naredili v 
simulatorju, kjer problem s hitrostjo ne predstavlja težave. Problem v simulatorju pa je bil, 
da nismo nastavili pravilnih parametrov za njegovo maso in vztrajnost, kar je povzročilo 
neenakomerno vožnjo oziroma je obstal na miru. Po odpravljenih težavah smo se lotili 
preizkusa. Slika 4.1 predstavlja preizkuševališče iz simulatorja, slika 4.7 pa iz kamere na 
realnem robotu. 
 
Opazovali smo raztros krožne hitrosti pri rotaciji v odvisnosti od časa pri različnih 
hitrostih, ter lokacijo (x, y) kje in kako se je robot gibal, kot predstavljajo spodnji grafi v 
poglavju 4.1 in 4.2. Pri vseh štirih načinih in vseh hitrostih je mobilni robot začel iz istega 
mesta in končal na določenem cilju. Na začetku je moral za-rotirati in nato poiskati in iti k 
referenčni točki. 
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4.1 Preizkus v simulatorju 
Začeli smo s simulatorjem, ker je za zajem podatkov bolj enostavno in hitreje. Slika 4.1 
predstavlja delovno okolje iz programa Gazebo, kjer smo se približali pogojem v realnosti. 
Začetna pozicija robota je bila levo spodaj. 
 
 
 
Slika 4.1: Pogled preizkuševališča iz simulatorja 
 
 
‐ Vodenju v referenčno pozicijo 
 
Na sliki 4.2 vidimo, da se na začetku krožna hitrost poravna linearno z referenčno točko, 
med potjo pa le malo korigira. Ta način robotu ni predstavljal večjih težav, saj je samo na 
začetku spremenil rotacijo, nato pa nadaljeval pot linearno. 
 
 
 
Slika 4.2: ω(t) pri vodenju v referenčno pozicijo (simulator) 
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‐ Vodenje v referenčno lego z vpeljavo vmesne točke 
 
Ta način na sliki 4.3, je počasnejši v primerjavi od prvega, saj mora najprej k vmesni točki 
tam naredi ponovno rotacijo in šele nato k referenčni točki. Prednost pa je krmiljenje med 
samo vožnjo, saj ni skoraj nič popravkov kotne hitrosti.  
 
 
 
Slika 4.3: ω(t) pri  vodenju v referenčno lego z vpeljavo vmesne točke (simulator) 
 
 
‐ Vodenju v referenčno lego z vmesno usmeritvijo 
 
Po časih sodeč sta si enaka z drugim načinom vožnje, kar se pa tiče krožne hitrosti med 
vožnjo je pa vidna razlika. Ta primer je bolj težaven za robota, saj med vožnjo preračunava 
pot po nekakšnem radiju kot je prikazano na sliki 2.10 in pripadajočem grafu na sliki 4.4. 
 
 
 
Slika 4.4: ω(t) pri vodenju v referenčno lego z vmesno usmeritvijo (simulator) 
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‐ Vodenje po odsekovni poti sestavljeni iz premice in kroga 
 
Zadnji način prikazuje hipne digitalne skoke. En navaden skok je na začetku poti, drugi pa 
se pojavijo med potjo robota, ko se odloči h kateri točki se obrne za tangentno priključitev 
na krožnico. V zadnjem delu poti je vožnja robota podobna kot v tretjem primeru, ko se 
vozi po radiju, samo v tem primeru ni tako očitno, ker je radij bistveno manjši od tistega v 
tretjem načinu. 
 
 
 
Slika 4.5: ω(t) pri vodenju po odsekovni poti sestavljeni iz premice in kroga (simulator) 
 
 
Pozicija robota na preizkovališču (x, y)  
 
Ker so vse tri nastavitve hitrosti po enaki oziroma podobni trajektoriji, smo izbrali srednjo 
z 0,05 m/s. Najhitrejša hitrost je v primerjavi s prvo opazno različna, saj je vidno kako gre 
pri zavojih izven idealne linije. Zato smo izbrali srednjo hitrost, ki je nek približek srednje 
vrednosti med prvo in zadnjo hitrostjo. Primerjava na sliki 4.6 med vsemi štirimi načini 
vodenja pa je lep pokazatelj kako se robot vozi v danem okolju. Vidi se usmerjenost, pri 
končni referenčni točki. Pri simulatorju je koordinatni sistem nekje na sredini, zato je lepo 
vidno kako robot prečka y os, in so zato točke za pozicijo tudi negativne. 
Prvi način, ko robot vozi samo po premici in zadnji, ko gre po krožnici, sta si zelo 
podobna, saj v prvem delu vozita oba po premici. Pri tretjem načinu, ki je najbolj 
problematičen, se vidi, da tudi reference ni točno zadel zaradi korigiranja krožne hitrosti 
med potjo. Pri drugem načinu pa je lepo vidno kako se pripelje s pravo usmeritvijo v 
referenčno točko. 
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Slika 4.6: Načini vodenja v simulatorju pri poziciji robota 
 
 
4.2 Preizkus na realnem robotu 
Začetek vožnje robota je ostal enak kot pri simulatorju, tako kot ciljna točka. Slika 4.7 
predstavlja preizkuševališče, viden iz kamere za realni robot.  
 
 
Slika 4.7: Pogled preizkuševališča iz kamere 
 
 
‐ Vodenje v referenčno pozicijo 
 
Tudi skozi kamero se je ta način izkazal za hitrega in enostavnega za krmiljenje robota. 
Podobni časi kot v simulatorju na sliki 4.2, so dokaz, da ta način vožnje ustreza robotu. 
Edina razlika je, da je krožna hitrost bolj nemirna, kot v primerjavi s simulatorjem.  
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Slika 4.8: ω(t) pri vodenju v referenčno pozicijo (kamera) 
 
 
‐ Vodenje v referenčno lego z vpeljavo vmesne točke 
 
Rezultati pri tem načinu vožnje so podobni, kot pri prvem načinu, razen usmeritev, na 
koncu poti pri referenčni točki.  
 
 
 
Slika 4.9: ω(t) pri vodenju v referenčno lego z vpeljavo vmesne točke (kamera) 
 
 
‐ Vodenju v referenčno lego z vmesno usmeritvijo 
 
Tako kot v simulatorju je bil ta način vožnje, s stališča krožne hitrosti zelo razgiban in 
težaven za robota.   
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Slika 4.10: ω(t) pri vodenju v referenčno lego z vmesno usmeritvijo (kamera) 
 
 
‐ Vodenje po odsekovni poti sestavljeni iz premice in kroga 
 
V primerjavi s simulatorjem je tu več velikih skokov na koncu, ko se priključi tangentno na 
krožnico ter dalje po njej vse do referenčne točke. Po krožnici ni lepo vozil, ampak je malo 
rotiral, kar je lepo razvidno iz slike 4.11. 
 
 
 
Slika 4.11: ω(t) pri vodenju po odsekovni poti sestavljeni iz premice in kroga (kamera) 
 
 
Pozicija na realnem robotu (x, y)  
 
Tudi v tem primeru smo izbrali srednjo hitrost (0,05 m/s), kot prikazuje slika 4.12. 
Podobno kot v simulatorju se vidi usmerjenost, pri končni referenčni točki ter razlike 
(popravki) zaradi rotacije krožne hitrosti med vodenjem do ciljne točke.   
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Tudi tukaj se je tretji način najslabše odrezal, saj ni zadel točke, v primerjavi z ostalimi 
tremi, ki so prišli v center referenčne točke. 
 
 
 
Slika 4.12: Načini vodenja pri poziciji realnega robota  
 
 
4.3 Primerjava rezultatov 
Po zaključku meritev smo rezultate primerjali v preglednici 4.1, kjer se lepo vidi razlike v 
času in krožni hitrosti. Po grafih in spodnji preglednici lahko vidimo, da je krožna hitrost 
pri preizkusu s kamero bolj razgibana kot pri simulatorju, to pa predvsem zaradi pogojev 
osvetlitve. Osvetlitev prostora in drugi zrcalni odboji svetlobe, ki motijo sam sistem ni bilo 
mogoče v celoti odpraviti, smo se pa približali idealnim razmeram.  
 
Preglednica 4.1: Primerjava rezultatov pri ω(t) 
 
Vodenje v 
ref. točko 
Parameter Simulator Kamera 
t [s]  
ω [°/s] 
V [m/s] 0,03 0,05 0,1 0,03 0,05 0,1 
 
1 način 
t 45,2 28,0 14,4 45,0 26,0 15,5 
ω 0,78 1,57 2,65 0,77 1,68 2,45 
 
2 način 
t 48,1 29,3 15,5 45,4 25,6 13,4 
ω -0,42 -0,60 -1,27 0,17 0,05 0,20 
 
3 način 
t 49,0 29,6 15,6 46,6 29,8 16,4 
ω 0,43 0,70 3,31 -1,60 0,90 3,59 
 
4 način 
t 44,9 28,5 15,1 45,3 27,7 14,9 
ω 0,96 0,86 3,01 0,20 0,43 0,79 
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Na podlagi rezultatov v preglednici 4.1 smo na koncu še primerjali najboljše rezultate pri 
vsaki izmed hitrosti pri obeh načinih snemanja (kategoriji). Z odebeljeno so označeni tisti 
podatki, ki so v posamezni kategoriji in hitrosti imeli najmanjšo povprečno krožno hitrost 
in najboljši čas vožnje. Krožni hitrosti smo dali prednost pred časom, in smo jo vzeli kot 
absolutno vrednost. Razvidno je, da se je drugi način vožnje najbolje odrezal in je najbolj 
miren pri vodenju robota.  
 
 
‐ Primerjava pri hitrosti 0,03 m/s 
 
Slika 4.13 prikazuje primerjavo med drugim načinom vodenja robota pri simulatorju in 
realnem robotu skozi kamero. Vidi se razlika pri rotaciji med vožnjo kako je pri realnem 
bolj nemiren kot v simulatorju, ter različna končna časa med obema kategorijama. 
 
 
 
Slika 4.13: Primerjava ω (t) pri hitrosti 0,03 m/s 
 
 
‐ Primerjava pri hitrosti 0,05 m/s 
 
Pri tej hitrosti se lepo vidi razlika med končnim časom. Pri realnem snemanju je robot že 
končal pot, ko je pri simulatorju komaj rotiral v vmesni točki, kot prikazuje slika 4.14. 
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Slika 4.14: Primerjava ω (t) pri hitrosti 0,05 m/s 
 
 
‐ Primerjava pri hitrosti 0,1 m/s 
 
Pri prejšnji hitrosti je robot v simulatorju zamujal za pot med usmeritveno in referenčno 
točko, tukaj se pa robot sneman s kamero že ustavi, ko drugi rotira. 
 
 
 
Slika 4.15: Primerjava ω (t) pri hitrosti 0,1 m/s 
 
Razlika med časom v simulatorju in realnem posnetkom je razvidna, da je simulator 
malenkost počasnejši. Pri kameri je sprememba krožne hitrosti očitna, zaradi procesiranja 
slike in svetlobnih pogojev, v primerjavi s simulatorjem, ki je rotacije bolj ali skoraj nič.  
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5 Diskusija 
Celoten sistem temelji na sistemu ROS, ki je projekt z veliko možnosti namestitve ter 
nadgradnje. Uporablja se ga tako za industrijske kot za mobilne robote. Pri našem robotu s 
krmilno ploščo BeagleBone Blue se ni izkazalo za zahtevno namestitev, saj je za ta namen 
veliko spletnih strani z dobro dokumentacijo, kjer si naložimo željeno verzijo. Tudi za 
računalnik je podroben opis namestitve na domači spletni strani od ROS-a, kjer najdemo 
vse različice in ne predstavlja večjih težav. Manjše težave so bile z ukazi za Ubuntu 
operacijski sistem, ki se večino dela piše v ukaznem oknu. 
 
Pri gradnji okolja in samega robota v simulatorju, smo morali upoštevati določene 
omejitve oziroma lastnosti, ki jih ima robot v realnosti. Kotaljenje koles po površini ima 
neko trenje, sorazmeren od teže robota, v simulatorju pa je po-navadi vse privzeto kot 
idealno in brez izgub. Tudi elektromotorja, ki za idealno delovanje potrebujeta določeno 
napetost, se pri nizkih hitrosti nebi vrtela, zaradi praznjenje baterije. Z nastavitvami 
parametrov v datoteki, smo se približali pogojem v laboratoriju. Naloga, ki nam je 
povzročala še največ težav je bila osvetlitev, kjer nismo mogli zagotoviti enakomernih 
pogojev za preizkus skozi kamero. V simulatorju smo namestili zato vir svetlobe (sonce), 
ki je svetil na preizkuševališče, ampak s konstantno osvetlitvijo. Predvidevali smo, da bo 
hitreje prišel na ciljno točko robot v simulatorju, saj so še vedno boljši pogoji kot v 
realnosti, tudi zaradi baterije, ki ima v simulatorju čez čas delovanja enake vrednosti. 
Ampak se je izkazalo, da smo delovno okolje in nastavitve dobro nastavili, saj so si časi 
podobni med seboj, med obema načinoma snemanja.  
 
Pred zagonom programa smo morali zagotoviti dobro internetno povezavo, da je bila 
konstanta povezava med mobilnim robotom in računalnikom. Sprva smo imeli 
usmerjevalnik od preizkuševališča oddaljenega nekaj metrov in vsaka ovira na poti med 
omenjenima povezavama je povzročila izgubo signala in s tem daljši ne-odziv za pošiljanje 
informacij med seboj. Zato smo ga premaknili čisto blizu delovnega okolja in zagotovili 
neprekinjeno povezavo. 
 
Zagon med obema kategorijama je bil drugačen. Za simulacijo smo uporabili ROS-ovo 
funkcijo roslaunch in program Gazebo. Da je vse to odprlo in tekoče delovalo, smo imeli 
zmogljiv računalnik za popis rezultatov, saj odprti programi zavzamejo veliko pomnilnika 
in upočasnijo procesor pri izračunavanju in procesiranju. Za zagon s kamero pa smo 
uporabili funkcijo rorun, ki za samo delovanje ni predstavljaja bistvenih težav pri popisu 
rezultatov. 
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Izmerjeni rezultati so pokazali, da sprememba hitrosti vpliva na krožno hitrost in seveda na 
čas vožnje. Pri počasnejši hitrosti je robot lepo zadel ciljno referenčno točko, v primerjavi 
z najhitrejšo hitrostjo, ko je točko samo oplazil. Dejstvo je, da ne more tako hitro rotirati, 
kot je nastavljena translatorna hitrost. Zato se uporabi drsnik v datoteki .cfg kot smo 
navedli primer v poglavju 3.4.2, da lahko med samim delovanjem spreminjamo in 
nastavimo idealno hitrost za naš sistem v delovnem okolju. 
 
Sistem mobilnega robota s implementacijo ROS-a, je dovolj natančen, da lahko na njim 
ustvarjamo in preizkusimo algoritme. Za bolj natančnejše popise rezultatov, pa bi morali 
delovni prostor urediti in prilagoditvi zahtevam za procesiranje slike z knjižnico OpenCV. 
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6 Zaključki 
V diplomskem delu smo pokazali sistem z integracijo ROS-a na mobilni robot in 
upravljanje le tega na osebnem računalniku. Z dvema načinoma snemanja smo spremljali 
njegovo trajektorijo v referenčno točko. Prvo preko simulatorja Gazebo, druga pa preko 
kamere in knjižnice OpenCV.  
 
V prvem delu smo pregledali literaturo nato je sledil postopek obravnave o uporabljenem 
mobilnem robotu, ter na koncu pregled rezultatov. 
1) Predstavili smo delitev mobilnih robotov, ter njihove lastnosti v odvisnosti od okolja 
delovanja, ter predstavili programsko opremo, ki smo jo uporabili in jo na kratko 
opisali. Nazorneje smo opisali in prikazali kaj je in kako deluje ROS. 
2) Predstavili smo gibanje mobilnega robota s kinematičnim modelom, ter predstavili 
različne načine vodenja v referenčno lego. 
3) Namestili smo na računalnik operacijski sistem Ubuntu 16.04 LTS in ROS Kinetic ter 
vzpostavili povezave med gradniki v sistemu preko usmerjevalnika. Namestili smo 
OpenCV za računalniški vid, Gazebo za simulacijo in Studio Code za pisanje 
algoritma.  
4) Izdelali smo potrebne spremembe in prilagoditve v algoritmu za naš sistem, kjer je 
opisan postopek tangentne priključitve na krožnico. 
5) Ugotovili smo, da razlike v krožni hitrosti niso odvisne samo od kategorije snemanja, 
ampak predvsem v različnih načinih vodenja robota. Izkazalo se je, da je drugi način 
vodenja najbolj ustrezen za dane pogoje robota v obeh načinih snemanja. 
 
Naredili smo sistem, na katerem lahko preizkusimo algoritme v realnosti ali v simulatorju, 
saj smo izdelali tudi virtualno okolje podobo tistemu v realnosti. S paketi iz sistema ROS 
lahko enostavno posnamemo in obdelamo dobljene rezultate. 
 
Predlogi za nadaljnje delo 
 
Ta zgrajeni sistem je dobra osnova za nadgradnjo in izboljšave. Lahko bi vključili v sistem 
zaznavanje ovir na poti do referenčne točke in se s tem izognili dinamičnim ali statičnim 
oviram. Ker ta robot, ki smo ga uporabili že ima senzorje za daljavo bi bil idealni za to 
nadgradnjo. 
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