Abstract-A new method is presented for identifying and comparing closed, bounded, free-form curves that are defined by even implicit polynomial (IP) equations in the Cartesian coordinates x and y. The method provides a new expression for an IP involving a product of conic factors with unique conic factor centers. The critical points for an IP curve also are defined. The conic factor centers and the critical points are shown to be useful related points that directly map to one another under affine transformations. In particular, the explicit determination of such points implies both a canonical form for the curves and the transformation matrix which relates affine equivalent curves.
INTRODUCTION
basic problem in computer vision is the automatic recognition of various 2D curves under affine transformations, and the subsequent determination of the affine transformation matrix which defines the pose of one curve relative to another (affine equivalent) curve. Several approaches have been employed to resolve this problem in the case of Euclidean transformations. The well-known scatter matrix approach [1] employs the eigenvectors of a matrix computed from a set of data points to determine the appropriate transformation. An alternative approach [4] uses least-squares comparisons based on data point correspondences for the images. A more recent implicit polynomial (IP) procedure [8] develops a closed-form solution for algebraic pose estimation which uses only the IP coefficients of the model and the test curve. However, the final function which estimates the rotation angle is a very involved nonlinear function of the coefficients.
Much recent work has focused on describing the curved outline of 2D objects by implicit polynomials of varying degrees [12] , [5] , [13] , [7] and then identifying the objects using either algebraic or geometric invariants [12] , [10] , [6] . Affine invariants have also been used to recognize 3D objects bounded by smooth curved surfaces [15] .
The pioneering work in [12] outlines some efficient techniques for computing algebraic invariants for both 2D curves and 3D surfaces from the eigenvalues of certain matrices constructed from the IP coefficients. When these invariants match those of another curve or surface, a (canonical) "intrinsic reference frame" is determined, and the coefficients of the defining polynomials can then be compared in this new coordinate system. The transformation matrices which relate those canonical curves which have similar coefficients can be determined from the transformations that define the curves. This paper will develop some new procedures for solving the curve recognition and pose estimation problems, also from the IP coefficients of the curves. These procedures provide a new decomposition for an implicit polynomial involving a product of conic factors with unique conic factor centers. The critical points of an IP curve also are defined. The conic factor centers and the critical points are shown to be useful related points that directly map to one another under affine transformations, similar to the affine centroids and the Euclidean centers defined in [12] , and the interest points defined in [10] . The explicit determination of such points directly implies a canonical form for the curves, with minimal computational expense, thus eliminating the need to compute and compare algebraic invariants. The transformation matrix which relates affine equivalent curves also is readily approximated, as we will illustrate.
The results presented in this paper can be used in numerous applications, such as indexing into databases where objects can be segmented from the background, for printed character and font recognition, for curve construction and alteration, and in certain vision-based control applications, to approximate the translational and rotational velocities of moving objects [16] .
Section 2 formally introduces the implicit polynomial equations used here to represent planar curves. A unique conic factor decomposition for these IP equations is then given in Section 3. Section 4 establishes that the conic factor centers are related points under affine transformations, and Section 5 defines other related points, including all critical points. Section 6 then develops and defines our canonical curves and proves that affine equivalent curves have the same canonical curve. Section 7 presents some experimental results which illustrate our procedures for both the Euclidean and the affine cases, and Section 8 presents some concluding remarks. where each binary form h r (x, y) is a homogeneous polynomial of degree r in the variables x and y. The number of terms in each h r (x, y) is r + 1, so that the IP equation defined by (2.1) has one constant term, two terms of the first degree, three terms of the second degree, etc., up to and including n + 1 terms of the (highest) nth degree, for a total of (n + 1)(n + 2)/2 coefficients. Since an IP equation can be multiplied by any nonzero scalar without changing its zero set, an algebraic curve defined by f n (x, y) = 0 has (n + 1)(n + 2)/2 -1 = n(n + 3)/2 independent coefficients. A monic polynomial f n (x, y) = 0 will be defined by the condition that a n0 = 1 in (2.1).
It will often be convenient to express a curve defined by (2.1) by a left-to-right ordered set of its coefficients, giving priority to the highest-degree forms first, and the higherdegree x terms next. In light of (2.1), such an ordered set of coefficients would be defined by the row vector 
We finally note that odd curves are unbounded [13] . Therefore, to represent closed and bounded 2D curves, IP equations of even degree must be used. We will therefore restrict our attention to such curves in our subsequent discussions here, noting that the results can be extended to the more general cases [14] , [16] .
CONIC FACTORS, CENTERS, AND FACTORIZATIONS
The substitution of mx for y in any homogeneous form h r (x, y) implies that 
Therefore, for any curve defined by (2.1), the highest degree form or the leading term, h n (x, y), can be factored as above. Any complex roots of H n (m) = 0 will occur in conjugate pairs, so that the product of any conjugate pair of complex roots will imply a unique monic second degree term x 2 + q i xy + r i y 2 .
Since n/2 = p denotes the number of pairs of complex conjugate roots of the leading term of a bounded curve defined by ( 
for some "remainder" polynomial r n-2 (x, y) of degree n -2, which implies a unique conic factorization for f n (x, y) defined by 
Note that adding a constant term to C i (x, y) doesn't change its center. 
AFFINE EQUIVALENCE AND RELATED POINTS
It is of obvious interest to determine when two algebraic curves are equivalent under an affine transformation A, which is defined by both a linear transformation M and a translation P; i.e., 
will define an affine transformed conic term
Therefore, in light of (3.3) and (4.2), the affine transformed (monic) PROOF. Equations (4.6) and (4.9) imply that
Since the last column of
, so that in light of (3.5) and (4.4),
OTHER RELATED POINTS
A critical-point (also called a stationary point [2] ) of an IP function f n (x, y) is defined as any point where both of its partial derivatives are zero; i.e., ∂f n (x, y)/∂x = 0 and ∂f n (x, y)/∂y = 0. The critical points for bivariate functions are minima, maxima, and saddle points.
LEMMA 2. The critical points of bivariate IP functions are related points. In the case of affine transformations, bitangent points, inflection points, and centroids also are related points which can be determined from knowledge of the curves. It might be noted that bitangent points and centroids are quite difficult to determine from knowledge of an IP equation. Inflection points, which correspond to the intersections of a curve with its Hessian, can be determined accurately, but with some computational effort. The critical points and the conic factor centers can be determined more easily, as we will now illustrate. 
PROOF. The chain rule of partial differentiation implies that
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The fact that s z z i i
= / for all related-points, implies that for any two,
As a consequence, the related-point ratios z z z z
will be absolute affine invariants that can be used to identify and compare IP curves [16] . We next note that any three such related points of f n (x, y) = 0 will define a canonical transformation matrix 
EXPERIMENTAL RESULTS

Fitting IP Models to Data
To apply our previous results, we will first fit IP curves to data sets. The IP fitting algorithm used here [7] is explicit leastsquares, repeatable, Euclidean invariant, and numerically stable when compared to classical least-squares procedures. 
Normalized Data Sets
The previous section illustrates how the minimum-points and the conic factor centers of quartic IP curves can be used to approximate the transformation matrix which relates two sets of data points that are Euclidean equivalent. Since the fitting algorithm used is Euclidean invariant, data sets that may be affine equivalent will be normalized before it is applied. Our normalization procedure will employ a linear rescaling, known as whitening [3] , so that after this rescaling, the data set will have zero mean and a covariance matrix equal to the identity. respectively. Since the covariance matrix S is symmetric, it can be diagonalized by an orthogonal matrix U composed of the eigenvectors of S, so that where L is a diagonal matrix composed of the eigenvalues of S. Now consider another data set $ S , obtained from S via the transformation
In light of (7.1), its center will be at 
In summary, if two affine equivalent data sets are normalized, and our Euclidean invariant fitting algorithm is used to determine IP equations which fit the normalized data sets, any three corresponding relatedpoints can then be used to define T and T , and to compare the resulting canonical curves defined by (6.2) to (6.4). If they are "equal," the normalized IP curves are rotationally equivalent, and the original data sets are affine equivalent.
To approximate A, we next employ (6.1) to determine the orthogonal transformation matrix R which relates the normalized IP curves. The matrix M, which defines the linear part of the affine transformation, can then be determined using (7.4) , and the translation vector P can be obtained by substituting the centers of the original data sets in (4.1); i.e., Our conic factorization of
then implies that C 1 (x, y) = x 2 + 2.655xy + 2.357y 2 + 2.175x + 3.836y, Since there are three conic factor centers in this case, the minimum-points of the normalized curves need not be used to define R which, in light of (7.3), is given by the inverse of (6.1); i.e., 
, then imply that
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CONCLUDING REMARKS
We have shown that closed, bounded curves defined by implicit polynomial equations of even degree n = 2p have a unique conic factor decomposition The critical points of f n (x, y) and f x y n , 2 7 also are related points. When one has exact knowledge of the IP equations which define two affine equivalent curves, any three related points (such as the conic factor centers and the critical points) will directly imply the affine transformation matrix A via (6.1), as well as identical canonical curves via (6.2) to (6.4).
Data sets can be normalized before fitting IP curves to determine when they are affine equivalent. In particular, a Euclidean invariant fitting is first applied to the normalized data sets to determine if the normalized IP equations are rotationally equivalent (by comparing their canonical curves). If they are, (6.1) can be used to determine the rotation matrix R. An approximation to the M matrix of the affine transformation A then follows from (7.4). The translation vector P is then determined via (7.5), using the centers of the original data sets, as illustrated in Section 7.2. Clearly, an affine invariant fitting algorithm would eliminate the need to normalize data sets.
Although the results presented here are restricted to closed and bounded 2D curves, they can be extended to the more general case [14] , [16] . We are also investigating similar decompositions in 3D by restricting the IP equations to those which imply a factorization analogous to that defined by (3.3).
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