Goal: This paper presents an algorithm for accurately estimating pelvis, thigh, and shank kinematics during walking using only three wearable inertial sensors. Methods: The algorithm makes novel use of a constrained Kalman filter (CKF). The algorithm iterates through the prediction (kinematic equation), measurement (pelvis position pseudo-measurements, zero velocity update, flat-floor assumption, and covariance limiter), and constraint update (formulation of hinged knee joints and ball-and-socket hip joints). Results: Evaluation of the algorithm using a Vicon-based sensor-to-segment calibration on nine participants (7 men and 2 women, weight 63.0 ± 6.8 kg, height 1.70 ± 0.06 m, age 24.6 ± 3.9 years old), with no known gait or lower body biomechanical abnormalities, who walked within a 4 × 4 m 2 capture area shows that it can track motion relative to the mid-pelvis origin with mean position and orientation (no bias) root-mean-square error (RMSE) of 5.21±1.3 cm and 16.1 ± 3.2 • , respectively. The sagittal knee and hip joint angle RMSEs (no bias) were 10.0 ± 2.9 • and 9.9 ± 3.2 • , respectively, while the corresponding correlation coefficient (CC) values were 0.87±0.08 and 0.74±0.12. Conclusion: The CKF-based algorithm was able to track the 3D pose of the pelvis, thigh, and shanks using only three inertial sensors worn on the pelvis and shanks. Significance: Due to the Kalman-filter-based algorithm's low computation cost and the relative convenience of using only three wearable sensors, gait parameters can be computed in real-time and remotely for long-term gait monitoring. Furthermore, the system can be used to inform real-time gait assistive devices.
I. INTRODUCTION
Gait analysis (GA), part of the study of human movement, is a valuable clinical tool that can help diagnose movement disorders and assess surgical outcomes [1] . Its value has been demonstrated in studies related to: knee and hip osteoarthritis [2] ; falls risk [3] ; and children with cerebral palsy [4] . Such studies quantitatively analyze gait parameters which are typically categorized as either spatiotemporal (e.g., speed and stride length), kinematic (e.g., knee flexion), or kinetic (e.g., joint moments) parameters [1] . GA is also used in interactive and possibly unsupervised rehabilitation, where measured gait parameters can drive real-time feedback (e.g., [5] ).
Gait parameters can be objectively measured by human motion capture systems (HMCSs). HMCSs can be organized into two broad groups: non-wearable and wearable. Nonwearable systems, predominantly camera-based, can estimate position with up to millimeter accuracy, if well-configured and calibrated. Camera-based systems are currently the industry standard for motion capture in the laboratory setting. However, the capture volume is usually restricted to tens of cubic meters, thereby limiting the duration and range over which a person's gait can be assessed. The unfamiliarity or unusualness of this environment may also lead the person to move in manners different to their normal gait [6] . Wearable systems primarily use inertial measurement units (IMUs) which measure the linear acceleration, angular velocity, and magnetic field. Recent technological advancements have dramatically miniaturized IMUs, making it arguably the most promising technology for long-term and continuous tracking of human movement during everyday life [7] . Furthermore, wearable systems are typically cheaper and easier to configure, enabling the capture of large number of participants in research studies (e.g., [8] ).
Wearable systems can measure gait parameters derived from one (e.g., one foot) or multiple body segments. This paper will focus on HMCSs that monitor the kinematics of the lower body (e.g., hip and knee angles). Commercial wearable HMCSs attach one sensor per body segment (OSPS) (i.e., five sensors to track the pelvis, thighs, and shanks) [9, 10] . A sensor-to-segment calibration relates the IMU frame with the body segment frame, and then each body segment's 3D orientation, angular rate, and acceleration are then estimated based on the assumption that the sensor is rigidly attached to the body segment it is monitoring. The sensor-to-segment calibration can be achieved through either careful manual placement, use of a relatively tedious set of calibration movements, or an automatic online calibration method which leverages assumptions about joint kinematics [9, 11] . In general, position is inferred through double integration of the measured acceleration and/or by vector addition of segment axes where segments make a kinematic chain, while orientation is inferred through integration of measured angular rate. In practice, position estimates will experience severe drift if not provided with at least an intermittent external reference of position or velocity, and orientation estimates will drift if not corrected using an accelerometer (using acceleration due to gravity to correct the pitch and roll) or a magnetometer (using magnetic north to correct yaw) [12, 13] . Acceptable measurements vary between clinical applications. However, McGinley et.al. believe that in most common clinical situations an RMSE of 2 • or less is considered excellent, and RMSE between 2 • and 5 • is acceptable but may require consideration in data interpretation [14] . OSPS typically have acceptable results (< 5 • RMSE no bias and adjusted for repeatability) [15] . The number of IMUs required to be attached by OSPS configurations might be considered too cumbersome or inconvenient for routine daily use, and would currently be considered too expensive by the consumer market, costing tens of thousands of US dollars for a state-of-the-art full-body system. We expect that a reducedsensor-count (RSC) configuration, where sensors are placed on arXiv:1910.00910v2 [cs.RO] 30 Oct 2019 a subset of the total number of body segments, will improve user comfort while also reducing setup time and system cost. However, reducing the number of sensors inherently reduces the amount of kinematic information available, from which body kinematics are inferred. In the following, we briefly review reports in the literature which infer body kinematics for RSC configurations, arranged under data-driven and modelbased approaches.
A. Approaches to kinematic inference for RSC systems 1) Data-driven kinematic inference: These approaches attempt to reconstruct the missing data by comparing the data obtained to an existing motion database (DB) or by some learned model [16, 17] . It assumes that kinematic parameters are correlated, such that a pattern of available measurements allows the missing kinematic parameters to be inferred from previously acquired distributions representing a broad range of common human movements. Wouda et al. utilized five IMUs attached to the pelvis, arms, and legs, and inferred the orientation of the body segments without sensors attached using a k-nearest-neighbour algorithm and artificial neural network [17] . Data-driven approaches have been shown to efficiently reconstruct realistic motions making them useful for animation-related applications [16, 17] . However, these approaches naturally have a bias toward motions already contained in the DB, inherently limiting their use in the monitoring of pathological gait.
2) Model-based kinematic inference: These approaches attempt to reconstruct body motion using kinematic and biomechanical models. Hu et al. modeled each leg as three linked segments confined in the sagittal plane. It tracked pelvis and ankle positions from four IMUs (two at pelvis and one for each foot) while making velocity assumptions at certain gait cycle stages, and calculated hip, knee, and ankle angles using inverse kinematics [18] . However, the system could only track motion in the sagittal plane, which can cause issues when tracking activities of daily living (ADLs) such as side or diagonal steps. Marcard et al. modeled the body as a kinematic chain of rigid segments linked by 24 ball and socket joints [19] . A window-based optimization algorithm then calculates the model pose that best matches the orientation and acceleration measurements from six IMUs located on the head, wrists, pelvis, and ankles, while satisfying multiple joint angle constraints. However, it has long computation time, and hence only suitable for offline analysis applications.
B. Novelty
This paper describes a novel model-based algorithm based on a constrained Kalman filter (CKF) to estimate lower body kinematics using a RSC configuration of IMUs. A Kalman Filter (KF) is the optimal state estimator for linear dynamic systems. It is capable of handling uncertainty in measurements (e.g., IMU measurements) and indirect observations (e.g., step detection and biomechanical constraints) [20] . It also outputs model state estimates at every time step, and is therefore a suitable algorithm for real-time applications. This design was motivated by the need to develop a gait assessment tool using as few sensors as possible, ergonomically-placed for comfort, to facilitate long-term monitoring of lower body movement.
II. ALGORITHM DESCRIPTION
The overall objective is to estimate the orientation of the pelvis, thighs, and shanks with respect the world frame, W (see Fig. 2 ); their orientation completely defines their relative positions, since they form a mechanical linkage through hip and knee joints. At each time step, we attempt to predict the location of the shanks and pelvis in 3D space through double integration of their linear 3D acceleration, as measured by the IMUs attached to these three body segments; note, a pre-processing step fuses the IMU accelerometer, gyroscope, and magnetometer readings to estimate the IMU (and hence associated body segment) orientation so that gravitational acceleration can be removed, giving 3D linear acceleration of each IMU (and associated body segment) in the world frame. To mitigate positional drift due to sensor bias and errors in the double integration of acceleration, the 3D velocity and the height above the floor of the ankle is zeroed whenever a footstep is detected on that leg. This zeroing of ankle velocity and correction of ankle position is implemented within the KF framework by making a pseudo-measurement; to control the otherwise ever-growing error covariance for the pelvis and ankle positions, a pseudo-measurement equal to the current position state estimate with a fixed covariance is made. Next, we make two novel contributions which take us beyond state-ofthe-art: (1) We mitigate position drift in the pelvis, caused by error accumulation during double integration of acceleration, by making a noisy pseudo-measurement of 3D position of the pelvis as being the length of the unbent leg(s) above the floor, with an XY position of the pelvis being mid-way between the two ankle locations; in practical terms, to say we make a noisy pseudo-measurement means that we assume there is large noise covariance associated with this pseudo-measurement, which we set empirically to represent our uncertainty in this assumption. This effectively puts a soft constraint on the 3D pelvis position relative to the two ankles. (2) We ensure that the positions of the shanks and pelvis are such that they obey the assumed biomechanical constraints of the lower body, being that the hip joints are ball-and-sockets and the knee joint is a hinge with one degree of freedom and a limited range of motion (ROM). These constraints result in three equations (one of which is non-linear) in the XYZ position coordinates of the shanks and pelvis which ensure that: (i) the knee-to-hip distance is equal to the thigh length; (ii) long axis of the thigh is orthogonal to the mediolateral axis of the shank (i.e., knee is a hinge), and; the knee joint angle is within a biomechanicallyrealistic range. Again, these constraints can be implemented in the KF framework as pseudo-measurements, although the non-linear constraint equation must be linearized first; furthermore, since we are linearizing non-linear constraint equations, it is necessary to iterate this pseudo-measurement procedure at each time step until these non-linear constraints are satisfied to within some tolerance. A final important point is that throughout the entire algorithm the orientation estimated using the IMU during the pre-processing stage is taken to be free of error, which is obviously untrue and will be the topic of future work. The three stages of the algorithm (i.e., prediction, measurement, and constraint updates) are shown in Fig. II . Fig. 1 . Algorithm overview which consists of pre-processing, KF based state estimation, and post-processing. Pre-processing calculates the inertial acceleration of each IMU (fixed on various body segments), body segment orientation, and step detection from raw acceleration, a k , angular velocity, ω k , and magnetic north heading, h k , measured by the IMU. The KF-based state estimation consists of a prediction (kinematic equation), measurement (pelvis position pseudo-measurements, covariance limiter, intermittent zerovelocity update, and flat-floor assumption), and constraint update (thigh length, hinge knee joint, and knee range of motion). Post-processing calculates the thigh orientation, q lt and qrt.
In the next subsection, the chosen model and notation are defined, followed by an illustration of the selected IMU placement, and a detailed explanation of the algorithm.
A. Physical model and mathematical notation
The model makes use of several important joints and points of the lower body; namely, the mid-pelvis (taken as mid-point between hip joints), hip joints, knee joints, and ankles (i.e., P = {p mp , p lh , p rh , p lk , p rk , p la , p ra }). D p C ∈ R 3 denotes the 3D position of joint C with respect to frame D. If frame D is not specified, assume reference to the world frame, W .
Additionally, the lower body is comprised of several segments, namely, the pelvis, thighs, and shanks. Each segment has its own length, measured joint-to-joint (i.e., L = {d p , d lt , d rt , d ls , d rs }), and orientation, represented using quaternions (i.e., O = {q p , q lt , q rt , q ls , q rs }). Quaternion D q C ∈ R 4 denotes the orientation of frame C with respect frame D and will be represented as bold-faced and italicized. If frame D is not specified, assume reference to the world frame W . Note that unit quaternions can be interchangeably expressed as a rotation matrix, i.e., q S ⇐⇒ r S x r S y r S z where r S x , r S y , and r S z ∈ R 3 are the basis vectors of the segment's local frame, S, with respect to the world frame, W . Details on how to convert between quaternion and rotation matrix representations of 3D orientation can be found in [21] .
B. IMU Setup
The system will be instrumented with an IMU at each of the three locations: (1) the sacrum, approximately coincident with the mid-pelvis; (2 & 3) the left and the right shanks, just above the ankles, as shown in Fig. 2 . Note that the noise from IMU measurements (e.g., acceleration) when stationary can be approximated by a normal distribution [22, Ch. 2] , but more sources of error, not necessarily normally distributed as assumed by the KF, comes into play during dynamic motion [23] . Nevertheless, several publications have successfully tracked pose while approximating IMU measurements as a normal distribution [9, 13] . 
C. Pre-processing
Pre-processing involves the calculation of orientation and inertial acceleration of instrumented body segments from raw IMU measurements, and step detection for both feet. The information obtained is then used by the KF state estimator.
1) Body segment orientation: The reference frame of each IMU may not be coincident with the reference frame of the body segment to which it is attached. This misalignment is corrected using a sensor-to-segment realignment similar to [9, Sec. II-B Eq. (1)] where the orientation of the instrumented body segment at time step k, i.e., IO = {q p k ,q ls k ,q rs k }, is calculated from (i) measured sensor orientation of sensor frame, S, in the world frame, W , and (ii) a known body segment orientation (e.g., as measured by the Vicon system).
2) Inertial acceleration of IMUs in the world frame: is due to body movement, as distinct from gravitational acceleration which is also present in the IMU's accelerometer measurements. It is calculated by subtracting acceleration due to gravity and then expressing the acceleration of the instrumented body segment in the world frame similar to [9, Eq. (3)].
3)
Step Detection (SD): detects if the left or right foot is in contact with the ground. It can be used to gain knowledge about the velocity and position of the ankle, treated as an intermittent measurement in the KF. This component can use any third-party SD algorithm. A review on different SD algorithms can be found in [24] .
D. System, measurement, and constraint models
The state estimator is based upon a CKF, which combines a system model (Section II-E1), a measurement model (Section II-E2), and a kinematic constraint model (Section II-E3). The interaction between these models is illustrated in Fig. II . Here, we first introduce these models before presenting the CKF.
where k is the time step; x k is the state vector; y k is the measurement vector; w k and v k are zero-mean process and measurement noise vectors with covariance matrices Q k and R k , respectively (denoted as w k ∼ (0, Q k ) and v k ∼ (0, R k ); F, G, and H k are the state transition, input, and measurement matrices, respectively; and D k x k = d k are the equality constraints that state x k must satisfy. The state variables in x k models the position, velocity, and orientation of the instrumented body segments (i.e., the 18 × 1 vector
E. Constrained Kalman filter (CKF)
The a priori (predicted), a posteriori (updated using measurements), and constrained state (satisfying the constraint equation) for time step k are denoted byx − k ,x + k , andx + k , respectively. The KF state error a priori and a posteriori covariance matrices are denoted as P − k and P + k , respectively. An implementation will be made available at: https://git.io/Je4xz. 1) Prediction step: estimates the kinematic states at the next time step. This prediction does not respect the kinematic constraints of the body, so joints may become dislocated after this prediction step. The input is the inertial acceleration, expressed in the world frame, as described in Section II-C2 (i.e., u k = (a mp k ) T (a la k ) T (a ra k ) T T ). The matrices F, G, and Q are defined following the kinematic equations of motion for the pelvis and ankles as shown below; that is velocity is the integral of acceleration, and position the integral of velocity:
where σ 2 acc is a 9 × 1 vector of variances in the accelerometer measurements (assumed equal variance for all accelerometry signals), and ∆t is the sampling interval.
The a priori state estimate,x − k , and state estimate error covariance, P − k , are calculated following the standard KF equations [25] :
Measurement update: estimates the next state by: (i) enforcing soft pelvis position constraints based on ankle x and y position, and initial pelvis height, and by; (ii) utilizing zero ankle velocity and flat floor assumptions whenever a footstep is detected. For the covariance update, there is an additional step to limit the a posteriori covariance matrix elements from growing indefinitely and from becoming badly conditioned.
Firstly, the soft mid-pelvis position constraints encourage: (i) the pelvis x and y position to approach the average of the left and right ankle x and y positions; and (ii) the pelvis z position to be close to the initial pelvis z position as time k = 0 (i.e., standing height z p ). These constraints are implemented by H mp and y mp as shown in Eqs. (6) and (7) with measurement noise variance σ 2 mp (3 × 1 vector). Secondly, if a left step is detected, the left ankle velocity is encouraged to approach zero, and the left ankle z position to be close to the floor level, z f . These assumptions are implemented using H ls and y ls as shown in Eq. (8) with measurement noise variance σ 2 ls (4 × 1 vector). Note that H rs and y rs can be constructed in a similar fashion to Eq. (8) .
H mp = pelvis, left and right ankle pos. columns
H ls = ... left ankle pos. and vel. columns
As floor contact (FC) varies with time, so too H k varies with time, as shown in Eq. (9) . Measurements y k and state variances σ 2 k are constructed similarly to Eq. (9).
The a priori statex + k is calculated following the traditional KF equations:
Lastly, the covariance limiter prevents the covariance from growing indefinitely and from becoming badly conditioned, as will happen naturally with the KF tracking the global position of the pelvis and ankles without any global position reference. At this step, a pseudo-measurement equal to the current statê x + k is used (i.e., y lim =x + pos,k , implemented by H lim as shown in Eq. (12)) with some measurement noise of variance σ 2 lim (9 × 1 vector). The covariance P + k is then calculated through Eqs. (13)- (15) .
3) Satisfying biomechanical constraints: After the prediction and measurement updates of the KF, above, the body joints may have become dislocated, or joint angles extend beyond their allowed range. This part of the algorithm corrects the kinematic state estimates to satisfy the biomechanical constraints of the human body. This amounts to projecting the current a posteriori statex + k estimate onto the constraint surface, guided by our uncertainty in each state variable encoded by P + k . The constraint equations enforce the following biomechanical limitations: (i) the length of estimated thigh vectors (|| τ lt || and || τ rt ||) equal the thigh lengths d lt and d rt ;
(ii) both knees act as hinge joints; and (iii) the knee joint angle is confined to realistic range of motion and is only allowed to decrease (i.e., prohibit bending the knee further) to prevent the pelvis drifting towards the floor. For the sake of brevity, only the left leg formulation is shown; the right leg formulation can be derived in a similar manner.
Firstly, the constraint for the length of the estimated thigh vector is shown in Eq. (17) where τ lt z (x + k ) is the thigh vector. The thigh vector (Eq. (16)) was obtained by subtracting the knee joint position from hip joint position. The hip joint position, p lh , is obtained by adding half the pelvis length along the pelvis y axis, r p y , from the mid pelvis position, p mp , while the knee joint position, p lk is obtained by adding the shank length along its z axis, r ls z , starting from the ankle joint position, p la . As this equation is non-linear, it must be linearized to fit in our KF estimator. Linearization is done via Taylor series approximation, as described in [26, Sec. 3 Eqs. (66) and (67)] leading to a system of linear equations D ltl,kx + k = d ltl,k (Eq. (18) and (19)). (p la + d ls r ls z )
Secondly, the constraint for the hinge knee joint enforces the long (z) axis of the thigh to be perpendicular to the mediolateral axis (y) of the shank, as shown in Eq. 
Thirdly, the constraint for the knee range of motion (ROM) is enforced if the knee angle is outside the allowed ROM or is increasing (i.e., prohibit bending the knee further). This implementation is similar to the active set method used in optimization. The knee bending prohibition was implemented to prevent the constraint update statex + k from resulting in pose estimates where the pelvis sinks towards the floor. Note that the knee can still bend during the prediction and measurement update. Mathematically, this is implemented by setting the constrained knee angle α lk to Eq. (23) where α lk,min = 0 • to prevent knee hyperextension and α lk,max = min(180 • ,α + lk ). The knee angle α lk is calculated by taking the inverse tangent of the thigh vector, r lt z , projected on the z and x axes of the shank orientation as shown in Eq. (24) . It ranges from − π 2 to 3π 2 as enforced by the chosen sign inside the tangent inverse function and the addition of π 2 . Rearranging Eq. (24) and setting α lk = α lk in terms of D lkr,kx + k = d ltr,k as shown below gives us Eqs. (27) and (28 
In summary, the linearized constraint equation D kx
is shown in Eq. (29) where a bounded knee angle, α lk , is defined as α lk,min < α lk < α lk,max . D R,k , d L,k and d R,k can be derived similarly.
The non-linear constraints for both legs as defined in D kx + k = d k are then enforced through an iterative projection scheme based on the Smoothly Constrained KF (SCKF) [28] . SCKF applies the standard KF measurement update procedure iteratively, starting with a constraint covariance,P + k , equal to the a posteriori covariance, P + k . The iteration stops when the termination criteria for all constraints are satisfied. The termination criterion for each constraint is shown in Eq. (30) where D i,j,k andP + j,j,k denotes the scalar value at the i th row and j th column of D k andP + k , respectively; and D i,k denotes the i th row of D k . Please refer to [28] for a detailed description of SCKF. Note that SCKF can be replaced with other constrained optimization algorithms ((e.g., FMINCON [29] ). The goal is to satisfy the biomechanical constraints before the next time step, by whatever means.
F. Post-processing
The orientation of the pelvis and shank are obtained from the statex + k . The orientation of the left thigh, R lt , can be calculated using R lt = r ls y × r lt z r ls y r lt z where r lt z = τ lt || τ lt || . The orientation of the right thigh, R rt , is calculated similarly.
III. EXPERIMENT
The goal of the experiment is to evaluate the algorithm described in this paper against benchmark systems, focusing only on the kinematics of the pelvis, thighs, and shanks.
A. Setup
The experiment had nine healthy subjects (7 men and 2 women, weight 63.0 ± 6.8 kg, height 1.70 ± 0.06 m, age 24.6 ± 3.9 years old), with no known gait or lower body biomechanical abnormalities. Our system was compared to two benchmark systems, namely the Vicon and Xsens systems. The Vicon Vantage system consisted of eight cameras covering approximately 4×4 m 2 capture area with millimetre accuracy. Vicon data were captured at 100 Hz and processed using Nexus 2.7 software. The Xsens Awinda system consisted of seven MTx units (IMUs). Xsens data were captured at 100 Hz using MT Manager 4.8 and processed using MVN Studio 4.4 software. The Vicon and Xsens recordings were synchronized by having the Xsens Awinda station send a trigger pulse to the Vicon system at the start and stop event of each recording [30] . Each subject had reflective Vicon markers placed according to the Helen-Hayes 16 marker set [31] , seven MTx units attached to the pelvis, thighs, shanks, and feet according to standard Xsens sensor placement, and two MTx units attached near the ankles, as shown in Fig. 3 . The MTx units were all factory calibrated. Note that there are many published works that have validated the Xsens system against optical motion capture systems [4, 32] . Each subject performed the movements listed in Table I twice (i.e., two trials). The subjects stood still before and after each trial for ten seconds. The experiment was approved by the Human Research Ethics Board of the University of New South Wales (UNSW) with approval number HC180413. B. Calibration 1) Frame alignment: A common reference frame is needed for objective pose comparison. In this experiment, comparison was done in the world frame, W , which was set equal to the Xsens frame. The pose estimate from the Vicon system which was in the vicon frame, V , was converted to the world frame, W , using a fixed rotational offset, q V 0 , which was calculated from a calibration procedure where the direction of gravity and the Earth's magnetic field were measured using a compass and pendulum with optical markers attached [33] .
2) Yaw offset: Due to varying magnetic interference between the ankle and pelvis, an additional calibration procedure was executed to ensure that the x axes (north) of all sensors were aligned. The sensors in the ankle were especially affected, with yaw offset (i.e., rotation offset around the z axes) errors due to this magnetic disturbance. A grid search was performed to find the yaw offset that produces the least x and y axis RMSE between the Vicon inferred acceleration and the IMU acceleration measurement after adjusting for each candidate yaw offset (as shown in Eq. (31) for the left ankle whereτ = 0 τ T T , ⊗ and −1 are the quaternion and inversion operator, respectively). The optimal yaw offset was then used to adjust the corresponding shank orientations. Note that the calibration was done against the Vicon benchmark system to minimize pose differences due to calibration and ensure an objective evaluation of the CKF algorithm.
C. System parameters
The proposed algorithm used measurements from the three MTx units attached to the pelvis and ankles. The algorithm and calculations were implemented using Matlab 2018b.
1) Body segment orientation: Since our goal is to evaluate the tracking algorithm, not the initialization procedure, the initial pose of the body segments, W q B 0 , was obtained from the Vicon system where that subject was asked to stand in an N pose (standing upright, with hands by sides). The measured orientations, IO, were obtained using the orientation estimation algorithm provided by the Xsens system [9] .
2)
Step detection: The algorithm used for this experiment detects a step if the variance of the free body acceleration across the 0.25 second window is below a threshold. The threshold was set to 1 m.s −2 . The step detection sometimes detect steps even if the foot/ankle was moving. To prevent such false positives, the step detection output was manually reviewed and corrected.
3) State estimator: The position and velocity ofx + 0 were set to the initial position and velocity obtained from the Vicon benchmark system. P + 0 was set to 0.5I 30×30 . The SCKF threshold, s thresh,k , was set to 100. The variance parameters used to generate the process and measurement error covariance matrix Q and R are shown in Table II . 
D. Evaluation Metrics
In order to compare the algorithm's accuracy against an existing motion capture system that uses fewer sensors, the following metrics were chosen.
1) Mean position RMSE: is a common metric in video based human motion capture systems (e.g., [19] ), commonly denoted as d pos . In this paper, it is denoted as e pos to prevent confusion with body segment length symbols. However, as our system only captures the lower body, the metric has been modified as shown in Eq. (32) where DP = {lh, rh, lk, rk, la, ra}, p i k is the benchmark position, andp i k is the estimated position. Six body points, N pos = 6, were evaluated instead of thirteen body points (full body). Furthermore, as the global position of the estimate is still prone to drift due to the absence of an external global position reference, the root position of our system was set equal to that of the benchmark system (i.e., the mid-pelvis is placed at the origin for all RMSE calculations).
2) Mean orientation RMSE: e ori are the exponential coordinates of the rotational offset between the estimated and benchmark orientation of the body segments which do not have IMUs attached to them (i.e., the thighs, DO = {q lt k q rt k } and N ori = 2). This metric was calculated similarly to [19] , as shown in Eq. (33), where q i k is the benchmark orientation,q i k is the estimated orientation, and v-operator extracts the coordinates of the skew-symmetric matrix obtained from the matrix logarithms operation. In practical implementation, the quaternion inside the logarithm function is converted to rotation matrix representation.
3) Hip and knee joint angles RMSE and coefficient of correlation (CC): The hip joint angles in the sagittal, frontal, and transverse plane and knee joint angle in the sagittal plane are commonly used parameters in gait analysis. Hence, the angle RMSE and CC are useful indicators of the accuracy of the system in clinical applications. CC of joint i is obtained using Eq. (34), where θ i k andθ i k are the benchmark angle and the estimated angle of joint i at time step k, respectively.
IV. RESULTS

A. Mean position and orientation RMSE
Fig. IV-A shows the mean position and orientation RMSE of our algorithm for each movement type. The comparison involved the output from three configurations of interest, all compared against the Vicon gold standard output: i) our algorithm using acceleration (double derivative of position) and orientation obtained from Vicon (denoted as CKF-Vicon); ii) our algorithm using raw 3D acceleration in sensor frame and orientation in world frame obtained from Xsens MTx IMU measurements (denoted as CKF-3IMU), and; iii) the black box output from the MVN Studio software (denoted as OSPS). CKF-Vicon gives insight into the best possible output of the CKF algorithm when given acceleration and orientation which corresponds perfectly with the position measured by the Vicon benchmark system, while the OSPS illustrates the performance of a widely accepted commercial wearable HMCS with an OSPS configuration. Both biased and unbiased (i.e., for unbiased, the mean difference between the angles over each entire trial was subtracted) e ori are presented to account for different anatomical calibration offset errors between the Vicon and Xsens systems [4, 32] . B. Hip and knee joint angle RMSE and CC Fig. IV-B shows the knee and hip joint angle RMSE and CC for CKF-3IMU. Y, X, and Z refers to the plane defined by the normal vectors y, x, and z axes, respectively, and are also known as the sagittal, frontal, and transversal plane in the context of gait analysis. Fig. 6 shows a sample Walk trial. V. DISCUSSION In this paper, a CKF algorithm for lower body pose estimation using only three IMUs, ergonomically placed on the ankles and sacrum to facilitate continuous recording outside the laboratory, was described and evaluated. The algorithm utilizes fewer sensors than other approaches reported in the literature, at the cost of reduced accuracy.
A. Mean position and orientation RMSE comparison
The mean position and orientation RMSE, e pos and e ori , of CKF-Vicon, CKF-3IMU, OSPS, and related literature for walking related motions (i.e., Walk, Figure of eight, Zig-zag, and 5-minute walk) are shown in Table III [19] . The e pos and e ori (no bias) difference between CKF-Vicon and CKF-3IMU were around 1 cm and 5 • , respectively, indicating that our estimator was able to handle sensor noise well when taking orientation and acceleration readings from the IMUs, rather than being derived from the Vicon position measurements. Note that the relatively large orientation error for CKF-Vicon was caused by the constant body segment length and hinge knee joint assumption; measuring body segments as the distance between adjacent joint centre positions, as estimated by the Vicon software, results in segment lengths which vary slightly throughout the gait cycle. The OSPS errors were comparable to the results of CKF-Vicon algorithm. There was significant improvement in the e ori results of the OSPS when bias was removed from this error variable; this bias probably due to the difference in the sensor-to-body-segment rotational offset, B q S 0 , caused by OSPS' (i.e., Xsens') black-box pre-processing of body segment orientation (Sec. II-C1) [4, 32] . CKF-3IMU's performance for motion 5-minute walk in comparison to other shorter duration movements shows its tracking capability even over long durations; note all errors are measured locally, with the mid-pelvis as the origin.
CKF-3IMU was compared to two algorithms from the study of Marcard et al. [19] ; namely, sparse orientation poser (SOP) and sparse inertial poser (SIP). Note that SOP used orientation measured by IMUs and biomechanical constraints, while SIP used similar information but with the addition of acceleration measured by IMUs. Both SOP and SIP were benchmarked against the Xsens system while our algorithm was benchmarked against the Vicon system. The e pos and e ori (no bias) difference between SOP and CKF-3IMU were~0.2 cm and 1 • , respectively (i.e., comparable). However, the e pos and e ori (no bias) of SIP were smaller than CKF-3IMU by~2.2 cm and 5 • , respectively. This improvement was expected, as SIP optimizes the pose over multiple frames whereas CKF-3IMU optimizes the pose for each individual frame. Comparing processing times, CKF-3IMU was dramatically faster than SIP; CKF-3IMU processed a 1,000-frame sequence in less than a second on a Intel Core i5-6500 3.2 GHz CPU, while SIP took 7.5 minutes on a quad-core Intel Core i7 3.5 GHz CPU. Both set-ups used single-core non-optimized MATLAB code. The CKF-3IMU could hence be used as part of a wearable HMCS which could provide real-time gait parameter measurement to inform actuation of assistive or rehabilitation robotic devices.
B. Hip and knee joint angle RMSE and CC comparison
The knee and hip joint angle RMSEs and CCs of CKF-3IMU, OSPS, and related literature are shown in Table IV 32, 34] . The RMSE difference (< 6 • ) between CKF-3IMU and OSPS indicates that our estimator is robust to handle sensor noise. The CC of CKF-3IMU, specifically the knee and hip joint angles in the sagittal plane (0.87 and 0.74), indicates that these angles have good correlation with the Vicon benchmark system . Similar qualitative observations can be made in Fig. 6 . The difference between CKF-3IMU and the Vicon benchmark on the frontal and transverse plane were probably due to the strict hinged knee joint assumption, which is not perfectly anatomically accurate; the knee has a moving center or rotation more accurately approximated as a rolling contact between the shank and thigh segments. The hinge joint does not capture the moving center of rotation and contributes to estimation error. Violations of this assumption are apparent at t = 3 to 5.5 s in Fig. 6 , where the subject makes a 180 • turn. After the increased angular error due to the 180 • turn, CKF-3IMU was able to recover during the straight walking (t = 5.5 to 9.74 s of Fig. 6 ). Notice that the bias between OSPS and Vicon can be observed in Fig. 6 at t = 0 of the hip angle waveforms.
The results also agree with the study of Cloete et al., namely the smaller CC and larger RMSEs (both biased and no bias) for hip joint angles in the frontal and transverse planes [32] . Lastly, it is important to note that although CKF-3IMU achieves good joint angle CCs in the sagittal plane, the joint angle RMSE (> 5 • ) makes its utility in clinical applications uncertain. To achieve clinical utility, one may leverage longterm recordings by averaging out cycle-to-cycle variation in estimation errors over many gait cycles, or consider only body movements from which kinematics that can be estimated more accurately. The extent to which these possible solutions can bridge the gap to clinical application for the proposed system remains to be seen in future work.
C. Pelvis drift and numerical issues
Without the pelvis position pseudo-measurements during the measurement update of the KF (Section II-E2) and without the non-decreasing knee angle during the constraint update (Section II-E3), the resulting pose estimate may drift into a crouching pose as shown in Fig. 7 .
Without the covariance limiter during the measurement update (Section II-E2), the covariance of the CKF algorithm becomes badly conditioned for the motion 5-minute walk as the position uncertainty grows at a faster rate for the pelvis, as the ankle velocities are zeroed at the time of each footstep, which subsequently limits the rate at which the positional uncertainly of the ankles grows. Expectantly, this was not an issue for the shorter walking motions.
As part of future work, methods to update the state error covariance matrix using information obtained during the constraint update will be explored. In the current framework, the update of the a posteriori state error covariance matrix, P + k , during the constraint step expectedly resulted in rankdeficiency (i.e., singular) due to the eigenvectors of this covariance matrix being projected onto the constraint surface, which spans a subspace of the state space. This rank-deficiency ultimately resulted in pose estimates that are physically impossible or numerically undefined. Furthermore, methods which can better track states and covariances of non-linear systems (e.g., body pose) will also be explored. Indeed, this weakness is a well-known limitation of the KF when applied to nonlinear system models, but can be better addressed using an Unscented KF or a particle filter [20, 35] .
D. CKF limitations: towards long-term tracking of ADL
The assumptions in the measurement and constraint update of the CKF algorithm impose limitations to its general usabil-ity. The pelvis position pseudo-measurements used during the measurement update helps prevent the pelvis drifting away from the feet. However, it will also prevent accurate pose estimation of motions such as sitting and lying down, where the pose is maintained for a duration much longer than that of a typical gait cycle. As part of future work, the constraint may be replaced by balance-based constraints that take account of pelvis contact with an external object (e.g., detect if pelvis has contact with a chair or bed). The flat-floor assumption during the measurement update limits the system to environments were the altitude is not changing and is unable to track situations such as walking up ramps or climbing stairs. Lastly, the sensors are assumed rigidly attached to corresponding body segments, whereas in reality sensors are attached using tight velcro straps which may move during dynamic movements like jumping or running.
The CKF algorithm is expected to work on pathological gait where the biomechanical assumptions of the constraint model are not violated. For example, subjects with knee osteoarthritis have demonstrated reduced knee excursion (peak knee flexion angle minus angle at initial contact in degrees) in the sagittal plane [36] . The CKF should be able to capture such motion given the subject has no varus or valgus deformity (hinge knee joint assumption), even if it includes an atypical spatiotemporal gait pattern; for example, intermittent stopping during the 5-minute walking trial. However, this paper provides an initial proof-of-concept evaluation of the proposed algorithm using an RSC configuration on participants with normal gait and lower body biomechanics. Future work validating the accuracy of this system in a larger and more diverse cohort would help quantify its ultimate clinical utility.
The CKF algorithm was also highly dependent on the step detection algorithm and the initial calibration step which defines the relative orientation between each IMU and its body segment. A step detection error can cause a large velocity and displacement correction on the same ankle at the next detected step which adds to the global position drift.
Of course, in everyday life, the Vicon reference orientation and acceleration will not be available for the sensor to body orientation alignment and yaw offset alignment. A practical initial or even online calibration procedure that takes into account magnetic interference at the ankle sensors close to the floor will therefore be needed. There are different ways of sensor-to-segment calibration in existing literature ranging from static to online/adaptive calibration. For example, the subject may be asked to do a predefined posture at the start of pose estimation for orientation alignment [9, 37] . In addition, the subject may be asked to walk in a straight line and then back to the starting point for yaw offset alignment. The global yaw correction resulting in the highest y axis (sagittal plane) range of motion may be assumed to be aligned with the pelvis anteroposterior axis. The magnetic field is known to be inhomogeneous in indoor environments, typically with stronger disturbances closer to the floor [38] . Our algorithm would benefit from orientation estimation algorithms which are robust to magnetic disturbances, such as those presented by Del Rosario et al. [13] . Unfortunately, recent advances in automatic sensor-to-segment calibration and magnetometer correction that utilizes two IMUs and a hinge joint may not be applicable to RSC configurations (e.g., our algorithm only has one IMU on one side of the hinge joint) [11] . VI. CONCLUSION This paper presented a CKF-based algorithm to estimate lower limb kinematics using a reduced sensor count configuration, and without using any motion database. The mean position and orientation (no bias) RMSEs (relative to the midpelvis origin) were 5.21±1.3 cm and 16.1 ± 3.2 • , respectively. The sagittal knee and hip angle RMSEs (no bias) were 10.0 ± 2.9 • and 9.9 ± 3.2 • , respectively, while the CCs were 0.87±0.08 and 0.74±0.12. The performance is acceptable for animation applications. However, accuracy needs to improve for clinical applications. To improve performance, additional information is needed to prevent pelvis drift (e.g., utilize sensors that give pelvis distance, position, or angle of arrival relative to the ankle). Lastly, the paper contributes a new Vicon and IMU dataset which contains longer duration walking and will be made available at https://git.io/Je4xz.
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