We extend a theorem of Kato on similarity for sequences of projections in Hilbert spaces to the case of isomorphic Schauder decompositions in certain Banach spaces. To this end we use Ψ -Hilbertian and ∞-Hilbertian Schauder decompositions instead of orthogonal Schauder decompositions, generalize the concept of an orthogonal Schauder decomposition to the case of Banach spaces and introduce the class of Banach spaces with Schauder-Orlicz decompositions. Furthermore, we generalize the notions of type, cotype, infratype and Mcotype of a Banach space and study the properties of unconditional Schauder decompositions in Banach spaces possessing certain geometric structure.
Introduction
Throughout the paper E will denote a Banach space over the field R or C and Z + will denote a set of nonnegative integers. A sequence {M } ∞ =0 of (not necessarily closed) nonzero linear subspaces of E is called a decomposition (or basis of subspaces) of E provided every element ∈ E has a unique, norm convergent expansion = is the a.s.c.p. satisfying P P = δ P for ∈ Z + If each M is closed or, equivalently, if each of the projections P of the a.s.c.p. is continuous on E, the decomposition is called a Schauder decomposition [51] . In case when every M is finite dimensional, the decomposition is called a finite dimensional decomposition, or simply an FDD. An FDD is at the same time a Schauder decomposition and an example of decomposition, which is not a Schauder decomposition, may be found in [49] .
The concept of Schauder decomposition is a natural generalization of the Schauder basis concept and was first introduced by Grinblyum [20] . Independently, Fage [16, 17] has studied this concept in Hilbert spaces. In the 1960's Schauder decompositions and their various properties were studied by Marcus and Vizitei [39, 53] , Kato [34] (Hilbert space case), Retherford [46, 47] , Sanders [48, 49] , Davis [12] and others. The concept of π λ and dual π λ space was introduced by Johnson [29] and its direct relevance to the existence of FDD's was found. More precisely, a separable Banach space E has an FDD if and only if E is a dual π λ space. Schauder decompositions, although they have no unconditional basis [50] . One condition under which the product of two a.s.c.p.'s, which correspond to unconditional Schauder decompositions, also is the a.s.c.p. corresponding to unconditional Schauder decomposition was established in [14] .
Schauder decompositions together with Schauder bases are effective tools of functional analysis and techniques associated with them are widely applied in infinite dimensional linear systems theory, see, e.g., [11, [43] [44] [45] 57 ]. An interrelation between Schauder decompositions, unconditional Schauder decompositions and the problems of the best approximation in a Banach space has been noted in [27, 28] . An interaction between Schauder decompositions, the property of R-boundedness of collections of operators and geometric properties of a Banach space was studied in [10] , and some relations between the Grothendieck and Dunford-Pettis properties in Köthe echelon spaces of infinite order and Schauder decompositions have been noted in [7] . The discussion of an interplay between frequent hypercyclicity, chaos and unconditional Schauder decompositions is presented in [13] .
Although bases and decompositions have a lot of similar properties, there are results concerning decompositions which do not have analogues for bases or whose analogues for bases are not known or are false. E.g., every Banach space (actually, every normed linear space) has a decomposition [49] , but ∞ has no Schauder decomposition [51] , and there even exists a separable Banach space with no Schauder decomposition [4] , whereas the classical basis question has only a negative answer (Enflo's counterexample). Moreover, all spaces with bases should be separable while there are nonseparable Banach spaces which possess Schauder decompositions [8, 49] . For more about Schauder decompositions and a.s.c.p.'s see, e.g., [6, 19, 30, 37, 51] .
The study of Schauder decompositions in Hilbert spaces was motivated, in particular, by the problem of determining conditions under which the eigenprojections of a nonselfadjoint and, in general, unbounded linear operator form an unconditional basis (Schauder decomposition). In 1967 Kato has presented the following sufficient condition for the similarity of sequences of projections in Hilbert spaces. 
where is a constant such that 0 ≤ < [1] , and to the analysis of the perturbation A = T + B of a selfadjoint operator T in a Hilbert space H with discrete spectrum [2] . Just recently, Theorem 1.1 was applied by Mityagin and Siegl to the study of the root system of singular perturbations of the harmonic oscillator type operators [41] .
The main purpose of this paper is to extend the result of Kato (Theorem 1.1) for the case of certain sequences of projections {P } ∞ =0 in Orlicz sequence spaces, and for the case of certain sequences of projections {P } ∞ =0 in spaces with Schauder-Orlicz decompositions, which are introduced in Section 7. The second purpose is to study the properties of unconditional Schauder decompositions in spaces possessing certain geometric characteristics.
The paper is organized as follows. Section 2 deals with the notion of isomorphic Schauder decompositions and gives a short survey. Section 3 provides an intrinsic characterizations of unconditional Schauder decompositions in Banach and Hilbert spaces. In Sections 4 and 5 the generalized concepts of type, cotype, infratype and M-cotype of a Banach space are introduced and an interplay between these concepts, Φ -Hilbertian, Ψ -Besselian Schauder decompositions and unconditional Schauder decompositions is studied. Sections 6 and 7 focus on the main results concerning isomorphic Schauder decompositions in Orlicz spaces and isomorphic Schauder decompositions in spaces with Schauder-Orlicz decompositions. Conclusions are drawn in Section 8.
Isomorphic Schauder decompositions and stability of bases
We say that Schauder decompositions {M } ∞ =0 and {N } ∞ =0 of E are isomorphic provided there exists an isomorphism S on E such that N = SM , ∈ Z + Isomorphic Schauder decompositions was first considered in [16, 17] for Hilbert spaces. In fact, the paper [16] Proof. Let (3) holds, i.e. there exists an isomorphism S such that N = SM , ∈ Z + Then each fixed ∈ E has an expansion =
On the other hand we observe that has also the following expansion
Since M = S −1 N for all , we have that S = S , where = P S −1 ∈ M . Hence, ∈ SM and N ⊂ SM To prove the converse inclusion, consider any and ∈ M . Then P = and = S = SP ∈ SM .
Since J = J SP = SP = we obtain that ∈ N .
We note that an abstract theorem on stability of arbitrary bases in any Banach space was first obtained in [36] . This Krein-Milman-Rutman stability theorem has the following important consequence: In a Banach space with a basis, a basis may be chosen from any dense set, which was first observed also in [36] . In 1951 Bari [5] opened the topic of the stability of bases, introduced the term and studied the properties of the Riesz basis, and showed, inter alia, that every minimal system, quadratically close to the Riesz basis, is itself a Riesz basis. Recently, Djakov and Mityagin [15] used some facts on the geometry of bases taken from 2D subspaces of Hilbert and Banach space to obtain certain criteria for existence of Riesz bases consisting of root functions of Hill and 1D Dirac operators.
In the 1960's Marcus, Vizitei [39, 53] and Kato [34] studied isomorphic Schauder decompositions in Hilbert space H in connection with problems of the spectral theory. In 1960 Marcus [39] obtained certain theorems on isomorphic Schauder decompositions in H. As an application, certain conditions providing an unconditional (and Bari) basis property of root subspaces of dissipative operator as well as of the union of orthonormal systems from these subspaces were established [19, 39] . Another result on isomorphic Schauder decompositions in H was obtained and applied to the study of root vector expansions of slightly perturbed normal operator in 1965 [53] . Recently, Wyss [56] applied one modification of lemma from [40] on isomorphic Schauder decompositions in H to the study of eigenprojections of -subordinate perturbations of normal operators.
The study of isomorphic Schauder decompositions in Banach spaces is much more complicated. It is caused by the complexity and diversity of the geometry of Banach spaces. However, there are some interesting results in this direction. An equivalence of sequences of subspaces in Banach spaces and in dual spaces was studied in [3, 26] . Certain results concerning basic sequences of subspaces, unconditional basic sequences of subspaces and the Paley-Wiener stability criterion were obtained in [46] . Some other results concerning isomorphic Schauder decompositions and their applications may be found in [6, 19, 40, 51] .
Unconditional Schauder decompositions
All unconditional Schauder decompositions in a Banach space E have the following intrinsic characterizations.
Theorem 3.1 ([26, 51]).
Let {M } ∞ =0 be a complete sequence of nonzero subspaces of E. Then the following are equivalent.
We will say that Schauder decomposition {M } ∞ =0 is unconditional with constant M if the condition (4) of Theorem 3.1 holds.
One can also define an orthogonal Schauder decomposition, by property (5) 
Observe that every sequence of projections {J } ∞ =0 satisfying (7) is called in [57] by the Riesz family. In this paper Zwart used one lemma from [55] together with the fact that each generator of the C 0 -group on H has a bounded ∞ -calculus on a strip [23, 24] to prove the following remarkable spectral theorem. Namely, if the eigenvalues {λ } (counting with multiplicity) of the generator A of the C 0 -group on H can be grouped into K sets {λ 
Orlicz-Rademacher structural properties of Banach spaces and unconditional Schauder decompositions
The space Φ of all sequences of scalars = ( In what follows we will use the notation
is a sequence of Rademacher functions. Introduce the following definitions.
Definition 4.1.
We will say that a Banach space E has Orlicz-Rademacher type Φ with constant T Φ (E) provided there exists an Orlicz function Φ and a constant T Φ (E) so that, for every finite set of vectors { } =0 ⊂ E, we have
We will say that a Banach space E has Orlicz-Rademacher cotype Ψ with constant C Ψ (E) provided there exists an Orlicz function Ψ and a constant C Ψ (E) so that, for every finite set of vectors { } =0 ⊂ E, we have
These notions are natural generalizations of the well known concepts of type and cotype of a Banach space E. Clearly, if we take Φ( ) = with ≥ 1, then inf ρ > 0 :
and Definition 4.1 coincides with definition of Banach space of (Rademacher) type [30] . Analogously, if we take Ψ( ) = with ≥ 1, Definition 4.2 will coincide with definition of Banach space of (Rademacher) cotype [30] . By L (µ), ∈ [1 ∞), we mean a Banach space of µ-measurable functions for which 
Definition 4.3.
We will say that a Banach space E has Orlicz-Rademacher infratype Φ with constant I Φ (E) provided there exists an Orlicz function Φ and a constant I Φ (E) so that, for every finite set of vectors { } =0 ⊂ E, we have
Definition 4.4.
We will say that a Banach space E has Orlicz-Rademacher M-cotype Ψ with constant M Ψ (E), if there exists an Orlicz function Ψ and a constant M Ψ (E) so that, for every finite set of vectors { } =0 ⊂ E, we have
The latter two concepts may be considered as natural generalizations of the concepts of infratype and M-cotype of a Banach space E. This can be done in a way similar to above mentioned. 
Proof. Since E has or Orlicz-Rademacher type Φ, or Orlicz-Rademacher infratype Φ, for any element ∈ E and for every finite set of elements {P } =0 ⊂ E there exists a set of numbers {ε }
and the right inequality from (12) is proved with T = 2MT (Φ).
Further, since E has or Orlicz-Rademacher cotype Ψ, or Orlicz-Rademacher M-cotype Ψ, for any element ∈ E and for every finite set of elements {P } =0 ⊂ E there exists a set of numbers {ε }
Observe that, for each set of numbers {ε } =0 ⊂ {−1 1} there exist two sets of numbers {δ + } =0 ⊂ {0 1} and {δ
, and (12) is proved with C = (2M) −1 C (Ψ). . Then, for each ∈ H one has the following inequality, which coincides with (7).
To demonstrate how does this theory work for the case of concrete Banach spaces with unconditional Schauder decompositions we consider, for example, unconditional Schauder decompositions in L (µ) spaces. 
Proof. For the case of L (µ) spaces it is known that the best constants in inequalities (8), (9) , which correspond to the best possible type min{2 } and the best possible cotype max{2 }, satisfy the following relations
where A and B are the best constants in the Khintchine inequality [30] . As it was shown by Haagerup in [22] ,
, and for
The application of Corollary 4.6 completes the proof.
Isomorphic unconditional Schauder decompositions
In what follows we denote by { } ∞ =0 the canonical basis of ∈ [1 ∞), i.e. = (δ ), ∈ Z + . Let an Orlicz function Φ satisfies the ∆ 2 -condition at zero, i.e. lim sup
forms an unconditional basis of Φ . In order to give some stability properties for Schauder decompositions in E we need the following.
Definition 5.1 ([51]).

A Schauder decomposition {M } ∞
=0 of a Banach space E is called Φ -Besselian (∞-Besselian), if the convergence of
∞ =0 in E, where ∈ M ∈ Z + , implies the convergence of ∞ =0 in Φ ( 0 ).
Definition 5.2 ([51]).
A in E, where
In the particular case when Φ = , ∈ [1 ∞), we use the terms -Besselian, -Hilbertian Schauder decompositions. A Schauder decomposition which is both -Besselian and -Hilbertian is called an -decomposition if < ∞ and a 0 -decomposition if = ∞ [51] . We have the following characterization of Φ -Besselian and Φ -Hilbertian Schauder decompositions.
Theorem 5.3 ([51]).
Let {M } ∞
=0 be a Schauder decomposition of a Banach space E. Then the following assertions hold. (i) {M } ∞
=0 is Φ -Besselian (∞-Besselian) if and only if there exists a constant > 0 such that
is satisfied for all finite sequences ∈ M = 0 [54] , we obtain the following stability theorem which is valid for every unconditional Schauder decomposition in a Banach space E. Proof. Construct the operator S on the Orlicz space
Theorem 5.8.
Let E has or cotype , or M-cotype , and assume that E has an unconditional Schauder decomposition {M
To show that S exists in the strong sense we show that
is an Ψ -Hilbertian (∞-Hilbertian) Schauder decomposition of Φ with constant C and the a.s.c.p. {P } ∞ =0 , for every ∈ Φ and for each N ∈ Z + we have by (21) that
tends to zero when tends to infinity. Therefore,
P (P − J ) is convergent and, consequently, the series
is also convergent. Consider the operator R =
P J and note that, since
by (21), we have that R < 1 Further we observe that, since
Thus the theorem will be proved if we show that S is continuously invertible. To this end we consider
Since dim P 0 = < ∞, by the definition of projection P 0 we have that (I − P 0 ) is a Fredholm operator with
where T denotes the nullity, T the index, and γ (T ) the reduced minimum modulus, of the operator T (for these notions see, e.g., [33] , Chapter IV, §5 1). Indeed, first we note that
T denotes the deficiency of T , see, e.g., [6, 33] . Second, since for each = (
) ∈ I P 0 , we obtain that
Since R < 1 = γ (I − P 0 ), it follows that S = (I − P 0 ) − R is also Fredholm, with
(see [33] , Chapter IV, Theorem 5.22). Since S = P 0 J 0 + S, where P 0 J 0 is compact, S is also Fredholm and S = S = 0 (see [33] , Chapter IV, Theorem 5.26). Consequently, S = S, and S will be invertible on Φ if and only if S = S = 0. Therefore it is sufficient to show that S = 0.
To this end we first show that ker S = I J Assume now that ∈ ker S. Then, (25) and, hence,
As a result, (I − R) = ( S + P 0 ) = 0 Since R < 1, we obtain = 0. Thus, ker S = {0}, S = 0 and S is continuously invertible. To complete the proof we apply Proposition 2.1.
Since every Schauder decomposition is 1-Hilbertian with constant 1, we obtain the following consequences of Theorem 6.2 concerning stability of Schauder decompositions and bases of certain structure in Orlicz spaces Φ .
Corollary 6.3.
Let ) ∈ one has P 0 = (
is a sequence of nonzero projections in satisfying (1) , such that J J = δ J for ∈ Z + Then the following statements hold. Now we give one stability result for symmetric bases in . The concept of symmetric basis was first introduced by Singer in [52] . It is known that the spaces , ≥ 1, have a unique symmetric basis [37] . Combining this fact with a Theorem 6.2, we obtain the following result. 
Isomorphic Schauder decompositions in spaces with Schauder-Orlicz decompositions
Let E be a Banach space possessing a Schauder decomposition. We introduce the following definition. 
Therefore, as in the proof of Theorem 6.2,
The condition on Schauder decomposition in E to be an Ψ -Hilbertian, which is significant for 
Conclusions
We obtain some stability theorems for Schauder decompositions in certain Banach spaces. These theorems may be considered as an extensions of Theorem 1.1 of Kato on similarity for sequences of projections in Hilbert spaces to the case of Banach spaces, and may be classified as stability theorems in terms of the closeness of projections. More precisely, we introduce the class of Schauder-Orlicz decompositions and find conditions providing an existence of an isomorphism between certain Schauder decomposition and some sequence of nonzero subspaces. Stability theorems were obtained in the case of Orlicz sequence spaces with Schauder decompositions (Theorem 6.2) and in the case of spaces possessing Schauder-Orlicz decompositions (Theorem 7.2).
Also we introduce the generalized concepts of type, cotype, infratype, M-cotype of a Banach space E (Definitions 4.1, 4.2, 4.3, 4.4) and find interconnections between these geometric characteristics of E and the properties of unconditional Schauder decompositions in E. As an application, we deduce one stability theorem of geometric type for unconditional Schauder decompositions in a Banach space (Theorem 5. (15), (16) , and (17) are quite sharp. Nevertheless, the question on further improvement of these constants also makes sense.
