The behavioral theory of dynamical system is used to address a deterministic system identification problem with a newly defined measure of misfit between data and linear time-invariant systems. An approximate model identification problem is formalized using this misfit criterium. In particular, Pareto optimal models are defined as feasible trade-offs between low complexity and low misfit models. The main result of this paper provides a complete characterization of bounded misfit and bounded complexity models. It is shown that this entire class of approximate models corresponds to the set of most powerful unfalsified models of reduced data sets. The reduced data sets are derived from Hankel norm approximations of the data. The main result therefore emphasizes the relevance of the exact modeling problem for the identification of approximate systems. The set of all Pareto optimal models is characterized as a simple consequence of this result.
Introduction
A fundamental problem in system identification is to optimally model observed data. The most common formulations of this problem involve the parametrization of a set of models whose quality is evaluated on the basis of a criterion which expresses the discrepancy between data and model. There is a well developed theory in which the complexity of models is expressed in terms of the dimension and structure of the parameter space and in which the accuracy of models is expressed as a measure of how well the model predicts the outputs as function of the inputs. In such a setting, optimal models correspond to optimal parameters and the system identification problem is basically a parameter estimation problem.
Since model classes allow many different parametrizations, it is natural to ask the question whether it is possible to separate the concept of optimal models from the parametrization issue. It is the aim of this paper to introduce concepts of complexity and misfit of dynamical systems which do not depend on model parametrizations.
In this paper, by a model we will mean a linear timeinvariant dynamical system. Optimal will mean the best possible trade-off between the objectives of low complexity and high accuracy. We will formalize these concepts for a class of & discrete-time dynamical systems by introducing a notion of Pareto optimality. Roughly speaking, a Pareto optimal model is characterized by the property that every model of lower complexity is less accurate and every model of higher accuracy is more complex. It is in this sense that Pareto optimal models constitute a feasible compromise between the desirable objectives of low complexity and high accuracy.
The main result of this paper provides a characterization of Pareto optimal models. More specifically, we adopt the behavioral framework [7, 8, 91 to obtain a deterministic system identification problem in which system variables are treated in a symmetric way, without distinguishing between inputs and outputs. For a given data set, a key result of this paper (stated in Theorem 5.2 below) shows that the class of approximate models with bounded complexity and bounded misfit corresponds to the set of exact models for a related, reduced data set. In particular, this result shows the relevance of the exact modeling problem for the identification of approximate systems. It is shown that Pareto optimal models are obtained as a simple corollary from this result (see Theorem 5.3 below).
The paper is organized as follows. Some notation is introduced in the next section. A formal problem statement is presented in Section 3. Section 4 treats representations of & systems. The main results are presented in Section 5 and further discussed in Section 6. In the latter section we also consider a number of generalizations of the misfit function treated in this paper. Conclusions are given in Section 7. Because of space limitations we do not include proofs of the main results in this paper. We refer to [12] for the proofs and a more extensive discussion of the results of this paper.
Notation
For T E Z we denote by & ( T , F ) the set of functions w : T + Iwq for which is finite. We write t i for 12(Z+,Rq) and e; for !2(Z-7R'7). L2 denotes the space of all complex valued functions which are square integrable on the unit disc D := { z E C I IzI = 1 ). The complexity of a system is indicated by the number of independent time series which a system can conceive in time windows of finite length. We formalize this as follows.
Definition 3.2 (Complexity)
The complexity of a system B E h is the pair of integers c(B) = (m,n) which satisfy
The numbers m and n are well defined in this way ( [5, 6, 8] 
The misfit therefore incorporates a weighting along the principal axes of the image of II+W under 7-L; and can be interpreted as a data-weaghted distance measure between Bo and B. Compared with ( 3 . 5 ) , the gap has therefore a different normalization of elements in BO. 
Hence, a model is Pareto optimal with respect to the data (3.1) if all models of smaller complexity have larger misfit, and all models of smaller misfit have larger complexity. 
Main results
The important notion of a most powerful unfalsified model was introduced by Willems (see e.g. [9]) and plays a crucial role in the sequel to characterize both exact and Pareto optimal approximate models for a given data set. 
Proof. See [E].
0 Theorem 5.2 characterizes an entire set of feasible complexity and misfit combinations of dynamical systems for a given data set W. In words, it claims that the class of approximate autonomous models of the data set W is characterized as the'class of exact models of data sets Wk which are obtained as Hankel norm approximants of W . We believe that this result has conceptually interesting consequences. Instead of finding approximate models directly from data, this result suggests to determine a related data set, W k , whose most powerful unfalsified model has guaranteed properties of complexity and misfit. .
Pareto optimal models are easily derived using the characterization of Theorem 5.2. The following result shows that Pareto optimal models precisely correspond to the most powerful unfalsified models of optimal Hankel norm approximants of the data W . In this setting, the misfit is characterized as follows. 
Conclusions
For a model class of e, dynamical systems we proposed definitions for misfit and system complexity which were shown to have simple characterizations in terms of rational kernel representations. These characterizations have been used to parameterize a class of optimal approximate models as exact models of related data sets.
Pareto optimal models were defined and it has been shown how a set of Pareto optimal models can be obtained by determining optimal Hankel norm approximants derived from the data. In particular, these Pareto optimal models are characterized as the most powerful unfalsified models of Hankel reduced data sets. A conceptual procedure for the computation of these models has been given and various generalizations of the misfit criterion were discussed.
