An efficient frequency-domain method, the phase variation monitoring (PVM) method, is proposed to determine the electromagnetic eigenmodes in two-dimensional photonic crystal waveguides. The proposed method is based on monitoring the reflection and transmission coefficients of incident plane waves. It is successfully applied to an illustrative line-defect photonic crystal waveguide and proved to be capable of calculating the in-plane leakage through the finite-size photonic crystal surrounding the line-defect. Calculation of the leakage loss is not only important for proper understanding of wave propagation within the defect but also for its significant role in applications of photonic structures.
Characterization and analysis of electromagnetic wave propagation in periodic media got a new lease on life since the introduction of photonic crystals in 1987 [1, 2] . On account of the availability of the planar fabrication technology, extraction of line-defect modes, when a waveguide is carved out of an otherwise-perfect twodimensional photonic crystal structure, has in particular enjoyed a good deal of attraction as waveguides happen to be quite important for miscellaneous applications [3] . It is thus no wonder that a multitude of methods, either fully numerical [4] or semianalytical [5] , are already reported to analyze photonic crystal waveguides. Here, a new and efficient method is proposed to derive modes in two-dimensional photonic crystal guiding structures, which has been inspired by methods previously developed for one-dimensional slab waveguides [6, 7] .
The general line-defect waveguide to be analyzed is uniform along the y-axis and lies in the x-z plane, having finite layers in x direction as in practical cases, periodic along the z-axis. As shown in Fig. 1 , the defect region is surrounded by a finite number of photonic crystal layers, and the total width of the PC waveguide is w. The whole structure is sandwiched between two homogeneous media with permittivities of ε 1 and ε 3 , respectively. Assuming that space harmonic waves are incident to the periodic structure of Fig. 1 from both regions 1 and 3, the transverse field in the region can be written down as the generalized form of Rayleigh expansion [8] :
for x > w, and
for x < 0. In the expressions, ψ 1 and ψ 3 are either E y , the transverse electric field, in TE polarization (E-polarized wave), or H y , the transverse magnetic field, in TM polarization (H-polarized wave), in region 1 and region 3, respectively. The index i stands for ith order of diffracted wave in incident and transmission regions. 
Here, the wave number k z is the z-component of k, which is the principal wave vector of the incident wave. The sign of square root is determined in order that the transverse component of the wave vector is either propagating against the photonic structure for propagating harmonics or decaying against the photonic structure for evanescent harmonics. This condition tends to the derivation of proper modes, which can be also described via Riemann sheet interpretation of the square root [6] .
Thanks to the efficiency of the well-developed grating analysis methods, the structure shown in Fig. 1 is regarded as a diffraction grating, and the field expansions in regions 1 and 3 are related to each other via an implicit matrix product [9] Fig. 1. Sample of a periodic photonic structure. The direction of confinement is x, and the propagation occurs along the z direction, which is the direction of periodicity.
A ; A − MB ; B − :
Here, the vector A is representing the coefficients of the Rayleigh expansion, …; A −1 ; A 0 ; A 1 ; … T , as do the other three vectors A − , B , and B − . The matrix, M, can be extracted by following a standard grating analysis method. The Legendre polynomial expansion method is employed throughout this work [10] . Once the M matrix is extracted, the complex nature of photonic structure is implicitly embedded in a transfer matrix. It is worth mentioning that as the mode value is found, the field shape can be derived from the corresponding M matrix.
Taking the proposed transfer-matrix equation into account, it is possible to extract reflection and transmission coefficients by applying appropriate conditions on incident wave field expansion. For the incidence from region 1, A − and B vectors should be set as I …; 0; 1; 0; … T and O …; 0; 0; 0; … T , respectively. Using the matrix form relation of Eq. (3), harmonic reflection and transmission coefficients could be derived directly. Firstly, by taking the incident wave into account, the relation turns out to be as follows:
.
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Here, the matrix M is equally partitioned to four blocks, by virtue of the equality of the dimensions of A , A − , B , and B − vectors. Henceforth, R 1 and T 1 are calculated as
Here, the dagger superscript stands for the matrix adjoint operator. For the incident wave from region 3, the reflection and transmission coefficients can be derived in the same way. Along a similar vein, it is straightforward to elicit the dispersion relation of the structure's supporting modes out of the matrix formalism as a characteristic equation. The mode of a photonic structure maintains its field and energy over the whole space, knowing that a mode is an eigenvalue of structure's governing operator. As a result, the mode should retain one of two possible transverse fields of any Bloch order in each half-space. Presence of both fields cannot satisfy the maintenance of energy in the field. For a proper mode, the dispersion relation is derived from Eq. (3) by substituting the vectors of incident waves, i.e., A − and B , with the zero vectors. Seeking the nontrivial answer, the dispersion relation will be reduced to
Each element of the M matrix is a function of frequency and spatial wave vector. While the wave vectors in the transverse and longitudinal directions are related, any element of the M matrix can be represented as a function of frequency (ω) and longitudinal propagation constant (k z ). The solution of dispersion equation (6) leads to the determination of the complex propagation constant of existing eigenmodes, γ 0 β 0 − jα 0 , as a function of frequency. Namely, β 0 is the phase constant and α 0 is the attenuation constant of the associated mode.
Comparing the dispersion equation with Eq. (5), it is clear that all of the reflection and transmission coefficients have a common pole at the mode value. It is also convenient to check the same fact out for reflection and transmission coefficients of an incident wave from region 3. Therefore, the pole takes effect on all coefficients, regardless of the number of Bloch order, and regardless of the region of stimulus. Inversely, when the mode is present for a photonic structure, there will be a common pole in all of the reflection and transmission coefficients. Thus, it enables the procedure of mode determination by searching for common poles over characteristic coefficients.
In order to avoid cumbersome numerical complexities, it is favorable to search for the mode via the simplest possible approach. This means that we are interested in coefficients in which the mode value is exclusively determined, neither cancelled nor diminished by another singularity. In the other words, the intent is to detect the common pole of coefficients. So, this is best reached if a set of coefficients can be marked in which poles, i.e., modes, are present alone. Contemplating on characteristic coefficients in Eq. (5), the least perturbed coefficients, and thus the simplest ones, are ones of T 1 vector. Although the reflection coefficients have a common pole at the mode value, there is another term in their numerator that could shrink the pole effect. This cancellation phenomenon was formerly investigated in onedimensional slab waveguides [7] . Therefore, there exists a mathematical and numerical privilege on scrutinizing transmission coefficients over the reflection coefficients.
The numerical value of a mode can be extracted by monitoring either the magnitude or the phase of a characteristic coefficient as a function of the real part of the longitudinal propagation wave vector. Both magnitude and phase approaches have been successfully developed and verified for one-dimensional waveguides [7, 11] , while the former is less efficient. The PVM method utilizes the phase monitoring by detecting Lorentzian peaks in phase derivative and finding the real (imaginary) part of the complex propagation constant of mode using the peak occurrence point (peak value) of the phase derivative. According to Bode plot theory, the phase variation of a function near its pole value is either a step function with height of π for a pure real pole or an abrupt variation of about π for a complex pole. Also, a characteristic coefficient at a fixed frequency, ω 0 , can be expressed as a function of the longitudinal phase constant by rational expansion on its complex poles and zeros:
where β is the phase constant and Aβ is a slowly varying function. For an isolated pole, it can be straightforwardly inferred that the phase derivative in vicinity of the real value of an isolated pole is as follows:
where θ F β is the phase of Fβ and the complex pole value is γ 0 β 0 − jα 0 . Given the derivative of the phase function at β β 0 , one can obtain α 0 using the above equation.
To show the capability of the presented method for accurate evaluation of modes, the dispersion diagram of an illustrative photonic structure is obtained. In certification of PVM results, well-known conventional methods are employed. It is worth noticing that due to inevitable numerical truncation of Bloch orders, all the matrices and vectors should eventually be truncated; therefore, the phase detection approach should be applied on all the retained orders of respective coefficients.
As a numerical example, consider the square lattice structure shown in the inset of Fig. 2 . The structure consists of several arrays of gallium-arsenide rods in the air (ε rod 11.56, r 0.18a, ε sub 1), and the guiding medium is formed by removing one array of rods. The spacing between centers of rods in both longitudinal (z direction, Λ G ) and transverse (x direction, d) directions is equal to normalization factor a. Taking both incident and transmission regions to be the same as the substrate (ε 1 ε 3 1), the real and imaginary dispersion diagram of the E-polarized modes is plotted in Figs. 2 and 3 . Figure 2 shows the dispersion diagram with L 1 L 3 5, while the results virtually overlap for 3, 4, and higher arrays of rods. Figure 3 shows the attenuation constant diagram in log scale as a function of frequency for 2, 3, and 4 arrays of rods being held on each side. It becomes clear that results of the PVM method are in consummate agreement with those of the FDTD method, yet outperform it in runtime by at least a factor of 50.
In conclusion, we introduced a novel approach toward mode extraction in two-dimensional photonic crystal waveguides. Thanks to the analytical justifications, it is shown that there will be a common pole over characteristic coefficients of such a structure wherever a mode exists. Next, the idea was supplied with two major analysis methods: revised accurate phase variation detection and fast photonic structure analyzer. Development of these methods made it possible to certify accurate physical application of the proposed mathematical interpretations. Knowing the generality of the proposed approach in mathematical reasoning, it is applicable to both TE and TM polarizations. In addition to obtained results, standard methods like FDTD and Galerkin based mode finding approaches are provided to certify the accuracy of the proposed method. Fig. 2 . Phase constant dispersion diagram for an E-polarized photonic structure; dots, PVM method; squares, finitedifference time domain (FDTD) method; solid-line, Galerkin's method with Hermite-Gauss expansion [12] . Fig. 3 . Attenuation constant dispersion diagram for an Epolarized photonic structure; circles, squares, and diamonds, results of the PVM method for 2, 3, and 4 arrays of rods; solid, dashed, and dash-dot lines, corresponding results of FDTD.
