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Abstract
We prove some estimates for convex ancient solutions (the existence
time for the solution starts from −∞) to the power-of-mean curvature
flow, when the power is strictly greater than 12 . As an application, we
prove that in two dimension, the blow-down of the entire convex trans-
lating solution, namely uh =
1
h
u(h
1
1+αx), locally uniformly converges
to 11+α |x|1+α as h → ∞. Another application is that for generalized
curve shortening flow (convex curve evolving in its normal direction
with speed equal to a power of its curvature), if a convex compact an-
cient solution sweeps R2, it has to be a shrinking circle. Otherwise the
solution is defined in a strip region.
1 Introduction
Recently, classifying ancient convex solution to mean curvature flow has at-
tracted much interest, due to its importance in studying the singularities of
mean curvature flow. Some important progress was made by Wang [12], and
Daskalopoulos, Hamilton and Sesum [5]. In [12] Wang proved that an entire
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convex translating solution to mean curvature flow must be rotationally sym-
metric which was a conjecture formulated explicitly by White in [11]. Wang
also constructed some entire convex translating solution with level set neither
spherical nor cylindrical in dimension greater or equal to 3. In the same paper,
Wang also proved that if a convex ancient solution to the curve shortening flow
sweeps the whole space R2, it must be a shrinking circle, otherwise the convex
ancient solution must be defined in a strip region and he indeed constructed
such solutions by some compactness argument. Daskalopoulos, Hamilton and
Sesum [5] showed that besides the shrinking circle, the so called Angenent
oval(a convex ancient solution of the curve shortening flow discovered by An-
genent that decomposes into two translating solutions of the flow) is the only
other embedded convex compact ancient solution of the curve shortening flow.
That means the corresponding curve shortening solution defined in a strip
region constructed by Wang is exactly the “Angenent oval”.
The power-of-mean curvature flow, in which a hypersurface evolves in its
normal direction with speed equal to a power α of its mean curvature H , was
studied by Andrews [1], [2], [3], Schulze [8], Chou and Zhu [4] and Sheng and
Wu [10] . Schulze [8] called it Hα-flow. In the following, we will also call
the one dimensional power-of-curvature flow the generalized curve shortening
flow. Similar to the mean curvature flow, when one blows up the flow near
the type II singularity appropriately, a convex translating solution will arise,
see [10] for details. It will be very interesting if one could classify the an-
cient convex solutions. In this paper, we will use the method developed by
Wang [12] to study the geometric asymptotic behavior of ancient convex so-
lutions to Hα-flow. The general equation for Hα-flow is ∂F
∂t
= −Hα~v, where
F : M × [0, T ) → Rn+1 is a time-dependent embedding of the evolving hy-
persurface, ~v is the unit normal vector to the hypersurface F (M, t) in Rn+1
and H is its mean curvature. If the evolving hypersurface can be represented
as a graph of a function u(x, t) over some domain in Rn, then we can project
the evolution equation to the (n + 1)th coordinate direction of Rn+1 and the
equation becomes
ut =
√
1 + |Du|2
(
div(
Du√
1 + |Du|2 )
)α
.
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Then a translating solution to the Hα-flow will satisfy the equation
√
1 + |Du|2(div( Du√
1 + |Du|2 ))
α = 1,
which is equivalent to the following equation (3) when σ = 1,
Lσ(u) = (
√
σ + |Du|2) 1αdiv( Du√
σ + |Du|2 ) (1)
= (σ + |Du|2) 12α− 12
n∑
i,j=1
(δij − uiuj
σ + |Du|2 )uij (2)
= 1, (3)
where σ ∈ [0, 1], α ∈ (1
2
,∞] is a constant, n = 2 is the dimension of R2. If u
is a convex solution of (3), then u + t, as a function of (x, t) ∈ R2 ×R, is a
translating solution to the flow
ut =
√
σ + |Du|2(div( Du√
σ + |Du|2 ))
α. (4)
When σ = 1, equation (4) is the non-parametric power-of-mean curvature
flow. When σ = 0, the level set {u = −t}, where −∞ < t < − inf u, evolves
by the power-of-mean curvature.
In the following we will assume σ ∈ [0, 1], α ∈ (1
2
,∞] and the dimension
n = 2, although some of the estimates do hold in high dimension. The main
results of this paper are the following theorems.
Theorem 1. Suppose u be an entire convex solution of (3). Let uh(x) =
h−1u(h
1
1+αx). Then uh locally uniformly converges to
1
1+α
|x|1+α, as h→∞.
Theorem 2. Let uσ be an entire convex solution of (3). Then u0(x) =
1
1+α
|x|1+α up to a a translation of the coordinate system. When σ ∈ (0, 1],
if |D2u(x)| = O(|x|3α−1−2αβ) as |x| → ∞, for some constant β satisfying
1
2α
< β < min{1, 1+α
2α
}, then uσ is rotationally symmetric after a suitable
translation of the coordinate system.
Corollary 1. A convex compact ancient solution to the generalized curve
shortening flow which sweeps R2 must be a shrinking circle.
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Remark 1. The condition α > 1
2
is necessary for our results. One can
consider the translating solution v(x) to (3) with σ = 1 in one dimension. In
fact when α ≤ 1
2
, the translating solution v(x) is a convex function defined on
the entire real line ([4] page 28). Then one can construct a function u(x, y) =
v(x) − y defined on the entire plane, and u will satisfy (3) with σ = 0 and it
is obviously not rotationally symmetric. We can also let u(x, y) = v(x), which
is an entire solution to (3) with σ = 1 and it is not rotationally symmetric.
When the dimension n is higher than two, similar examples can be given: we
can take an entire rotationally symmetric solution v(x) to (1) with dimension
n ≥ 2 and σ = 1, and then again let u(x, y) = v(x)− y, here y is the (n+1)th
coordinate for Rn+1. It is easy to see that u will satisfy (3) with n replaced by
n+ 1 and σ = 0, and the level set of u is neither a sphere nor a cylinder.
Before embarking on the argument, we would like to point out that this
elementary construction can be used to give a slight simplification of Wang’s
proof for Theorem 2.1 in [12]( corresponding to our Corollary 2 for α = 1).
Let vσ be an entire convex solution to (3) in dimension n with σ ∈ (0, 1]. Then
u(x, y) = vσ(x) −
√
σy will be an entire convex solution to (3) in dimension
n + 1 with σ = 0. Hence if one has proved the estimate in Corollary 2 for
σ = 0 in all dimensions, the estimates for σ ∈ (0, 1] follows immediately from
the above construction.
The remainder of the paper is divided into three sections. The first contains
the proof of Theorem 1 and the first part of Theorem 2. The second section
establish Corollary 1 and the last section completes the proof of Theorem 2.
2 Proof of Theorem 1
For a given constant h > 0, we denote
Γh = {x ∈ Rn : u(x) = h},
Ωh = {x ∈ Rn : u(x) < h},
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so that Γh is the boundary of Ωh. Denote κ as the curvature of the level curve
Γh. We have
Lσ(u) = (σ + u
2
γ)
1
2α
− 1
2 (κuγ +
σuγγ
σ + u2γ
) (5)
≥ κu
1
α
γ = L0(u), (6)
where γ is the unit outward normal to Ωh, and uγγ = γiγjuij.
Lemma 1. Suppose u is a complete convex solution of (3). Suppose u(0) = 0
and inf{|x| : x ∈ Γ1} is achieved at x0 = (0,−δ) ∈ Γ1, for some δ > 0 very
small. Let D1 be the projection of Γ1 on the axis {x2 = 0}. Then the interval
(−R,R) is contained in D1 with
R ≥ C1(− log δ − C2)
α
α+1 , (7)
where C1, C2 > 0 are independent of δ.
Proof. We will prove the lemma when 1
2
< α ≤ 1 and indicate the small
change needed for the case α > 1. Suppose locally around x0, Γ1 is given by
z2 = f(z1). Then f is a convex function satisfying f(0) = −δ and f ′(0) = 0.
Take a > 0 be a constant such that f ′(b) = 1. To prove (7) it is enough to
prove
a ≥ C1(− log δ − C2)
α
α+1 . (8)
For any z = (z1, z2) ∈ Γ1, where z1 ∈ [0, a], let ξ = z|z| , from [12] we have
uγ(z) ≥
√
1 + f ′2
z1f ′ − z2 , (9)
. Since L0u ≤ 1, we have
f ′′
(1 + f ′2)
3
2
(1 + f ′2)
1
2α
(z1f ′ − z2) 1α
≤ κu
1
α
γ ≤ 1. (10)
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Hence
f ′′(z1) ≤ (1 + f ′2) 32− 12α (z1f ′ − z2) 1α (11)
≤ 10z
1
α
1 f
′ + 10δ (12)
where z2 = f(z1) and f
′(z1) ≤ 1 for z1 ∈ (0, b). The inequality from (11)
to (12) is trivial when z2 ≥ 0. When z2 ≤ 0, since |z2| ≤ δ, we have either
z1f
′ ≤ δ or z1f ′ > δ, for the former (z1f ′ − z2) 1α ≤ (2δ) 1α ≤ 4δ, for the latter
(z1f
′ − z2) 1α ≤ (2z1f ′) 1α ≤ 4z
1
α
1 f
′, since f ′(z1) ≤ 1. We consider the equation
ρ′′(t) = 10t
1
αρ′ + 10δ (13)
with initial conditions ρ(0) = −δ and ρ′(0) = 0. Then for t ∈ (0, b) we have
ρ′(t) = 10δe
10α
α+1
t
α+1
α
∫ t
0
e−
10α
α+1
s
α+1
α
ds. (14)
Since
∫∞
0
e−
10α
α+1
s
α+1
α
ds is bounded above by some constant C, we have
1 = ρ′(a) = 10δe
10α
α+1
a
α+1
α
∫ a
0
e−
10α
α+1
s
α+1
α
ds.
≤ C1δe
10α
α+1
a
α+1
α
,
from where (8) follows. When α > 1, we need only to introduce a number c
such that f ′(c) = 1
2
and then we can find the lower bound of a− c in a similar
way.
Remark 2. It follows from Lemma 1 that when δ is sufficiently small, by
convexity and in view of Figure 1, we see that Ω1 contains the shadowed region.
Then it is easy to check that Ω1 contains an ellipse
E = {(x1, x2)| x
2
1
(R
6
)2
+
(x2 − 7δ∗−5δ12 )2
( δ
∗+δ
4
)2
= 1}, (15)
where δ∗ is a positive constant such that u(0, δ∗) = 1 and R is defined in the
Lemma 1.
Remark 3. One can also establish similar lemma in higher dimensions,
which says D1 (convex set with dimension greater than 1) contains a ball
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Figure 1: Γ1 contains the shadow part.
centered at the origin with radius R ≥ Cn(− log δ − C)
α
α+1 . For the details of
how to reduce the situation to lower dimensional case we refer the reader to
the proof of Lemma 2.6 in [12].
Lemma 2. Suppose u is a complete convex solution of (3). Suppose u(0) = 0,
δ and δ∗ are defined as in Lemma 1 and Remark 2. Then if δ and δ∗ are small
enough, u is defined in a strip region.
The proof of Lemma 2 is based on a careful study of the shape of the level
curve of u, we will give an important corollary first.
Corollary 2. Suppose u is an entire convex solution of (3) in R2, then
u(x) ≤ C(1 + |x|1+α), (16)
for some constant C depending only on the upper bound of u(0) and |Du(0)|.
Proof. By subtracting a constant we may assume u(0) = 0. It is enough
to prove that dist(0,Γh) ≥ Ch 11+α for all large h. By the rescaling uh(x) =
1
h
u(h
1
1+αx) we need only to prove dist(0,Γ1,uh) ≥ C. Notice that |Duh(0)| =
1
h
α
1+α
|Du(0)| → 0, as h→∞. Hence by convexity infBr(0) uh goes to 0 uniformly
for fixed radius r. Note also that uh satisfies equation (3) with σ → 0 as h→
∞.
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If the estimate
dist(0,Γ1,uh) ≥ C, for all large h
fails, we can find a sequence hk →∞ such that δk = inf{|x| : x ∈ Γ1,uhk} → 0.
Now, we take δ∗k as in Remark 2 with respect to uhk . δ
∗
k has a positive lower
bound δ∗, otherwise by Lemma 2 uhk can not be an entire solution for large k.
If δ∗k ≤ 1000 for all large k, since the ellipse Ek defined for uhk as in Remark
2 is contained in Ω1,uhk and the distance between the center Ok of Ek and the
origin is bounded above by 1000, by the previous discussion we know uhk(Ok)
is bounded bellow by −1 when k is large. Let Ek(t) be the solution to the
generalized curve shortening flow starting from time t = −1 , with initial
data Ek(−1) = Ek. (1) When σ = 0, ∂Ω−t,uhk evolves under the generalized
curve shortening flow, we have the inclusion Ek(t) ⊂ ∂Ω−t,uhk for all t > −1.
Hence infB1000(0) uhk is smaller than 1 minus the time needed for Ek to shrink
to Ok. However, by the size of Ek, the time needed for it to shrink to a point
goes to infinity as k goes to infinity, which is contradictory to the discussion
at the beginning of the proof that uhk converges to 0 uniformly in the ball
B1000(0) as hk goes to infinity. (2)When σ ∈ (0, 1], we can take vk as the
solution of Lσkv = 1 in Ek with v = 1 on ∂Ek, where σk = h
− 2α
1+α
k . Passing
to a subsequence and adjusting the size of Ek if necessary, we can assume Ek
converge to some ellipse E with the length of its long axis very large, the length
of its short axis bigger than some fixed positive number and the distance from
its center to the origin is less than 1000. Then vk converges to a solution of
the generalized curve shortening flow, and a contradiction can be made as for
the case σ = 0
Otherwise, by the definition of b in the proof of Lemma 1 and the convexity
of Ω1,uh we can find a disc Bk with center O = (0, 50) and radius 20 inside
Ω1,uhk , obviously it will take time more than 2 for Bk to shrink to O. We can
take Bk(t) as a solution to the generalized curve shortening flow starting from
time t = −1 with Bk(−1) = Bk, then a similar contradiction will be made as
before.
Remark 4. The estimate in Corollary 1 is also true for higher dimensions,
one can prove it by reducing the problem to two dimensional case similar to
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the corresponding part in [12].
Proof of Lemma 2. By rotating coordinates we assume the axial directions
of E in Remark 2 are the same with those of the coordinate system. Denote
Mu as the graph of u, and as in [12] we divide it into two parts, M
+ and
M−, where M+ = {(x, u(x)) ∈ R3 : ux2 ≥ 0} and M− = {(x, u(x)) ∈ R3 :
ux2 ≤ 0}. Then M± are the graphs of functions f±, namely the graph of x2 =
f±(x1, x3), (x1, x2) ∈ D and D is the projection of Mu on the x1x3 plane. The
function f+ is concave and f− is convex, and we have x3 = u(x1, f
±(x1, x3)).
Let
f = f+ − f−. (17)
Now it is easy to see that f is positive and concave in D. Also note that
f is vanishing on ∂D. For any h > 0 we also denote fh(x1) = f(x1, h),
f±h (x1) = f(x1, h), and Dh = {x1 ∈ R1 : (x1, h) ∈ D}. Then fh is a positive,
concave function in Dh, vanishing on ∂Dh, and Dh = (−ah, ah) is an interval
containing the origin. We denote bh = fh(0). We will consider the case σ = 0
first.
Claim 1: suppose h large, f1(0) = δ
∗ + δ small, bh ≤ 4 and ah, ah ≥ bh.
Then ah ≥ 11000 hbα
h
for α ≤ 1 and ah ≥ 11000 h
1
2α−1
b
1
2α−1
h
for α > 1.
Proof. Without loss of generality, we assume ah ≤ ah. Denote Uh =
Ωh ∩ {x1 > 0}. Similar to that in [12], we have that the arc-length of the
image of Γs ∩ {x1 > 0} under Gauss map is bigger then π6 . Notice that Ω1
contains E, which was defined in Remark 2. When δ and δ∗ are very small,
E is very thin and long. The centre of E is very close to the origin, in fact
for our purpose we can just pretend E is centered at the origin. By convexity
of Ωh and in view of Figure 2, we see that Γs ∩ {x1 > 0} is trapped between
two lines ℓ1 and ℓ2, and the slopes of ℓ1 and ℓ2 are very close to 0 when E is
very long and thin. Then it is clear that the largest distance from the points
on Γs ∩ {x1 > 0} to the origin can not be bigger than 10ah. By convexity of
u, we have uγ(x) ≥ h20ah , for x ∈ Γs ∩ {x1 > 0}. Since Γs ∩ {x1 > 0} evolves
under the generalized curve shortening flow, when α ≤ 1 we have the following
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Figure 2: Γs ∩ {x1 > 0} is trapped between two lines
estimate
d
ds
(|Us|) =
∫
Γs∩{x1>0}
καdξ (18)
=
∫
Γs∩{x1>0}
u
1
α
−1
γ κdξ (19)
≥ 1
50
(
h
ah
)
1
α
−1π
6
, (20)
from (18) to (19) we used the equation κu
1
α
γ = 1. The claim follows by the
simple fact 3
2
bhah ≥ |Uh| ≥ 150( hah )
1
α
−1 π
6
h
2
.
When α > 1, denote ls as the arc length of Γs ∩ {x1 > 0}, by the above
discussion, it is not hard to see that ls ≈ Cah. Then by a simple application
of Jensen’s inequality, we have
d
ds
(|Us|) =
∫
Γs∩{x1>0}
καdξ
= ls
∫
Γs∩{x1>0}
κα
1
ls
dξ
≥ ls(
∫
Γs∩{x1>0}
κ
ls
dξ)α ≥ Cl1−αs ≥ Ca1−αh ,
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then by the simple fact that 3
2
bhah ≥ |Uh| we can finish the proof in the same
way as the previous case.
Claim 2: Denote fk = fhk . Then
fk(0) ≤ fk−1(0) + C02−kC for all k large, (21)
where C0 is a fixed constant, and C depends only on α.
Lemma 2 follows from Claim 1 and Claim 2 in the following way. Let the
convex set P be the projection of the graph of g on the plane {x3 = 0}, by
Claim 2 and the fact that P contains x1-axis (it follows from Claim 1), P must
equal to I ×R for some interval I ⊂ [0, lim
k→∞
gk(0)]. Then, by (17) Mu is also
contained in a strip region as stated in Lemma 2.
The proof of Claim 2 can be done by following the lines in [12] closely,
but one should be very careful for choosing the proper constants in the proof
which is very different from the case in [12].
Proof of Theorem 1 and the first part of Theorem 2. First we prove that
one can find a subsequence of uh, where uh(x) = h
−1u(h
1
1+αx), which converges
to 1
1+α
|x|1+α.
By subtracting a constant we may suppose u(0) = 0. Suppose xn+1 = b · x
is the tangent plane of u at 0. By Corollary 2 and the convexity of u we have
b · x ≤ u(x) ≤ C(1 + |x|1+α).
Hence,
h−
α
1+α b · x ≤ uh(x) ≤ C( 1
h
+ |x|1+α).
It is easy to see thatDuh is locally uniformly bounded. Hence uh sub-converges
to a convex function u0 which satisfies u0(0) = 0, and
0 ≤ u0(x) ≤ C|x|1+α.
Then it is easy to check that u0 is an entire convex viscosity solution to equation
(3) with σ = 0, and the comparison principle holds on any bounded domain.
By using comparison principle it is easy to prove {x|u0(x) = 0} = {0}.
Now since {x|u0(x) = 0} = {0}, Γ1,u0 = {x|u0(x) = 1} is a bounded
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convex curve, and the level set {x|u0(x) = −t}, with time t ∈ (−∞, 0), evolves
under the generalized curve shortening flow, from [1], [2] we have the following
asymptotic behavior of the convex solution u0 of L0u = 1
u0(x) =
1
1 + α
|x|1+α + ϕ(x), where ϕ(x) = o(x1+α), for x 6= 0 near the origin.(22)
In fact, if the initial level curve is in a sufficiently small neighborhood of circle,
by Lemma 4 in the beginning of the fourth section, we have that |ϕ(x)| ≤
C|x|1+α+η for some small positive η, where C is a constant depending only on
the initial closeness to the circle. Hence, given any ǫ > 0, for small enough
h > 0, we have
B(1−ǫ)r(0) ⊂ Ωh,u0 ⊂ B(1+ǫ)r(0),
where r = ((1 + α)h)
1
1+α . So there is a sequence hm →∞ such that
B(1− 1
m
)rm,i
(0) ⊂ Ωhm,u ⊂ B(1+ 1
m
)rm,i
(0),
where rm,i = ((1 + α)ihm)
1
1+α , i = 1, · · · , m.Then uhm sub-converges to 11+α |x|1+α.
Since u0 is an entire convex solution to L0u = 1, from the above argument,
we can find a sequence hm, such that u0hm(x) =
1
hm
u0(h
1
1+α
m x) locally uniformly
converges to 1
1+α
|x|1+α. Hence, the sublevel set Ω 1
1+α
,u0hm
satisfies
B1−ǫm(0) ⊂ Ω 1
1+α
,u0hm
⊂ B1+ǫm(0),
where ǫm → 0 as m→∞. By the discussion below (54), we have
u0hm(x) =
1
1 + α
|x|1+α + ϕ(x),
where |ϕ(x)| ≤ C|x|1+α+η for some fixed small positive η, and the constant C
is independent of m. Replacing x by h
− 1
1+α
m x in the above asymptotic formula,
we have
u0(x) =
1
1 + α
|x|1+α + hmϕ(h−
1
1+α
m x),
where for a given x, hmϕ(h
− 1
1+α
m x)→ 0. Hence u0(x) = 11+α |x|1+α. So we have
proved Theorem 1 and the first part of Theorem 2.
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3 Proof of Corollary 1
We will follow the lines in the section 4 of [12]. It will be accomplished by
the following lemma which is also true for higher dimensions, but we will only
state it for R2.
Lemma 3. Suppose Ω is a smooth, convex, bounded domain in R2. Let u be
a solution of (3) with σ = 0, satisfying u = 0 on ∂Ω. Then − log(−u) is a
convex function.
Proof. Observe ϕ := − log(−u) satisfies
|Dϕ| 1α−1
2∑
i,j=1
(δij − ϕiϕj|Dϕ|2 )ϕij = e
1
α
ϕ.
Since ϕ(x) → +∞ as x → ∂Ω, the result in [7](Theorem 3.13) implies ϕ is
convex. One may notice that two of the conditions required in [8] are the strict
convexity of domain and the C2 smoothness of solution. The first one can be
resolved by using strictly convex domains to approximate the convex domain.
For the smoothness condition, one may worry about the minimum point where
the gradient vanishes and the equation is singular. Moreover, in view of the
solution u = 1
1+α
|x|1+α, we see when α < 1 it is not C2 at the origin. However,
by examining the proof in [8], one can see that the argument is made away
from the minimum point, which means it can still be applied to our situation.
With the above lemma and the Lemma 4.4 in [12], we know that any
convex compact ancient solution to the generalized curve shortening flow can
be represented as a convex solution u to equation (3) with σ = 0, and if the
solution to the flow sweeps the whole space, the corresponding u will be an
entire solution. Thus Theorem 2 implies Corollary 1 immediately.
Remark 6. We can also use the method in the section 4 of [12] to construct
a non-rotationally symmetric convex compact ancient solution for generalized
curve shortening flow with power α ∈ (1
2
, 1), and in fact the solution will be
defined in a strip region. All we need to do is replace Lemma 4.2, 4.3 and 4.4 in
[12] for mean curvature flow by the corresponding lemmas for the generalized
curve shortening flow.
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4 Proof of the second part of Theorem 2
First of all, we would like to point out that instead of using Gage and Hamil-
ton’s exponential convergence of the curve shortening flow in [6] we need to
use the corresponding exponential convergence for the generalized curve short-
ening flow and we will state it as a lemma which is corresponding to lemma
3.2 in [12].
Lemma 4. Suppose {Ct} be a convex solution to the generalized curve short-
ening flow with initial curve {C0} uniformly convex. Suppose {Ct} ⊂ Nδ0S1
for some unit circle S1 , {Ct} shrinks to the origin at t = 11+α . Denote
C˜t = (1− (1 + α)t)−
1
1+αCt as a normalization of Ct. Then
C˜t ⊂ NδtS1,
with
δt ≤ Cδ0( 1
1 + α
− t)ι
for some small positive constant ι.
The proof of the above lemma is similar to the proof of lemma 3.2 in [12].
Using the condition that the initial curve is uniformly convex and the estimates
in section II of [1], we can apply Schauder’s estimates safely for α > 1
2
as in
[12], which says that for t ∈ ( 1
4α+4
, 1
2α+2
),
‖ℓ˜t − S1‖Ck ≤ Cδ0.
Although the constant C will depend on the lower and upper bound of the
curvature of the initial curve, it is not a problem for our purpose, since when
we blow down the solution for σ = 0, the norm of the gradient Duh on the
curve {uh(x) = 1} approaches to 1. By the equation κu
1
α
γ = 1 we see that the
curvature κ is also very close to 1 on that curve. However, the estimates in
section II of [1] also shows that when α ≤ 1 the uniformly convex condition
(though the convexity is still needed) is not needed, and the constant C in the
above lemma is independent of the bound on the curvature of the initial curve.
For the exponential decay rate of the derivatives of curvature, one can imitate
the proof in Hamilton and Gage [6], and our corresponding estimate will be
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|κ′(τ)| ≤ Cδ0e−ιτ for some small positive number ι, where τ = − 11+α log( 11+α−
t). This estimate immediately implies our lemma.
An alternative way to see that is by writing down the normalized evolution
equation for the generalized curve shortening flow by using support function
s(θ, τ) as following
sτ = −(sθθ)−α + s,
here we still take the origin as the limiting point of the original generalized
curve shortening flow. Then the linearized equation of the flow about the circle
solution is
sτ = α(sθθ + s) + s.
The rate of convergence is governed by the eigenvalues of the right hand side.
The constant eigenfunction corresponds to scaling, which is factored out, while
the sin θ and cos θ correspond to translations, which are also factored out.
The next is cos(2θ), which gives eigenvalue 1 − 3α. So when α > 1
3
, we have
exponential convergence of the normalized solution to the limiting circle with
exponent 1− 3α. The author learned this from professor Ben Andrews.
In the following we will consider the case when σ = 1 . Without loss
of generality we can assume u(0) = inf u. Let uh(x) =
1
h
u(h
1
1+αx). Then
uh satisfies the equation Lσuh = 1 with σ = h
− 2α
1+α . By Theorem 1, Γ 1
1+α
,uh
converges to the unit circle as h→∞.
Lemma 5.
u(x) =
1
1 + α
|x|1+α +O(|x|1+α−2αβ) (23)
where C is a fixed constant and the constant β is chosen such that 1
2α
< β <
min{1, 1+α
2α
}.
For small δ0 > 0, taking h large enough so that
Γ 1
1+α
,uh
⊂ Nδ0(S1) (24)
for unit circle S1 with center p0. Note that when h is large, δ0 is very close to
0. Then we will prove the following claim,
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Claim 3. For small fixed τ ,
Γτ,uh ⊂ ((1 + α)τ)
1
1+αNδτ ((1 +
a0
τ
)
1
1+αS1) (25)
with
δτ ≤ C1(τ)σβ + C2δ0τ η, (26)
where the constants C1 and C2 are independent of δ0 and h, and C2 is also
independent of τ , η is a small positive constant. u0 is the solution of L0(u) = 1
in Ω 1
1+α
,uh
satisfying u0 = uh =
1
1+α
on ∂Ω 1
1+α
,uh
, a0 = | inf u0| and the center
of (1 + a0
τ
)
1
1+αS1 is the minimum point of u0 times a factor ((1 + α)τ)
− 1
1+α .
Proof of Claim 3. It is equivalent to prove
dist
(
(1 + α)
1
1+α (τ + a0)
1
1+αS1,Γτ,u
)
≤ C1(τ)σβ + C2δ0τ 11+α+η, (27)
where η is some small positive constant, C2 is independent of τ . by Theorem
1 we know uh converges to
1
1+α
|x|1+α uniformly on any compact subset of R2,
then by the convexity of uh, we have that when
x ∈ {x ∈ Ω 1
1+α
,uh
: τ0 ≤ uh < 1
1 + α
},
|Duh| is bounded above and below by some constants depending on τ0 for large
h, by the growth condition for D2u in Theorem 2 we have σ(uh)γγ ≤ Cσβ,
where C is a constant depending on τ0. Therefore we have κ(uh)
1
α
γ ≈ 1 −
Cσβ on {x ∈ Ω 1
1+α
,uh
: τ ≤ uh < 11+α}, where C depends on τ0. Denote
u˜0 = (1− Cσβ)α(u0 − 1
1 + α
) +
1
1 + α
,
then
L0(u˜0) = 1− Cσβ in Ω 1
1+α
,uh
with u˜0 = uh =
1
1+α
on ∂Ω 1
1+α
,uh
. Now by comparison principle we have
Ωτ,u0 ⊂ Ωτ,uh ⊂ Ωτ,u˜0 , and by the asymptotic behavior of u0 we have
Γτ,u0 ⊂ Nζ((τ + a0)
1
1+αS1) and Γτ,u˜0 ⊂ Nζ((τ + a0 − Cσβ)
1
1+αS1),
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where ζ = Cδ0(τ + a0)
η. Denote ℓ1 = (τ+a0)
1
1+αS1, ℓ2 = (τ+a0−Cσβ)
1
1+αS1,
both of them are centered at p1, which is the minimum point of u0. Hence
dist((τ + a0)
1
1+αS1,Γτ,uh) ≤ dist(ℓ1, ℓ2) + Cδ0(τ + a0)
1
1+α
+η, where dist(ℓ1, ℓ2)
can be bounded by C1(τ)σ
β, hence (26) follows from the above discussion.
Now we will use an iteration argument to prove the following Claim 4, which
will enable us to simplify (25) and (26).
Claim 4 :
a0 ≤
Cσ| log(σ)| if α ≤ 1Cσ 1+α2α if α > 1 (28)
Proof of Claim 4. We fix a large constant A such that {uA
τ
= 1
1+α
} is very
close to a unit circle. Let u0,τk solve L0u = 1 with boundary condition u = τ
k
on {uh = τk}. Denote ak = | inf u0,τk |. From the proof of Claim 3 we see that
{u0 < τ} ⊃ {u0,τ < τ} ⊃ {u˜0 < τ}, by comparison principle, we have inf u0 <
inf u0,τ < inf u˜0. So by the construction of u˜0 and a simple computation, we
have a0−a1 ≤ inf u˜0−inf u0 ≤ Cσ.When τk ≥ Ah , we can iterate this argument
for u0,τk and u0,τk+1 by rescaling them to
1
1+α
τ−ku0,τk
(
(1 + α)
1
1+α τ
k
1+αx
)
and
1
1+α
τ−ku0,τk+1
(
(1 + α)
1
1+α τ
k
1+αx
)
respectively, after rescaling back, we have
ak − ak+1 ≤ Cσ. Note that the choice of A and the condition τk ≥ Ah ensure
the uniform gradient bound needed in the above argument. Let k0 be an
integer satisfying τk0 ≥ A
h
≥ τk0+1, after k0 steps we stop the iteration, and
notice that {uh = Ah } = 1
h
1
1+α
{u = A} is contained in a circle with radius
Ch−
1
1+α for some constant C, so it takes at most time Ch−1 = Cσ
1+α
2α for
{uh = Ah } shrink into a point. Claim 4 follows from the above discussion.
By omitting the lower order term we can rewrite (25) and (26) as
Γτ,uh ⊂ ((1 + α)τ)
1
1+αNδτ (S
1)
with
δτ ≤ C1(τ)σβ + C2δ0τ η. (29)
If we take τ small such that C2τ
η ≤ 1
4
, (29) becomes
δτ ≤ C1(τ)σβ + 1
4
δ0. (30)
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Now we can carry out an iteration argument similar as that in [12]. We start at
the level 1
1+α
τ−k0 for k0 very large. Denote Ωk = τ
k
1+αΩ 1
1+α
τ−k,u and Γk = ∂Ωk.
Define δk similarly to that in [12]. By (30) we have
δk−1 ≤ C1(τ)τ (k−1)
2αβ
1+α +
1
4
δk (31)
for k = k0, k0 + 1, · · · . Then we have
Γj ⊂ Nδj (S1) (32)
with
δj ≤ Cτ j
2αβ
1+α (33)
It follows that
Γ 1
1+α
τ−j ,u ⊂ Nδ˜j (τ
−j
1+αS1) (34)
with
δ˜j ≤ Cτ
2αβ−1
1+α
j (35)
where τ
−j
1+αS1 is centered at zj = τ
−j
1+αyj. From Lemma 3 and (30) it is not
hard to see that we have
|zj − zj−1| ≤ Cτ
2αβ−1
1+α
j (36)
Denote z0 = limj→∞ zj . Then
|zj − z0| ≤ Cτ
2αβ−1
1+α
j, (37)
which means in (34) we can assume the circle is centered at z0 by changing the
constant C a little bit. In fact when we choose different τ , the corresponding
z0 will not change, so we can assume z0 = 0. Hence for h =
1
1+α
τ−j ,
Γh,u ⊂ Nδ
(
(1 + α)
1
1+αh
1
1+αS1
)
,
where
δ ≤ Ch 1−2αβ1+α (38)
and S1 is centered at the origin. By using different τ , it is easy to see that
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estimate holds for any large h. Lemma 5 follows from the above estimates.
Now we can finish the proof of Theorem 2 in the following way.
Proof of the second part of Theorem 2. Denote u∗ as the Legendre transform
of u. Then u∗ satisfies the following equation
G(x,D2u∗) =
detD2u∗
(δij − xixj1+|x|2 )F ij(u∗)
= (1 + |x|2) 12α− 12 , (39)
where F ij(u∗) = ∂ det r
∂rij
, at r = D2(u∗). We have
u∗(x) = C(α)|x|1+α +O(|x| 1+α−2αβα ), (40)
where C(α) is a constant depending only on α. In fact, for big h, by Lemma
5 we have
uh(x) =
1
1 + α
|x|1+α +O(|h|−2αβ1+α )
in B1(0). Denote u
∗
h as the Legendre transforms of uh. Then
u∗h(x) = C(α)|x|1+
1
α +O(|h|−2αβ1+α ),
where C(α) is a constant depending only on α and in fact it is comes from the
Legendre transform of the function 1
1+α
|x|1+α. Note that u∗h(x) = h−1u∗(h
α
1+αx),
we obtain (40).
Let u0 be the unique radial solution of (3) with σ = 1, and let u
∗
0 be the
Legendre transform of u0. Similar to (40) we have
u∗0(x) = C(α)|x|1+α +O(|x|
1+α−2αβ
α ). (41)
Since both u∗ and u∗0 satisfy equation (39), v = u
∗ − u∗0 satisfies the following
elliptic equation
n∑
i,j=1
aij(x)vij = 0 in R
2,
where
aij =
∫ 1
0
Gij(x,D2u∗0 + t(D
2u∗ −D2u∗0)dt,
here Gij = ∂G(x,r)
∂rij
for any symmetric matrix r. Note that by the choice of β,
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1+α−2αβ
α
< 1, so by (40) and (41) v = O(|x| 1+α−2αβα ) = o(|x|), as |x| → ∞.
Using the Liouville Theorem by Bernstein [9] (p.245) we conclude that v is a
constant.
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