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Abstract
A database of direct numerical simulation (DNS) of spatially evolving turbulent mixing slot
jets of C7 H16 /O2 and C7 H16 /Air is developed. The formulation includes the compressible form
of the governing equations, a generalized multicomponent diffusion model with Soret and Dufour
effects, a cubic real gas equation of state and realistic property models. Simulations are conducted
over a wide range of initial pressures (1atm < P0 < 100atm) and jet width based Reynolds numbers of 850 and 1300. High order explicit finite difference schemes in combination with low order
boundary closures and Runge-Kutta time integration schemes are used to approximate the spatial
and temporal derivatives. Non-reflecting inflow and outflow boundary conditions in combination
with absorbing zones are applied for proper convection of flow structures and acoustic waves with
minimal reflection of numerical waves. Low level disturbances are imposed on the laminar inflow
near the nozzle to initiate instability for development of turbulence. The simulations are run until a
statistically stationary state of the flow is achieved. The mean velocity, variance, centerline velocity
excess decay, and downstream growth of normal Reynolds stresses are calculated and compared with
various experimental results.
For subgrid analysis, a spatial filtering operation is applied to the DNS. The filtered mass
density function (FMDF) of mixture fraction at various filter widths is obtained from the simulation
at several spatial locations within the flow. The conditional scalar diffusion (CSD) term in the exact
transport equation of FMDF is calculated from the DNS. A parametric study of variation of CSD
with time, spatial location, Reynolds number, pressure and diffusion models is conducted. An a
priori analysis of Interaction by Exchange of Mean (IEM), Modified Curl (MC) and Mapping Closure (MAPPING) mixing models for CSD is conducted. Performance of mixing models at various
pressures with the generalized and Fickian diffusion models, with real and ideal gas equations of
state is evaluated. The significance of mixing frequency used in the models and the errors associated
ii

with calculation of mixing frequency in simulations with the generalized diffusion model is studied.
A parametric study of variation of the mixing frequency and its parameters with pressures, diffusion
models and Reynolds number is performed. New model constants for mixing frequency applicable to
the LES with generalized diffusion models at various pressures are proposed. Conditionally averaged
mixing frequency for the IEM model is determined and compared with the conditionally averaged
second invariant of the strain tensor to study the effects of flow physics (viscous dissipation) on
the mixing time. Mean turbulent kinetic energy and mean dissipation rates are calculated from
the DNS and their ratios are compared with mixing frequencies at various pressures. The model
constants for various pressures are determined and an alternative expression for determination of
mixing frequency in LES with generalized diffusion models is proposed.
The budget equation for the Reynolds stress tensor in the compressible RANS momentum
equation is derived. The terms of the budget equation (convection, diffusion, pressure-strain, production, dissipation and compressibility) are calculated directly from the DNS at various pressures.
The most significant terms in the budget that require modeling are determined to be diffusion and
pressure-strain terms. Existing models for diffusion and pressure-strain terms are evaluated over a
large range of pressures with the DNS data. At fixed Mach and Reynolds numbers, the models are
determined to be dependent on the ambient pressure. New modeling constants for various models
over a large range of pressures are proposed.
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Chapter 1

Introduction
1.1

Problem Statement
Many modern day combustion devices such as rocket engines, diesel engines and gas turbines

operate at pressures higher than atmospheric pressure. These devices encounter turbulent mixing
and combustion at pressures of order 10atm ≤ P ≤ 100atm [1]. Effective design and development
of such devices require simulation tools. Reynolds Averaged Navier Stokes (RANS) and Large Eddy
Simulation (LES) are two major approaches employed. Both approaches rely on accurate models
to reproduce the effects of turbulent mixing and combustion. Turbulence is a multi-length scale
phenomenon that occurs from length scales of order 1m to 103 m (called Integral scales, for instance
in atmospheric turbulence) to 10−6 m to 10−9 m (called Kolmogorov scales) before kinetic energy
(KE) of the flow is dissipated as internal energy. In RANS, the time averaged equations of motion
are solved to capture the mean flow properties and all the scales of turbulence are modeled. On the
other hand, a spatial filter in the physical space is applied to the governing equations in LES to resolve all the large scale flow phenomena which are dependent on the initial and boundary conditions
and only smaller scales of the flow are modeled. This is based on Kolmogorov’s (K41) theory [2, 3]
that the small scale motions of turbulence are universal. Thus LES provides a better picture of the
turbulent flow phenomena.
In LES, a number of modeling approaches have been proposed over the years to capture the
essence of turbulent mixing and combustion. These models may be broadly classified as functional
and structural models which typically aggregate the effects of small scale KE diffusion and dissi1

pation into a subgrid scale term. In other words, dissipation is assumed to take place at the scale
determined by the filter size for LES, instead of the Kolmogorov scales. Most of these models reproduce the effects of turbulent mixing satisfactorily but result in large amount of errors in capturing
the effects of chemical reaction since the chemical source term is highly non-linear.
A major relief in this area was obtained after introduction of the Probability Density Function (PDF) method by Pope [4], and the Filtered Density Function (FDF) and Filtered Mass Density
Function (FMDF) approaches by Givi and his team [5, 6]. While PDF method is applied to RANS
and in some cases to LES, the FDF and FMDF is applied largely to incompressible and compressible
LES, respectively. In these methods, the complete statistical information of the flow is provided by
a joint PDF or a filtered joint PDF (in case of FDF and FMDF) for velocity and / or scalars of
the flow. A transport equation for this PDF is then derived. Solution of this transport equation
provides all the moments of statistics of the flow. The main advantage of this approach is that the
chemical source term is closed and does not require modeling. However, this transport equation
results in some other terms that remain unclosed and require modeling. Two such terms that arise
from this equation are subgrid scale (SGS) convection and conditional scalar diffusion (CSD), which
physically represent the effects of molecular convection and molecular diffusion, respectively. The
SGS convection is usually closed using a functional model like Smagorinsky or Eddy Viscosity model.
The CSD is closed using models like Interaction by Exchange of Mean (IEM), Modified Curl (MC),
Mapping Closure (MAPPING), and Euclidean Minimum Spanning Tree (EMST). While some models are more applicable than others in certain scenarios, each of the aforementioned models represent
the molecular mixing phenomena fairly well. However, these models were predominantly developed
using experimental data and direct numerical simulations (DNS) performed at 1atm pressure with
ideal gas assumptions. Thus these models have been observed to perform well at atmospheric pressures. The efficacy of these models at high pressures is yet unknown.
Although LES is a more accurate simulation technique to study turbulent flows, it requires
considerable amount of computing resources and is still predominantly used as a research tool. RANS
on the other hand is faster and requires the least amount of computing resources when compared to
DNS and LES. As a result, RANS is the most preferred method of simulation in commercial tools.
A wide range of modeling approaches are used in RANS. Some of the models are simple and easy
to implement but lack accuracy while others are complex but produce more realistic results. The
modeling approach depends on the application. One of the most accurate methods in RANS is the
2

Reynolds Stress Modeling (RSM) approach. In this a transport equation for the Reynolds stress
tensor (source of turbulence in RANS) is derived and the terms of the equation are either directly
resolved or modeled. Various models for the terms of the transport equation have been proposed for
flows at atmospheric pressures. However, applicability of these models in high pressure flows have
not been evaluated.

1.2

Research Objectives
The objectives of this research project are to:

• study the applicability of molecular mixing models used in LES, in flows at high pressures with
multicomponent differential and cross diffusion effects and
• evaluate the applicability of diffusion and pressure-strain models used by RSM in RANS, in
high pressure flows.
To achieve this a database of DNS of a spatially evolving turbulent slot jets at pressures of range
1atm to 100atm with real gas effects, realistic property models and a generalized diffusion model
is developed. The spatially evolving turbulent jet enables measurement of FMDF and CSD from
the flow at various spatial locations. The preliminary results indicate that the models have large
dependency on mixing frequency which depends on the flow physics. Thus ambient pressure and
diffusion models are determined to have significant effects on the mixing frequency. The spatially
evolving flow also enables measurement of budget terms of the Reynolds stress transport equation.
The terms of the equation and the terms of the model are computed from the DNS and compared
over a large range of pressures. The models for diffusion and pressure-strain terms are also observed
to vary significantly with pressure. In summary, this work investigates the effects of pressure on
turbulent flow and some of the models used in turbulence.
This dissertation is organized into the following chapters. Chapter 1 outlines the general
approaches taken by various authors to simulate spatially evolving turbulent flows. Chapter 2
presents the formulation for DNS conducted in this work and describes the computational framework,
inflow conditions, initial conditions, boundary conditions and numerical approach used. Chapters
(3,4) discuss the results of the topics discussed above.
In conclusion, this work will be the first to 1) perform direct numerical simulation of spatially
3

evolving slot jets at pressures 1atm ≤ P 0 ≤ 100atm with real gas properties, multicomponent crossdiffusion effects and real gas equation of state (EOS), 2) modify the Navier Stokes Characteristic
Boundary Conditions (NSCBC) appropriately for proper convection of vortices in spatial flows at
high pressures, 3) perform analysis of molecular mixing models used in LES, at high pressures with
generalized and Fickian diffusion models and 4) perform analysis of RSM models used in RANS, at
high pressures.

1.3

Need for Numerical Simulations of Spatially Evolving Flows
Turbulence is characterized by the appearance of complex structures in flows. The general

theory for formation of complex flow structures is the cascading effect proposed by Richardson [7].
It suggests that the energy contained in the largest structures in a flow is dissipated as a result
of breakup of vortices into smaller structures until the kinetic energy is dissipated by viscosity as
internal energy. Thus, the length scales of turbulent flow structures in nature is seen to range from
a few kilometers down to a few hundred nanometers. Experimental investigation of the phenomena
requires a very large array of data acquisition equipment which is impractical and not economical
for most types of complex flows in nature. Numerical simulations can largely mitigate this issue due
to development of faster algorithms and large computing resources. Depending upon complexity of
the flow and the required resolution and the type of simulation can be chosen.
In direct numerical simulations, the most commonly chosen flow configuration is temporally
evolving flow which makes use of periodic boundary conditions in streamwise and spanwise directions.
It represents evolution of flow in time at a fixed location in space. Such a simulation is easier to
design and configure. However, the practical applications of temporally evolving flows are limited
since they produce only one-point statistics in time. To gather multiple-point, multiple-time statistics
a spatially evolving flow is required.

1.3.1

General Issues with DNS of Spatially Evolving Flows
A spatially evolving flow requires physical boundary conditions that must be able to convect

vortices, acoustic waves, entropy waves and numerical waves out of the computational domain while
allowing pressure waves to propagate into the domain for realization of mean pressure [8, 9]. Such
boundary conditions must be designed with care as issues may arise due to incompatibilities. This
4

may happen due to different boundary conditions at the interface of two or more boundaries or due
to combinations of different boundary conditions at the same boundary. Instabilities may also arise
as a result of different numerical schemes for the domain and boundaries. In addition, to resolve all
the length and time scales of the turbulent flow, the grid resolution of computational domain must
be very fine. Theoretically the number of grid points required to resolve a turbulent flow is set by
9

the Reynolds number (N1 N2 N3 ∼ Re 4 , where Ni (i = 1, 2, 3) indicates the number of grid points
in a coordinate direction). This puts a limit on the maximum flow Reynolds number that can be
simulated. This also means that size of the computational domain has to be very small with grid
size of order ∆xi ≈ η, where η is the Kolmogorov scale.
Thus when the grid size is larger (due to fewer grid points or larger domain), the cascading
effect is not observed at lower Reynolds numbers due to poor resolution of subgrid turbulent structures. However, with smaller grid size, the dispersion error generated increases by a large factor
[10]. This can be mitigated by choosing a numerical scheme that is sufficiently dissipative. However,
that introduces numerical dissipation which affects the solution. In temporal simulations, a highly
non-dissipative scheme is generally preferred for internal and boundary closures, but such schemes
cause incompatibility issues in spatial simulations. In DNS of high pressure flows, the strengths of
acoustic waves and entropy waves increase with pressure. Furthermore to gather statistical data
from turbulent flows, the simulation must be run until a statistically stationary state of the flow is
reached. A turbulent flow becomes stationary when the statistics of the flow (mean, variance, joint
probabilities) become invariant with time [11]. Thus the simulation must remain stable for long
periods of time. The choice of numerical schemes, boundary conditions and inflow conditions for
spatially evolving flows therefore become critical.

1.4

Literature Survey
Numerical simulation of spatially evolving flows is a challenge because of the aforementioned

reasons, but it also provides a way to study various aspects of the flow and enables collection of
numerous data that would otherwise be a tall task in an experiment. In the process of development of numerical simulations and models, it is important that the results from the simulations
are validated using experimental data. This helps to deem the method fail-safe to replicate the
results and be used to predict results when experiments cannot be performed. Thus development of
5

good numerical methods require thorough analysis of the physical phenomena being studied, survey
of existing numerical tools, running multiple tests for various scenario with the available tools and
careful documentation of the process. Some of the numerical tools may work in a number of different
applications, while some others may work in very specific problems. Thus performing a survey of
various attempts at tackling the problem is essential. In process of development of this DNS code,
a number of test cases of spatially evolving flows were studied. These include pipe flows, mixing
layers, round jets, square jets, rectangular jets, plane jets and slot jets. A survey of some of the
approaches is presented in this section.
DNS of incompressible and low Mach number compressible turbulent jet flows were performed by Boersma [12], Danaila and Boersma [13], in which proper inflow conditions, boundary
conditions and numerical methods applicable to simulation of spatially evolving jet flows were proposed. Boersma [14] further extended this to include the effects of chemical reaction at the low
Mach number limit for compressible flows. A convection boundary condition was used in these studies which works well in the low Mach number limit. Modifications to convection boundary condition
for non-cartesian coordinate system was proposed by Tam and Dong [15], Dong et al.[16]. However,
this was applicable largely to one dimensional flows. Extention of Tam and Dong type boundary
condition to three dimensional flows was proposed by Bogey and Bailey [17]. A combination of
sponge layer and grid stretching method for outflow was also used in this study. Study on choice
of appropriate reference values for variables in the sponge layer as described by Bogey and Bailey,
for stable outflow of three dimensional compressible flows was performed by Uzun [18]. Lui [19]
applied a combination of convection boundary condition and filtered stretched grid method for a
stable outflow. Rembold [20] studied flow evolution of compressible rectangular jets by application
of Dirichlet boundary condition and Thompson type boundary condition (characteristic wave based)
[21] with sponge layers at the outflow.DNS of spatially evolving mixing layers using Dirichlet type
boundary condition for inlet and Neumann type boundary condition for outflow was also performed
by Ko et al. [22]. This work also included study of sensitivity of spatial flows to uncertain inflow
conditions. Moore [23] compared the applicability of convection, Tam and Dong type, and Freund
[24] boundary conditions with outflow filtering for highly compressible aeroacoustic flows. DNS of
strongly buoyant compressible reacting flows using convection boundary condition was performed
by Walchshofer et al. [25]. An empirical method to determine the appropriate time dependent
convection velocity in convection boundary conditions was proposed by Pina et al. [26]. The idea
6

is to determine the convection velocity based on the intensity of outgoing waves obtained from the
last few grid points of the domain. This method is reported to work better since it obviates the
use of a constant convection velocity at the outflow which leads to stretching of flow structures
and unphysical back flow many a times. DNS of incompressible spatially evolving flows were also
performed by Aksellvol and Moin [27], Ruith et al. [28], Agarwal et al. [29], Gohil et al. [30], Trettel
[31], Das and Garrick [32] which validate usage of convection type boundary condition for outflow
of waves produced within computational domain.
Characteristic wave type boundary conditions introduced by Thompson was extended to
include closures for viscous and diffusion terms by Poinsot and Lele [33]. This type of boundary
condition is called Navier Stokes Characterisic Boundary Condition (NSCBC). It is applicable to
subsonic compressible flows and has been widely used for simulation of spatially evolving compressible flows. Modifications to NSCBC for simulation of multiphase flows was proposed by Olsen [34].
Similar studies of multiphase flows with radiation and soot formation were performed by Wang [35]
and Almeida and Jaberi [36]. Modification to NSCBC for entrainment of flow at the far fields, applicable for convection of large vortical structures in buoyant flows was proposed by Jiang and Luo
[37, 38]. DNS of planar jet with NSCBC in combination with perfectly matched layers (PML) suggested by Hu et al. [39] was performed by Stanley and Sarkar [40]. The PML at the outlow ensures
proper convection of acoustic waves outside the domain without any reflection. A similar approach
using NSCBC and PML for outflow boundary was applied to simulate multiphase turbulent flow
by Luo et al. [41]. The NSCBC was extended to include the real gas effects (real gas equation of
state, properties of fluid applicable to high pressure flows) by Okong and Bellan [42]. A major drawback of NSCBC is that it assumes the flow at the outflow boundary to be locally one dimensional
and inviscid. As a result, convection of three dimensional flow structures through boundaries can
cause reflection of outgoing waves. Improvements to NSCBC by inclusion of transverse, viscous and
chemical source terms for reacting flows were suggested by Sutherland and Kennedy [43]. Validation
of this improved boundary condition for various types of spatially evolving flows by performed by
Yoo and Im [44]. Lodato [45] proposed the extension of the improved boundary conditions (with
transverse and viscous effects) to three dimensions by inclusion of treatments for the faces, edges
and corners of the domain. This method is referred to as 3D-NSCBC. The 3D-NSCBC was further
improved to include the real gas effects and validated for convection of vortices and strong acoustic
waves by Coussement [46]. A comprehensive study of various boundary conditions and absorbing
7

layers for outflow applicable to spatial flows was performed by Colonius [8].

1.5

Boundary Conditions for Spatially Evolving Flows
In numerical simulations of partial differential equations (PDE) the oscillating solutions

require a large distance from the source to dissipate naturally. One such case is that of the wave
equation. This implies that a large computational domain (hence computational time and resources)
would be required. However, for computational efficiency a truncated domain is desired. Truncation of computational grids many a times results in unphysical reflections. Specifying a Dirichlet
boundary condition for a hyperbolic PDE results in reflection of the incident numerical wave. Hence
for Navier Stokes equation, a hyperbolic form of boundary condition is desired. From the survey
of DNS of spatial flows, the most effective boundary conditions are narrowed down to convection
boundary condition and characteristic wave boundary condition in combination absorbing boundary
conditions like sponge layers or perfectly matched layers. These boundary conditions were used at
different stages of development stage of this DNS code. The following section will briefly explore
these methods.

1.5.1

Convection Boundary Condition
This type of boundary condition was originally proposed by Sommerfeld [47] for the Heml-

holtz equation. It is also called radiation boundary condition. The idea was extended to numerical
simulations of incompressible flows by Orlanski [48]. This method has been determined to be applicable to compressible flows at low Mach number limits as well. This boundary condition has a
simple form,
∂φ
∂φ
+ Uc
= 0,
∂t
∂x

(1.1)

where Uc is the convection velocity that transports the variable φ outside the boundary. For incompressible flows, the convection velocity at a boundary can usually be approximated to the mean
velocity of the flow itself. However, for compressible flows, the convection velocity determination
is not straightforward. Care must be taken to ensure that the convection velocity does not cause
buildup of flow near boundaries or cause unphysical backflow. A value of convection velocity larger
than the mean velocity (Uc > U , where U is mean flow velocity) causes stretching of flow structures
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at the outflow. Sometimes in this case, the flow structures with large vorticity magnitudes spiral
back into the domain. This leads to instability in the flow. A value of Uc ≤ U , results in build up
of flow at the boundary and unphysical convection of waves. In some of the studies reported in the
survey, a few techniques have been proposed to resolve this issue.
One of the methods is to add a small localized supersonic zone at exit of the computational
domain (last few grid points). The convection velocity in this zone may be set to a supersonic
magnitude. This causes all the properties to convect out of the domain without any reflection. Since
high velocities cause stretching of flow near the exit, the convection velocity is steadily increased
from a minimum value (typically mean velocity) at beginning of exit zone to supersonic value at the
end of the exit zone. This may be expressed as,

Uc,ss = (

x − xstart
)Uss ,
xend − xstart

(1.2)

where Uss is the supersonic convection velocity, and xstart , xend are the start and end of the supersonic zone. This reduces the intensity of stretched flows near boundaries. Although circulation
intensity of vortices can cause a slight backflow into the domain, the backflow usually exits the
domain eventually. The exit zone is usually not considered for collection of flow statistics. Usage of
supersonic exit zones are shown not to affect the flow upstream of the said zone. This modification
in boundary condition works well for mixing flows but causes unphysical changes in pressure, density
and temperatures in reacting flows.

1.5.2

Characteristic Boundary Condition
The idea of characteristic boundary condition is to transform the conserved form of com-

pressible equations into an equation of form,
∂U
∂U
+λ
= 0.
∂t
∂x

(1.3)

λ in this equation is the characteristic convection velocity for the variable U which can be determined
for a given type of boundary condition. For a given boundary condition, the characteristic wave
may enter or leave the computational domain and in the process dictate if information propagates
into the domain or outside the domain. This is illustrated in Fig. 1.1. Unlike convection boundary
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condition which prescribes same the convection velocity for all the properties, this type of boundary
condition determines the appropriate convection velocities for each property. For a system with M
species and N = M + 5 variables, the characteristic waves may be derived as follows,
Uconservative = Uc,i = [ρ, ρu1 , ρu2 , ρu3 , ρE, ρZj ],
Uprimitive = Up,i = [ρ, u1 , u2 , u3 , p, Zj ],

(1.4)

i = 1, ...N ; j = 1, ...M.
ρ in this equation represents the fluid density, u1 , u2 , u3 the velocities in each coordinate directions,
E the total energy, Zj the conserved scalars, and p the total pressure. The choice of primitive
variables is arbitrary but the conservative variables must be chosen carefully for a given problem.
The conservation equations (Continuity, Navier Stokes, Energy, Species) may be written in general
as,
∂Uc,i
∂Fik
∂Dik
+
+
= 0,
∂t
∂xk
∂xk

(1.5)

where Fik represents the flux terms and Dik the diffusion terms of the equations. The quasi-linear form
of the conservation equation is obtained by multiplying the above equation by the transformation
matrix P −1 .
P −1 [
where P −1 =

∂Up,i
∂Uc,i

∂Fik
∂Dik
∂Up,i
∂Up,i
∂Uc,i
+
+ fik
+
]=
+ Di = 0,
∂t
∂xk
∂xk
∂t
∂xk

and fik =

∂Fik
∂Uc,i .

(1.6)

The characteristic form is then obtained by diagonalizing the

Jacobian fik , i.e. determining the matrix Sk which satisfies,
−1 k
Sk,i
fi Sk,i = Λki .

(1.7)

The matrix Λki is a diagonal matrix consisting of Eigenvalues of fik . The characteristic waves are
then defined as,
−1
Li = Λki Sk,i
(

∂Up,i
).
∂xk

(1.8)

Depending on the type of physical boundary condition required, the characteristic waves Li can
be modified to either exit or enter the boundary by specifying the appropriate convection velocity.
This boundary condition for primitive variables can be transformed back to boundary condition for
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conservative variables through the transformation,
−1
P di = P Sk,i Li = P Sk,i Λki Sk,i
(

∂Up,i
),
∂xk

∂Fll
∂Dil
∂Uc,i
+ P di,1 +
+
= 0; l = 2, 3.
∂t
∂xl
∂xl

(1.9)

This formulation is applicable to Euler equations in one dimension. This can be extended to Navier
Stokes equations in three dimensions by deriving the transverse terms and either considering the
fluid as inviscid or by treating the viscous terms in a similar fashion as presented above. This
approach is more rigorous compared to convection boundary condition but is easy to implement. A
detailed derivation of characteristic boundary conditions may be found in the works of Svendsen et
al. [49], Thompson [21], and Lodato [45]. Modified form of characteristic boundary conditions are
used in all the simulations presented in this work.

1.5.3

Absorbing Boundary Conditions

1.5.3.1

Sponge Layers
Sponge layers are artificial zones that in addition to outflow boundary conditions, may be

added to a computational domain near the boundaries such that the intensity of any wave that
enters this zone is reduced before it interacts with the outflow boundary. A few different types of
sponge layers which stem from different concepts are presented in this section.
• Sponge layers in which the conservative variables of the flow are brought back to a set reference
value was proposed by Wasistho et al. [50]. In this approach, the reference values of Uc =
[ρ, ρui , ρE, ρYj ; i = 1, 2, 3, j = 1, ...M ], are set to the free stream value and the conservative
variables within the sponge zone are given as,
Uc = Ucref + σ(Uc − Ucref ),
σ=

xi − xstart
.
xend − xstart

(1.10)

xstart , xend in this equation represent start and end of sponge zone and σ the function used
to smoothly ramp the variables down to reference values within the sponge layer. This type
of sponge layer is used in all of the simulations in this work. Some of the works cited in the
literature [20, 51, 16, 19] use a different form of equation where flux of the governing equations
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are reduced to a reference value instead of the conservative variables.
∂Uc
= RHS(Uc ) − σ(Uc − Ucref ).
∂t

(1.11)

• In another approach, a grid stretching algorithm and an internally biased scheme in combination with artificial viscosity or numerical filtering is used at the exit of the domain. The
increased size of grids at the exit cause the turbulent structures to be less resolved as they
exit the domain. An upwind or downwind biased scheme has the property of attenuating
the disturbances produced from poorly resolved structures. In addition to this, an artificial
viscosity may be prescribed in a small region near the exit such that these disturbances are
reduced further. Colonius et al. [52] proposed usage of a low pass filter in the region where grid
stretching is applied such that any high wave number disturbance reflected from the boundary
would get weakened within this zone. This type of sponge layer is effective in mixing flows
with low amplitude acoustic waves but requires a large number of grid points in the direction
of flow.
1.5.3.2

Perfectly Matched Layers
Perfectly matched layer (PML) method for non-linear Euler and Navier Stokes equations

was proposed by Hu et al. [39]. The idea of a PML is to exponentially absorb all the non-linear
fluctuations produced in a flow within a small region near the boundaries such that the need for
non-reflecting outflow boundary condition can be eliminated. Even if some waves reflect off of the
boundary, they are attenuated within the PML zone. This is based on the PML method for absorption of electromagnetic waves proposed by Berenger [53]. The perfectly matched mean solutions for
the linearized governing equations are prescribed within the PML. Although the absorbing equations
for non-linear equations are not perfectly matched as their linearized counterpart, the numerical results are reported to be satisfactory. For non-linear equations, the solutions are split into time
independent mean part and time dependent fluctuation part. The PML is designed to absorb the
fluctuating part. When the time independent mean part of solution for a simulation is unknown on
an apriori basis, a pseudo-mean flow is prescribed. For formulation of a PML, a proper space-time
transformation is applied to the governing equations, then a complex change of variables is applied
in frequency domain and absorbing boundary conditions are obtained by converting those equations
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back to time domain. A detailed derivation may be found in works of Hu et al. [39], Whitney
et al. [54], Velu and Hoffman [55]. Although the PML method works very well in absorbing the
fluctuations produced in wave equations, the method is complex. Care must be taken to when performing the complex change of variables and transforming from time domain to frequency domain
and vice-versa. The choice of pseudo-mean flow is also essential and must be determined either by
analytical methods or experimental results. Additionally, a number of equations must be solved
simultaneously within the PML zone at every time step for the absorbing boundary to work. Thus
it is not very practical to implement in computationally intensive codes.

1.6

Turbulence Modeling in LES
In LES, a spatial filter is applied to the governing equations in the physical space such that

all the large flow structures that depend on the initial and boundary conditions (flow geometry) are
resolved while the smaller subgrid scale (SGS) structures are modeled. The criteria for setting the
filter width is not typically strict. It depends on the computational resources available. Depending
on the filter width, the SGS terms may contain contribution from just the dissipative (Kolmogorov)
scales or may contain elements of both inertial and dissipative scales. Flow at dissipative scales may
be considered universal, but flow at inertial scales may not exhibit similar characteristics. Hence
care must be taken to differentiate the two scales when modeling SGS terms. The general models
for SGS may be classified as functional and structural models. In functional models the flow kinetic
energy assumed is dissipate at the scale set by the filter width (with a SGS viscosity) instead of
the dissipative scales. All the KE dissipation from filtered to Kolmogorov scales are lumped under
a single sub-filtered dissipation term. Structural models on the other hand are more difficult to
construct as they take into account the physics of formation of turbulent flow structures. Some of
the modeling approaches use the idea of self-similarity in turbulent flows. Others divide the SGS
stress term into SGS KE and SGS stress tensor and perform a weighted average. A review of some
of the most widely used models including PDF based models is presented in Section (3.2).
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1.7

Turbulence Modeling in RANS
In RANS, a Reynolds averaging operation is performed on variables of the flow. In this

the flow variables are decomposed into time averaged (mean) and fluctuating components. This
decomposition has certain properties which result in generation of mean flow equations from the
governing equations. All the scales of motion of turbulent flows are modeled in RANS. Thus the
resulting simulation is faster and generates the mean flow properties. However, accuracy of the
solution is affected since all the effects of turbulence (at all scales) are lumped into a single source
term (source of turbulence). Modeling in RANS refers to closure of this source term. The modeling
approaches in RANS can be broadly classified into eddy viscosity models (linear and non-linear
models) and Reynolds stress models. The former modeling approach uses constitutive relationships
between the flow variables and the turbulent source term. These models attempt to reproduce the
effects of turbulence using the flow variables that can be measured from the simulation itself. In
the latter modeling approach, a transport equation is derived for the turbulence source term. The
effects of turbulence is then obtained from solution of this transport equation. While this approach
is more computationally intensive than eddy viscosity models, it is more accurate. A review of some
of the modeling approaches used in RANS is presented in Section (4.1).

Figure 1.1: Characteristic Boundary Condition.
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Chapter 2

DNS of a Transitional Slot Jet
2.1

Governing Equations
The DNS code in this work solves the compressible form of continuity, momentum, total

energy and species mass fraction equations. This work uses both ideal gas and real gas equations of
state, realistic property models, and multicomponent diffusion. The reader is referred to the work
of Palle and Miller [56] for a detailed formulation.
∂ρ
∂
+
[ρuj ] = 0,
∂t
∂xj

(2.1)

∂
∂
(ρui ) +
[ρui uj + P δij − τij ] = 0,
∂t
∂xj

(2.2)

N

X β β
∂
∂
(ρet ) +
[(ρet + P )uj − ui τij + Qj +
H , J j ] = Se ,
∂t
∂xj

(2.3)

∂
∂
(ρY β ) +
[ρY β uj + Jjβ ] = SYβ .
∂t
∂xj

(2.4)

β=1

In the above equations t represents time, xj the spatial vector, ρ the density of mixture, uj the
mixture velocity vector, P the total pressure, δij the Kronecker delta tensor, τij the viscous stress
tensor, et the total specific energy (internal energy plus kinetic energy), Qj the heat flux vector,
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PN

β=1

β

β

β

H , J j the enthalpy flux with N species, H = ∂H/∂Xβ the partial molar enthalpy of species
β

β

β, Xβ the mole fraction of β, J j the molar mass flux vector for species β (Jjβ = Mβ J j , where Mβ
represents the molecular weight of species β), and Y β the mass fraction of species β. The terms
Se and SYβ in the energy and species mass fraction equations represent the chemical reaction source
terms. For mixing case the chemical source terms are considered to be zero (Se = SYβ = 0).
Real gas effects for high pressure simulations are included via cubic Peng Robinson equation
of state. The Peng Robinson equation of state (PR EOS) is known to be computationally efficient
and easy to implement [57]. It is expressed as,

P =

RT
Am
− 2
,
2
v − Bm
v + 2vBm − Bm

(2.5)

where R represents universal gas constant, T the temperature, v the molar volume and Am , Bm
the mixture parameters defined for Peng Robinson equation of state [57, 58]. Ideal gas effects for
simulations at atmospheric pressures is included via ideal gas equation of state [59],

P =ρ

X R
T.
Mβ

(2.6)

β

The heat flux and molar flux vectors with multicomponent differential and cross diffusion effects
applicable to high pressure simulations are derived from Non-Equilibrium Thermodynamics (NEQT)
and Keizer’s fluctuation theory. They may be expressed as,




Rρ βγ  ∂T
Qj = − κ +
D

Mm m  ∂xj
β=1 γ>β


N 
N h
i  ∂P
X
X
Mγ
βγ
βγ
Xγ αBK ρDm
−
X
V,β
2
 β
 ∂xj
Mm
β=1
γ6=β


N
−1 X
N 
N h
 ∂X
i
X
X
Mγ
η
βγ
βη
βγ
−
RT
X
α
ρD
α
,
γ
m
BK
D
2


M
∂x
j
m
η=1
β=1

N
−1 X
N
X

βγ
βγ
αBK
Xβ Xγ αBK

γ6=β
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(2.7)

β

βγ
J j = −nDm

N 
X
γ6=β

N
X

βγ
nDm
RT

Xβ Xγ

Mγ βγ
α
Mm BK



∂lnT
∂xj


Mγ Mγ
∂P
Mβ Mγ
−
−
Xβ Xγ v,γ +
Xβ Xγ v,β
Mm Mm
Mm Mm
∂xj
γ6=β


N
−1
N
 ∂X

i
X Xh
M γ Mγ
Mβ Mγ
η
βγ γη
γβ βη
Xβ nDm
αD +
Xγ nDm
αD
.
−
−
 ∂xj

M
M
M
M
m
m
m
m
η=1


(2.8)

γ6=β

The general forms of the heat and molar flux vectors were first derived by Harstad and Bellan [60]
for binary species mixing and extended to arbitrary number of species by Palle [57]. In the above
PN
equations, n represents the molar density (n = ρ/Mm ), Mm = β=1 Xβ Mβ the molecular weight
βγ
the mass diffusivities for diffusion of
of the mixture, v,β the partial molar volume of species β, Dm
βγ
βη
species β into species γ, κ the mixture thermal conductivity, and αBK
, αD
the thermal and mass

diffusion factors.

2.2

Property Models
This DNS code uses realistic property models for mixture viscosity, thermal conductivity,

heat capacities, mass diffusion coefficients and thermal diffusion coefficients to close Eqs.(2.1-2.8).
The property models are based on principles of corresponding states or experimental data. Mixture
viscosity and thermal conductivity is calculated by Lucas method [61] and the method of Steil and
Thodos [61]. Heat capacities are calculated directly from the equation of state. The binary diffusion
coefficients for low pressures are obtained by the method of Fuller et al. [61]. Coefficients for high
pressures are obtained from the correlations of Takahashi [61]. Other significant differences between
experimental data and property models were corrected by curve fitting models developed by Palle
βγ
[57]. Binary thermal diffusion factors αBK
for high pressures were obtained from curve fitting of

experimental data by Vasudevan [58].

2.3

Flow Geometry
DNS of mixing and combustion at high Reynolds numbers are typically performed using a

temporally evolving shear flow configuration with periodic boundary conditions in streamwise and
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spanwise directions. This flow configuration is easier implement but it generates only one point
statistics in time. To generate multi-point flow statistics, a flow that evolves both in space and time
is required. The flow configuration chosen for this study is that of a spatially evolving slot jet as
presented in Fig. 2.1.
A cartesian coordinate system is used with x1 , x2 , x3 describing the streamwise, cross-stream
and spanwise directions, respectively. The overall domain length in each coordinate direction is
chosen such that the flow is fully developed and the modifications to boundary conditions (sponge
layer) have no effect on the flow where the statistics are gathered. The domain lengths in streamwise
and cross-stream directions span from 0 < L1 < 30Djet and −10Djet < L2 < 10Djet , for Re0 = 850
(nozzle jet width Djet , based Reynolds number) and from 0 < L1 < 45Djet and −15Djet < L2 <
15Djet , for a Re0 = 1300. Length of domain in the spanwise direction is adjusted based on the
number of grid points in x1 and x3 directions (L3 = (N3 /1.5N1 )L1 ). This is done to ensure same
grid resolutions in cross-stream and spanwise directions. Domain length in spanwise direction ranges
from −L3 /2 < L3 < L3 /2.

2.4

Numerical Approach
The governing equations are solved on equally spaced grids in all coordinate directions. A

few cases use a mapping function in x2 direction to compress the grids near the jet center line and
stretch the grids near the boundaries. The mapping function used is similar to that of Foster [62].
However, the cases with grid compression were run only for testing purposes and statistics of the
flow are not collected from them. For simulation of spatially evolving flows, compact finite difference
schemes with spectral like resolutions are typically preferred. However, these schemes are not easy
to parallelize. Thus to reduce the computational cost, eighth order explicit central finite difference
schemes of Kennedy [63] are used for spatial discretization. This central finite difference scheme is
closed at the boundary nodes using a scheme called 3-3-4-6-8 [64]. This scheme uses an internally
biased third order stencil for nodes 1,2 and fourth and sixth order stencils at boundary nodes 3,4.
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The boundary stencils are expressed as,
1
(−11f1 + 18f2 − 9f3 + 2f4 ),
6∆x1
1
f20 =
(−2f1 − 3f2 + 6f3 − f4 ),
6∆x1
1
2
(f4 − f2 ) −
(f5 − f1 ),
f30 =
3∆x1
12∆x1
3
3
1
f40 =
(f5 − f3 ) −
(f6 − f2 ) +
(f7 − f1 ).
4∆x1
20∆x1
60∆x1
f10 =

(2.9)

This low order scheme maintains numerical stability. It provides an overall fourth order spatial
accuracy near the boundaries and has been proved to be stable. The second order derivatives
in the viscous and diffusion terms are obtained by applying the first order derivative twice. The
temporal derivatives for all the simulations are approximated by a fourth order Runge-Kutta scheme.
Tenth order filtering for the spatial derivatives are applied at every Runge-Kutta stage to get rid
of any spurious oscillations in the solutions [63]. CFL conditions for velocities, thermal and mass
diffusivities are used for determine the minimum time step.
The number of grid points required for this study is based on the criteria (N1 N2 N3 ) ∼ Re9/4
[65]. This criteria is obtained from dimensional analysis and is based on the fact that the ratio of
Integral and Kolmogorov lengths scale as L/η ∼ Re3/4 . This provides a general guideline for the
minimum number of grids required to resolve the smallest scales of the flow. Resolution of grids
in every coordinate direction is set such that the statistics of the flow become independent of the
resolution. Typical resolution at the jet centerline is of order ∆xi = 0.083Djet in x2 , x3 directions
and ∆xi = 0.1Djet in x1 direction. The total number of grid points for this study range from 3.456
to 11.6 million.
This code is written in Fortran 77 and parallelized using MPI Fortran subroutines. The
number of processors required for a simulation ranged from 256 to 864 CPUs. Table (2.1) provides
details of the number of grid points and computing resource used for each test case.

2.5

Initial Conditions
The velocities of jet (Ujet = 86.8m/s) and co-flow (Uco = 17.4m/s) are chosen such that

the transition to turbulence due to shear effects at the interface is maximized for the chosen forcing
frequency. The convective Mach number represented by M ac is chosen to be 0.35 for all the simu19

lations in this study. The free stream densities and speeds of sound are calculated from the chosen
equation of state. The initial flow Reynolds number (Re0 = ρref Uref Djet /µref ) is calculated based
on the reference velocity (Uref = Ujet − Uco ), reference density (average mixture density), reference
viscosity (average mixture viscosity) and nozzle width of jet. In order to obtain a stationary flow,
the simulation is performed for non-dimensional time (t∗ = tUref /Djet ) of 200 to obtain converged
statistics. Mean and variance of velocity in each coordinate direction is presented in Figs. 2.2-2.3.
It is observed that the statistics of the flow become independent after t∗ ≥ 160. Mean and variance
of velocity may be expressed as,
σ 2 = hu0 (t)2 i,
u0 (t) = U (t) − hU i,
Z
1 t
hU i =
U (t)dt,
T 0

(2.10)

where u0 (t) represents the fluctuation of velocity about the mean and hU i represents the time average
of the flow at a given spatial location.

2.6

Boundary Conditions
In DNS of spatially evolving turbulent flows, formulation and implementation of proper

boundary conditions is critical. As mentioned in Section (1.5), the outflow boundaries must be
able to convect vortices, acoustic waves and entropy waves out of the computational domain while
allowing pressure waves into the domain for realization of mean pressure.
In this work, the Navier Stokes Characteristic Boundary Condition (NSCBC) method proposed by Poinsot and Lele [33] is applied to all boundaries with appropriate modifications. The
NSCBC method considers a boundary to be locally one-dimensional and inviscid (LODI). Characteristic convection velocities for each primitive variable in the governing equations is then derived.
This characteristic velocity allows propagation of information outside the domain or vice-versa. This
method works well in one or two dimensional flows away from edges or corners. In three dimensional
flows the vortices, acoustic waves and entropy waves propagate outwards in a spherical fashion.
When these waves reach the edges or corners of the domain, due to LODI nature of the boundary conditions they get reflected. The reflected waves travel upstream make and the numerical
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scheme unstable. This causes solutions at the boundaries to crash. Three dimensional Navier Stokes
Characteristic Boundary Conditions (3D NSCBC) proposed by Lodato et al. [66] avoids the LODI
assumption by carefully treating every face, edge and corner of the domain while including effects of
viscosity. However, these methods also increase the complexity of implementation of the boundary
conditions and the required computation time.
This code makes use of the form of NSCBC proposed by O’kong and Bellan [42] along with
a sponge layer in the x2 direction. The formulation of NSCBC includes real gas effects. The sponge
layer is similar to that of Wasistho et al. [67] where a given conservative variable is steadily brought
back to its reference value. This reduces the intensity of outgoing wave through the characteristic
boundary. It may be expressed as,

Uc,i = Uc,ref + f1 (Uc,i − Uc,ref )

f1 = [1 −

1
C1 f22 ]

f2 =

2

− (1 − eC2 f2 )
1 − eC2

xi − xstart
xend − xstart

(2.11)

(2.12)

(2.13)

In the above equations, Uc,i represents the conservative variables (density, momentum, energy,
scalar), Uc,ref the reference value for the corresponding conservative variable obtained from the free
stream, C1 , C2 the adjustable coefficients to change the strength of the sponge zone, and xstart , xend
the start and end of sponge zone.
In x1 direction, a subsonic non-reflecting outflow boundary condition is used where the convection velocities for all characteristic waves other than pressure is increased by a factor of local
speed of sound (λi + c, i=2,...N). This has an effect similar to the supersonic boundary condition
discussed in Section (1.5) and allows realization of mean pressure within the domain. The amplitude of incoming wave is fixed at CK (p − p∞ ). The coefficient CK sets the intensity of incoming
wave as proposed by Rudy and Strikwerda [68] and p∞ represents the ambient pressure inside the
computational domain. Since this is applied only at the face of the outflow boundary, it does not
cause stretching of the turbulent structure near boundaries or affect the incoming pressure wave.
The flow region upstream of this boundary is observed to have no effects due to presence of this
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boundary condition. The sponge zones used in x2 direction prevent interaction of flow with corners
of the computational domain at the outflow region. Periodic boundary condition is used in the x3
direction.
A subsonic non-reflecting inflow boundary condition [33] is used at the inlet in x1 direction.
The inflow variables are subject to change with time due to upstream propagation of acoustic waves
produced within the domain. This boundary condition allows the inflow velocities and temperature
to be maintained at a target value.

2.7

Inflow Profile
To obtain a laboratory jet like flow profile at the inflow, the streamwise velocity in the shear

layer on either side of the jet is given by a hyperbolic tangent function. It may be expressed as,

u(x2 ) =

 |x | − 0.5D 
Ujet + Uco
∆U0
2
jet
−
tanh
,
2
2
2θ0

(2.14)

where θ0 = 0.05Djet , is the shear layer momentum thickness, and ∆U0 = Ujet − Uco . This results
in a symmetric top-hat velocity profile with smooth edges about the center-line. The cross-stream
and spanwise velocities are specified as zero at the inflow. The mean pressure and temperature are
initialized to be uniform throughout the domain. The mean profile for the species mass fractions is
also given by a hyperbolic tangent function.
Yf uel = 1 − tanh(

|x2 |
),
2θ0

(2.15)

Yox = 1 − Yf uel .
For multicomponent mixing like in the case of heptane-air, the intial mass fractions of oxygen and
nitrogen are specified as YO2 = 0.233Yox , YN2 = 0.767Yox .

2.8

Turbulent Inflow Generation
In DNS of high Reynolds number spatially evolving flows, there is a natural transition of

flow to turbulence at a distance away from the nozzle or inlet boundary. This is due to small
perturbations which may arise from the numerical method or reflection of acoustic waves from the
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boundaries. However, the distance at which flow transition takes place due to such perturbations is
not predictable. In many cases flow transition may occur at a large distance from the nozzle. Thus,
a larger computational domain might be required to observe turbulence in flow. In low Reynolds
number flows, this natural transition to turbulence is further suppressed by the early onset of viscous
dissipation. Thus, an artificial method of generating turbulent inflow is required.
A generally accepted forcing method for spatial flows is superimposition of artificial perturbations on the flow velocity at inflow [13, 30, 20, 40]. The perturbation term is usually a low
amplitude sinusoidal term with a prescribed frequency. This is added to the streamwise velocity
at every time step of the simulation (Af Sin[2πf t]). However, there are no general guidelines for
selection of forcing parameters. In many cases, the parameters are chosen by trial and error method.
Furthermore, this method results in two dimensional forcing and transition to turbulence (observable cascading effect) occurs only at large Reynolds numbers. The velocity signal with this forcing
method is not distributed over a large range of wave numbers and so the pseudo-turbulence gets
dampened quickly. The velocity spectra is observed to be dominated by a single frequency (usually
the forcing frequency). Other methods of generation of turbulent inflow include running an auxiliary
simulation until development of turbulence, storing the cross-sectional slice of data and prescribing
the stored flow properties at the inflow boundary of main simulation [69]. However, such a method
requires lengthy runs of auxiliary simulations and proper rescaling of length and time scales of turbulent structures from auxiliary to main simulations. A digital filter based method for turbulence
generation proposed by Klien [70] introduces a proper method of rescaling the length and time scales
from auxiliary simulation while preserving the statistical moments of turbulence.
The forcing method used in this code combines the sinusoidal perturbation method with a
circular spatial forcing term to induce spatio-temporal instability. The forcing term may be expressed
as,
u1 (t) = u1 (t) + Af [Sin(2πf t)θ],
θ = tan−1 (

x3
),
x2

(2.16)

where A represents the amplitude of forcing signal which is chosen to be a value between 0.0010.002 (larger amplitudes cause production of stronger numerical waves that corrupt the flow, while
perturbations with smaller amplitudes get dampened quickly) and f represents the most unstable
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frequency which determines the distance away from inlet at which flow transition takes place. Based
on a number of simulations performed, a value of f between 0.25-0.4 is chosen such that the distance
of flow transition is less than x1 = 10Djet from nozzle. However, these perturbation frequencies work
only for velocities (Ujet = 86.8m/s, Uco = 17.4m/s). For flows with different velocities, the most
unstable frequency may be determined from linear stability analysis [71]. The circular spatial forcing
term θ = θ(x2 , x3 ) induces three dimensional spatial instability. Instability in spatial flows is induced
when the wave number is complex and wave frequency is real (u0 (y, t) = u(y) exp i(kx − ωt), with
k - complex, ω - real). Since the boundaries in spanwise directions are periodic, a forcing method
without θ does not induce cascading.
A comparison of flow evolution with different forcing frequencies and effect of the spatial
forcing term (θ) is presented in Fig. 2.4. It is observed that without θ, the flow evolution is largely
two dimensional. A value of frequency f < 0.2, causes production of a strong acoustic waves very
close to the inflow boundary. This causes large reflections of waves at the inflow boundary and failure
of the boundary condition. A frequency of f > 0.4, further increases the distance of flow transition
from the inflow boundary. The Fast Fourier transform of the velocity signal obtained from this flow
is initially observed to be dominated largely by the forcing frequency. However, after application of
a high pass filter other frequencies contained within the flow become evident as observed in Fig. 2.5.

2.9
2.9.1

Results
Structural Evolution of Jet
The simulation is started with a laminar flow profile throughout the domain and the inflow

perturbation is then turned on. The transition process may be visualized with instantaneous two
dimensional contour plots of density (at P0 = 1atm, 100atm and Re0 = 850, 1300) in Figs. 2.62.9 and mixture fraction in Fig. 2.10. It is observed that in the region x1 < 10Djet in flow at
Re0 = 850 and x1 < 14Djet in flow at Re0 = 1300, the flow is laminar. Roll up of vortex rings due
to Kelvin Helmholtz instability [72] is observed in the region 10Djet < x1 < 15Djet at Re0 = 850
and 14Djet < x1 < 18Djet at Re0 = 1300. These vortices represent emergence of varicose modes
from the sinusoidal perturbations. These vortex rings move downstream and begin to pair. This
corresponds to natural subharmonic perturbations generated after formation of primary vortices.
Further downstream, these structures breakup and indicate the cascading effect. Around x1 > Lx /2,
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the jet potential core ends and the flow becomes fully turbulent. At both initial pressures, the flow at
Re0 = 850 is observed to have smaller and uniform jet spread angle. At P0 = 1atm and Re0 = 1300
the jet spread angle is observed to be slightly non-uniform, but at P0 = 100atm, the spread angle
is observed to be transient and highly non-uniform. This is due to the presence of strong acoustic
waves at large pressures and higher Reynolds numbers which cause large instabilities in the flow.

2.9.2

Mean Velocity of Flow
Time averaged statistics of flow variables are calculated and compared against experimental

results to validate the DNS data. Although the flow profile in this work is a slot jet, the flow evolution
is structurally similar to a plane jet. Thus the flow evolution is validated against experimental
results from both slot jets and plane jets. Mean velocity excess in jets describe the spatial evolution
of the flow. The shape of mean velocity excess indicates momentum thickness of the flow and helps
determine the spread angle of the jet. The normalized streamwise mean velocity excess at various
downstream locations are presented in Fig. 2.11a. The term Ue = u1 − Uco denotes the mean
streamwise velocity excess, u1 (x2 ) the local mean velocity, Uco the local mean co-flow velocity and
∆Uc the difference between local mean centerline velocity and local mean coflow velocity. The mean
streamwise velocity is observed to collapse to a self similar profile after a distance x1 > 7.5Djet ,
from the inlet. This shows good agreement with data from experiments on slot jets by Shestakov
et al. [73] and plane jets by Gutmark and Wygnanski [74], and Ramaprian and Chandrasekhara
[75]. Details of the setup and flow parameters of various experiments are presented in Table (2.3).
Although the physical models used in this simulation differ from the experiment, the flow parameters
and evolution can be compared as long as the Reynolds numbers are in similar range. In x2 direction,
the cross-steam velocity itself is used for mean velocity excess since Uco,x2 = 0. The cross-stream
velocity profile also shows good agreement with experimental data.
The downstream growth of the decay of centerline velocity excess is presented in Fig. 2.12,
where ∆U0 denotes the difference between mean centerline velocity and mean co-flow velocity at the
inlet and ∆Uc denotes the difference between mean centerline velocity and mean co-flow velocity
at downstream location. The centerline velocity decay is also observed to compare well with the
experimental data of Shestakov et al. [73], Thomas and Prakash [76], and Hussain and Clark [77].
An inverse relationship between the downstream velocity decay and x1 is obtained similar to the
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DNS results from works of Stanley et al. [40].
h ∆U i2
0

∆Uc

= a1

h x
i
1
+ a2 ,
Djet

(2.17)

where a1 and a2 represent the slope and coefficient of curvefit, respectively. Table (2.2) presents
comparison of these values with results from the aforementioned experiments.

2.9.3

Reynolds Stress on Jet Centerline
Downstream growth of the Reynolds stress on jet centerline is presented in Fig. 2.13. The

00 u00 = ρu00 u00 /ρ) indicates the intensity of turbulence generated in the flow
Reynolds stress (Rij = ug
i j
i j

in the downstream direction. The normal Reynolds stresses R11 , R22 and R33 obtained from the
DNS are compared against the experiments of Thomas and Prakash [76]. It is observed that the
normal stress in x1 direction follows the experimental results closely. However, the trends in x2 and
x3 directions are offset from the experimental results by x1 ≈ 5Djet . This is due to the fact that the
transition of flow from laminar to turbulence in this DNS happens around x1 ≈ 10Djet unlike the
experiment where the natural transition to turbulence occurs around x1 < 4Djet . However, in the
fully turbulent region the trend of the normal Reynolds stress is observed to be in good agreement
with the experiment.

2.10

Conclusions
First and second order statistics of the flow from DNS at atmospheric pressures show good

agreement with results from the experimental studies. Structural evolution of the flow at larger
pressures can be assumed to be qualitatively similar. This DNS can be used to extract the Filtered
Mass Diffusion Function, Conditional Scalar Diffusion, the terms of the Reynolds stress budget and
other statistics at various pressures.
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Run #
1
2
3
4
5
6
7
8
9
10
11
12
13
14
15
17
19

P0 (atm)
1
35
100
1
35
100
1
35
100
1
35
100
1
35
100
10
70

Diffusion
Generalized
Generalized
Generalized
Generalized
Generalized
Generalized
Fickian
Fickian
Fickian
Fickian
Fickian
Fickian
Fickian
Fickian
Fickian
Generalized
Generalized

Le
6= 1
6= 1
6= 1
6= 1
6= 1
6= 1
6= 1
6= 1
6= 1
=1
=1
=1
=1
=1
=1
6= 1
6= 1

Re0
850
850
850
1300
1300
1300
850
850
850
850
850
850
850
850
850
850
850

EOS
Real
Real
Real
Real
Real
Real
Real
Real
Real
Real
Real
Real
Ideal
Ideal
Ideal
Real
Real

t∗
200
200
200
220
220
220
200
200
200
200
200
200
200
200
200
240
240

N1 × N2 × N3
240 × 240 × 60
240 × 240 × 60
240 × 240 × 60
360 × 360 × 90
360 × 360 × 90
360 × 360 × 90
240 × 240 × 60
240 × 240 × 60
240 × 240 × 60
240 × 240 × 60
240 × 240 × 60
240 × 240 × 60
240 × 240 × 60
240 × 240 × 60
240 × 240 × 60
240 × 240 × 60
240 × 240 × 60

CPU
576
576
576
600
864
864
400
400
400
400
400
400
256
256
256
576
576

Table 2.1: Summary of simulations and parameters from all cases considered.

Source
DNS
Stanley et al.
Thomas and Prakash
Gutmark and Wygnanski
Hussain and Clark

a1
0.17
0.201
0.220
0.189
0.123

a2
4.58
1.23
-1.20
-4.72
4.47

Re0
850
3000
8000
30000
32552

h/θ
20
20
67
182

Table 2.2: Centerline mean velocity excess decay compared with several experiments and the physical
parameters used in the experiments.
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Re0
30000
1600
8000
32550
3000
>10000
850-1300

P0 (atm)
1
1
1
1
1
1
1

Species
Air
Water
Air
Air
Air
Air, Aluminum powder
Heptane / Air

Type
Incompressible
Incompressible
Incompressible
Incompressible
Compressible
Incompressible
Compressible

Flow profile
Plane jet
Plane jet
Plane jet
Plane jet
Plane jet
Slot jet
Slot jet

Table 2.3: Description of parameters used in experimental studies of planar and slot jets.

Source
Gutmark and Wygnanski
Ramaprian and Chandrasekhara
Thomas and Prakash
Hussain and Clark
Stanley et al.
Shestakov et al.
DNS

Velocity measurement
Hot-wire Anemometry
Laser Dopper Anemometry (LDA)
Hot-wire Anemometry
Hot-wire Anemometry
Particle Image Velocimetry, LDA
-

Figure 2.1: Computational Domain
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Figure 2.2: Mean and Variance of velocity components u1 , u2 , and u3 at Re0 = 850 along the jet
center-line at x1 = 20Djet .

Figure 2.3: Mean and Variance of velocity components u1 , u2 , and u3 at Re0 = 1300 along the jet
center-line at x1 = 20Djet .

30

(a) f = 0.2, θ = tan−1 ( xx32 )

(b) f = 0.3, θ = tan−1 ( xx32 )

(c) f = 0.4, θ = tan−1 ( xx32 )

(d) f = 0.3, θ = 1

Figure 2.4: Flow evolution with various forcing frequencies at Re = 850 and t∗ = 50.
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(a) Single side frequency spectrum of Rij = hui (x, t)uj (x + r, t)i.

(b) Energy Spectral Density.

Figure 2.5: Turbulent velocity spectra obtained from the flow with sinusoidal forcing after application
of high pass filter.
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Figure 2.6: Density contours in minor and major jet planes at P0 = 1atm, Re0 = 850 and t∗ = 140.
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Figure 2.7: Density contours in minor and major jet planes at P0 = 1atm, Re0 = 1300 and t∗ = 140.
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Figure 2.8: Density contours in minor and major jet planes at P0 = 100atm, Re0 = 850 and t∗ = 140.
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Figure 2.9: Density contours in minor and major jet planes at P0 = 100atm, Re0 = 1300 and
t∗ = 140.
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(a) Re = 850

(b) Re = 1300

Figure 2.10: Instantaneous contour plot of mixture fraction at P0 = 100atm and t∗ = 180.
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(a) Streamwise velocity

(b) Cross-stream velocity

Figure 2.11: Mean velocity profiles in slot jet.
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(a) Plane jet

(b) Slot jet

Figure 2.12: Downstream growth of center-line mean velocity excess decay.
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Figure 2.13: Downstream growth of the normal Reynolds stress.
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Chapter 3

Subgrid Analysis
In LES, spatial filters with prescribed cutoff filter widths are applied to the governing equations in the physical space. As a result the flow characteristics at length scales larger than the filter
widths are captured and those smaller than the filter widths are modeled. The governing equations
and the modeling approaches used in LES are discussed in the following sections.

3.1

LES Governing Equations
A filtering operation of the form,
Z

∞

hf (x, t)il =

f (x0 , t)G(x0 , x)dx0 ,

(3.1)

−∞

is performed on the conservation (mass, momentum, energy, and scalar) equations. In the above
equation G(x) denotes the filter function of width ∆G and hf (x, t)il represents the filtered value
of variable f (x, t). The fluctuations of f (x, t) can then be obtained as f 0 = f − hf il . In variable
density flows, a Favre filtering operation of form, hf (x, t)iL = hρf il /hρil is performed and the
fluctuations are obtained as, f 00 = f − hf iL . A filter function that is spatially and temporally
R∞
invariant (G(x0 , x) = G(x0 − x)), with properties G(x) = G(−x), and −∞ G(x)dx = 1, is chosen.
The resulting governing equations for LES can be written as,
∂hρil
∂hρil hui iL
+
= 0,
∂t
∂xi
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(3.2)

∂hρil hui iL huj iL
∂hP il
∂hτij il
∂Tij
∂hρil hui iL
+
=−
+
−
,
∂t
∂xj
∂xi
∂xj
∂xj

(3.3)

∂hρil het iL
∂hρil het iL huj iL
∂hP il hui iL
∂hτij il hui iL
+
=−
+
∂t
∂xj
∂xi
∂xj
P α α
∂h H Jj il
∂hQj il
∂Ej
−
+
+
+ hSe il ,
∂xj
∂xj
∂xj

(3.4)

∂hJjα il
∂Mjα
∂hρil hφα iL
∂hρil huj iL hφα iL
+
=−
+
+ hρSα il ,
∂t
∂xj
∂xj
∂xj

(3.5)

α = Y1 ...YN .

hP il =

D

E
RT
Am
− 2
,
2
v − Bm
v + 2vBm − Bm l

(3.6)

In the above equations, hρil represents the filtered density of fluid, hui iL the Favre filtered velocity
in each coordinate direction, hP il the filtered pressure, hτij il the filtered viscous stress tensor, hφα il
the filtered scalar, hJjα il the filtered diffusion flux of species α, and hSα il the filtered chemical source
term. The term Tij = hρil (hui uj iL − hui iL huj iL ), represents the unclosed sub-filter stress tensor,
Ej = hρil (het uj iL − het iL huj iL ) the unclosed sub-filter energy flux vector and Mjα = hρil (hui φα iL −
hui iL hφα iL ), the unclosed sub-filter mass flux vector. In this work a grid based filtering is performed
so the sub-filter terms henceforth will be referred to as subgrid terms. Modeling in LES of nonreacting flows is primarily associated with closure of the terms Tij , Ej and Mjα . Other subgrid terms
such as those associated with the heat and mass flux vectors and the equation of state are typically
neglected although can be significant [78, 79].

3.2

Functional Models
A functional model like the Smagorinsky model may be summarised as,
Tij − (δij /3)Tkk = −2(Cs ∆G )2 |s|sij ,
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(3.7)

where δij represents the Kronecker delta function, Cs the Smagorinsky constant and sij the strain
rate tensor. For variable density flows, a modified version of the model is proposed by Bardina et
al. [80],
1
2
Tij = −2CR hρil ∆G ξ 1/2 (hsij iL − hskk iL δij ) + Cl hρil ξδij ,
3
3
ξ = |hu∗i iL hu∗i iL − hhu∗i iL il0 hhu∗i iL il0 |,

(3.8)

u∗i = ui − Uref,i
where hsij iL represents the resolved strain rate tensor, Uref,i represents the reference velocity in
each coordinate direction, the subscript l0 denotes a filter at secondary level such that ∆G0 > ∆G ,
and CR , Cl represent the model constants. The subgrid energy and mass flux vectors in Eqs.(3.4,3.5)
are closed using a diffusivity model.
∂het iL
,
∂xi
∂hφα iL
Miα = −γt
,
∂xi
Ei = −γt

(3.9)

where γt = hρil νt /Sct represents the subgrid diffusivity with νt = CR ∆G ξ 1/2 and Sct represents
the subgrid Schmidt number. Alternatively, the above terms may also be closed using a dynamic
subgrid scale (SGS) model [81, 82, 83].
The modeling approach described here for the subgrid stress tensor, subgrid energy and
mass flux vectors produce satisfactory results in LES of non-reacting flows. However, in reacting
flows a functional model for the reaction source term (Sα ) can result in large errors. The reaction
source term is highly non-linear and stochastic in nature. Thus, the model used to close this term
must also have these properties. Deterministic models for reaction source terms may work for a
small number of cases in very specific flows, but for highly compressible flows with large fluctuations
in flow properties a different approach must be taken. A detailed survey of turbulent combustion
models for LES of propulsive flow fields is presented in the works of Miller and Foster [84].

3.3

FMDF Based Modeling
The filtered mass density function (FMDF) method is a stochastic approach to modeling

turbulent flows in LES. The FMDF method was proposed by Givi et al. [5, 6] and is based on the
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PDF method for reactive flows proposed by Pope [4]. The idea of this method is to obtain a complete
statistical description of the flow from a joint PDF defined for the velocity and scalars of the flow.
A transport equation for this joint PDF is then derived, from which the statistical moments of the
flow can be determined. The main advantage of this method is that the reaction source term in
Eqs.(3.4, 3.5) is closed and requires no modeling. The FMDF method is similar to the PDF method
except that the FMDF performs a Favre filtering operation on the PDF. For a scalar φα (x, t), the
FMDF (FL ) may be defined as,
Z

∞

ρ(x0 , t)f [ψ, φ(x0 , t)]G(x0 − x)dx0 ,

FL (ψ; x, t) =

(3.10)

−∞

f [ψ, φ(x, t)] = δ[ψ − φ(x, t)] =

Y

δ[ψα − φα (x, t)],

where δ represents a delta function and f [ψ, φ(x, t)] represents the fine-grained density. The FMDF
has property,
Z

∞

Z

∞

FL (ψ; x, t)dψ =
−∞

(3.11)

ρ(x0 , t)G(x0 − x)dx0 = hρ(x, t)il .

−∞

The mass weighted conditional mean of a flow variable may then be obtained as,
R∞
hQ(x, t)|ψil =

−∞

ρ(x0 , t)Q(x0 , t)f [ψ, φ(x0 , t)]G(x0 − x)dx0
FL (ψ; x, t)

.

(3.12)

Some properties of this conditional mean are,
• for Q(x, t) = c, hQ(x, t)|ψil = c,
b
b
• for Q(x, t) = Q(φ(x,
t)), hQ(x, t)|ψil = Q(ψ),
•

R∞
−∞

hQ(x, t)|ψil FL (ψ; x, t)dψ = hρ(x, t)il hQ(x, t)iL .

An exact transport equation for the scalar-FMDF can then derived following the procedure of Pope
[4], Colucci et al. [5], Jaberi et al. [6]. The final form of FMDF transport equation may be expressed
as,
i ∂[S F ]
∂[hui |ψil FL ]
∂ hD 1 ∂Jiα E
∂FL
α L
+
=
ψ FL −
∂t
∂xi
∂ψα ρ ∂xi
∂ψα
l

(3.13)

The chemical reaction source term in the above equation is closed. However, two new terms appear
that remain unclosed: hui |ψil , in the second term on the left hand side of the equation is called
subgrid scalar convection and represents the motion of scalars at the subgrid scales due to the flow
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velocity. This term is typically modeled using a functional model. It may be decomposed as,

hui |ψil FL = hui iL FL + [hui |ψil − hui iL ]FL ,

(3.14)

where the term [hui |ψil − hui iL ]FL represents the SGS convective flux and may be modeled in a
manner similar to the SGS mass flux term in Eq.(3.9):

[hui |ψil − hui iL ]FL = −γt

∂(FL /hρil )
.
∂xi

(3.15)

Equation (3.13) can then be rewritten as,
i
∂[hui iL FL ]
∂FL
∂ h
∂(FL /hρil ) i
∂ hD 1 ∂Jiα E
+
=
(γ + γt )
+
ψ − Sα FL .
∂t
∂xi
∂xi
∂xi
∂ψα ρ ∂xi
l

(3.16)

This transport equation is solved using a Lagrangian Monte Carlo method where the spatial transport
is governed by a stochastic differential equation and the composition transport is solved in a mesh
E
D
∂J α
free Lagrangian setup simultaneously. ρ1 ∂xii ψ in the second term on the right hand side of the
l

equation is the conditional scalar diffusion (CSD). This remains as the last unknown term in this
transport equation but treatment of this term using a functional approach is not straightforward.
It represents the effects of molecular transport (diffusion) in physical space and molecular mixing in
composition space. The spatial transport of a Lagrangian particle in subgrid space is governed by a
Wiener process (random walk) that uses a single diffusion coefficient while the composition change
within subgrid space is modeled by a molecular mixing model. The spatial transport of FMDF can
be expressed as,
dXi
dW
= Di + Ei
,
dt
dt

(3.17)

where Xi represents the position of a stochastic particle in the Lagrangian space, and Di , Ei represent
the drift and diffusion coefficients of Wiener process Wi . The composition evolution of a Lagrangian
fluid element (φα ) can be written as,
dφα
= Θα − Sα ,
dt
with Θα =

D

α
1 ∂Ji
ρ ∂xi

(3.18)

E
ψ . A few mixing models that stem from different physical concepts have
l

been proposed for treatment of this term. The following section briefly discusses the Interaction by
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Exchange of Mean, Modified Curl, and Mapping Closure methods for modeling CSD.

3.3.1

Interaction by Exchange of Mean
The Interaction by Exchange of Mean (IEM) [85] otherwise known as the Linear Mean

Square Estimation (LMSE) [86] is one of the simplest deterministic models that describes the phenomena of mixing at the subgrid scale. The composition evolution using this model is given by,
dφα
= Θα = Ωm (ψi − hψil ),
dt

(3.19)

where hψil represents the volume average of a scalar ψ and ψi represents the instantaneous value of
the scalar within the filter confines. In essence, the model causes the composition of a Lagrangian
particle within a given filter volume to relax towards the mean value at a rate Ωm ∼ ε/K. The term
Ωm represents the mixing frequency, k the turbulent kinetic energy and ε its dissipation rate. The
main advantage of this model is it’s simplicity and ease of implementation. The mixing frequency
can be determined from the parameters measured in the simulation using a dimensional analysis.
Jaberi et al. [6] proposed an expression for Ωm (x, t) as,

Ωm = C Ω

(γ + γt )
.
(hρil ∆2G )

∆G
In this equation, γ represents the molecular diffusivity, γt = hρil CRSc
t

(3.20)
√

ξ

the subgrid scalar diffu-

sivity, hρil the filtered density, ∆G the filter width, Sct the subgrid Schmidt number, CR , CΩ the
model constants and ξ is obtained by method similar to that in Eq.(3.8). The dimensions of mixing
frequency is [1/s]. A preliminary test on applicability of the IEM model for a general mixing case
was performed as a part of this study. The average of the Laplacian of an arbitrary function (f (x))
conditioned with the spatial variable (h∇2 f |xi) is obtained and compared against the fluctuation of
the function itself (f 0 = f − hf i). The results in Fig. 3.17 indicate a good closure of conditional
averages using the IEM model. The conditional scalar diffusion is local in composition space but the
IEM model is local only in physical space. Thus, for dispersed flows that have large spatial variation
of concentration, the IEM model may not be well suited.
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3.3.1.1

IECM
An improvement to the IEM model called Interaction by Exchange of Conditional Mean

(IECM) was proposed by Pope [87] and Fox [88] to overcome the dispersion inconsistency [89]. In
this model, instead of standard averaging of the scalar (volume average within filter), a velocity
conditioned average of the scalar is used. In the IEM model, the particles that have similar spatial
positions interact with each other but in the IECM model the particles that have similar velocities
interact with each other. Physically it represents interaction of particles that belong to the same
eddy. Thus in dispersed turbulent flows, the IECM model is expected to be more accurate than
IEM in predicting the SGS mixing phenomena. The IECM model can be expressed as,

Θα = Ωm (φi − hφ|U il ).

(3.21)

However, this model is also non-local in composition space.
3.3.1.2

IEM + Mean Drift
Another modification to the IEM model called the IEM plus mean drift was proposed by

McDermott and Pope [90]. In this model, the composition transport is governed by the IEM model
but the transport in physical space is modeled using a mean drift term instead of a random walk.
Since the random walk method uses a single diffusion coefficient, it does not take into account the
effects of differential diffusion in the flow. The model may be expressed as,
h 1 ∂ 
dφα
∂hφα il i
= Ωm (ψi − hψil ) +
hρil hγil
.
dt
hρil ∂xj
∂xj

(3.22)

The mean drift term in the above equation is based on the standard Fickian diffusion.

3.3.2

Modified Curl
The modified curl (MC) model proposed by Janicka et al.[91] is a particle interaction model

based on Curl’s [92] model. For equally weighted particles, pairs of particles are randomly selected
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from an ensemble and their compositions are changed as,
φi,new = φi + 0.5Rij (φj − φi ),

(3.23)

φj,new = φj + 0.5Rij (φi − φj ).
The model for conditional diffusion can be re-written as,
Θα = Ωm Rij CM C (φc − φj ),
φc =

wi φi + wj φj
wi + wj

(3.24)

where φi , φj represent particles from the ensemble, wi , wj represents the weights of the particles, Rij
represents a uniformly distributed random number, CM C represents the model constant and Ωm is
mixing frequency similar to one used in the IEM model. A model for unequal weights was developed
by Nooren et al. [93] but effective working of model depends on distribution of particle weights.
Unlike the IEM, the MC model is stochastic in nature but is still local in physical space and not in
composition space.

3.3.3

Mapping Closure
The Mapping Closure (MAPPING) model for CSD was formulated by Kraichnan [94] and

Chen et al. [95]. The model suggests that the scalars in turbulent flows follow an assumed distribution. A model for mixing of particles that follow this distribution is then derived. For unequally
weighted particles, the model proposed by Pope [96] maps the composition space of a single scalar
with a Gaussian reference field. The scalar evolution of particles can be written as,
dφ1
= −Cmap Ωm [B1+ 12 (φ2 − φ1 )],
dt
dφi
= Cmap Ωm [Bi+ 12 (φi+1 − φi ) − Bi− 21 (φi − φi−1 )]; i = 2, ...Np − 1,
dt
dφNp
= −Cmap Ωm [BNp − 12 (φNp − φNp −1 )],
dt

(3.25)

where Cmap represents the model constant and Ωm the mixing frequency. The scalars φi in the
equations are sorted from the smallest to largest values (φi < φi+1 ). The coefficients B’s are defined
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as,
Np g(ηi+ 12 )

Bi+ 12 =

ηi+1 − ηi
Np g(ηi− 12 )

Bi− 21 =

ηi − ηi−1

,
(3.26)
.

Np in this equation represents the total number of particles and g(η) represents a standard Gaussian
PDF with sample space coordinate η. η is defined as,
ηi+ 12 = G−1 (pi ),
(3.27)

ηi = G−1 (pi− 21 ),
δηi = ηi+ 12 − ηi ,

where δηi is the half step difference such that ηi+1 = ηi+ 21 + δηi and G−1 represents the inverse
cumulative density function corresponding to the PDF g. The arguments p’s are defined as,
Pi
pi+ 12 =

j=1

wj − 0.5wi

pi =

W
i
X

,
(3.28)

wj /W.

j=1

W in the equation above represents the sum of weights of all particles in the ensemble. The boundary
values of coefficients are given as,

B1+ 12 =
BNp − 12 =

Np g(η1+ 21 )

η2 − η1
Np g(ηNp − 21 )

ηNp − ηNp −1

,
,

(3.29)

η1+ 12 = η1 + δη1 ,
ηN − 12 = ηi+ 12 |i=Np −1 .
The mapping closure model preserves the mean and variance decay. Since the scalars are sorted, the
resulting model is local in composition space. However, the model is applicable only to a single scalar.
An extension of this model to multiple scalars called Euclidean Minimum Spanning Tree (EMST)
was proposed by Pope [97]. The EMST model forms a minimum spanning tree based on composition
of particles in an ensemble. The lengths of the vertices of the spanning tree are dependent on the
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weights, and age properties of particles which enables treatment of multiple scalars. The mixing is
then performed for particles that lie in the minimum spanning tree. This algorithm is more complex
and requires more computational time compared to a mapping closure model, but preserves the
localness property for mixing. This model however, does not satisfy the independence and linearity
properties [98]. Another model called Shadow-Position Mixing (SPM) proposed by Pope [89], relaxes
the instantaneous scalar composition within a filter to a shadow position rather than the cell average
as in the IEM model. This model is relatively new and only limited testing has been performed on
this.

3.4

Measurement of Subgrid Terms
The subgrid flow phenomena that is modeled in LES can be calculated from DNS by breaking

down the DNS domain and performing volume averages of flow properties within each of the smaller
domains.
Li = Ni ∆xi = Ni0 ∆x0i ,
∆x0i >> ∆xi ,

(3.30)

Ni >> Ni0 ,
where Ni , Ni0 represent the number of grid points, and ∆xi , ∆x0i represent the grid size in a coordinate
direction used in DNS and LES, respectively. The subgrid flow characteristics (filtered mass density
function, conditional scalar diffusion) are directly computed from DNS and compared against the
SGS models to evaluate the effectiveness of closure at large pressures with a generalized diffusion
model. In molecular mixing models, the effects of chemical source term on CSD and vice-versa is
neglected. Studies performed by Liu and Tong [99, 100] on sensitivity of reaction source term on
mixing suggest that mixing models based on non-reactive scalar can be used to model mixing of
reactive scalars as well. The mixing models presented in this section are validated using DNS of
mixing jets of heptane-air and heptane-oxygen. Simulation of mixing of heptane-oxygen is performed
to evaluate the performance of mixing models for binary mixing cases.
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3.4.1

Filtered Mass Density Function
The FMDF represents the distribution of fluctuations of subgrid scalars. Unlike a PDF in

RANS, the FMDF is stochastic in nature. The PDF in RANS characterizes fluctuations over various
flow realizations, but the FMDF characterizes the instantaneous subgrid fluctuations. The mean
of LES-FMDF is equal to the RANS-PDF when the filter width tends to zero [101]. Inspite of the
differences between the two, the FMDF has all the mathematical properties of a PDF. Thus in LES,
the FMDF may be used to obtain all the statistics of the flow. In FMDF transport equation the
effect of CSD is to change the shape of the FMDF. Without this term, the FMDF would remain
unchanged. The model for CSD is determined to be the largest source of uncertainty in FMDF
calculation. The FMDF for a scalar can be obtained from the DNS data by applying a spatial filter
of appropriate width to the scalar variable in the DNS code, extracting the filtered scalar at various
points in the flow and obtaining the PDF of the filtered scalar. The FMDF of mixture fraction
obtained from the DNS near the jet centerline is presented Figs. 3.1-3.8. The FMDF is extracted
from the DNS after the flow has reached a statistically stationary state.
The mixture fraction definition used in this work may be expressed as,

φ=

sYf − Yo + Yo0
,
Yf0 + Yo0

(3.31)

where s represents the stoichiometric coefficient, Yf , Yo represent the instantaneous mass fractions
and Yf0 , Yo0 represent the initial free stream mass fractions of fuel and oxidizer, respectively. For
heptane-air mixture, the mass fraction of oxidizer indicates sum of mass fractions of oxygen and
nitrogen. The mixture fraction may take a value between 0 (pure oxidizer) and 1 (pure fuel) indicating the proportion of fuel within the mixture. For multi-species mixture, the mixture fraction
should ideally be defined in terms of elemental mass fraction [62]. However, for pure mixing cases,
the definition in Eq.(3.31) is sufficient.
The shapes of the FMDF describe the distribution of the SGS fluctuations. When the mixture fraction is highly segregated, the shape of FMDF is bimodal, else it is unimodal indicating high
concentrations of either fuel or oxidizer [102, 103]. In highly dispersed flows, multimodal shapes
may also be observed. In non-premixed flows, the regions close to the nozzle along the jet centerline
and freestream typically have high concentrations of fuel and oxidizer, respectively. In simulations
at atmospheric pressures with the standard Fickian diffusion model, the FMDF is observed to be
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predominantly unimodal at the jet centerline. At the shear region, a bimodal shape is observed.
The FMDF in Figs. 3.7-3.8 indicate a fuel rich zone along the jet centerline even at long simulation
run times. The FMDF at P0 = 100atm with the Fickian diffusion model, is observed to be similar
to that at P0 = 1atm indicating no significant change with pressure. From Fig. 3.1 it is observed
that at atmospheric pressures with the generalized diffusion model, the FMDF is bimodal. The
bimodal shape of FMDF at P0 = 1atm with the generalized diffusion model is seen to become more
segregated with increase in Reynolds number (Re0 = 1300) as seen in Fig. 3.4. With increase in
pressure, the FMDF in Figs. 3.2 and 3.3 are observed to become multimodal and φ is observed to
shift towards the oxidizer rich regime. This indicates intensification of mixing and increase in rate
of diffusion of fuel with increase in pressure. The change of rate of diffusion with pressure will be
discussed in detail in the Section (3.4.2). The FMDF at high pressures at Re0 = 1300 exhibit similar
patterns of highly segregated multimodal shapes as indicated in Figs. 3.5-3.6. With the generalized diffusion model [Eq. 2.8], a significant change in FMDF is observed especially at P0 > 1atm.
The generalized diffusion model takes into account the diffusion due to concentration and pressure
gradients which become very significant at large pressures.

3.4.2

Conditional Scalar Diffusion
CSD in Eq.(3.16) indicates the expected value of diffusion rate of a scalar at a particular

value of mixture fraction. Physically it represents the change of composition of particles within a
subgrid volume. The rate of diffusion of particles with varying compositions is different, to bring
down the gradients in said composition. In turbulent flows, this term is time dependent since
the composition within subgrid volume changes with flow instantaneously. CSD therefore has a
significant effect on the FMDF and needs to be modeled accurately. A major advantage of DNS is
that it allows calculation of CSD directly from the code.
3.4.2.1

Transport Equation for Mixture Fraction
For numerical simulations with standard the Fickian diffusion model, the scalar diffusion

rate is given by,

 ∂J φ 
j

∂xj

=
F

∂
∂φ
[ργ
],
∂xj
∂xj
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(3.32)

where γ represents the Fickian diffusion coefficient. However, for DNS with generalized diffusion
models (without an effective diffusion coefficient) a transport equation for mixture fraction is required
to obtain the scalar diffusion rate. In Eq.(3.31) the stoichiometric coefficient s = 1, for pure mixing
(non-reacting) flows. Thus it may be rewritten as,
Yf − Yo = φ(Yf0 + Yo0 ) − Yo0 .

(3.33)

The transport equations for fuel and oxidizer [Eq.(2.4)] are expressed as,
∂
∂
(ρYf ) +
[ρuj Yf + Jj,f ] = SYf ,
∂t
∂xj

(3.34)

∂
∂
(ρYo ) +
[ρuj Yo + Jj,o ] = SYo .
∂t
∂xj

(3.35)

For pure mixing flows, the source terms SYf = SYo = 0. Subtracting Eqs.(3.35) from (3.34) gives,
∂
∂ρ
(Yf − Yo ) +
[ρuj (Yf − Yo ) + Jj,f − Jj,o ] = 0.
∂t
∂xj

(3.36)

Substituting the mixture fraction definition from Eq.(3.33) into Eq.(3.36) gives,
i
∂ h
∂ρ
[φ(Yf0 + Yo0 ) − Yo0 ] +
ρuj [φ(Yf0 + Yo0 ) − Yo0 ] + Jj,f − Jj,o = 0,
∂t
∂xj
0
*

h
i
j
∂ρu
∂
∂
0 ∂ρ
0
0 ∂ρφ

− Yo
+
+ (Yf0 + Yo0 )
(ρuj φ) +
(Jj,f − Jj,o ) = 0.
(Yf + Yo )

∂t
∂t
∂x
∂x
∂x
j
j
j


(3.37)

The second term in the above equation results in the continuity equation. The final transport
equation for mixture fraction can then be written as,
∂ρφ
∂
1
∂
+
(ρuj φ) +
(Jj,f − Jj,o ) = 0,
∂t
∂xj
(Yf0 + Yo0 ) ∂xj

(3.38)

where the scalar diffusion rate for mixture fraction is expressed as,
 ∂J φ 
j

∂xj

=
G

h

i
1
∂
(J
−
J
)
j,f
j,o
(Yf0 + Yo0 ) ∂xj
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(3.39)

3.4.2.2

CSD Measurement from DNS
To measure the CSD, the scalar diffusion rate of mixture fraction is calculated throughout

the domain in the DNS code. At a spatial location within the flow, an appropriate filter size is
chosen (∆f = r∆xi , where r is the radius of sphere for a spherical filter or half the length of a side
for a cubic filter) for measurement of subgrid terms. A filter of volume defined by the filter size is
then constructed (Vf = 43 π∆3f , for spherical filter and Vf = ∆3f for cubic filter). The terms (scalar
diffusion and mixture fraction) at grid nodes within the filter confines are then extracted. These
terms will be referred to, as subgrid (sub-filter) particles in rest of the work. The averages of scalar
diffusion rate of the subgrid particles conditioned at various mixture fractions are then obtained. In
this work a cubic filter is used. A similar procedure may be applied to obtain conditional averages of
other scalars or scalar diffusion conditioned at different values of other variables (velocity conditioned
diffusion, velocity-scalar conditioned diffusion). CSD at various instants of time measured from DNS
at pressures of 1atm, 35atm and 100atm with the generalized and the simplified Fickian diffusion
model [Eq. 3.32] are presented in Figs. 3.9-3.16. For analysis and validation of models, statistically
stationary DNS data is used.
A generally observed trend is, high rates of diffusion in the fuel and oxidizer rich zones and
low rates of diffusion around φ = 0.5. CSD is stochastic in nature but the variation in shape and
magnitude of the term with respect to time is observed to be small. The absolute magnitude of CSD
is observed to increase non-linearly with increase in ambient pressure.

3.5

Conditional Scalar Diffusion Modeling
The models for CSD discussed in Section (3.3.1) have been evaluated against DNS at various

pressures with the generalized and Fickian diffusion models. Least-squares curve fitting method has
been applied and the modeling constants have been calibrated to best fit the data obtained from
DNS. The curve fits of the IEM, MC and MAPPING models for CSD are presented in Figs. 3.18-3.27.

3.5.1

Interaction by Exchange of Mean
The IEM model for mixture fraction (φ) is expressed as,
D 1 ∂J α
i

ρ ∂xi

|φ

E
l

= Θα = CIEM Ωm (φi − hφil ).
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(3.40)

The parameters for mixing frequency (Ωm ) defined in Eq.(3.20) are chosen as CΩ = 4, CR = 0.013,
∆G = 12 and Sct = 0.7. The parameters are obtained from the works of Jaberi et al. [6]. The
IEM model fits CSD linearly. The trends predicted by the model is observed to be exact for flows at
atmospheric pressures with both ideal and real gas equations of state, and the standard Fickian and
generalized diffusion models. However, at P0 = 100atm with the Fickian diffusion model, the IEM
model over-predicts the CSD by a factor of 10. Similar trends are observed in flows at P0 > 1atm
with the generalized diffusion model. The reason for the difference between the DNS data and
model is determined to be the mixing frequency (Ωm ). The mixing frequency is observed to be overpredicted by a factor of 10 or larger in flows at high pressures with the generalized diffusion model
and under-predicted by a factor of 10 in flows at high pressure with the Fickian diffusion model. The
mixing frequencies for various test cases are presented in Table (3.1). Variation of mixing frequency
with pressure will be discussed in Section (3.5.4).
The curve fits of IECM model for CSD is presented in Figs. 3.28-3.33. With the corrected
mixing frequencies (from the IEM model), the trends predicted by IECM model are qualitatively
similar to that of the CSD. Although the curve fit is not exact, the norms of residuals of the model
and DNS data presented in Table (3.2) are comparable.

3.5.2

Modified Curl
The modified curl model presented in Section (3.3.2) is a stochastic particle interaction

model. The model constant in Eq.(3.24) is determined to be CM C = 1 for flows at high pressures
but for flow at atmospheric pressure with the generalized diffusion the model constant is determined
to be CM C = 2. Without the uniformly distributed random number Rij , the MC model fits the
CSD curve linearly. The term Rij causes interaction of random particles within an ensemble thereby
producing a good curve fit for CSD. However, random selection of particles from an ensemble for
mixing is not physical as interaction is dependent on closeness of particles in physical and composition
space. Thus in turbulent flows with large fluctuations in density, temperature and scalars the MC
model may not accurately predict the CSD. The randomness factor added to the model introduces
an artificial fluctuation in the trend of the model that may not be representative of the physical
phenomenon. From Figs. 3.18-3.27 it is observed that the model follows the general trend of CSD
but tends to over-predict the DNS data. At atmospheric pressures the model predicts a trend similar
to the DNS data but higher pressures the slope of model data is observed to be smaller than that
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of the CSD.

3.5.3

Mapping Closure
The mapping closure model presented in Section (3.3.3) is conceptually an improvement

over the IEM and MC models. In this model the scalars within an ensemble are initially sorted and
then mixed. This preserves the localness property of the model in composition space. In turbulent
flows, particles with similar compositions tend to be local in physical space as well. The modeling
constants (Cmap ) for various cases are presented in Table (3.3). The curve fits of model in Figs.
3.18-3.27 suggest that the MAPPING model does not strictly follow the trend of CSD. The slope
of linear curve fit of model data is much smaller than that of CSD. This suggests that the model
under-predicts the average conditional diffusion. However, at specific mixture fractions, the curve
fit is representative of the actual phenomena. The small magnitude of slope of model data is a result
of mixing of particles that are local within a composition space (due to sorted values of the scalar).
However, if the scalars are unsorted, the trends predicted by the model are very similar to that of
CSD as observed in Figs. 3.34-3.37. The curve fits of MAPPING model with unsorted scalar is
similar to that of Modified Curl model. Although the curve fit in this case is accurate, it is not
physical. The idea of MAPPING model for single scalar is extended to include multiple scalars in
the EMST model. Evaluation of EMST model is not included in this work. The reader is referred
to the work of Ma [98] for detailed evaluation of EMST model at high pressures with a generalized
diffusion model for temporally evolving turbulent reacting flows.

3.5.4

Mixing Frequency
The mixing frequency is a common factor in all molecular mixing models. It represents

the rate of change of composition of particles within a subgrid volume. Although different models
stem from different concepts of particle interaction, the rate of mixing in each model remains the
same. Additional modeling constants may be used in different models to fit the data to experimental
results. In each of the aforementioned models, the largest source of uncertainty (in curve fitting DNS
data) is determined to be the mixing frequency. The form of mixing frequency used in this work
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may be expressed as,

Ωm = C Ω

h

√ i
∆G ξ
γ + hρil CRSc
t
hρil ∆2G

,

ξ = |hu∗i iL hu∗i iL − hhu∗i iL il0 hhu∗i iL il0 |,

(3.41)

u∗i = ui − Uref,i .
This form is directly applicable only to flows at atmospheric pressures with the standard Fickian
diffusion model. Even in the case of flow with the Fickian diffusion model at P0 = 100atm, the Ωm
calculated is off from the calibrated value by a factor of 10. This difference is more pronounced in
flows that use a generalized diffusion model especially at large pressures. The source of the difference
is determined to be the diffusivity γ (constant for Fickian diffusion). At atmospheric pressures,
the rates of diffusion in flows with the generalized and Fickian diffusion models are observed to be
similar. This rate is observed to deviate at larger pressures. Thus, a deviation factor for a generalized
diffusion model may be obtained from the two rates. This may be expressed as,
 ∂J φ 
j

γdev =

∂xj
∂2φ
∂x2i

G

.

(3.42)

At atmospheric pressures, the deviation term is almost constant (γdev ≈ γ). However, at large
pressures when cross-diffusion effects become more significant, the standard Fickian diffusion model
with constant diffusivity tends to over-predict the rate of diffusion by a large factor. Thus γdev
becomes crucial in case of flows at P0 > 1atm. In this work, γdev is used instead of γ in Eq (3.41)
√
to calculate Ωm . Variation of parameters of mixing frequency (Ωm = f (γ, hρil , 1/∆2G , ξ)) with
ambient pressure is presented in Figs. 3.38-3.43. At both Reynolds numbers the filtered density
is observed to vary linearly with pressure irrespective of the diffusion model. The magnitude of
variation of factor ξ over the large range of pressures is observed to be insignificant (∆ξ/∆P0 <
0.1). Although the magnitude of 1/∆2G is significantly high, it is independent of the physics of the
flow and is the same for all the cases. Thus the factor that most significantly affects the mixing
frequency is determined to be γdev . Thus for accurate modeling, an effective diffusion coefficient
for the generalized diffusion model is required. A species-specific effective diffusion coefficient for a
generalized diffusion model was derived by Ma [98]. In his work, the generalized diffusion model for
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α

α
α ∂Y
a species α, (γj,G
) is approximated to a model diffusion term of form γef
f ∂xj . A least square error

method is then applied to the data to obtain an effective diffusion coefficient of form,
α

α
γef
f

=

α ∂Y
Jj,G
∂xj
α

ρ ∂Y
∂xj

∂Y α
∂xj

(3.43)

.

An effective Schmidt number for generalized diffusion models was also proposed,
µ
α .
ργef
f

Scα
ef f =

(3.44)

The readers are referred to the work of Ma [98] for a detailed analysis of molecular mixing models
with the effective diffusion coefficient for generalized diffusion models at high pressures. The new
model constants (CΩ,new ) for mixing frequency for various cases considered are presented in Table
(3.1). These modeling constants are applicable when the deviation factor (γdev ) is used instead of
an effective diffusion coefficient (γef f ) to calculate Ωm in flows with a generalized diffusion model.
The mixing frequency for turbulent flows can also be approximated by,

Ωm = Ck− .
k

(3.45)

In this equation,  and k represent the mean rate of dissipation and mean turbulent kinetic energy,
respectively. The mixing frequency is approximated from the mean rate at which the turbulent
kinetic energy of the flow is dissipated. Assuming a particle interaction mechanism similar to the
IEM model (composition relaxation towards the mean) takes place within a subgrid volume, a
conditionally averaged mixing frequency is determined.
D
hΩm |φil =

α
1 ∂Ji
ρ ∂xi |φ

E

φi − hφil

l

.

(3.46)

In this equation, hΩm |φil indicates the rates of mixing of particles and their corresponding compositions. This is compared against a conditional average of second invariant of strain tensor (hQS |φil )
obtained from the DNS. This term (QS = II(sij ) = − 12 sij sij ) is proportional to the local rate of
viscous dissipation of kinetic energy [104]. From Figs. 3.44-3.46, it is observed that the general
trend of hΩm |φil is similar to that of hQS |φil (regions of high / low rates of viscous dissipation
correspond to high / low rates of mixing frequency). This indicates a direct proportionality of the
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mixing frequency with the rate of viscous dissipation. In many physical flows, the mechanism of the
IEM may not be directly applicable but a similar trend may be observed.
In this work, the mean turbulent kinetic energy and dissipation rates are measured directly
from the DNS at various pressures. This is discussed in detail in Section (4.3.2.2). The model
constants Ck− for the corrected mixing frequencies are presented in Table (3.4). Ck− in most cases
determined to be approximately 1. This suggests that, in LES with a generalized diffusion model,
this form may be used as an alternate method to determine the mixing frequency.
SGS
,
kSGS
1
kSGS = u00i u00i ,
2
 ∂u ∂u

∂u
i
i
i ∂ui
−
.
=ν
∂xj ∂xj
∂xj ∂xj
Ωm ≈

SGS

(3.47)

However, evaluation of mixing frequency with the subgrid scale dissipation rate and kinetic energy
obtained from LES has not been performed in this work. This can be evaluated as part of future
work.

3.6

Conclusions
For LES of reacting flows, the FMDF method is one of the best choices since it avoids

modeling of the reacting source term. However, in the LES-FMDF method, the accuracy of the
simulation is highly dependent on the molecular mixing model used for the conditional scalar diffusion. Each of the models discussed in this work have some advantages and drawbacks but are
directly applicable to a large range of flows at atmospheric pressures. However, at larger pressures,
a significant deviation from the DNS results is observed. The cause for this deviation is determined
to be the diffusivity term in the mixing frequency used by the models. At large pressures, the mixing
frequency is under-predicted when a constant diffusivity is used and over-predicted when a deviation
factor is used. The ideal solution is an effective diffusivity term for generalized diffusion models or
determination of ratio of mean dissipation rate and mean turbulent kinetic energy from the flow.
Although evaluation of mixing models is performed with DNS of non-reacting flows, the results are
still applicable to LES of reacting flows (that use the IEM, MC, MAPPING models for FMDF).
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Heptane-Air
Heptane-Air
Heptane-Oxygen
Heptane-Oxygen
Heptane-Air
Heptane-Air
Heptane-Air
Heptane-Air
Heptane-Air

1
2
3
4
5
6
7
8
9

1
1
10
100
35
100
100
35
100

P0 (atm)
850
850
850
850
850
850
850
1300
1300

Re0
Ideal
Real
Real
Real
Real
Real
Ideal
Real
Real

EOS
Fickian
Generalized
Generalized
Generalized
Generalized
Generalized
Fickian
Generalized
Generalized

Diffusion

Ωm
Calculated Corrected
1.26 × 104 1.24 × 104
7.76 × 103 6.45 × 103
1.98 × 105 1.64 × 104
7.10 × 106 6.41 × 105
1.34 × 107 5.59 × 105
7.10 × 106 6.41 × 105
1.27 × 105 1.03 × 106
3.02 × 106 2.75 × 105
4.70 × 106 4.86 × 105

1.01386
1.203619
12.1116
11.0767
23.8764
11.0767
0.12392
10.9642
9.67441

Ωm,calc
Ωm,corr

3.94530132
3.323311564
0.330261896
0.361119011
0.1675292
0.361119011
32.27822264
0.364823654
0.413462029

CΩ,new

Table 3.1: Comparison of calculated and corrected mixing frequencies (Ωm ) for various test cases. All the test cases are for non-reacting
(mixing) flows.

Species

Case

P0 (atm)

Re

EOS

Diffusion

1
100
1
100
1
100

850
850
1300
1300
850
850

Real
Real
Real
Real
Ideal
Ideal

Generalized
Generalized
Generalized
Generalized
Fickian
Fickian

Norm of Residual
DNS
IECM
4.4 × 103
2.8 × 103
2.75 × 105
4 × 105
3
5.1 × 10
2.8 × 103
5
2.5 × 10
1.02 × 105
3
5.2 × 10
9.1 × 103
6.9 × 105 4.65 × 105

Table 3.2: Comparison of norm of residuals of CSD obtained from DNS and curve fit data from
IECM model.

Case
1
2
3
4
5
6
7
8
9

Species
Heptane-Air
Heptane-Air
Heptane-Oxygen
Heptane-Oxygen
Heptane-Air
Heptane-Air
Heptane-Air
Heptane-Air
Heptane-Air

P0
1
1
10
100
35
100
100
35
100

Re
850
850
850
850
850
850
850
1300
1300

EOS
Ideal
Real
Real
Real
Real
Real
Ideal
Real
Real

Diffusion
Fickian
Generalized
Generalized
Generalized
Generalized
Generalized
Fickian
Generalized
Generalized

CIEM
1
1
0.5
0.75
0.75
1
1
1
1

CM C
1
2
1
1
1
1
1
0.875
1

CM AP
−2 × 10−2
5 × 10−2
9 × 10−3
9.5 × 10−3
2 × 10−2
4 × 10−2
3 × 10−3
2 × 10−2
6 × 10−2

Table 3.3: Modeling constants for the IEM, MC and MAPPING models for various test cases.

P0 (atm)
1
35
100

Re0
850
850
850

EOS
Real
Real
Real

Diffusion
Generalized
Generalized
Generalized

/k
−2.67 × 103
−1.2 × 105
−4.51 × 105

Ωm,corr
2.4 × 103
1.55 × 105
6.4 × 105

|Ck− |
0.91
1.3
1.4

Table 3.4: Model constants for mixing frequency obtained from mean turbulent kinetic energy and
mean dissipation rates.  and k calculated from DNS of mixing of heptane and oxygen.
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(a) ∆f = 4∆x1

(b) ∆f = 16∆x1

Figure 3.1: Filtered mass density function of mixture fraction measured from DNS at P0 = 1atm,
Re0 = 850 with the generalized diffusion model. Data extracted at x1 = 24Djet .

(a) ∆f = 4∆x1

(b) ∆f = 16∆x1

Figure 3.2: Filtered mass density function of mixture fraction measured from DNS at P0 = 35atm,
Re0 = 850 with the generalized diffusion model. Data extracted at x1 = 24Djet .
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(a) ∆f = 4∆x1

(b) ∆f = 16∆x1

Figure 3.3: Filtered mass density function of mixture fraction measured from DNS at P0 = 100atm,
Re0 = 850 with the generalized diffusion model. Data extracted at x1 = 24Djet .

(a) ∆f = 4∆x1

(b) ∆f = 16∆x1

Figure 3.4: Filtered mass density function of mixture fraction measured from DNS at P0 = 1atm,
Re0 = 1300 with the generalized diffusion model. Data extracted at x1 = 24Djet .
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(a) ∆f = 4∆x1

(b) ∆f = 16∆x1

Figure 3.5: Filtered mass density function of mixture fraction measured from DNS at P0 = 35atm,
Re0 = 1300 with the generalized diffusion model. Data extracted at x1 = 24Djet .

(a) ∆f = 4∆x1

(b) ∆f = 16∆x1

Figure 3.6: Filtered mass density function of mixture fraction measured from DNS at P0 = 100atm,
Re0 = 1300 with the generalized diffusion model. Data extracted at x1 = 24Djet .
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(a) ∆f = 4∆x1

(b) ∆f = 16∆x1

Figure 3.7: Filtered mass density function of mixture fraction measured from DNS at P0 = 1atm,
Re0 = 850 with the standard Fickian diffusion model. Data extracted at x1 = 24Djet .

(a) ∆f = 4∆x1

(b) ∆f = 16∆x1

Figure 3.8: Filtered mass density function of mixture fraction measured from DNS at P0 = 100atm,
Re0 = 850 with the standard Fickian diffusion model. Data extracted at x1 = 24Djet .
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Figure 3.9: Conditional Scalar Diffusion measured from DNS at P0 = 1atm, Re0 = 850 with the
generalized diffusion model at times t∗ = 75, 150, 190. Data extracted along the jet centerline at
x1 = 15Djet .

Figure 3.10: Conditional Scalar Diffusion measured from DNS at P0 = 35atm, Re0 = 850 with the
generalized diffusion model at times t∗ = 75, 150, 190. Data extracted along the jet centerline at
x1 = 15Djet .
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Figure 3.11: Conditional Scalar Diffusion measured from DNS at P0 = 100atm, Re0 = 850 with the
generalized diffusion model at times t∗ = 75, 150, 190. Data extracted along the jet centerline at
x1 = 15Djet .

Figure 3.12: Conditional Scalar Diffusion measured from DNS at P0 = 1atm, Re0 = 1300 with the
generalized diffusion model at times t∗ = 75, 150, 190. Data extracted along the jet centerline at
x1 = 15Djet .
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Figure 3.13: Conditional Scalar Diffusion measured from DNS at P0 = 35atm, Re0 = 1300 with the
generalized diffusion model at times t∗ = 75, 150, 190. Data extracted along the jet centerline at
x1 = 15Djet .

Figure 3.14: Conditional Scalar Diffusion measured from DNS at P0 = 100atm, Re0 = 1300 with
the generalized diffusion model at times t∗ = 75, 150, 190. Data extracted along the jet centerline at
x1 = 15Djet .
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Figure 3.15: Conditional Scalar Diffusion measured from DNS at P0 = 1atm, Re0 = 850 with
the Fickian diffusion model at times t∗ = 75, 150, 190. Data extracted along the jet centerline at
x1 = 15Djet .

Figure 3.16: Conditional Scalar Diffusion measured from DNS at P0 = 100atm, Re0 = 850 with
the Fickian diffusion model at times t∗ = 75, 150, 190. Data extracted along the jet centerline at
x1 = 15Djet .
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(a) f = rand()

(b) f = xsin(x)

Figure 3.17: Conditional average of arbitrary function f modeled by the IEM/LMSE model.
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Figure 3.18: CSD modeled by the IEM, MC and MAPPING models. CSD obtained from DNS of
heptane-air mixture at P0 = 1atm, Re0 = 850 with ideal gas equation of state and the Fickian
diffusion model. Ωm,calculated = 1.26 × 104 .
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(a) Ωm,calculated = −7.76 × 103

(b) Ωm,corrected = 6.45 × 103

Figure 3.19: CSD modeled by the IEM, MC and MAPPING models. CSD obtained from DNS of
heptane-air mixture at P0 = 1atm, Re0 = 850 with real gas equation of state and the generalized
diffusion model.
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(a) Ωm,calculated = 1.95 × 105

(b) Ωm,corrected = 1.64 × 104

Figure 3.20: CSD modeled by the IEM, MC and MAPPING models. CSD obtained from DNS
of heptane-oxygen mixture at P0 = 10atm, Re0 = 850 with real gas equation of state and the
generalized diffusion model.
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(a) Ωm,calculated = 7.10 × 106

(b) Ωm,corrected = 6.41 × 105

Figure 3.21: CSD modeled by the IEM, MC and MAPPING models. CSD obtained from DNS
of heptane-oxygen mixture at P0 = 100atm, Re0 = 850 with real gas equation of state and the
generalized diffusion model.
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(a) Ωm,calculated = 1.34 × 107

(b) Ωm,corrected = 5.59 × 105

Figure 3.22: CSD modeled by the IEM, MC and MAPPING models. CSD obtained from DNS of
heptane-air mixture at P0 = 35atm, Re0 = 850 with real gas equation of state and the generalized
diffusion model.
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(a) Ωm,calculated = 7.10 × 106

(b) Ωm,corrected = 6.41 × 105

Figure 3.23: CSD modeled by the IEM, MC and MAPPING models. CSD obtained from DNS of
heptane-air mixture at P0 = 100atm, Re0 = 850 with real gas equation of state and the generalized
diffusion model.
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(a) Ωm,calculated = 1.27 × 105

(b) Ωm,corrected = 1.03 × 106

Figure 3.24: CSD modeled by the IEM, MC and MAPPING models. CSD obtained from DNS of
heptane-air mixture at P0 = 100atm, Re0 = 850 with ideal gas equation of state and the Fickian
diffusion model.
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(a) Ωm,calculated = 1.45 × 106

(b) Ωm,corrected = 6.86 × 103

Figure 3.25: CSD modeled by the IEM, MC and MAPPING models. CSD obtained from DNS of
heptane-air mixture at P0 = 1atm, Re0 = 1300 with real gas equation of state and the generalized
diffusion model.
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(a) Ωm,calculated = 3.02 × 106

(b) Ωm,corrected = 2.75 × 105

Figure 3.26: CSD modeled by the IEM, MC and MAPPING models. CSD obtained from DNS of
heptane-air mixture at P0 = 35atm, Re0 = 1300 with real gas equation of state and the generalized
diffusion model.
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(a) Ωm,calculated = 4.70 × 106

(b) Ωm,corrected = 4.86 × 105

Figure 3.27: CSD modeled by the IEM, MC and MAPPING models. CSD obtained from DNS of
heptane-air mixture at P0 = 100atm, Re0 = 1300 with real gas equation of state and the generalized
diffusion model.
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Figure 3.28: CSD modeled by the IECM model. CSD obtained from DNS of heptane-air mixture
at P0 = 1atm, Re0 = 850 with real gas equation of state and the generalized diffusion model. The
mixing frequency for this model is same as that of the IEM model.

Figure 3.29: CSD modeled by the IECM model. CSD obtained from DNS of heptane-air mixture at
P0 = 1atm, Re0 = 850 with ideal gas equation of state and the Fickian diffusion model. The mixing
frequency for this model is same as that of the IEM model.
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Figure 3.30: CSD modeled by the IECM model. CSD obtained from DNS of heptane-air mixture at
P0 = 100atm, Re0 = 850 with real gas equation of state and the generalized diffusion model. The
mixing frequency for this model is same as that of the IEM model.

Figure 3.31: CSD modeled by the IECM model. CSD obtained from DNS of heptane-air mixture
at P0 = 100atm, Re0 = 850 with ideal gas equation of state and the Fickian diffusion model. The
mixing frequency for this model is same as that of the IEM model.
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Figure 3.32: CSD modeled by the IECM model. CSD obtained from DNS of heptane-air mixture
at P0 = 1atm, Re0 = 1300 with real gas equation of state and the generalized diffusion model. The
mixing frequency for this model is same as that of the IEM model.

Figure 3.33: CSD modeled by the IECM model. CSD obtained from DNS of heptane-air mixture at
P0 = 100atm, Re0 = 1300 with real gas equation of state and the generalized diffusion model. The
mixing frequency for this model is same as that of the IEM model.
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Figure 3.34: CSD modeled by the MAPPING model. The scalar value in the model remains unsorted.
CSD obtained from DNS of heptane-air mixture at P0 = 1atm, Re0 = 850 with real gas equation of
state and the generalized diffusion model.

Figure 3.35: CSD modeled by the MAPPING model. The scalar value in the model remains unsorted.
CSD obtained from DNS of heptane-air mixture at P0 = 1atm, Re0 = 850 with ideal gas equation
of state and the Fickian diffusion model.
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Figure 3.36: CSD modeled by the MAPPING model. The scalar value in the model remains unsorted.
CSD obtained from DNS of heptane-air mixture at P0 = 100atm, Re0 = 850 with real gas equation
of state and the generalized diffusion model.

Figure 3.37: CSD modeled by the MAPPING model. The scalar value in the model remains unsorted.
CSD obtained from DNS of heptane-air mixture at P0 = 100atm, Re0 = 1300 with real gas equation
of state and the generalized diffusion model.
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Figure 3.38: Variation of calculated mixing frequency with ambient pressure. Ωm,calc for flow at
Re0 = 850 with ideal gas equation of state and the Fickian diffusion model.

√
Figure 3.39: Variation of parameters of mixing frequency with ambient pressure. hρil , γdev , ∆2G , ξ
from flow at Re0 = 850 with ideal gas equation of state and the Fickian diffusion model.
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Figure 3.40: Variation of calculated mixing frequency with ambient pressure. Ωm,calc for flow at
Re0 = 850 with real gas equation of state and the generalized diffusion model.

√
Figure 3.41: Variation of parameters of mixing frequency with ambient pressure. hρil , γdev , ∆2G , ξ
from flow at Re0 = 850 with real gas equation of state and the generalized diffusion model.
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Figure 3.42: Variation of calculated mixing frequency with ambient pressure. Ωm,calc for flow at
Re0 = 1300 with real gas equation of state and the generalized diffusion model.

√
Figure 3.43: Variation of parameters of mixing frequency with ambient pressure. hρil , γdev , ∆2G , ξ
from flow at Re0 = 1300 with real gas equation of state and the generalized diffusion model.
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Figure 3.44: Comparison of conditionally averaged mixing frequency and conditionally averaged
second invariant of strain tensor. II(sij ) calculated from DNS at P0 = 1atm, Re0 = 850 with the
generalized diffusion model.

Figure 3.45: Comparison of conditionally averaged mixing frequency and conditionally averaged
second invariant of strain tensor. II(sij ) calculated from DNS at P0 = 35atm, Re0 = 850 with the
generalized diffusion model.
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Figure 3.46: Comparison of conditionally averaged mixing frequency and conditionally averaged
second invariant of strain tensor. II(sij ) calculated from DNS at P0 = 100atm, Re0 = 850 with the
generalized diffusion model.
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Chapter 4

RANS Budget Analysis
In RANS, the time averaged equations of motion are solved. As a result only the mean flow
properties are captured and the effects of turbulence at all scales are modeled. The advantage of
the RANS method is that it is computationally efficient and can be fairly accurate even for complex
flows. However, since all the length scales of turbulence are modeled, care must be taken while
applying RANS method to turbulent flows. It’s the most widely used approach in commercial CFD
codes. The accuracy of RANS in turbulent flows depends upon the type of flo and the model used.
A few modeling approaches will be discussed briefly in this section.

4.1

RANS Governing Equations
Reynolds decomposition is applied to all the flow variables in the governing equations and

the instantaneous flow quantities are decomposed into time averaged and fluctuating components.
φ(x, t) =

1
τ

t+τ

Z

φ(x0 , t0 )dt0 ,

t

(4.1)

0

φ=φ+φ,
where τ represents the prescribed constant time interval, φ represents the time average of the instantaneous quantity φ and φ0 represents the fluctuation about the mean. A few important rules are
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applicable to Reynolds decomposition which enable reduction of terms in the governing equations:
φ = φ,
φ0 = 0,
φ1 + φ2 = φ1 + φ2 ,

(4.2)

φ1 φ2 = φ1 φ2 ,
φ1 φ02 = 0,
φ1 .φ2 = φ1 φ2 + φ01 φ02 .
These rules, when applied to the incompressible Navier Stokes equations, directly result in the RANS
governing equations. However, in compressible flows, application of these rules result in a number
of non-zero terms. Thus, a density weighted averaging method called Favre averaging is applied to
the compressible equations. The Favre average of a quantity φ is given as,
φe = ρφ/ρ,
e
ρφ = ρφ,

(4.3)

φ = φe + φ00 .
Similar to Reynolds decomposition a few rules are applicable to Favre averaging which enable reduction of terms in the governing equations.
φ00 6= 0,
ρφ00 = 0,

(4.4)

f1 φ
f2 + ρφ00 φ00 .
ρ.φ1 .φ2 = ρφ
1 2
The instantaneous flow variables of compressible equations are decomposed as,
ρ = ρ + ρ0 ,
ui = uei + u00i ,
p = p + p0 ,
et = eet + e00t ,
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(4.5)

Application of this decomposition to Eqs.(2.1-2.4) results in a new set of equations applicable to
RANS for compressible flows.
∂ρ
∂
+
[ρuej ] = 0,
∂t
∂xj

(4.6)

∂
∂
∂P
∂
(ρuei ) +
(ρuei uej ) = −
+
[τij − ρu00i u00j ],
∂t
∂xj
∂xi
∂xj

(4.7)

∂
∂
∂
(ρeet ) +
[(ρeet + P )uej ] =
[uei τij + u00i τij − P u00j ]
∂t
∂xj
∂xj
∂
∂Qj
∂ X β β 
−
H Jj ,
(ρe00t u00j ) +
+
∂xj
∂xj
∂xj

(4.8)

∂ fβ
∂
∂
∂
(ρY ) +
(ρYfβ uej ) =
(J β ) −
(ρY β 00 u00j ),
∂t
∂xj
∂xj j
∂xj

(4.9)

 ∂ ue
∂ uej
2 ∂f
uk 
i
τij = µ
+
−
δij ,
∂xj
∂xi
3 ∂xk

(4.10)

RT
Am
− 2
.
2
v − Bm
v + 2vBm − Bm

(4.11)

β

with

and,
P =

In the momentum equation, the term ρu00i u00j represents the Reynolds stress tensor:

00 u00 =
Rij = ug
i j

ρu00i u00j
.
ρ

(4.12)

Rij represents the source of turbulence in RANS. The terms of similar form in the energy equation
(ρe00t u00j ) and species transport equation (ρY 00 u00j ) are called turbulent energy flux and turbulent mass
flux, respectively. These terms remain unclosed in the governing equations and require modeling.
A number of models have been proposed to close these terms and in the process capture the effects
of turbulence. The modeling approaches may be broadly classified into the following categories, i)
Linear eddy viscosity models, ii) Non-linear eddy viscosity models and iii) Reynolds stress models.
In the linear eddy viscosity models, the Reynolds stress tensor is modeled using the Boussinesq’s hypothesis [105] which prescribes a linear constitutive relationship between Rij and the mean
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strain rate tensor (sij ):

1 ∂f
uk 
−ρRij = 2µt sij −
δij −
3 ∂xk
∂ uei
sij =
∂xj

2
ρkδij ,
3
∂ uej
+
,
∂xi

(4.13)

where µt = Cµ ρk 2 / represents the turbulence eddy viscosity, k the turbulence kinetic energy and 
the turbulence dissipation rate. The zero equation models (algebraic models), one-equation models
and two-equation models are classified as linear eddy viscosity models. These models attempt to
resolve the turbulence eddy viscosity term from the flow using empirical relationships or through
solution of transport equations for the turbulence kinetic energy and turbulence dissipation rate. In
non-linear eddy viscosity models Rij is related to (sij ) and mean rotation tensor (Ωij ) through a
non-linear relationship. The reader is referred to the works of Yang and Ma [106] and Craft [107, 108]
for detailed discussions on linear and non-linear eddy viscosity models.
The third class of models called the Reynolds stress models (RSM) are typically second or
higher order turbulence closure models. In these models, a transport equation for the Reynolds stress
tensor is derived to obtain various terms that physically represent production, diffusion, dissipation
and transport of turbulence in the flow. These terms are either directly resolved or modeled to
account for complex interactions within the flow field. These models avoid the simplifications used
in eddy viscosity models and so among RANS models, RSM captures the most effects of turbulence.
In this work the RSM is presented only for the Reynolds stress tensor in the momentum
equation. A similar approach may be employed to obtain the transport equations and models for
turbulent energy flux and mass flux terms. The following identity is employed to derive the transport
equation for the Reynolds stress,
∂ g
∂
∂
ρu00 u00 = ρug
ρuei uej .
i uj −
∂t i j
∂t
∂t

(4.14)

The two terms on the right hand side in the above equation may be obtained using the following
identities,
 ∂ρu 
 ∂u 
∂
∂
i
j
ρug
ρui uj = uj
+ ui ρ
,
i uj =
∂t
∂t
∂t
∂t

(4.15)

 ∂ρue 
 ∂ ue 
∂
i
j
ρuei uej = uej
+ uei ρ
.
∂t
∂t
∂t

(4.16)
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The first and second terms on the right hand side of Eq.(4.15) represent the Reynolds average
of product of velocity and conservative and non-conservative forms of momentum equation. The
terms on the right hand side of Eq.(4.16) represent the product of Favre averaged velocity and the
conservative and non-conservative forms of RANS momentum equation. The non-conservative form
equations may be obtained from the conservative form of momentum equations by applying the
continuity identity. The left hand side of the conservative form of momentum equation may be
written as,
∂
∂
(ρui ) +
(ρui uj ),
∂t
∂xj

(4.17)

and the left hand side of the non-conservative form of equation may be obtained from the above as,
∂ui
∂ρ
∂ρuj
∂ui
+ ui
+ ui
+ ρuj
,
∂t
∂t
∂xj
∂xj
h ∂ρ ∂ρu
i
j
∂ui
∂ui

ρ
+ ui
+
+ ρuj
.

∂t
∂t
∂xj
∂xj


ρ

(4.18)

The final form of transport equation for the Reynolds stress is obtained by application of all of the
above identities to the RANS momentum equation. Alternatively this equation may be referred to
as the Reynolds stress budget equation.
i
∂
∂ h
∂ g
00 u00 u
0 + u00 τ 0
f00
ρu00i u00j +
ρug
u00j u00k − P 0 u00j δik − P 0 u00i δjk + u00i τkj
− ρu00i g
i j k =
j ki
∂t
∂xk
∂xk
00
 ∂u00


∂uj
∂u00j 
ej
ei   0 ∂u00i
i
00 u00 ∂ u
00 u00 ∂ u
0
g
+P 0
ρ
u
τ
+
+ − ρug
−
−
+
τ
i k
j k
jl
il
∂xj
∂xi
∂xk
∂xk
∂xl
∂xl

∂P
∂P
∂τjl
∂τil 
+ − u00i
− u00j
+ u00i
+ u00j
.
∂xj
∂xi
∂xl
∂xl

(4.19)

This equation may be re-written in terms of Rij as,
h
i
∂
∂
f00 = ∂ − ρu00 u00 u00 − P 0 u00 δik − P 0 u00 δjk + u00 τ 0 + u00 τ 0
ρRij +
ρRij u
i j k
j
i
i kj
j ki
k
∂t
∂xk
∂xk
{z
} |
{z
}
|
convection (Cij )
diffusion (Dij )
 ∂u00

∂u00j 
∂u00j 
∂ uej
∂ uei   0 ∂u00i
i
+ P0
+
+ − ρRik
− ρRjk
− τjl
+ τil0
∂xj
∂xi
∂xk
∂xk
∂xl
∂xl
|
{z
}
|
{z
} |
{z
}
pressure-strain (Πij )
production (Pij )
dissipation (ij )

∂P
∂P
∂τjl
∂τil 
+ − u00i
− u00j
+ u00i
+ u00j
∂xj
∂xi
∂xl
∂xl
|
{z
}
density-fluctuation effects (ζij )
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(4.20)

This budget equation accounts for all the physical processes (convection, diffusion, production,
dissipation and strain) that dictate the transport of Rij and the solution of this equation results in
resolution of effects of turbulence.

4.2

Reynolds Stress Budget Measurement
In traditional RANS simulations with RSM models, the Reynolds stress transport equation

is solved with appropriate models for various terms [in Eq.(4.20)] to resolve Rij . However, accuracy
of this solution largely depends upon the models chosen for various terms in the budget equation.
In this work, all the terms of the Reynolds stress budget equation are directly measured from the
DNS and compared against various models to study the applicability of the models in shear flows
over a large range of pressures. Measurement of the budget terms from the DNS is performed in
three stages.
1. The DNS is run until a statistically stationary state of the flow is achieved. A turbulent flow
is said to reach a statistically stationary state when statistics of the flow (mean, variance)
become invariant with time. This time instant will be referred to as tsbegin . The simulation
is then advanced for a prescribed length of time (∆ts ). This instant will be referred to as
tsend1 = tsbegin + ∆ts . At this point the properties of the flow (ρ, ui , P, µ) are stored into an
output file. The Reynolds average of flow properties (ρ, uei , P , µ) are also calculated at this
instant. These averages are then stored into a separate file.
2. The simulation is restarted again at tsbegin with stored averages of flow properties and the
instantaneous fluctuations in flow properties (ρ0 , u00i , P 0 , µ0 ) and the Reynolds stress terms
(ρu00i u00j ) are calculated. The simulation is then run until a statistically stationary state of
fluctuating components is achieved. This time instant will be referred to as tsend2 . At this
instant, the Reynolds average of the fluctuating components (ρu00i u00j , u00i ) are calculated and
stored into a separate file.
3. In the final stage instantaneous values of the individual budget terms are calculated and the
simulation is advanced until a statistically stationary state of budget terms is achieved. At
this instant, the Reynolds average of individual budget terms are calculated.

96

The budget terms are calculated throughout the domain to obtain spatial variations at various
locations within the flow. The statistically stationary state of the budget terms implies temporal
invariance of the Reynolds stress tensor,
∂
ρRij = 0,
∂t
∂
f00
=⇒ Cij =
ρRij u
k
∂xk

(4.21)

∂
f00 = βij .
ρRij u
k
∂xk

(4.22)

Thus, Eq.(4.20) may be re-written as,

where βij = Dij + Πij + Pij + ij + ζij represents the sum of diffusion, pressure-strain, production,
dissipation and density fluctuation effects. The budget of Rij measured across the slot jets at the
center of the domain is presented in Figs. 4.1-4.5. The terms are measured at each grid point in the
DNS domain and, as a result, the trends of the budget terms are multi-modal. It is observed that
the diffusion and pressure-strain terms have significantly larger magnitudes than the other terms.
In Eq.(4.20), the convection (Cij ) and production terms (Pij ) are exact and require no modeling.
However, the diffusion (Dij ), pressure-strain (Πij ), dissipation (ij ) and density-fluctuation (ζij )
terms require modeling.
The balance of Cij and βij is presented in Figs. 4.6-4.10. At some instances, a slight
difference between the two terms is observed (|Cij − βij | > 0). In theory this difference can be
corrected by averaging over very long simulation run times. However, in simulations the artificial
turbulence forcing methods get dampened over a period of time and the simulations are prone to
numerical diffusion over lengthy runs.

4.3

Modeling of Budget Terms
In previous attempts of modeling turbulence using RSM, the effects of ambient pressure on

turbulence and its implications on the models have been overlooked. This work evaluates several
different models for the budget terms in the Reynolds stress transport equation at various ambient
pressures and proposes appropriate modifications to the existing models. Least-squares curve fitting
method is applied and the modeling constants are calibrated to fit the data obtained from DNS.
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Ratio of norms of residuals (for a linear curve fit) of the DNS data and models (with unity model
constant values) are calculated for each component of the tensor. An average value (of ratios of
norms of residuals) is then determined such that a single model constant can be applied to all the
components of the tensor for the best curve fit.

4.3.1

Compressibility Term
The effect of compressibility is usually neglected in many shear flows and wall bounded

flows. This term is considered to be significant only in supersonic flows or in reacting flows at high
pressures and large Mach numbers. Development of a model for this term would require extensive
validation of a baseline model over a large range of Mach numbers [109]. Models for compressibility
terms have been proposed by Livescu and Ristorcelli [110] and Ristorcelli [111]. In this study (mixing
flow, M ac = 0.35), the magnitude of ζij is observed to be significantly smaller than all the other
terms. The balance of Cij with βij − ζij is presented in Figs. 4.11-4.15. It is observed that there
is no change in trend or magnitude of βij when the compressibility term is omitted, even at high
pressures.

4.3.2

Diffusion Term
The diffusion term (Dij ) has been modeled by a number of different approaches. Most of

the models are based on the traditional turbulent eddy diffusivity approach used in eddy viscosity
models. The diffusion term is split as turbulent diffusion term and molecular diffusion term.

Dij =



∂ 
∂  0 00
0 + u00 τ 0 .
− ρu00i g
u00j u00k
+
P uj δik − P 0 u00i δjk + u00i τkj
j ki
∂xk
∂xk
|
{z
}
|
{z
}
m
t
Molecular diffusion (Dij
)
Turbulent diffusion (Dij
)

(4.23)

The molecular diffusion term can be further decomposed as,
m
Dij
=

∂
∂
0 ),
(P 0 u00j δik − P 0 u00i δjk ) +
(u00 τ 0 + u00j τki
∂xk
∂xk i kj

(4.24)

where the first term on the right hand side of the equation indicates the contribution from pressure
p
v
diffusion (Dij
) and the second term indicates contribution from viscous diffusion (Dij
). Some of the

most widely used models are evaluated and discussed in this section.
98

4.3.2.1

Molecular Diffusion Models
In the model proposed by Lien and Leschziner [112], the molecular diffusion term is modeled

as,
m
Dij
=

∂ h ∂Rij i
.
µ
∂xk
∂xk

(4.25)

In Daly and Harlow [113], Mellor and Herring [114] and Hanjalic and Launder [115] models this
term is modeled as,
m
Dij
=

m
∂Tijk
∂ h  ∂Rjk
∂Rki
∂Rij i
= Cm
µ
+
+
,
∂xk
∂xk
∂xi
∂xj
∂xk

(4.26)

with Cm = 1. In the above equations, µ represents the mean viscosity.
4.3.2.2

Turbulent Diffusion Models

t
In the aforementioned models, the triple correlations (Tijk
= u00i g
u00j u00k ) in the turbulent


∂T t
t
diffusion term Dij
= ∂xijk
are modeled using the following models:
k

• Lien and Leschziner model
t
Tijk
=ρ

µt ∂Rij
σk ∂xk

(4.27)

where µt = Cµ ρk 2 / represents the turbulent eddy viscosity, Cµ the model constant and σk
is an adjustable constant. For the base model evaluation, the values of model constants used
were, Cµ = 0.09, and σk = 0.81.
• Mellor and Herring model
t
Tijk
= ρCt

k 2  ∂Rjk
∂Rki
∂Rij 
+
+
.
 ∂xi
∂xj
∂xk

(4.28)

with Ct = 0.11.
• Daly and Harlow model
k
∂Rij
t
Tijk
= ρCt Rkl
,

∂xl
with Ct = 0.22.
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(4.29)

• Hanjalic and Launder model
t
Tijk
= ρCt

k  ∂Rjk
∂Rki
∂Rij 
Ril
,
+ Rjl
+ Rkl

∂xl
∂xl
∂xl

(4.30)

with Ct = 0.11.
In Eqs.(4.26-4.30), Cm and Ct represent the model constants for molecular and turbulent diffusion,
respectively. Ct is similar in form to the ratio Cµ /σk in the Lien and Leschziner model. Among the
turbulent diffusion models, the Lien and Leschziner model and the Mellor and Herring model are
linear in Rij and as a result do not exhibit tensorial symmetry [116]. However, only 10 components
of the tensor are presented in Figs. 4.21-4.25. The Daly and Harlow model is simple in its form
t
but has been shown to not adequately describe the triple velocity correlations (Tijk
= u00i g
u00j u00k ) in

the works of Kurbatskii and Poroseva [117]. The Hanjalic and Launder model is more complex but
t
. Although the predictions of this model are less accurate
preserves the tensorial symmetry of Tijk
t
than models based on transport equation of Tijk
, the results are shown to be comparable in the

works of Poroseva [118].
In this work, the molecular diffusion and triple velocity moments are calculated directly
from DNS and compared against the models. Values of model constants Cµ , σk , Cm and Ct as a
function of pressure are proposed in the Section (4.4). The accuracy of all the models depend on
turbulent kinetic energy and diffusion rates. This would require solutions of additional transport
equations for k and . In this work, the turbulence kinetic energy (k = 12 [R11 + R22 + R33 ]) and the
turbulence dissipation rate ( = 12 [11 + 22 + 33 ]) are directly computed from the DNS. The trends
of triple velocity correlations (turbulent diffusion) are presented in Figs. 4.26-4.30. The data from
the Lien and Leschziner model considering the combined effect of molecular and turbulent diffusion
is presented in Figs. 4.16-4.20. It is observed that all the models predict trends that are qualitatively
similar to the triple velocity moments. At many instances the models also fit exactly or over/underpredict the DNS data. The Mellor and Herring model is observed to be under-predicting the DNS
data while the Daly and Harlow model and the Hanjalic and Launder model tend to over-predict.
In modeling of triple velocity moments, a slightly over-predictive model could prove to be better
for engineering applications and account as factor of safety. The model constant Ct can further be
tuned to obtain a better fit.
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4.3.3

Pressure Strain Term
The pressure strain term redistributes the energy produced by shear into other components

of the budget thereby reducing the anisotropy in shear flows. The anisotropic part transports the
mean momentum in the Reynolds stress tensor. Modeling of pressure strain has been recognized as
one of the more difficult tasks because the physical process is complex and involves parts of various
transport mechanisms (production, dissipation, pressure dilation). The pressure strain term can be
decomposed into slow strain, rapid strain and a wall term.
Πij = Πsij + Πrij + Πw
ij ,

(4.31)

where Πsij represents the slow pressure strain term responsible for return to isotropic turbulence,
Πrij represents the rapid pressure strain term that responds directly to the mean velocity gradient
and Πw
ij represents the effects of wall on strain [119]. The models proposed for pressure strain are
generally applicable only to specific types of flows. In this section, some of the modeling approaches
are discussed.
4.3.3.1

Models for Incompressible Flows
One of the most popular models for pressure strain applicable to incompressible flows was

proposed by Launder, Reece and Rodi (LRR) [120]. In this model, the slow and rapid terms are
modeled as a linear function of the anisotropy tensor and the wall effects are neglected. A general
form of the model may be written as,


0
1
Πij = −C1 ρbij + C1 ρ bik bkj − bmn bmn δij
3
|
{z
}
slow part




2
+ C2 ρksij + C3 ρk bik sjk + bjk sik − bmn smn δij + C4 ρk bik Ωjk + bjk Ωik ,
3
{z
}
|
rapid part

(4.32)

0

where C1 , C1 , C2 , C3 , C4 are the model constants. The anisotropy tensor can be written as,

bij =

τ

1 
− δij ,
2k
3
ij
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(4.33)

and the strain and rotation components can be written as,
sij =

1  ∂ uei
∂ uej  1 ∂f
uk
+
−
δij ,
2 ∂xj
∂xi
3 ∂xk
1  ∂ uei
∂ uej 
Ωij =
.
−
2 ∂xj
∂xi

(4.34)

Modifications to the LRR model was made by Gibson and Launder (GL) [121], to take into account
wall effects. This model uses a quadratic formulation for the slow part and wall strain terms. For this
study, there are no wall effects and the modified slow strain part is accounted for using a different
value of model constant with the same general form of the pressure strain model as in Eq.(4.32).
The Speziale, Sarkar and Gatski (SSG) model [122] uses a form similar to the LRR model but with
modified coefficients that take into account the effects of production, dissipation and anisotropy.
The standard model constants used for base model evaluation are [123],
• Launder, Reece and Rodi model
0

C1 = 3.0, C2 = 0.8, C3 = 1.75, C4 = 1.31, C1 = 0,

(4.35)

• Gibson and Launder model
0

C1 = 3.6, C2 = 0.8, C3 = 1.2, C4 = 1.2, C1 = 0,

(4.36)

• Speziale, Sarkar and Gatski model
C1 = 3.4 + 1.8(Pij /ij ), C2 = 0.8 − 1.3(bij bij )1/2 ,
0

(4.37)

C3 = 1.25, C4 = 0.4, C1 = 0.
The modified model constants as a function of pressure will be presented in the Section (4.4).
4.3.3.2

Models for Compressible Flows
The LRR model for incompressible flows was modified by Adumitroiae et al. [124] by

considering non-zero divergence and pressure dilation effects to account for compressibility. Other
modifications to the base model were proposed by Cambon et al. [125] that take into account the
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variation of pressure strain due to Mach number. A physics based model for compressibility effects
was proposed by Gomez and Girimaji (GG) [126]. This model takes into account the effects of
pressure at different Mach number regimes. At high Mach numbers (M ac >> 1), the effects of
pressure are said to be insignificant, at low Mach numbers (M ac << 1) the pressure acts rapidly to
prevent any change in the divergence of velocity and at intermediate Mach numbers (M ac ≈ 1) the
pressure field causes a large amount of the flow thermodynamic interactions. The general form of
this model may be written as,


2
Πij = −C1 ρbij + C2 ρksij + C3 ρk bik sjk + bjk sik − bmn smn δij
3


+C4 ρk bik Ωjk + bjk Ωik − CP ρPij .

(4.38)

In this expression, CP is a function of the gradient Mach number. This model has a form similar
to LRR model but has additional term to account for compressibility effects. The default values
of model constants used for the baseline model evaluation are C1 = 3, C2 = 0.8, C3 = 1.75, C4 =
1.31, CP = 0.02. The pressure strain models with variable parameters compared against (Πij )
obtained from the DNS and are presented in Figs. 4.31-4.35.

4.3.4

Dissipation Term
The dissipation term is generally modeled by an isotropic tensor,

ρij =

2
ρδij ,
3

(4.39)

where  represents the isotropic tensor obtained from solution of additional transport equation for
dissipation. The deviatoric terms are assumed to be covered by pressure-strain model. In this study
the isotropic dissipation tensor is calculated directly from the DNS. The dissipation term obtained
from DNS and that calculated from the model is presented in Figs. 4.36-4.40. It is observed that
the closure for ij δij is accurate. Although, the model deviates from the off diagonal components of
ij , the simplicity of the model and the qualitative accuracy of the model, makes it a popular choice.

103

4.4

Pressure Dependence of Models
The models discussed in the previous section have been evaluated at M ac = 0.35 and

Re0 = 850, with ambient pressures ranging from 1atm to 100atm. The model constants used in
various models have been calibrated to fit the data obtained from the DNS. It has been observed that
with increase in ambient pressure, the absolute magnitude of all the budget terms increase. However,
the relative magnitude of various terms with respect to one another evaluated at a particular pressure
remains unchanged.

4.4.1

Effects on Compressibility, Production and Dissipation Terms
The density fluctuation term (ζij ) is observed to increase with pressure but still remains

relatively smaller in magnitude compared to diffusion and pressure strain terms. The dissipation
term (ij ) has been observed to be of the same order of magnitude as the density fluctuation term.
The effect of ambient pressures on compressibility and dissipation terms has been presented in Figs.
4.41-4.42. In most RSM based modeling studies, the effects of ζij are neglected. However, the ij
term is modeled as it physically represents the effects of dissipation. In the high speed compressible
mixing layer simulations by Vreman, Sandham and Luo [127], and Pantano and Sarkar [128], the
focus has been on evaluation of effects of increasing Mach numbers on the Reynolds stress budget
terms at ambient pressures of P0 = 1atm where O(ζij ) < O(ij ). The same cannot be said about
the current study where O(ζij ) ≈ O(ij ) especially at large ambient pressures. Thus, for a realistic
reproduction of the Reynolds stresses at high ambient pressures, the density fluctuation term must
be modeled.
In the aforementioned studies, the dissipation rates have been reported to remain unchanged
with increasing Mach numbers while the absolute magnitudes of production have been reported
to reduce with increasing Mach numbers. However, the rates of production and dissipation in
the current study show an almost linear growth with increase in pressure. Unlike the models for
diffusion and pressure-strain terms that show variation with pressure, the model for the dissipation
term remains consistent with change in pressure. The dissipation rate (ij ) in the budget equation
is observed to be of the same order of magnitude as the isotropic dissipation rate tensor calculated
from the DNS. This is due to the fact that the smallest scales of motion at which dissipation takes
place can be considered isotropic. However, in RANS, solution of an additional transport equation
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for  is required. This transport equation in turn contains model constants that may vary with
pressure. Thus, consistency of a model with pressure cannot be conclusively said until solution of an
additional transport equation for  is evaluated. The change of production with pressure is presented
in Fig. 4.43.

4.4.2

Diffusion Models
In studies of mixing layers at high Mach numbers [127, 128], the magnitude of diffusion is

observed to reduce in absolute value across the mixing layer and the turbulent diffusion is observed
to be higher in magnitude than pressure diffusion. In a study of flow over airfoil at atmospheric
pressures by Cecora et al. [129], the pressure diffusion is found to be negligible compared to viscous
diffusion in the molecular diffusion term. However, in this study, the magnitude of the diffusion
term is observed to increase non-linearly with pressure across the jet cross section as indicated in
Fig. 4.44. Further, the absolute magnitude of molecular diffusion is observed to be much larger than
p
m
v
that of turbulent diffusion. The major contributor to the molecular diffusion (Dij
= Dij
+ Dij
)

term is determined to be pressure diffusion:
p
v
Dij
>> Dij
,
p
m
Dij
≈ Dij
,
p
t
Dij
>> Dij
,

(4.40)

p
Dij ≈ Dij
.

The relative magnitudes of turbulent, viscous and pressure diffusion terms are presented in Figs.
4.45-4.52. The modeling approaches discussed in the Section (4.3.2) usually neglect the contribution
from pressure diffusion when modeling molecular diffusion. In this work, the pressure diffusion
term is observed to be 3 orders of magnitude higher than the viscous diffusion term at P0 = 1atm.
As a result, at atmospheric pressure the model constant (Cm ) in Eq.(4.26) is determined to be
approximately 103 when compared to Cm = 1 in the base model. At larger pressures the viscous
and pressure diffusion terms are observed to be of comparable magnitudes. As a result, the model
constant Cm is observed to reduce with increase in pressure. The model constants for turbulent
diffusion are also observed to change with increase in pressure. The model constants for turbulent
diffusion models are presented in Table (4.1).
105

To study the change of Ct with pressure, the individual terms of the turbulent diffusion
models (ρ, k 2 /, k/, ∂Rij /∂xk ) are calculated from the DNS. It is observed that the average density
increases linearly with pressure, while the ratios of turbulent kinetic energy and dissipation rates
remain invariant with change in pressure. The gradients of the Reynolds stresses in the models
increase asymptotically with increase in pressure. This indicates intensification of turbulence (rate
of production and diffusion) within shear flow with increase in pressure. However, this rate is
observed to saturate at very large pressures [Figs. 4.53-4.61]. As a result, the model constants for
turbulent diffusion reduces non-linearly with increase in pressure.

4.4.3

Pressure Strain Models
The magnitudes of the pressure strain tensor calculated from the DNS are observed to in-

crease non-linearly with pressure. In the studies of evaluation of pressure strain models at various
Mach number regimes by Gomez and Girimaji [126], it was observed that at low Mach number
regimes (M ac << 1), the pressure strain correlation could be adequately modeled by an incompressible pressure strain model. A similar trend is observed in this study where the standard incompressible models (LRR, SSG) perform as well as the compressible model (GG). The calibrated
model constant (CP ) in Eq.(4.38), that accounts for the effects of compressibility is small. However,
with the standard model constants presented in Section (4.3.3.1), the models are 3 orders of magnitude smaller than the pressure strain obtained from DNS. The variation of model constants with
pressure (Cnew ) are presented in Table (4.2). The factor (nΠ ) in the table represents a common multiplier for all the standard model constants (C1new = nΠ C1 , C2new = nΠ C2 , C3new = nΠ C3 , C4new =
0

0

nΠ C4 , C1new = nΠ C1 , CPnew = nΠ CP .).
From the trend of nΠ it can be seen that the model constants for pressure strain models
jump by a large factor with change in ambient pressure. An order of magnitude analysis of the terms
in the model (ρ, k, , bij , sij , Ωij ) is performed and the most significant contributor to the trend of the
model is determined to be the rate of dissipation (). The density, turbulent kinetic energy, strain
and rotation tensors are observed to increase linearly, while the anisotropy tensor remains invariant
with change in pressure. However, the dissipation rate is seen to increase by a factor of ≈ 103 when
the ambient pressure increases from 1atm to 35atm. This suggests that with increase in ambient
pressure a major component of the shear energy is redistributed into the dissipation term by the
pressure strain. The rates of dissipation along with production and diffusion become significantly
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high with increasing pressure. At very large pressures the change of rate of dissipation is observed
to reduce.

4.5

Conclusions
A common factor that affects the accuracy of all the models used in RSM is determined

to be the modeling constants. The predictions of diffusion models with a single model constant
are qualitatively similar to the DNS (predict similar mean rates of diffusion) but may not follow
the trends exactly. This is also due to the fact that mathematically the diffusion process may be
approximated by a second order derivative with a simple diffusion coefficient. However, the effects
of the flow physics on the model constants must be taken into account before application of the
model. From a rudimentary analysis in this study, it is observed that ambient pressure at a fixed
Mach number and Reynolds number affects the model constants by a large factor. The ambient
pressure causes the flow physics (convection, diffusion, dissipation, strain, rotation) to change which
in turn affect the model constants. A similar observation can be made about the pressure strain
model. Although the model depends upon a number of modeling constants unlike the diffusion
models, the trends predicted are still only qualitatively similar to DNS. The physical process that
dictates the pressure strain is complex and various components of the model are affected differently
by the change in ambient pressure. These effects may become significantly different with change in
Reynolds number at different Mach number regimes. Thus a careful consideration of the effects of
flow physics on various modeling constants must be made before application of a model. In this
work, the budget analysis and modeling of the Reynolds stress tensor alone has been presented. A
similar approach may be applied towards modeling of turbulent mass flux (ρY 00 u00j ) and turbulent
energy flux terms (ρe00t u00j ). However, the modeling constants chosen for the eddy diffusivity term
(µt ) used in turbulent mass or energy flux models must be consistent with that of the Reynolds stress
model. This would require optimization of the modeling constants that fit all the data (Reynolds
stress, mass flux, energy flux).
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P0 (atm)
1
10
35
70
100

LL model
Cµ
σk
20
1
0.21
1
0.007 1
0.002 1
0.001 1

DH, MH,
Cm
1530
174
325
21
12

HL model
Ct
0.05
0.004
0.0009
0.0003
0.0003

Table 4.1: Variation of diffusion model constants with ambient pressure. LL model refers to Lien
and Leschziner model. DH, MH and HL models refer to Daly and Harlow, Mellor and Herring and
Hanjalic and Launder models, respectively.

P0 (atm)
1
10
35
70
100

LRR
800
100
20
8
3

Multiplier (nΠ )
GL SSG
1000 900
150
120
25
20
8
8
3.5
3

GG
1000
120
20
8
4

Table 4.2: Variation of pressure-strain model constants with ambient pressure. The multiplier (nΠ )
0
indicates the factor that the standard model constants (C1 , C2 , C3 , C4 , C1 , CP ) of the baseline models
are multiplied by to fit the pressure strain obtained from the DNS.
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Figure 4.1: Reynolds stress budget at x1 = 15Djet at Re0 = 850, M ac = 0.35, and P0 = 1atm.

110
Figure 4.2: Reynolds stress budget at x1 = 15Djet at Re0 = 850, M ac = 0.35, and P0 = 10atm.
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Figure 4.3: Reynolds stress budget at x1 = 15Djet at Re0 = 850, M ac = 0.35, and P0 = 35atm.

112
Figure 4.4: Reynolds stress budget at x1 = 15Djet at Re0 = 850, M ac = 0.35, and P0 = 70atm.
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Figure 4.5: Reynolds stress budget at x1 = 15Djet at Re0 = 850, M ac = 0.35, and P0 = 100atm.
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Figure 4.6: Balance of convection term and sum of diffusion, production, dissipation, pressure-strain and density-fluctuation terms at x1 =
15Djet at Re0 = 850, M ac = 0.35, and P0 = 1atm.

115

Figure 4.7: Balance of convection term and sum of diffusion, production, dissipation, pressure-strain and density-fluctuation terms at x1 =
15Djet at Re0 = 850, M ac = 0.35, and P0 = 10atm.
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Figure 4.8: Balance of convection term and sum of diffusion, production, dissipation, pressure-strain and density-fluctuation terms at x1 =
15Djet at Re0 = 850, M ac = 0.35, and P0 = 35atm.
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Figure 4.9: Balance of convection term and sum of diffusion, production, dissipation, pressure-strain and density-fluctuation terms at x1 =
15Djet at Re0 = 850, M ac = 0.35, and P0 = 70atm.
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Figure 4.10: Balance of convection term and sum of diffusion, production, dissipation, pressure-strain and density-fluctuation terms at
x1 = 15Djet at Re0 = 850, M ac = 0.35, and P0 = 100atm.
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Figure 4.11: Balance of Cij and βij − ζij at x1 = 15Djet at Re0 = 850, M ac = 0.35, and P0 = 1atm.
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Figure 4.12: Balance of Cij and βij − ζij at x1 = 15Djet at Re0 = 850, M ac = 0.35, and P0 = 10atm.
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Figure 4.13: Balance of Cij and βij − ζij at x1 = 15Djet at Re0 = 850, M ac = 0.35, and P0 = 35atm.
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Figure 4.14: Balance of Cij and βij − ζij at x1 = 15Djet at Re0 = 850, M ac = 0.35, and P0 = 70atm.
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Figure 4.15: Balance of Cij and βij − ζij at x1 = 15Djet at Re0 = 850, M ac = 0.35, and P0 = 100atm.
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Figure 4.16: Diffusion term compared against Lien and Leschziner model at P0 = 1atm, Re0 = 850, and M ac = 0.35.
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Figure 4.17: Diffusion term compared against Lien and Leschziner model at P0 = 10atm, Re0 = 850, and M ac = 0.35.
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Figure 4.18: Diffusion term compared against Lien and Leschziner model at P0 = 35atm, Re0 = 850, and M ac = 0.35.
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Figure 4.19: Diffusion term compared against Lien and Leschziner model at P0 = 70atm, Re0 = 850, and M ac = 0.35.
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Figure 4.20: Diffusion term compared against Lien and Leschziner model at P0 = 100atm, Re0 = 850, and M ac = 0.35.
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Figure 4.21: Molecular diffusion model of Daly and Harlow, Mellor and Herring and Hanjalic and Launder at P0 = 1atm, Re0 = 850, and
M ac = 0.35.
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Figure 4.22: Molecular diffusion model of Daly and Harlow, Mellor and Herring and Hanjalic and Launder at P0 = 10atm, Re0 = 850, and
M ac = 0.35.
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Figure 4.23: Molecular diffusion model of Daly and Harlow, Mellor and Herring and Hanjalic and Launder at P0 = 35atm, Re0 = 850, and
M ac = 0.35.
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Figure 4.24: Molecular diffusion model of Daly and Harlow, Mellor and Herring and Hanjalic and Launder at P0 = 70atm, Re0 = 850, and
M ac = 0.35.
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Figure 4.25: Molecular diffusion model of Daly and Harlow, Mellor and Herring and Hanjalic and Launder at P0 = 100atm, Re0 = 850, and
M ac = 0.35.
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Figure 4.26: Triple velocity moment at P0 = 1atm, Re0 = 850, and M ac = 0.35.
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Figure 4.27: Triple velocity moment at P0 = 10atm, Re0 = 850, and M ac = 0.35.
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Figure 4.28: Triple velocity moment at P0 = 35atm, Re0 = 850, and M ac = 0.35.
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Figure 4.29: Triple velocity moment at P0 = 70atm, Re0 = 850, and M ac = 0.35.

138
Figure 4.30: Triple velocity moment at P0 = 100atm, Re0 = 850, and M ac = 0.35.
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Figure 4.31: Pressure strain models at P0 = 1atm, Re0 = 850, and M ac = 0.35.
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Figure 4.32: Pressure strain models at P0 = 10atm, Re0 = 850, and M ac = 0.35.
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Figure 4.33: Pressure strain models at P0 = 35atm, Re0 = 850, and M ac = 0.35.
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Figure 4.34: Pressure strain models at P0 = 70atm, Re0 = 850, and M ac = 0.35.
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Figure 4.35: Pressure strain models at P0 = 100atm, Re0 = 850, and M ac = 0.35.
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Figure 4.36: Dissipation model at P0 = 1atm, Re0 = 850, and M ac = 0.35.
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Figure 4.37: Dissipation model at P0 = 10atm, Re0 = 850, and M ac = 0.35.
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Figure 4.38: Dissipation model at P0 = 35atm, Re0 = 850, and M ac = 0.35.
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Figure 4.39: Dissipation model at P0 = 70atm, Re0 = 850, and M ac = 0.35.
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Figure 4.40: Dissipation model at P0 = 100atm, Re0 = 850, and M ac = 0.35.
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Figure 4.41: Effect of ambient pressure on density fluctuation term evaluated at M ac = 0.35, Re0 = 850. The reference values used in the
non-dimensional terms are evaluated at P0 = 100atm.
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Figure 4.42: Effect of ambient pressure on dissipation term evaluated at M ac = 0.35, Re0 = 850. The reference values used in the nondimensional terms are evaluated at P0 = 100atm.
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Figure 4.43: Effect of ambient pressure on production term evaluated at M ac = 0.35, Re0 = 850. The reference values used in the nondimensional terms are evaluated at P0 = 100atm.
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Figure 4.44: Effect of ambient pressure on diffusion term evaluated at M ac = 0.35, Re0 = 850. The reference values used in the non-dimensional
terms are evaluated at P0 = 100atm.

Figure 4.45: Molecular diffusion evaluated at M ac = 0.35, Re0 = 850, P0 = 1atm.

Figure 4.46: Pressure diffusion evaluated at M ac = 0.35, Re0 = 850, P0 = 1atm.
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Figure 4.47: Viscous diffusion evaluated at M ac = 0.35, Re0 = 850, P0 = 1atm.
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Figure 4.48: Comparison of turbulent and pressure diffusion terms at M ac = 0.35, Re0 = 850, P0 = 1atm.

Figure 4.49: Molecular diffusion evaluated at M ac = 0.35, Re0 = 850, P0 = 100atm.

Figure 4.50: Pressure diffusion evaluated at M ac = 0.35, Re0 = 850, P0 = 100atm.
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Figure 4.51: Viscous diffusion evaluated at M ac = 0.35, Re0 = 850, P0 = 100atm.
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Figure 4.52: Comparison of turbulent and pressure diffusion terms at M ac = 0.35, Re0 = 850, P0 = 100atm.

Figure 4.53: Variation of average density with pressure.

Figure 4.54: Variation of turbulent kinetic energy with pressure.

Figure 4.55: Variation of turbulent dissipation rate with pressure.
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Figure 4.56: Variation of Daly and Harlow model with pressure.

Figure 4.57: Variation of Mellor and Herring model with pressure.

Figure 4.58: Variation of Hanjalic and Launder model with pressure.
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Figure 4.59: Variation of strain rate tensor with pressure.

Figure 4.60: Variation of rotation tensor with pressure.

Figure 4.61: Variation of anisotropy tensor with pressure.
161

Bibliography
[1] J. Foster and R.S. Miller. Fundamentals of high pressure combustion. In Max-milian Lackner,
editor, High pressure processes in chemical engineering. ProcessEng Engineering GmbH, 2010.
[2] A.N. Kolmogorov. The local structure of turbulence in incompressible viscous fluid for very
large Reynolds numbers. Proceedings of the USSR Academy of Sciences, 30:299–303, 1991.
[3] A.N. Kolmogorov. Dissipation of energy in locally isotropic turbulence. Proceedings of the
USSR Academy of Sciences, 32:16–18, 1941.
[4] S.B. Pope. PDF methods for turbulent reactive flows. Progress in Energy and Combustion
Science, 11:119–192, 1985.
[5] P.J. Colucci, F.A. Jaberi, P. Givi, and S.B. Pope. Filtered density function for large eddy
simulation of turbulent reacting flows. Physics of Fluids, 10(2):499–515, 1998.
[6] F.A. Jaberi, P.J. Colucci, S. James, P. Givi, and S.B. Pope. Filtered mass density function
for large-eddy simulation of turbulent reacting flows. Journal of Fluid Mechanics, 401:85–121,
1999.
[7] L.F. Richarson. Weather prediction by numerical process. Cambridge University Press, 1922.
[8] T. Colonius. Modeling artificial boundary conditions for compressible flow. Annual Review of
Fluid Mechanics, 36, 2004.
[9] T. Poinsot and D. Veynante. Theoretical and numerical combustion. R.T. Edwards, Inc.,
2005.
[10] J. Peterson. Dissipation and dispersion. Technical Report, 2016.
[11] S.B. Pope. Turbulent flows. Cambridge University Press, 2000.
[12] B.J. Boersma. Direct simulation of a jet diffusion flame. Center for Turbulence Research
Annual Research Briefs, 1998.
[13] I. Danaila and B.J. Boersma. Mode interaction in a forced homogeneous jet at low Reynolds
numbers. Center for Turbulence Research Annual Research Briefs, 1998.
[14] B.J. Boersma. Direct numerical simulation of a turbulent reacting jet. Center for Turbulence
Research Annual Research Briefs, 1999.
[15] CKW Tam and Z. Dong. Radiation and outflow boundary conditions for direct computation of
acoustic and flow disturbances in a nonuniform mean flow. Journal of Computational Acoustics,
4(2):175–201, 1996.
[16] L. Dong, L. Guo, X. Zhang, and H. GuoWe. A numerical study of a turbulent mixing layer
and its generated noise. Physics Mechanics and Astronomy, 56(6):1157–1164, 2013.
162

[17] C. Bogey, C. Bailly, and D. Juve. Numerical simulation of sound generated by vortex pairing
in a mixing layer. AIAA Journal, 38(12), 2000.
[18] A. Uzun. 3-D Large Eddy Simulation for jet aeroacoustics. PhD dissertation, Purdue University, Department of Mechanical Engineering, December 2003.
[19] C.C.M. Lui. A numerical investigation of shock associated noise. PhD dissertation, Stanford
University, Department of Mechanical Engineering, September 2003.
[20] B. Rembold. Direct and Large Eddy Simulation of Compressible Rectangular Jet flow. PhD
dissertation, Swiss Federal Institute of Technology, May 2003.
[21] K.W. Thompson. Time dependent boundary conditions for hyperbolic systems. Journal of
Computational Fluids, 68:1–24, 1987.
[22] J. Ko, D. Lucor, and P. Sagaut. Sensitivity of two-dimensional spatially developing mixing
layers with respect to uncertain inflow conditions. Physics of Fluids, 20, 2008.
[23] P.D. Moore. Direct Numerical Simulation of a low Reynolds number subsonic jet and the
associated sound field. PhD dissertation, University of Sydney, October 2009.
[24] J.B. Freund. Proposed inflow/outflow boundary condition for direct computation of aerodynamic sound. AIAA Journal, 35(4):740–742, 1997.
[25] C. Walchshofer, H. Steiner, and G. Brenn. Robust outflow boundary conditions for strongly
buoyant turbulent jet flames. Flow, Turbulence and Combustion, 86:713–734, 2011.
[26] H.B. Pina, H.R. Leon, and C.C. Castaneda. Analysis of flow evolution and thermal instabilities
in the near-nozzle region of a free plane laminar jet. Hindawi Publishing Corporation, 2015.
[27] K. Akselvoll and P. Moin. Large-eddy simulation of turbulent confined coannular jets. Journal
of Fluid Mechanics, 315:387–411, 1996.
[28] M.P. Ruith, P. Chen, and E. Meiburg. Development of boundary conditions for direct numerical simulations of three-dimensional vortex breakdown phenomena in semi-infinite domains.
Computers and Fluids, 33:1225–1250, 2004.
[29] A. Agarwal, B.J. Boersma, and A.K. Prasad. Direct numerical simulation of a turbulent
axisymmetric jet with buoyancy induced acceleration. Flow, Turbulence and Combustion,
73:277–305, 2004.
[30] T.B. Gohil, A.K. Saha, and K. Muralidhar. Control of flow in forced jets: a comparison of
round and square cross sections. Journal of Visualization, 13:141–149, 2010.
[31] B. Trettel. Outflow boundary conditions for low Mach buoyant computational fluid dynamics.
Masters thesis, University of Maryland, 2013.
[32] S. Das and S.C. Garrick. The effects of turbulence on nanoparticle growth in turbulent reacting
jets. Physics of Fluids, 22, 2010.
[33] T. Poinsot and S.K. Lele. Boundary conditions for direct simulations of compressible viscous
flows. Journal of Computational Physics, 101, 1992.
[34] R. Olsen. Time-dependent boundary conditions for multiphase flow. PhD dissertation, Norwegian University of Science and Technology, September 2004.
[35] Y. Wang. Direct Numerical Simulation of nonpremixed combustion with soot and thermal
radiation. PhD dissertation, University of Maryland, 2005.
163

[36] T.G. Almeida and F.A. Jaberi. Direct numerical simulations of a planar jet laden with evaporating droplets. International Journal of Heat and Mass Transfer, 49:2113–2123, 2006.
[37] X. Jiang and K.H. Luo. Spatial direct numerical simulation of the large vortical structures in
forced plumes. Flow, Turbulence and Combustion, 64:43–69, 2000.
[38] X. Jiang and K.H. Luo. Spatial dns of flow transition of a rectangular buoyant reacting free-jet.
Journal of Turbulence, 2001.
[39] F.Q. Hu, X.D. Li, and D.K. Lin. Absorbing boundary conditions for nonlinear Euler equations
and Navier-Stokes based on the perfectly matched layer technique. Journal of Computational
Physics, 227:4398–4424, 2008.
[40] S.A. Stanley, S. Sarkar, and J.P. Mellado. A study of the flowfield evolution and mixing in a
planar turbulent jet using direct numerical simulation. Journal of Fluid Mechanics, 450:377–
407, 2002.
[41] K. Luo, J. Fan, and K. Cen. Modulations on turbulent characteristics by dispersed particles
in gasâĂŞsolid jets. Proceedings of the Royal Society, 461:3279–3295, 2005.
[42] N. Okong and J. Bellan. Consistent boundary conditions for multicomponent real gas mixtures
based on characteristic waves. Journal of Computational Physics, 176:330–344, 2002.
[43] J.C. Sutherland and C.A. Kennedy. Improved boundary conditions for viscous, reacting,
compressible flows. Journal of Computational Physics, 191:502–524, 2003.
[44] C.S. Yoo and H.G. Im. Characteristic boundary conditions for simulations of compressible
reacting flows with multi-dimensional, viscous, and reaction effects. Combustion Theory and
Modelling, 2006.
[45] G. Lodato. Three-dimensional Boundary Conditions for Direct and Large-Eddy Simulation of
Turbulent Flows. Sub-Grid Scale Modeling for Near-Wall Region Turbulence. PhD dissertation,
INSA de Rouen, UMR CNRS 6614 CORIA, December 2008.
[46] A. Coussement. Direct numerical simulation and reduced chemical schemes for combustion of
perfect and real gases. PhD dissertation, Universite Libre de Bruxelles, January 2012.
[47] A. Sommerfeld. Partial differential equations in physics. Academic Press, New York, 1949.
[48] I. Orlanski. A simple boundary condition for unbounded hyperbolic flows. Journal of Computational Physics, 21, 1976.
[49] O.L. Svendsen, V.H. Hansteen, and A. McMurry. Characteristic equations and boundary
conditions. Technical Report, 2010.
[50] B. Wasistho, B. Geurts, and J. G. M. Kuerten. Simulation techniques for spatially evolving
instabilities in compressible flow over a flat plate. Computers and Fluids, 26:713–739, 1997.
[51] D.J. Bodony and S.K. Lele. On using large-eddy simulation for the prediction of noise from
cold and heated turbulent jets. Physics of Fluids, 17, 2005.
[52] T. Colonius, S.K. Lele, and P. Moin. Boundary conditions for direct computation of aerodynamic sound generation. AIAA Journal, 31(9), 1993.
[53] J. Berenger. A perfectly matched layer for the absorption of electromagnetic waves. Journal
of Computational Physics, 114(2):185–200, 1994.
164

[54] J. Whitney, P.O. Perrson, and J. Peraire. A perfectly matched layer method for the NavierStokes equations. Technical Report, 2006.
[55] S.P. Velu and K.A. Hoffmann. Perfectly matched layer boundary condition for twodimensional
Euler equations in generalized coordinate system. International Journal of Computational
Fluid Dynamics, 28:437–460, 2014.
[56] S. Palle and R.S. Miller. Analysis of high-pressure hydrogen, methane, and heptane laminar
diffusion flames: Thermal diffusion factor modeling. Combustion and Flame, 151:581–600,
2007.
[57] S. Palle. On Real Gas and Molecular Transport Effects in High Pressure Mixing and Combustion. PhD dissertation, Clemson University, December 2006.
[58] R. Vasudevan. Thermal diffusion coefficient modeling for high pressure combustion simulations.
Masters thesis, Clemson University, 2007.
[59] A. Korucu. Analysis of High Pressure H2/O2, H2/Air and Kerosene/Air Reacting Shear Flows
Including Soot Formation/Oxidation. PhD dissertation, Clemson University, December 2016.
[60] K.G. Harstad and J. Bellan. Interactions of fluid oxygen drops in fluid hydrogen at rocket
chamber pressures. International Journal of Heat and Mass Transfer, 41:3551–3558, 1998.
[61] R.C. Reid, J.M. Prausnitz, and B.E. Poling. The properties of gases and liquids. McGraw
Hill, Boston, Massachusetts, 1989.
[62] J. Foster. On Simulation and Modeling of Turbulent Non-Premixed Reacting Shear Flames at
Low And High Pressure. PhD dissertation, Clemson University, August 2012.
[63] C.A. Kennedy and M.H. Carpenter. Several new numerical methods for compressible shearlayer simulations. Applied Numerical Mathematics, 14:397–433, 1994.
[64] Z. Wang, P. He, Y. Lv, J. Zhou, J. Fan, and K. Cen. Direct numerical simulation of subsonic
round turbulent jet. Flow, Turbulence and Combustion, 84:669–686, 2010.
[65] P. Moin and K. Mahesh. Direct numerical simulation: A tool in turbulence research. Annual
Review of Fluid Mechanics, 30:539–578, 1998.
[66] G. Lodato, P. Domingo, and L. Vervisch. Three-dimensional boundary conditions for direct
and large-eddy simulation of compressible viscous flows. Journal of Computational Physics,
227:5105–5143, 2008.
[67] B. Wasistho, B. Geurts, and J. G. M. Kuerten. Simulation techniques for spatially evolving
instabilities in compressible flow over a flat plate. Computers and Fluids, 26(7):713–739, 1997.
[68] D. H. Rudy and J. C. Strikwerda. A non-reflecting outflow boundary condition for subsonic
Navier-Stokes calculations. Journal of Computational Physics, 36:55–70, 1980.
[69] T.S. Lund. Generation of turbulent inflow data for spatially-developing boundary layer simulations. Journal of Computational Physics, 140:233–258, 1998.
[70] M. Klein, A. Sadiki, and J. Janicka. A digital filter based generation of inflow data for
spatially developing direct numerical or large eddy simulations. Journal of Computational
Physics, 186:652–665, 2003.
[71] U. Ehrenstein and F. Gallaire. On two-dimensional temporal modes in spatially evolving open
flows: the flat-plate boundary layer. Journal of Fluid Mechanics, 536:209–218, 2005.
165

[72] Gramer, L. Kelvin-helmholtz instabilities.
https://www.rsmas.miami.edu/users/isavelyev/GFD-2/KH-I.pdf.
[73] M.V. Shestakov, V.M. Dulin, M.P. Tokarev, D.P. Sikovsky, and D.M. Markovich. Piv study
of large-scale flow organisation in slot jets. International Journal of Heat and Fluid Flow,
51:335–352, 2015.
[74] E. Gutmark and I. Wygnanski. The planar turbulent jet. Journal of Fluid Mechanics, 73:465–
495, 1976.
[75] B.R. Ramaprian and M.S. Chandrasekhara. LDA measurements in plane turbulent jets. Journal of Fluids Engineering, 107:264–271, 1985.
[76] F.O. Thomas and Prakash K.M.K. An experimental investigation of the natural transition of
an untuned planar jet. Physics of Fluids, 3:90–105, 1991.
[77] A.K.M.F. Hussain and A.R. Clark. Upstream influence on the near field of a plane turbulent
jet. Physics of Fluids, 20:1416–1426, 1977.
[78] J.W. Foster and R.S. Miller. A priori analysis of subgrid mass diffusion vectors in high pressure
turbulent hydrogen/oxygen reacting shear layer flames. Physics of Fluids, 24, 2012.
[79] Z. Ma, A. Korucu, and R.S. Miller. A priori analysis of subgrid-scale pressure and heat flux in
high pressure mixing and reacting shear layers. Combustion Theory and Modelling, 19:807–832,
2015.
[80] J. Bardina, J.H. Ferziger, and W.C. Reynolds. Improved turbulence models based on large eddy
simulations of homogeneous, incompressible, turbulent flows. Dept of Mechanical Engineering,
Stanford University, 1983.
[81] M. Germano, U. Piomelli, P. Moin, and W.H. Cabot. A dynamic subgrid scale eddy viscosity
model. Physics of Fluids A: Fluid Dynamics, 3, 1991.
[82] S. Ghosal, T. Lund, T.S. Moin, and K. Akselvoll. A dynamic localization model for large-eddy
simulation of turbulent flows. Journal of Fluids Mechanics, 282:1–27, 1994.
[83] C. Meneveau, T.S. Lund, and W.H. Cabot. A Lagrangian dynamic subgrid-scale model of
turbulence. Journal of Fluids Mechanics, 319:233–242, 1996.
[84] R.S. Miller and J.W. Foster. Survey of turbulent combustion models for large-eddy simulations
of propulsive flowfields. AIAA Journal, 54(10), 2016.
[85] J. Villermaux and J.C. Devillon. Reprrsentation de la coalescence et de la redispersion des
domaines de segregation dans un fluide par un modele d’interaction phenomenologique. Proceedings of the Second International Symposium on Chemical Reaction Engineering (Elsevier,
New York), pages 1–13, 1972.
[86] C. Dopazo and E.E. O’Brien. An approach to the autoignition of a turbulent mixture. Acta
Astronautica, 1974.
[87] S.B. Pope. On the relationship between stochastic Lagrangian models of turbulence and second
order closures. Physics of Fluids, 6:973–985, 1994.
[88] R.O. Fox. On velocity-conditioned scalar mixing in homogeneous turbulence. Physics of Fluids,
8:2678–2691, 1996.

166

[89] S.B. Pope. A model for turbulent mixing based on shadow-position conditioning. Physics of
Fluids, 25, 2013.
[90] R. McDermott and S.B. Pope. A particle formulation for treating differential diffusion in
filtered density function methods. Journal of Computational Physics, 226:947–993, 2007.
[91] J. Janicka, W. Kolbe, and W. Kollman. Closure of the transport equation for the probability
density function of turbulent scalar fields. Journal of Non-Equilibrium Thermodynamics, 4:47–
66, 1977.
[92] R.L. Curl. Dispersed phase mixing: I. Theory and effects of simple reactors. AIChE Journal,
9:175–181, 1963.
[93] P.A. Nooren, H.A. Wouters, T.W.J. Peeters, D. Roekaerts, U. Mass, and D. Schmidt. Monte
carlo pdf modelling of a turbulent natural-gas diffusion flame. Combustion Theory and Modelling, 1:79–96, 1997.
[94] R.H. Kraichnan. Closures for probability distribution. Bulletin of the American Physical
Society, 34, 1989.
[95] H. Chen, S. Chen, and R.H. Kraichnan. Probability distribution of a stochastically advected
scalar field. Physical Review Letters, 63, 1989.
[96] S.B. Pope. Mapping closures for turbulent mixing and reaction. Theoretical and Computational
Fluid Dynamics, 2:255–270, 1991.
[97] S. Subramaniam and S.B. Pope. A mixing model for turbulent reactive flows based on euclidean
minimum spanning trees. Combustion and Flame, 115:487–514, 1998.
[98] M. Zhiyuam. A Posteriori Analysis of the Filtered Mass Density Function Modelling Approach for Turbulent Hydrogen-Oxygen Flames at Large Pressure. PhD dissertation, Clemson
University, August 2015.
[99] S. Liu and C. Tong. Investigation of subgrid-scale mixing of reactive scalar perturbations from
flamelets in turbulent partially premixed flames. Combustion and Flame, 162, 2015.
[100] S. Liu. Investigation of subgrid-scale mixing in turbulent plane jets and turbulent jet flames.
PhD dissertation, Clemson University, December 2014.
[101] L. Wang. On discrete representation of filtered density functions for turbulent combustion.
Center for Turbulence Research, Annual Research Briefs, 2007.
[102] Y. Hardalupas, N. Soulopoulos, V. Stetsyuk, and A.M.K. Taylor. Experimental assessment of
subgrid scale probability density function models for large eddy simulation. 16th International
Symposium on Applications of Laser Techniques to Fluid Mechanics, 2012.
[103] V. Stetsyuk, N. Soulopoulos, Y. Hardalupas, and A.M.K. Taylor. Experimental assessment of
presumed filtered density function models. Physics of Fluids, 27, 2015.
[104] C.B. da Silva and J.C.F Pereira. Invariants of the velocity-gradient, rate-of-strain, and rateof-rotation tensors across the turbulent/nonturbulent interface in jets. Physics of Fluids, 20,
2008.
[105] J. Boussinesq. Essai sur la theorie des eaux courantes. Memoires presentes par divers savants
a l’Academie des Sciences, 23:1–680, 1877.

167

[106] X. Yang and H. Ma. Linear and nonlinear eddy-viscosity turbulence models for a confined
swirling coaxial jet. An International Journal of Computation and Methodology, 43:289–305,
2011.
[107] Craft, T.J. Non-linear eddy-viscosity models – 1.
http://www.ims.nus.edu.sg/Programs/wbfst/files/NLEVM1.PDF.
[108] Craft, T.J. Non-linear eddy-viscosity models – 2.
http://www.ims.nus.edu.sg/Programs/wbfst/files/NLEVM2.PDF.
[109] G.A. Gerolymos and I. Vallet. Wall-normal-free near-wall Reynolds-stress model for complex
3-d compressible flows. European Congress on Computational Methods in Applied Sciences
and Engineering, 2000.
[110] D. Livescu and J.R. Ristorcelli. Variable-density mixing in bouyancy-driven turbulence. Journal of Fluid Mechanics, 605:145–180, 2008.
[111] J.R. Ristorcelli. A representation for the turbulent mass flux contribution to Reynolds-stress
and two-equation closure for compressible turbulence. ICASE Rep. 93-88. NASA Langley
Research Center, Hampton, VA, 1993.
[112] F.S. Lien and M.A. Leschziner. Assessment of turbulent-transport models including nonlinear
rng eddy-viscosity formulation and second-moment closure for flow over a backward-facing
step. Computers and Fluids, 23:983–1004, 1994.
[113] B.J. Daly and F.H. Harlow. Transport equations of turbulence. Physics of Fluids, 13:2634–
2649, 1970.
[114] G.L. Mellor and H.J. Herring. A survey of mean turbulent field closure models. AIAA Journal,
11:590–599, 1973.
[115] K. Hanjalic and B.E. Launder. Contribution towards a Reynolds stress closure for low Reynolds
number turbulence. Journal of Fluid Mechanics, 74:593–610, 1976.
[116] B.A. Younis, T.B. Gatski, and C.G. Speziale. Towards a rational model for the triple velocity
correlations of turbulence. NASA Langley Research Center, Hampton, VA, 1999.
[117] A.F. Kurbatskii and Poroseva S.V. Modelling turbulent diffusion in a rotating cylindrical pipe
flow. International Journal of Heat and Fluid Flow, 20:341–348, 1999.
[118] Poroseva S.V. Wall corrections in modeling rotating pipe flow. Center for Turbulence Research
Annual Research Briefs, 2001.
[119] J.V. Babu and K. Sinha. Reynolds stress models applied to canonical shock-turbulence interaction. Journal of Turbulence, 17:653–687, 2017.
[120] B.E. Launder, G.J. Reece, and W. Rodi. Progress in the development of a Reynolds-stress
turbulence closure. Journal of Fluid Mechanics, 68:537–566, 1975.
[121] M.M. Gibson and B.E. Launder. Ground effects on pressure fluctuations in the atmospheric
boundary layer. Journal of Fluid Mechanics, 86:491–511, 1978.
[122] C.G. Speziale, S. Sarkar, and T.B. Gatski. Modelling the pressure-strain correlation of turbulence: an invariant dynamical systems approach. Journal of Fluid Mechanics, 227:245–272,
1991.

168

[123] T.B. Gatski and C.G. Speziale. On explicit algebraic stress models for complex turbulent
flows. NASA Langley Research Center, Hampton, VA, 1992.
[124] V. Adumitroiae, J.R. Ristorcelli, and D.B. Taulbee. Progress in Favre Reynolds stress closure.
Physics of Fluids, 9:2696–2719, 1999.
[125] C. Cambon, G.N. Coleman, and N.N. Mansour. Rapid distortion analysis and direct simulation
of compressible homogeneous turbulence at finite Mach number. Journal of Fluid Mechanics,
257:641–665, 1993.
[126] C.A. Gomez and S.S. Girimaji. Toward second-moment closure modelling of compressible
shear flows. Journal of Fluid Mechanics, 773:325–369, 2013.
[127] A.W. Vreman, N.D. Sandham, and K.H. Luo. Compressible mixing layer growth rate and
turbulence characteristics. Journal of Fluid Mechanics, 320:235–258, 1996.
[128] C. Pantano and S. Sarkar. A study of compressibility effects in the high-speed turbulent shear
layer using direct simulation. Journal of Fluid Mechanics, 451:329–371, 2002.
[129] R.D. Cecora, R. Radespiel, B. Eisfeld, and A. Probst. Differential Reynolds-stress modeling
for aeronautics. AIAA Journal, 53, 2015.

169

