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FRACTIONAL ISOMORPHISM OF GRAPHONS
JAN GREBI´K AND ISRAEL ROCHA
Abstract. In this paper we work out the theory of fractional isomorphism of graphons as a general-
ization to the classical theory of fractional isomorphism of finite graphs. The generalization is given
in terms of Markov operators on a Hilbert space and it is characterized in terms of iterated degree
distributions, homomorphism density of trees, weak isomorphism of a conditional expectation with re-
spect to invariant sub-σ-algebras and isomorphism of certain quotients of given graphons. Our proofs
use a weak version of the mean ergodic theorem, and correspondences between objects such as Markov
projections, sub-σ-algebras, conditional expectation, etc. That also provides an alternative proof for
the characterizations of fractional isomorphism of graphs without the use of Birkhoff–von Neumann
Theorem.
1. Introduction
In this paper we introduce the notion fractional isomorphism of graphons, which is the suitable
counterpart for fractional isomorphism of graphs. Graphons, introduced by Borgs, Chayes, Lova´sz, So´s,
Szegedy, and Vesztergombi [11], [3], [4], emerged as limit objects in the theory of dense graph limits. We
refer the reader to the book [12] for the detailed treatment of the subject.
Our aim in the introduction is to recall all equivalent concepts that describes the notion of fractional
isomorphism for finite graphs and introduce the corresponding counterparts for graphons. Here, we
follow [16]. If we view the theory of graphons in the intersection of combinatorics and analysis, fruitfully
contributing to both, then we must admit that the concepts that we are about to introduce lie more on the
analytic side. Therefore, we decided to spend more time in the introduction discussing the motivations
and translations between the finite world and measurable world. We hope that the ideas sketched in the
introduction would make the concept of fractional isomorphism of graphons understandable for people
coming from the combinatorial side without a strong background in analysis. Besides, the combination of
the introduction with the classical results that we collect in the appendix should be enough to understand
why and how the concepts interact. We will see that many difficulties appear when trying to extend the
definitions and proving meaningful characterizations. Before we discuss that in the next sections, let us
try to convince the reader of the importance of this concept for the isomorphism problem at the same
time that we give some basics of fractional isomorphism of graphs.
We start by recalling that two finite graphs G and H are isomorphic if there is a bijection ϕ between
V (G) and V (H) that fully preserves the graph structure, i.e., ϕ sends edges to edges and non-edges
to non-edges. Deciding if such a bijection exists, i.e., if two given graphs G and H are isomorphic,
is a notorious difficult problem in computer science. It is not known if this problem can be solved in
polynomial time nor to be NP-complete. Nevertheless, many relaxations of the isomorphism problem
have been investigated, one in particular has theoretical and practical interest; the fractional isomorphism
decision problem which can be resolved in polynomial time. We note that G and H are isomorphic if
there is a permutation matrix P such that AP = PB where A (resp. B) is the adjacency matrix of G
(resp. H). It is clear that every permutation matrix P is positive and the sum of entries of each row
and column are equal to 1, or equivalently P ≥ 0 and P1 = PT1 = 1. Having this in mind we say
that finite graphs G and H are fractionally isomorphic if there is a doubly stochastic matrix S such that
AS = SB. By a doubly stochastic matrix we mean a matrix S such that S ≥ 0 and S1 = ST1 = 1. It
follows directly from the definition that fractional isomorphism is a relaxation of isomorphism. Besides,
it is easy to see that every doubly stochastic matrix is a square matrix and therefore G and H can be
fractionally isomorphic only if |V (G)| = |V (H)|.
A general attempt to characterize the isomorphism type of a given graph is to find an invariant
that is easy to compute and that would distinguish graphs that are not isomorphic. For example, the
assignment v 7→ degG(v) distinguishes graphs that have different degrees of vertices. Or the assignment
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2 JAN GREBI´K AND ISRAEL ROCHA
v 7→ {degG(w) : w ∈ N(v)} describes the degrees of the neighbors, thus providing a finer information.
Iterating this construction yields the so-called iterated degree sequence D(G). Formally we define
d1(G) = {degG(v) : v ∈ V (G)} and d1(v) = {degG(w) : w ∈ N(v)}
and then inductively
dk+1(G) = {dk(v) : v ∈ V (G)} and dk+1(v) = {dk(w) : w ∈ N(v)}.
Finally, we put D(G) = (dk(G))k∈N. It turns out that this sequence is tightly related to fractional
isomorphism of graphs. Namely, the iterated degree sequence is used to construct the color refinement
algorithm, a simple and efficient heuristic to test whether two graphs are isomorphic. The algorithm
computes a coloring of the vertices of two graphs based on its iterated degree sequences and compare its
colorings. Whenever they are different, we say that color refinement distinguishes the graphs. When-
ever they are the same, we do not know whether or not they are isomorphic. Fortunately, the results
from Babai, Erdo˝s, and Selkow in the paper [1] imply that color refinement distinguishes almost all
non-isomorphic graphs, and in practice this algorithm performs well. Other advanced graph isomor-
phism algorithms and almost all practical isomorphism softwares uses color refinement underneath. This
heuristic goes beyond isomorphism testing and is also useful in a number of other problems (see [7] for
further reading). Noticeable, and most relevant for our investigation, is that color refinement does not
distinguish G and H if and only if G and H are fractionally isomorphic, which was proved by Tinhofer
[18], [19]. That suggests the importance of the concept of fractional isomorphism.
There are additionally other compelling interpretations of this concept which are given by different
characterizations. Before we summarize the most important equivalences, we need to introduce equitable
partitions and homomorphism vectors. An equitable partition1 of G is a sequence C = {Cj}j<s that is
a partition of V (G), i.e.,
⊔
j<s Cj = V (G), and degG(v0, Cj) = degG(v1, Cj) for every i, j < s such
that v0, v1 ∈ Ci. That is to say that each induced subgraph G[Ci] must be regular and each of the
bipartite graphs G[Ci, Cj ] must be biregular. The parameters of C are given by a pair (n, C), where n
is a s-dimensional vector and C is s× s square matrix such that n(j) = |Cj | and C(i, j) = degG(v, Cj),
for some v ∈ Ci. That is, the parameters of C are the numerical information that we can read from C.
If G and H admit equitable partitions C and D that can be indexed in such a way that the parameters
of C and D are the same, then we say that G and H have a common equitable partition. We say that a
partition C is coarser than a partition D if every element of D is a subset of some element of C. It is not
hard to verify that every finite graph admits a coarsest equitable partition, i.e., equitable partition that
is coarser than any other equitable partition.
Let Hom(F,G) be the set of all homomorphism from F to G, i.e., number of maps ϕ : V (F )→ V (G)
that sends edges to edges. A result of Lovasz [10] from 1967 states that G and H are isomorphic if and
only if
{|Hom(F,G)|}F = {|Hom(F,H)|}F ,
where F runs over all finite graphs. This homomorphism vectors will decades later appear in the core of
the theory of graph limits, making a bridge between functional analysis and graph theory. Notice that
it is natural to ask how the notion of isomorphism changes if we require the homomorphism vectors to
be the same only on a fixed subclass of finite graphs. We will see that this is an important idea behind
fractional isomorphism.
Having recalled the concepts we are ready to summarize the relevant characterizations for the purposes
of this article. We include the references for the corresponding definitions and proofs.
Theorem 1.1. Let G and H be finite graphs. Then the following are equivalent:
(1) |Hom(T,H)| = |Hom(T,G)| for every finite tree T [5].
(2) D(G) = D(H), i.e., G and H have the same iterated degree sequences [18, 19].
(3) G and H have a common coarsest equitable partition [18].
(4) G and H are fractionally isomorphic.
(5) G and H have some common equitable partition [13].
The main contribution of this paper is to introduce a counterpart to the notion of fractional isomor-
phism for graphons and to obtain counterpart to Theorem 1.1. Before we introduce analogous concepts for
graphons we recall the basic setting. A graphon is a symmetric measurable function W : X ×X → [0, 1]
where (X,B) is a standard Borel space endowed with a Borel probability measure µ. We write W0 for
the space of all graphons after identifying graphons that are equal almost everywhere. This makes W0
1Here and throughout the paper we follow the definition of equitable partition from [16], not to be confused with the
definition of an equitable partition in the formulation of Szemere´di regularity lemma.
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a subset of L∞(X ×X,µ× µ) or L2(X ×X,µ× µ) and one may consider the distance inherited on W0
from the corresponding norms. However, the most relevant notion of distance for studying graphons as
dense graph limits comes from the cut-norm and is defined as
d2(W,U) = sup
A,B⊆X
∫
A×B
|W − U | dµ× µ
where the supremum runs over all measurable subsets A,B of X. The cut-distance δ2 is then defined as
δ2(W,U) = inf
ϕ
d2(W
ϕ, U),
where Wϕ(x, y) = W (ϕ(x), ϕ(y)) and the infimum runs over all ϕ : X → X measurable measure
preserving bijections of X. Considering Wϕ and W the same is the measurable analogue of considering
two finite graphs the same if they are isomorphic. However, in the qualitative version given by d2 we
might get δ2(W,U) = 0 while there is no single ϕ such that W
ϕ = U . Therefore, we say that W and
U are isomorphic if we have ϕ such that Wϕ = U for some measurable measure preserving bijection
ϕ : X → X. Besides, we say that W and U are weakly isomorphic if δ2(W,U) = 0. Notice that it follows
that δ2 is only a pseudometric onW0. We write W˜ for the weak equivalence class of the graphon W and
W˜0 for the quotient space W0 modulo weak equivalence. It is easy to see that δ2 might be considered
as distance on W˜0 and it is one of the main result in the theory of graphons that (W˜0, δ2) is a compact
metric space (See [11]).
An equivalent description of convergence in the space W˜0 can be obtained via homomorphism densities.
Let F and G be finite graphs. The homomorphism density of F in G is defined as
t(H,G) =
|Hom(H,G)|
|V (G)||V (H)| .
That is, t(H,G) is the probability that a random map is a homomorphism. Note that the notion is
invariant under isomorphism. The analogous notion for graphons is defined as
t(F,W ) =
∫
y∈XV (F )
∏
{v,w}∈E(F )
W (y(v), y(w)) dµ⊕|V (F )|(y)
and it is not hard to see that t(F,W ) = t(F,U) whenever W and U are weakly equivalent. Remarkably,
the authors of [11, 3] prove the equivalence between two types of convergence: a sequence of graphons Wn
converges to W in the cut-distance if and only if for every finite graph F we have t(F,Wn)→ t(F,W ).
Let G be a finite graph. The natural way to represent G as a graphon is to enumerate V (G) =
{v0, . . . , vk−1}, take a partition of X into k-many equimeasurable pieces, say {Ai}i<k, and then define
the corresponding graphon WG that takes values only in the set {0, 1} as
WG(x, y) = 1 ⇔ (∃i, j < k) x ∈ Ai, y ∈ Aj , {vi, vj} ∈ E(G).
We have t(F,G) = t(F,WG). However, once the quantities are normalized we lose the information
about |V (G)|. What we mean is that there are finite graphs G and H such that WG and WH are
weakly isomorphic and |V (G)| 6= |V (H)|. That shows a dissimilarity with Lova´sz’s theorem about
homomorphism vectors. A similar phenomena must necessarily occur in our approach to fractional
isomorphism of graphons, since it will be a coarser equivalence relation than weak isomorphism. In
this case, this contrasts with the fact that all conditions in Theorem 1.1 imply that |V (G)| = |V (H)|.
However, as in the case of weak equivalence we show that two graphs G and H of the same size are
fractionally isomorphic as graphons if and only if they are fractionally isomorphic as graphs.
Now we introduce the counterparts of the concepts that appear in Theorem 1.1. Throughout the text
it is convenient to view a graphon W as a self-adjoint integral kernel with the corresponding integral
operator TW : L
2(X,µ)→ L2(X,µ) defined as
TW (f)(x) =
∫
X
W (x, y)f(y) dµ(y),
see for example [12, Section 7.5]. It is a standard fact that TW is a Hilbert-Schmidt operator, i.e.,
compact with countable spectrum.
Let Y be a standard Borel space with a probability measure ι. We follow [6] and say that an operator
S : L2(X,µ)→ L2(Y, ι) is a Markov operator if
• S ≥ 0, i.e., S(f) ≥ 0 whenever f ≥ 0,
• S(1X) = 1Y ,
• S∗(1Y ) = 1X .
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The class of Markov operators are infinite-dimensional analogues of doubly stochastic matrices.
Each partition C of V (G) corresponds uniquely to an equivalence relation on V (G) and vice-versa.
It might be tempting to think that the easiest way how to translate the notion of equitable partition
to a measurable setting is to work with so-called smooth equivalence relations on X, i.e., equivalence
relations induced by a measurable functions, together with the concept of measure disintegration (see
[8, Section 17]). Even though it can be verified that the notion that corresponds to equitable partitions
can be stated in this language, it turns out that these point-concepts in this context are much more
difficult to handle technically. It is much more convenient to work with the corresponding set-concept,
i.e., conditional expectations.
Recall that our underlying space is a standard Borel space (X,B) with a Borel probability measure µ.
We say that C is a relatively complete sub-σ-algebra of B if it is a sub-σ-algebra and Z ∈ C whenever there
is Z0 ∈ C such that µ(Z4Z0) = 0. Working with relatively complete sub-σ-algebras rather than sub-σ-
algebras helps only to avoid minor technical difficulties. For example the set L2(X, C, µ) of C-measurable
square-integrable functions is naturally a closed subspace of L2(X,µ).
We say that a closed linear subspace A ⊆ L2(X,µ) is W -invariant if TW (A) ⊆ A and we say that
relatively complete sub-σ-algebra C is W -invariant if L2(X, C, µ) is W -invariant. Our first observation
(which we will prove in the next section) is that C is W -invariant if and only if TW commutes with the
conditional expectation E( |C, X), i.e, TW ◦E( |C, X)(f) = E( |C, X) ◦ TW (f) for every f ∈ L2(X,µ). In
this case we define WC : X ×X → [0, 1]
WC = E(W |C × C, X ×X)
and call it a fraction of W . We anticipate that the concept of W -invariant relatively complete sub-σ-
algebras is the corresponding counterpart to the concept of equitable partitions. Namely, for a fixed
finite graph G we endow the set V (G) with the σ-algebra of all subsets. We identify the operator TG
with its adjacency matrix of G. The algebra generated by a partition {Cj}j<s is the unique algebra
that has {Cj}j<s as atoms and {Cj}j<s-measurable functions are the functions that are constant on
each Cj . It follows directly from the definition that the subalgebras that are G-invariant are exactly
those subalgebras that are generated by equitable partitions. As in the finite case, a trivial example of
W -invariant relatively complete sub-σ-algebra is B. Also, if we denote by 〈{∅, X}〉 the smallest relatively
complete sub-σ-algebra that contains {∅, X}, it is easy to see that 〈{∅, X}〉 is W -invariant if and only
if degW (x) is constant for µ-almost every X. In that case W〈{∅,X}〉 is the constant graphon with value∫
X×XW (x, y) dµ× µ.
The analogue of the coarsest equitable partition of a graph is the minimal W -invariant relatively
complete sub-σ-algebra. It is easy to see that such sub-σ-algebra always exists and we denote it as C(W ).
A suitable way to describe C(W ) is to put CW0 = 〈{∅, X}〉 and then define inductively CWn+1 to be the
smallest relatively complete sub-σ-algebra such that
TW (L
2(X, CWn , µ)) ⊆ L2(X, CWn+1, µ).
The relatively complete sub-σ-algebra that is generated by
⋃
n∈N CWn is then C(W ).
Next, we describe informally the analogue of iterated degree sequence and we make it precise in
Sections 3, 4. First, we restate the concept from the finite case in the language of distributions. Note
that even though the language is different, the only thing that we actually do is normalizing. Let G
be a finite graph and put n = |V (G)|. We describe informally a map that encodes the iterated degree
sequence. In the first step define i1 = k1 : V (G)→ [0, 1] as
v 7→ |degG(v)|
n
.
Let A1 be the range of k1. Then we can assign to every v ∈ V (G) a distribution on A1 as
k2(v)({r}) = |{w ∈ N(v) : i1(w) = r}|
n
whenever r ∈ A1. In other words, the weight of r ∈ A1 from the point of view of v ∈ V (G) is the
normalized number of neighbors of v that have normalized degree r. We define i2(v) = (k1(v), k2(v)) and
let A2 be the range of i2. We continue iteratively to define k3(v) to be the distribution from the point
of view of v on A2, and so on. After infinitely many iterations we get a map v 7→ iG(v) where iG(v) is
an infinite vector of distributions where the range of iG is some set A∞. The map iG naturally encodes
an equivalence relation EG on V (G) defined as (v, w) ∈ EG if and only if iG(v) = iG(w). One can verify
that the map iG, the set A∞ and the sizes of EG-equivalence classes completely determines the iterated
degree sequence D(G). See Figure 1 for an example.
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Figure 1. Iterated degree sequence vs. iterated degree distribution of depth 2 on a
graph G where |V (G)| = 1200.
Let W be a graphon on X. We describe the first two steps of the construction. We remark that
the precise definition is slightly different than the one sketched here (we start with iW,0 and omit the
auxiliary functions kn). First, we define iW,1 = kW,1 : X → [0, 1] as
x 7→
∫
X
W (x, y) dµ(y).
For the second step, we fix x ∈ X and consider the push-forward of W (x, ) via i1, namely we define
kW,2(x)(A) =
∫
i−11 (A)
W (x, y) dµ(y)
whenever A ⊆ [0, 1] is a Borel set. This gives a Borel map
iW,2 : X →M≤1([0, 1])
from X to the space of all Borel measures of total mass at most 1 (see Appendix B for notation). Then
we define iW,2 = (kW,1(x), kW,2(x)). Continuing inductively we produce, as in the finite case, a map
x 7→ iW (x), where iW (x) is an infinite vector of measures on some spaces. Important thing is that
one can inductively define a compact metric space of all such infinite vectors, i.e., there is a compact
metric space M such that iW : X → M for every graphon W . We call M the space of iterated degree
distributions. The information about the sizes of the equivalence classes EG described above are replaced
by a distribution νW on M that is a push-forward of µ via iW . Finally, νW provides the analogue of
iterated degree sequence.
We remark that when we represent finite graphs as graphons, then it is during the push-forward of
the measure where we loose the information about the size of the graph. For example if H and G are
regular with the same relative degree, i.e., degG(v)|V (G)| =
degH(w)
|V (H)| , then the range of iH and iG is the same
single vector, in fact only the range of i1 matters in this case, and in both cases there is a single EG
(resp. EH) equivalence class. Therefore, the push-forward distribution is the Dirac measure supported
on this unique vector and the information about the size of H (resp. G) is lost. We notice that it is
trivial to get the information about sizes of EH equivalence classes from the push-forward distribution
and the size of H.
As a next step we extract crucial properties of measures of the form νW in order to define abstractly
a subspace of Borel probability measures on M. That space we call distributions on iterated degree
distributions (DIDD). There are two key properties of DIDD. First, we describe a construction that
produces from each DIDD ν an integal kernel U [ν] with the property that WC(W ) and U [νW ] are weakly
isomorphic for every graphon W . The main observation here is that each vector iW (x) naturally encodes
a measure on M that is absolutely continuous with respect to νW . Second, there is a family of real-valued
continuous functions T on M such that for every f ∈ T there is a finite tree T such that
t(T,W ) =
∫
f dνW = t(T,U [νW ])
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whenever W is a graphon. Moreover, T is rich enough so that for every pair ν0 6= ν1 of DIDD there is
f ∈ T such that ∫
f dν0 6=
∫
f dν1.
Finally, the reason why we work with standard Borel spaces is to be able to create quotient spaces.
Namely, for every C that is a relatively complete sub-σ-algebra of B there is a standard Borel space
(Y,D) with a probability measure ι and a C-measurable map q : X → Y such that q−1(D) generates C
and ι is the push-forward of µ via q. Since this space is unique up to measure isomorphism we denote it
as (X/C, C), the probability measure as µ/C and the map as qC . We call it the quotient space of X by C
and define the graphon W/C on X/C as
(W/C)(qC(x), qC(y)) = WC(x, y).
It follows that W/C is well-defined and that WC and W/C are weakly isomorphic. In fact, the graphon
W/C(W ) is the twin-free copy of WC(W ), see [12, Section 13.1.1]. Moreover, we show that W/C(W ) is
isomorphic to U [νW ], where C(W ) is the minimal W -invariant relatively complete sub-σ-algebra of B.
Now we are ready to state our main result. The conditions are numbered in direct correspondence
with their counterparts from Theorem 1.1.
Theorem 1.2 (Characterizations of fractional isomorphism of graphons). Let W,U ∈ W0. Then the
following are equivalent:
(1) t(T,U) = t(T,W ) for every finite tree T ;
(2) νW = νU , where νW and νU are the DIDD that we assign to W and U , respectively;
(3) W/C(W ) and U/C(U) are isomorphic,
(4) there is a Markov operator S : L2(X,µ)→ L2(X,µ) such that TW ◦ S = S ◦ TU ,
(5) there is a W -invariant relatively complete sub-σ-algebra C and a U -invariant relatively complete
sub-σ-algebra D such that WC and UD are weakly isomorphic.
We say that U and W are fractionally isomorphic if one of the conditions above is satisfied.
The remaining of the paper is dedicated to make the definitions and statements precise and also to
establish the basic tools for the proof of Theorem 1.2. The paper is organized as follows. In Section 2 we
prove basic observations about relatively complete sub-σ-algebras, invariant subspaces and the minimal
algebra C(W ). In Section 3 we construct the space M, define DIDD, and show the correspondence
between integral kernels and DIDD. In Section 4 we prove the main technical result about the collection
of tree functions T defined on M. Finally, in Section 5 we prove Theorem 1.2. In Appendices A, B, C, D,
and E we collect several well-known facts about standard Borel spaces, spaces of probability measures,
and the connection between sub-σ-algebras, conditional expectations, and Markov operators that we
need in our proof. Next, we finish the section with a few observations and open questions.
1.1. Further remarks and problems. A direct consequence of (1) in Theorem 1.2 is that the assign-
ment
W˜ 7→ W˜C(W )
is a well defined map from W˜0 to W˜0 with the property that if there are two sequences of graphons
Wn →δ2 W and Un →δ2 U such that Wn and Un are fractionally isomorphic for every n < ω, then W
and U are fractionally isomorphic. That is, the equivalence induced by fractional isomorphism is closed
in the product space W˜0×W˜0 endowed with the product topology. In particular if U and W are weakly
isomorphic, then they are fractionally isomorphic. We denote the range of the aforementioned map
as F ⊆ W˜0 and call elements of F fraction-free graphons. It follows from (3) in Theorem 1.2 that the
restriction of the equivalence induced by fractional isomorphism on F is equal to the equivalence induced
by weak isomorphism. Finally, it follows again from (1) in Theorem 1.2 combined with Theorem B.1
and Proposition 4.4 that W˜ 7→ νW is a cut-distance continuous map and therefore the set of those DIDD
that correspond to graphons is closed subset of M≤1(M).
Question 1.3. Is W˜ 7→ W˜C(W ) cut-distance continuous? Or equivalently, is F closed in W˜0?
Question 1.4. Let W,U ∈ W0 be fractionally isomorphic. Is it possible to find sequences {Gn}n<ω and
{Hn}n<ω of finite graphs such that Gn is fractionally isomorphic to Hn for each n < ω and
Gn →δ2 W and Hn →δ2 U?
A positive answer to the second question together with the previous observation would provide a new
characterization in Theorem 1.2.
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2. Subalgebras
2.1. Kernels. Let (X,B) be a standard Borel space and µ be a probability measure on X, i.e., µ ∈ P(X).
In this paper an integral kernel on X is a B × B-measurable map
W : X ×X → [0, 1].
The corresponding integral operator TW : L
2(X,µ)→ L2(X,µ) defined as
TW (f)(x) =
∫
X
W (x, y)f(y) dµ
is a well-defined Hilbert-Schmidt integral operator (see [15, Chapter 4, Exercise 15]). We consider integral
kernels W and U on X to be the same if TW = TU . This is equivalent with U(x, y) = W (x, y) for µ×µ-
almost every (x, y) ∈ X × X (Theorem A.3). In other words, U and W are the same as elements of
L∞(X × X,µ × µ). We say that an integral kernel W is a graphon (on X) if W (x, y) = W (y, x) for
µ× µ-almost every (x, y) ∈ X ×X.
Claim 2.1. Let W be an integral kernel on X. Then TW is self-adjoint if and only if W is a graphon.
Proposition 2.2. Let W be a graphon, V ⊆ L2(X,µ) be a closed linear subspace and PV be the corre-
sponding orthogonal projection, i.e., PV is self-adjoint, PV ◦ PV = PV , and PV (L2(X,µ)) = V . Then
the following are equivalent
(1) TW (V ) ⊆ V ,
(2) there is an orthonormal basis of V made of eigenvectors of TW ,
(3) TW commutes with the projection PV ,
(4) TW (V
⊥) ⊆ V ⊥, where V ⊥ = {f ∈ L2(X,µ) : (∀g ∈ V ) 〈f, g〉 = 0}.
Proof. Suppose that (1) holds and let f ∈ V ⊥. Then
〈TW (f), g〉 = 〈f, TW (g)〉 = 0
whenever g ∈ V . This shows that TW (f) ∈ V ⊥ and (4) follows. A symmetric argument shows the
equivalence (1) ⇔ (4).
Suppose that (1) and (4) holds. Fix f ∈ L2(X,µ) together with f0 ∈ V and f1 ∈ V ⊥ such that
f = f0 + f1. Then we have
TW ◦ PV (f) = TW (f0) = PV (TW (f0) + TW (f1)) = PV ◦ TW (f)
and (3) follows.
The implication (3)⇒ (2) follows from the Spectral Theorem for Hilbert-Schmidt operators (see [15]).
Finally, the implication (2) ⇒ (1) is trivial. 
We say that a closed linear subspace V ⊆ L2(X,µ) is W -invariant if TW (V ) ⊆ V . It follows that if
W is a graphon, then this notion is equivalent to any of the conditions from Proposition 2.2.
2.2. Conditional Expectation and Invariant Subspaces. Let (X,B) be a standard Borel space and
µ ∈ P(X).
Definition 2.3 (Relative complete sub-σ-algebra). We say that C ⊆ B is a µ-relatively complete sub-
σ-algebra of B if it is a sub-σ-algebra and Z ∈ C whenever there is Z0 ∈ C such that µ(Z4Z0) = 0. We
define Θµ as the set of all µ-relatively complete sub-σ-algebras of B.
Since the measure µ is fixed we will only write relatively complete sub-σ-algebra.
Claim 2.4. Let Φ be a family of relatively complete sub-σ-algebra such that ∅ 6= Φ ⊆ Θµ. Then⋂
C∈Φ C ∈ Θµ.
If C ∈ Θµ, then we define L2(X, C, µ) to be the collection of those functions in L2(X,µ) that are
C-measurable.
Claim 2.5. Let C ∈ Θµ. Then L2(X, C, µ) is a closed linear subspace and
E( |C, X) : L2(X,µ)→ L2(X,µ)
is an orthogonal projection onto L2(X, C, µ)
Proof. This follows directly from Theorem C.1 parts (1), (2), and (3). 
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Let W be an integral kernel and C ∈ Θµ. In the introduction we assumed that W is a graphon and C
is W -invariant and then we defined a fraction WC of W as the conditional expectation with respect to
the algebra C × C. Here, we slightly abuse the notation and define WC as
WC = E(W |B × C, X ×X)
for every integral kernel W and any C ∈ Θµ. It follows from Theorem C.1 (8) that WC is an integral
kernel on X. We show in Claim 2.8 that for graphons and invariant algebras this definition and the
definition of a fraction are the same.
Claim 2.6. Let C ∈ Θµ. Then
TWC = TW ◦ E( |C, X).
In particular,
TW  L2(X, C, µ) = TWC  L2(X, C, µ).
Proof. Let f ∈ L2(X,µ) and set F (x, y) = f(y). First we need the following technical observation.
Subclaim 2.7. Let f ∈ L2(X,µ) and set F (x, y) = f(y). Then
E(F |B × C, X ×X)(x, ) = E(f |C, X)
for µ-almost every x ∈ X.
Proof. First suppose that f ∈ L∞(X,µ) and put G(x, y) = E(f |C, X)(y). Let A ∈ B and B ∈ C. Then
we have ∫
A×B
E(F |B × C, X ×X)(x, y) dµ× µ =
∫
A×B
F (x, y) dµ× µ =
∫
A×B
G(x, y) dµ× µ
by Theorem C.1 (9) and Fubini’s Theorem [2, Theorem 18.3]. Then we have E(F |B × C, X ×X) = G by
Theorem A.3 and another use of Fubini’s Theorem [2, Theorem 18.3] finishes the proof.
The general case follows from the fact that L∞(X,µ) is dense in L2(X,µ). 
Subclaim 2.7 together with Theorem C.1 (6) imply that
TWC (f)(x) =
∫
X
E(W |B × C, X ×X)(x, y)f(y) dµ(y) =
∫
X
E(W |B × C, X ×X)(x, y)F (x, y) dµ(y) =
=
∫
X
W (x, y)E(F |B × C, X ×X)(x, y) dµ(y) =
∫
X
W (x, y)E(f |C, X)(y) dµ(y) = TW (E(f |C, X))(x)
for µ-almost every x ∈ X. The additional part of the claim is an easy consequence. 
We say that C is W -invariant if L2(X, C, µ) is W -invariant, i.e., if TW (L2(X, C, µ)) ⊆ L2(X, C, µ). Or
equivalently by Claim 2.6
TWC ◦ E( |C, X) = TW ◦ E( |C, X) = E( |C, X) ◦ TW ◦ E( |C, X) = E( |C, X) ◦ TWC ,
i.e., TWC commutes with E( |C, X).
Claim 2.8. Let C ∈ Θµ be W -invariant. Then
WC = E(W |B × C, X ×X) = E(W |C × C, X ×X).
Moreover, if W is a graphon, then so is WC.
Proof. Let U = E(W |C × C, X ×X). We show that TWC = TU . First note that
TWC = TW ◦ E( |C, X) = E( |C, X) ◦ TW ◦ E( |C, X)
by the comment before this claim. Let f, g ∈ L2(X,µ) and let F (x, y) = f(y) and G(x, y) = g(x). We
have
〈TU (f), g〉 =
∫
X×X
G(x, y)E(W |C × C, X ×X)(x, y)F (x, y) dµ× µ =
=
∫
X×X
E(G|C × B, X ×X)(x, y)W (x, y)E(F |B × C, X ×X)(x, y) dµ× µ =
=
∫
X×X
E(g|C, X)(x)W (x, y)E(f |C, X)(y) dµ× µ = 〈TW ◦ E( |C, X)(f),E( |C, X)(g)〉
by Subclaim 2.7 together with Theorem C.1 (3), (4), (5), and (6). That implies TU = TWC by Proposi-
tion A.2.
For the moreover part it is enough to show that TWC is self-adjoint by Claim 2.1. We have
〈TWC (f), g〉 = 〈E( |C, X) ◦ TW ◦ E( |C, X)(f), g〉 =
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= 〈f,E( |C, X) ◦ TW ◦ E( |C, X)(g)〉 = 〈f, TWC (g)〉
whenever f, g ∈ L2(X,µ) and that finishes the proof. 
Taking conditional expectation can be reformulated in the language of quotient spaces. First we recall
Theorem E.1 and slightly abuse the notation. For every C ∈ Θµ there is a standard Borel space (X/C, C),
probability measure µ/C ∈ P(X/C) and a Borel map qC : X → X/C such that q∗Cµ = µ/C. Moreover
there is a unique linear isometry
IC : L2(X/C, µ/C)→ L2(X,µ)
defined as
IC(f)(x) = f(qC(x))
that is a Markov operator onto L2(X, C, µ). If we define SC = I∗C , then SC is a Markov operator,
SC  L2(X, C, µ) is an isometrical isomorphism and SC = SC ◦ E( |C, X). It follows that SC ◦ IC is the
identity on L2(X/C, µ/C) and IC ◦ SC is equal to E( |C, X).
Definition 2.9. Let C ∈ Θµ be W -invariant. We define
W/C = SC×C(WC).
Proposition 2.10. Let W be an integral kernel and C ∈ Θµ be W -invariant. Then
(i) if W is a graphon, then W/C is a graphon. Furthermore, WC and W/C are weakly isomorphic,
(ii) TW/C ◦ SC = SC ◦ TWC ,
(iii) if W is a graphon, then we have TW/C ◦ SC = SC ◦ TW .
Proof. (i) It follows from Claim 2.8 that if W is a graphon, then WC is a graphon. By Theorem E.1 we
have
WC(x, y) = W/C(qC(x), qC(y))
for µ × µ-almost every x, y ∈ X and therefore W/C(r, s) = W/C(s, r) for µ/C × µ/C-almost every
(r, s) ∈ X/C ×X/C. This gives that W/C is a graphon and since q∗Cµ = µ/C we get that WC and W/C
are weakly isomorphic because WC is a pull-back of W/C.
(ii) First we show that the equality holds for h ∈ L2(X, C, µ). By Theorem E.1 there is f ∈
L2(X/C, µ/C) such that IC(f) = h. Then we have
〈TW/C ◦ SC(h), g〉 = 〈TW/C ◦ SC(IC(f)), g〉 = 〈TW/C(f), g〉 =
=
∫
X/C×X/C
g(r)W/C(r, s)f(s) dµ/C × dµ/C =
=
∫
X×X
g(qC(x))WC(qC(x), qC(y))f(qC(y)) dµ× dµ =
= 〈TWC ◦ IC(f), IC(g)〉 = 〈SC ◦ TWC (IC(f)), g〉 = 〈SC ◦ TWC (h), g〉
for every g ∈ L2(X/C, µ/C). This shows that TW/C ◦ SC(h) = SC ◦ TWC (h) for every h ∈ L2(X, C, µ)
by Proposition A.2. The general case in (ii) follows from SC = SC ◦ E( |C, X) together with TWC =
TWC ◦ E( |C, X), where the former holds by Theorem E.1 and the latter by Claim 2.6.
(iii) Suppose that W is a graphon. Then by Proposition 2.2 we have
E( |C, X) ◦ TW = TW ◦ E( |C, X).
This yields by (ii) and Claim 2.6
TW/C ◦ SC = SC ◦ TWC = SC ◦ TW ◦ E( |C, X) = SC ◦ E( |C, X) ◦ TW = SC ◦ TW
and the proof is finished. 
2.3. The Canonical Sequence {CWn }n∈N. Let W be an integral kernel on X.
Definition 2.11. We say that (D, E) is a W -invariant pair where D, E ∈ Θµ if
TW (L
2(X,D, µ)) ⊆ L2(X, E , µ).
Note that C ∈ Θµ is W -invariant if and only if (C, C) is a W -invariant pair. Suppose that C ∈ Θµ.
Then (C,B) is a W -invariant pair. It follows that the collection Φ(C) ⊆ Θµ of all D ∈ Θµ such that
(C,D) is a W -invariant pair is non-empty. We define
m(C) =
⋂
Φ(C).
By Claim 2.4 we have m(C) ∈ Θµ.
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Claim 2.12. Let C ∈ Θµ. Then (C,m(C)) is a W -invariant pair.
Proof. Let B = TW (f)
−1(A) where A ⊆ C is a Borel set and f ∈ L2(X, C, µ). Then B ∈ D for every
D ∈ Φ(C) by the definition of Φ(C). Therefore B ∈ m(C). This shows that TW (f) is m(C)-measurable
whenever f ∈ L2(X, C, µ). 
Let X ⊆ B. Then by Claim 2.4 there is a minimal relatively complete sub-σ-algebra that contains X .
We denote it as 〈X 〉.
Definition 2.13 (Canonical sequence {CWn }n∈N). Define CW0 = 〈{∅, X}〉 and inductively CWn+1 = m(CWn ).
Furthermore, we define
C(W ) =
〈⋃
n∈N
CWn
〉
.
Proposition 2.14. Let W be an integral kernel. Then C(W ) is the minimal W -invariant relatively
complete sub-σ-algebra of B.
Proof. It follows by induction that every C ∈ Θµ that is W -invariant must contain CWn for every n ∈ N
and therefore C(W ) ⊆ C.
Next we show that C(W ) is W -invariant. Let X denote the closure of ⋃n∈N L2(X, CWn , µ) in L2(X,µ).
Then we have X ⊆ L2(X, C(W ), µ) because L2(X, C(W ), µ) is closed by Claim 2.5 and⋃n∈N L2(X, CWn , µ) ⊆
L2(X, C(W ), µ) by the construction of C(W ). The continuity of TW gives TW (X ) ⊆ L2(X, C(W ), µ) be-
cause TW (L
2(X, CWn , µ)) ⊆ L2(X, C(W ), µ) for every n ∈ N by the construction of C(W ).
It is a standard fact that finite linear combinations of functions of the form 1A, where A ∈ C(W ), are
dense in L2(X, C(W ), µ). Another standard fact is that ⋃n∈N CWn is dense in C(W ) in the sense that for
every  > 0 and A ∈ C(W ) there is n ∈ N and B ∈ CWn such that µ(A4B) <  (see [8, Exercise 17.43]).
We have
||1A − 1B ||2 = µ(A4B)
whenever A,B ∈ B. This implies X = L2(X, C(W ), µ) and that finishes the proof. 
3. Distributions on iterated degree distributions (DIDD)
In this section we assign to a given graphon W a measure on a compact metric space M that encodes
the canonical sequence {CWn }n∈N and the graphon W/C(W ). Note that by Appendix E describing C ∈ Θµ
is basically the same as describing a surjective map qC : X → X/C. In the introduction we have motivated
and explained the connection with the iterated degree sequence and here we will get into the technical
details.
3.1. The Space M. Let K be a compact metric space. We denote by M≤1(K) the space of all Borel
measures of total mass ≤ 1 (see Appendix B for notation.) Let P 0 = {?} be the one-point space. Define
inductively
Pn+1 = M≤1
∏
i≤n
P i
 .
According to Appendix B, Pn is a compact metric space for every n ∈ N. We put
M =
∏
n∈N
Pn
and endow it with the product topology. Then by Tychonoff’s Theorem [15, Theorem A3], M is a
compact metric space.
In order to make the presentation more clear we fix the notation as follows. We define Mn =
∏
j≤n P
j
and
pn,k : Mk →Mn
to be the canonical projections, where n ≤ k ≤ ∞, and we define M = M∞.
Notice that for every α ∈M, we have α(n+ 1) ∈M≤1(Mn). This allows to define
P =
{
α ∈M : (∀n ∈ N) α(n+ 1) = p∗n,n+1α(n+ 2)
}
.
It follows from Kolmogorov’s Existence Theorem [2, Theorem 36.1] that for every α ∈ P there is a unique
µα ∈M≤1(M) such that
(1) p∗n,∞µα = α(n+ 1).
In fact, we have the following uniform version.
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Claim 3.1. The set P is closed in M and the map α 7→ µα that satisfies
p∗n,∞µα = α(n+ 1)
for every n ∈ N is a continuous map from P to M≤1(M).
Proof. Let Pn = {α ∈ M : α(n + 1) = p∗n,n+1α(n + 2)}. Then it follows from Theorem B.4 that Pn is
closed in M and it is easy to see that P =
⋂
n∈N Pn.
It follows from Theorem B.1 that
A =
⋃
n∈N
C(Mn,R) ◦ pn,∞
is uniformly dense in C(M,R). Let αk, α ∈ P for every k ∈ N such that αk → α in M (or equivalently in
P). This means by definition that
p∗n,∞µαk = αk(n+ 1)→ α(n+ 1) = p∗n∞µα
for every n ∈ N. Then we have∫
M
f ◦ pn,∞(β) dµαk(β) =
∫
Mn
f(κ) dp∗n,∞µαk(κ)→
∫
Mn
f(κ) dp∗n,∞µα(κ) =
∫
M
f ◦ pn,∞(β) dµα(β)
for every f ∈ C(Mn,R). It follows from the the uniform density of A that µαk → µα in M≤1(M). 
Finally we are ready to state the main definition of this section.
Definition 3.2. We say that ν ∈ P(M) is a distribution on iterated degree distributions (DIDD) if
(1) ν(P) = 1,
(2) µα is absolutely continuous with respect to ν for ν-almost every α ∈ M that defines µα as in
equation (1),
(3) the corresponding Radon–Nikodym derivative satisfies 0 ≤ dµαdν ≤ 1 for ν-almost every α ∈M.
Note that (2) makes sense by (1).
3.2. From Kernels to DIDD. Let W be an integral kernel. We define a measure νW ∈ P(M) and
show that νW is DIDD. It may be helpful to keep in mind that the measures νW are the analogue of
iterated degree sequences of graphs.
Definition 3.3. (Measure νW ) Let (X,B) be a standard Borel space and W be an integral kernel on
X. We define iW,0 : X → M0 to be the constant map (recall that M0 = {?}). Inductively, we define
iW,n+1 : X →Mn+1 such that
(a) iW,n+1(x)(j) = iW,n(x)(j), for every j ≤ n and
(b) iW,n+1(x)(n+ 1)(A) =
∫
i−1W,n(A)
W (x, y) dµ(y), whenever A ⊆Mn is a Borel set.
It follows trivially from the construction that there is a unique map
iW : X →M
defined as iW (x)(n) = iW,n(x)(n). Finally, we define νW = i
∗
Wµ.
Claim 3.4. Let n ∈ N and suppose that iW,n is a Borel function. Then∫
Mn
g(κ) d (iW,n+1(x)(n+ 1)) (κ) =
∫
X
W (x, y)(g ◦ iW,n)(y) dµ(y)
for every bounded Borel function g : Mn → R and every x ∈ X.
Proof. This a straightforward consequence of (b) from the definition of iW,n+1. 
Claim 3.5. The maps iW,n and iW are Borel for every n ∈ N.
Proof. First note that if iW,n are Borel for each n ∈ N, then this implies that iW is Borel by (a). Also
it is easy to see that iW,0 is Borel. Next, we proceed inductively. Suppose that iW,n is Borel. Then by
(a) it is enough to show that
x 7→ iW,n+1(x)(n+ 1)
is a Borel assignment. To this end recall by [8, Theorem 17.24] that the Borel structure on M≤1(Mn) is
generated by the maps
ν 7→
∫
X
g(κ) dν
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where g : Mn → R is a bounded Borel function. Fix such a function g : Mn → R. Then we have by
Claim 3.4 that
x 7→
∫
Mn
g(κ) d (iW,n+1(x)(n+ 1)) (κ) =
∫
X
W (x, y)(g ◦ iW,n)(y) dµ(y)
and it follows from the inductive assumption that this assignment is Borel. This finishes the proof. 
Note that νW ∈ P(M) by Claim 3.5. Let B(Mn) denote the Borel σ-algebra of Mn whenever n ≤ ∞.
Proposition 3.6. Let W be an integral kernel. Then νW is DIDD. Moreover iW (x) ∈ P for every
x ∈ X.
Proof. First we show that iW (x) ∈ P for every x ∈ X. This immediately implies (1) in the definition of
DIDD. To see this pick A ∈ B(Mn). We have
iW (x)(n+ 1)(A) = iW,n+1(x)(n+ 1)(A) =
∫
i−1W,n(A)
W (x, y) dµ(y) =
∫
X
W (x, y)1i−1W,n(A)
(y) dµ(y) =
=
∫
X
W (x, y)1i−1W,n+1(p
−1
n,n+1(A))
(y) dµ(y) =
∫
i−1W,n+1(p
−1
n,n+1(A))
W (x, y) dµ(y) =
= iW,n+2(x)(n+ 2)(p
−1
n,n+1(A)) = iW (x)(n+ 2)(p
−1
n,n+1(A))
where the third equality follows from (a). This shows that iW (x) ∈ P for every x ∈ X.
Let νW,n+1 ∈ P(Mn) be the push-forward of µ via iW,n, i.e., νW,n+1 = i∗W,nµ. Then it is easy to see that
νW,n+1 = p
∗
n,∞νW and νW,n+1 = p
∗
n,n+1νW,n+2 for every n ∈ N. Let Dn =
〈
{i−1W,n(A) : A ∈ B(Mn)}
〉
and x ∈ X. Then we have by the definition and Theorem C.1 that
iW (x)(n+ 1)(A) =
∫
i−1W,n(A)
W (x, y) dµ(y) =
∫
i−1W,n(A)
E(W (x, )|Dn, X)(y) dµ(y)
for every A ∈ B(Mn). By Corollary E.2 there is a Borel function gx,n : Mn → R such that
E(W (x, )|Dn, X)(y) = gx,n ◦ iW,n(y)
for µ-almost every y ∈ X. This gives∫
i−1W,n(A)
E(W (x, )|Dn, X)(y) dµ(y) =
∫
A
gx,n(κ)dνW,n+1(κ)
for every A ∈ B(Mn). This implies that iW (x)(n + 1) is absolutely continuous with respect to νW,n+1
and gx,n is the corresponding derivative for every x ∈ X and every n ∈ N. Moreover by Theorem C.1 we
have 0 ≤ diW (x)(n+1)dνW,n+1 ≤ 1. Since iW (x) ∈ P, it follows that {gx,n ◦ pn,∞}n∈N is a martingale and we have
by the Doob’s Martingale Convergence Theorem [2, Theorem 35.5] and [2, Theorem 35.7] that µiW (x) is
absolutely continuous with respect to νW and 0 ≤ dµiW (x)dνW ≤ 1 for every x ∈ X. This shows that νW
satisfies (2) and (3) from the definition of DIDD and the proof is finished. 
As promised, we show that it is possible to reconstruct {CWn }n∈N (and therefore C(W )) from iW and
M.
Proposition 3.7. Let W be an integral kernel and n ∈ N. Then〈{
i−1W,n(A) : A ∈ B(Mn)
}〉
= CWn ,
i.e., the minimal relatively complete sub-σ-algebra of B that makes the map iW,n Borel is CWn .
Proof. We show inductively that the claim holds for every n ∈ N. First let n = 0, then B(M0) = {∅, {?}}
and we have by the definition 〈{
i−1W,0(∅), i−1W,0({?})
}〉
= 〈{∅, X}〉 = CW0 .
Next suppose that the claim holds for n ∈ N and write
Dn+1 =
〈{
i−1W,n+1(A) : A ∈ B(Mn+1)
}〉
.
Note that B(Mn+1) is the smallest σ-algebra that contains
{
p−1n,n+1(A) : A ∈ B(Mn)
}
and makes the
maps
κ 7→
∫
Mn
f dκ(n+ 1)
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Borel where f : Mn → R is a bounded Borel function. This follows from the definition of the product
σ-algebra and from [8, Theorem 17.24].
First, by condition (a) of the definition of iW,n+1 and by the inductive hypothesis, we have
i−1W,n+1(p
−1
n,n+1(A)) = i
−1
W,n(A) ∈ CWn ⊆ CWn+1,
for every A ∈ B(Mn). Next, by Claim 3.4, the inductive hypothesis, and the definition of CWn+1, we have
that the map
x 7→
∫
Mn
f(κ) d (iW,n+1(x)(n+ 1)) (κ) =
∫
X
W (x, y)(f ◦ iW,n)(y) dµ(y)
is CWn+1-measurable for every bounded Borel function f : Mn → R. Therefore, we get Dn+1 ⊆ CWn+1.
To show the opposite inclusion, suppose that f : X → R is CWn -measurable. Then by the inductive
hypothesis and Corollary E.2 there is a Borel function g : Mn → R such that
f(x) = g ◦ iW,n(x)
for µ-almost every x ∈ X. Then, by Claim 3.4 the composition of iW,n+1 with
κ 7→
∫
Mn
g dκ(n+ 1)
is equal to
x 7→
∫
X
W (x, y)f(y) dµ(y)
for µ-almost every x ∈ X. This shows that CWn+1 ⊆ Dn+1 and the proof is finished. 
Corollary 3.8. Let W be an integral kernel. Then〈{
i−1W (A) : A ∈ B(M)
}〉
= C(W ),
i.e., the minimal relatively complete sub-σ-algebra of B that makes the map iW Borel is C(W ).
Proof. It is a standard fact that B(M) is generated by ⋃n∈N B(Mn) as a σ-algebra (see [8, Section 10]).
The rest is an easy consequence of the definition of C(W ) together with Proposition 3.7 
3.3. From DIDD to Kernels. Let ν ∈ P(M) be DIDD. The properties of DIDD implies that the
assignment α 7→ µα is defined ν-almost everywhere and that the assumptions of Theorem B.3 are
satisfied. That is, there is U [ν] ∈ L∞(M×M, µ× µ) such that ||U [ν]||∞ ≤ 1 and
ν(x)(A) =
∫
X
U [ν](x, y)1A(y) dµ
for every A ∈ B(M).
Theorem 3.9. Let W be an integral kernel. Then
WC(W )(x, y) = U [νW ](iW (x), iW (y))
for µ× µ-almost every (x, y) ∈ X ×X.
Proof. Define an integral kernel U on X as
U(x, y) = U [νW ](iW (x), iW (y)).
Then, by Theorem A.3 it is enough to show that TWC(W ) = TU . Moreover since both WC(W ) and U are
C(W )×C(W )-measurable (the former by definition and the latter by Corollary 3.10) it is enough to show
that for every f ∈ L2(X, C(W ), µ) we have∫
X
WC(W )(x, y)f(y) dµ(y) =
∫
X
U(x, y)f(y) dµ(y)
for µ-almost every x ∈ X. This is equivalent with the fact that the same holds true for every f ∈⋃
n∈N L
2(X, CWn , µ) by the definition of C(W ).
In order to show this we first recall that for every n ∈ N and for every f ∈ L2(X, CWn , µ) there is
g ∈ L2(M,B(M), νW ) and a Borel map g˜ : Mn → C such that
(i) f(y) = g ◦ iW (y) = g˜ ◦ pn,∞ ◦ iW (y) = g˜ ◦ iW,n(y) for µ-almost every y ∈ X,
(ii) g(α) = g˜ ◦ pn,∞(α) for every α ∈M.
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This follows from Proposition 3.7 and Corolary 3.10 together with Theorem E.1.
Then we have ∫
X
WC(W )(x, y)f(y) dµ(y) =
∫
X
W (x, y)(g˜ ◦ iW,n)(y) dµ(y) =
=
∫
Mn
g˜(κ) d(iW,n+1(x)(n+ 1))(κ) =
∫
Mn
g˜(κ) dp∗n,∞µiW (x)(κ) =
=
∫
Mn
g˜ ◦ pn,∞(α) dµiW (x)(α) =
∫
M
g(α) dµiW (x)(α) =∫
M
U [νW ](iW (x), α)g(α) dνW (α) =
∫
X
U(x, y)f(y) dµ(y)
for µ-almost every x ∈ X where the first equality follows from (i), the second is Claim 3.4, the third and
fourth is just the definition of µα combined with Proposition 3.6, the fifth is (ii), the sixth is by definition
of U [νW ] and the seventh follows from the definition of U together with the fact that i
∗
Wµ = νW . This
finishes the proof. 
Corollary 3.10. Let W be a graphon. Then W/C(W ) is isomorphic to U [νW ]. In particular U [νW ] is
a graphon.
Proof. It follows from Theorems E.1, E.3 together with Corollaries E.2, 3.8 that there is a measurable
almost bijection jW : X/C(W ) → M such that iW = jW ◦ qW and j∗Wµ/C(W ) = νW . A combination of
the first part of the proof of Proposition 2.10 (i) and Theorem 3.9 yields
W/C(W )(x, y) = U [νW ](jW (x), jW (y))
for µ/C(W )× µ/C(W )-almost every (x, y) ∈ X/C(W )×X/C(W ).
The additional part follows from Proposition 2.10 (i). 
4. Tree functions
This section is the most technical part of the paper. Our aim is to show two things. The first is that
if W is a graphon on X, then
t(T,W ) = t(T,WC)
whenever C ∈ Θµ is W -invariant and T is a finite tree. The second is that there is a collection T
of continuous functions on M that corresponds, in a precise sense described in Subsection 4.2, to tree
densities of graphons of the form U [ν] and that separates DIDD.
Since we work with arbitrary integral kernels, not necessarily graphons, the collection T , in fact,
corresponds to rooted trees rather than trees.
4.1. Tree Functions and Invariant Subspaces. Let (T, v) be a rooted tree, i.e, a finite connected
acyclic graph T = (V,E) with a distinguished vertex v ∈ T . We denote as h(T, v) the height of T with
respect to v, i.e., number of edges of the longest path in T that starts in v.
Let W be an integral kernel on X. We assign inductively to each rooted tree (T, v) a function
fW(T,v) : X → [0, 1]. We start with the unique rooted tree (T, v) such that h(T, v) = 0 and put fW(T,v)(x) = 1
for every x ∈ X. Let (T, v) be such that h(T, v) = n + 1 > 0 and suppose that degT (v) = k. We
decompose T into subtrees rooted at neighbors of v as follows. The sequence of trees {(Ti, vi)}i<k is such
that E(T ) =
⋃
i<k{v, vi} ∪
⋃
i<k E(Ti). We call this sequence the corresponding decomposition of (T, v).
For any given set I, we denote by XI the space of all functions y : I → X. Suppose that the functions
fW(Ti,vi) are defined for every i < k, then we define
fW(T,v)(x) =
∫
y∈X{0,1,...,k−1}
∏
i<k
(
fW(Ti,vi)(y(i))W (x, y(i))
)
dµ⊕k(y).
This allows to define inductively fW(T,v) for every integral kernel W and every rooted tree (T, v).
Proposition 4.1. Let W be an integral kernel on X and (T, v) be a finite rooted tree with h(T, v) = n.
Then fW(T,v) is CWn -measurable and fWC(T,v)(x) = fW(T,v)(x) for µ-almost every x ∈ X whenever C ∈ Θµ is
W -invariant.
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Proof. We prove both claims inductively. It is trivial when n = 0. Suppose that h(T, v) = n+ 1 > 0 and
we have the corresponding decomposition {(Ti, vi)}i<k of (T, v). Then, by Fubini’s Theorem [2, Theorem
18.3], we have
fW(T,v)(x) =
∫
y∈X{0,1,...,k−1}
∏
i<k
(
fW(Ti,vi)(y(i))W (x, y(i))
)
dµ⊕k(y) =
∏
i<k
(∫
y∈X
fW(Ti,vi)(y)W (x, y) dµ(y)
)
.
It follows from the inductive hypothesis and the definition of CWn+1 that fW(T,v) is CWn+1-measurable. More-
over, by the definition of WC combined with Theorem C.1, the inductive assumption, and the fact that
CWn ⊆ C, we have ∏
i<k
(∫
y∈X
fW(Ti,vi)(y)W (x, y) dµ(y)
)
=
=
∏
i<k
(∫
y∈X
E
(
fW(Ti,vi)( )W (x, )|C, X
)
(y) dµ(y)
)
=
=
∏
i<k
(∫
y∈X
fW(Ti,vi)(y)E (W (x, )|C, X) (y) dµ(y)
)
= fWC(T,v)(x)
for µ-almost every x ∈ X. Note that the last equality follows from the fact that E (W (x, )|C, X) =
E (W |C × C, X ×X) (x, ) for µ-almost every x ∈ X. That finishes the proof. 
Proposition 4.2. Let W be a graphon on X and (T, v) be a rooted tree. Then
t(T,W ) =
∫
X
fW(T,v)(x) dµ(x).
Proof. We prove by induction on h(T, v) that
fW(T,v)(y(v)) =
∫
y∈XV (T )\v
∏
{r,s}∈E(T )
W (y(r), y(s)) dµ⊕|V (T )\{v}|
where y(v) ∈ X, (T, v) is a rooted tree and W is a graphon. Once we have this, then the claim
immediately follows. Note that we use the assumption that W is a graphon, i.e., symmetric, implicitly
in the equations.
If h(T, v) = 0, then the conclusion holds. Suppose that h(T, v) = n+1 > 0 and take the corresponding
decomposition {(Ti, vi)}i<k of T . Let y(v) ∈ X. Then we have
fW(T,v)(y(v)) =
∏
i<k
(∫
y(vi)∈X
W (y(v), y(vi))f
W
(Ti,vi)
(y(vi)) dµ
)
=
=
∏
i<k
∫
y(vi)∈X{vi}
W (y(v), y(vi))
∫
y∈XV (Ti)\vi
∏
{r,s}∈E(Ti)
W (y(r), y(s)) dµ⊕|V (Ti)\{vi}|
 dµ
 =
=
∫
y∈XV (T )\v
∏
{r,s}∈E(T )
W (y(r), y(s)) dµ⊕|V (T )\{v}|
where the first equality is the definition of fW(T,v) together with the Fubini’s Theorem [2, Theorem 18.3],
the second is the inductive hypothesis and the third is the Fubini’s Theorem [2, Theorem 18.3] once
again. 
Corollary 4.3. Let W be a graphon on X and T be a finite tree. Then
t(T,W ) = t(T,WC) = t(T,U [νW ])
whenever C ∈ Θµ is W -invariant.
Proof. This is a combination of Propositions 4.1, 4.2, 2.10(i), and Corollary 3.10. 
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4.2. Family T . We define a collection T ⊆ C(M,R) that is closed under multiplication and contains
1M. Then we show that for every f ∈ T there is a rooted tree (T, v) such that for every DIDD ν ∈ P(M)
we have ∫
M
f(α) dν(α) =
∫
M
f
U [ν]
(T,v)(α) dν(α)
and that T separates points of M.
The collection T is defined inductively and the construction resembles the inductive construction of
the functions fW(T,v). However, we must be more careful because, roughly speaking, M\P 6= ∅. We notice
that these problems disappear when computing the integral over DIDD.
During the inductive construction we assign to each function f , that we construct, a natural number
h(f) ∈ N with the property that there is fh(f),∞ ∈ C(Mh(f),R) such that
f(α) = fh(f),∞ ◦ ph(f),∞(α)
for every α ∈M. Note that in that case there is for each k ≥ h(f) a function that we denote as fk,∞ ∈Mk
such that
f(α) = fk,∞ ◦ pk,∞(α)
for every α ∈M. It might happen that we construct g = f such that h(f) 6= h(g), however, as it will be
clear later we are only interested in the fact that there is some h(f) ∈ N.
Operation I Let f ∈ C(M,R) together with h(f) ∈ N with the properties above. Then for any
k ≥ h(f) we define
F (f, k + 1)(α) =
∫
Mk
fk,∞ dα(k + 1)
and put h(F (f, k + 1)) = k + 1. Note that if α ∈ P, then F (f, k + 1)(α) = F (f, l + 1)(α) for every
k, l ≥ h(f).
Operation II Let {fi}i<l ⊆ C(M,R) together with {h(fi)}i<l. Then we define
G(f0, . . . fl−1)(α) =
∏
i<l
fi(α)
and put h(G(f0, . . . fl−1)) = max{h(fi) : i ≤ l}.
We put T0 = {1M} and h(1M) = 0. Then define inductively Tj+1 to be the union of Tj together with
one iteration of Operation I and II applied on Tj . Finally, we put T =
⋃
j∈N Tj . It is clear that T is
closed under Operation I and II. Moreover, for each f ∈ T there is a minimal index j ∈ N such that
f ∈ Tj . Notice that this implies that the index of F (f, k + 1) (resp. G(f0, . . . , fl−1)) is strictly bigger
then the index of f (resp. of fi) for every i < l.
Let us informally explain how Operations I and II are connected with rooted trees. This is made
precise in Proposition 4.5. Let (T ′, w) be a rooted tree. Then Operation I corresponds to a rooted tree
(T, v) that is defined as V (T ) = {v} ∪ V (T ′) and E(T ) = {v, w} ∪ E(T ′). Let {Ti, wi}i<k, then the
Operation II corresponds to a rooted tree (T, v) where we take a disjoint union of Ti and then glue
together all wi into a new root v.
Proposition 4.4. The collection T is closed under multiplication, contains 1M and separate points of
M.
Proof. It is a direct consequence of the definition of T that it is closed under multiplication and contains
1M.
We define Gk = {f ∈ T : h(f) ≤ k} and Fk = {fk,∞ : f ∈ Gk}. Then Fk ⊆ C(Mk,R) is closed under
multiplication and contains 1Mk for every k ∈ N. We show inductively that Fk separate points of Mk.
This clearly holds for k = 0 because M = {?}. Let κ 6= λ ∈ Mk+1. We consider two cases. Either there
is j < k + 1 such that κ(j) 6= λ(j). Then by the inductive assumption there is f ∈ Gk ⊆ Gk+1 such that
fk+1,∞(κ) = fk,∞(pk,k+1(κ)) 6= fk,∞(pk,k+1(λ)) = fk+1,∞(λ).
Or κ(j) = λ(j) for every j < k + 1 and κ(k + 1) 6= λ(k + 1) ∈ M≤1(Mk). It follows from the inductive
assumption that we may apply Corollary B.2 with Mk = K and Fk = A to get f ∈ Gk such that∫
Mk
fk,∞ dκ(k + 1) 6=
∫
Mk
fk,∞ dλ(k + 1).
Then the function F (f, k + 1) ∈ Gk+1 and we have
F (f, k + 1)k+1,∞(κ) 6= F (f, k + 1)k+1,∞(λ).
This shows that Fk+1 separate points of Mk+1.
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From this fact we can see that T separate points because if ν0 6= ν1 ∈ M, then there is k ∈ N such
that ν0(k) 6= ν1(k). Therefore pk,∞(ν0) 6= pk,∞(ν1) and there is f ∈ Gk such that
f(ν0) = fk,∞(pk,∞(ν0)) 6= fk,∞(pk,∞(ν1)) = f(ν1).
This finishes the proof. 
Proposition 4.5. Let f ∈ T . Then there is a rooted tree (T, v) such that for every DIDD ν ∈ P(M) we
have
f(α) = f
U [ν]
(T,v)(α)
for ν-almost every α ∈M.
Proof. We show this by induction on j ∈ N from the construction T = ⋃j∈N Tj . If j = 0 and ν ∈ P(M)
is DIDD, then we have
1M(α) = 1 = f
U [ν]
(T,v)(α)
where (T, v) is the trivial rooted tree such that |V (T )| = 1.
Let f ∈ Tj+1 \ Tj . Suppose first that there is {gi}i<l ⊆ Tj such that f = G(g0, . . . , gl−1). Then by the
inductive assumption there are rooted trees {(Ti, vi)}i<l such that for every DIDD ν ∈ P(M) and every
i < l we have
gi(α) = f
U [ν]
(Ti,vi)
(α)
for ν-almost every α ∈ M. Define the rooted tree (T, v) in two steps, first take a disjoint union ⊔i<l Ti,
then glue together all {vi}i<l and call the new vertex v. Suppose that degT (v) = r and write {ws}s<r for
the neighbors of v in T and {(Ss, ws)}s<r for the corresponding decomposition of (T, v). Put Ai = {s <
r : {ws, vi} ∈ E(Ti)}. Then {Ss, ws}s∈Ai is the corresponding decomposition of (Ti, vi) and we have
f
U [ν]
(T,v)(α) =
∫
β∈M{0,1,...,r−1}
∏
s<r
(
U [ν](α, β(s))f
U [ν]
(Ss,ws)
(β(s))
)
dν⊕r =
=
∏
i<l
(∫
β∈MAi
∏
s∈Ai
(
U [ν](α, β(s))f
U [ν]
(Ss,ws)
(β(s))
)
dν⊕|Ai|
)
=
=
∏
i<l
f
U [ν]
Ti,vi
(α) =
∏
i<l
gi(α) = f(α)
for ν-almost every α ∈ M where the first equality is by the definition of fU [ν](T,v), the second is Fubini’s
Theorem, the third is the definition of f
U [ν]
(Ti,vi)
, the fourth is the inductive assumption, and the fifth is
the definition of f .
Suppose that f = F (g, k + 1) for some g ∈ Tj and k ≥ h(g). Then it follows from the inductive
assumption that there is a rooted tree (S,w) such that for every DIDD ν ∈ P(M) we have
g(α) = f
U [ν]
(S,w)(α)
for ν-almost every α ∈ M. We define the rooted tree (T, v) as V (T ) = V (S) ∪ {v} and E(T ) =
E(S) ∪ {v, w}. Then we have degT (v) = 1 and the corresponding decomposition of (T, v) is {(S,w)}.
We have
f
U [ν]
(T,v)(α) =
∫
M
U [ν](α, β)f
U [ν]
(S,w)(β) dν =
∫
M
U [ν](α, β)g(β) dν =
=
∫
M
g(β) dµα =
∫
M
gk,∞(pk,∞(β)) dµα =
∫
Mk
gk,∞(κ) dp∗k+1,∞µα =
=
∫
Mk
gk,∞(κ) dα(k + 1) = F (g, k + 1)(α)
for ν-almost every α ∈M, where the first equality is by definition, the second is the inductive assumption,
the third is by the definition of U [ν], the fourth is by definition of h(g), the fifth is definition of the push-
forward measure, the sixth because ν(P) = 1, and the seventh is the definition of F (g, k + 1). 
Corollary 4.6. Let ν0, ν1 ∈ P(M) be DIDD and suppose that ν0 6= ν1. Then there is a rooted tree (T, v)
such that ∫
M
f
U [ν0]
(T,v) (α) dν0(α) 6=
∫
M
f
U [ν1]
(T,v) (α) dν1(α).
Moreover if U [ν0], U [ν1] are graphons, then there is a finite tree T such that
t(T,U [ν0]) 6= t(T,U [ν1]).
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Proof. The first assertion follows from a combination of Propositions 4.4, 4.5 and Corollary B.2. The
moreover part is then a consequence of Proposition 4.2. 
5. Proof of Theorem 1.2
We recall the statement.
Theorem. Let W,U ∈ W0. Then the following are equivalent:
(1) t(T,U) = t(T,W ) for every finite tree T ,
(2) νW = νU where νW , νU are the DIDD that we assign to W,U ,
(3) W/C(W ) and U/C(U) are isomorphic,
(4) there is a Markov operator S : L2(X,µ)→ L2(X,µ) such that TW ◦ S = S ◦ TU ,
(5) there is a W -invariant relatively complete sub-σ-algebra C and a U -invariant relatively complete
sub-σ-algebra D such that WC and UD are weakly isomorphic.
Proof of Theorem 1.2. To see that (1) implies (2), we apply Corollary 4.3 twice to both U and W to
obtain U [νU ] = t(T,U) = t(T,W ) = t(T,U [νW ]) for every finite tree T . By Corollary 4.6, we must have
νU = νW .
That (2) implies (3), follows from Corollary 3.10 applied twice to both U and W .
Next, we show that (3) implies (4). We let Y = X/C(W ), Z = X/C(U), µY = µ/C(W ), µZ = µ/C(U),
WY = W/C(W ) and UZ = U/C(U). By (3) there is a measurable bijection α : Y → Z such that
α∗(µY ) = µZ and
WY (r, s) = UZ(α(r), α(s))
for µY × µY -almost every r, s ∈ Y × Y . Note that the map
Sα : L
2(Y, µY )→ L2(Z, µZ)
defined as Sα(f)(r) = f(α
−1(r)) is a Markov isomorphism by Theorem E.3. We have
Sα ◦ TWY (f)(α(r)) = Sα(TWY (f))(α(r)) = TWY (f)(α−1(α(r))) =
∫
Y
WY (r, s)f(s) dµY =
=
∫
Z
UZ(α(r), α(s))Sα(f)(α(s)) dµY = TUZ (Sα(f))(α(r)) = TUZ ◦ Sα(f)(α(r))
for µY -almost every r ∈ Y . Therefore
Sα ◦ TWY = TWZ ◦ Sα.
Let f ∈ L2(Z, µZ) and g ∈ L2(X,µ). Then we have
〈IC(U) ◦ TUZ (f), g〉 = 〈TUZ (f), SC(U)(g)〉 = 〈f, TUZ ◦ SC(U)(g)〉 =
= 〈f, SC(U) ◦ TU (g)〉 = 〈IC(U)(f), TU (g)〉 = 〈TU ◦ IC(U)(f), g〉
by Proposition 2.10 (iii) where IC(U) : L2(Z, µZ) → L2(X,µ) is the Markov operator given by Theo-
rem E.1. This shows that
IC(U) ◦ TU/C(U) = IC(U) ◦ TUZ = TU ◦ IC(U)
by Proposition A.2. Together we get
IC(U) ◦ Sα ◦ SC(W ) ◦ TW = IC(U) ◦ Sα ◦ TW/C(W ) ◦ SC(W ) =
= IC(U) ◦ TU/C(U) ◦ Sα ◦ SC(W ) = TU ◦ IC(U) ◦ Sα ◦ SC(W )
by another use of Proposition 2.10 (iii). Finally it follows from Proposition D.1 that IC(U) ◦ Sα ◦ SC(W )
is a Markov operator and that gives (4).
We proceed to show that (4) ⇒ (5).
Claim 5.1. There is C ∈ Θµ (resp. D ∈ Θµ) that is W -invariant (resp. U -invariant) such that the
restriction of S
S0 : L
2(X, C, µ)→ L2(X,D, µ)
is an isometrical isomorphism. Furthermore, E( |D, X) ◦ S ◦ E( |C, X) is a Markov operator and
E( |D, X) ◦ S ◦ E( |C, X) ◦ TW = TU ◦ E( |D, X) ◦ S ◦ E( |C, X).
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Proof. Let T = S∗ ◦ S and R = S ◦ S∗. Then by Proposition D.1, T : L2(X,µ) → L2(X,µ) and
R : L2(X,µ) → L2(X,µ) are self-adjoint Markov operators. By Claim 2.1 TU and TW are self-adjoint,
thus
T ◦ TW = TW ◦ T and R ◦ TU = TU ◦R.
By Theorem D.3, we have∥∥∥∥∥ 1n∑
k<n
T k(f)− P (f)
∥∥∥∥∥
2
→ 0 and
∥∥∥∥∥ 1n∑
k<n
Rk(f)−Q(f)
∥∥∥∥∥
2
→ 0
for every f ∈ L2(X,µ), where P (resp. Q) are the projections onto the eigenspaces for eigenvalue 1 of T
(resp. R). We proceed to show that
S ◦ P = Q ◦ S.
To this end let f ∈ L2(X,µ). Then we have Rk(S(f)) = S(T k(f)) and therefore by continuity of S, we
have
Q(S(f))← 1
n
∑
k<n
Rk(S(f)) = S
(
1
n
∑
k<n
T k(f)
)
→ S(P (f)).
A similar argument shows that
S∗ ◦Q = P ◦ S∗.
It follows from Proposition D.1 that P and Q are Markov operators and
P ◦ TW = TW ◦ P and Q ◦ TU = TU ◦Q
because they are limits in the strong operator topology of elements that have this property. This yields
Q ◦ S ◦ P ◦ TW = TU ◦Q ◦ S ◦ P.
Let f ∈ L2(X,µ) such that P (f) = f . Note that in that case T (f) = S∗ ◦ S(f) = P (f) = f . Then
||S(f)||22 = 〈S(f), S(f)〉 = 〈T (f), f〉 = 〈f, f〉 = ||f ||22
and
Q ◦ S(f) = S ◦ P (f) = S(f).
Similarly for g ∈ L2(X,µ) such that Q(g) = g we get
||S∗(g)||2 = ||g||2 and P ◦ S∗(g) = S∗(g).
This implies that S0, the restriction of S to the range of P , is an isometrical isomorphism between the
range of P and the range of Q. By Theorem D.2 there are C,D ∈ Θµ such that
P = E( |C, X) and Q = E( |D, X).
This finishes the proof. 
We claim that
R = SD ◦ (E( |D, X) ◦ S0 ◦ E( |C, X)) ◦ IC : L2(X/C, µ/C)→ L2(X/D, µ/D)
is a Markov isomorphism such that R◦TW/C = TU/D ◦R. By Proposition D.1 we have that R is a Markov
operator. By the same argument as in (3) ⇒ (4) together with Proposition 2.10 (iii) and Claim 5.1 we
get
R ◦ TW/C = SD ◦ E( |D, X) ◦ S0 ◦ E( |C, X) ◦ TW ◦ IC =
= SD ◦ TU ◦ E( |D, X) ◦ S0 ◦ E( |C, X) ◦ IC = TU/D ◦R.
Finally note that by Theorem E.1 the map IC is an isometric isomorphism onto L2(X, C, µ) and SD is
isometrical isomorphism when restricted to L2(X,D, µ). Together with Claim 5.1 this shows that R is
Markov isomorphism.
Claim 5.2. Let K be a graphon on (Y,BY ) and L a graphon on (Z,BZ). Suppose that R : L2(Y, µY )→
L2(Z, µZ) is a Markov isomorphism such that R ◦ TK = TL ◦ R. Then there is a measurable bijection
α : Y → Z such that α∗µY = µZ and
K(r, s) = L(α(r), α(s))
for µY × µY -almost every r, s ∈ Y .
20 JAN GREBI´K AND ISRAEL ROCHA
Proof. It follows from Theorem E.3 that there is a measurable bijection α : Y → Z such that α∗µY = µZ
and for every f ∈ L2(Y, µY ) we have
R(f)(α(r)) = f(r)
for µY -almost every r ∈ Y . Define an integral kernel M : Z × Z → [0, 1] as
M(α(r), α(s)) = K(r, s).
We proceed to show that
〈TM (1α(A)),1α(B)〉 = 〈TL(1α(A)),1α(B)〉
for every A,B ∈ BY . By the fact that α is a bijection and by Theorem A.3 this is enough to conclude
that L = M . Note that we have R(1A) = 1α(A) for every A ∈ BY . This gives
〈TL(1α(A)),1α(B)〉 = 〈TL(R(1A)),1α(B)〉 = 〈R(TK(1A)),1α(B)〉 =
=
∫
Z
R
(∫
Y
K(r, s)1A(s) dµY (s)
)
(t)1α(B)(t) dµZ(t) =∫
Z
(∫
Z
M(t, u)1α(A)(u) dµZ(u)
)
1α(B)(t) dµZ(t) = 〈TM (1α(A)),1α(B)〉
and that finishes the proof. 
It follows from Proposition 2.10 (i) that WC and W/C (resp. WD and W/D) are weakly isomorphic.
Therefore by the Claim 5.2 we have that WC and UD are weakly isomorphic and this finishes the proof
of (4) ⇒ (5).
Finally, we show that (5) ⇒ (1). It follows from Corollary 4.3 that t(T,W ) = t(T,WC) whenever T is
a tree and C is W -invariant, and similarly t(T,U) = t(T,UD). Since, WC and UD are weakly isomorphic,
we have t(T,WC) = t(T,UD) and that finishes the proof. 
Appendix A. Standard Borel spaces
Let X be a set and B a σ-algebra of subsets of X. We say that (X,B) is a standard Borel space if
there is a separable completely metrizable topology τ on X such that B is equal to the σ-algebra of Borel
subsets generated by τ (see [8, Section 12]). We denote the space of all Borel measures on X as P(X).
Note that the set P(X) endowed with the σ-algebra generated by the maps
A 7→ µ(A),
where A ∈ B, is a standard Borel space (see [8, Section 17]).
Let µ ∈ P(X). As usual, we consider two B-measurable functions f, g : X → C to be the same if
µ({x ∈ X : f(x) 6= g(x)}) = 0. In that case we abuse the notation and write f = g. We write L2(X,µ)
(resp. L∞(X,µ)) for the Banach space of square integrable (resp. bounded) functions on X. We denote
the corresponding norm as ||.||2 (resp. ||.||∞) and we write 〈 , 〉 for the scalar product in L2(X,µ). Note
that L∞(X,µ) ⊆ L2(X,µ). First we recall several basic facts.
Proposition A.1. Let (X,B) be a standard Borel space, µ ∈ P(X) and f, g ∈ L∞(X,µ). Then f = g
if and only if ∫
X
f(x)1A(x) dµ =
∫
X
g(x)1A(x) dµ
for every A ∈ B.
Proposition A.2. Let (X,B) be a standard Borel space, µ ∈ P(X) and S, T : L2(X,µ) → L2(X,µ) be
a bounded linear operators. Then S = T if and only if
〈T (f), g〉 = 〈S(f), g〉
for every f, g ∈ L2(X,µ).
Let W ∈ L∞(X ×X,µ× µ). We define the corresponding operator TW : L2(X,µ)→ L2(X,µ) as
TW (f)(x) =
∫
X
W (x, y)f(y) dµ.
It follows from [15] that TW is well-defined bounded Hilbert-Schmidt operator.
Theorem A.3. Let W,U ∈ L∞(X ×X,µ× µ). Then TW = TU if and only if
µ× µ({(x, y) ∈ X ×X : W (x, y) 6= U(x, y)}) = 0.
Proof. Combine Propositions A.1, A.2. 
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Let (X,B) and (Y, C) be a standard Borel spaces. Suppose that µ ∈ P(X) and f : X → Y is a Borel
map. Then we define the push-forward of µ via f , in symbols f∗µ, as
f∗µ(A) = µ(f−1(A))
for every A ∈ C. It is a standard fact that f∗µ ∈ P(Y ), see [8, Exercise 17.28].
Appendix B. Compact Spaces
Let K be a compact metric space. Write C(K,R) for the vector space of all continuous functions from
K to R. Then C(K,R) with the sup-norm and pointwise multiplication is a real Banach algebra. We
say that A ⊆ C(K,R) separates points if for every k 6= l ∈ K there is f ∈ A such that f(k) 6= f(l).
Theorem B.1 (Real Stone-Weierstrass). [17] Let K be a compact metric space and A ⊆ C(K,R) a
subalgebra that contains 1K and separates points. Then A is uniformly dense in C(K,R).
We denote the σ-algebra of Borel sets of K as B(K). Then (K,B(K)) is a standard Borel space and
the space of all Radon measures M(K) corresponds by Riesz representation Theorem [14, Theorem 6.19]
to the space of all positive bounded functionals on C(K,R). We are only interested in those µ ∈M(K)
that are positive real valued and µ(K) ≤ 1, we denote this subspace by M≤1(K). The restriction of the
weak* topology on M≤1(K) is compact metrizable [8, Theorem 17.22]. Recall that µn → µ in the weak*
topology if ∫
K
f dµn →
∫
K
f dµ.
for every f ∈ C(K,R). The σ-algebra of Borel sets generated by the weak* topology on M≤1(K) coincide
with the standard Borel structure on M≤1(K) generated by the maps
A 7→ µ(A)
where A ∈ B(K) (see [8, Section 17]).
Corollary B.2 (Separating Measures). Let K be a compact metrizable space and A ⊆ C(K,R) such
that it is closed under multiplication, contains 1K , and separate points. Then for every µ 6= ν ∈M≤1(K)
there is f ∈ A such that ∫
K
f dµ 6=
∫
K
f dν,
i.e., the linear functionals that correspond to A separate points in M≤1(K).
Proof. It is easy to see that the vector space Aˆ that is generated byA is actually a subalgebra that satisfies
the assumptions of Theorem B.1 and is therefore uniformly dense in C(K,R). Let µ 6= ν ∈ M≤1(K).
There is f ∈ C(K,R) such that ∫
K
f dµ 6=
∫
K
f dν
because functionals that correspond to C(K,R) separate points of M(K). Since Aˆ is uniformly dense,
we find {gn}n∈N such that ||gn − f ||sup → 0. This implies that∫
K
gn dµ→
∫
K
f dµ and
∫
K
gn dν →
∫
K
f dν.
Therefore there is n, l ∈ N and {fi}i≤l ⊆ A such that gn =
∑
i≤l fi and∫
K
gn dµ 6=
∫
K
gn dν.
This implies that there is i ≤ l such that ∫
K
fi dµ 6=
∫
K
fi dν
and we are done. 
Let K be a compact metric space and µ, ν ∈ M≤1(K). Then we say that ν is absolutely continuous
with respect to µ, in symbols ν << µ, if ν(A) = 0 whenever µ(A) = 0. The classical Radon–Nikodym
Theorem [14, Theorem 6.10] states that ν << µ if and only if there is a unique f ∈ L1(K,µ) such that
ν(A) =
∫
A
f dµ
for every A ∈ B(K). We call f the Radon–Nikodym derivative of ν with respect to µ and denote it as
dν
dµ . The following might be considered as the uniform version of Radon–Nikodym Theorem.
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Theorem B.3. Let K be a compact metric space, µ ∈ P(K) and ι : K → P≤1(K) be a measurable map
such that
(1) ι(x) << µ,
(2) 0 ≤ dι(x)dµ ≤ 1
for µ-almost every x ∈ K. Then there is W ∈ L∞(K ×K,µ× µ) such that
||W ||∞ ≤ 1
and for µ-almost every x ∈ K we have
ι(x)(A) =
∫
X
W (x, y)1A(y) dµ
for every A ∈ B(K).
Proof. Define a probability measure Φ on K ×K as the unique extension of
Φ(A×B) =
∫
A
ι(x)(B) dµ.
It is easy to verify that Φ << µ× µ and W = dΦd(µ×µ) works as required. 
Theorem B.4. [8, Exercise 17.28] Let K and L be compact metric spaces. Suppose that f : K → L is
a continuous map. Then the map f∗ : M≤1(K)→M≤1(L) defined as µ 7→ f∗µ is continuous.
Proof. Suppose that µn → µ in M≤1(K). Then we have∫
L
g df∗µn =
∫
K
g ◦ f dµn →
∫
K
g ◦ f dµ =
∫
L
g df∗µ
for every g ∈ C(L,R), where we used the definition of f∗ and the fact that g ◦ f ∈ C(K,R). 
Appendix C. Conditional Expectation
Let (X,B) be a standard Borel space and µ ∈ P(X). We say that C ⊆ B is a relatively complete
sub-σ-algebra if it is a sub-σ-algebra and Z ∈ C whenever there is Z0 ∈ C such that µ(Z4Z0) = 0. We
denote the collection of all relatively complete sub-σ-algebras as Θµ.
If C ∈ Θµ and (Y,D) is a standard Borel space, then we say that a map f : X → Y is C-measurable
if f−1(A) ∈ C for every A ∈ D.
Theorem C.1. [2, Section 34] Let (X,B, µ) be a probability measure space and C ∈ Θµ. Then there is
a bounded self-adjoint linear operator
E( |C, X) : L2(X,B, µ)→ L2(X,B, µ)
that enjoys the following properties:
(1) E( |C, X) is an orthogonal projection,
(2) E(f |C, X) is C-measurable for every f ∈ L2(X,µ),
(3) if f ∈ L2(X,µ) is C-measurable, then E(f |C, X) = f ,
(4) E(gf |C, X) = gE(f |C, X) whenever f, g, gf ∈ L2(X,µ) and g is C-measurable,
(5) if C ⊆ D, then E(E(f |D, X)|C, X) = E(f |C, X) for every f ∈ L2(X,µ),
(6)
∫
X
f(x)E(g|C, X)(x) dµ = ∫
X
E(f |C, X)(x)g(x) dµ for every f, g ∈ L2(X,µ),
(7) if f ≥ 0, then E(f |C, X) ≥ 0 for every f ∈ L2(X,µ),
(8) ||f ||∞ ≥ ||E(f |C, X)||∞ whenever f ∈ L∞(X,µ) ⊆ L2(X,µ),
(9) for every A ∈ C and f ∈ L2(X,µ) we have∫
A
f dµ =
∫
A
E(f |C, X) dµ.
Appendix D. Markov Operators
Our main reference here is [6]. We remark that in [6] all the results are stated for arbitrary measure
spaces and that Markov operators are defined on L1 spaces rather than on L2. However, it follows from
[6, Chapter 13] that every Markov operator on L2 has a unique extension to a Markov operator on L1
and that the restriction of a Markov operator on L1 to L2 is a Markov operator.
Let (X,B) (resp. (Y,D)) be a standard Borel space and µ ∈ P(X) (resp. ν ∈ P(Y )). We say that a
bounded linear operator S : L2(X,µ)→ L2(Y, ν) is a Markov operator if
• S(f) ≥ 0 whenever f ≥ 0,
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• S(1X) = 1Y ,
• S∗(1Y ) = 1X .
Proposition D.1. [6, Theorem 13.2 and 13.8] The class of Markov operators is closed under adjoints,
composition and pointwise limits, in the sense that if Sn : L
2(X,µ)→ L2(Y, ν) are Markov operators for
every n ∈ N and there is S : L2(X,µ)→ L2(Y, ν) such that
||Sn(f)− S(f)||2 → 0
for every f ∈ L2(X,µ), then S is a Markov operator. Moreover every Markov operator is a contraction,
i.e., its norm is bounded by 1.
We say that P : L2(X,µ) → L2(X,µ) is a Markov projection if it is an orthogonal projection and a
Markov operator (see [6, Section 13.3]). Note that by Theorem C.1 (1,3,7,9) we have that E( |C, X) is a
Markov projection for every C ∈ Θµ (see [6, Remark 13.17])
Theorem D.2 (Structure of Markov projections). [6, Theorem 13.16] Let (X,B) be a standard Borel
space and µ ∈ P(X). There is a one-to-one correspondence between
(1) Markov projections,
(2) Θµ, the relatively complete sub-σ-algebras of B.
The correspondence is given as
P 7→ {A ∈ B : P (1A) = 1A} and C 7→ E( |C, X).
Theorem D.3 (Mean Ergodic Theorem). [6, Theorem 8.6, Example 13.20] Let (X,B) be a standard
Borel space, µ ∈ P(X) and S : L2(X,µ)→ L2(X,µ) a Markov operator. Then∥∥∥∥∥ 1n∑
k<n
Sk(f)− P (f)
∥∥∥∥∥
2
→ 0
for every f ∈ L2(X,µ), where P is the orthogonal projection onto the closed subspace {g ∈ L2(X,µ) :
S(g) = g}.
Note that it follows from Proposition D.1 that P is a Markov projection and therefore by Theorem D.2
it is of the form E( |C, X) for some C ∈ Θµ.
Appendix E. Quotient Spaces
Now we use the fact that for standard Borel spaces with probability measure the set maps correspond
to point maps.
Theorem E.1. Let (X,B) be a standard Borel space, µ ∈ P(X) and C ∈ Θµ. There is a standard Borel
space (Y,D) and ν ∈ P(Y ), measurable surjection qC : X → Y , and Markov operators
SC : L2(X,µ)→ L2(Y, ν) and IC : L2(Y, ν)→ L2(X,µ)
such that
(1) q∗Cµ = ν,
(2) S∗C = IC,
(3) SC ◦ E( |C, X) = SC,
(4) ||IC(f)||2 = ||f ||2 for every f ∈ L2(Y,D),
(5) IC ◦ SC = E( |C, X),
(6) SC ◦ IC is the identity on L2(Y,D),
(7) IC(f)(x) = f(q(x)) for every f ∈ L2(Y,D).
Proof. The existence of (Y,D), ν and qC follows from [8, Exercise 17.43 ii)]. Define IC by the condition
(7). Then it is easy to see that IC is a Markov embedding by [6, Section 12.2, Theorem 13.7] and all the
other properties follow from [6, Section 13.2, 13.3]. 
Corollary E.2. Let (X,B) and (Y,D) be standard Borel spaces. Suppose that µ ∈ P(X) and f : X → Y
is a Borel function. Write C ∈ Θµ for the minimal relatively complete sub-σ-algebra that makes f Borel.
Then for every g0 ∈ L2(X, C, µ) there is a Borel map g1 : Y → C such that g0(x) = g1 ◦f(x) for µ-almost
every x ∈ X.
Proof. Put ν = f∗µ ∈ P(Y ) and note that by [8, Theorem 21.10] there is a Y0 ∈ D such that Y0 ⊆ f(X)
and ν(Y0) = 1. Then use Theorem E.1. 
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We say that a map S : L2(X,µ)→ L2(Y, ν) is a Markov isomorphism if it is a Markov operator that
is a bijection and ||S(f)||2 = ||f ||2 whenever f ∈ L2(X,µ) (see [6, Section 12.2, Theorem 13.7]).
Theorem E.3. Let (X,B) (resp. (Y,D)) be a standard Borel space and µ ∈ P(X) (resp. ν ∈ P(Y )).
Then there is a correspondence between
(1) Markov isomorphisms S : L2(X,µ)→ L2(Y, ν),
(2) measurable measure preserving bijections α : X → Y .
The correspondence from (2) to (1) is given as
α 7→ Sα(f)(x) = f(α−1(x)).
Proof. It follows from [6, Theorem 12.11] that there is a correspondence between Markov isomorphisms
and measure algebra isomorphisms. It is a standard fact (see [9, Theorem 1.9]) that every measure
algebra isomorphism is induced by a measurable measure preserving bijection under the assumption that
the spaces are standard Borel. 
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