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Abstract
We present a new method for solving equilibrium problems, where the underlying
function is continuous and satisﬁes a pseudomonotone assumption. First, we
construct an appropriate hyperplane which separates the current iterative point from
the solution set. Then the next iterate is obtained as the projection of the current
iterate onto the intersection of the feasible set with the half-space containing the
solution set. We also analyze the global convergence of the method under minimal
assumptions.
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1 Introduction
The typical form of equilibrium problems is formulated by the Ky Fan inequality as follows
(see []):
Find x* ∈ C such that f (x*, y)≥  for all y ∈ C,
where C is a nonempty closed convex subset of Rn and f : C×C →R is a bifunction such
that f (x,x) =  for all x ∈ C, shortly EP(f ,C). In this paper, we suppose that f (x, ·) is convex
on C for all x ∈ C, f is continuous on C×C and the solution set S of EP(f ,C) is nonempty.
Although EP(f ,C) has a simple formulation, it includes many important problems in
appliedmathematics such as variational inequalities, complementarity problems, (vector)
optimization problems, ﬁxed point problems and saddle point problems (see [–]). In
recent years, equilibrium problems have become an attractive ﬁeld for many researchers
in both theory and applications (see [–]). There is a myriad of literature related to equi-
librium problems and their applications in electricity market, transportation, economics
and network [, ].
Theory of equilibrium problems has been studied extensively and intensively in terms of
the existence of solutions and generalizations to many abstract ways. However, methods
for solving EP(f ,C) are still limited and have not satisﬁed the need of applications. There
are popular approaches to solving EP(f ,C) to our knowledge. The ﬁrst approach is based
on the gap function (see []), the second way is to use the proximal point method [] and
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the third one is the auxiliary subproblem principle []. Recently, basing on the ﬁxed point









∥∥y – x*∥∥ | y ∈ C
}
, (.)
where λ > , and Armijo linesearch techniques, Tran et al. in [] introduced extragradi-
ent algorithms for solving equilibrium problems and obtained the convergence under the
assumption that the bifunction f is pseudomonotone as the following:
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
x ∈ C,α ∈ (, ), θ ∈ (, ),ρ > .
yk = argmin{f (xk , y) + 
ρ
(G(y) – 〈∇G(xk), y – xk〉) : y ∈ C}.
If yk = xk , then STOP.
Otherwise, ﬁnd the smallest nonnegative integerm such that
zk,m = ( – θm)xk + θmyk , f (zk,m, yk)+
α
ρ
(G(yk) –G(xk) – 〈∇G(xk), yk – xk〉)≤ .
Set θk = θm, zk = zk,m. If  ∈ ∂f (zk , ·)(zk), then STOP.
Otherwise, select gk ∈ ∂f (zk , ·)(zk)
and compute σk = –θk f (z
k ,yk )
(–θ ) 〈F(xk – γ ik r(xk)), r(xk)〉 ≥ σ‖r(xk)‖ (if r(xk) 
= ).
Set zk := xk – γ ik r(xk).
(.)
By replacing a quadratic term ‖y– x*‖ in the subproblem (.) by the Bregman distance
function, Nguyen et al. in [] proposed the interior proximal extragradient method for
solving EP(f ,C), where f is pseudomonotone and C only is a polyhedron convex set. The
method has also been extensively studied to solve EP(f ,C) and variational inequalities (see
[–]).
A special case of ProblemEP(f ,C) is the variational inequality problem, shortlyVI(F ,C),







〉≥  ∀x ∈ C,
where C is a nonempty closed convex subset of Rn and F : C → C. A typical method to
solve Problem VI(F ,C) is the projection method, which is based on the property that x is
a solution to Problem VI(F ,C) if and only if it coincides with zeros of the projected resid-
ual function r(x) := x – PrC(x – F(x)), where PrC(·) is the metric projection on C. Solodov
and Svaiter in [] proposed a projection method which starts with a point x ∈ C and
generates a sequence {xk} deﬁned, for all k ≥ , γ ∈ (, ), σ ∈ (, ), by
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
Find the smallest nonnegative integer ik satisfying
〈F(xk – γ ik r(xk)), r(xk)〉 ≥ σ‖r(xk)‖ (if r(xk) 
= ).
Set zk := xk – γ ik r(xk).
Compute xk+ := PrC∩Hk (xk),
where Hk := {x ∈Rn | 〈F(zk),x – zk〉 ≤ }.
(.)
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Under pseudomonotone and continuous assumptions of F , the authors showed that the
sequences globally converge to a solution of the variational inequality problem VI(F ,C).
Note that if r(xk) = , then xk is a solution to the problem.
In this paper, by combining the extragradient methods in [] and Armijo-type line-
search techniques in (.), we propose a new method for solving Problem EP(f ,C), which
is called to be cutting hyperplane method. First, we construct an appropriate hyperplane
which separates the current iterative point from the solution set. Next, we combine this
techniquewithArmijo-type linesearch techniques to obtain a convergent iteration scheme
for pseudomonotone equilibrium problems. Then, the next iterate is obtained as the pro-
jection of the current iterate onto the intersection of the feasible set with the half-space
containing the solution set. Compared with the extragradient method in [] and the cur-
rent methods, our iteration method is quite simple. The fundamental diﬀerence here is
that the global convergence of the method only requires the continuity and pseudomono-
tonicity of the bifunction f . Moreover, we also show that the cluster point of the sequence
in our scheme is the limit of the projection of the iteration point onto the solution set of
Problem EP(f ,C).
The rest of the paper is organized as follows. In Section , we give formal deﬁnitions
of our target EP(f ,C) and the pseudomonotonicity of f . We then propose the cutting hy-
perplane method. Section  is devoted to the proof of its global convergence to a solution
of EP(f ,C). In the last section, we apply the method for oligopolistic equilibrium market
models with concave cost functions and a generalized form of the bifunction deﬁned by
the Cournot-Nash equilibrium model considered in [, –].
2 Proposedmethod
Suppose that C ⊆Rn, f : C × C →R ∪ {+∞} is a bifunction. We ﬁrst recall the following
deﬁnitions that will be required in our analysis of equilibrium problems (see [, ]).
Deﬁnition . A bifunction f is said to be
(a) strongly monotone on C if there exists a constant ρ >  such that
f (x, y) + f (y,x)≤ –ρ‖x – y‖ ∀x, y ∈ C;
(b) monotone on C if
f (x, y) + f (y,x)≤  ∀x, y ∈ C;
(c) pseudomonotone on C if
f (x, y)≥  implies f (y,x)≤  ∀x, y ∈ C.
It is observed that (a) ⇒ (b) ⇒ (c).
If f is a mapping deﬁned by
f (x, y) := sup
{〈w, y – x〉 | w ∈ F(x)},
where F : C → Rn is a multivalued mapping such that F(x) 
= ∅ for all x ∈ C, then EP(f ,C)
can be formulated as the multivalued variational inequality (shortly, MVI):
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Find x* ∈ C, w* ∈ F(x*) such that
〈
w*,x – x*
〉≥  ∀x ∈ C.
In this case, it is known that solutions coincide with zeros of the following projected resid-
ual function:
T(x) = x – PrC(x – λw),
where λ >  and w ∈ F(x). In other words, with x ∈ C, w ∈ F(x), the point (x,w) is
a solution of (MVI) if and only if T(x) = , where T(x) = x – PrC(x – w) (see []).
Applying this idea to the equilibrium problems EP(f ,C), we obtain the following solution
scheme.








∥∥y – xk∥∥ | y ∈ C
}
(.)
for some positive constant β (as Step  of Algorithm  in []). Set r(xk) := yk –xk . It is easy
to see that if r(xk) = , then xk is a solution to Problem EP(f ,C). Otherwise, we search the
line segment between xk and yk for a point (w¯k , zk) such that the hyperplane
∂Hk =
{
x ∈Rn | 〈w¯k ,x – zk 〉 = }
strictly separates xk from the solution set S of EP(f ,C). To ﬁnd such zk , we may use a com-










We set zk := xk – γmk r(xk) and choose w¯k ∈ ∂f (zk , zk). Then we compute the next iterate
xk+ by projecting xk onto the intersection of the feasible set C with the half-space
Hk :=
{








Instead of (.), Tran et al. in [] used a linesearch technique as follows:
f
(


















〈∇G(xk), yk – xk 〉)≤ , (.)
where α ∈ (, ), ρ >  and G : Rn → R is a strongly convex (with modulus β > ) and
continuously diﬀerentiable function. It is clear to see that (.) is diﬀerent and simpler
than the technique (.). Both of them are Armijo-type linesearch techniques, so a small
part of the proof of the following lemma is close to the proof of Lemma . in [].
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Lemma . If r(xk) 










Proof For r(xk) 
=  and γ ∈ (, ), we suppose to obtain a contradiction that for every

















∥∥r(xk)∥∥ ≥ . (.)

















∥∥y – xk∥∥ ≥ f (xk , yk) + β
∥∥yk – xk∥∥ ∀y ∈ C.






∥∥r(xk)∥∥ ≤ . (.)




Hence, it must be either r(xk) =  or σ ≥ β . The ﬁrst case contradicts r(xk) 
= , while the
second one contradicts the fact that σ < β . 
Lemma . (see []) Let C be a nonempty closed convex subset of a real Hilbert spaceH.
Suppose that, for all u ∈ C, the sequence {xk} satisﬁes
∥∥xk+ – u∥∥≤ ∥∥xk – u∥∥ ∀k ≥ .
Then the sequence {PrC(xk)} converges strongly to some x* ∈ C.
Let us discuss the global convergence of Scheme (.)-(.).
Lemma . Let {xk} be the sequence generated by Scheme (.)-(.). Then the following
hold:
(i) If ‖r(xk)‖ = , then xk ∈ S.
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(ii) If ‖r(xk)‖ 
= , then xk /∈Hk .
(iii) If ‖r(xk)‖ 
= , then S ⊆ C ∩Hk .
(iv) xk+ = PrC∩Hk (y¯k), where y¯k = PrHk (xk).
Proof (i) For a proof of this, see Lemma . in [] and Theorem . in [].
(ii) From zk = xk – γmk r(xk), we have







Combining this inequality with (.) and w¯k ∈ ∂f (zk , zk), we obtain
〈































This implies that 〈w¯k ,xk – zk〉 > . It means that xk /∈Hk .






From w¯k ∈ ∂f (zk , zk), we have
〈
w¯k ,x* – zk






From this inequality and (.), it follows that
〈
w¯k ,x* – zk
〉≤ .
Thus x* ∈Hk .
(iv) We know that
if H =
{
x ∈Rn | 〈w,x – x〉≤ }, then PrH (y) = y – 〈w, y – x
〉
‖w‖ w.
Since xk ∈ C and xk /∈Hk , for every y ∈ C ∩Hk , there exists λ ∈ (, ) such that
xˆ = λxk + ( – λ)y ∈ C ∩ ∂Hk ,
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where ∂Hk = {x ∈Rn | 〈w¯k ,x– zk〉 = }. In particular, for y = xk+, we easily deduce that the
corresponding xˆ = xk+ ∈ C ∩ ∂Hk and thus that xk+ = PrC∩∂Hk (xk). Therefore, for every
y ∈ C ∩Hk , we have
∥∥y – y¯k∥∥ ≥ ( – λ)∥∥y – y¯k∥∥
=
∥∥xˆ – λxk – ( – λ)y¯k∥∥
=
∥∥(xˆ – y¯k) – λ(xk – y¯k)∥∥
=
∥∥xˆ – y¯k∥∥ + λ∥∥xk – y¯k∥∥ – λ〈xˆ – y¯k ,xk – y¯k 〉
=
∥∥xˆ – y¯k∥∥ + λ∥∥xk – y¯k∥∥
≥ ∥∥xˆ – y¯k∥∥ (.)
because y¯k = Pr∂Hk (xk). Also, we have
∥∥xˆ – xk∥∥ = ∥∥xˆ – y¯k + y¯k – xk∥∥
=
∥∥xˆ – y¯k∥∥ – 〈xˆ – y¯k ,xk – y¯k 〉 + ∥∥y¯k – xk∥∥
=
∥∥xˆ – y¯k∥∥ + ∥∥y¯k – xk∥∥.
Since xk+ = PrC∩Hk (xk), using the Pythagorean theorem, we can reduce that
∥∥xˆ – y¯k∥∥ = ∥∥xˆ – xk∥∥ – ∥∥y¯k – xk∥∥
≥ ∥∥xk+ – xk∥∥ – ∥∥y¯k – xk∥∥
=
∥∥xk+ – y¯k∥∥. (.)
From (.) and (.), we have







Using Lemma ., we can prove the global convergence of Scheme (.)-(.) under
moderate assumptions.
Theorem . Let f be pseudomonotone and ∂f (x, ·)(x) be bounded on C. Then
∥∥xk+ – x*∥∥ ≤ ∥∥xk – x*∥∥ – ∥∥xk+ – y¯k∥∥ –
(
γmkσ
‖w¯k‖( – γmk )
)∥∥r(xk)∥∥,
where y¯k = Pr∂Hk (xk), and the sequence {xk} generated by Scheme (.)-(.) converges to a
solution of EP(f ,C).
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Proof We ﬁrst show that the sequence {xk} is bounded. Since xk+ = PrC∩Hk (y¯k), we have
〈
y¯k – xk+, z – xk+
〉≤  ∀z ∈ C ∩Hk .
Substituting z = x* ∈ C ∩Hk , we have
〈
y¯k – xk+,x* – xk+
〉≤  ⇔ 〈y¯k – xk+,x* – y¯k + y¯k – xk+〉≤ ,
which implies that
∥∥xk+ – y¯k∥∥ ≤ 〈xk+ – y¯k ,x* – y¯k 〉.
Hence, we have
∥∥xk+ – x*∥∥ = ∥∥xk+ – y¯k + y¯k – x*∥∥
=
∥∥xk+ – y¯k∥∥ + ∥∥y¯k – x*∥∥ + 〈xk+ – y¯k , y¯k – x*〉
≤ 〈x* – y¯k ,xk+ – y¯k 〉 + ∥∥y¯k – x*∥∥ + 〈xk+ – y¯k , y¯k – x*〉
=
∥∥y¯k – x*∥∥ + 〈xk+ – y¯k , y¯k – x*〉
=
∥∥y¯k – x*∥∥ – ∥∥xk+ – y¯k∥∥. (.)





= xk – 〈w¯




∥∥y¯k – x*∥∥ = ∥∥xk – x*∥∥ + 〈w¯k ,xk – zk〉‖w¯k‖
∥∥w¯k∥∥ – 〈w¯k ,xk – zk〉‖w¯k‖
〈
w¯k ,xk – x*
〉
=
∥∥xk – x*∥∥ +
(




mk 〈w¯k , r(xk)〉
‖w¯k‖
〈
w¯k ,xk – x*
〉
=
∥∥xk – x*∥∥ –
(





γmk 〈w¯k , r(xk)〉
‖w¯k‖
〈








∥∥xk – x*∥∥ –
(




mk 〈w¯k , r(xk)〉
‖w¯k‖
[〈









∥∥xk – x*∥∥ –
(




mk 〈w¯k , r(xk)〉
‖w¯k‖
〈





∥∥xk – x*∥∥ –
(




mk 〈w¯k , r(xk)〉
‖w¯k‖
〈
w¯k , zk – x*
〉
. (.)
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)≥ 〈w¯k , y – zk 〉 ∀y ∈ C.




















)〉≥ σ – γmk
∥∥r(xk)∥∥.
Hence, (.) reduces to
∥∥y¯k – x*∥∥ ≤ ∥∥xk – x*∥∥ –
(
γmk 〈w¯k , r(xk)〉
‖w¯k‖
)
≤ ∥∥xk – x*∥∥ –
(
γmkσ
‖w¯k‖( – γmk )
)∥∥r(xk)∥∥. (.)
Combining (.) with (.), we obtain
∥∥xk+ – x*∥∥ ≤ ∥∥xk – x*∥∥ – ∥∥xk+ – y¯k∥∥ –
(
γmkσ
‖w¯k∥∥( – γmk )
)∥∥r(xk)∥∥. (.)
This implies that the sequence {‖xk – x*‖} is nonincreasing and hence convergent. So,
there exists a subsequence {xkj} which converges to x¯. We consider the function g(y) :=
f (xkj , y) + β ‖y – xkj‖ + δC(y), where δC(·) is the indicator function on C. Then g is the
strongly convex function on C and hence ∂g is strongly monotone with a constant β > .
By the deﬁnition of a strongly monotone mapping, we have
β
∥∥xkj – ykj∥∥ ≤ 〈gkj – gkj ,xkj – ykj 〉 ∀gkj ∈ ∂g(xkj), gkj ∈ ∂g(ykj)
≤ ∥∥gkj – gkj ∥∥∥∥xkj – ykj∥∥.
Since ∂g(y) = ∂f (xkj , ·)(y) + β(y – xkj ) +NC(y) and  ∈ ∂g(ykj ), we choose gkj ∈ ∂f (xkj , ·)(xkj )
and gkj = . So,
β
∥∥xkj – ykj∥∥≤ ∥∥gkj ∥∥. (.)
By the assumption that ∂f (x, ·)(x) is upper semicontinuous on C and {xkj} converges to
x¯, the sequence {gkj } is bounded. Combining this and (.), the sequence {ykj} is also
bounded. Therefore, the sequences {zkj = xkj – γmkj r(xkj )} and {w¯kj} are bounded. We sup-
pose that
∥∥w¯kj∥∥ <M ∀j = , , . . . .
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This together with (.) implies




M( – γmkj )
)∥∥r(xkj)∥∥. (.)





The cases remaining to consider are the following.
Case . lim supj→∞ γ
mkj > . This case must follow that lim infj→∞ ‖r(xkj )‖ = . In other
words, the subsequence {xkj} converges to x¯ and {ykj} converges to y¯. Then we have r(x¯) :=
x¯ – y¯ = . Then we see from Lemma . that x¯ ∈ S, and besides we can take x* = x¯, in
particular in (.). Thus {‖xk – x¯‖} is a convergent sequence. Since x¯ is an accumulation
point of {xk}, the sequence {‖xk – x¯‖} converges to zero, i.e., {xk} converges to x¯ ∈ S.
Case . limj→∞ γ
mkj = . Since mkj is the smallest nonnegative integer, mkj –  does not











Passing to the limit in (.) as j → ∞, and using the continuity of f , limj→∞ xkj = x¯,
limj→∞ ykj = y¯, we have
f (x¯, y¯)≥ –σ∥∥r(x¯)∥∥, (.)
where r(x¯) = x¯ – y¯. From Scheme (.)-(.), we have
f
(






Since f is continuous, passing to the limit as j→ ∞, we obtain
f (x¯, y¯)≤ –σ∥∥r(x¯)∥∥.
Combining this with (.), we have
–σ
∥∥r(x¯)∥∥ ≤ f (x¯, y¯)≤ –σ∥∥r(x¯)∥∥,
which implies r(x¯) = , and hence x¯ ∈ S. Letting x* = x¯ and repeating the previous argu-
ments, we conclude that the whole sequence {xk} converges to x¯ ∈ S. This completes the
proof. 
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Proof It is well known that f is pseudomonotone, so S is convex. By Theorem ., the
sequence {xk} converges to a solution x* ∈ S. Set zk := PrS(xk). By the deﬁnition of PrC(·),
we have
〈
zk – xk , zk – x
〉≤  ∀x ∈ S. (.)
It follows from Theorem . that
∥∥xk+ – x*∥∥≤ ∥∥xk – x*∥∥ ∀k ≥ ,x* ∈ S.




)→ x ∈ S as k → ∞. (.)
Passing the limit in (.) and combining this with (.), we have
〈
x – x*,x – x
〉≤  ∀x ∈ S.








4 Illustrative examples and numerical results
As an example for equilibrium problems EP(f ,C), we consider the Cournot-Nash oligop-
olistic market equilibrium model (see [, , ]). In this model, it is assumed that there
are n-ﬁrms producing a common homogenous commodity and that the price pi of the
ﬁrm i depends on the total quantity σx =
∑n
i= xi of the commodity. Let hi(xi) denote the
cost of the ﬁrm i when its production level is xi. Suppose that the proﬁt of the ﬁrm i is
given by
fi(x, . . . ,xn) := xipi(σx) – hi(xi), i = , . . . ,n, (.)
where hi is the cost function of the ﬁrm i that is assumed to be dependent only on its
production level.
Let Ci ⊂ R+ := {x ∈ R | x ≥ } (i = , . . . ,n) denote the strategy set of the ﬁrm i. Each
ﬁrm seeks to maximize its own proﬁt by choosing the corresponding production level
under the presumption that the production of other ﬁrms is parametric input. In this
context, a Nash equilibrium is a production pattern in which no ﬁrm can increase its
proﬁt by changing its controlled variables. Thus, under this equilibrium concept, each
ﬁrm determines its best response given other ﬁrms’ actions. Mathematically, a point
x* = (x*, . . . ,x*n) ∈ C := C × · · · ×Cn is said to be a Nash equilibrium point if
fi
(
x*, . . . ,x*i–, yi,x*i+, . . . ,x*n
)≤ fi(x*, . . . ,x*n) ∀yi ∈ Ci,∀i = , . . . ,n. (.)
When hi is aﬃne, this market problem can be formulated as a special Nash equilibrium
problem in the n-person noncooperative game theory.
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Set
φ(x, y) := –
n∑
i=
fi(x, . . . ,xi–, yi,xi+, . . . ,xn) (.)
and
f (x, y) := φ(x, y) – φ(x,x). (.)
Then it has been proved in [] that the problem of ﬁnding an equilibrium point of this
model can be formulated as the following equilibrium problem in the sense of Blum and
Oettli:
Find x ∈ C such that: f (x*, y)≥  for all y ∈ C.
In classical Cournot-Nash models (see []), the price and cost functions for each ﬁrm
are assumed to be aﬃne of the following forms:
pi(σx) := p(σx) = α – χσx, with α ≥ ,χ > ,
hi(xi) = μixi + ξi, with μi ≥ , ξi ≥  (i = , . . . ,n).
Combining this with (.), (.), (.) and (.), we obtain that
f (x, y) =
〈







 χ χ · · · χ
χ  χ · · · χ
χ χ  · · · χ
· · · · ·




, α = (α, . . . ,α)T , μ = (μ, . . . ,μn)T .
It follows from Deﬁnition . that the following result holds.
Proposition . If the parametric μ satisﬁes μi ≥ α for all i = , . . . ,n, then the function
f deﬁned by (.) is pseudomonotone on C and it can be not monotone on C.
Now we consider a generalized form of the bifunction deﬁned by the above Cournot-
Nash equilibrium model. Let C be a polyhedral convex set given by
C :=
{
x ∈Rn |Dx≤ b, ≤ xi, i = , . . . ,n
} 
= ∅,
whereD ∈Rm×n, b ∈Rm. The equilibrium bifunction f : C×C →R∪{+∞} is of the form
f (x, y) =
〈
F(x, y), y – x
〉
, (.)
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where F : C × C → Rn+ := {x ∈ Rn+ | xi ≥  (i = , . . . ,n)}, f (x, ·) is convex for each ﬁxed
x ∈ C and continuous on C. The function deﬁned by (.) also is a generalized form of the
bifunction deﬁned by the Cournot-Nash equilibrium model considered in []. By using
Deﬁnition ., it is easy to have the following property of f .
Proposition . If there exists a bifunction θ : C ×C →R+ := {t ∈R | t ≥ } which satis-
ﬁes F(x, y) = θ (x, y)F(y,x) for all x, y ∈ C, then the function f deﬁned by (.) is pseudomono-
tone and it can be not monotone on C ×C.
To illustrate our scheme, we consider two academic numerical tests of the function
f (x, y).




    
    
    
    






    
    
    
    





























≤ x + x + x + x ≤ ,
≤∑i= xi ≤ ,
≤ x + x + x ≤ ,
≤ x + x ≤ .
In this case, the bifunction f deﬁned in (.) is pseudomonotone, continuous and diﬀeren-




















∥∥x – xk∥∥ | x ∈ C
}
. (.)
In Step , ∂f (zk , zk) is deﬁned by the form




M + 〈x,d〉B, y – x〉} ∀(x, y) ∈ C ×C.
Thus, ∂f (zk , zk) = {F(zk , zk)} and the sequence {wk} is uniform bounded. Note that xk+ :=
PrC∩Hk (xk) is the unique solution to
min
{∥∥x – xk∥∥ | x ∈ C ∩Hk}. (.)
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Table 1 Iterations of Scheme (2.1)-(2.3), where x0 = (1, 2, 3, 1, 1)T









1 4.3842 0 3.4633 1.7683 1.3842
2 4.4657 0 3.1371 1.9315 1.4657
3 4.4901 0.0000 3.0404 1.9796 1.4898
4 4.4976 0.0000 3.0117 1.9938 1.4969
5 4.5001 0.0000 3.0031 1.9979 1.4990
6 4.5012 0.0000 3.0005 1.9989 1.4995
7 4.5106 0.0142 2.9716 2.0071 1.4965
8 4.5309 0.0412 2.9176 2.0206 1.4897
9 4.5370 0.0494 2.9013 2.0247 1.4877
10 4.5389 0.0519 2.8963 2.0259 1.4870
11 4.5395 0.0526 2.8948 2.0263 1.4868
12 4.5396 0.0528 2.8943 2.0264 1.4868
13 4.5397 0.0529 2.8942 2.0264 1.4868
14 4.5397 0.0529 2.8942 2.0265 1.4868
Table 2 With the tolerance  = 10–6
Scheme (2.1)-(2.3) Algorithm 2a in [14]
Problem No. iterations CPU times (seconds) Problem No. iterations CPU times (seconds)
1 16 1.8438 1 23 1.1388
2 13 1.4375 2 15 2.1103
3 19 2.5156 3 25 3.1023
4 21 2.7031 4 22 3.7801
5 14 1.7344 5 17 2.0183
6 16 1.9531 6 19 2.0081
7 16 1.8594 7 21 1.5921
8 19 2.5938 8 25 3.0142
9 16 2.1875 9 15 1.9082
10 12 1.5632 10 23 4.0115
Subproblems (.) and (.) can then be solved eﬃciently, for example, by the Matlab
optimization toolbox. Lemma . shows that if r(xk) = , then xk is a solution to problems
EP(f ,C). So, we can say that xk is an -solution to problems EP(f ,C) if we have ‖r(xk)‖ ≤ 
with  > . Taking  = –, γ = ., β =  and σ = , we obtained the iterates in Table .
The approximate solution obtained after  iterations is
x = (., ., ., ., .)T .
In Table , we compare Scheme (.)-(.) with Algorithm a in []. Now, there have
been some changes in this case: M, B and the ﬁrst component of vector q are cho-
sen randomly in (, ), and the ﬁrst component of vector d is chosen randomly in (, ).
In both cases, we use Algorithm a with the same equilibrium bifunction, the quadratic
regularization function G(x) := ln( + x) and parameters θ = ., ρ = , α = ..
Case . We use Scheme (.)-(.) with the same equilibrium problems and dates as
in Case . Unless the bifunction F(x, y) := M(x + y) + D(x + y) + q, where D is deﬁned
by the components of the D(x), is Dj(x) = dj arctan(xj) ∀j = , . . . , , dj is chosen by d =
(, , , , )T . This example is given by Bnouhachem (see []). Under these assumptions,
it can be proved that f is continuous and pseudomonotone on C.















∥∥x – xk∥∥ | x ∈ C
}
,
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Table 3 With the tolerance  = 10–6
Scheme (2.1)-(2.3) Algorithm 2a in [14]
Problem No. iterations CPU times (seconds) Problem No. iterations CPU times (seconds)
1 32 6.1656 1 43 5.3201
2 18 3.9910 2 31 6.2291
3 27 5.2915 3 22 2.1205
4 31 3.2107 4 36 5.1123







































Thus, the sequence {wk} is uniform bounded. There have been some changes in this case:
f (x, y) = 〈M(x+ y)+D(x+ y)+q, y–x〉, whereD(x) = (d arctan(x), . . . ,d arctan(x))T , but d
is deﬁned, the components are chosen randomly in (, ). Choosing γ = ., β = , σ = .
and x¯ = (, , , , )T ∈ C and comparing Scheme (.)-(.) and Algorithm . in [], we
obtained the computation presented in Table .
We perform Scheme (.)-(.) and Algorithm a [] in Matlab Ra running on a
PC Desktop Intel(R) Core(TM) Duo CPU T@ .GHz . GB, Gb RAM.
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