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We investigate the crossing of an energy barrier by a self-propelled particle described by a Rayleigh
friction term. We reveal the existence of a sharp transition in the external force field whereby the
amplitude dramatically increases. This corresponds to a saddle point transition in the velocity
flow phase space, as would be expected for any type of repulsive force field. We use this approach
to rationalize the results obtained by Eddi et al. [Phys. Rev. Lett. 102, 240401 (2009)] who
studied the interaction between a drop propelled by its accompanying wave field and a submarine
obstacle. This wave particle entity can overcome potential barrier, suggesting the existence of a
“macroscopic tunneling effect”. We show that the effect of self-propulsion is sufficiently strong to
generate crossing of the high energy barrier. By assuming a random distribution of initial angles, we
define a probability distribution to cross the potential barrier that matches with the data of Eddi et
al.. This probability is similar to the one encountered in statistical physics for Hamiltonian systems
i.e. a Boltzmann exponential law.
PACS numbers: 47 55.D- Drops, 05 45.-a, Non linear dynamics and chaos
I. INTRODUCTION
Classical Hamiltonian systems are stuck at a given
energy level and therefore cannot overcome barriers of
potential energy. When one considers energy exchange
with a thermal reservoir this property usually breaks
down, as can be observed with Brownian motion and
thermally activated processes. Self-propelled particles
break the Hamiltonian structure and therefore may also
overcome large potential barriers. This is a fundamental
issue in active matter [1], collective behaviors [2, 3], or
motile colloidal systems [4].
Here we investigate the possibility of self-propelled
particles relying on Rayleigh friction [5, 6] to cross
potential barriers. This nonlinear friction term was first
introduced by Lord Rayleigh and has been since used
for various motile systems [7–10]. The motility derives
from an internal energy consumption input and an
exchange with the environment, so that these particles
may interact in a counter-intuitive way with external
potentials. This model has been investigated in the
case of thermally activated Brownian motion [11] or in
the presence of a quadratic [12], cubic [13] and ratchet
potential [14].
The present study is motivated by the experiments
from A. Eddi et al. [15] in which a walking droplet and
its waves interact with a submarine obstacle, leading to
“classical tunneling” of a wave-particle entity. Nachbin
et al. [16] have investigated the case of one-dimensional
crossings, where they have used a conformal mapping to
model the two-dimensional flow below and to account for
∗ sperrard@uchicago.edu
the presence of an immersed barrier. L. Faria [17] intro-
duced an effective depth model which was subsequenlty
used by Pucci et al. [18] to model the non-specular
reflection of a walker.
In this article we adopt a complementary point of view
and investigate whether the walkers crossing properties
may be intrisic to their non-Hamiltonian nature. In the
short wave damping regime, the wave-drop association
can be considered as a self-propelled particle experienc-
ing a Rayleigh friction that originates from the waves
emitted by the drop [19, 20]. We investigate whether a
non-Hamiltonian particle can cross an energy barrier de-
pending on its initial conditions. We consider both linear
and harmonic energy landscapes. In Sec. II, we present
the theoretical model. Then in Sec. III, we investigate the
structure of the solutions. Using a representation in the
velocity phase space, we show that a saddle point transi-
tion arises as a function of the external force amplitude.
This transition separates two regimes that are qualita-
tively different in terms of crossing statistics. In the low
force regime, we analytically derive the relationship be-
tween the incident angle and the maximal penetration
depth of the particle. In Sec. IV, guided by the random-
ness of the impact angles observed during the crossing
events in the experiment of Eddi et al., we add a stochas-
tic feature by randomly choosing the initial conditions.
We compare the probability, P , to cross the barrier for
random incident angles to the probability, PBoltz., that
one would obtain from a thermally activated process, i.e.
Boltzmann exponential. We find PBoltz. = P , which de-
fines an equivalent temperature for the system. In Sec. V,
we show that our model adequately captures the experi-
mental observations of Eddi et al. [15]. Finally in Sec. VI
we conclude and discuss the perspectives opened by this
work.
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FIG. 1. Color online(a) Sketch of the thought experiment: The self-propelled particle, indicated by the red dot, moves with
an initial velocity v0 = (vx,0, vy,0) with vy,0 pointing toward the potential barrier Ep corresponding to a force field F . The
force field is applied in the interval y ∈ [0, L] only. (b) Trajectories for two different constant force fields for θ0 = 10
◦. In blue,
f = 10−3 and in gray f = 103. The red area indicates where the force field is applied.
II. MODEL
The model used throughout this article is the following.
We consider a self-propelled particle of massm immersed
in a two-dimensional force field, F = −Fh[0,L]ey, that
is constant in the region Y ∈ [0, L] and zero elsewhere,
as depicted in Fig. 1(a). Here, h[0,L] denotes a step-
wise function of Y between 0 and L . This force is
invariant along the x-axis. For the sake of simplicity,
only the constant force field is fully investigated in
this article, though we also study a harmonic potential
F = −mΩ2Y ey, with Ω the angular frequency, which
we will present shortly.
The self-propulsion is implemented by means of a
Rayleigh-type friction force [19] Fp reading
Fp =
m
Tv
V
(
1− ‖V‖
2
V 20
)
. (1)
Here, V the instantaneous velocity and Tv the relaxation
time toward the equilibrium velocity V0. This term ac-
counts both for an active propulsion and an effective fric-
tion that sets V0. The force is propulsive if V < V0 and
the force leads to friction if V > V0. This form was first
introduced by Rayleigh [5] and has been since applied to
a wide range of systems such as self-propelled stochastic
particles [14], car traffic [21] or bouncing drops [19]. Tak-
ing into account the force field F and the self-propulsion
Fp, Newton’s law for the self-propelled particle reads:
V˙ =
1
Tv
V
(
1− ‖V‖
2
V 20
)
+
F
m
. (2)
We use the dimensionless quantities F → f = FTv/mV0,
t → t/Tv, V → v = V/V0 and consequently the spatial
coordinates scales as (X,Y ) → (x, y) = (X,Y )/(V0Tv).
In the particular case of the harmonic potential we de-
fine a dimensionless angular frequency ω = ΩTv. The
dimensionless equations of motion along ex and ey read
{
v˙x = vx
(
1− (v2x + v2y))
v˙y = vy
(
1− (v2x + v2y))− fh[0,L] (3)
We solve this set of equations with Mathematica using
the “NDSolve” algorithm. To compare regimes of
very different force amplitudes, we introduce a force
lengthscale L = mV 20 /F and express the results in terms
of dimensionless distances (X,Y )/L or equivalently
(xf, yf). The corresponding lengthscale in the harmonic
potential is given byL = V0/Ω. We define a penetration
depth Lc whose dimensionless form writes ℓc = Lc/L.
Having introduced the model, we now investigate the
possibility of crossing the potential barrier.
III. RESULTS: ANALYSIS OF THE TWO
REGIMES f < f⋆ AND f > f⋆
Fig. 1(b) illustrates the two regimes of propulsion
that we identify. The particle trajectory is shown for
two asymptotic force field magnitudes, f = 103 (grey
line) and f = 10−3(blue line). The red shaded area
corresponds to the region of space where the force field is
applied. For the specific incident angle θ0 = 10
◦ the par-
ticle crosses the constant force field provided f > 0.471.
This illustrates the existence of a transition from non-
crossing to barrier crossing when the force field, f , is
decreased. For small values of f , the particle only slightly
deviates while maintaining its speed along the trajectory.
The transition between the two regimes of propulsion
can be conveniently studied by considering the velocity
potential:
V(vx, vy) = ‖v‖
2
2
(‖v‖2
2
− 1
)
+ fvy. (4)
3The total dimensionless forces, −∇vV(vx, vy), are the
derivatives of this potential with respect to v. The
fixed points for the velocity are solutions of the equation
vy(1 − v2y) − f = 0. Figure 2(a) represents the value of
these steady solutions, v⋆, as a function of the external
force, f . Two regions can be identified and are separated
by a critical value of the external force f⋆ = 2/(3
√
3).
For f < f⋆, two solutions are stable with respect to
vy, one parallel to the force field v
− (dashed line) and
one anti-parallel to the force field v+ (solid line). The
anti-parallel solution v+ is unstable with respect to
vx, leading to a saddle node in the (vx, vy) plane. The
solution near the origin (vx, vy) = (0, 0) is unstable along
both directions (dotted black line). For f ≫ f⋆ the
equation admits only one solution v− which is parallel
to the force field (v− < 0) (solid line).
We numerically solve Eqs. 3 for two asymptotic values
of force fields, f = 10−3 ≪ f⋆ and f = 103 ≫ f⋆, and
present in Fig. 2(b) the penetration depth, ℓc, reached
by the particle as a function of the incidence angle θ0.
We observe a qualitative change in the behaviour close
to θ0 = 0. The case of a classical Hamiltonian particle
(gray line) has been superimposed. Indeed, Hamiltonian
particles cannot travel beyond a critical penetration
depth, ℓHc = 1/2, indicated in dashed red line. As
observed in Fig. 2(b), thanks to the Rayleigh friction,
if f < f⋆ a barrier of potential energy larger than the
kinetic energy K0 = mV
2
0 /2 can be overcome for small
values of the incident angle θ0. For a harmonic force, a
similar transition is observed in the inset of Fig. 2(b).
The two regimes are separated by a critical angular
frequency, ω⋆ = 1/2.
The qualitative change of propulsion can be revisited
by analyzing how the flow structure changes with f in
the velocity phase space [see Fig. 2(c) and (d)]. For
f = 0.10 [see Fig. 2(c)], the flow is directed toward the
unit circle and converges to the fixed point vy = v
−; in
the immediate vicinity of the unit circle. For f = 0.70
[see Fig. 2(d)], the flows converges directly toward
vy = v
−. This change of phase space topology derives
from the collapse of the saddle point and the unstable
fixed point v+ at the critical value f⋆, as shown in
Fig. 2(a). For f < f⋆, the velocity mainly changes in
terms of orientation rather than in amplitude, while the
opposite situation occurs for f > f⋆.
This transition can also be discussed by considering
the different time scales governing the dynamics. As
suggested by Eq. 2, the convergence to the unit cir-
cle ‖v‖ = 1 originates from the self-propulsion and
occurs over a time scale ∼ Tv. The convergence to
vy = v
− due to the force field occurs over a time scale
∼ TF = (mv0)/F . The ratio between the two time
scales is given by Tv/TF = f . Therefore, at low values
of f , the system first converges to ‖v‖ = 1 over a time
Tv and it aligns its velocity with the force field over
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FIG. 2. Color online (a) Equilibrium speed v⋆ of Eq. 3 for
vx = 0 as a function of f . Stable solution v
− (dashed black
line), saddle node solution v+ (solid black line) and unstable
solutions (dotted black line). The critical force value f⋆ is
defined graphically as the merging of the saddle-node and the
unstable fixed point. (b) Penetration depth reached by the
particle as a function of the angle of incidence θ0 (log scale).
Low force regime f = 10−3 < f⋆ (▽) and high force regime
f = 103 > f⋆ (◦). Solid gray line: maximal penetration
depths for an Hamiltonian particle. Solid blue line: maximal
penetration depth for a self-propelled particle in the limit f ≪
f⋆ predicted by Eq. 8. Dashed red: limit encountered by
Hamiltonian particles. Inset: Same analysis performed with
a harmonic force field (identical color code). (c) and (d) flow
representation in the (vx, vy)-plane respectively for f = 0.1 <
f⋆ (blue line in Fig. 2(a)) and for f = 0.7 > f⋆ (red line in
Fig. 2(a)) of Fig. 2(c) and (d). White arrows indicate the
direction of the flow.
a longer period of time (TF ≫ TV ). Therefore, for
f ≪ f⋆, signification penetration depths into the force
field are possible, since the time spent with a velocity
unaligned to F can be much larger than the typical time
of interaction with the force field. As expected, motions
in regions of high potential energy are therefore possible
owing to the self-propulsive mechanism.
We end this section by deriving an analytic expres-
sion for the penetration depth in the low force regime
f ≪ 1. In this regime, the penetration depth can be
estimated by taking advantage of the separation of time
scales between the fast dynamics of convergence to the
unit circle ||V || = 1 and the slow dynamics of velocity
direction change. Using this hypothesis, we look for a
relation between the incidence angle, θc, and the max-
4imum dimensionless depth reached, ℓc, as a function of
the external force, f . The maximum penetration depth,
Lc, reached in the force field can be expressed as
Lc =
∫ tf
0
Vydt, (5)
where tf denotes the time at which Vx = 0. Due to the
axial symmetry of the velocity phase space in the case
f ≪ f⋆, it is convenient to write eqs. 3 in cylindrical
coordinates (‖v‖, vθ)
{
˙||v|| = ||v|| (1− ||v||2)− f cos θ,
||v||vθ = −f sin θ. (6)
In the case f ≪ f⋆, we can approximate the velocity
by ||v|| ≃ 1. The maximal dimensionless depth can be
written
ℓc =
∫ 0
θ0
cot θ dθ. (7)
It yields
sin θ0 = exp (−ℓc) = exp
(
− FLc
mV 20
)
, (8)
which links the maximal depth, Lc, reached in the ex-
ternal potential and the incidence angle, θ0. Equation 8
reproduces well the numerical results in 2(b) (blue solid
line). Note also that Eq. 8 predicts the critical angle,
θc, defining the transition between crossing and reflected
trajectories and corresponding to Lc = L.
In this section we have investigated the solutions of
Eq. 3 and showed that there exists two distinct regimes.
Particularly in the low force regime, i.e. f ≪ f⋆, the par-
ticle can reach significant penetration depths in either
a constant or an harmonic force field. The qualitative
change of behaviour is conveniently traced out by look-
ing at the velocity potential. We derive an expression for
the penetration depth as a function of the incident angle.
This penetration depth can be arbitrary large for small
incident angle. Large penetrations are possible only if
the particle has an initial velocity included in a cone of
aperture 2θc. The model proposed in this section is de-
terministic and the initial conditions are fixed. We now
analyze the influence of random initial conditions on the
crossing properties.
IV. CROSSING PROBABILITY
In this section, we introduce random incidence angles,
which leads to a probability P to cross the potential bar-
rier of dimensionless depth ℓ. This stochastic ingredi-
ent aims at reproducing a random distribution of initial
conditions with a maximum probability for normal inci-
dence, as observed in the experiments of Eddi et al [15].
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FIG. 3. Color online Evolution of the equivalent Boltzmann
factor β (log. scale along x) for a harmonic force field of nat-
ural frequency ω (◦) and a constant force field of magnitude
f (). Vertical dashed lines indicate f⋆ and ω⋆ in gray and
black respectively. Inset Probability P to cross the potential
barrier (log. scale) as a function of the maximal potential
energy umax of the energy potential barrier. Uniform distri-
bution and harmonic force field (N), uniform distribution and
constant force field (⋆). Gaussian distribution with σ = pi/8
(×), pi/4 (•), pi/2 () respectively and constant force field.
Note that we do not consider the stochastic counterpart
of Eq. 3, but do investigate the deterministic Eq. 3 un-
der random initial incidence angles. A uniform distri-
bution of angles, as well as a centered gaussian distri-
bution, have been investigated. Considering either the
uniform distribution, P (θ0) = U(π/2, π/2), or the gaus-
sian distribution, P (θ0) = exp(−θ20/2σ2)/
√
2πσ2, the in-
set of Fig. 3 shows the probability to pass through a
barrier of dimensionless maximal potential energy umax.
The linear and the quadratic potential lead to umax = ℓ
and umax = ℓ
2/2, respectively. The probability, P , is
found to decrease exponentially with umax, leading to
P(ℓ) = α exp(−βumax), as observed in the inset of Fig. 3.
Figure 3 shows the evolution of β with the force field
parameters (f and ω respectively). Near the transition
f . f⋆, β depends on the force field parameters. As long
as f ≪ f⋆ or ω ≪ ω⋆ respectively, β = 1 is constant. In
this latter regime, reintroducing dimensions and evaluat-
ing the probability distribution yields
P(L) = α exp
(
−Umax
mV 20
)
. (9)
The expression of the probability distribution, P ,
depends on the variance of the distribution, P , through
the normalizing prefactor, α, but not on the specific
5shape of the initial statistics P (θ0) as shown in the inset
of Fig. 3 for various potentials. This scaling therefore
appears as an general property of a Rayleigh-friction
type of dynamics.
One may draw an analogy between our system and
the canonical ensembles in statistical physics, in which
the probability to cross a barrier of energy, U , is P =
A exp (−U/kBT ) and which leads to the following formal
correspondence
“kBT ” = mV
2
0 = 2K0. (10)
where K0 is the passive kinetic energy. Knowing that
the velocity of the particle is constrained by the Rayleigh
friction for small values of f , this leads to an energy of
“kBT/2” for the sole available degree of freedom, the
direction of the instantaneous velocity.
In this section, we have shown that the model pre-
sented in Sec. II with random initial conditions in the
limit f ≪ f⋆ leads to crossing probabilities correspond-
ing to a Boltzmann exponential law, but for a reason
intrinsically different from a stochastic process. This re-
sult arises from the qualitative change in the phase space
and the constraint v = 1 for small external potentials.
V. COMPARISON WITH THE
EXPERIMENTAL DATA
This model can be applied to experiments in which
self-propelled particles are confined and interact with
slow variating potentials. Such a situation has been
encountered by Eddi et al. [15] with self-propelled
droplets bouncing on an air-water interface. In this
section we compare our theoretical predictions with the
existing data from Eddi et al. [15].
A sketch of the experiment is drawn in Fig. 4a.
Repeated drop impacts on the fluid surface create a
standing Faraday wave field pattern [22, 23], which in
return propels the drop [24–26]. This dual system is
termed a walker. Eddi et al. [15] performed the following
experiment. A single drop was trapped in rectangular
or rhomboidal cavities separated by submarine walls.
These walls repelled walkers and thus acted as barriers
of potential.
The precise description of the drop/wall interaction
was not known for several years. Recently, it was shown
that the shape of the effective potential can be mod-
elled [16–18]. Subsequently one-dimensional crossings
were investigated [16] and rationalized, but the two-
dimensional situation remained a numerical and theoret-
ical challenge. As our results (Eq. 9) do not depend on
the exact shape of the repulsive potential, it is tantalizing
to apply our model to this situation. In the experiments,
the erratic crossing events originate from the interaction
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FIG. 4. Color online (a) Sketches of the tunneling experi-
ment adapted with courtesy from Eddi et al. [Phys. Rev.
Lett. 102, 240401 (2009)]. (Left) A bouncing drop is travel-
ling along a limit cycle in a rectangular cavity. (Right) The
impact angles are erratic and the walker crosses the barrier of
potential after several reflexions. (b) Evolution of the poten-
tial shape γ as a function of the obstacle thickness L computed
from the probability of crossing and the Eq. 11. Different col-
ors indicate different thickness. Inset Probability to cross a
barrier of given thickness as a function of the incoming droplet
velocity. Color indicates the thickness, relative to the color
code used in the main plot.
with the propelling waves and memory effects, which are
known to trigger a transition to chaos as soon as the drop
interacts with external potential [27, 28]. The chaotic
regime generates an effective distribution of incident an-
gles. Under these assumptions, according to Eq. 9, the
experimental probability, P , to cross the barrier should
read
P(L, V0) = exp
(
−γ(L)
V 20
)
, (11)
where γ(L) is a potential that depends on the thickness
of the submerged barrier, V0 is the free walker speed
and γ(L) is the sole fitting parameter. In Fig. 4(b) we
compare our predictions with the experimental data of
Eddi et al. [15]. Specifically, we show the evolution of
6γ as a function of the thickness L of the barrier. We
observe that γ changes linearly with L in accordance
with the existing experimental data (coefficient of
determination R2 = 0.981). This linear dependency
indicates that the submarine walls confining the walker
are well-described by an effective step force field. In
the article of Eddi et al. [15], this result was attributed
to the lowest excitability of the Faraday waves above
the submarine obstacle. Finally the inset of Fig. 4b
shows the experimental and theoretical probabilities to
cross a barrier of given thickness as a function of the
incoming velocity of the walker. As observed from the in-
set of Fig. 4b, Eq. 11 correctly fits the experimental data.
So far only the erratic distribution of impact angles
has been considered, which arises from the wavelike
properties of the system. We also show that the self-
propulsion mechanism itself is sufficient to rationalize
the crossing properties observed by Eddi et al. [15]. Note
also that the current model for self-propulsion best holds
for short wave damping time, a regime in which these
drops can simply be seen as self-propelled particles [19]
with an added effective mass [20]. But even for more
complex regimes, the non-Hamiltonian structure of the
dynamics will impose strong constraint on the walker
tangential force balance and thus be of some general
relevance.
VI. CONCLUSIONS
Non-Hamiltonian particles can travel through energy
barriers thanks to their self-propulsion mechanism.
This property is strongly connected to the velocity
phase space topology. The details of the flow struc-
ture depend on the type of external force, but the
transition between low and high force regimes will
remain for various force fields. In this article, we
leverage this non-Hamiltonian property to rationalize
the experiments of walker tunneling carried out by
Eddi et al [15]. In accordance with previous theoretical
investigations [19, 20], we propose a theoretical model in
Sec. II. Then in Sec. III we perform a stability analysis
of the fixed points and show the existence of these two
regimes. In Sec. IV, a lack of information about the
initial conditions is incorporated (here, the initial angle
of incidence) and shown to lead to a probabilistic point
of view. In the low force regime, this creates a dynamics
reminiscent of thermally activated systems. Finally in
Sec. V, we apply our model to the experimental case
of self-propelled drops. Our investigation is a crucial
step in understanding the tunneling of walkers. Indeed
we show that the non-Hamiltonian self-propulsion
properties of walkers are sufficient to rationalize their
crossing of submarine barriers of potential. However,
we introduce the randomness of initial conditions as
an ad hoc ingredient. Understanding the origin of this
complexity requires one to account for the wave-like
nature of the walkers’ propulsion. This second step is
beyond the scope of this article, but the recent effective
depth models [17, 18] are promising methods for investi-
gating the onset of scattered distribution of initial angles.
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