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AEC autoencoder samokodirnik
ResNet residual neural network residualna nevronska mreža
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Naslov: Kompresija video posnetkov z nevronskimi mrežami
Avtor: Jan Pelicon
Diplomsko delo obravnava video kompresijo z uporabo nevronskih mrež. V
zadnjih letih se je namreč z napredkom strojnega učenja pojavila ideja, da
bi se kompresijo slikovnih in video podatkov lahko naučili z ustrezno arhi-
tekturo nevronske mreže in veliko količino učnih podatkov. V nalogi smo se
osredotočili na uporabo konvolucijskih samokodirnikov, ki slikovne podatke
iz vhodnega prostora preslikajo v bolj kompakten latentni prostor ter na-
zaj. Predstavimo dva pristopa za kompresijo podatkov, prvi ima za cilj zgolj
kompresijo posameznih slik, drugi pa predstavlja nadgradnjo v smeri video
kompresije, ki sledi klasičnemu pristopu napovedovanja gibanja delov slike
ter kodiranju popravkov. Opisali smo uporabljene arhitekture ter postopek
učenja in testiranja. Več pozornosti smo posvetili operaciji kvantizacije, ki je
pomemben element preko katerega kontroliramo nivo kompresije in kvaliteto
rekonstrukcije. Testirali smo osnovno implementacijo in primerjali zmoglji-
vost v primerjavi z JPEG formatom. Za testiranje druge implementacije smo
si izbrali dve konfiguraciji, ju testirali pri različnih parametrih in primerjali s
standardnimi kodeki za video kompresijo. Čeprav sta oba pristopa učinkovito
kompresirala podatke, nista dosegala trenutnih standardov, zato predstavimo
možne izbolǰsave, s katerimi bi se približali trenutnim standardom.
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This bachelor’s thesis uses neural networks to compress video. Due to im-
provements in deep learning, a new idea appeared. Neural networks can
learn to compress image and video data using large training sets and ap-
propriate architecture. In the thesis, we used convolutional autoencoders
that can transform input data into smaller latent space. We present two
approaches to compression. The first one is designed to compress images,
while the second is improved to compress video material. It is based on the
classic approach of predicting movement in a scene and has error correction.
We described used architectures and processes of learning and testing. We
focused more on a quantization operation which is an important element for
controlling compression ratio and quality. We evaluated the first approach
and compared it with the JPEG image compression format. We chose two
different configurations for the second approach, tested them using multiple
parameters, and compared results with performances of standard codecs. Al-
though both approaches are capable of efficient compression, they can not
compete with today’s standards. Because of this, we also mentioned some
novelties that could significantly improve performance.





Z razvojem in vedno večjo dostopnostjo do interneta se količina internetnega
prometa vsako leto poveča za približno 22% [10]. Zaradi velike popularno-
sti spletnih portalov za deljenje videa, uporabe pretočnih storitev, spletnih
video ponudnikov in medijskih platform, se količina video prometa vsako
leto poveča za več kot 30%. Ta leta 2020 predstavlja več kot 80% interne-
tnega prometa in pričakujemo lahko, da se bo ta trend nadaljeval. Zato je
pomembno, da je prenos slikovnih in video vsebin čim bolj učinkovit.
Ključen pristop k temu problemu predstavlja uporaba kompresije z izgubo
informacije. Vsebina slikovnega in video materiala ni naključna, ampak na-
vadno predstavlja scene iz sveta okoli nas. V njih velikokrat najdemo podob-
nosti, ki jih lahko bolj učinkovito opǐsemo in hranimo. Poleg tega človeška
percepcija težje razloči majhne spremembe barv in vǐsje frekvence, ki se po-
javljajo v slikovnem materialu. Na tem temeljijo kompresijski algoritmi in
kodeki, ki vsebino izgubno kodirajo (ang. lossy compression), kar pomeni da
popolna rekonstrukcija ni mogoča. Zato so prihranki lahko večji, kot če upo-
rabljamo brezizgubno kompresijo (ang. lossless compression). RDO (ang.
rate-distortion optimization) predstavlja optimizacijsko metodo pri kompre-
siji z izgubo informacije, kjer želimo maksimizirati kvaliteto pri danem nivoju
kompresije.
Skozi leta se je povečevala potreba po kvalitetnem in učinkovitem kodira-
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nju vsebin, ki jih lahko izgubno kompresiramo. Razvili so se različni kodeki,
ki so izgubno kompresirali zvok, slike in video vsebine. Za kompresijo videa so
se najbolj uveljavili MPEG kodeki 1 [23], katerih ime izhaja izMoving Picture
Experts Group in predstavlja združenje različnih skupin, ki so se zavzemale za
standardizacijo kodekov. Ti kodeki so poskušali zadovoljiti različne zahteve
po kvaliteti in velikosti kompresiranega zapisa. Trenutna prevladujoča stan-
darda pri video kompresiji sta kodek HEVC [8] (ang. High Efficiency Video
Coding), poznan tudi kot MPEG-H Part 2 ali H.265, in njegov predhodnik
AVC [30] (ang. Advanced Video Coding), poznan kot MPEG-4 Part 10 ali
H.264. Ti vsebujejo različne kompresijske profile za različne vrste uporabe
in so plod več desetletij razvoja in izbolǰsav na področju slikovne in video
kompresije. Njihova uspešnost in zmogljivost je rezultat desetletij razvoja,
izpopolnjevanja in testiranj na podlagi preǰsnjih kodekov.
Ti kodeki izkorǐsčajo lastnosti linearnih transformacij (DCT ali DWT [4]),
ki posamezne kanale iz barvnega prostora preslikajo v frekvenčni prostor, pri
katerem je struktura podatkov primerneǰsa za kompresijo. V primeru DCT
je večina pomembnih podatkov za vizualizacijo aproksimiranih z uporabo
kosinusnih baznih funkcij, ki so zajete z DCT koeficienti. Drugačno repre-
zentacijo podatkov lahko izkoristimo, da minimiziramo količino podatkov, ki
imajo majhen vpliv na človekovo percepcijo kvalitete. Izguba informacije v
prvi vrsti nastane zaradi kvantizacije, pa tudi zaradi zaokroževanja ali red-
keǰsega vzorčenja. Kodeki, ki uporabljajo te pristope so hitri, skalabilni in so
se izpopolnili do te mere, da lahko dosegajo visok nivo kompresije in dobro
kvaliteto rekonstrukcije, a so omejeni s človekovo sposobnostjo posploševanja
zakonitosti v podatkih, obenem pa je njihova izdelava časovno zamudna.
V zadnjem desetletju so nevronske mreže postale popularne in so uspešno
naslovile probleme, ki jih prej zaradi pomanjkanja procesorske moči in po-
mnilnika niso zmogle. Uporaba nevronskih mrež se je razširila na različna
področja računalnǐstva. Za različne naloge in probleme so se razvile različne
arhitekture. Pomemben mejnik predstavlja pojav konvolucijskih nevronskih
1https://mpeg.chiariglione.org/
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mrež [20] (CNN), ki so zaradi svojih lastnosti in načina delovanja občutno
zmanǰsale računsko zahtevnost ter se začele uporabljati za reševanje proble-
mov računalnǐskega vida. Iz njih se je razvilo več različnih tipov arhitektur
namenjenih klasifikaciji, kot so na primer AlexNet [3], ResNet [15], VGG
[26], DenseNet [17], itd. Vzporedno so se razvile tudi arhitekture name-
njene reševanju drugačnih tipov problemov, kot je na primer U-Net [25], ki
je namenjen segmentaciji. Uspešnost nevronskih mrež temelji na uporabi
nelinearnih transformacij, ki predstavljajo močno orodje za transformiranje
podatkov. To se odraža pri doseganju bolǰsih rezultatov in večji učinkovitosti.
Razvoj tehnologije je omogočil učenje večjih in bolj kompleksnih nevron-
skih mrež. Ob tem se je odprlo novo področje, kjer so raziskovalci poskušali
učinkovito kompresirati podatke z uporabo različnih arhitektur nevronskih
mrež. Sprva so bili uspešni pri kompresiji slik z uporabo samokodirnih arhi-
tektur [28] in konvolucijskih nevronskih mrež, kar potrjujejo različni pristopi
[7] [2] [21] [6], ki jih uporabljajo. Kasneje so na osnovi teh arhitektur skušali
kompresirati video vsebine. Kljub relativno neraziskanem področju, globoko
učenje predstavlja potencial, saj so različne implementacije konvolucijskih
nevronskih mrež dosegle rezultate, primerljive z obstoječimi standardi za
slikovno in video kompresijo [22] [24]. Prednost kompresije z nevronskimi
mrežami je predvsem v hitrosti izdelave delujoče implementacije in možnosti
učenja za specifično nalogo.
1.1 Cilj
Področje video kompresije z uporabo nevronskih mrež je še vedno v uvodni
dobi razvoja. Prvi cilj diplomske naloge je proučiti in pregledati področja ter
možnosti za implementacijo. Na tovrstno temo ne obstaja veliko literature,
zato smo se osredotočili na različne članke zadnjih let, ki so se ukvarjali s
kompresijo slik ali video materiala.
Drugi cilj bo izdelava ogrodja za in implementacija cevovoda za video
kompresijo. Načeloma se cevovod za kompresijo ne bistveno spreminja ne
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glede na vrsto arhitekture. Komponente v cevovodu, ki jih uporabljajo
standardni kodeki, bi postopoma zamenjali z nevronskimi mrežami, ki bi
opravljale ekvivalentno nalogo. V to štejemo kompresijo referenčne slike,
optičnega toka in residualov.
V izdelanem ogrodju bi nato implementirali kompresijski cevovod in ga
testirali z uporabo različnih metrik, ki merijo kvaliteto rekonstruirane vsebine
in kompresijsko razmerje. Po opravljenih meritvah bomo lahko ocenili sla-
bosti implementiranega načina in ga poskušali izbolǰsati na podlagi preǰsnjih
dognanj. Za konec bi primerjali uspešnost naše implementacije s trenutnimi
kompresijskimi standardi.
1.2 Struktura
Poglavje 2 je namenjeno pojasnjevanju metod, ki se uporabljajo pri ročno
izdelanih standardnih kodekih za kompresijo videa, saj implementacija kom-
presije z upoorabo CNN črpa navdih iz klasičnih kompresijskih cevovodov.
Pod to poglavje spadajo slikovna kompresija, različni način kodiranja slik,
optični tok in residuali.
Poglavje 3 diplomske naloge obsega koncepte umetnih nevronskih mrež,
arhitektur in teorijo komponent in elementov, ki se pojavljajo v diplom-
skem delu. Tukaj opǐsemo globoke konvolucijske nevronske mreže, povemo
zakaj lahko uporaba residualnih povezav, ki so del arhitekture ResNet, po-
maga izbolǰsati zmogljivost konvolucijskih nevronskih mrež in predstavimo
samokodirnike ter njihovo bistvo. Na koncu poglavja naštejemo uporabljene
aktivacijske funkcije in njihov doprinos.
V Poglavju 4 na kratko opǐsemo izdelavo in uporabo ogrodja. Nekaj
besed namenimo tudi knjižnicam, ki smo jih prevzeli. Glavni del poglavja
je predstavitev operacije kvantizacije, samokodirnih arhitektur in strukture
cevovoda.
Poglavje 5 opǐse izvedbo meritev in predstavi rezultate ter uspešnost upo-
rabljenih samokodirnikov in cevovodov za video kompresijo. Testiramo jih
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pri različnih konfiguracij in parametrih, jih ovrednotimo ter pridobljene re-
zultate interpretiramo. Prav tako podamo rezultate obstoječih standardnih
kodekov za primerjavo.
V zaključku so predstavljene sklepne ugotovitve, kjer povzamemo pred-
nosti in slabosti dane implementacije in nasploh uporabe nevronskih mrež za





Video je zaporedje hitro menjajočih se slik, ki ustvarja iluzijo premikajoče
se slike. Spodnja meja, da človeška percepcija to zazna kot premikajočo
sliko, leži pri menjavi približno 16 slik na sekundo (ang. frames per second).
Količina slik na sekundo se je pri prvih filmih gibala med 16 in 24 slik na
sekundo. Z razvojem video tehnologije se je ta meja postopno večala. Danes
imajo, na primer, računalnǐski zasloni običajno hitrost osveževanja 60 slik
na sekundo ali več. S hitreǰso menjavo postanejo prehodi med slikami bolj
tekoči in naravni, človeška percepcija pa jih težje zazna.
Če bi video shranjevali kot zbirko zaporednih slik brez kompresije, bi
količina podatkov hitro presegla kapacitete največjih pomnilnih enot, ki jih
imamo na voljo. Če za primer vzamemo video v visoki definiciji (ang. high
definition, full HD), ki ima ločljivost 1920× 1080, kar znaša 2073600 pikslov
ali zaokroženo 2.1 mega piksla (MP). Denimo, da uporabljamo RGB format
pri katerem je vsaka barva opisana z 8 biti. Posamezen piksel je torej defi-
niran s 24 biti (3 bajti), tremi kanali po osem bitov. Če pomnožimo število
pikslov z številom potrebnih bitov za pomnjenje barve posameznega piksla,
dobimo 49766400 bitov ali nekaj več kot 6.2 megabatjov (MB). Vse to za po-
mnjenje le ene slike v visoki definiciji. Predpostavljamo, da je video dolg 60
sekund in vsebuje 60 slik na sekundo. To skupno pride več kot 22 gigabajtov
(GB), kar je veliko več kot si lahko privoščimo za pomnjenje video posnetka
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dolžine 1 minute. Zelo potratno je torej shranjevati sliko v surovem zapisu
(ang. raw format), zato je nujno potrebno video material kompresirati.
Uporaba brezizgubne kompresije, pri kateri lahko popolno rekonstruiramo
kompresirane podatke, nam tukaj ne pride prav. Kompresijsko razmerje je
premajhno za učinkovito hranjenje kompresiranih video vsebin. Zato je upo-
raba kompresije z izgubo informacije nujna. Na ta način lahko zavržemo
podatke, ki nimajo večjega vpliva na percepcijo kvalitete slike in dosežemo
mnogo bolǰse kompresijsko razmerje pri relativno majhni degradaciji kvali-
tete. V kolikor želimo imeti še večje prihranke, lahko znižujemo nivo kvalitete
do točke, ko je vsebina kompresiranega videa še vedno razločljiva. To je se-
veda odvisno od kompresijskih potreb in same vsebine videa.
Najbolj preprost pristop k video kompresiji je, da obravnavamo posame-
zno sliko neodvisno od ostalih, torej jo kompresiramo s slikovnim kodekom.
Tega principa se poslužuje kodek Motion JPEG (M-JPEG).
2.1 Slikovna kompresija
Za kompresijo slikovnega materiala, digitalnih slik, se večinoma uporablja
kombinacija kompresije z izgubo informacije in brezizgubnega kodiranja.
Doseže mnogo bolǰse kompresijsko razmerje, saj zavrže podatke, ki nosijo
manj pomembne informacije o sliki in imajo majhen vpliv na človekovo per-
cepcijo. Poleg tega tak način kompresije omogoča nadzor nad razmerjem
med kvaliteto in velikostjo kompresirane slike in to razmerje prilagaja glede
na potrebe uporabe. Ko se opravi kompresija z izgubo informacije, se nava-
dno uporabi brezizgubni kod, ki dodatno izloči redundance iz podatkov, da
se doseže čim bolj optimalno kompresijsko razmerje.
Dober primer slikovnega kodeka, ki kompresira z izgubo informacije je1
JPEG kodek [1], ki ga kodek Motion JPEG (M-JPEG) uporablja za kompre-
sijo posamezne slike. Kodek je bil izdan leta 1992, se skozi čas uveljavil in
postal najbolj razširjen format za kompresijo digitalnih slik. Omogoča na-
1https://jpeg.org/jpeg/index.html
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stavitev razmerja med velikostjo in kvaliteto dekodirane slike. Sliko razdeli
na bloke velikosti 8 × 8 in jih z uporabo DCT transformira iz prostorske v
frekvenčno domeno. Za vsak posamezen blok se izračunajo uteži linearne
kombinacije vseh 64 možnih dvodimenzionalnih frekvenc (slika 2.3) s ciljem,
da se rezultat čim bolj ujema z intenziteto pikslov 8 × 8 bloka. Vrednosti
uteži se nato delijo z uporabo kvantizacijske matrike in potem še zaokrožijo.
Kvantizacijska matrika (slika 2.1) je zgrajena tako, da se vǐsje frekvence, ki
jih človekova percepcija težje loči, in frekvence, ki imajo majhno ujemanje
z originalnim blokom, zaokrožijo na 0 in tako zanemarijo. Nad dobljenimi
vrednostmi se nato izvede kodiranje RLE (ang. run length encoding), ki
zaporedje enakih simbolov kodira kot število ponavljanj simbola skupaj s
simbolom samim. Za konec se izvede še brezizgubno kompresijo z uporabo
Huffmanovega koda, ki se navadno uporablja. Za bolǰse kompresijsko raz-
merje se namesto Huffmanovega koda uporablja aritmetični kod, ki ga tudi
uporabljamo v nalogi.
Pri kompresiji JPEG lahko določimo kvaliteto rekonstruirane slike, ki je
definirana s številom med 1 in 100. Od tega parametra je odvisno kompresij-
sko razmerje in kvaliteto rekonstrukcije, ki jo JPEG format kontrolira na dva
načina. Prvi je z uporabo različnih kvantizacijskih matrik, ki so skrbno iz-
brane, da se maksimizira učinkovitost kompresije in kvaliteto rekonstrukcije.
Drugi način pa je z redukcijo barvne globine (ang. chroma subsampling). Z
zmanǰsevanjem kvalitete je mogoče opaziti artefakte, primer teh je prikazan
na sliki 2.2.
Trenutni standard H.265 in njegov predhodnik H.264 za slikovno kodira-
nje uporabljata format BPG (ang. Better Portable Graphics), ki je izšel leta
2014 in predstavlja izbolǰsavo formata JPEG(ime izhaja iz Joint Photographic
Experts Group) tako pri kvaliteti rekonstrukcije kot pri kompresijskem raz-
merju. Vendar pa se noveǰsi video kodeki ne zanašajo le na kompresijo znotraj
posamezne slike, temveč poskušajo izkoristiti podobnosti med zaporednimi
slikami. To storijo tako, da posamezno sliko razbijejo na bloke (velikost na-
vadno od 4× 4 do 32× 32) in poskušajo oceniti njihov premik med slikami.
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Slika 2.1: Primer osnovne
kvantizacijske matrike, ki jo
uporablja format JPEG.
Slika 2.2: Primer artefak-
tov, ki nastanejo, če sliko 2.7
močno kompresiramo v JPEG
formatu.
Slika 2.3: Vizualizacija dvodimenzionalne DCT za blok veli-
kosti 8 × 8. (Povzeto po https://upload.wikimedia.org/
wikipedia/commons/2/23/Dctjpeg.png.)
Na podlagi tega se izvede kompenzacija gibanja, ki blok premakne tako, da
čim bolj ustreza sliki, ki jo želimo predvideti. Z uporabo residualov poskuša
popraviti manǰse spremembe in napake, ki se jih ni bilo mogoče opisati samo
s premikom. Poleg tega postane smiselno, da slike delimo na tiste, ki bomo
služile kot referenca in tiste, ki jih bomo poskušali predvideti.
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2.2 Tipi kodiranih okvirjev
Posamezno sliko bomo od sedaj naprej imenovali okvir, da se izognemo ne-
jasnostim. Okvir je dobeseden prevod angleškega izraza frame. Tip okvirja
nam pove, na kakšen način se slika kodira. Pri razvoju različnih vrst vi-
deo kodekov se je pojavila potreba po različnih načinih kodiranja slik ozi-
roma okvirjev za potrebe večjih prihrankov. Okvirje lahko razvrstimo na tri
različne skupine 2, glede na način kodiranja in dekodiranja:
• I-okvir, kodiranje samo znotraj okvirja (ang. intra coded frame)
• P-okvir, predviden kodiran okvir (ang. predictive coded frame)
• B-okvir, dvosmerni predviden kodiran okvir (ang. bipredictive coded
frame)
I-okvir je referenčni okvir, ki je navadno kompresiran kot slika. Deko-
diranje I-okvirja je neodvisno od drugih okvirjev, saj sam vsebuje vso po-
trebno informacijo za dekodiranje. Na njega se lahko sklicujejo P-okvirji in
B-okvirji. Število I-okvirjev v sceni je navadno manǰse od števila P-okvirjev
in B-okvirjev.
Pri P-okvirju kodiramo premik blokov in razliko med njimi v primerjavi
z referenčnim okvirjem, zato je velikost kompresiranih P-okvirjev manǰsa.
Gibanje blokov med okvirji poskušamo oceniti in nato izvesti kompenzacijo
gibanja blokov. Na ta način bloke premaknemo, da dobljen rezultat predsta-
vlja približek okvirja, ki ga želimo predvideti. Približek se nato odšteje od
referenčnega okvirja. Rezultat tega je residual, ki ga prǐstejemo kompenzaciji
gibanja, njegova naloga pa je pomnjenje vsebinskih sprememb in popravlja-
nje napak. Informacijo o premiku blokov in resiudal kompresiramo. Skupaj
lahko na podlagi referenčnega okvirja predvidita naslednji okvir. Dekodiran




B-okvir je posebna vrsta P-okvirja, ki uporablja dva referenčna okvirja.
Eden od teh se nahaja pred, drugi pa za B-okvirjem. Čeprav so B-okvirji ko-
dirani učinkoviteje od ostalih, je dekodiranje računsko zahtevneǰse saj mora
dekoder pomniti skupino referenčnih okvirjev GOP (ang. Group Of Pictu-
res).
Slika 2.4: Primer uporabe in razporeditev I-okvirjev, P-okvirjev in B-
okvirjev.
Kot smo že omenili, je ena izmed bolj preprostih oblik video kodiranja
ta, da vsak okvir kodiramo kot I-okvir (Motion JPEG). Kodek M-JPEG
ima kljub preprosti implementaciji kar nekaj prednosti. Zaradi preprostega
kodiranja je ta kodek precej hiter in se lahko izvaja v realnem času saj je
računsko precej nezahteven. Zato pa je kompresijsko razmerje videa precej
slabo, da bi ga bilo smiselno uporabljati za shranjevanje dalǰsih posnetkov
ali pretakanja videa v živo.
Slika 2.5: 8 zaporednih okvirjev kodeka M-JPEG, ki uporablja samo I-okvirje.
Naša implementacija video kompresije z nevronskimi mrežami za kodi-
ranje uporablja I-okvirje in P-okvirje brez B-okvirjev. Čeprav uporaba B-
okvirjev pripomore k manǰsi velikosti kompresiranega videa, se jih bomo v
naši implementaciji izognili. Glavni razlog je, da kompresija, ki temelji na
uporabi nevronskih mrež, uporablja drugačen pristop. Pri tradicionalnih
ročno izdelanih kodekih se okvir razdeli na bloke, pri naši implementaciji pa
okvirje jemljemo kot celoto, zato je težko definirati referenco na dva različna
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okvirja. Če želimo predvideti P-okvirje, moramo oceniti gibanje, ki pa ga v
tem primeru ne moremo posplošiti na premik posameznih blokov. Potrebno
je uporabiti drugačen pristop, ki bo natančno predvidel gibanje med dvema
okvirjema, zato uporabimo optični tok (ang. optical flow). Tako lahko pri-
dobimo dober približek, ki pa ni popolen in vsebuje napake. Te napake
poskušamo zmanǰsati z uporabo residuala (ang. residual), ki poskuša zajeti
razlike med približkom in predvidenim okvirjem in jih kompresirati.
Slika 2.6: Način referenciranja I-okvirjev in P-okvirjev uporabljen pri naši
implementaciji video kompresije z nevronskimi mrežami.
2.3 Optični tok
Način kodiranja predvidenih okvirjev ni točno predpisan in vsak kodek to
počne na svoj način. Dejstvo pa je, da morajo kodeki, če želijo vsebino
doseči učinkovito kompresijo, zajeti vsebinske odvisnosti, ki se pojavljajo
med okvirji. Pričakovati je, da se bodo med zaporednimi okvirji zgodile
majhne spremembe. Te so večinoma posledica premika kamere ali osebkov in
objektov znotraj scene. Iz tega izhaja motiv, da lahko te premike učinkovito
opǐsemo in jih kodiramo tako, da dosežemo večji prihranek, kot če bi morali
celoten okvir kompresirati neodvisno od ostalih. Družina MPEG kodekov
navadno ne opisuje premike med objekti, ampak premike posameznih blokov
na katere je razdeljen okvir. Pri kompresiji z nevronskimi mrežami pa okvirje
jemljemo kot celoto in jih ne delimo, zato je potrebno izračunati premike
posameznih pikslov.
To nam omogoči uporaba optičnega toka [16], ki opisuje premik posa-
meznih pikslov med dvema opazovanima okvirjema v sceni. Premik, ki ga
optični tok opǐse, lahko nastane zaradi premika kamere ali premika objekta
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samega, torej relativnega premika med objektom in kamero. Za potrebe vi-
deo kompresije je optični tok predstavljen kot vektor, ki vsebuje informacije o
premiku posameznega piksla. Pri standardnih kodekih se namesto optičnega
toka uporablja izraz ocena gibanja. Razlika je, da optični tok navadno nosi
informacijo o premiku pikslov in ne celotnih blokov.
Ker so slike dvodimenzionalne in lahko predstavljajo kompleksen 3D pro-
stor, je izračun optičnega toka mogoče izvesti z uporabo dodatnih predpo-
stavk. Metode za izračun optičnega toka poskušajo izračunati premikanje
med okvirjem zajetim ob času t in okvirjem zajetim ob času t+∆t. Ob
predpostavki, da ima piksel na položaju (x, y) ob času t isto intenziteto I
kot piksel na položaju (x+∆x, y +∆y) ob času t+∆t, lahko zapǐsemo na-
slednjo enakost:
I(x, y, t) = I(x+∆x, y +∆y, t+∆t). (2.1)
Če predpostavimo, da je premik majhen, lahko desno stran enačbe linea-
riziramo z uporabo Taylorjeve vrste 1. reda in zgornjo enakost zapǐsemo
kot:
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pa lahko povzamemo kot Ix, Iy in It:
IxVx + IyVy = −It. (2.6)
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Vx in Vy lahko skupaj obravnavamo kot vektor V⃗ , ki vsak piksel na sliki xt
premakne v smeri njegovega položaja na xt+∆t:
∇I · V⃗ = −It, (2.7)
kjer je ∇ simbol za gradient.
Premik bomo označili kot transformacijo T . Rezultat transformacije T je
x̃t+∆t, ki aproksimira okvir xt+∆t:
T (xt, fxt,xt+∆t) = x̃t+∆t, (2.8)
kjer xt predstavlja okvir ob času t, xt+∆t predstavlja okvir ob času t+∆t,
fxt,xt+∆t pa optični tok med tema dvema okvirjema.
Vǐsina in širina optičnega toka sta enaki vǐsini in širini okvirjev nad kate-
rimi je izračunan. Njegovo število kanalov oziroma globina je enaka 2. Torej
en kanal za odmik v x smeri, ki ga predstavlja Vx in en kanal za odmik v y
smeri, ki ga predstavlja Vy.
Izračun optičnega toka je računsko zahtevna operacija, zato se je razvilo
več metod računanja za različne vrste uporabe. V našem primeru smo upo-
rabili metodo Farneback [11] za izračun gostega optičnega toka (ang. dense
optical flow). Gosti optični tok opǐse premik intenzitet posameznih pikslov
na sliki, torej se za posamezen piksel izračuna vektor odmika. Ta metoda
ima v primerjavi z ostalimi večjo natančnost za ceno večje računske kom-
pleksnosti. Sliki 2.7 in 2.8 predstavljata okvirja, med katerima se izračuna
gosti optični tok, ki je vizualiziran na sliki 2.9. Za potrebe vizualizacije smo
optični tok pretvorili iz kartezijskih koordinat v polarne koordinate, saj lahko
na ta način optični tok lepše vizualiziramo.
Optični tok predstavlja jedro P-okvirjev naše implementacije. V kolikor
dobimo dovolj dober približek predvidenega okvirja z uporabo optičnega toka
in tega učinkovito kompresiramo, imamo delujočo osnovo za kompresijski
cevovod in nadgradnje, ki sledijo.
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2.4 Residuali
Približek, ki ga dobimo s transformacijo na podlagi optičnega toka se razlikuje
od predvidenega okvirja, saj optični tok opǐse le premike, ne more pa zajeti
novih objektov in struktur, če ti niso bili prisotni na preǰsnjem okvirju. V
tem primeru je smiselno izračunati razliko oziroma napako med preǰsnjim
okvirjem in približkom. Rezultat tega je residual, ki ga prǐstejemo približku
za izničenje napake. Najprej bomo predstavili samo delovanje residuala, nato
pa ga obravnavali v kombinaciji z optičnim tokom.
Naj bo xt predstavlja okvir ob času t, xt+∆t pa okvir ob času t+∆t.
Residual r je razlika med okvirjema xt in xt+∆t:
xt − xt+∆t = r. (2.9)
Operacija vsote ali v tem primeru razlike med dvema okvirjema se izvaja
med istoležnimi piksli. Pri dekodiranju izhajamo iz referenčnega I-okvirja ali
P-okvirja. Denimo, da je xt referenčni okvir, xt+∆t pa okvir, ki ga želimo
predvideti. V tem primeru je smiselno enačbo preurediti v:
xt + r = xt+∆t, (2.10)
saj to pomeni, da nam okvirja xt+∆t ni potrebno neposredno kodirati in ga
lahko izračunamo preko vsote referenčnega okvirja xt in residuala r.
Predpostavljamo lahko tudi, da bodo vrednosti residuala blizu 0, če okvirja
xt in xt+∆t izhajata iz iste scene. Vrednosti residuala r bodo torej izrazito
manǰse kot vrednosti okvirja xt+∆t.
Na podlagi vsega tega lahko sklepamo, da bo residual r nosil manj in-
formacije, oziroma bo nosil samo informacijo o spremembi intenzitete in po-
sledično imel nižjo entropijo, torej bo primerneǰsi za kompresijo. Vrednost
entropije H v bitih nam pove, koliko informacije vsebuje opazovana slučajna
spremenljivka. Definirajmo X kot slučajno spremenljivko z možnimi izidi xi,





Px(xi) log2 Px(xi). (2.11)
Porazdelitev vrednosti pri residualu je zelo neenakomerna, medtem ko se
vrednosti pri sliki porazdeljujejo bolj enakomerno, kar prikazujeta sliki 2.11
in 2.12. Na podlagi tega lahko trdimo, da je entropija residuala manǰsa od
entropije okvirja:
H(r) < H(xt+∆t). (2.12)
Iz tega sledi naslednja neenakost med entropijo residuala r, katerega dis-
kretna verjetnostna porazdelitev je Pr in entropije okvirja xt+∆t, katerega




Pr(ri) log2 Pr(ri) < −
∑
i
Pxt+∆t(xi) log2 Pxt+∆t(xi). (2.13)
Za večjo učinkovitost pri kompresiranju residuala si pomagamo tudi z
optičnim tokom. V poglavju, ki opisuje optični tok smo definirali transfor-
macijo T , ki transformira sliko xt na podlagi optičnega toka fxt,xt+∆t :
T (xt, fxt,xt+∆t) = x̃t+∆t. (2.14)
V primeru, da s pomočjo transformacije dobimo dovolj dober približek, je
smiselno izračunati residual med približkom x̃t+∆t in okvirjem, ki ga želimo
predvideti xt+∆t. Približek x̃t+∆t bolje aproksimira xt+∆t kot xt.
xt+∆t − x̃t+∆t = r̃. (2.15)
Vrednosti r̃ bodo bližje 0 kot vrednosti r, torej bo r̃ nosil manj informacije
in imel nižjo entropijo kot r:
H(r̃) < H(r). (2.16)
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Slika 2.7: Primer okvirja,
ki predstavlja xt.
Slika 2.8: Primer okvirja,
ki predstavlja xt+∆t.
Slika 2.9: Primer residu-








kslov za okvir xt+∆t.
Slika 2.12: Porazdelitev
vrednosti intenzitet pi-
kslov za residual r.
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Ob uporabi optičnega toka moramo enačbo, ki predvidi okvir xt+∆t, spreme-
niti v:
T (xt, fxt,xt+∆t) + r̃ = xt+∆t. (2.17)
Za bolǰso predstavo se lahko obrnemo na sliko 2.7, ki predstavlja okvir xt
in sliko 2.8, ki predstavlja okvir xt+∆t. Med njima je izračunan residual r, ki
je vizualiziran na sliki 2.9.
V primeru okvirja z 8-bitno barvno globino (sivinska slika) ima lahko pi-
ksel 28 = 256 različnih vrednosti, ki obsegajo interval od 0 do 255. V primeru
residuala, kjer se dva okvirja odštejeta, se ta interval poveča na 29 − 1 = 511
različnih vrednosti na intervalu od -255 do 255. Interval vrednosti od 0 do
255 lahko opǐse podatkovni tip uint8 (ang. unsigned 8-bit integer), medtem
se v primeru residuala ta tip spremeni v int16 (ang. 16-bit integer). Za





Ob pretvorbi nastane manǰsa napaka, ki pa ne vpliva znatno na vizualizacijo
residuala. Po pretvorbi se povprečna vrednost rint8 giblje okoli 127.5. Pri




Nevronske mreže so postale močno orodje za reševanje problemov na različnih
področjih. Z razvojem računalnǐskih komponent, večanja števila tranzistor-
jev v centralno procesnih enotah in pojavom grafičnih pospeševalnikov je
mogoče uriti vedno večje in bolj kompleksne nevronske mreže. Toda kaj
točno sploh so nevronske mreže in kako delujejo? Če želimo razumeti upora-
bljene koncepte, tipe arhitektur in njihovo obnašanje moramo najprej razu-
meti osnovno delovanje nevronskih mrež.
Inspiracija za arhitekturo umetnih nevronskih mrež izhaja iz nevronov
in njihovih povezav v možganih. Kljub temu je delovanje umetnih nevron-
skih mrež in način učenja bistveno drugačen kot tisti v bioloških možganih.
Nevronske mreže so sestavljene iz umetnih nevronov in povezav med njimi.
Matematično si lahko nevronsko mrežo predstavljamo kot funkcijo z velikim
številom parametrov, ki se med postopkom učenja spreminjajo. Ob procesi-
ranju učnih primerov so mreže sposobne prilagoditi svoje parametre, da se
izhod mreže čim bolj približa želenemu rezultatu.
V naslednjih poglavjih si bomo podrobneje pogledali osnove arhitektur in
delovanja umetnih in globokih nevronskih mrež, konvolucijskih nevronskih
mrež, prednosti residualnih mrež ResNet (ang. residual network) ter opisali
delovanje ter bistvo samokodirnikov.
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3.1 Umetne nevronske mreže
Umetne nevronske mreže [14] (ang. artificial neural networks, ANN ) sesta-
vljajo umetni nevroni in povezave med njimi. Umetni nevron predstavlja
celico, ki hrani vrednost in prejme vrednosti drugih umetnih nevronov preko
povezav, ki te vrednosti utežijo. V delu bomo izpuščali izraz ”umetna”, ki
izraža razliko z biološkimi nevronskimi mrežami, ki so možgani.
Osnovna arhitektura nevronskih mrež postavlja nevrone v nivoje. Na
sliki 3.1 je mreža sestavljena iz vhodnega nivoja, skritega nivoja in izhodnega
nivoja. Vrednosti iz vhodnega nivoja propagirajo naprej v skriti nivo (ang.
hidden layer), iz skritega nivoja pa v izhodni nivo. V tem primeru je vrednost







kjer y predstavlja vrednost v opazovanem nevronu, xi predstavlja vhode v
opazovan nevron, ki so vrednosti nevronov iz preǰsnjega nivoja, wi so uteži
na povezavah med opazovanim nevronom in nevroni iz preǰsnjega nivoja, b
predstavlja pristranskost v opazovanem nevronu, σ pa je aktivacijska funkcija
(ang. activation function). Aktivacijske funkcije [12] so večinoma nelinearne
preslikave, ki dodatno transformirajo vsoto uteženih vhodov in so pomemben
element, ki določa obnašanje nevronske mreže.
Slika 3.1 predstavlja arhitekturo polno-naprej-povezane globoke nevron-
ske mreže (ang. fully connected feed forward deep neural network). Globoke
nevronske mreže so tiste, ki vsebujejo več kot dva nivoja, torej imajo vsaj
en skriti nivo. Polno povezana pomeni, da so nevroni v skritem nivoju pove-
zani z vsemi nevroni sosednjih nivojev. Naprej povezana pomeni, da je nivo
odvisen le od nivojev, ki ležijo vǐsje od njega. Izhodni nivo leži najgloblje,
vhodni nivo pa najvǐsje. Če mreža vsebuje zanke, pomeni, da nivoji niso
odvisni le od vǐsjih nivojev. Take mreže imenujemo rekurenčne nevronske
mreže, katerih uporaba je precej specifična in se uporabljajo redkeje.
Učenje nevronske mreže poteka v iteracijah, v kombinaciji dveh metod.
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Slika 3.1: Polno-naprej povezana globoka nevronska mreža z enim skritim
nivojem.
Prva je metoda razširjanja naprej (ang. forward propagation), kjer vhodni
primeri iz vhodnega nivoja propagirajo proti izhodnemu nivoju, ki predsta-
vlja izhod mreže. V delu se bomo omejili na nadzorovano učenje (ang. super-
vised learning), ki na podlagi vhodnih in izhodnih primerov usmerja učenje
nevronske mreže. V tem primeru se rezultat izhodnega nivoja primerja z
izhodnim primerom in tako izračuna razlika med njima. To razliko prido-
bimo z funkcijo napake. Želimo, da bo vrednost funkcije napake pri podanih
parametrih mreže čim manǰsa. Vemo, da se ta točka nahaja na enem izmed
minimumov funkcije, ki je ničelna vrednost odvoda. Ideja je, da se pomi-
kamo v nasprotni smeri gradienta, torej v smeri največjega spusta. Metoda
vzvratnega razširjanja (ang. backpropagation) najprej izračuna gradient in
nato z uporabo gradientnega spusta počasi približuje minimumu.
3.2 Globoke konvolucijske nevronske mreže
Za probleme pri računalnǐskem vidu, procesiranju signalov, obdelavi, klasi-
fikaciji slik in podobnih problemih se uporaba polno-povezanih nevronskih
mrež izkaže kot preveč računsko zahtevna. Število vhodnih nevronov mora
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biti enako ločljivosti slike, kar pa je občutno preveč za polno-povezane glo-
boke nevronske mreže.
Konvolucijske nevronske mreže (ang. convolutional neural network, CNN )
temeljijo na operaciji konvolucije in konvolucijskih filtrov oziroma jeder [20]
(ang. convolutional kernel), ki jih ta operacija uporablja. Prednost tovrstnih
mrež je, da konvolucijski filter zajame le omejeno lokalno območje sosednjih
nevronov, kar zmanǰsa računsko zahtevnost, posledično pohitri izvajanje. Po-
leg tega so zaradi narave konvolucijskih operacij prostorsko invariantne. V
primeru, ko so vhodni primeri slike, ne govorimo več o nevronih, ampak o
tenzorjih. Parametri konvolucijskih mrež niso več uteži in nevroni, ampak
konvolucijska jedra. Operacije konvolucije v mrežah CNN se torej izvajajo
nad tenzorji, ki predstavljajo n-dimenzionalne matrike. Če je vhod v konvo-
lucijsko nevronsko mrežo barvna slika, jo lahko predstavimo kot tridimenzi-
onalni tenzor, nad katerim lahko izvajamo matematične operacije.
Operacijo konvolucije lahko opǐsemo kot premikanje filtra oziroma jedra
k mimo tenzorja t. Rezultat operacije je nov tenzor, ki je vsota produktov
istoležnih elementov tenzorja in filtra. Formula 3.2 opisuje primer dvodimen-
zionalne konvolucije:





t(i, j)k(x− i, y − j) (3.2)
Širina in vǐsina konvolucijskega jedra sta poljubno celo število, globina
pa je enaka globini tenzorja. V primeru, da sta širina ali vǐsina jedra večji
od 1, bo izhodni tenzor manǰsi od vhodnega. V delu uporabljamo jedra, ki
imajo enako širino in vǐsino, tako da lahko velikost jedra opǐsemo z n. Če
želimo velikost izhodnega tenzorja ohraniti enako vhodnemu, moramo vhodni
tenzorji ob robovih razširiti (ang. padding). Razširitev naj bo definirana kot
p. Najpogosteje se za širitev uporablja število 0, kar pomeni, da razširitve
ni. Nastavimo lahko tudi velikost premika, ki definira, kako hitro se bo filter
premikal preko tenzorja. Velikost premika bomo definirali kot celo število s
(ang. stride). Če je s večji od 1, bo izhodni tenzor s-krat manǰsi od vhodnega.
Čeprav obstajajo še dodatni parametri, jih za potrebe tega diplomskega dela
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Slika 3.2: Primer dveh zaporednih korakov pri 2D konvoluciji, kjer sta vǐsina
in širina konvolucijskega jedra 3, velikost premika 2 in razširitve 1. (Pov-
zeto po https://towardsdatascience.com/a-comprehensive-guide-to-
convolutional-neural-networks-the-eli5-way-3bd2b1164a53.)
ne potrebujemo. Spodnja formula nam poda velikost izhodnega tenzorja
tout pri velikosti konvolucijskega jedra n, premiku velikosti s, razširitvi p in
velikosti vhodnega tenzorja tin:
tout =
tin + 2p− k
s
+ 1 (3.3)
Globina vhodnega in izhodnega tenzorja je tudi eden izmed parametrov,
ki ga je vredno omeniti. Globina vhodnega tenzorja je navadno enaka številu
kanalov barvnega formata, če je vhod slika. Tenzor na vhodnem nivoju mreže
bo torej tridimenzionalen. Pri barvnih slikah pa večinoma uporabljamo dvo-
dimenzionalno konvolucijo, saj lahko predpostavljamo, da se večina prostor-
skih odvisnosti pojavlja znotraj posameznega barvnega kanala. Posledično
lahko posamezen kanal obravnavamo neodvisno od preostalih in se zato lahko
izognemo uporabi tridimenzionalne konvolucije.
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3.3 Residualne mreže
Čeprav je sprva kazalo, da bo ob večanju števila nivojev in nevronov v mrežah
mogoče reševati težje probleme in dosegati bolǰse rezultate, pa ni bilo čisto
tako. Pri večanju števila nivojev postaja informacija gradienta pri vzvra-
tnem razširjanju zelo nestabilna. Zaradi aktivacijskih funkcij ali vrednosti
uteži lahko postane gradient zelo majhen (ang. vanishing gradient problem),
kar onemogoča učenje. Prav tako zaradi seštevanja napak lahko gradient
postane prevelik in posledično nastanejo ogromni premiki pri optimizaciji, ki
onemogočajo učenje.
Problem izginjajočega gradienta je delno odpravila arhitektura globokih
residualnih nevronskih mrež (ang. deep residual network), kraǰse ResNet
[15], ki je uvedla preskoke med nivoji (ang. skip connections), ki omogočijo,
da informacija gradienta lažje prehaja skozi nivoje. Tovrstne mreže so se po-
javile šele leta 2015, vendar se je njihova uporaba hitro razširila na različna
področja uporabe nevronskih mrež. Uporaba konvolucijskih plasti v arhitek-
turi ResNet je pripomogla k bolǰsemu reševanju problemov pri računalnǐskem
vidu. Posledično so se v zadnjih letih začela oblikovati ogrodja za kompresijo
slik in video vsebin z uporabo mrež CNN, ki temeljijo na arhitekturi ResNet.
Globoke residualne nevronske mreže so sestavljene iz residualnih blokov.
Navadno se uporablja večje število residualnih blokov, ki jih postavljamo za-
poredno. Glavno bistvo teh arhitektur je, da se učenje značilk lahko porazdeli
na posamezne residualne bloke. Preskoki med nivoji omogočajo, da se posto-
pek učenja znotraj residualnih blokov lahko izvaja vzporedno in posledično
tudi hitreje. Spodnje enačbe veljajo le za preprost primer residualnega bloka,
prikazanega na sliki 3.3. Izhod je predstavljen kot y, vhod pa kot x. A naj
bo aktivacijska funkcija, F pa funkcija, ki opisuje operacije v notranjosti
residualnega bloka:
y = A(F (x) + x) (3.4)
Vhod x in vrednost funkcije F pri x vplivata na izhod y. Pri vzvratnem
Diplomska naloga 27
Slika 3.3: Primer preprostega residualnega bloka, ki vsebuje en preskok.
razširjanju je zato gradient bolj stabilen, saj preskok omogoča njegov prehod
v vǐsje nivoje mreže v primeru, da je notranjost bloka kriva za nestabilnost
ali problem izginjajočega gradienta. V najslabšem primeru, kjer je F (x) = 0,




F (x) + x) −→ A(x) (3.5)
y = A(x) (3.6)
Arhitekture residualnih blokov se lahko zelo različne. Posamezni elementi
znotraj bloka se lahko spreminjajo glede na tip implementacije ali problema,
prav tako količina le-teh in njihov vrstni red postavitve. Residualne bloki so
pogosto tudi vgnezdeni znotraj residualnih blokov.
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3.4 Samokodirniki
Samokodirniki [28] so posebna vrsta globokih nevronskih mrež, ki preko oz-
kega grla silijo mrežo v učenje splošnih vzorcev iz vhodnih primerov. Ozko
grlo pomeni, da je število nevronov v skritem nivoju manǰse od števila nevro-
nov v vhodnem nivoju. Arhitektura samokodirnikov (slika 3.4) je sestavljena
iz enkoderja, ki vhodne primere preslika v latentni vektor in dekoderja, ka-
terega cilj je pretvoriti latentnega vektor v željen izhod. Samokodirniki so
precej uspešni pri problemih kot so izločanje šuma iz slike, generiranju no-
vih podatkov, redukciji dimenzionalnosti, prepoznavi govora, itd. Za opisane
probleme se uporabljajo različni tipi samokodirnikov, kot so DAE [27] (ang.
Denoising Autoencoder), VAE [32] (ang. Variational Autoencoder), omenimo
pa lahko tudi GAN [13] (ang. Generative Adversarial Network), ki skupaj z
VAE spada med generativne modele, njegova struktura in delovanje pa sta
idejno blizu samokodirnikom.
Na samokodirnike lahko gledamo kot nadgradnjo nevronskih mrež, katere
naloga je klasifikacija vhodnega primera. Klasifikacijske nevronske mreže
imajo vhodni nivo navadno sestavljen iz množice nevronov, ki sprejmejo
vhodni primer in znajo s pomočjo skritih nivojev v mreži umestiti vhodni
primer v enega izmed razredov, ki se nahaja v izhodnem nivoju. Če jih pri-
merjamo z arhitekturo samokodirnikov, lahko opazimo, da je klasifikacijska
mreža neke vrste enkoder, ki sliko kodira v razred. Na podlagi razreda ne
moremo pričakovati, da bi lahko dekoder uspešno rekonstruiral. Zato je na-
loga samokodirnikov, da iz vhodnih primerov izlušči značilke, ki nadomestijo
razrede in so bolj kompleksna reprezentacija vhodnega primera. Navadno se
te značilke kodirajo v latentni prostor, opǐse pa jih latentna reprezentacija
oziroma latentni vektor, ki predstavlja točko v latentnem prostoru. Kon-
struktor samokodirnika ne more vedeti ali predvideti, kako se bodo izluščene
značilke porazdelile po latentnem prostoru, saj samokodirnik ob učenju sam
optimizira kodiranje značilk v latentni prostor.
Pomembna arhitekturna lastnost pri samokodirnikih je širina ozkega grla.
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Slika 3.4: Primer globokega polno-povezanega samokodirnika, ki vsebuje tri
skrite nivoje.
Ozko grlo nam namreč omejuje količino značilk, ki se lahko pojavijo v ko-
dirani obliki. Kvaliteta rekonstrukcije je močno odvisna od količine značilk,
ki jih je enkoder sposoben izluščiti in kodirati v latentno reprezentacijo. Po
drugi strani pa lahko z uporabo ožjega ozkega grla prihranimo na prostoru,
potrebnem za hranjenje kodirane reprezentacije, v kolikor samokodirnik upo-
rabljamo za ta namen. Ozko grlo mora torej biti dovolj prepustno, vendar še
vedno dovolj ozko, da dobimo smiseln prihranek.
Delovanje enkoderja in dekoderja lahko predstavimo z izrazoma 3.7 in 3.8.
Denimo, da je E funkcija enkoderja, podanega s parametri ϕ in D funkcija
dekoderja podanega s parametri θ. Naj x predstavlja vhodni primer, y laten-
tno reprezentacijo in x̃, ki je izhod dekoderja, naj predstavlja rekonstuirani
x:
E(ϕ, x) = y, (3.7)
D(θ, y) = x̃. (3.8)
Konvolucijski samokodirniki operirajo nad tenzorji. Ozko grlo pri tenzor-
jih dosežemo s spreminjanjem vǐsine, širine in globine tenzorja. Najpogosteje
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Slika 3.5: Primer konvolucijskega samokodirnika, katerega vhodni tenzor
predstavlja slika RGB. Naloga enkoderja je redukcija dimenzionalnosti, de-
koder pa uporabi latentno reprezentacijo za rekonstrukcijo vhodnega primer.
Rekonstrukcija ni nikoli popolna, kar je tudi bistvo kompresije z izgubo in-
formacije.
krčimo prostorsko dimenzijo oziroma ločljivost slike in večamo globino. Smi-
sel tega je, da se značilke vhodnih primerov porazdelijo med večje število
dimenzij globine. Krčenje širine in vǐsine nam prinaša več različnih pred-
nosti. Če tenzorju zmanǰsamo širino in vǐsino za faktor 2, se bo površina
zmanǰsala za faktor 4, kar znatno vpliva na računsko zahtevnost in količino
potrebnega pomnilnika. Količina informacije, ki se kodira v latentni prostor
bo znatno manǰsa od informacije vhodnega primera, ampak bo vsebovala po-
trebne značilke, ki bodo dekoderju predstavljale izhodǐsče za rekonstrukcijo
primera. V kombinaciji z večanjem globine bo enkoder iz prostorskih odvi-
snosti postopoma pridobil značilke in jih preslikati v kanale globine latentne
reprezentacije.
3.5 Aktivacijske funkcije
Aktivacijske funkcije [12] so nelinearne preslikave, ki nastopajo kot izhodna
operacija nad izhodno vrednostjo nevrona ali vrednostmi tenzorja. So po-
memben element, saj svojih nelinearnih lastnosti. Spodaj so opisane aktiva-
cijske funkcije, ki smo jih uporabili v arhitekturah samokodirnikov.
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ReLU
ReLU (ang. rectified linear unit) je preprosta, računsko nezahtevna aktivacij-
ska funkcija, ki negativne vhodne vrednosti preslika v 0, pozitivne vrednosti
pa ohranja. Zelo pogosto se uporablja pri učenju globokih konvolucijskih
nevronskih mrež na področju računalnǐskega vida. Definirana je kot:
ReLU(x) = max(0, x). (3.9)
Problem pri ReLU nastane, če so vhodni v aktivacijsko funkcijo močno
negativni. To zavira učenje in povzroča, da izhodne vrednosti nevronov
obtičijo pri 0, kar je poznano kor problem umirajočega ReLU (ang. dying
ReLU problem).
LeakyReLU
Aktivacijska funkcija LeakyReLU poskuša rešiti problem umirajočega ReLU
tako, da negativne vhode pomnoži s parametrom a, ki določa naklon funkcije
pri negativnih vhodnih vrednostih, ki se preslikajo v majhne neničelne vre-
dnosti. Odvod funkcije, ki je potreben za učenje, tako ni več 0 pri negativnih
vhodih, posledično pa tudi izhodi nevronov pri negativnih vhodih ne obtičijo
na vrednosti 0.
LeakyReLU(x) =
⎧⎨⎩x, if x ≥ 0ax, if x < 0 (3.10)
Sigmoidna funkcija
Sigmoidna funkcija spada v skupino logističnih funkcij in jo uporabljamo kot









ki vrednosti vhoda x preslika na interval med 0 in 1. Zaradi te lastnosti jo v
nalogi uporabljamo pred operacijo kvantizacije, ki jo bomo opisali kasneje v
poglavju.
3.6 Pregled implementacij video kompresije
z uporabo nevronskih mrež
Opaziti je mogoče porast raziskav, člankov in eksperimentiranja pri uporabi
globokega učenja za naslavljanje problema kompresije. Pri tem lahko ločimo
implementacije na tiste, ki idejo in arhitekturo kompresijskega cevovoda
črpajo iz standardnih kodekov in tiste, ki uporabljajo nove pristope. Naj-
bolj pogosto se komponente standardnih cevovodov zamenjuje z nevronskimi
mrežami, ki opravljajo ekvivalentno nalogo. Pojavili pa so se tudi precej
unikatni pristopi, kot je na primer implementacija [31], ki preko referenčnih
okvirjev hierarhično interpolira vmesne okvirje. Nekatere bolj kompleksne
implementacije uporabljajo kombinacije rekurenčnih nevronskih mrež. Upo-
raba teh mrež največkrat zahteva uporabo drugačnih pristopov, kot jih upo-
rabljajo standardni kodeki. Ena izmed implementacij [18], ki uporabljajo
LSTM (ang. long short term memory) tip ponavljajočih nevronskih mrež,
najprej razdeli okvir na bloke in med njimi ǐsče redundanco, ki jo nato kom-
presira z uporabo samokodirne arhitekturo.
Spodaj obravnavamo dve implementaciji, ki video kompresirata z upo-
rabo konvolucijskih samokodirnikov. Implementaciji uporabljata dokaj pre-
prosta cevovoda, ki sta podobna cevovodom standardnih kodekov za video
kompresijo. V nalogi bomo uporabljali podobne konstrukte in pristope, kot
so opisani tukaj. Pri prvi implementaciji predstavimo cevovod in postopek
kompresije, pri drugi pa se osredotočimo na nove mehanizme, ki lahko pri-
pomorejo k izbolǰsanju obstoječih pristopov video kompresije.
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DVC: An End-to-end Deep Video Compression Framework
Ta implementacija [22] temelji na uporabi podobne osnovne arhitekture kot
ročno izdelani video kodeki. Uporablja kombinacijo optičnega toka in resi-
dualov za predvidenje prihodnjih okvirjev. Cevovod je sestavljen iz petih
različnih nevronskih mrež, ki jih lahko vidimo na sliki 3.6.
Najprej bomo opisali delovanje video kodirnika, ki okvirje kompresira. Za
pridobitev optičnega toka skrbi mreža številka 1. Ta nato potuje v enkoder
optičnega toka (mreža številka 2) in mrežo številka 3, ki izvaja kompenzacija
gibanja na podlagi preǰsnjih dekodiranih okvirjev in optičnega toka. Do-
bljen rezultat predstavlja približek trenutnemu okvirju. Ta približek se nato
odšteje od trenutnega okvirja za pridobitev residuala. Samokodirnika, ki ju
delimo na enkoder in dekoder, sta oštevilčena z 2 in 4 in imata nalogo kodi-
ranja in dekodiranja optičnega toka in residualov. Kodirani reprezentaciji se
nato uporabita v mreži, ki poskuša čim bolje oceniti njuno entropijo. Ocena
entropije se uporabi v funkciji izgube skupaj z metriko, ki meri kvaliteto re-
konstrukcije. Kodirni del cevovoda mora kodiran optični tok in residual tudi
dekodirati, zato da lahko izmeri kvaliteto rekonstrukcije. Funkcija izgube je
potrebna za učenje oziroma optimizacijo implementacije.
Dekodirnik potrebuje, če želi okvir predvideti, optični tok, residual in
preǰsnje dekodirane okvirje. Sestavljajo ga tri mreže, ki so na sliki 3.6
označene z modro barvo. Po kanalu se prenašata kodiran optični tok in re-
sidual, ki se dekodirata z uporabo dekoderjev samokodirnikov (številka 2 in
4). Dekodiran optični tok se nato uporabi za pridobitev približka trenutnemu
okvirju z uporabo mreže številka 3 za kompenzacijo gibanja. Dekodiran re-
sidual se nato prǐsteje dobljenemu približku. Rezultat operacije je dekodiran
okvir.
Kvaliteta rekonstrukcije in ocena entropije skrbita za optimizacijo RDO
(ang. rate distortion optimization). Cilj optimizacije je minimizirati količino
kodiranih podatkov pri čim manǰsi izgubi na kvaliteti rekonstrukcije. Seveda
smo pri tem omejeni z krivuljo RD (ang. rate distortion curve), ki nam poda
možna območja razmerja med kvaliteto in količino. Cilj je, da se kompresija
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implementacije čimbolj približa meji, ki jo definira krivulja RD.
Pomembno je poudariti, da učenje celotnega ogrodja poteka skupaj. To
omogoča, da se celoten proces video kompresije optimizira. Kljub temu, da
so posamezne mreže med seboj neodvisne jih skupno učenje sili v to, da se
za dosego bolǰsega končnega rezultata uskladijo in prilagodijo drugače, kot
bi se sicer. Posamezne mreže lahko skozi postopek učenja nekoliko izgubijo
na svoji natančnosti, v kolikor to pripomore k bolǰsemu končnemu rezultatu.
Learned Video Compression
Podobno kot prva implementacija tudi ta [24] uporablja optični tok in residu-
ale. Kljub temu, da imata obe implementaciji podobno osnovno arhitekturo
in cevovod, tukaj najdemo nove mehanizme, načine in pristope, ki temeljijo
na kompleksnem pomnjenju scene in kodiranja podatkov. Na ta način lahko
znatno pripomorejo pri razmerju med kvaliteto in velikostjo. V nalogi se
bomo teh kompleksnih konstruktov izognili in jih omenimo samo kot zanimi-
vost.
Prvi izmed mehanizmov temelji na spremembi načina pomnjenja scene
oziroma zaporedja okvirjev. Ideja je, da namesto referenčnih okvirjev po-
skušamo pomniti stanje, ki lahko opǐse lastnosti elementov in njihov položaj v
sceni. Ta način pripomore pri predvidevanju prihodnjih okvirjev, saj optični
tok in residual ne pomnita dejanske scene, ampak le razliko med predvide-
nim in referenčnim okvirjem. Prednost pomnjenja stanja scene je predvsem
pomnjenje elementov, ki so lahko trenutno zakriti, vendar se bodo pojavili v
prihodnjih okvirjih. Prav tako rotacija elementov scene ne predstavlja večjih
težav, saj stanje zajema celoten element in ne samo vidnega dela. Stanje
scene je zajeto z uporabo rekurenčne nevronske mreže (RNN) ter samoko-
dirnika in se posodablja po vsakem predvidenem okvirju.
Novost, ki jo predlagajo, je tudi skupno kodiranje optičnega toka in re-
siduala, ki skupaj potujeta v enkoder samokodirnika. Cilj tega samokodir-
nika je odstraniti redundanco, ki se pojavlja med njima in doseči čim bolj
učinkovito kompresijo z majhno izgubo na kvaliteti.
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Smiselno je, da se bolj kompleksnim območjem okvirja, ki nosijo več in-
formacije, dodeli ustrezno količino prostora oziroma bitov. V članku so za
to nalogo uporabili kombinacijo samokodirnika in multiplekserja. Enkoder
samokodirnika je razdeljen na več vej, ki predstavljajo različne kakovosti ozi-
roma načine kodiranja za dano območje. Katera veja bo kodirala podatke in
bila aktivna je odvisno od parametra, ki je določen s številom bitov dode-
ljenih temu območju. Za dodeljevanje števila bitov posameznemu območju
skrbi algoritem, ki poskuša območju dodeliti optimalno število bitov.
Slika 3.6: Prikaz arhitekture in njenega delovanja. Trenutni okvir je okvir,
ki ga želimo kodirati. Na sliki sta zajeta kodirnik in dekodirnik. Elementi, ki
so oštevilčeni predstavljajo nevronske mreže. Ogrodje se deli na kodirnik, ki





Tukaj bomo predstavili uporabljeno tehnologijo, podrobneje opisali strukturo
in delovanje ogrodja ter posamezne elemente, ki navadno nastopajo znotraj
ogrodja. Nato sledi arhitektura in opis uporabljenih globokih konvolucij-
skih samokodirnikov, ki nastopajo pri dveh različnih implementacijah video
kompresije, ki ju obravnavamo na koncu poglavja.
Izvorna koda ogrodja in cevovoda implementacij so objavljeni na repozi-
toriju GitHub 1.
4.1 Uporabljena tehnologija
Ogrodje za video kompresijo, ki smo ga izdelali sami, je implementirano z
uporabo programskega jezika Python. Za nekatere računske operacije smo si
pomagali s knjižnjicami, ki so opisane spodaj.
Python se zelo pogosto uporablja za reševanje problemov pri računalnǐskem
vidu, saj ima na voljo vrsto uporabnih knjižnic, ki programerju laǰsajo delo.
Za konstruiranje in treniranje globokih konvolucijskih samokodirnikov se





testiranju in izdelavi prototipov. Ponuja tako nizkonivojske kot visokonivoj-
ske konstrukte, ki programerju omogoča podrobno načrtovanje arhitekture
nevronskih mrež in elementov znotraj njih, hkrati pa ponuja funkcije, ki za-
jamejo najbolj uporabljene in ponavljajoče operacije. Poleg tega sta sama
uporaba in sintaksa zelo preprosta. Ogrodje je na voljo za jezika Python in
C++.
Za hranjenje okvirjev uporabljamo Python knjižnico Numpy, ki je poleg
hranjenja večdimenzionalnih matrik oziroma tabel različnih podatkovnih ti-
pov, znana po zelo hitrem izvajanju operacij nad tabelami in operacijami
med njimi.
Za operacije, ki spadajo pod področje računalnǐskega vida, se poslužujemo
odprtokodne Python OpenCV knjižnjice, namenjene izvajanju v realnem
času. Ponuja vrsto preprostih in uporabnih funkcij za obdelovanje slikovnega
in video materiala, predstavljenega z matrikami Numpy. Za našo implemen-
tacijo sta pomembni predvsem funkciji za pridobitev gostega optičnega toka
po metodi Farneback in transformacija okvirja na podlagi optičnega toka.
Poleg tega uporabljamo tudi funkcije za branje in pisanje slikovnega in video
materiala ter pretvorbo barvnih formatov.
Za brezizgubno kodiranje uporabljamo obstoječo Python implementacijo
osnovnega aritmetičnega koda in adaptivnega aritmetičnega koda 2, za katero
smo spisali vmesnik, da je primerna za uporabo v kompresijskem cevovodu.
4.2 Struktura in uporaba ogrodja
Pri izdelavi ogrodja nam je cilj, da je intuitivno in enostavno za uporabo.
Prav tako mora ogrodje biti modularno oziroma mora omogočati, da lahko
posamezne komponente povezujemo med sabo in jih po potrebi spreminjamo
ali zamenjamo, ne da bi bilo potrebno spreminjati kodo komponent.
Ogrodje vsebuje pomožne razrede in funkcije, ki zajemajo operacije, ki
se pogosto uporabljajo pri slikovni in video kompresiji. Pod glavne operacije
2https://www.nayuki.io/page/reference-arithmetic-coding
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spadajo izračun optičnega toka, transformacija okvirja na podlagi optičnega
toka oziroma kompenzacija gibanja ter seštevanje in odštevanje istoležnih
vrednosti dveh okvirjev. Poleg razredov, namenjenim računskim operacijam,
imamo tudi razred za hranjenje posameznega okvirja in kodiranega okvirja
ter razred, ki služi kot medpomnilnik za dekodirane okvirje. Eden izmed
najbolj pomembnih gradnikov je razred kvantizatorja, ki vsebuje potrebne
operacije za kvantizacijo. Omeniti velja še razred s funkcijami za branje,
pisanje in obdelavo video materiala.
Ogrodje nam ponuja možnost uporabe kombinacije kompresije z izgubo
informacije in brezizgubne kompresije. Kompresijo z izgubo dobimo z upo-
rabo samokodirnikov, ki vhodni tenzor kodirajo v latentni prostor, ki je zna-
tno manǰsi od vhodnega prostora. Kljub temu pa latentna reprezentacija
ni najučinkoviteǰsa reprezentacija podatkov. V njih se še vedno pojavlja re-
dundanca in je zato smiselno uporabiti brezizgubni kod. Odločili smo se za
uporabo adaptivnega aritmetični koda, ki latentno reprezentacijo na podlagi
entropije kodira v učinkovit zapis. Prednost adaptivnega koda je v tem, da
nam ni treba shranjevati kodirne tabele, ker jo kod posodablja med postop-
kom kodiranja.
Zgoraj smo zajeli in opisali fiksne komponente ogrodja, ki se ne spremi-
njajo bistveno ne glede na njihovo uporabo. Za vključitev samokodirnikov,
pa je bolj smiselna uporaba razreda, ki služi točno določenemu samokodir-
niku. Uporabljeni samokodirniki se namreč lahko razlikujejo v arhitekturi,
velikosti dimenzij vhodnega ali izhodnega tenzorja, načinu kvantizacije, itd.
Kljub omenjenim razlikam pa se struktura razreda za različne samokodirnike
ne spreminja. Glavni operaciji razreda sta kodiranje vhodnega tenzorja in de-
kodiranje latentne reprezentacije, ki ga opravljata enkoder in dekoder. Pred
tem je potrebno inicializirati razred, kjer se definira arhitektura in naložijo
naučeni parametri samokodirnika.
Celoten postopek video kompresije se deli na dva ločena programa ozi-
roma cevovoda, in sicer na kompresijo, ki jo opravlja kodirnik, in rekon-
strukcijo (dekodiranje), ki je naloga dekodirnika. Kodiranje in dekodiranje
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okvirjev poteka preko zanke, katere številka iteracije predstavlja okvir, ki ga
kompresiramo.
4.3 Arhitektura in komponente
samokodirnikov
V nalogi uporabljamo tri različne globoke konvolucijske samokodirnike, ka-
terih naloga je kompresija slik, optičnega toka in residualov. V cevovodu
implementacije brez optičnega toka in residualov uporabljamo samo slikovni
samokodirnik, medtem ko v cevovodu implementacije z optičnim tokom in
residuali uporabimo kombinacijo vseh treh samokodirnikov.
Najprej bomo podrobneje opisali elemente, ki se pojavljajo v arhitekturah
uporabljenih samokodirnikov. Samokodirne arhitekture in elementi znotraj
njih morajo biti skrbno izbrani, da zmogljivosti samokodirnikov zadostijo
zahtevam, ki so potrebne za dosego učinkovite video kompresije.
V nalogi smo velikost okvirjev, namenjenih kompresiji, prilagodili računski
zahtevnosti uporabljenih samokodirnikov in ostalih operacij. Omejili smo se
na ločljivost 256× 256. Ob večanju ločljivosti postaneta operaciji kodiranja
in dekodiranja z uporabo samokodirnika precej računsko zahtevni, pa tudi
čas učenja se znatno poveča. Pozorni moramo biti tudi pri širini ozkega grla
samokodirnika. Kot smo že omenili v poglavju o samokodirnikih, je izbira
primernega ozkega grla ključna za dosego optimalnih rezultatov.
4.3.1 Slikovni samokodirnik
Slikovni samokodirnik je namenjen kodiranju slike v surovem zapisu. Pri
implementaciji brez optičnega toka in residualov je to kar glavna komponenta
cevovoda za kompresijo. Pri implementaciji, ki uporablja tudi optični tok in
residuale, pa slikovni samokodirnik služi kodiranju referenčnih okvirjev.
Idejo za arhitekturo slikovnega samokodirnika smo dobili v članku [9],
ki opisuje več različnih možnih arhitektur za problem slikovne kompresije.
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Slika 4.1: Prikaz arhitekture slikovnega samokodirnika. Pravokotniki pred-
stavljajo residualne bloke, barve pravokotnikov pa ustrezajo različnim tipom
residualnih blokov. Pod operacijama konvolucije (Conv) in transponirane
konvolucije (TConv) so zapisani parametri, ki opisujejo velikost konvolu-
cijskega jedra, velikost odmika in velikost razširitve. Struktura residualnih
blokov RB1, RB2, IRB1 in IRB2 je predstavljena na sliki 4.2.
Uporabili smo ResNet-3x3 arhitekturo, pri čemer smo zavrgli HyperPrior,
drugače pa ohranili strukturo mreže in postavitev residualnih blokov.
Uporabljamo dva različna tipa residualnih blokov, ki ju ločimo glede na
to ali spreminjajo velikost tenzorja ali jo ohranjajo. Residualni bloki, ki
spreminjajo velikost tenzorja, to počnejo z uporabo operacije konvolucije
s premikom velikosti 2, kar pomeni, da se bo velikost tenzorja povečala ali
zmanǰsala za faktor 4. Bloki enkoderja in dekoderja so strukturno simetrični,
le da dekoder namesto konvolucije uporablja transponirano konvolucijo, ki je
namenjena večanju ločljivosti.
Naša implementacija slikovnega samokodirnika na vhod prejme sliko v
barvnem formatu, ki je predstavljena kot tenzor z ločljivostjo 256 × 256 in
globino 3, ki se v prvem residualnem bloku poglobi na 128. Enkoder s kombi-
nacijo obeh tipov residualnih blokov postopoma zmanǰsuje ločljivost tenzorja.
Ločljivost tenzorja na izhodu iz enkoderja je 8 × 8, zatem pa je postavljen
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Slika 4.2: Prikaz strukture vseh štirih residualnih blokov uporabljenih v sli-
kovnem samokodirniku. Od leve proti desni si sledijo RB1, RB2, IRB1 ter
IRB2. Rdeči pravokotniki predstavljajo nivo konvolucije, zeleni pa nivo tran-
sponirane konvolucije. Parametri, ki so zapisani poleg, opisujejo velikost kon-
volucijskega jedra, velikost odmika in velikost razširitve. Modri pravokotniki
predstavljajo aktivacijsko funkcije Leaky ReLU, rumeni pa GDN ali inverzno
transformacijo iGDN, ki ju opǐsemo v nadaljevanju.
kvantizator. Strukture uporabljenih residualnih blokov prikazuje slika 4.2.
Prihranek oziroma kompresijsko razmerje, kraǰse CR, izračunamo z upo-
rabo naslednje formule:
CR =
heightin × widthin × depthin
heightout × widthout × depthout
, (4.1)
kjer večje kompresijsko razmerje pomeni učinkoviteǰso kompresijo, kar pa
ne pomeni bolǰse kvalitete rekonstrukcije. Zgornja formula je prilagojena
izračunu kompresijskega razmerja med vhodnim tenzorjem in latentno re-






Kompresijsko razmerje za slikovni samokodirnik brez upoštevanja opera-
cije kvantizacije in aritmetičnega koda je 24. Če je vhodni tenzor slika v
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Slika 4.3: Struktura samokodirnika optičnega toka in residualov.
surovem zapisu, opisana z osmimi biti za posamezen kanal, to pomeni 24
bitov na piksel. Kodirana reprezentacija slike je za faktor 24 manǰsa, kar
znaša en bit na piksel.
4.3.2 Samokodirnika optičnega toka in residualov
Samokodirnika optičnega toka in residualov bomo obravnavali skupaj, saj
sta njuni arhitekturi skoraj identični. Arhitekturni koncept smo prevzeli iz
člankov o slikovni kompresiji [21] [6].
Enkoder samokodirnika sestavljajo izmenjajoči operaciji konvolucije in
transformacije GDN. V dekoderju uporabljamo transponirano konvolucijo in
inverzno transformacijo iGDN (GDN in iGDN sta opisana v nadaljevanju).
Z uporabo konvolucije vhodni tenzor postopoma zmanǰsujemo, s pomočjo
transformacije GDN pa lahko učinkovito izluščimo najpomembneǰse lastnosti
vhodnega tenzorja. Na izhodu iz enkoderja je postavljen kvantizator.
Razlika med strukturama samokodirnika optičnega toka in samokodir-
nika residualov je v dimenzionalnosti globine vhodnega in izhodnega ten-
zorja. Globina oziroma število kanalov vhodnega in izhodnega tenzorja pri
samokodirniku optičnega toka je 2, residuali pa so predstavljeni v formatu
RGB, torej potrebujejo 3 kanale. Dimenzionalnost globine se v prvem nivoju
poveča iz 2/3 na 64, v zadnjem nivoju pa se zmanǰsa iz 64 nazaj na 2/3.
Ločljivost tenzorja na izhodu iz enkoderja je 8 × 8, kar pomeni, da je kom-
presijsko razmerje CR enako 48, če preračunamo v bite na piksel, pa dobimo
0.5 bpp.
Slika 4.3 prikazuje strukturo, ki jo vsebujeta oba samokodirnika.
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4.3.3 Transformacija GDN
Prevedeno kot posplošena delitvena normalizacija, GDN [5] (ang. genera-
lized divisive normalization) je parametrična, nelinearna transformacija, ki
v osnovi poskuša modelirati nelinearne odzive bioloških senzoričnih nevro-
nov. GDN operira nad vektorjem, ki ga najprej linearno transformira, in
nato posamezen element normalizira z uporabo deljenja na podlagi aktivno-
sti oziroma vrednosti skupine sosednjih elementov. Vrednost normalizacije
posameznega elementa je torej v veliki meri prostorsko odvisna od sosednjih
elementov.
Transformacija GDN je zvezna in odvedljiva, torej je primerna za opti-
mizacijo parametrov transformacije, ki deluje na principu nenadzorovanega
učenja. Prav tako je mogoče izračunati njen inverz (iGDN), ki ga potrebu-
jemo za uporabo transformacije GDN v dekoderjih samokodirnih arhitektur.
Rezultati normalizacije naj bi se približno normalno porazdeljevali, prav tako
pa naj bi se po transformaciji znatno zmanǰsala prostorska odvisnost.
Transformacijo lahko skraǰsano zapǐsemo kot:
y = g(x; θ), (4.3)
kjer je x vhod, θ predstavlja parametre, preko katerih določamo lastnosti










kjer θ predstavlja številske parametre α, β in γ. V nalogi uporabljamo po-
splošeno obliko transformacije, ki lahko opǐse več različnih modelov, odvisno







kjer je vektor z = Hx, parametra β in ϵ vektorja, parametri H, α in γ
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pa matrike, za skupno 2N + 3N2 parametrov, kjer je N dimenzionalnost
vhodnega prostora.
4.3.4 Kvantizacija
Kvantizacija je matematična operacija, ki vrednosti zveznega intervala pre-
slika v manǰso kvantizacijsko množico z omejenim številom elementov. Kvan-
tizator opravlja operacijo kvantizacije, ki je pomembna pri kompresiji z iz-
gubo informacije. Običajno se vrednosti preslikajo v najbližjo vrednost, ki
je vsebovana v množici. Navadno je preslikava kar zaokrožitev, pri čemer
nastane zaokrožitvena oziroma kvantizacijska napaka.
V primeru naše implementacije je kvantizator postavljen na izhod enko-
derja samokodirnika, njegova naloga pa je, da zvezen interval, ki vsebuje vre-
dnosti latentne reprezentacije, diskretizira v obliko primerno za brezizgubno
kodiranje, ki ga v nalogi dosežemo z uporabo adaptivnega aritmetičnega
koda.
Kvantizator je definiran z velikostjo kvantizacijske množice n in vhodnim
zveznim intervalom (a, b). Njegova naloga je, da elemente kvantizacijske
množice ustrezno porazdeli po zveznem intervalu. Operacija kvantizacije
je v nalogi zelo pomemben, element saj kontrolira kompresijsko razmerje
in kvaliteto rekonstrukcije na dva načina. Prvi je s spreminjanjem števila
elementov kvantizacijske množice, drugi pa z uporabo različnih porazdelitev
elementov kvantizacijske množice. Kvantizator Q lahko opǐsemo kot:
Q(x) ↦→ y ∧ y ∈ S, (4.6)
kjer je S kvantizacijska množica velikosti n, x pa je vrednost, ki leži na
intervalu (a, b).
Interval vrednosti
Pomemben faktor pri postopku kodiranja predstavljajo intervali vrednosti,
ki se pojavljajo na vhodu v samokodirnik in latentni reprezentaciji. Med po-
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stopkom kodiranja se pogosto zgodi, da vrednosti zaradi vrste matematičnih
operacij pristanejo zunaj želenega intervala. To nam lahko povzroča pro-
bleme pri operaciji kvantizacije in napake pri rekonstrukciji.
Pred vhodom v samokodirnik vhodne podatke najprej normaliziramo ali
standardiziramo, da se vrednosti nahajajo znotraj ustreznega intervala. Po-
sebej previdni moramo biti pri vrednostih latentnih reprezentacij. V ta na-
men uporabimo sigmoidno funkcijo pred operacijo kvantizacije na izhodu
enkoderja, ki vrednosti stisne na interval med 0 in 1, kar nam bo prǐslo prav
pri operaciji kvantizacije.
Problem učenja
Operacije znotraj arhitekture samokodirnika morajo biti zvezne in odvedljive,
da se lahko uporabijo med postopkom učenja. Operacija kvantizacije nam v
tem primeru predstavlja problem, saj ni zvezna in je neodvedljiva, vendar je
nujno potrebna za uspešno kompresiranje. Čeprav lahko operacijo kvantiza-
cije med učenjem izpustimo, pa se samokodirnik ne bo mogel naučiti kom-
penzirati kvantizacijske napake oziroma šuma. Pomembno je, da uporabimo
ustrezno metodo, ki bo odvedljiva in bo nadomestila operacijo kvantizacije
med postopkom učenja.
V našem primeru operacijo kvantizacije med učenjem zamenjamo in imiti-
ramo z dodajanjem uniformnega šuma, kot so to storili v članku [7]. To pov-
zroči podoben efekt kot bi ga operacija kvantizacije. Kvantizacija zaokroži
število na najbližjo kvantizacijsko točko. S tem se pojavijo zaokrožitvene
napake, ki so lahko pozitivne ali negativne vrednosti. Graf zaokrožitvene
napake je zelo podoben naključnemu šumu. Z dodajanjem šuma dosežemo
odmik od dejanske vrednosti in tako imitiramo zaokrožitveno napako.
Porazdelitve kvantizacijskih elementov
V naši implementaciji smo uporabili dve različni porazdelitvi kvantizacijskih
elementov. Pozicije kvantizacijskih elementov so definirane preko ploščine
pod grafom gostot verjetnosti porazdelitev. Ploščina pod grafom med zapo-
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rednimi kvantizacijskimi elementi mora obsegati enako površino. Najprepro-
steǰsi način porazdelitve kvantizacijskih elementov je z uporabo enakomerne
porazdelitve. Za dosego bolǰsih rezultatov pa je smiselno elemente poraz-
deliti tako, da ustrezajo porazdelitvi vrednosti, ki jih kvantiziramo. Zaradi
uporabe sigmoidne funkcije pred kvantizatorjem se vrednosti nahajajo na
intervalu (0, 1).
Enakomerna porazdelitev elemente enakomerno porazdeli na dan inter-
val. Navadno vrednosti, ki jih kvantiziramo, ne segajo do roba intervala
(0, 1), zato je smiselno poiskati najmanǰso vrednost min in največjo vre-
dnost max in porazdeliti elemente kvantizacijske množice znotraj intervala
[min,max]. Preslikave vrednosti v kvantizacijsko množico bodo ustrezneǰse
in kvantizacijska napaka bo manǰsa. Enakomerna porazdelitev je prikazana
na sliki 4.4.
Normalna porazdelitev bolj ali manj ustreza porazdelitvi vrednosti, ki
jih kvantiziramo. Gostota verjetnosti normalne porazdelitve je definirana z
dvema parametroma. To sta pričakovana (povprečna) vrednost µ in stan-












Povprečje vrednosti bo torej ležalo blizu 0.5, zato je pričakovana vrednost
µ = 0.5 konstantni parameter. Standardno deviacijo σ lahko izračunamo
preko vrednosti, ki jih kvantiziramo. Kljub temu da normalna porazdelitev
dobro modelira porazdelitev vrednosti, pa naletimo na problem pri večjih
standardnih deviacijah, ki krivuljo sploščijo, tako da se ta nahaja izven in-
tervala (0, 1), kar lahko vidimo na sliki 4.4.
Rešitev tega problema predstavlja sinusna porazdelitev na intervalu (0, 1),
podana s formulo:
p(x) = 2 sin2(πx), (4.8)
katere površina pod grafom je enaka 1. Poleg tega je graf sinusne porazdelitve
zelo podoben normalni porazdelitvi, kar prikazuje slika 4.4. Parametra, ki
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Slika 4.4: Graf enakomerne porazdelitve (modra krivulja), normalne porazde-
litve (zelena krivulja) in sinusne porazdelitve (rdeča krivulja). V tem primeru
sta parametra minimum in maksimum enakomerne in sinusne porazdelitve
kar 0 in 1, posledično tudi porazdelitvi ležita na intervalu (0, 1), parametri
normalne porazdelitve pa so µ = 0.5, σ = 0.15. Točke na krivuljah predsta-
vljajo primer elementov kvantizacijske množice velikosti n = 8. Kvantizator
vhodne vrednosti x preslika v najbližjo točko.
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ju podamo pri operaciji kvantizacije s sinusno porazdelitvijo, sta minimalna
in maksimalna vrednost, kot pri enakomerni porazdelitvi. Na podlagi tega
kvantizator sinusni porazdeli kvantizacijske elemente na interval [min,max].
4.4 Implementacija video kompresije
V nalogi smo implementirali dva različna kompresijska cevovoda. Oba smo
v celoti izdelali sami, prevzeli pa smo aritmetični kod in GDN transforma-
cijo. Prva, osnovna implementacija, ki uporablja samo slikovni samokodirnik
je preprosteǰsa in hitreǰsa, vendar manj kompleksna. Zato je število možnih
konfiguracij omejeno, vendar jo lahko uporabimo za oceno zmogljivosti kvan-
tizatorjev. Prav tako dobimo občutek kako se implementiran cevovod obnaša
in kaj lahko pričakujemo od druge implementacije, ki uporablja tudi optični
tok in residuale. Ta je računsko zahtevneǰsa, vendar nam ponudi večje pri-
hranke ter več možnosti za nadzor kvalitete in kompresijskega razmerja.
Z uporabo slikovnega samokodirnika
Izhajali smo iz ideje kodeka M-JPEG, ki vsak posamezen okvir kompresira
kot sliko v formatu JPEG, ki je kombinacija kompresije z izgubo in brez-
izgubne kompresije. V našem primeru to dosežemo z uporabo slikovnega
samokodirnika in adaptivnega aritmetičnega koda.
Struktura kompresijskega cevovoda je preprosta. V vsaki iteraciji zanke
najprej pridobimo okvir, ki ga pošljemo skozi enkoder slikovnega samokodir-
nika. Latentno reprezentacijo nato diskretiziramo z uporabo kvantizatorja in
jo dodatno kompresiramo z uporabo adaptivnega aritmetičnega koda. Pri-
dobljen kompresiran okvir se nato shrani. Pri dekodiranju kompresiran okvir
najprej aritmetično dekodiramo, zatem pa ga pošljemo skozi dekoder slikov-
nega samokodirnika in tako pridobimo rekonstruiran okvir. Slika 4.5 prika-
zuje zgoraj opisani cevovod za kompresijo.
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Z uporabo optičnega toka in residualov
Kompresijski cevovod z uporabo optičnega toka in residualov predstavlja
glavni del diplomske naloge. Idejo za strukturo cevovoda, smo dobili iz članka
[22], ki smo ga opisali na koncu poglavja 3.
Pri naši implementaciji smo se osredotočili na kompresijo referenčnega
okvirja, optičnega toka in residualov. Referenčni okvir se kompresira s sli-
kovnim samokodirnikom in adaptivnim aritmetičnim kodom.
Za kompresijo okvirjev, ki jih želimo predvideti potrebujemo optični tok
in residuale. Za pridobitev optičnega toka smo uporabljali metodo Farneback[11],
ki izračuna gosti optični tok med dvema okvirjema. Nato izvedemo trans-
formacijo referenčnega okvirja na podlagi pridobljenega gostega optičnega
toka, katere rezultat je približek predvidenemu okvirju. Približek se nato
odšteje od referenčnega okvirja za pridobitev residuala. Optični tok in resi-
dual se kompresirata preko samokodirnika optičnega toka in samokodirnika
residualov, nato pa se aritmetično kodirata.
Dekodirnik mora najprej dekodirati referenčni okvir z uporabo aritmetičnega
dekodirnika in dekoderja slikovnega samokodirnika. Za predvidenje nasle-
dnjega okvirja mora ponoviti postopek pri optičnem toku in residualu. Re-
ferenčni okvir transformira z uporabo optičnega toka in mu prǐsteje residual.
Rezultat je rekonstruiran okvir, ki tako postane nov referenčni okvir, ki ga
pomnimo. Postopek se ponovi za vsak predviden okvir dokler ni na vrsti
referenčni okvir.
Opisan kompresijski cevovod je prikazan na sliki 4.6.
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Slika 4.5: Cevovod video kompresije z uporabo slikovnega samokodirnika,
kvantizatorja in adaptivnega aritmetičnega koda. Enkoder in dekoder sta
del slikovnega samokodirnika.
Slika 4.6: Cevovod video kompresije samo z uporabo optičnega toka, resi-
dualov in referenčnih okvirjev. Sestavljajo ga slikovni samokodirnik, ki je
predstavljen z modro barvo, samokodirnik optičnega toka, ki je prikazan z
rumeno barvo, in samokodirnik residualov z zeleno barvo. Z rdečo barvo
so predstavljene kompresirane reprezentacije. Minus in plus predstavljata




V tem poglavju bomo predstavili rezultate obeh implementacij, ki smo jih
opisali v preǰsnjem poglavju. Za oceno zmogljivosti samokodirnikov in ce-
lotnih implementacij smo uporabili več različnih metrik, ki jih opǐsemo v
prvem delu poglavja.
V drugem delu se posvetimo samokodirniku za kompresijo slik, ki je
glavna komponenta osnovne implementacije. Naučili smo tri slikovne sa-
mokodirnike. Za vsakega bomo predstavili rezultate različnih konfiguracij,
ki se med seboj razlikujejo v načinu kvantizacije in velikosti kvantizacijske
množice kvantizatorja.
Nato sledijo še rezultati in vrednotenje zmogljivosti kompresije z upo-
rabo optičnega toka in residualov pri različnih konfiguracijah kvantizatorja
in načina postavljanja okvirjev, kar tudi predstavlja glavni del diplomske
naloge.
Tako osnoven pristop kot pristop z optičnim tokom in residuali sta testi-
rana na slikovnem ali video materialu v velikosti 256× 256. To nam občutno





Kompresijsko razmerje izračunamo z uporabo metrike, ki meri količino po-
datkov, potrebnih za rekonstrukcijo piksla (bpp). Za merjenje kvalitete re-
konstrukcije uporabljamo štiri različne metrike. To so MSE, PSNR, SS-SSIM
in MS-SSIM. Razlog za uporabo več različnih metrik je v percepciji kvalitete,
ki je subjektivna, in jo težko opǐsemo samo z uporabo ene same metrike.
bpp in CR
Količino podatkov, potrebnih za dekodiranje kodiranega okvirja, smo merili z
biti na piksel, bpp. Okvirji, ki jih kodiramo, so predstavljeni v formatu RGB
z barvno globino osem bitov, torej za opis posameznega piksla potrebujemo
24 bitov (24 bpp). Dobra stvar merjenja z bpp je tudi ta, da se njegova
vrednost načeloma bistveno ne spreminja ob spremembi ločljivosti okvirja.
V nalogi smo želeli doseči čim manǰsi bpp, kar pomeni model testirati
na meji zmogljivosti, kjer je cilj doseči čim večji prihranek, ki je izražen s
kompresijskim razmerjem. Seveda mora kvaliteta rekonstrukcije biti vsaj
sprejemljiva. V kolikor so rezultati zadovoljivi, lahko model prilagodimo, da
bo ustrezal tudi konfiguracijam, ki stremijo k bolǰsi kvaliteti rekonstrukcije
za ceno slabšega kompresijskega razmerja.
Za izračun kompresijskega razmerja predpostavljamo, da je piksel nekom-
presiranega videa definiran z 24 biti. V splošnem je to odvisno od barvne










Metrika MSE je med vsemi najbolj poznana in razširjena. Je povprečna
vrednost kvadratov razlike istoležnih vrednosti. Bližje ko je njena vrednost







(Xi − X̃i)2, (5.2)
kjer je X vektor originalnih vrednosti in X̃i vektor predvidenih vrednosti
velikosti n. V našem primeru med sabo primerjamo barvni slikovni material,
kjer barvno reprezentacijo najprej pretvorimo v sivinsko in nato računamo









(Xi,j − X̃i,j)2 (5.3)
Če enačbo razložimo na primeru slike z vǐsino n in širino m, je Xi,j origi-
nal, X̃i,j pa rekonstrukcija. MSE uporabljamo tudi kot kriterijsko funkcijo
oziroma funkcijo napake pri učenju samokodirnikov.
PSNR
Druga uporabljena metrika je PSNR, ki je definirana z uporabo MSE. In-
terpretiramo si jo lahko kot razmerje med največjo močjo signala in močjo
šuma, ki se pojavlja v signalu. PSNR se običajno izraža z logaritemsko skalo
v decibelih (dB), in je definiran kot:






kjer MAX predstavlja največjo možno vrednost signala. Pri sivinski sliki z
bitno globino osem bitov je vrednost MAX v tem primeru 28 − 1, torej 255.
Večja ko je vrednost PSNR, bolǰsa je kvaliteta rekonstruirane slike, vrednosti
pa se navadno gibljejo med 20 dB do 50 dB.
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SS-SSIM in MS-SSIM
Preostali dve metriki, ki ju uporabljamo sta SS-SSIM (ang. single-scale
structural similarity index measure) in MS-SSIM (ang. multi-scale struc-
tural similarity index measure) [29]. V osnovi delujeta na drugačen način
kot MSE in PSNR, ki na podlagi danih vrednosti in razlik med njimi pred-
stavljata absolutno napako. SS-SSIM in MS-SSIM se uporabljata za oceno
podobnosti med dvema slikama, njuna vrednost pa ne temelji na primerjavi
istoležnih vrednosti, temveč na primerjavi različnih lastnosti in struktui slik,
ki ju primerjamo. Lahko rečemo, da njuna vrednost poskuša zajeti človekovo
subjektivno percepcijo kvalitete slike. Metriki izhajata iz ideje, da so piksli
pogosto medsebojno odvisni, če so si prostorsko blizu. Te odvisnosti vsebu-
jejo pomembne informacije o objektih in strukturi slike, torej lahko preko
njih ovrednotimo podobnost med slikama.
Izračun indeksa SS-SSIM poteka z uporabo drsečih oken x in y, ki po-
tujeta preko istoležnih območij obeh slik in pridobita vrednost SS-SSIM za
dano območje. Formula je sestavljena iz treh komponent l, c in s. Kompo-




µx2 + µy2 + C1
, (5.5)
kjer je µ pričakovana vrednost. Komponenta c predstavlja primerjavo kon-
trasta med opazovanima območjema in je definirana kot:
c(x, y) =
2σxσy + C2
σx2 + σy2 + C2
, (5.6)
kjer je σ standardni odklon. Ostane še komponenta s, ki predstavlja struk-





kjer je σxy kovarianca med območjema x in y. V komponentah nastopajo
konstante C1, C2 in C3, ki so odvisne od L, ki predstavlja razliko med največjo
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in najmanǰso vrednostjo slike. V našem primeru je L manǰsi ali enak 255.
C1 = (0.01 · L)2 (5.8)
C2 = (0.03 · L)2 (5.9)
C3 = C2/2 (5.10)
Definirali smo vse tri komponente potrebne za izračun SSIM, ki se ga
izračuna kot uteženo kombinacijo teh komponent:
SS-SSIM(x, y) = l(x, y)α · c(x, y)β · s(x, y)γ, (5.11)
kjer preko vrednosti α, β in γ definiramo pomembnost posameznih kompo-
nent. Običajno velja α = β = γ = 1. Vrednost SSIM je manǰsa ali enaka 1.
V kolikor je SS − SSIM = 1, to pomeni, da sta sliki enaki, torej x = y.
Percepcija detajlov na sliki je odvisna od razdalje med točko zajema slike
do opazovanega objekta in od zmožnosti percepcije opazovalca. Izračun
SS-SSIM se izvaja na samo eni ločljivosti, medtem ko MS-SSIM upora-
blja operaciji zmanǰsevanja ločljivosti in nizkoprepustnega filtra, da opazova-
nemu območju postopoma znižuje ločljivost in količino detajlov. Formulo za
izračun MS-SSIM sestavljajo enake komponente kot pri formuli 5.11. Tudi
struktura formule je podobna, le da MS-SSIM vključuje zgoraj opisani ope-
raciji:
MS-SSIM(x, y) = l(x, y)αM ·
M∏
j=1
c(x, y)βj · s(x, y)γj , (5.12)
kjer M predstavlja število operacij nizkoprepustnega filtra in zmanǰsevanja
ločljivosti. Pomen uteži α, β in γ ostaja enak, le da se zaradi produkta opravi






γj = 1 (5.13)
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5.2 Rezultati implementacije s slikovnimi
samokodirniki
Naučili smo tri slikovne samokodirnike, ki se razlikujejo v količini šuma, ki
smo ga dodajali na izhod enkoderja med postopkom učenja. Prvemu med
učenjem nismo dodajali šuma, drugemu smo dodajali šum v velikosti σ2,




Količino šuma v samokodirnikih prestavlja parameter AECnoise. Arhitekture
slikovnih samokodirnikov se drugače ne razlikujejo. Za učenje smo uporabili
podmnožico slikovne zbirke ImageNet, ki vsebuje 19439 slik. Testna množica
je bila sestavljena iz 128 slik iz lastne zbirke. Pri učenju smo uporabljali
Adam optimizacijski algoritem [19] in MSE kot funkcijo izgube, samo učenje
pa je trajalo 100 iteracij. Posamezen samokodirnik vsebuje 5931139 učljivih
parametrov in zasede 22.6 MB prostora.
Parameter, ki najbolj vpliva na kvaliteto je način porazdelitve kvanti-
zacijskih elementov, ki ga označimo s Qtype. Najprej smo testirali katera od
dveh porazdelitev Qtype = Uniform in Qtype = Sine daje bolǰse rezultate. Za
prikaz rezultatov smo izbrali nekaj slik, ki smo jih kompresirali in opazovali
kvaliteto (Slika 5.3).
Slike, kompresirane z uporabo enakomerne porazdelitve kvantizacijskih
elementov (Qtype = Uniform), imajo opazno slabšo kvaliteto. To nam potr-
jujejo metrike kvalitete kompresiranih slik. Najbolj opazne razlike so vidne
pri uporabi majhnih kvantizacijskih množic, označenih z n. Razlog je v
tem, da so vrednosti na izhodu iz enkoderja pretežno normalno porazdeljene,
enakomerna porazdelitev pa kvantizacijske elemente ne porazdeli optimalno.
Sinusna porazdelitev Qtype = Sine se bolje ujema s porazdelitvijo vrednosti,
kar je razlog za dosego bolǰsih rezultatov. Zato smo za nadaljnja testiranja
vedno uporabljali sinusno porazdelitev, saj se bolje obnaša pri praktično vseh
konfiguracijah.
Večja količina šuma prisotnega med učenjem naj bi pomagala izbolǰsati
zmogljivost pri določeni velikosti kvantizacijske množice. Izvedli smo test
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in pri tem uporabili slikovno zbirko Kodak 1, ki se uporablja za testiranje
slikovnih kompresijskih formatov. Zbirka vsebuje 25 nekompresiranih slik, ki
smo jih kompresirali s slikovnimi samokodirniki pri različnih konfiguracijah
in jih nato še aritmetično kodirali, da smo pridobili čim bolǰse kompresijsko
razmerje. Kvaliteto kompresiranih slik smo izmerili z uporabo štirih različnih
metrik v odvisnosti od količine podatkov, potrebnih za dekodiranje, izraženih
z biti na piskel (bpp). Pri merjenju smo uporabili različne velikosti kvantiza-
cijske množice (n=2,4,6,7,8,10,12,14,16,20,30,50). Rezultati v obliki grafov
so prikazani na slikah 5.1 in 5.2. Izračunane vrednosti, ki so prikazane, ustre-
zajo implementaciji, ki vsak okvir kodira kot referenčni okvir.
Samokodirnik AECnoise = 0 ni naučen kompenzirati kvantizacijske na-
pake, kar se tudi pozna pri kvaliteti slik kompresiranih z majhno kvantiza-
cijsko množico (n = 2), pri katerih je mogoče opaziti popačenost in razne
artefakte. Če kvantizacijsko množico povečujemo, se popačenost zmanǰsuje.
Odlično se odreže pri večjih kvantizacijskih množicah.
Opazna razlika je, če med učenjem samokodirnika dodamo šumAECnoise =
σ2, ki ga omejimo z povprečno varianco izhodnih vrednosti enkoderja. Kva-
liteta kompresiranih slik pri majhni kvantizacijski množici (n = 2) se znatno
izbolǰsa, saj je samokodirnik naučen kompenzirati kvantizacijski šum in je
nanj mnogo bolj odporen. Popačenost, ki se je pojavljala pri samokodirniku
naučenem brez dodajanjem šuma, je sedaj manj očitna. Slabo stran učenja z
dodajanjem šuma je mogoče opaziti, ko kvantizacijsko množico povečujemo
(n = 16). Količina podrobnosti kompresirane slike bi se sicer morala večati,
vendar jih samokodirnik obravnava kot šum in jih poskuša zgladiti. Po-
sledično tudi kvaliteta slike pri večjih kvantizacijskih množicah ni najbolj
optimalna.
Pri kvaliteti slik samokodirnika AECnoise = σ
2, je opaziti pretirano glaje-




Rezultati so bili pričakovani. Pri konfiguracijah z manǰso kvantizacijsko
množico (n = 2) se je ta samokodirnik odrezal za odtenek slabše, pri kon-
1http://www.cs.albany.edu/~xypan/research/snr/Kodak.html
60 Jan Pelicon
figuracijah z večjo kvantizacijsko množico pa ga je premagal samokodirnik,
ki je bil naučen brez šuma AECnoise = 0. Pričakovano se ta samokodirnik
najbolǰse obnaša pri srednje velikih kvantizacijskih množicah.
Za vizualizacijo smo pripravili nekaj primerov, ki jih prikazujejo slike
5.4, 5.5 in 5.6. Ob slikah je tudi primerjava s kompresijskim formatom
JPEG (4:2:0). Parameter Q, ki kontrolira kvaliteto pri JPEG formatu smo
določili glede na dobljen bpp, da lahko primerjamo kvaliteto pri podobnem
nivoju kompresije. Rezultati kažejo, da se pri meritvah samokodirnikov z
nižjo kvaliteto (n = 2) JPEG uvrsti med samookodirnik AECnoise = 0 in
AECnoise = σ
2. Pri primerjavi konfiguracije z vǐsjo kvaliteto (n = 16), pa
se JPEG odreže najslabše. Samokodirnik AECnoise = 0 ima v tem primeru
najbolǰse rezultate, za njim pa je AECnoise = σ
2.
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(a) Rezultati slikovnih samokodirnikov, učenih z ali brez šuma in primerjava z
JPEG (4:2:0). Graf predstavlja kvaliteto kompresiranih slik, merjeno z SS-SSIM
v odvisnosti od bpp. Testirano na slikovni zbirki Kodak.
(b) Rezultati slikovnih samokodirnikov, učenih z ali brez šuma in primerjava z
JPEG (4:2:0). Graf predstavlja kvaliteto kompresiranih slik, merjeno z MS-SSIM
v odvisnosti od bpp. Testirano na slikovni zbirki Kodak.
Slika 5.1: Slikovni samokodirniki in JPEG testirani na slikovni zbirki Kodak.
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(a) Rezultati slikovnih samokodirnikov, učenih z ali brez šuma in primerjava z
JPEG (4:2:0). Graf predstavlja kvaliteto kompresiranih slik, merjeno z MSE v
odvisnosti od bpp. Testirano na slikovni zbirki Kodak.
(b) Rezultati slikovnih samokodirnikov, učenih z ali brez šuma in primerjava z
JPEG (4:2:0). Graf predstavlja kvaliteto kompresiranih slik, merjeno z PSNR v
odvisnosti od bpp. Testirano na slikovni zbirki Kodak.
Slika 5.2: Slikovni samokodirniki in JPEG testirani na slikovni zbirki Kodak.
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Original slika Original slika Original slika
n = 2, bpp = 0.145,
SS-SSIM = 0.56,
Qtype = Uniform
n = 2, bpp = 0.151,
SS-SSIM = 0.47,
Qtype = Uniform
n = 2, bpp = 0.155,
SS-SSIM = 0.55,
Qtype = Uniform
n = 2, bpp = 0.153,
SS-SSIM = 0.62,
Qtype = Sine
n = 2, bpp = 0.153,
SS-SSIM = 0.57,
Qtype = Sine
n = 2, bpp = 0.150,
SS-SSIM = 0.56,
Qtype = Sine
Slika 5.3: Primerjava slik kompresiranih z uporabo uniformne porazdelitve
Qtype = Uniform in sinusne porazdelitve Qtype = Sine.
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Original slika
n = 2, bpp = 0.153,
SS-SSIM = 0.62,
AECnoise = 0




Q = 5, bpp = 0.148,
SS-SSIM = 0.71,
JPEG 4:2:0
n = 16, bpp = 0.513,
SS-SSIM = 0.96,
AECnoise = 0




Q = 40, bpp = 0.518,
SS-SSIM = 0.84,
JPEG 4:2:0
Slika 5.4: Primerjave JPEG formata z dvema slikovnima samokodirnikoma,
ki uporabljata Qtype = Sine.
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Original slika
n = 2, bpp = 0.153,
SS-SSIM = 0.56,
AECnoise = 0




Q = 4, bpp = 0.145,
SS-SSIM = 0.68,
JPEG 4:2:0
n = 16, bpp = 0.472,
SS-SSIM = 0.90,
AECnoise = 0




Q = 23, bpp = 0.475,
SS-SSIM = 0.84,
JPEG 4:2:0
Slika 5.5: Primerjave JPEG formata z dvema slikovnima samokodirnikoma,
ki uporabljata Qtype = Sine.
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Original slika
n = 2, bpp = 0.150,
SS-SSIM = 0.57,
AECnoise = 0




Q = 3, bpp = 0.142,
SS-SSIM = 0.43,
JPEG 4:2:0
n = 16, bpp = 0.511,
SS-SSIM = 0.77,
AECnoise = 0




Q = 14, bpp = 0.498,
SS-SSIM = 0.70,
JPEG 4:2:0
Slika 5.6: Primerjave JPEG formata z dvema slikovnima samokodirnikoma,
ki uporabljata Qtype = Sine.
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5.3 Rezultati implementacije z uporabo
optičnega toka in residualov
Predstavili smo rezultate in zmogljivost slikovnih samokodirnikov, ki so glavni
element osnovne implementacije. Pri implementaciji z uporabo optičnega
toka in residualov pa moramo uporabiti drugačen pristop. Potrebno se je
zavedati, da so okvirji predvideni z uporabo podatkov, ki nosijo informacijo
o spremembi vsebine zaporednih okvirjev. Računamo na to, da lahko spre-
membo opǐsemo z manj podatki, kot bi jih potrebovali, če bi morali opisati
celoten okvir. Slaba stran tega je, da je informacija o spremembi kompre-
sirana z izgubo. To pomeni, da bo kvaliteta kompresiranih okvirjev padala
sorazmerno z oddaljenostjo od referenčnega okvirja.
Kompresijo predvidenih okvirjev opravljata samokodirnika optičnega toka
in residualov. Arhitekturno se razlikujeta le v dimenzionalnosti globine vho-
dnih in izhodnih tenzorjev (dva za samokodirnik optičnega toka, tri za sa-
mokodirnik residualov). Učno in testno množico za učenje samokodirnika
optičnega toka smo pridobili tako, da smo izračunali optični tok med zapo-
rednimi okvirji videoposnetkov iz video zbirke, pri čemer smo pridobili 5685
primerov optičnega toka iz različnih scen. Za učenje samokodirnika residua-
lov, pa smo uporabili podmnožico slikovne zbirke ImageNet, ki vsebuje 19439
slik. Da bi pridobili residuale smo slike zamaknili in jih odšteli od originalov
in na ta način imitirali strukturo residualov. Uporabljali smo Adam optimi-
zacijski algoritem, MSE kot funkcijo izgube, učenje posameznega samokodir-
nika pa je trajalo 100 iteracij. Samokodirnik optičnega toka vsebuje 421698
učljivih parametrov, samokodirnik residualov pa 423299 učljivih parametrov,
posamezen shranjen model pa zavzame 1.61 MB prostora.
Pri meritvah smo se omejili na dve različni konfiguraciji, ki se razlikujeta
v velikosti kvantizacijskih množic in tipom slikovnega samokodirnika. Izbrali
smo si 2 različni konfiguraciji:
• Konfiguracija št. 1, ki za dosego večjega prihranka kompresira s slabšo
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kvaliteto. Velikost kvantizacijske množice za slikovni samokodirnik je
nimage = 6 (AECnoise = σ
2), za samokodirnik optičnega toka nflow =
2 in za samokodirnik residualov nresidual = 6. Uporabljamo slikovni
samokodirnik, naučen s šumom velikosti σ, saj se najbolǰse obnaša pri
majhni kvantizacijski množici.
• Konfiguracija št. 2, ki želi doseči bolǰso kvaliteto in zato uporablja
večje kvantizacijske množice nimage = 16 (AECnoise = 0), nflow = 4 in
nresidual = 10. Posledično je prihranek manǰsi. V tem primeru upora-
bljamo slikovni samokodirnik, ki je naučen brez dodajanja šuma, saj
se je izkazal, da najbolje ohranja podrobnosti kompresiranih okvirjev.
Prvi cilj je bil izmeriti degradacijo kvalitete z oddaljenostjo od refe-
renčnega okvirja. Za merjenje kvalitete smo uporabili iste štiri metrike kot
pri merjenju na slikovni zbirki Kodak. Tukaj smo za merjenje uporabili deset
video posnetkov iz različnih scen in izračunali povprečje. Videi se razlikujejo
v hitrosti premikanja skozi sceno, kar je lahko pomembno, saj je pri hitrih
premikih padec kvalitete lahko večji. Obe konfiguraciji smo izmerili za čas
250 okvirjev. Prvi okvir je bil kompresiran kot referenčni okvir, ostale pa smo
kompresirali glede na preǰsnji okvir z uporabo optičnega toka in residuala.
Rezultate padca kvalitete prikazujejo grafi na slikah 5.7 in 5.8.
Rezultati kažejo, da sprejemljivo kvaliteto lahko ohranjamo samo s propa-
giranjem informacije o spremembi med okvirji. Presenetljivo je tudi to, da je
kvaliteta okvirjev, ki nastopajo takoj za referenčnim okvirjem, celo bolǰsa od
referenčnega okvirja. To pomeni, da je transformacija na podlagi optičnega
toka učinkovita, residuali pa lahko za kratek čas kompenzirajo izgubo kva-
litete, ki nastane zaradi slikovnega samokodirnika. Opazimo lahko tudi, da
je padec kvalitete pri obeh konfiguracijah največji na začetku, nato pa se
počasi stabilizira. Z uporabo teh rezultatov lahko smiselno določimo interval
referenčnih okvirjev. Optimalno bi bilo, da se referenčni okvir postavi ob
času, ko kvaliteta pade pod določeno mejo. To je tudi izhodǐsče za naslednjo
meritev.
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Ker je kvaliteta referenčnega okvirja odvisna od kompleksnosti in vsebine
scene, je smiselno za naslednje predvidene okvirje definirati sprejemljiv padec
kvalitete glede na kvaliteto referenčnega okvirja. To smo nadzirali z uporabo
metrike SS-SSIM, saj jo je lažje interpetirati kot MSE in PSNR. Posamezno
konfiguracijo smo testirali z uporabo treh različnih vrednosti q, ki definirajo,
koliko slabša je lahko kvaliteta predvidenih okvirjev v primerjavi s kvaliteto
referenčnega okvirja. Obe konfiguraciji smo testirali pri q = 0.0, q = 0.02 in
q = 0.05. Izbira vrednosti q izhaja iz meritev degradacije kvalitete. Iz meri-
tev kvalitete SS-SSIM (Slika 5.7) lahko ugotovimo, da je razlika med začetno
in najslabšo kvaliteto za konfiguracijo št. 1 manǰsa od 0.10, za konfiguracijo
št. 2 pa manǰsa od 0.12. Torej je smiselno, da je maksimalni padec kvalitete
manǰsi od razlike vrednosti začetne in najslabše kvalitete. Rezultate za obe
konfiguraciji prikazujeta grafa na sliki 5.9.
Rezultati meritev so pokazali, da ima pogostost referenčnih okvirjev za-
nimiv vpliv na kvaliteto. Pri konfiguraciji št. 1 se opazi, da ima slikovni
samokodirnik majhno kvantizacijsko množico. Če so referenčni okvirji bolj
pogosti, ni nujno, da to pripomore k bolǰsi kvaliteti, saj imata q = 0.0 in
q = 0.02 zelo podobni krivulji. Ob določenem času ima q = 0.02 celo bolǰsi
rezultat, kar pomeni, da imajo lahko okvirji, kompresirani z optičnim tokom
in residualom, bolǰso kvaliteto od referenčnega okvirja. Pri q = 0.05 se pozna
večja dopustnost razlike v kvaliteti, posledično so tudi vrednosti SS-SSIM za
nekaj odstotkov nižje.
Pri konfiguraciji št. 2 je kvaliteta referenčnih okvirjev precej bolǰsa, zato
okvirji kompresirani z uporabo optičnega toka in residualov zelo težko držijo
isto raven kvalitete. Posledično se referenčni okvirji pri q = 0.0 in q = 0.02
pojavljajo pogosteje, saj ima slikovni samokodirnik, uporabljen pri tej kon-
figuraciji, precej večjo kvantizacijsko množico. Odstopanje med krivuljama
q = 0.0 in q = 0.02 je bolj očitno kot pri konfiguraciji št. 1. Pri q = 0.05 je
opaziti večje razlike med ekstremi, kar potrjuje trditev, da so v tej konfigu-
raciji referenčni okvirji tisti, ki najbolje vzdržujejo raven kvalitete.
Zavedati se je treba, da imajo kompresirani referenčni okvirji slabše kom-
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presijsko razmerje kot ostali okvirji, kompresirani z uporabo optičnega toka
in residualov. Vprašanje je, koliko večji so referenčni okvirji. Seveda je
to odvisno od velikosti kvantizacijske množice uporabljenih samokodirnikov.
Okvirji, ki jih dekodiramo z uporabo optičnega toka in residualov, morajo
biti manǰsi od referenčnih, da se jih splača uporabljati. V naši implementaciji
smo optični tok in residuale kompresirali ločeno. V tem primeru mora biti
seštevek njunih bppflow in bppres manǰsi od bppref referenčnega okvirja:
bppflow + bppres < bppref . (5.14)
Izmerili smo bpp kompresiranega referenčnega okvirja, optičnega toka in re-
sidualov za obe konfiguraciji. Rezultati za obe konfiguraciji so prikazani v
tabeli 5.1.
Vsota bppflow + bppres je pri obeh konfiguracijah manǰsa od bppref , toda
kakšno je optimalno razmerje med referenčnimi okvirji in ostalimi predvi-
denimi okvirji? Da bi ugotovili to, smo za obe konfiguraciji prešteli število
referenčnih in predvidenih okvirjev pri parametrih q = 0.0, q = 0.02 in
q = 0.05 ter izmerili povprečno kvaliteto SS-SSIMavg. Na podlagi tega smo
z naslednjo formulo izračunali povprečen skupni bppavg:
bppavg =
bppref ∗ nref + (bppflow + bppres) ∗ npred
nref + npred
, (5.15)
kjer je nref število referenčnih okvirjev in npred število okvirjev kompresiranih
z uporabo optičnega toka in residualov. S pomočjo bppavg smo izračunali
tudi kompresijsko razmerje CR. Za primerjavo zmogljivosti s standardnimi
kodeki smo isto množico videoposnetkov kompresirali z MPEG-1, MPEG-2
in MPEG-4, z uporabo ogrodja FFmpeg 2. Definirali smo take parametre,
da smo odstranili zvok, dopustili VBR (ang. Variable Bit Rate) in nastavili
ločljivost kompresiranega videa na 256× 256. Njihovi rezultati so prikazani
v tabeli 5.2. Poleg imena uporabljenega kodeka je zraven podan parameter
kb/s, ki predstavlja željen BitRate, ki ga kodek poskuša doseči.
2https://ffmpeg.org/
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Izkaže se, da konfiguracijo št. 1 težje kontroliramo preko parametra q,
saj je zaradi majhne kvantizacijske množice slikovnega samokodirnika, prisi-
ljena uporabiti večje število predvidenih okvirjev. Pri konfiguraciji št. 2 je
kvantizacijska množica slikovnega samokodirnika večja, posledično tudi kva-
liteta, zato je tudi število referenčnih okvirjev pri q = 0.0 večje. Po drugi
strani pa je tudi zmogljivost samokodirnika optičnega toka in samokodirnika
residualov sprejemljiva, zato lahko ta konfiguracija pri q = 0.02 in q = 0.05
ohranja dobro kvaliteto tudi z uporabo predvidenih okvirjev.
Primerjava z različnimi MPEG kodeki pokaže, da obe implementaciji ne
dosegata njihovih zmogljivosti. Implementacija št. 1 zaostaja v kvaliteti, pa
tudi kompresijsko razmerje je za približno 20% slabše v primerjavi z MPEG-
2 256kb/s, ki ima najslabši nivo kompresije med MPEG kodeki. Kvaliteta
kompresije implementacije št. 2 je bolj primerljiva s stareǰsima MPEG-1 in
MPEG-2, čeprav imata ta izrazito bolǰse kompresijsko razmerje. MPEG-4,
ki je najnoveǰsi izmed testiranih MPEG kodekov, je absolutni zmagovalec z
vidika kvalitete. Čeprav ima MPEG-1 za odtenek bolǰse kompresijsko raz-
merje, je razlika v kvaliteti MPEG-4 očitna. Naša implementacija št. 2 pri
parametru q = 0.0 doseže kvaliteto primerljivo z MPEG-4 128kb/s, vendar
je kompresijsko razmerje več kot 3 krat slabše.
Poleg opaznih razlik med izmerjenimi vrednostmi, se MPEG kodeki bo-
lje prilagajajo potrebam in imajo zmožnost kodiranja in dekodiranja v re-
alnem času. Tega za naše implementacije ne moremo trditi, saj uporaba
nevronskih mrež, ki so računsko zelo zahtevne, to onemogoča. Dobra stran
družine MPEG je tudi konstantnost kvalitete pri izbranih parametrih, kar
jih dela bolj vsestranske. Desetletja uporabe pričajo o njihovi zanesljivosti in
uspešnosti, kar za implementacije z nevronskimi mrežami ne moremo trditi.
Lahko pa trdimo, da je prednost implementacij z nevronskimi mrežami ta,
da lahko v zelo kratkem času naučimo model, ki je sposoben dokaj učinkovito
kompresirati slikovne ali video vsebine.
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(a) Povprečna degradacija kvalitete, merjene z metriko SS-SSIM, v času 250 okvir-
jev, od katerih je samo prvi kompresiran z uporabo slikovnega samokodirnika.
(b) Povprečna degradacija kvalitete, merjene z metriko MS-SSIM, v času 250 okvir-
jev, od katerih je samo prvi kompresiran z uporabo slikovnega samokodirnika.
Slika 5.7: Grafi padca kvalitete (SS-SSIM in MS-SSIM) implementacije z
optičnim tokom in residuali (10 testnih posnetkov po 250 okvirjev).
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(a) Povprečna degradacija kvalitete, merjene z metriko MSE, v času 250 okvirjev,
od katerih je samo prvi kompresiran z uporabo slikovnega samokodirnika.
(b) Povprečna degradacija kvalitete, merjene z metriko PSNR, v času 250 okvirjev,
od katerih je samo prvi kompresiran z uporabo slikovnega samokodirnika.
Slika 5.8: Grafi padca kvalitete (MSE in PSNR) implementacije z optičnim
tokom in residuali (10 testnih posnetkov po 250 okvirjev).
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(a) Rezultati meritev konfiguracije št. 1 pri različnih vrednostih q, ki določajo
odstopanje kvalitete od zadnjega referenčnega okvirja.
(b) Rezultati meritev konfiguracije št. 2 pri različnih vrednostih q, ki določajo
odstopanje kvalitete od zadnjega referenčnega okvirja.
Slika 5.9: Rezultati meritev obeh konfiguracij pri različnih vrednostih q, ki
omejujejo padec kvalitete, merjene s SS-SSIM.
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Tabela 5.1: Rezultati meritev količine podatkov, potrebnih za rekonstrukcijo
piksla referenčnega okvirja (bppimg), optičnega toka (bppflow) in residuala
(bppres). Izračunali smo vsoto bppflow in bppres, da se vrednosti lažje pri-
merja po formuli 5.14. Uporabili smo 10 testnih videov, merili pa v času 250
okvirjev.
Konfiguracija bppimg bppflow + bppres bppflow bppres
1 0.338 0.239 0.084 0.156
2 0.513 0.327 0.132 0.195
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Tabela 5.2: Rezultati meritev obeh konfiguracij pri različnih q, kjer smo
merili povprečno kvaliteto (SS-SSIMavg) in povprečje podatkov, potrebnih
za rekonstrukcijo piksla (bppavg), izračunanih z uporabo formule 5.15. Preko
tega smo lahko izračunali tudi kompresijsko razmerje CR. Zraven je podano
še število obeh tipov okvirjev, ki jih je skupno 2500. Uporabili smo 10 testnih
videov, meritve pa izvedli v času 250 okvirjev. Za primerjavo so spodaj tudi
rezultati kompresije z MPEG-1, MPEG-2 in MPEG-4 standardom.
Konfiguracija q bppavg CR SS-SSIMavg nref npred
1 0.0 0.260 92.3 0.808 542 1958
1 0.02 0.257 93.4 0.802 458 2042
1 0.05 0.251 95.6 0.789 321 2179
2 0.0 0.388 61.9 0.862 826 1674
2 0.02 0.369 65.0 0.855 563 1937
2 0.05 0.351 68.4 0.840 323 2177
Konfiguracija bppavg CR SS-SSIMavg
MPEG-1 128kb/s 0.124 194 0.822
MPEG-1 256kb/s 0.191 126 0.858
MPEG-2 128kb/s 0.155 155 0.835
MPEG-2 256kb/s 0.224 107 0.877
MPEG-4 128kb/s 0.126 190 0.854
MPEG-4 256kb/s 0.202 119 0.899
Poglavje 6
Sklepne ugotovitve
V diplomski nalogi smo implementirali ogrodje in dva cevovoda za video kom-
presijo z uporabo globokih konvolucijskih samokodirnikov. Ker je področje
kompresije z nevronskimi mrežami precej neraziskano in je šele v uvodni
dobi razvoja, smo želeli najprej preizkusiti preproste koncepte, da lahko bo-
lje predvidimo delovanje kompleksneǰsih pristopov. Izhajali smo iz podobnih
pristopov k video kompresiji, kot jih uporabljajo trenutni kompresijski stan-
dardi, ki pa smo jih prilagodili, da se lahko realizirajo z uporabo nevronskih
mrež.
Preprosto implementacijo video kompresije lahko realiziramo samo z upo-
rabo slikovne kompresije. Ročno izdelani video standardi se ne zanašajo le
na uporabo slikovnih kompresijskih formatov, temveč poskušajo med zapo-
rednimi okvirji iz iste scene poiskati čim več podobnosti in jih zajeti tako, da
dosežejo prihranek. Pri osnovni implementaciji smo naučili slikovni samoko-
dirnik, ki kompresira posamezno slike oziroma okvir. Izvedli smo meritve,
katerih rezultati kažejo, da je v določenih okolǐsčinah slikovna kompresija z
uporabo nevronskih mrež primerljiva s stareǰsimi kodeki, kot je JPEG.
Pri video kompresiji z uporabo optičnega toka in residualov smo imple-
mentirali cevovod, ki uporablja referenčne in predvidene okvirje. Uporabili
smo dva samokodirnika, ki kompresirata optični tok in residuale ter pokazali,
da lahko z njihovo uporabo dosežemo večji prihranek, kot če bi vse okvirje
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kompresirali s slikovnim samokodirnikom.
V našem primeru smo kvaliteto in kompresijsko razmerje nadzirali z ve-
likostjo množice kvantizacijskih elementov. Operacija kvantizacije ni odve-
dljiva in je zato nismo mogli uporabiti pri postopku učenja. Nadomestili
smo jo z uniformnim šumom, ki imitira kvantizacijsko napako. Izkazalo se
je, da lahko na ta način precej izbolǰsamo kvaliteto, če uporabljamo majhno
kvantizacijsko množico. Z večanjem množice smo dobili slabšo kvaliteto, kot
če uporabljamo samokodirnik brez šuma, saj samokodirnik manǰse razlike v
intenziteti obravnava kot šum in jih poskuša zgladiti. Prav tako smo poka-
zali, da je porazdelitev kvantizacijskih elementov pomembna, če želimo imeti
bolǰso kvaliteto.
Pokazali smo, da lahko kljub preprosti implementaciji dosežemo lepe pri-
hranke pri zadovoljivi kvaliteti. Z uporabo drugih metod bi lahko dosegli
bolǰso zmogljivost. Predvsem bi pomagalo, če bi celotno implementacijo
učili skupaj, saj bi na ta način samokodirniki imeli več svobode in prostora,
da bi sami poskrbeli za optimizacijo. Prav tako pa bi bilo smiselno dodeliti
večje število bitov bolj kompleksnim območjem in prihraniti pri kompresiji
preprostih struktur, ki se nahajajo znotraj slike. Učili bi lahko modele, ki
bi ciljali na točno določeno kvaliteto in nivo kompresije ter se izpopolnili
za točno to konfiguracijo. Tukaj smo našteli le nekaj izbolǰsav, zavedati pa
se moramo, da je naša implementacija zelo minimalistična in bi z uporabo
nekaterih opisanih novosti dosegli mnogo bolǰse rezultate, ki bi lahko bili
primerljivi s trenutnimi standardi.
Čeprav so rezultati spodbudni, pa se moramo zavedati slabosti takih im-
plementacij. Največjo oviro predstavlja predvsem časovna zahtevnost pri
večjih ločljivostih video vsebin, kar pomeni, da jih ni mogoče kompresirati v
realnem času. Poleg tega je težko zadovoljiti raznolike potrebe brez uporabe
več različnih modelov in pristopov. Trenutni standardni kodeki so bili izde-
lani z upoštevanjem teh zahtev in so zanesljivi prav zaradi svoje splošnosti
ter hitrosti izvajanja.
Modele bi bilo zanimivo učiti s ciljem, da bi bili prilagojeni za kompresijo
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specifičnih vsebin in žanrov. Na ta način bi lahko model specializirali za
točno določeno nalogo. Izkazalo se je, da lahko samokodirnik, ki je odporen
na kvantizacijsko napako, gladi grobe teksture. To bi lahko izkoristili v svoj
prid in kompresirali le take vsebine, ki ne vsebujejo razgibanih kompleksnih
tekstur, kot so na primer risanke, posnetki video iger, posnetki pokrajin,
itd. Prav tako bi lahko spreminjali kvaliteto glede na pomembnost določenih
elementov videa, saj smo navadno osredotočeni le na tiste stvari, ki nas za-
nimajo in dajo vsebini pomen. Glavnim elementom bi na ta način zagotovili
več podrobnosti v primerjavi z naključnimi, ki nimajo bistvenega pomena.
Raziskali bi lahko tudi prednosti pomnjenja strukture scene in posameznih
objektov, ki jih na ta način ne bi bilo potrebno pomniti kot vrednosti pikslov,
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[6] J. Ballé, David Minnen, S. Singh, S. J. Hwang, and N. Johnston. Variati-
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