In this work we studied a two dimensional ferromagnetic system using Monte Carlo simulations. Our model includes exchange and dipolar interactions, a cubic anisotropy term, and uniaxial outof-plane and in-plane ones. According to the set of parameters chosen, the model including uniaxial out-of-plane anisotropy has a ground-state which consists of a canted state with stripes of opposite out-of-plane magnetization. When the cubic anisotropy is introduced zigzag patterns appear in the stripes at fields close to the remanence. An analysis of the anisotropy terms of the model shows that this configuration is related to specific values of the ratio between the cubic and the effective uniaxial anisotropy. The mechanism behind this effect is related to particular features of the anisotropy's energy landscape, since a global minima transition as a function of the applied field is required in the anisotropy terms. This new mechanism for zigzags formation could be present in monocrystal ferromagnetic thin films in a given range of thicknesses.
I. INTRODUCTION
In ferromagnetic systems, modulated phases appear due to the competition between short-range exchange interactions and the unavoidable long-range dipolar ones. In the particular case of thin films with strong outof-plane anisotropy, this competition produces a stripe phase at zero field; in this phase, parallel stripes with alternated out-of-plane magnetization are formed. These kinds of patterns are usually found in magnetic garnets [1] [2] [3] and also in ultra-thin films, such as Fe on Cu 4, 5 . Usually, in these systems a high out-of-plane field transforms the stripe phase in a bubble phase. Under certain conditions magnetic garnets can also develop zigzags patterns and other complex magnetics structures [1] [2] [3] 6 .
In the stripe phase, a magnetic field applied perpendicular to the film plane increases the period of the stripes stretching the thickness of the stripes aligned to the field and shrinking the stripes pointing in the opposite direction 7 . In some of these systems, a significant change in the stripe period is observed when either the temperature or the magnetic field changes. Using a smectic like model relying on effective local interactions energies such as bending and compression, Sornette 8 proposed the following mechanism for zig-zag formation. In order to accommodate the enhancement of the stripe period as the field is increased, the system has to eject lines, i.e., domain walls, and this is conducted by the nucleation and climbing of dislocations. However, when the field is decreased and the stripe period shrinks, the nucleation of a new stripe by edge dislocations is not observed. Instead, the system develops an undulation instability when a threshold in dilative strain is reached; a further decrease of the field transforms this sinusoidal undulation into a zigzag pattern.
In other systems with a reduced out-of-plane anisotropy, a canted phase can appear, i.e., in addition to the stripes with out-of-plane magnetization, an in-plane magnetization component is present [9] [10] [11] [12] . In this canted spin configuration, an in-plane field parallel to the stripes should induce a stripe width variation 13 , however, this effect is difficult to be observed experimentally and hitherto there are few experiments 14, 15 showing the effect, aside from certain cases in which an oscillating field is needed in order to unpin the stripes 14 .
Recently, Barturen et al. 12 have reported the presence of zigzags in monocrystalline Fe 1−x Ga x thin films with a canted stripe configuration. Since in these systems variations of the stripe width as function of the applied field are not observed, the origin of the zigzag patterns should be based on a different mechanism than that proposed by Sornette. In this work, we introduce and analyze a simplified two-dimensional model which exhibits a canted stripe configuration 16, 17 . In this system, we study the magnetic pattern evolution under cycled in-plane applied fields. We report a new mechanism for zigzag pattern formation which depends on the ratio between the uniaxial out-of-plane anisotropy and the cubic anisotropy. This mechanism does not assume stripe width variation; instead, it is based in the particular form of the anisotropy energy landscape. where S i are dimensionless unit vectors, J is the exchange interaction strength, η is the out-of-plane anisotropy constant, K gives the strength of the cubic magnetocrystalline anisotropy, and ∆ stands for an additionally two-fold in-plane anisotropy. All the constants are normalized relative to the dipolar coupling constant Ω.
18 i, j stands for a sum over nearest-neighbors pairs of sites in a square lattice with N = L x × L y sites, (i, j) stands for a sum over all pairs of sites, and r ij = | r i − r j | is the distance between sites i and j. In order to avoid lattice discretization effects in the Monte Carlo simulations, the cubic anisotropy term is rotated in π/4 with respect to an axis perpendicular to the plane. In this way, the [100] and [010] are hard magnetization directions (see Fig. 1 ). The additional term corresponding to the factor ∆ breaks the symmetry of this two directions making [010] harder as compared to the [100] direction. This term is added because a breaking of the in plane four-fold cubic magnetic-crystalline anisotropy has been observed in Fe 1−x Ga x 12 and in Fe films 19 epitaxied over ZnSe buffers. This symmetry breaking is associated to interfacial effects.
The numerical simulations were performed using a Metropolis algorithm with a single spin update. The direction of each magnetic vector S i is updated randomly in the unit sphere. In all the simulations we start in a random spin configuration and then cool the system with an in-plane magnetic field pointing in a given crystallographic direction. After that we cycle the field in the cooling direction to obtain the hysteresis loops.
The phase diagram of this model has been studied in the case of ∆ = 0 and K = 0 through Monte Carlo simulations at finite temperature 16, 17, 20 and analytical calculation at zero temperature [21] [22] [23] . There is a region in the parameter space where the system shows a canted phase with perpendicular striped patterns. This makes the model useful to study thin film systems with a canted magnetic configuration.
In order to obtain a canted phase, we set the following parameters 17, 23 : η = 7, J = 6. K and ∆ can be considered as small perturbations. We choose K = 0.68 and ∆ = 0.15. These relatively small values ensure the system remains in a canted state. We set k B T /Ω = 0.2 in all our analyses. This is a small temperature since the ordering temperature is at least 40 times larger. The size of the system studied is L x = L y = 120.
III. RESULTS
In Fig. 2 , we show vectorial hysteresis 9 loops simulated with K = 0 and ∆ = 0 and the applied field in the inplane [010] direction. This corresponds to the case where only the perpendicular uniaxial anisotropy is present, and it is a useful reference for the analysis of the main results shown in the following. One can see the typical features observed in the hysteresis loops of materials with perpendicular striped pattern with a canted magnetization, such as FePt 11 or Fe 1−x Ga x 12 . At high saturating fields, the magnetization is in the plane pointing in the direction of the applied field. When the field is reduced, there is a characteristic field at which stripes aligned to the field appear (see inset). From this characteristic field at which the stripes appear down to the coercivity, the magnetization inside the stripes continuously rotates. On one hand, as reflected in the vectorial hysteresis loop in Fig.  2 , the in-plane rotation is marked by a linear behavior of the magnetization aligned to the field while the perpendicular in-plane magnetization increases when the field is decreased reaching its maximum value at coercivity. On the other hand, the out-of-plane magnetization goes up and down following the stripe pattern and increasing its absolute value, as can be observed through the increasing contrast of the stripes (see insets in Fig. 2 ).
In Fig. 3 , we show snapshots of the out-of-plane magnetization patterns already shown in the insets of . In this case, the stripes start forming with several defects and the hysteresis loop is slightly asymmetric; the descending branch being different from the ascending branch. This asymmetry can be better visualized through the hysteresis loop of the perpendicular magnetization. The slight difference between the loops in Figs. 2 and 4 arise from the spurious in-plane anisotropy introduced by lattice discretization effects in the numerical models used here. The underlying square lattice introduces a dependency of the domainwall energy on the orientation of the stripes, which is particularly stressed in small systems. Due to this effect, the [110] direction is magnetically slightly harder than the [010] and hence domain walls aligned along the lattice directions are favored. This mechanism is behind the observed defects on the stripe patterns in Fig. 4 and is therefore responsible for the asymmetric loops.
We turn now to the analysis of the effect of the cubic anisotropy. Since the cubic anisotropy term is rotated in π/4, it counteracts the lattice effects we have observed in Figs. 2 and 4. In this way, [010] is a hard direction and [110] is an easy direction and the lattice effect can be neglected. Interestingly, as shown in the left inset of Fig. 5 , when a cubic anisotropy is added to the model (K = 0.68), zigzags in the stripe pattern appear at remanence. In addition, at high fields, minor loops appear and we will show in the following that this is closely related to the zigzags formation. When the field is decreased from saturation, two lines of bubbles of the out-of-plane magnetization form at a field which correspond to the onset of the minor loops (H ∼ 1.4). This magnetic configuration is shown in the upper right inset of Fig. 5 . If the field is reduced to the end of the minor loops, these two lines of bubbles connect, forming undulated stripes with some defects (bottom right inset). Finally, at remanence the undulated stripes take the form of well-defined zigzags. Note that the stripe width slightly changes as the field is decreased, being it larger at remanence. This is not related to the zigzag apparition, as in the case of the mechanism proposed by Sornette, because once the stripes appear they are already undulated. Typical magnetic configurations associated to this process can be seen in more detail in Fig. 6 . The magnetization inside the bubbles alternates in the out-of-plane direction and is canted in the direction of applied field, Figs. 6 (a) and (c), respectively. At the interface between bubbles of different orientations, the in-plane magnetization points in the direction of the applied field, small white threads in Figs. 6 (c). The in-plane magnetiza- tion perpendicular to the applied field arranges into domains (two in this case due to the size of the system) which point in opposite directions as indicated by the dark and light gray regions in Fig. 6 (b) . The interface between perpendicular magnetization domains is mediated by bubble lines which can be considered as wide domain walls with a complex internal structure. The presence of these domains reduces the dipolar energy of the in plane magnetization component. Since dipolar interactions are minimized by in-plane configurations, the energy increment due to the creation of the bubble lines should be small in order to compensate the dipolar energy reduction. It is known that Bloch's domain walls are favored in two-dimensional systems 21 . Because of this fact, when the field is decreased and the stripes emerge, they follow the orientation of the in-plane magnetization. In other words, the orientation of the stripes depends on the orientation of the in-plane magnetization of the domains at which they arise. According to this, the corners of the zigzags correspond to the bubble lines, i.e., these are the lines at which stripes of different orientations connect. At zero field, Figs. 6 (d), (e) and (f), the domains of perpendicular in-plane magnetization disappear. Now, the in-plane magnetization inside the domain walls follows the orientation of the stripes. This is evidenced in Fig.  6 (e) where the in-plane component of the magnetization inside the domain walls has a different sign depending on the orientation of the stripes. Figure 7 shows hysteresis loops with the same parameters used in Fig. 5 , but now the field is applied in the [110] direction, i.e., the easy-K direction. We see that the mechanism operating in the magnetization process from saturation to remanence is different as compared to that Fig. 1 ). The minor loops shift toward higher fields but the phenomenology is quite similar to the one in Fig. 5 , as observed in the insets. If the field is applied in [100] direction, (not show here), the zigzags are still observed at remanence but its period changes. This change is related to the difference in the energy of the bubbles lines induced by the presence of uniaxial in-plane term. Finally, in this case, as in Fig. 7 , when the field is applied in the [110], the zigzags do not form. 
IV. ANISOTROPY ANALYSIS
In this section, we analyze the anisotropy term of the Hamiltonian, (1), in a single spin approximation. For simplicity, we refer the cosine directors to the in-plane rotated frame, indicated by x ′ and y ′ in Fig. 1 . Since we want to study the appearance of the zigzag pattern, we particularly focus on the case where the external field H is oriented in the [010] direction, which corresponds here to the diagonal of the x ′ − y ′ coordinate system and thus implies an equal contribution from α 1 and α 2 . Therefore, the single-spin anisotropy energy can be expressed as
where α i are cosine directors with respect to the in-plane easy-K directions (see Fig. 1 ) and satisfy α A. Analysis of the critical points From Eq. (2) and using that 1 − α
, we obtain an expression for the energy that only depends on α 1 and α 2 :
provided that α 
In order to study the stability of the solutions of this set of equations, the second derivatives of Eq. (3) should also be considered:
In the following we analyze the solutions of Eqs. (4) and (??) in order to obtain the different critical points describing the magnetization evolution observed, for example, in Fig. 5 .
Symmetric case: α1 = α2 = α
Since when H = 0 the energy has two absolute minima at α 0 1 = α 0 2 = 0 and α 0 3 = ±1, i.e., with the magnetization perpendicular to the film plane, we expect that for small applied fields ([010] direction), these minima will move in the field direction. When α 1 = α 2 = α, Eqs. (4) and (5) reduce to the following condition:
The solutions of the above equation are given by the intersection between the cubic polynomial P (α) and the horizontal line corresponding to the applied field. At h = 0, the only stable minimum of the energy is the α 0 = 0 solution. When h increases, the value of α 0 (H) corresponding to this minimum goes to positive values.
25 Since P (α) has a local maximum at positive values of α, the value of α at this maximum is the upper limit that α 0 (H) can take as the field increases. This value is The value of the critical field necessary to be applied so the minimum of the energy is at α max is
Therefore, α 0 (H * 1 ) = α max and for fields in the range 0 < H < H * 1 , the energy is minimized at 0 < α 0 < α 0 (H * 1 ) and α 0 3 = ± 1 − 2(α 0 ) 2 . These solutions are represented schematically in Fig. 9 as the A and A points.
Let us analyze the stability of these minima as they move toward the direction of the applied field. The second derivatives of Eq. (3) with α 1 = α 2 = α are
Using, these expressions we can obtain the Hessian. At the point where the Hessian is zero, the minimum or maximum becomes a saddle point. Two solutions are obtained:
Note that α − = α max < α + , provided that δ is small. Then, once α 0 reach the value of α max the minima become unstable.
In-plane case: α3 = 0
As the field is increased, two other local minima with α 0 1 = α 0 2 and α 0 3 = 0 appear, namely, in-plane solutions not aligned with the field. These solutions are located symmetrically with respect to the direction of the field (see Fig.9 ) and we call them B and B ′ . When the solutions A and A ′ loose stability the solutions B and B ′ become the absolute minima. As the field further increases, the solutions B and B ′ converges to a single one aligned with the field (α 0 1 = α 0 2 = 1/ √ 2 and α 0 3 = 0). We shall now find the critical field h * 2 at which the two in-plane minima join. Taking α 3 = 0 and α ′ = α 1 = 1 − α 2 2 , Eqs. (4) and (5) reduce to
This equation has three real solutions. One corresponds to α (16), meaning that the magnetization is fully aligned with the external field and saturated in plane (see Fig. 9 ). Using the bordered Hessian matrices for the constrained extrema problem, we analyze the stability of these minima (see Appendix), and we obtain the critical field at which the two in-plane minima join:
If h * 1 < h < h * 2 , the two in-plane symmetric solutions exist and this is a condition for the existence of the zigzag pattern. From this condition, we obtain
This gives a relation between anisotropy constants K, η e , and ∆ for the existence of the zigzag pattern. In particular, for ∆ = 0, one has that η e < 1.16K.
V. SUMMARY AND FINAL REMARKS
In the following, we shall describe the whole scenario that emerges from the previous model (Eq. (2)), and for simplicity we will focus on the case ∆ = 0. Figure 9 shows a scheme of the energy minima in the α 1 , α 2 , α 3 space. When H = 0 the magnetization is fully out of plane: α 
3/2 4 √ 2/9, the magnetization still has an out-of-plane component and is canted in the direction of the field, with |α (1) ). As an approximation, the effective uniaxial anisotropy η e introduced in order to take into account the dipolar shape anisotropy is computed as the sum of uniaxial anisotropy η and the effective planar dipolar anisotropy. The effective planar anisotropy correspond to the value of the anisotropy at which the system undergoes a planar to perpendicular reorientation (see Ref. 23 accurately describes the numerical data and that the single-spin approximation gives a good description of the transition occurring at H * 1 and the appearance of the zigzag patterns. However, the values predicted for the saturation field H * 2 do not agree with the numerical simulations. This points to the limitations of the single-spin model to take into account thermal fluctuation and also to the fact that dipolar interactions are not accurately described by an effective anisotropy when the magnetization is mainly in the plane.
Summarizing, the zigzag mechanism that emerges from the present analysis is a direct consequence of cubic anisotropy, which gives rise to two pairs of effective local minima that exchange stability as the field changes. For instance, the appearance of a bubble state depends on the ratio between the cubic anisotropy and the effective uniaxial anisotropy that takes into account dipolar energy contributions. The single absolute minimum at high fields transforms, as the field is decreased; first, in two minima with the magnetization in the film plane, and then, by a further reduction of the field, in two minima with out-of-plane magnetization. Close to the transition from two absolute minima in the plane to two absolute minima out of plane, the energies of these four minima are similar. The proximity between the energy of the minima allows the formation of bubble lines without paying so much energy, which in turn produces a reduction of the dipolar energy and the appearance of the zigzag patterns. In this appendix we provide details of the calculations on the stability analysis of the critical points in the constrained energy problem.
Let us consider the energy E and the constraint g(α 1 , α 2 , α 3 ) = 0, E = K(α In order to classify the critical points, we have to analyze the determinants of the bordered Hessian matrices H 4 and H 3 evaluated at the critical points (α * 1 , α * 2 , α * 3 , and λ * ). These matrices are: 
Here, g x = ∂g ∂α1 , g y = ∂g ∂α2 and g z = ∂g ∂α3 . Similarly, the double subscript in L refers to the second partial derivatives, for instance, L xy = ∂ 2 L ∂α1∂α2
• if −det(H 4 ) > 0 and −det(H 3 ) > 0 the critical point is a minimum.
• if −det(H 4 ) > 0 and −det(H 3 ) < 0 the critical point is a maximum.
• if −det(H 4 ) < 0 then critical point is a saddle point.
In our problem the Hessian matrices are: We would like to do the stability analysis for the critical point with α
