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1 Introducción
Los usuarios de Internet producen y compar-
ten todo tipo de contenido escrito en una
amplia variedad de servicios y plataformas:
páginas Web, correos electrónicos, mensajes
de chat, publicaciones en redes sociales, etc.
El tipo de textos producido y compartido por
estos usuarios tiene dos rasgos espećıficos que
lo diferencian de la mayoŕıa de textos escri-
tos, a la vez que lo acercan al lenguaje ha-
blado: su espontaneidad e informalidad. Esto
da como resultado lo que se denominan tex-
tos ruidosos, con un estilo de escritura fuer-
temente influenciado por hábitos del habla.
Asimismo, aún cuando el inglés es el idio-
ma predominante, Internet demuestra un cla-
ro y creciente multilingüismo al acomodar
contenidos en prácticamente cualquier idio-
ma. No solo eso, es también habitual el code-
switching o combinación de palabras en dis-
tintos idiomas en una misma frase u oración.
En este trabajo de tesis (Doval, 2019) es-
tudiamos dos enfoques para abordar los des-
af́ıos en el procesamiento de contenidos tex-
tuales no estándar y multilingües generados
por los usuarios, tal y como se pueden en-
contrar en la Web a d́ıa de hoy. Este tipo
de textos son denominados a menudo textos
cortos o microtextos.
En primer lugar, presentamos un enfoque
tradicional basado en pipelines discretos en el
que el texto de entrada es preprocesado pa-
ra facilitar su tratamiento por otros sistemas.
Esto implica abordar el problema del multi-
lingüismo identificando el idioma de la en-
trada para, seguidamente, tratar los fenóme-
nos de escritura no estándar espećıficos de
dicho idioma presentes en dicha entrada. Pa-
ra ello se aplicarán técnicas de normalización
del texto y (re-)segmentación de palabras.
En segundo lugar, analizamos las limita-
ciones inherentes a este tipo de modelos dis-
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cretos, lo cual nos conduce a un enfoque cen-
trado en el empleo de modelos continuos ba-
sados en word embeddings (i.e., representa-
ciones vectoriales). En este caso, el prepro-
cesamiento expĺıcito de la entrada es susti-
tuido por la codificación de las caracteŕısti-
cas lingǘısticas y demás matices propios de
los textos no estándar en el propio espacio
de embedding (un espacio vectorial). Nuestro
objetivo es obtener modelos continuos que no
sólo superen las limitaciones de los modelos
discretos, sino que también se alineen con el
actual estado de la cuestión del Procesamien-
to de Lenguaje Natural (PLN), dominado por
sistemas basados en redes neuronales.
2 Estructura de la tesis
La memoria, escrita en inglés, está organiza-
da en cinco partes, más apéndices:
Parte 1
• El Caṕıtulo 1 describe los fenómenos
de texting que caracterizan el uso del len-
guaje en Internet, los cuales constituyen
la motivación de este trabajo, y las ta-
reas de preprocesamiento consideradas,
a la vez que introduce los enfoques que
se estudian en los siguientes caṕıtulos.
• El Caṕıtulo 2 recoge la terminoloǵıa re-
levante para el dominio de nuestro tra-
bajo y, a continuación, introduce dos im-
portantes recursos ampliamente utiliza-
dos no sólo aqúı, sino en muchos otros
sistemas de PLN: los modelos de lengua-
je y las word embeddings.
Parte 2
• El Caṕıtulo 3 presenta la tarea de iden-
tificación del idioma en el contexto del
taller TweetLID (Zubiaga et al., 2014)
de identificación del idioma de tuits en el
contexto ibérico, y analiza el rendimien-
to de las herramientas comunes de iden-
tificación del idioma para dicha tarea.
• El Caṕıtulo 4 propone un enfoque sen-
cillo para la normalización de microtex-
tos de cara a la Tarea 2 del W-NUT
2015 (Baldwin et al., 2015), con una es-
tructura clásica en dos pasos (generación
y selección de candidatos de normaliza-
ción), y centrándose en la modularidad
y la adaptabilidad de la aproximación.
• El Caṕıtulo 5 presenta un enfoque de
segmentación de palabras basado en un
algoritmo de búsqueda y un modelo de
lenguaje, además de estudiar su rendi-
miento cuando este último componente
se implementa como una red neuronal re-
currente o bien un modelo de n-gramas.
Parte 3
• El Caṕıtulo 6 analiza, desde un pun-
to de vista teórico, las limitaciones inhe-
rentes a los pipelines discretos y otros
enfoques similares, y cómo el uso directo
de word embeddings resuelve o evita los
problemas resultantes.
Parte 4
• El Caṕıtulo 7 describe cómo mejorar
la integración de espacios de word em-
beddings multilingües obtenidos median-
te la alineación de espacios monolingües.
• El Caṕıtulo 8 describe una técnica de
adaptación que mejora el rendimiento de
los modelos de word embeddings mono-
lingües existentes en el caso de textos
ruidosos. También presenta un breve es-
tudio sobre el efecto de la mala segmen-
tación de palabras en el rendimiento de
las word embeddings.
Parte 5
• El Caṕıtulo 9 cierra el trabajo de te-
sis presentando las conclusiones más re-
levantes y las futuras ĺıneas de trabajo.
Apéndices La memoria de tesis incluye a
mayores una serie de apéndices que, si bien
aportan conclusiones significativas, no son
necesarias para seguir la ĺınea argumental
principal de la disertación.
• El Apéndice A analiza el rendimien-
to de una amplia gama de algoritmos
fonéticos en el proceso de generación de
candidatos para normalización (Doval,
Vilares, y Vilares, 2018), proceso descri-
to en el Caṕıtulo 4.
• El Apéndice B presenta un amplio
análisis de los factores que suelen inter-
venir en la alineación bilingüe de los es-
pacios de embedding monolingües descri-
tos en el Caṕıtulo 7.
3 Contribuciones
Resumimos a continuación las contribuciones
más relevantes de la tesis, correspondientes a
las Partes 2, 3 y 4 de la misma.
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3.1 Enfoque discreto: el pipeline
Nuestro pipeline de preprocesamiento está
formado por las siguientes etapas o módulos:
Identificación del idioma Nuestra solu-
ción propuesta (Doval, Vilares, y Vilares,
2014) pasa por adaptar y reentrenar las he-
rramientas de identificación automática del
idioma existentes utilizando varios corpus de
nuestra elección, de modo que todos compar-
tan el mismo punto de partida.
Normalización de microtexto Nuestro
enfoque (Doval, Vilares, y Gómez-Rodŕıguez,
2015) se basa en un proceso en dos fases:
(1) generación de normalizaciones candida-
tas empleando correctores ortográficos y dic-
cionarios; (2) selección de candidatas, imple-
mentada a través de un modelo de lenguaje a
nivel de palabra y un algoritmo de búsqueda.
Segmentación de palabras Nuestra so-
lución para corregir las segmentaciones inco-
rrectas (Doval y Gómez-Rodŕıguez, 2019; Do-
val, Gómez-Rodŕıguez, y Vilares, 2016) cons-
ta de dos componentes: (1) un algoritmo de
beam search, que genera y elige entre los po-
sibles candidatos de segmentación de forma
incremental; y (2) un modelo de lenguaje a
nivel de byte o carácter que permite que el
algoritmo pueda clasificar los candidatos, e
implementado como una red neuronal recu-
rrente o modelo de n-gramas.
3.2 Limitaciones del enfoque
discreto y transición a un
modelo continuo
Tras un estudio de las limitaciones inherentes
al enfoque discreto tradicional, hemos com-
probado que podemos resolver los problemas
derivados de la propagación de errores y la
fragmentación del contexto cambiando a un
modelo continuo centrado en word embed-
dings. Estas representaciones vectoriales per-
miten mejorar la integración de nuestro siste-
ma a la vez que constituyen un lenguaje inter-
medio para soportar entornos multilingües.
Asimismo, se pueden utilizar para codificar
las particularidades derivadas de los fenóme-
nos propios de los textos generados por los
usuarios, haciendo aśı innecesario su proce-
samiento expĺıcito.
3.3 Embeddings multilingüe
Hemos desarrollado un método de postpro-
cesamiento (Doval et al., 2018; Doval et al.,
2019), que hemos denominado Meemi (por
“Meeting in the Middle”), que mejora la inte-
gración de espacios monolingües inicialmente
aislados y posteriormente alineados mediante
herramientas como VecMap (Artetxe, Laba-
ka, y Agirre, 2018) y MUSE (Conneau et al.,
2018). Para mejorar dicha integración, apli-
camos sobre estos alineamientos una trans-
formación lineal no restringida que se apren-
de haciendo corresponder las traducciones de
palabras con sus representaciones promedio.
De manera notable, hemos ido más allá de
la configuración bilingüe habitual en este tipo
de herramientas y hemos mostrado también
cómo Meemi puede extenderse, de forma na-
tural, a un número arbitrario de idiomas, los
cuales acaban integrados en un único espa-
cio vectorial compartido. En este caso, utili-
zamos métodos ortogonales en el primer pa-
so de alineación que solo transforman el es-
pacio de embedding de uno de los lenguajes
(origen) mientras deja intacto el otro espa-
cio (destino), que se convierte en el espacio
vectorial multilingüe. Este proceso se repite
para los espacios de origen correspondientes
a cada idioma restante.
3.4 Embeddings robustas para
microtextos
Los modelos de word embeddings como
word2vec (Mikolov et al., 2013) o fast-
Text (Bojanowski et al., 2016), son de por
śı capaces de agrupar variantes estándar y
no estándar de palabras si se les proporciona
un corpus de entrenamiento lo suficientemen-
te grande que incluya tales variantes (Sum-
bler et al., 2018). Sin embargo, nosotros pro-
ponemos ir un paso más allá con una mo-
dificación del modelo skipgram de fastText
que permite no solo mejorar el rendimiento
de las word embeddings resultantes en textos
ruidosos, sino que además permite preservar
su rendimiento en los textos estándar (Doval,
Vilares, y Gómez-Rodŕıguez, 2020).
Para ello, introducimos un nuevo conjun-
to de palabras en el proceso de entrenamien-
to, que denominamos bridge-words (palabras
puente), y cuyo objetivo es actuar a modo
de gúıa a la hora de enlazar una palabra
estándar con sus contrapartidas con ruido.
La robustez de las embeddings resultantes
frente al ruido presente en el texto, se hace
especialmente patente en el caso de modelos
entrenados de extremo a extremo. El uso de
estas embeddings nos evita tener que prepro-
cesar la entrada original para modificarla, co-
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mo veńıa ocurriendo hasta ahora, lo que soĺıa
llevar a introducir errores que luego se pro-
pagaŕıan a otras partes de nuestros sistemas.
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2015, páginas 126–135.
Bojanowski, P., E. Grave, A. Joulin, y T. Mi-
kolov. 2016. Enriching Word Vectors with
Subword Information. Transactions of the
Association of Computational Linguistics,
5(1):135–146.
Conneau, A., G. Lample, M. Ranzato, L. De-
noyer, y H. Jégou. 2018. Word transla-
tion without parallel data. En Proc. of
the 6th Int. Conf. on Learning Represen-
tations, ICLR 2018.
Doval, Y. 2019. Seeking robustness in a mul-
tilingual world: from pipelines to embed-
dings. Ph.D. tesis, Universidade da Co-
ruña, 12.
Doval, Y., J. Camacho-Collados, L. E. An-
ke, y S. Schockaert. 2019. Meemi: A
simple method for post-processing cross-
lingual word embeddings. arXiv preprint
arXiv:1910.07221.
Doval, Y., J. Camacho-Collados, L. Espinosa-
Anke, y S. Schockaert. 2018. Improving
cross-lingual word embeddings by mee-
ting in the middle. En Proc. of the 2018
Conf. on Empirical Methods in Natural
Language Processing, EMNLP 2018, pági-
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