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Abstract 
Congenital hydrocephalus is a buildup of excess cerebrospinal fluid in the brain at birth. The micro-vascular 
specimens of these brains showed a deranged vascular pattern and poor vascular network in the brain mantle. As the 
first step of processing and analyzing the vascular network, we proposed a automatic computational approach to label 
all the vessel in the images. The method, based on advanced curvilinear structure detector, can extract the vessel 
skeletons and address the branching issue of the vascular network at the same time. 
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1.Introduction 
Congenital hydrocephalus refers to an abnormality of the normal flow of fluid in and around the brain 
which is present from the time of the birth[1]. A few literatures have served to study abnormal cerebral 
vascularity for postnatal manifestation of hydrocephalus[2]. It has been reported that an abnormality of 
vascular pattern and vascular network in the brain mantle of infant mice with histogenetic disorders of 
cerebral cortex [3]. This deficit was considered as a key pathological feature of cerebral tissue damage. Its 
severity was in proportion to that of the disorder of the cortical architecture. 
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However, vascular labeling and analysis is still a challenge since it is tedious to extract all the vessel 
backbone manually. Based on this fact, the goal of our work is to develop an accurate computerized 
vessel labeling method to extract all the vessel backbone in the image fully automatically. It is a challenge 
work since there have existed some difficulties, including (1) Thin and thick, bright and dark vessels 
coexist in the same image; and (2) It is hard to identify vessels since they are growing in clump. 
Vessels can be considered elongated line-like structures surrounded by a background. Based on this, 
the problem of vessel tracking is equivalent to the problem of detecting curvilinear structures in images. 
Stacks of literatures have contributed various methods on vessels tracking or centerline extraction. These 
algorithms can be mainly classified into two categories: 1) vector tracing method, also called exploratory 
method and 2) line-pixel detection algorithm.  
The algorithms in first category is reported to be based on a tracing technique called exploratory 
algorithm or vector tracking, which starts with detecting a set of seed points and then traces the vessel 
centerlines from these initial points recursively until certain pre-defined stop conditions are satisfied. In 
cases, each pixel has only one direction because the direction of each point in the centerline is defined to 
be the same as one of its boundary whose response is largest with the template across directions [4-5]. 
 The algorithm belong to second category has also been proposed in several works [6-8]. This method 
uses a model to find the local geometric properties of the lines, and examines each pixel followed by a 
linking process which connects the detected centerline points into connected centerlines. Most line pixel 
detection algorithms use the Hessian matrix to determine the normal direction of each pixel. Ref. [9] 
proposed a semi-automated method that links consecutive ridge pixels derived from the live-pixel 
detection paradigm by selecting starting and ending points manually and calculating the global minimum 
cumulative cost function. Ref. [6] also detected the branch points and end points of neurites based on line-
pixel method. Performance of these methods is also determined by user specified parameters selection 
such as the maximum of neurite width and a threshold for the strength of line. 
However, the aforementioned algorithms discussed above cannot directly extract the centerlines in 
branched areas. In most tracing methods, each pixel has only one direction because the direction of each 
point in the centerline is defined as the same as its boundary whose response is largest with the template 
across directions [5]. Most line pixel detection algorithms use the Hessian matrix to determine the normal 
direction of each pixel. However in bifurcation areas, the orientation is unclear. It has been reported that a 
circle with constant radius is utilized to find the centerline at each end point, and then branch points could 
be easily detected. However, some branch points will be missed because it is hard to select an appropriate 
radius for all conditions. It also has presented a method which is formulated as a generalized likelihood 
for branch detection by checking each ending point after the tracing phase. Ref. [11] described an 
approach a so-called exclusion region and position refinement to improve the accuracy of estimating the 
location of branch structure at the end of tracing process. Most of these methods cannot detect the branch 
points and the single line simultaneously, but only consider that as a post processing step. In this paper, 
we propose a modified line-pixel method to extract vessel skeletons and branching areas simultaneously. 
2.Materials 
Animals employed in the experiments were closed colony of Slc-ICR mice obtained from the 
Shizuoka Laboratory Animal Center in Japan. Estriys females were kept with potent males in cages in 
pairs overnight; females with vaginal plugs were regarded as being in day 0 of pregnancy [11]. 
Pregnant mice were exposed to a single whole body gamma irradiation at a dose of 100 or 125 rad on 
day 13 of pregnancy. The dose rate was 10rad/min. No treated mice served as the control. Mother animals 
were allowed to give birth and to rear their litters. The office spring were put to death by cervical 
dislocation at 2 to 14 days of age in sequence. For histological examination, the brains were removed and 
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immersed in bouin’s fluid. And then they were embedded in paraplast and serial frontal sections were cut 
and stained with hematoxylin and eosin. During the same period, some of the offspring were used for 
cerebral microvascular specimens. The mice were fixed on the table and subjected to prothoracotomy 
along the mecian line under diethylether anesthesia, and India ink was injected with rotary pump via the 
left cardiac ventricle. A mixture of rotring ink and gelatin at a ratio of 1:2 was employed. After ink 
reached the meningeal blood vessels, the brains was removed, fixed, dehydrated, embedded with celoidin, 
and cleared with methyl benzoate [12]. Slices of 500-micron thickness were prepared and observed 
microscopically. For measuring the vascular density in the brain mantle, 80-micron slices of 
microvascular specimen were prepared. Image data was documented to microscopic pictures, as shown in 
the first column in Fig.1. 
3UHSURFHVVLQJ
First of all, the intensity of the vessel image is adjusted, so that the vessels are brighter than the 
background. This adjustment is defined as: 
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where ( , ), [ \ is intensity at pixel ( , )[ \ .In addition, due to the image contrast quality, image preprocessing 
is prerequisite. Firstly, uneven illumination is corrected by a data-driven method which works by 
iteratively making better cubic B-spline estimates of the background of the image. Secondly, traditional 
morphology operation such ‘Bottom-hat’ and ‘top-hat’ transforms are employed. 
9HVVHOODEHOLQJ
As discussed in the introduction, both line-pixel detection and tracing methods address complicated 
areas as a post processing step. In this paper, an improved method is presented to detect all the centerlines 
including branched areas and curvilinear structures simultaneously. As described in Ref. [7], an ideal 
‘bright and dark’ line profile of width 2ω  and height K in 1D can be modeled as: 
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The first and second derivative of f(x) can be obtained by convolving f(x) with derivatives of the 
Gaussian kernel and multiplying by the normalizing coefficient. Given minσ which makes ''( , )I [ σ−  
maximum across the scale, [W is introduced and defined as:  
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It has been approved that point [ can be considered as a centerline point if [ 0.5,0.5][W ∈ −  and 
min''( , )I [ σ− is larger than a user specified threshold [8]. 
In the 2D case, the curvilinear structure shows characteristics of the 1D line profile in the direction 
perpendicular to the line. So far, most reports use a 2×2 Hessian matrix to estimate the normal direction 
of each pixel and calculate [W  based on the direction. Therefore, each pixel has only one direction in this 
method. However, for branched areas, most pixels have more than one direction, and the eigenvector does 
not point to the normal direction of the centerline, and [W always becomes too large to detect the 
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centerline.  
To remedy these shortcomings, we propose an improved method, which is based on the same model, 
to detect all the centerline pixels including single lines and branching areas simultaneously. The basic 
idea is to apply the formulation in the 1D case with different angles to the image. Before discussing the 
details, we first define the directions, and introduce the steerable filter theory.  
To reduce computational cost, we quantize all directions (0, 2π ) into 16 directions. Each direction is 
indicated by an index number from the set {0, 1, 2… 15} and has a 22.5 angle to its two neighbor 
quantized directions. 
The steerable filter is composed of a class of basic filters and the response of the steerable filter at an 
arbitrary orientation is synthesized as a linear combination of basic filters: 
 
1
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where 0 is the number of basic filters, ( , )MI [ \θ is WKM basic filter, Mθ  is the WKM  basic angle, 1, 2,...,M 0∈ , and 
( )MN θ  is the interpolation functions.  
In this study, two kinds of steerable filters, '( , , , )* [ \ θ σ and ''( , , , )* [ \ θ σ , are designed based on the 
first and second order derivatives of the circularly symmetric Gaussian function: 
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where σ represents neurite width. It was proven in [23] that '( , , , )* [ \ θ σ  can be represented by 
synthesizing two basic filters with basic angles 1 0θ = and 1 / 2θ π= linearly, while ''( , , , )* [ \ θ σ can be 
represented by synthesizing three basic filters with basic angles 1 0θ = , 2 / 4θ π= and 1 / 2θ π= linearly. The 
definition of these two steerable filters is described as follow: 
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As in the 1D case, we define [W for each pixel in the image as:  
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where '( , , , )I [ \ σ θ  and ''( , , , )I [ \ σ θ  are the first and second normalized derivatives at ( , )[ \  with 
different directions. For eachθ , we find aσ which satisfies the following criterion [6]:  
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Therefore, formulation can be re-defined as: 
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where '( , , , )I [ \ θθ σ  and ''( , , , )I [ \ θθ σ can be estimated by convolving the image with steerable filters 
described in Eq.(6) and Eq. (7) and multiplying by the normalized coefficients [7].  
  For each pixel ( , )[ \ , we calculate a vector ( , )W [ \  whose length is 16, and ( , )[ \  can be considered as 
a centerline candidate if we can find a set of θ  satisfying the following: 
 
1{ || ( , , , ) | }
2LL L
W [ \ θθ θ θ σ= < , 0,1,2,...,15L =                                                                                    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and ''( , , , )LL VO [ \ WKUθθ σ− > , where VWKU is a user specified threshold and ''O− can be treated as the strength 
of the line.  
Now we are going to find the direction of each centerline candidate. Since each neurite has a local 
minimum width along its normal direction and it has been proven that σ  is proportional to the width, the 
normal directions of each candidate are obtained by the finding local minimum of ӰʺӺ :    
 
( , ) min ( , )[ \ [ \θ θ
θ
σ σ= , [ , ]θ θ θ θ θ∈ − Δ + Δ ,                                                                            
where θΔ  is defined as / 8π . This angular resolution / 8π is selected based on the definition that all the 
possible directions in a 2D digital image are quantized into 16 directions. There is a tradeoff between 
resolution and computational cost since higher resolution achieves precise extraction results but the 
running time and memory requirement will be increased dramatically.  For pixels in single lines, there are 
two values ofθ , while for pixels in branched areas, the number of θ  corresponds to the number of 
intersecting neurites in the branch structure. 
3.Results 
The image processing is implemented in a PC with Pentium IV 2.8G Hz processor and 2G memory. 
Fig.1 shows each step and final results of image processing. In this application, the parameters are 
minimum vessel width, maximum vessel width and the specific threshold for ''( , )I [ σ in equation (3). 
Maximum and minimum vessel widths correspond to the range ofσ of Gaussian filters for defining the 
first and second derivatives of image. In most cases, maxσ and minσ can be defined by observation. 
The selection of σ step length is a trade-off of calculation accuracy and computational cost. In the 
experiments, images with large size are generated. Therefore, VWKU is obtained experimentally and will be 
438  Yue Huang et al. / Procedia Environmental Sciences 8 (2011) 433 – 439
 
adjusted when the vascular images come from different biological situation. For example, VWKU for images 
in the control group are the same.  
4.Conclusions 
The paper proposed a computational approach to extract the skeletons of vascular in microscopy 
images, which is the first key step in analyzing performance of vascular network in congenital 
hydrocephalus study caused by gamma-ray treatment. The presented approach employed an improved 
line-pixel detection method which automatically extracts the curvilinear structures and branched areas 
simultaneously. 
Based on the results, we will analyze the topological features of vascular network in treatment and in 
control groups for the further study. 
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Figure.1. Image processing steps: from left to right, the first row shows the original images; corresponding images after 
imcomplement and preprocessing are listed in the second and third row; last row shows the final performances of labeling 
 
