Abstract. We present a new algorithm for computing covariant power expansions of tensor fields in generalized Riemannian normal coordinates, introduced in some neighborhood of a parallelized k-dimensional submanifold (k = 0, 1, . . . < n; the case k = 0 corresponds to a point), by transforming the expansions to the corresponding Taylor series. For an arbitrary real analytic tensor field, the coefficients of such series are expressed in terms of its covariant derivatives and covariant derivatives of the curvature and the torsion. The algorithm computes the corresponding Taylor polynomials of arbitrary orders for the field components and is applicable to connections that are, in general, nonmetric and not torsion-free. We show that this computational problem belongs to the complexity class LEXP.
Introduction
Covariant series expansions in Riemann normal coordinates [1, 2] , in Fermi normal coordinates [3, 4] , and in some other geodesic coordinate systems (e.g., see Ref. [5] ) find important applications in general relativity [6] [7] [8] [9] ). Explicit formulas and recipes for coefficients of the series are given in Refs. [10] [11] [12] [13] [14] [15] , so that, from a formal point of view, the problem is solved completely. However, the complexity of calculations increases rapidly with increasing the order of a covariant expansion and there obviously arises the question whether we can organize these calculations on a computer. To avoid confusion, it is essential to note that the problem, in the context of calculating a covariant series, can be set in different ways depending on the explicit form of the expansion. We employ the mathematical framework of Ref. [15] where the problem is considered with a sufficient degree of generality: one needs only a connection to form the series; the connection is not assumed to be metric or torsion-free; the covariant series are defined in some normal neighborhood of an arbitrary submanifold. In our setting, having established a connection (or spacetime metric), one needs to compute the covariant derivatives of the curvature (and, in general, of the torsion), to collect like terms, and then to compute coefficients of coordinate monomials.
Sec. 2 contains some necessary mathematical preliminaries and a short description of the computational algorithm. In Sec. 3 we make the estimations of numbers of multiplications at various stages of the algorithm and show that the complexity class of the algorithm is LEXP.
We deal with a real analytic manifold H, dimH = n + m, n > m 0, and a connected parallelizable submanifold M ⊂ H, dimM = m; M is a point if m = 0. At each point p ∈ M the tangent space T p (H) splits into the direct sum T p (M) ⊕ N p , where the subspace N p is normal (transverse, if the metric is not specified) to M. Let {e α } and {e a } be bases for N p and T p (M) respectively, so that their union is a basis for T p (H). We assume that the Latin indices i, j, k, l take the values 1, . . . , n + m, while the Greek indices α, β, γ run from 1 to n, and the Latin indices a, b run from m + 1 to n + m; they are used to denote tensor components in T p (H), N p , and T p (M) respectively. For these indices, we also adopt Einstein's summation convention, that is, a pair of identical indices, with one lower index and one upper index, denotes summation over their range. Let ∇ be a linear connection on
e m are the curvature components. In what follows, for the sake of shortness, we restrict our consideration to the case of torsion-free connections.
If γ X is the geodesic in the direction of a vector
. . , X n are normal coordinates of the point q (the exp map). Now let Q be a tensor field of type (r, s) (of type (0,2), in the particular case of a metric g) in a normal neighborhood of the submanifold M, then the covariant series expansion for Q has the form [15]
where
ε(α) = 1 and ε(a) = −1 in the ranges of α and a. We come now to the problem of algorithmic reducibility of the expansion (1). The number of coordinate monomials in (1) is equal to the number of terms of the corresponding Taylor series. The most difficult step is the computation of the coefficients of monomials in matrices u i j ; if it has been done, the monomials in (1) can be isolated by well-known methods. Therefore, we restrict the discussion to these computations.
For each µ ≥ 2 we generate the lexicographically ordered set of the sequences of n whole numbers
and for each element
the elements of which (sequences of length µ) are the permutations of the sequence which consists of A 1 numbers 1, A 2 numbers 2, . . . , A n numbers n. We also need to form the set C µ of the sequences of variable length and the collection of the corresponding rational constants h : C µ → Q: constants h(σ 1 , . . . , σ τ 
where all the K i j (A 1 , . . . , A n ) should be expressed in terms of the curvature. The algorithm is shown schematically in Fig. 1 . We compute K i j for the sequence S µ [p] = (A 1 , . . . , A n ) at the p th step of the external loop, where p runs from 1 to N. In doing this we generate the set C µ and compute, for each of its elements (σ 1 , . . . , σ τ ), the constants (4). The covariant derivatives for S p µ are computed by a special iterative procedure. Let n = 3, µ = 4, and S 4 [7] = (1, 2, 1 ). Thus C µ = (4), (2, 2) and, e.g., if (α 1 , α 2 , α 3 , α 4 ) = (2, 1, 2, 3) , the procedure gives explicit expressions for R 
. . . There are two ways of summation in the formula (6) for K i j (A 1 , . . . , A n ): one is over the set S p µ and the other is over the set C µ in the procedure INTSUM. In addition, each summand in the latter sum is a matrix product with τ − 1 summation indices; it gives (n + m) τ−1 multiplications. The total number of multiplications in INTSUM is the sum of N 1 multiplications by the factors h and the number N 2 of matrix multiplications. From (2) and (3), using the generating functions for the sums (particularly the Binet's Fibonacci number formula), we find
.
From here we obtain the estimation
For the number of multiplications on the right hand side in formula (6) for the estimation of computational complexity of the algorithm. The algorithm belongs to the complexity class LEXP ≡ E ⊂ EXPTIME.
