This paper deals with parameter estimation when the data are randomly right censored. The maximum likelihood estimates from censored samples are obtained by using the expectationmaximization (EM) and Monte Carlo EM (MCEM) algorithms. We introduce the concept of the EM and MCEM algorithms and develop parameter estimation methods for a variety of distributions such as normal, Laplace and Rayleigh distributions. These proposed methods are illustrated with three examples.
censoring also. We present the estimation methods when the data come from the normal, Laplace and Rayleigh distributions
In section 2, we introduce the likelihood construction for censored data. Section 3 introduces the concept of the EM and MCEM algorithms. Section 4 provides estimation procedure. Section 5 illustrates examples.
Likelihood construction for censored data
Suppose that we observe x = (x 1 , . . . , x n ) which are independent and identically distributed (iid) and have a continuous distribution with the probability density function (pdf) f (x) and the cumulative distribution function (cdf) F (x). Data from experiments involving random censoring can be conveniently represented by pairs (w i , δ i ) with w i = min(x i , R i ):
where δ i is a censoring indicator variable and R i is a censoring time of test unit i. Denote the vector of unknown parameters by θ = (θ 1 , . . . , θ p ). Then ignoring an normalizing constant, we have the complete-data likelihood
f (x i ).
Denote the observed (uncensored) part of x 1 , . . . , x n by y = (y 1 , . . . , y m ) and the missing (censored) part by z = (z m+1 , . . . , z n ) with z i > R i . Integrating L c (θ|x) with respect to z, we obtain the observed-data likelihood
Using the (w i , δ i ) notation, we have
where w = (w 1 , . . . , w n ) and δ = (δ 1 , . . . , δ n ).
For Type-II censoring, the data consist of the rth smallest lifetimes
out of a sample of size n. Assuming that we observe x = (x 1 , . . . , x n ) which are iid and have a continuous distribution, it follows that the joint pdf of x (1) , . . . , x (r) (see [2] ) is
Ignoring an normalizing constant, we can rewrite the above equation in the form of (1) by setting
Hence we can use (1) for the calculation of the MLE in both Type-I (including random censoring) and Type-II censoring.
The EM and MCEM algorithms
The EM algorithm is a general technique for finding maximum likelihood estimates for parametric models when the data are not fully observed. The EM algorithm was originally introduced by Dempster et al. [3] to overcome the difficulties in maximizing likelihoods.
The key idea behind EM algorithm is to solve a difficult incomplete-data problem by repeatedly solving tractable complete-data problems. The E-step of each iteration only involves taking expectations over complete-data conditional distributions and the M-step of each iteration only requires complete-data maximum likelihood estimation, which is often in simple closed form. For incomplete-data problems, the most attractive features of the EM algorithm relative to other optimization techniques are its simplicity and its stability. Rather than maximizing the potentially complicated likelihood function of the incomplete data directly, we repeatedly maximize the loglikelihood function of the complete data given the incomplete data, which is typically much easier and often equivalent to finding MLEs with complete data. Moreover, successive iterations of the EM algorithm are guaranteed never to decrease the likelihood function, which is not generally true of gradient methods like Newton-Raphson. Hence in the case of the unimodal and concave likelihood function, the EM algorithm converges to the global maximizer from any starting value. We can employ this methodology for parameter estimation from a censored sample since censored data models are special cases of missing data models.
The EM algorithm consists of two distinct steps:
• M-step: find the θ
which maximizes Q(θ|θ (s) ) in θ.
A difficulty with the implementation of the EM algorithm is that each E-Step requires the integration of the expected log-likelihood to obtain the Q(θ|θ (s) ). Because of the integration, maximizing Q(θ|θ (s) ) can be difficult even when maximizing L c (θ|y, z) is trivial. Wei and Tanner [12, 13] propose using the MCEM to overcome this difficulty by simulating z m+1 , . . . , z n from the conditional distribution p(z|y, θ (s) ) and then maximizing the approximate expected log-likelihood
where
The books by Little and Rubin [6] , Tanner [11] , and Schafer [9] provide good overview of the EM literature.
4 Parameter estimation
The normal distribution
Let Y 1 , . . . , Y m and Z m+1 , . . . , Z n be iid normal random variables with θ = (µ, σ 2 ). Then the
Because of the iid structure, the predictive distribution of the missing data given θ does not depend on the observed data. Thus the z i 's are observations from the truncated normal distribution
where φ(·) and Φ(·) are pdf and cdf of N (0, 1), respectively. Using the following integral identities
we have the expected log-likelihood at the sth step in the EM sequence:
1 , and S
2 are given by
Differentiating the expected log-likelihood Q(θ|θ (s) ) with respect to µ and σ 2 and solving for µ and σ 2 , we obtain the EM sequences
If we instead use the MCEM algorithm by simulating z m+1 , . . . , z n from the truncated normal distribution p(z|y, θ (s) ) given by (2), then the Q(θ|θ (s) ) is replaced with the approximate expected log-likelihoodQ
and z i,k is from
for i = m + 1, . . . , n. We then obtain the MCEM sequences by differentiating theQ(θ|θ (s) )
This is merely an example of the MCEM algorithm since the ordinary EM algorithm applies.
The Laplace distribution
Let Y 1 , . . . , Y m and Z m+1 , . . . , Z n be iid Laplace random variables with θ = (µ, σ), where the pdf is
Then the complete-data log-likelihood is log L c (θ|y, z)
Because of the iid structure, the predictive distribution of the missing data given θ does not depend on the observed data. Thus the z i 's are observations from the truncated Laplace distribution
where F (·) is the cdf of Laplace random variable. Then at the sth step in the EM sequence, we have the expected log-likelihood
The computation of the above integration part is very complex. We can overcome this difficulty by using MCEM approach. The approximate expected log-likelihood iŝ
where z (k) = (z m+1,k , . . . , z n,k ) is from p(z|θ (s) ). Note that it is easy to simulate a truncated Laplace random variable by using the inverse transformation method; see Appendix. Using this, we obtain the MCEM sequences:
where y ⊗ K = (y, . . . , y), that is, K replications of y.
The Rayleigh distribution
Let Y 1 , . . . , Y m and Z m+1 , . . . , Z n be iid Rayleigh random variables with the pdf:
Then the complete-data log-likelihood is
The predictive distribution of the missing data given β does not depend on the observed data. Thus the z i 's are observations from the truncated Rayleigh distribution
Then at the sth step in the EM sequence, we have the expected log-likelihood
The calculation of the above integration part does not have a closed form. Using MCEM, we have the approximate expected log-likelihood
Using the inverse transformation method, we can simulate a truncated Rayleigh random variable X
where U is a uniform (0, 1) random variable. We then obtain the MCEM sequences by differentiatinĝ
Illustrative Examples
This section provides three numerical examples of parameter estimation for the normal, Laplace and Rayleigh distributions using the EM algorithms.
Example 1: censored normal sample
Let us consider the data presented earlier by Gupta [5] in which, out of N = 10, the largest three have been censored. The Type-II right censored sample is as follows: We use the EM sequences from (3) and (4). Table 1 . We obtain the same result in both cases up to the third decimal point after about 10 iterations.
Next, we use the MCEM sequences from (5) and (6). Table 2 We use the MCEM sequences from (7) and (8). Table 3 presents the iteration sequence of the implementation of the MCEM algorithm. The algorithm was run with K = 50, 000 for 5 iterations with the starting value (µ (0) = 0, σ (0) = 1), yielding the same results as the MLE up to third decimal place. When compared to the BLUE, our result is closer to the MLE. We use the MCEM sequences from (9) . Table 4 
Simulation of truncated normal random variable
Let U be a uniform (0, 1) random variable. For any continuous cdf F (·) if we define the random variable X by X = F −1 (U ), then the random variable has distribution function F (·); see [8] . This method is called the inverse transformation method.
Using this method, we have the following truncated normal random variable X:
(1 − Φ(r) U + Φ(r) , where r = (R − µ)/σ and U ∼ U (0, 1).
Simulation of truncated Laplace random variable
Using the inverse transformation method, we have the following truncated Laplace random variable X: 
