We present a local sensitivity analysis for the hydrodynamic Cucker-Smale (HCS) model with random inputs. In the absence of random inputs, the HCS model was derived as a macroscopic model for the emergent dynamics of the CS flocking ensemble from the kinetic CS model via the moment method and mono-kinetic ansatz for a closure condition. In this paper, we incorporate the uncertain effects together with the HCS model to result in the random HCS model. For definiteness, we consider the uncertainties in initial data and communication weight function. For this random HCS model, we perform local sensitivity estimates such as the propagation of pathwise well-posedness, pathwise L 2 -stability and flocking estimates of solution process. Date: December 6, 2018. 1991 Mathematics Subject Classification. 35Q82, 35Q92, 37H99. Key words and phrases. Cucker-Smale model, flocking, hydrodynamic limit, local sensitivity analysis, random communication, uncertainty quantification.
Introduction
The purpose of this paper is to continue the systematic study begun in a series of works [1, 5, 13, 16, 17, 18, 19] for the synthesis of uncertainty quantification (UQ) and emergent flocking dynamics via flocking and synchronization models with random inputs. For the last decade, there has been lots of intense research in the domain of collective dynamics of many-body systems, which arise from the modeling of self-propelled particle systems [4, 11, 30, 33, 36, 37, 46, 47, 48, 49] . Parallel to the advance of collective dynamics, uncertainty quantification has also received lots of attention in diverse disciplines such as the applied mathematics, atmospheric sciences and engineering [24, 35, 42, 43, 44] . Thus, it is natural to synthesize these two emerging disciplines in a common platform. This synthesis idea were already performed in aforementioned works which deal with the local sensitivity analysis for the particle and kinetic CS and Kuramoto models. So far, this marriage was successful only for the particle and kinetic collective models whose global existence of regular solutions has been well established in the absence of random inputs. However, this synthesis has not been made for the hydrodynamic models for collective dynamics yet. Of course, there are some previous works [25, 26, 32, 38, 39, 40, 41] on the scalar conservation law and Euler system with random inputs from the point of numerics in the context of UQ.
It is well known that hydrodynamic models arising from the theory of hyperbolic conservation laws and fluid mechanics do not often allow sufficiently smooth solutions enough to implement a local sensitivity analysis. In particular, hyperbolic conservation laws do not allow a global smooth solution for generic initial data. They instead exhibit discontinuous solutions for generic initial data, which makes a UQ program difficult to implement [12] . This is why the local sensitivity theory has not been well studied in the hyperbolic conservation laws. Despite of this, hyperbolic models arising from the modeling of flocking and synchronization admit smooth solutions for well-prepared initial data thanks to the extra nonlocal flux and source terms, which play the role of regularizing mechanism. Thus, it seems plausible to extend our local sensitivity analysis to the hydrodynamic models for collective dynamics.
As a first step toward the successful synthesis of local sensitivity analysis and hyperbolic conservation laws, we consider the pressureless Euler system for the CS ensemble which is a hyperbolic system with a nonlocal source term. In this case, the nonlocal flocking source term acts like a nonlocal damping which suppresses the appearance of the Delta shocks for small solutions. To incorporate random inputs to the HCS model, we consider a random vector z defined on the sample space Ω ⊂ R d with the probability density function π = π(z). For the notational simplicity, we will assume that z is an one-dimensional variable. This random variable z registers the uncertain effects in the initial data and communication weights. To fix the idea, we consider an ensemble of collisionless Cucker-Smale flocking particles on the periodic domain T d := (R/Z) d , d ≥ 1, and let ρ := ρ(t, x, z) and u := u(t, x, z) be the local mass and bulk velocity of the CS fluid at position x ∈ T d , random vector z and time t, respectively. In this setting, the dynamics of macroscopic observables (ρ, u) is governed by the Cauchy problem to the random HCS model:
ψ(x − y, z)(u(t, y, z) − u(t, x, z))ρ(t, y, z)dy, (ρ, u)(0, x) = (ρ 0 , u 0 ), where ∇ is the spatial gradient, and ψ is a non-negative communication weight function measuring the strength of interactions between CS particles. In this paper, we would like to see the dynamic properties of z-variations (∂ α z ρ, ∂ α z u) to the random HCS model (1.1) , which is what is called the local sensitivity analysis [45] . Such an analysis is not only of analytical interest. Since it yields regularities in the random space, it is important for numerical methods like stochastic Galerkin or collocation methods [24, 26] .
Note that for a frozen z ∈ Ω, system (1.1) becomes the deterministic pressureless Euler system with a flocking dissipation, which has been studied in previous literature, e.g., the global existence of classical solutions and interaction with incompressible fluids [21] and existence of entropic weak solutions in one-dimension [15] .
The main results of this paper are three-fold. First, we present the propagation of pathwise well-posedness of the random HCS model (1.1). For s > d 2 + m + 1, if the initial processes and their z-variations {(∂ l z ρ 0 , ∂ l z u 0 )} m l=0 satisfy the non-vacuum, regularity and smallness conditions, we show that z-variations of solution processes {(∂ l z ρ, ∂ l z u)} m l=0 exist in any finite time interval, and satisfy the desired regularity and smallness conditions (see Theorem 3.1 and Theorem 3.2).
Second, we provide a finite-in-time L 2 -stability of the z-variations to system (1.1). More precisely, let (ρ, u) and (ρ,ū) be solution processes to (1.1) corresponding to initial processes (ρ 0 , u 0 ) and (ρ 0 ,ū 0 ), respectively. Then, there exists a positive random function C = C(T, z)
The rest of this paper is organized as follows. In Section 2, we briefly discuss how the HCS model with random inputs can be derived from the particle CS model, and review global existence, stability and flocking results for the deterministic HCS model. In Section 3, we present the pathwise well-posedness for the random HCS model. In Section 4, we provide L 2 -stability estimates for the z-variations {(∂ l z ρ, ∂ l z u)} m l=0 . In Section 5, we present an exponential decay of the bulk velocity process and its z-variations. Finally, Section 6 is devoted to a brief summary of our results and some remaining issues for future works. In Appendix, we provide tedious and straightforward proofs for Lemma 3.2, Lemma 3.5, Lemma 4.4 and Theorem 5.2.
Notation. For any k ∈ N ∪ {0}, we set H k := H k (T d ) and W k,∞ := W k,∞ (T d ) to be the k-th order L 2 -and L ∞ -Sobolev spaces on T d , respectively and C k (I; B) is the space of k-times continuously differentiable functions from an interval I into a Banach space B. Moreover, ∇ k denotes any partial derviative ∂ α with respect to x-variable with multi-index α with |α| = k.
Preliminaries
In this section, we briefly recall a heuristic derivation of the random HCS model from the kinetic CS equation under the mono-kinetic ansatz, and present previous results on the deterministic HCS model.
2.1.
The random HCS model. Consider an ensemble of N identical CS flocking particles in a random communication field registered by ψ := ψ(x, z) and let (x i (t, z), v i (t, z)) ∈ R d × R d be the spatial and velocity process of the i-th CS particle. Then, the dynamics of the random process (x i (t, z), v i (t, z)) is governed by the following Cauchy problem to the random ODE system:
(2.1)
Note that for each fixed z, (2.1) becomes a deterministic CS model which has been extensively studied in [3, 4, 6, 7, 8, 9, 10, 14, 20, 22, 23] from various points of view. On the other hand, when the number of particles is sufficiently large, the dynamic observables of the CS ensemble can be effectively described by the velocity moments for the one-particle distribution function f = f (t, x, v, z). Via the mean field limit N → ∞ on (2.1), the kinetic density function f satisfies the following Vlasov-type equation:
(2.
2)
The well-posedness and flocking estimates for the deterministic analogue of (2.2) and its generalized models have been studied in [27, 28, 29, 22, 23, 34] , and recently, the local sensitivity analysis for the random CS models (2.1) and (2.2) has been carried out in [16, 17] .
To derive a hydrodynamic model from (2.2), we introduce the macroscopic observables such as the local mass, momentum and energy densities:
We multiply 1, v, |v| 2 /2 to (2.2) and integrate the resulting relations with respect to the velocity variable to derive a system of balance laws for the macroscopic observables (ρ, u, E):
where P = (p ik ) and q = (q 1 , · · · , q d ) are the stress tensor and heat flow, respectively:
and the source terms are written as follows:
x, z) · u(t, y, z))ρ(t, y, z)dy.
Since system (2.3) is not closed as it is, one may introduce a mono-kinetic ansatz for f as a closure condition:
. With this ansatz, it can be observed that the internal energy, stress tensor and heat flux in (2.3) vanish, and we obtain the following pressureless Euler system with flocking dissipation:
Before we move on to next subsection, we present conservation laws associated with system (1.1). Proposition 2.1. Let (ρ, u) be a sufficiently smooth periodic solution to (1.1). Then, for a fixed z ∈ Ω and m ≥ 0,
Proof. The proofs follow from the direct integration of (1.1).
2.2.
Previous results. In this subsection, we recall several previous results on the deterministic HCS model:
Below, we provide the standing assumptions (H1) − (H2) for the well-posedness, stability and flocking estimates for (1.1). For an integer s > • (H2): The initial data (ρ 0 , u 0 ) satisfy the non-vacuum, regularity and smallness conditions, i.e. for sufficiently small ε > 0,
Before we state previous results, we introduce a Lyapunov functional E 0 for flocking:
Then, the random HCS model can be summarized in the following theorem:
For a given positive constant T > 0, suppose that conditions (H1) and (H2) hold. Then, there exist positive constants C = C(T ) and 0 < ε 1 such that the Cauchy problem (2.4) has a unique global-in-time classical solution process (ρ, u) satisfying the following properties:
(1) (Propagation of the Sobolev regularity): The solution (ρ, u) satisfies the following regularity and uniform-in-time boundedness condition:
(2) (Finite-in-time stability): For two classical solution processes (ρ, u) and (ρ,ū) to (2.4) with initial data (ρ 0 , u 0 ) and (ρ 0 ,ū 0 ) respectively,
(3) (Exponential pathwise flocking estimate): The functional E 0 (t) decays exponentially pathwise:
Remark 2.1. By Theorem 2.1, the local mass ρ stays positive. Moreover, since the solution is classical, the momentum equations of (2.4) can be rewritten as
x))ρ(t, y)dy.
Pathwise well-posedness of z-variations
In this section, we present a global existence of z-variations (∂ m z ρ, ∂ m z u) to system (1.1) using pathwise energy method.
Note that in a non-vacuum regime, system (1.1) can be rewritten as
First, we derive equations for the z-variations by applying z-derivative to (3.1) to obtain
For a global well-posedness of the z-variations, we provide our standing assumptions (A1) − (A2) as follows: For an integer s > d 2 + m + 1,
satisfies symmetric, non-negative and boundedness conditions: for each x, y ∈ T d and z ∈ Ω,
• (A2): The initial data (ρ 0 , u 0 ) satisfy the non-vacuum, regularity and smallness conditions: for each z ∈ Ω and l = 0, · · · , m,
where ε = ε(z) is a positive random function such that sup z∈Ω ε(z) 1.
For the simplicity of notation, we suppress z-dependence in (ρ, u) and ψ, i.e.
To derive a priori estimates, we employ a mathematical induction on m.
3.1.
First-order z-variations. In this subsection, we consider a global well-posedness for the first-order z-variations (∂ z ρ, ∂ z u) for the initial step of induction process on m.
To provide a global well-posedness, we construct a sequence of approximated solutions (∂ z ρ n+1 , ∂ z u n+1 ) to (3.2) . For a given solution (ρ, u) and m = 1, we may construct the sequence as follows:
subject to the fixed initial data:
Since the pathwise well-posedness for (ρ, u) is already given in Theorem 2.1, there is no need for (ρ, u) to be involved in the iteration scheme (3.3). Thus, the iteration procedure in (3.3) will be carried out only for the z-variations (∂ z ρ, ∂ z u). We proceed by induction on n for the sequence (∂ z ρ n , ∂ z u n ). First, we state the results on the uniform-in-n bound estimates.
Lemma 3.1. Suppose that assumptions (A1)-(A2) and induction hypothesis hold: for each z ∈ Ω, sup 0≤j≤n 0≤t≤T
Then, there exists a unique
3) 1 and a bound:
Proof. Since system (3.3) is linear with respect to ∂ z ρ n+1 , the existence and uniqueness for ∂ z ρ n+1 are obvious. Thus, it suffices to show the boundedness of the solution. Here, we split the estimates into the zeroth-order case and higher-order case.
•
Step A (The zeroth-order estimates): First, we multiply (3.3) 1 by ∂ z ρ n+1 and integrate it over T d to yield
where we used Young's inequality on the second inequality and Theorem 2.1 on the last inequality. Then, we integrate the above relation (3.4) to derive
• Step B (Higher-order estimates): For higher-order estimates, let 1 ≤ k ≤ s − 1. Then, we apply ∇ k to (3.3) 1 , multiply by ∇ k (∂ z ρ n+1 ) and integrate the resulting relation over
Below, we estimate the terms I 1i separately as follows:
( 
where c and C are positive random functions independent of n and we used the assumptions, Theorem 2.1 and the Sobolev embedding:
For other terms, one uses the commutator estimate, (3.6), Theorem 2.1 and Young's inequality to get 7): By direct calculations, one easily obtains
). We combine all results for I 1i 's to obtain
Summing (3.7) over 1 ≤ k ≤ s − 1 and adding these to (3.5) yields
Then, Grönwall's lemma and the smallness of ε yield the desired estimate:
Lemma 3.2. Suppose that assumptions (A1)-(A2) hold and let (∂ z ρ j , ∂ z u j ) be the j-th iterate satisfying the following assumptions: for each z ∈ Ω,
Then for each z ∈ Ω, there exists a unique ∂ z u n+1 = ∂ z u n+1 (t, z) ∈ H s satisfying relation (3.3) 2 and the following bound:
Proof. Since the proof is similar to that of Lemma 3.1, we leave it to Appendix A.
Remark 3.1. From Lemmas 3.1 and 3.2, one can find out that if assumptions (A1) and (A2) hold, the induction on n yields that for every n and z ∈ Ω:
Now, we provide estimates for the convergence of the sequence (∂ z ρ n , ∂ z u n ) in L 2 × H 1 .
Lemma 3.3. Suppose that assumptions (A1)-(A2) hold. Then, for each z ∈ Ω and n ∈ N,
where C = C(z) is a positive random function independent of n.
Proof. It follows from (3.3) 1 that
. We integrate the above relation to see
We use Young's inequality and integrate the above relation over [0, t] to get
(3.9)
For the H 1 -estimate for (∂ z u n+1 − ∂ z u n ), we use the Cauchy-Schwarz inequality to get
Again, using Young's inequality and integration along [0, t] give 
Proof. For each n ∈ N and z ∈ Ω, define
Then, the Grönwall-type lemma in [2] gives
This implies that {∂ z ρ n } and {∂ z u n } are Cauchy sequences in C([0, T ]; L 2 ) and C([0, T ]; H 1 ), respectively. From here, one can follow the proof of Theorem 3.1 in [21] to complete the proof.
3.2.
Higher-order z-variations. In this subsection, we consider higher-order z-variations, i.e. the case when m ≥ 2 in (3.2), in order to complete the induction process on m. Similar to the case m = 1, we again construct a sequence of approximated solutions (∂ m z ρ n+1 , ∂ m z u n+1 ) to (3.2) as follows:
subject to the initial data:
). Similar to the previous subsection, we first show the uniform boundedness of the sequence {(∂ m z ρ n , ∂ m z u n )} ∞ n=0 . Lemma 3.4. For m ≥ 2 and n ∈ N, suppose that the following conditions hold:
(1) Assumptions (A1)-(A2) hold.
(2) For l ≤ m−1, the l-th z-variations {(∂ l z ρ, ∂ l z u)} m−1 l=0 satisfy the following boundedness condition:
(3) The sequence approximating the m-th z-variation of the bulk velocity process satisfies the following boundedness condition:
Then, there exists a unique ∂ m z ρ n+1 ∈ H s−m which satisfies relation (3.11) 1 and the bound:
Proof. We split the estimates into zeroth-order and higher-order cases as follows:
Step A (The zeroth-order estimates): We multiply (3.11) 1 by ∂ m z ρ n+1 and integrate the resulting relation over T d to get
, where C is a positive constant independent of n and we used Young's inequality. Integrating the above relation along [0, t] gives
• Step B (Higher-order estimates): For 1 ≤ k ≤ s − m, we apply ∇ k to (3.11) 1 , multiply by ∇ k (∂ m z ρ n+1 ) and integrate the resulting relation over T d to obtain 1 2
We separately estimate I 2i 's as follows.
(Estimate for I 21 ): We use the commutator estimate, Sobolev embedding theorem, Cauchy-Schwarz inequality and Young's inequality to get
where c and C are positive random functions independent of n.
(Estimate for I 22 ) : Similar to the previous case,
, where C is a positive random function independent of n. Now, we gather all the results for I 2i 's to yield that for each z ∈ Ω, 
. Finally, one can use Grönwall's lemma to obtain the desired result. Lemma 3.5. For m ≥ 2 and n ∈ N, suppose that the following conditions hold:
(3) The sequence approximating the m-th z-variation of the local mass and bulk velocity processes satisfies the following boundedness condition:
Then for each z ∈ Ω, there exists a unique ∂ m z u n+1 = ∂ m z u n+1 (t, z) ∈ H s−m+1 satisfying relation (3.11) 2 and the bound:
Proof. We leave its proof to Appendix B.
Remark 3.2. For m ≥ 2 and n ∈ N, suppose that the following conditions hold:
Then, it follows from Lemmas 3.4 and 3.5, that for every n, m ∈ N and z ∈ Ω:
Now, we assert that the sequence is Cauchy under the induction hypothesis on m.
Lemma 3.6. For m ≥ 2 and n ∈ N, suppose that the following conditions hold:
Then, for each z ∈ Ω,
Proof. We can replace ∂ z in the proof of Lemma 3.3 by ∂ m z to get the desired proof. The details will be omitted.
Finally, we are ready to present our result on the well-posedness. 
Proof. One can use induction on m, Lemma 3.6 and follow the proof of Theorem 3.1 to show that {(∂ m z ρ n (z), ∂ m z u n (z))} ∞ n=0 is a Cauchy sequence in C([0, T ]; L 2 ) × C([0, T ]; H 1 ) for each z ∈ Ω. From here, we again refer to [21] to complete the rest of the proof.
The local sensitivity analysis for stability estimates
In this section, we conduct a local sensitivity analysis for the L 2 -stability estimates of the solution processes to (1.1) and their z-variations.
4.1.
Higher-order L 2 -stability. In this subsection, we derive a higher-order L 2 -stability estimate of solution processes to (1.1) which will be used in the L 2 -stability of the zvariations. First, we begin with the L 2 -stability estimate for the local mass processes. Lemma 4.1. Suppose that assumptions (A1)-(A2) hold, and let (ρ, u) and (ρ,ū) be two classical solution processes to (1.1) corresponding to the initial data (ρ 0 , u 0 ) and (ρ 0 ,ū 0 ), respectively. Then,
where C = C(T, z) is a positive random function.
Proof. It follows from Theorem 2.1 that
Since the proof for the case m = 0 is analogous to the higher-order case, we only consider the higher-order estimates. So we first apply ∇ k to (1.1) 1 for 1 ≤ k ≤ m to get
Then, we multiply (4.1) by ∇ k (ρ −ρ) and integrate the resulting relation over T d to obtain
Next, we estimate I 3i 's one by one as follows:
(Estimates for I 31 ) : We use the Sobolev embedding theorem to obtain
(Estimates for I 32 ) : Similarly,
(Estimates for I 33 ) : One has
(Estimates for I 34 ) : We have
By collecting all results for I 3i 's, summing over 1 ≤ k ≤ m and combining with lower-order estimates, one gets the desired estimate.
Next, we return to the L 2 -stability of the bulk velocity processes.
Lemma 4.2. Suppose that assumptions (A1)-(A2) hold, and let (ρ, u) and (ρ,ū) be two classical solution processes to (1.1) corresponding to the initial data (ρ 0 , u 0 ) and (ρ 0 ,ū 0 ), respectively. Then,
Proof. As in the proof of Lemma 4.1, we only consider the higher-order estimates. Applying ∇ k to (1.1) 2 for 1 ≤ k ≤ m + 1 gives
Then, we use commutator estimates, Sobolev embedding and Young's inequality to get
. We sum the above relation over 1 ≤ k ≤ m + 1 and combine with lower-order estimates, which can be obtained analogously, to get the higher-order estimates.
Finally, we combine Lemma 4.1 and Lemma 4.2 to derive our second main result as follows.
Theorem 4.1. Suppose that assumptions (A1)-(A2) hold, and let (ρ, u) and (ρ,ū) be two classical solution processes to (1.1) corresponding to the initial data (ρ 0 , u 0 ) and (ρ 0 ,ū 0 ), respectively. Then, there exists a positive random function C(T, z) such that
We combine Lemma 4.1 and Lemma 4.2 to get ∂ ∂t
Here, one can use Grönwall's lemma to yield the desired result. 4.2. L 2 -stability estimates for z-variations. In this subsection, we discuss the L 2stability estimates for the z-variations of the solution processes. First, we consider the L 2 -stability estimates for the z-variations {∂ l z ρ} of local mass processes. Lemma 4.3. Suppose that assumptions (A1)-(A2) hold, and let (ρ, u) and (ρ,ū) be two solution processes to (1.1) corresponding to the initial data (ρ 0 , u 0 ) and (ρ 0 ,ū 0 ), respectively. Then, ∂ ∂t
Proof. As in Lemma 4.1, we only consider the higher-order estimates. For 1 ≤ k ≤ m − l and 1 ≤ l ≤ m, we apply ∇ k ∂ l z to (1.1) to get 1 2
Below, we estimate I 4i 's separately.
(Estimates for I 41 ): In this case, we have
(Estimates for I 42 ) : By direct calculation, one has
(Estimates for I 43 ): Similarly, one gets
(Estimates for I 44 ): By direct estimates, one obtains
Finally, we collect all estimates for I 4i 's, sum them over 1 ≤ k ≤ m − l, 0 ≤ l ≤ m and add the zeroth-order estimate to get the desired result.
Next, we provide estimates for z-variations {∂ l z u} of the bulk velocity processes. Lemma 4.4. Suppose that assumptions (A1)-(A2) hold, and let (ρ, u) and (ρ,ū) be two classical solution processes to (1.1) corresponding to the initial data (ρ 0 , u 0 ) and (ρ 0 ,ū 0 ), respectively. Then, we have
Proof. Since the proof will be straightforward and similar to that of Lemma 4.2, we leave its proof to Appendix C.
Remark 5.1. The lower bound assumption for ψ given in (B3) implies a sufficient condition for system (1.1) to exhibit the decay of the bulk velocity toward the average bulk velocity. To be precise, the condition means the alignment force is so strong that it surpasses the tendency of bulk velocity field to deviate from the mean velocity, and it will lead to the velocity alignment.
In the following lemma, we study the exponential decay of u L 2 .
Lemma 5.1. Let (ρ, u) be a classical solution and suppose that the a priori assumptions (B) hold for (ρ, u). Then we have
Proof. It follows from (1.1) that 1 2
where E 0 is the functional defined in (2.5) and the positive constant δ > 0 satisfies the following relation:
where random functions Λ andF 0 are given by the following relations:
. Now, we apply Grönwall's lemma to (5.1) to obtain
where F 0 (z) is given by
This implies our desired result.
where δ is the same as that in Lemma 5.1 and we used Young's inequality. Hence, we can obtain that if m ≥ 2,
where we used
and Young's inequality. Therefore, we collect all results for I 51 and I 52 to yield
whereÊ m (z) is given bŷ
Now, we integrate (5.2) with respect to time to get
where E m (z) is written as
.
This gives our desired result.
Finally, we provide all estimates for the L 2 -decay of the z-variations toward the corresponding z-variations of the average bulk velcoity process. 
where E l (z) and F p (z) are positive random functions. Then, there exists a positive random function F m (z) such that ∂ m z u 2 L 2 ≤ F m (z)e −Λ(z)t . Proof. We leave its detailed proof in Appendix D.
Conclusion
In this paper, we have presented the local sensitivity analysis for the random hydrodynamic Cucker-Smale model describing the emergence of flocking in the ensemble of Cucker-Smale flocking particles. In authors' earlier works, we have dealt with particle and kinetic models for the CS flocking and derived quantitative estimates for the variations of the solutions in random space. We extend aforementioned quantitative estimates to the hydrodynamic CS model, e.g., the propagation of the z-variations of spatial and velocity process, where z is the random input variable, the L 2 -stability and flocking estimates along the sample path. Thanks to the regularity analysis of the deterministic HCS model, we can lift good regularity estimates to the random solution process along the sample path.
As mentioned in Introduction, the synthesis of flocking dynamics and local sensitivity analysis is not that mature yet. In fact, there are many open questions, for example, the effect of uncertainties on the formation of multi-cluster flocking and extension of the local sensitivity to the initial and boundary problems in the context of flocking. In fact, as far as the authors know, the initial and boundary value problems are not well studied in the flocking problems even for the deterministic flocking models. We leave these interesting issues for future works.
• Step A (The zeroth-order estimates) : We multiply (3.3) 2 by ∂ z u n+1 to get 1 2
where C is a positive random function independent of n and we used the Sobolev embedding theorem, Young's inequality and Lemma 3.1. Now, we apply Grönwall's lemma for (A.1) to yield
• Step B (Higher-order estimates) : For 1 ≤ k ≤ s, we apply ∇ k to (3.3) 2 , multiply by ∇ k (∂ z u n+1 ) and integrate the resulting relation over T d to obtain 1 2 Here, we separately estimate I 6i 's as follows.
(Estimates for I 6i , i = 1, 2, 3, 4) : We use the Cauchy-Schwarz inequality, commutator estimates and Young's inequality to get
(Estimates for I 6i , i = 5, 6, 7) : For I 65 , one gets
where we used the Cauchy-Schwarz inequality and Young's inequality.
For I 66 , we use the same arguments as I 65 to get
For I 67 , we have
We gather all results for I 6i 's, sum over 0 ≤ k ≤ s, integrate the resulting relation and combine with (A.2) to get
Finally, we use Grönwall's lemma to obtain the desired result.
where we used the Cauchy-Schwarz inequality and Young's inequality. 
Finally, we gather the estimates for I 9i (i = 1, · · · , 5) to obtain
whereF m (z) is given bŷ We apply Grönwall's lemma for (D.1) to yield
where F m (z) is defined as This implies the desired estimate.
