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Biochemical and medical literature establish lactate as a fundamental biomarker that can shed light 
on the energy consumption dynamics of the body at cellular and physiological levels. It is therefore, 
not surprising that it has been linked to many critical conditions ranging from the morbidity and 
mortality of critically ill patients to the diagnosis and prognosis of acute ischemic stroke, septic shock, 
lung injuries, insulin resistance in diabetic patients, and cancer. Currently, the gold standard for the 
measurement of lactate requires blood sampling. The invasive and costly nature of this procedure 
severely limits its application outside intensive care units. Optical sensors can provide a non‑invasive, 
inexpensive, easy‑to‑use, continuous alternative to blood sampling. Previous efforts to achieve this 
have shown significant potential, but have been inconclusive. A measure that has been previously 
overlooked in this context, is the use of variable selection methods to identify regions of the optical 
spectrum that are most sensitive to and representative of the concentration of lactate. In this 
study, several wavelength selection methods are investigated and a new genetic algorithm‑based 
wavelength selection method is proposed. This study shows that the development of more accurate 
and parsimonious models for optical estimation of lactate is possible. Unlike many existing methods, 
the proposed method does not impose additional locality constraints on the spectral features and 
therefore helps provide a much more granular interpretation of wavelength importance.
Lactate is a valuable fundamental biomarker that can inform the diagnosis and prognosis of many critical condi-
tions. It has been linked to morbidity and mortality of critically ill  patients1,2, acute ischemic stroke 3–5, septic 
 shock6,7, lung  injuries8, insulin resistance in diabetic  patients9, and cancer 9–12. Moreover, it has been suggested 
that monitoring lactate levels can shed light on the performance of important organs such as the  brain13 and 
the  heart14. Finally, the lactate shuttle theory highlights the significance of this biomarker in understanding the 
energy consumption dynamics of the body as a  whole15.
The clinically accepted procedure for the measurement of blood lactate relies on intermittent blood sampling. 
However, the invasive and costly nature of this procedure severely limits its application outside intensive care 
units. The development of sensors that build on the optical properties of lactate to estimate its concentration, can 
lead to a non-invasive, transcutaneous, continuous, and inexpensive alternative to blood sampling. Some devices 
are commercially available for this purpose, but they produce indirect and inaccurate measurements of lactate 
by correlating it with muscle oxygen saturation,  SmO2. There have been a limited number of studies targeting 
direct, optical estimation of lactate. These studies, in spite of underlining the potential for optical measurements 
of lactate, have not been conclusive.
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A study on quantification of lactate in plasma and using Fourier Transform InfraRed (FT-IR) spectroscopy 
reported promising  results16. Therein, Based on an iterative procedure, the concentration of an analyte is esti-
mated from the sample’s absorption profile. Subsequently, the analyte’s contribution to the absorption profile 
is subtracted and the next analyte is estimated. Using a validation set of 14 plasma samples from 14 different 
patients, a coefficient of correlation of rv =0.97 and a Root-Mean-Square Error (RMSE) of Validation (RMSEV) 
of 0.15 mmol/l was reported for the estimation of lactate. Similarly, the use of multivariate models, namely Par-
tial Least Squares (PLS), has been investigated to estimate the concentration of lactate in Near InfraRed (NIR) 
spectra of whole human  blood17. Therein, the spectra covered the wavelength range of 2050–2400 nm and were 
collected in transmittance mode. Three blood samples were collected from each of the five participating subjects 
during an exercise study. Each sample was spiked twice with lactate to produce a wider range of lactate variations 
in the dataset; yielding 45 samples with different lactate concentrations. Using leave-one-out cross-validation, a 
correlation coefficient of  rCV = 0.978 and a RMSE of Cross-Validation (RMSECV) of 0.65 mmol/l were reported 
between the predicted values and the reference values. A baseline correction by subtracting each subject’s baseline 
spectrum from its spectra was shown to significantly improve the results; leading to rCV = 0.992 and RMSECV 
of 0.21 mmol/l. Following this, the in-vivo application of this method was carried out within the 1500–1750 nm 
spectral  range18. Forty samples were collected from 10 subjects in an excericse study and their spectra were used 
for training and cross-validation. A correlation coefficient of rCV = 0.98 and a RMSECV = 0.76 mmol/l were 
reported. Without the inter-subject baseline correction, these values were  rcv =0.86 and RMSECV = 2.21 mmol/l. 
This clearly highlights the importance of baseline differences between subjects, both in blood composition and 
in the optical properties of the skin.
While the aforementioned studies clearly demonstrate the potential of multivariate modelling and optical 
spectroscopy in achieving a reagent-free and potentially non-invasive measurement of lactate, to date, a direct 
and accurate optical lactate sensor has not yet been developed. The authors believe that a comprehensive analysis 
of the optical properties of lactate and the identification of wavelengths that are most indicative of its concen-
tration can play a crucial role in achieving this aim. A data-driven approach to fulfil this objective is the use of 
variable (wavelength) selection methods. These methods offer two clear benefits. Firstly, it has been shown that 
the inclusion of uninformative wavelengths in the training process negatively affects the accuracy of predictions 
and model  interpretability19–22. Secondly, from a more practical point of view, the identification of a few wave-
lengths, or regions of the optical spectrum, that contain information about chemical species, significantly reduces 
the time and cost associated with their measurement and enables the development of portable and high-speed 
optical sensors. In spite of these benefits, no study in the literature has investigated the application of wavelength 
selection methods for the estimation of lactate. To this end, this study conducts a comprehensive analysis of 
the application of wavelength selection methods on a set of spectra that were obtained by controlled variation 
of Na-lactate in a Phosphate Buffer Solution (PBS). PBS was chosen to firstly ensure minimal chemical changes 
that may be correlated with the concentration of lactate, and secondly to facilitate the interpretation of results.
The rest of this article is organised as follows. Section 2, highlights the importance of lactate as a fundamen-
tal biomarker. This section is, then, concluded with a brief on spectroscopic data and quantitative methods for 
their analysis. Section 3 describes the lactate and PBS dataset. Section 4 provides a summary of three classes of 
wavelength selection methods, describes the four methods investigated in this study, outlines their limitations, 
and presents the new GA algorithm. Finally, Sect. 5 reports the results and concludes this paper.
Background
Cellular respiration, lactate, and adenosine triphosphate. Highlighting the relationship between 
lactate and Adenosine TriPhosphate (ATP), known as the universal energy currency of cells, helps demonstrate 
the importance of lactate as a remarkable biomarker. Transcending human biology, ATP is seen in all living 
organisms. It provides cells with easily accessible energy to fuel various processes such as biosynthesis, metabo-
lism, DeoxyriboNucleic Acid (DNA) synthesis, muscle contraction, transport of ions and impulse transition in 
the nervous  system23. The storage of easily accessible bioenergy in ATP is the outcome of cellular respiration. In 
this process, carbohydrates are broken down into simple sugars and these simple sugars are further processed 
to produce ATP. In animals, including humans, glucose is the most common type of such sugars that can be 
metabolised by cells.
Glycolysis is an important ATP producing system in living organisms. In glycolysis, cells break down a mol-
ecule of glucose and extract a net of two ATP and two molecules of pyruvate. This process does not require oxygen 
(anaerobic) and can produce ATP at a very fast rate. For instance, in an intense maximal workout, glycolysis 
may become an important energy production mechanism to fuel the body, but only for a few minutes. In the 
absence of a sufficient supply of oxygen, pyruvate is converted to lactate to help maintain glycolysis for longer 
periods. In the presence of oxygen, pyruvate, together with fatty acids and amino acids, are eventually reduced 
to hydrogen and carbon dioxide in a chain of reactions that produce around 28–30 additional ATP per molecule 
of glucose. The whole system is collectively referred to as aerobic respiration and includes 4 stages; glycolysis, 
the link reaction, the Krebs cycle, and oxidative  phosphorylation24.
The completion of an aerobic respiration cycle, takes a longer time than glycolysis alone, up to 100 times. 
It is, however, much more “efficient” in terms of ATP production, as 30–32 ATPs per molecule of glucose are 
produced in the aerobic cycle compared to 2 ATPs per molecule of glucose in glycolysis  alone25. But of course, 
among other things, aerobic respiration requires sufficient supplies of oxygen. Therefore, higher than normal 
levels of glycolysis, and consequently, higher levels of lactate may be observed in conditions where the oxygen 
supply to cells is restricted or when cells need faster than normal deposits of energy relative to what aerobic 
respiration can supply.
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This brief introduction highlights the importance of lactate as a fundamental biomarker that sheds light on 
the energy consumption patterns of the body. What follows provides a brief overview of the role of lactate as a 
prognostic and diagnostic measure in a wide range of diseases.
Lactate: a valuable indicator of disease. Lactate is a valuable biomarker in understanding diseases 
both at the cellular and physiological levels. From a cellular perspective, as described in Sect. 2.1, lactate can be 
indicative of the energy consumption dynamics. From a physiological perspective, some organs are -mainly- 
lactate consuming; for instance, it has been suggested that lactate may be an efficient fuel for the brain. Some 
organs are lactate clearing; for instance, the liver processes excess, non-metabolised lactate and converts it back 
to glucose in the Cori Cycle. Finally, some organs are lactate producing such as skeletal muscles and some are 
lactate clearing such as the kidney. The kidney helps clear excess lactate in hyperlactatemia. The lactate shuttle 
theory describes a dynamic, pH-dependant flow of lactate between  organs15. Therefore, a major, unexpected 
disruption in these dynamics can be an early sign of disease.
While such dynamics are not fully understood, the relationship between lactate and many diseases is well-
documented. Insufficient delivery of oxygen to tissue (hypoxia) or insufficient perfusion of the tissue (ischemia) 
can have drastic consequences. The most significant tissues that are commonly affected by hypoxia or ischemia 
are cardiac and cerebral tissues. Severe cardiac or cerebral ischemia can cause irreversible and potentially fatal 
conditions, namely myocardial infarction and acute ischemic stroke. As mentioned in Sect. 1.1, insufficient oxy-
gen delivery can also tilt the healthy balance between glycolysis and oxidative pathways towards the former, and 
result in high levels of lactate (hyperlactatemia). Therefore, monitoring lactate levels can contribute to improved 
diagnosis and prognosis in these  conditions3,5,26. Similarly, different types of shock, caused by inadequate cardiac 
pump function (cardiogenic shock), severe infection (septic shock), obstruction of the vessels (obstructive shock), 
and decrease in blood volume (hypovolemic shock) are associated with  hyperlactatemia6,14.
Increased lactate levels have been observed in patients with lung  injury8, increased white blood cell  activity27, 
and reduced lactate clearance capability by the liver and  kidney28. Lactate has been shown to be an important 
diagnostic marker of generalised tonic–clonic  seizures29. Increased lactate level has been linked to the progres-
sion of insulin resistance in diabetic  patients9. Lactate has also been described as a key regulatory element in 
response to  stress30,31.
Cancer is another life-threatening disease that causes elevated lactate levels. It is known that cancer cell 
metabolism is different from normal cells, and demonstrate an abnormal conversion of glucose to lactate, even in 
the presence of oxygen (aerobic glycolysis)9–12. A sudden change in the balance between glycolysis and oxidative 
metabolism can also take place as a result of important metabolic  changes32.
Given this overview, it is not surprising that there is overwhelming evidence that underlines the relationship 
between increased lactate levels and increased morbidity and mortality in critically ill patients. This further 
highlights the importance of monitoring lactate in the early resuscitation of critically ill  patients1,2,26. These 
subjects have been more extensively explored in the  litrature26,33–36.
Spectroscopic data and the small n , large p problem. In spectroscopic applications, commonly one 
is interested in analysing the optical properties of a molecule over a wide wavelength interval. Such intervals can 
include hundreds or thousands of wavelengths (variables, p ). In quantitative analysis, the target may be finding 
a mathematical model that maps such spectra to the concentration of an analyte. However, the time and cost 
associated with sample preparations and obtaining the spectra often limits the number of spectra (observations, 
n ) to only tens. This poses a challenge for model training and is commonly known as the small n, large p problem.
Partial Least Squares (PLS) and Principle Component Regression (PCR) are commonly used in the analysis 
of spectroscopic data due to two reasons. Firstly, often many of the wavelengths in the spectra contain collinear, 
redundant or uninformative information and both PLS and PCR can adequately eliminate the negative effects of 
such variables. They reduce the dimensionality of the p-dimensional data -the spectra- by projecting them onto 
a c-dimensional space, where c < p . Generally, the larger the number of collinear or redundant variables, the 
smaller can c become. The resulting variables are known as latent variables. Secondly, based on the Beer-Lambert 
law, there is a linear relationship between the optical absorbance of an absorbing species and its molar concen-
tration, when the concentration is low. Both PLS and PCR are linear—or more accurately bilinear—regression 
methods.
The predictive ability of PLS and PCR are often shown to be very similar in practical applications. However, 
PLS usually achieves the same level of accuracy with less latent variables. This is due to the fact that PLS maxim-
ises the covariance between independent variables, X , and dependent variables, Y  , while Principle Component 
Analysis (PCA) finds the axes of maximal variance in the independent variable space (eigenvectors), X 37–39. 
While PLS is used throughout this study, the methods discussed here are generalisable to PCR. Moreover, apart 
from the first two investigated methods, i.e. the methods suggested by Frenich et al.40 and Centner et al.22 which 
rely on the coefficients of independent variables in the linear model, the rest of the methods can be generalised 
to nonlinear regression methods such as random forests, gradient boosted trees, support vector regression and 
neural networks.
PLS can be described using Eqs. (1) and (2).
(1)X = TPT + E
(2)Y = UQT + F
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where X denotes the ( n× p ) matrix of independent variables e. g. the absorption profiles for n samples, each 
including p wavelengths, Y  denotes the ( n×m ) matrix of dependent variables, e.g. the concentrations of m 
absorbing species for n spectra, T and U  are ( n× c ) matrices of latent variables, also known as X - and Y-score 
matrices, or PLS components, P and Q are known as X and Y-loading matrices and are ( p× c ) and ( m× c ) 
respectively, E is the ( n× p ) matrix of residuals for X and F is the ( n×m ) matrix of residuals for Y  . PLS max-
imises the covariance between the latent variables of X and Y  as represented by the T and U  matrices, cov(t, u) . 
Assuming a linear relationship between matrices T and U  would lead to,
where B is the ( p×m ) matrix of regression coefficients and G is the (n×m) matrix of regression  residuals41. 
The choice of the number of latent variables can determine overfitting or under-fitting. While different criteria 
for the selection of the number of latent variables have been proposed in the literature, a common approach is to 
plot the Predicted Residual Error Sum of Squares (PRESS) against the number of latent variables and choosing 
the point where the PRESS  plateaus39.
Dataset
This section describes the spectra collection procedure and has previously been comprehensively  described42. 
Na-lactate and isotonic PBS were acquired in dry form from Thermo Fisher Scientific (Massachusetts, USA). 
A stock solution of 600 mmol/L Na-lactate was prepared by dissolving 67.236 g of Na-lactate powder in 1L of 
deionized water. The lactate stock solution was then diluted with 1X aqueous PBS to make 47 solutions with 
molar concentrations of lactate ranging between 0 to 18 mmol/L. The lactate increments are 0.25 mmol/L within 
the range of 0–5 mmol/L (21 samples), and 0.5 mmol/L within the range of 5–18 mmol/L (26 samples).
All solutions were maintained at room temperature 24 °C ( ±0.5 ), and their potential of Hydrogen (pH) values 
was tested to be 6.5 ( ±0.2 ). Measurement of pH was carried out using Orion Star A211 Advanced pH Benchtop 
Meter Kit (Thermo Fisher Scientific, Massachusetts, USA). The concentrations of lactate were verified using an 
LM5 lactate analyzer (Analox Instruments Limited, Stourbridge, England, UK).
FTIR spectra of samples, within 450–4000 cm−1 (2500–22,222 nm), were obtained using Spectrum Two 
FTIR Spectrometer (Perkin Elmer, Massachusetts, USA) with horizontal Attenuated Total Reflectance (ATR) 
accessory-ZnSe crystal (Pike Technologies, Madison, WI, USA) and the following settings, resolution of 4cm−1 , 
an interval of 1cm−1 , accumulation of 100 scans, and internal Jacquinot-stop of 8.94 mm . The lactate solutions 
were run at random to prevent any potential temporal bias.
All pre-processing operations and implementation of algorithms were carried out in MATLAB R2018a. 
Figure 1, depicts the dataset consisting of 47 ATR-FTIR spectra of lactate in PBS solutions. The concentrations 
of lactate vary between 0–18 mmol/L. Figure 1a shows the raw absorbance spectra, Fig. 1b shows the spectra 
with the PBS spectrum subtracted.
Wavelength selection
Although PLS and PCR address some of the issues that rise from the large p , small n nature of spectroscopic data, 
it has been shown that the inclusion of uninformative wavelengths in the training process negatively affects the 
accuracy of predictions as well as model  interpretability19–22,43. Moreover, from a more practical point of view, 
the identification of the specific wavelengths, or regions of the optical spectrum, that contain information about 
chemical species, significantly reduces the time and cost associated with monitoring them and facilitates the 
development of portable, high-speed sensors.
The straightforward application of statistical variable selection techniques, such as forward selection and 
backward selection, to small n , large p problems can lead to extreme overfitting. This is due to the excessive model 
selection/rejection steps, which could exponentially increase with the number of variables for some methods. 
This excessive selection/rejection can undermine statistical measure of significance, cause type II errors, and 
lead to  overfitting44,45.
(3)Y = XB+ G
Figure 1.  The spectra of the dataset containing 47 ATR-FTIR spectra of lactate in PBS solutions. (a) Shows the 
47 spectra of lactate in PBS, overlaid due to the dominant effect of water absorption peaks in the solutions. (b) 
Highlights the changes in absorption of lactate by subtraction of base lactate (0 mmol/l).
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What follows provides a brief overview of some wavelength selection methods. In particular, wavelength 
selection methods may be categorised into three main groups (1) simple strategies for selection/elimination of 
variables based on the variables’ weights (coefficients) in predictive models (2) interval selection methods and 
(3) heuristic global search methods. These methods are briefly described below. Subsequently, some of the well-
known methods from each group are applied to the lactate dataset and the results are compared.
Throughout this article, in order to ensure that validation sets are sufficiently representative of the dataset, 
they are chosen in the following way. To select nv data points for validation, the dataset is first sorted based on the 
concentration of lactate and is then split into nv blocks, such that all blocks contain an equal number of spectra 
or one less when the number of spectra is not divisible to nv . Subsequently, a data point is randomly selected 
from each block to produce the required nv validation data points.
The validity of models is assessed using cross-validation and an independent test set. Due to the need for 
manual intervention in some cases as well as the computationally demanding nature of some of the investigated 
wavelength selection methods, it is impractical to perform wavelength selection within each cross-validation 
loop. Therefore, cross-validation is performed on the models with selected wavelengths. This is expected to bias 
the cross-validation results and underestimate RMSE due to data leakage. To mitigate this issue, Monte Carlo 
cross-validation (MCCV) is used. In MCCV, a dataset containing n samples is randomly split into a validation 
set of size nv and a calibration set of size n− nv . The model is then calibrated on the n− nv observations and 
predication errors are calculated for the nv held-out observations. This process is repeated for a predetermined 
number of times ( N ) to estimate the prediction error.  RMSECVMC is defined as,
where ŷij is the predicted value of the jth data point in the validation set and in the ith iteration of MCCV and 
yij is the associated reference value. Compared to the two widely used leave-one-out and leave-nv-out ( nv > 1 ) 
cross-validation routines, MCCV (similar to leave-nv-out) places more emphasis on the validation process by 
including more than one observation in the validation set. In leave-nv-out, however, all of the possible ways in 
which the data can be split into calibration and validation sets need to be examined ( i.e.Cnnv =
(
n
nv
)
 events), 
while in MCCV only a random subsample of such events is examined. Therefore, MCCV is more computation-
ally tractable than leave-nv-out and less susceptible to overfitting than leave-one-out46. Finally, the cross-valida-
tion results are complemented with the prediction results, RMSEP and coefficient of determination %R2Test, 
pertaining to a representative independent test set of eight, held out from all pre-processing and wavelength 
selection steps, and only used for the validation of the models with selected features. RMSEP is given by,
where nt denotes the number of observations in the independent test set. %R2Test is defined as,
where 
−
y is the mean of the dependent variable in the test set.
Coefficient‑based variable importance. Garrido Frenich et  al. proposed a simple method based on 
PLS regression coefficients ( b)40. In this method, similar to the interpretation of parameters in standard linear 
regression, the PLS coefficients—B in Eq. (3)—are considered as a measure of variable (wavelength) significance, 
although in small n , large p problems there is little statistical justification to do so, and type I errors are to be 
expected. Moreover, a large coefficient can also represent a variable with small absolute value and large variance. 
In order to mitigate the error that could be caused by such variables, each variable is scaled with the inverse of its 
standard deviation. The variables with high regression coefficients, b′i , for the standardised matrix, Xstandardised , 
are considered to be important  variables40, where b′i is the element of the coefficient vector B′ that corresponds 
to the variable i.
A disadvantage of the method described above is that it does not consider the uncertainty of b′ coefficients. 
In particular, these values can exhibit drastic changes in successive training with resampled data. To demonstrate 
this, the histograms of three coefficients obtained with MCCV for the lactate dataset are depicted in Fig. 2.
Centner et al. proposed a method, Elimination of Uninformative Variables (EUV) that similarly uses the 
regression coefficient to assess the importance of  variables22. The EUV captures the uncertainty of b′i coefficients 
by considering a reliability measure, that is equivalent to the t-static for the null hypothesis of H0 : µbi = 0,
(4)RMSECVMC =
√√√√ 1
N × nv
N∑
i=1
nv∑
j=1
(
yij − ŷij
)2
,
(5)RMSEP =
√√√√ 1
nt
nt∑
i=1
(
yi − ŷi
)2
,
(6)R2Test =

1−
�nt
i=1
�
yi − �yi�2�nt
i=1
�
yi−
−
y
�2

× 100,
(7)ci =
−
bi
σ(bi)
,
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where ci is the reliability of the variable i , 
−
bi and σ(bi) are the mean and standard deviation of the PLS regres-
sion coefficient for the i th variable (wavelength). These estimates are obtained using a resampling method, for 
instance, leave-one-out. The reliability values below a certain threshold may be deemed uninformative and, 
therefore, unselected. To find a good threshold, the spectra are augmented with random values and the cut-off 
reliability is selected as max(abs(cartif )) . The application of this method to the lactate dataset leads to the elimi-
nation of almost 70% of variables.
Interval selection techniques. The optical spectra have locality features. In other words, the information 
about the concentration of chemical species is focused on certain regions of the optical spectra. The incorpora-
tion of this assumption into the search strategies yields a different class of wavelength selection techniques. A 
simple way to achieve this is to split the spectra into equidistant intervals and treat each interval as a variable. As 
a result, the dimensionality of the space of variables can be significantly reduced, from thousands of variables to 
tens of intervals. This has the additional benefit that many classical techniques such as Forward Selection (FS) 
and Backward Elimination (BE) can be applied to these intervals. This is the key insight behind interval PLS 
(iPLS) proposed by Nørgaard et al. 47, and its variations such as forward iPLS (combination of FS and iPLS), 
backward iPLS (BE and iPLS), synergy iPLS (combinatorial interval selection), and GA-iPLS (selection of inter-
val combinations using a genetic algorithm). Nørgaard et al. also suggested micro-optimisations, such as one-
sided or double-sided expansion and truncation of the “best interval”. The number of intervals is a key parameter 
that could have major implications on the outcome. In this study, two values for the number of intervals were 
used, 20 and 40.
While iPLS can provide a good representation of the informative regions of the optical spectrum, the two 
requirements of equidistant intervals and the predetermined number of intervals are restrictive. As a result, there 
is very little chance that the optimal interval can be found using this approach. Moving Window PLS (MWPLS) 
relaxes these requirements by selecting an interval with a predetermined length at one end of the spectrum and 
then moving the centre of the window one wavelength at a  time48. As an alternative to RMSECV and RMSEV, 
Jiang et al. suggested a criterion based on the uncertainty of the local models. This uncertainty is reflected in the 
number of latent structures (the number of PLS components) and the Sum of Squared Residuals (SSR) of training. 
Multiple models with different complexities (PLS components) are developed for every interval. The goodness 
of an interval is then judged by how the addition of PLS components improves the SSR. If the SSR is relatively 
high or if it continues to significantly improve with the addition of PLS components, this suggests that these 
components are used to model inherent uncertainties, and therefore, the interval is not informative. In summary, 
according to this criterion, a good interval is an interval that obtains low SSRs with only a few components and 
the addition of extra components does not significantly improve the results.
Heuristic global optimisation search methods. A different approach is the use of heuristic global 
optimisation methods to find a suboptimal combination of variables. Here the problem can be formulated as an 
optimisation problem where the objective is to minimise a cost function, such as RMSE of Calibration (RMSEC), 
or RMSECV, by choosing the right combination of variables. Genetic algorithms, a class of biologically-inspired, 
evolutionary algorithms have found many applications engineering, biomedicine, chemometrics, genomics, and 
spectroscopy due to their ability in solving complex, nonlinear optimisation problems. Many variations and dif-
ferent implementation of this method can be found in the  literature49–55.
Genetic algorithms are inspired by Darwinian selection, i.e. the survival of “good” genes in offspring. The 
algorithm begins with a random population of chromosomes or candidate solutions. In a variable selection 
problem, each chromosome can be coded as a bit-string, where a one represents selection and a zero represents 
deselection. Each chromosome is then assigned a fitness value or an unfitness value in a minimisation problem. 
Figure 2.  Histograms of the PLS coefficients for wavelengths (a) 1094, (b) 1468, c) 3322 [ cm−1 ] obtained using 
Monte Carlo cross-validation with 10,000 iterations.
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Here the unfitness value can be RMSEV, RMSEC, RMSECV. Candidate solutions (chromosomes) that produce 
better results will have a higher likelihood of passing on their genes to the next generation (selection), recombin-
ing their -likely good- genes with other fit genomes (crossover), and finally passing on their genes to the next 
generation of genomes with some random mutation. The last operation is necessary to ensure that the optimi-
sation landscape will be explored and reduce the likelihood of getting stuck in local minima. This process will 
continue for a predetermined number of generations or until a convergence criterion is met.
The proposed GA method. In large p small n problems, genetic algorithms are likely to lead to over-fitting. A 
rule of thumb to avoid this is to keep the ratio of the number of variables, p , and the number samples, n , small. 
It has been suggested that depending on the noise levels the ratios ( p/n ) of greater than five are very likely to 
lead to  overfitting55. In the lactate dataset, this ratio is greater than 80, i.e. 3151 wavelengths and 39 samples in 
the training set. However, there are some measures that can mitigate this issue, such as using intervals rather 
than variables (similar to iPLS) or using a dependant validation set to stop the operations when the RMSEV 
starts to increase (early stopping). As mentioned in Sect. 4.2, using intervals imposes extremely limiting con-
straints which leaves very little chance of obtaining a minimal and optimal selection of wavelengths. Therefore, 
in the proposed method we use the bit-string representation of wavelengths. The unfitness function is defined 
as MSEC, however, in order to reduce the likelihood of over-fitting three strategies are incorporated in the GA 
method;
• Firstly, in each run of GA, the training set is randomly split into a validation set and a training set. The 
RMSEV for the randomly selected validation set is only used once to evaluate the goodness of the final solu-
tion for that GA run. If the final solution obtained in a GA run produces a RMSEV above a threshold, it will 
be discarded. Here the threshold is defined as 1.5× RMSEVfullmodel.
• Secondly, the evaluation of the fitness function for each chromosome is done using MCCV with 100 resa-
mpling iterations. In particular, the training set is randomly split into a training set and a validation set and 
the MSEC and MSEV are calculated. This resampling process is repeated 100 times and the resulting MSECs 
and MSEVs are averaged to produce a more robust estimate of MSEC and MSEV , denoted by  MSEC and 
MSEV  for a given chromosome. This layered design minimises the likelihood of overfitting since it ensures 
that the solution has produced good results across thousands of resampled datasets (a) in every fitness evalu-
ation step and (b) along different generations. Moreover, it produces a number of important statistics that 
can be incorporated in the objective function, for example, the mean and standard deviations of the MSEC 
and/or MSEV. In the current study, only the average estimate of MSEC is used in the objective function, but 
a comprehensive analysis of different objective functions will be carried out in the future.
• Finally, the genetic algorithm is run 100 times, and the importance of variables are calculated as the average 
number of times that a variable is selected.
Figure 3 depicts the results for one run of the proposed GA-based wavelength selection on the lactate dataset. 
Figure 3c demonstrates a smooth convergence to a minimum, validating the choice of RMSEC as a measure 
of chromosome unfitness. Figure 3a,b show RMSEV  and RMSECVMCCV respectively, both suggesting that the 
proposed method successfully avoids overfitting. Finally, Fig. 3d shows the selection of wavelengths (denoted 
with black pixels), in the fittest chromosome of the generation. It can be seen that the initial randomly selected 
variables in the first generation gradually converge to a solution.
In order to ensure that the solutions in different runs are stable, they are arranged in rows of a matrix, Gn×p . 
The matrix H = Gt × G , is a (p× p) matrix, where Gt is the transpose of G . Each element of this matrix, hij , shows 
the number of times that wavelength j was selected when wavelength i was selected. Some similarities between 
matrix H and 2D correlation synchronous plot are to be expected, however, matrix H highlights 1. wavelengths 
that most contribute to the prediction of lactate given the underlying model (here PLS) 2. Shows how consist-
ent the pattern of selection deselection in different runs of the GA are. The matrix H and the 2D correlation 
synchronous plot are depicted in Fig. 4a,b. The probability of selection in different runs of GA for wavelength 
wi is denoted with PGA(wi) and is defined as the number of times that wi was selected divided by the number of 
GA runs. This is depicted in Fig. 4c.
Interestingly, it can be seen that while unlike iPLS and MWPLS, the locality of features is not hardcoded in 
the method, local features have emerged, i.e. adjacent wavelengths have relatively similar PGA(wi) values. Moreo-
ver, the results are much more granular and easier to interpret compared to both the aforementioned methods. 
Apart from the major peaks in the finger print region (i.e. 500− 1500cm−1 ) the region between 3260− 3650 
cm−1 contains a few significant intervals, particularly the interval 3490− 3520 cm−1 which has previously been 
linked to α-hydroxy-esters methyl  lactate56.
Results
In this section, the eight reduced models, and the complete model are compared. The model based on the interval 
selected by iPLS with 20 intervals and 40 intervals are denoted by iPLS20 and iPLS40 respectively. The two FS-
iPLS models are similarly denoted by FS-iPLS20 and FS-iPLS40. The method presented in Garrido Frenich et al., 
is denoted with β . Prior to the analysis the optimal number of components for all 12 models are selected as the 
elbow point in the Predicted Residuals Error Sum of Squares (PRESS) plot. The model based on MWPLS uses 
the interval of 1050–1430 cm−1 which is chosen based on the criterion set out Jiang et al.48. For the proposed GA 
model, all wavelengths with PGA(wi) smaller than 0.6 have been eliminated to produce a reasonable reduction 
in the number of wavelengths. A more rigorous approach to select this threshold could be the use of RMSECV 
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and RMSEV, but in the present study, this has not been considered for simplicity. Figure 5 demonstrates the 
variables selected by each method.
The comparison of the nine models is summarised in Table 1. RMSECV is obtained using MCCV and on 
models with predetermined wavelengths. 10,000 resampling iterations are used and in each iteration 5 samples 
are held out for validation and the remaining 42 samples are used for training.
Table 1 demonstrates the potential of variable selection methods for obtaining more accurate predictions 
while relying on a much smaller number of variables. The method proposed by Garrido Frenich et al., denoted 
by β , obtains a comparable performance with the complete model while significantly reducing the number of 
variables. The EUV helps eliminate two-third of uninformative variables while reducing the RMSECV compared 
to the complete model and delivering a comparable  RMSEPTest.
The iPLS20 model exceeds the predictive ability of the complete model while only using the interval of 
1090–1240  cm−1. This interval is associated with the stretching modes of C–C, C–O, C–O–C, and C–OH 
Figure 3.  Application of the proposed GA-based wavelength selection method to the lactate dataset. The figures 
pertain to one run of the GA. (a) RMSEV for the GA run validation set (b) RMSECV, (c) the fitness value 
(RMSEC), (d) The convergence of the selected wavelengths from an initial random population to a solution after 
100 generation, the black marks represent selection.
Figure 4.  (a, b) The comparison of the H matrix and the 2D correlation synchronous plot for the lactate 
dataset. (c) The average number of times that each wavelength was selected.
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Figure 5.  (a, b) The method proposed by Garrido Frenich et al.40 and EUV respectively. The upper part of the plot depicts the bi ′ 
(in Fig. 5a) and ci (in Fig. 5b) values for all wavelengths. The lower part depicts the selected wavelengths. (c, d) The blue bars depict 
RCMECV for each interval for IPLS20 and IPLS40 respectively. The green bars and the numbers above them demonstrate RMSECV 
in FS_IPLS and the order in which the intervals were selected. The green bars can be narrower, thicker, or shift to the sides depending 
on the subsequent micro-optimisations. (e) MWPLS: MSEC for local models with a different number of components. The darker lines 
depict models with more components. (f) PGA(wi) for all wavelengths in the proposed GA-based wavelength selection method.
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functional groups. The iPLS40 selects the interval 1160–1243  cm−1 and provides a comparable RMSECV with 
the complete model, although the RMSEP is notably higher than all other models. The two FS-iPLS models 
outperform all other models, although this comes at the cost of higher model complexity. MWPLS does not 
identify clearly defined intervals, but rather helps infer more informative intervals. The model inferred from 
the application of MWPLS, 1050–1430  cm−1, covers a section of the fingerprint region that in addition to the 
previously mentioned functional groups includes O–H bending.
Interval selection methods such as IPLS and MWPLS are highly constrained by the locality assumption. These 
methods iteratively evaluate local models and completely ignore the potentially significant effects of combining 
non-neighbouring wavelengths (a) in the assessment of wavelength importance, and (b) in the determination of 
the optimal combination of wavelengths for quantitative analysis. Modifications such as FS-IPLS to some extent 
address this limitation, however, as it can be seen from Fig. 5c,d firstly they do not provide a comprehensive 
interpretation of all relevant wavelengths since they only search through a small subset of all possible combina-
tions and ignore k-combinations, k > 1 . Secondly, the selection criterion is highly dependent on the choice of the 
number of intervals. The method proposed by Garrido Frenich et al., β , and EUV do not suffer from the restric-
tive assumptions of interval selection methods. They provide a good understanding of all relevant wavelengths 
-although with potentially many false positives-, but they fully ignore the combinatorial importance of variables. 
Also, the wavelengths selected based on these methods can be many and spread across the spectrum, therefore, 
they might be of little help for developing optical sensors with minimal wavelengths.
The proposed GA based method provides a detailed and unconstrained measure of combinatorial importance 
of variables (Fig. 5f). It can also be seen from Table 1 that a good trade-off between the number of variables and 
the accuracy of predictions can be achieved by selecting variables that were in the final solution in more than 
60% of GA runs. However, the simple strategy of only selecting wavelengths that appear in most of the GA run 
solutions is outperformed by PLS20, iPLS20-FS, and iPLS40-FS. It is possible a combination of these variables 
and less frequently selected variables may be necessary to deliver predictions with higher accuracies.
Conclusion
A comprehensive investigation of the application of wavelength selection methods was carried out on a lactate 
and PBS dataset and it was shown that significant reductions in the number of required wavelengths is not only 
possible but could also be the key for achieving higher accuracies. Additionally, a new genetic-algorithm based 
variable selection method was proposed and it was shown that the method can provide an unconstrained and 
granular interpretation of wavelength importance. The proposed GA method successfully avoids overfitting, 
provides stable solutions, and provides a valuable interpretation of the combinatorial importance of wavelengths. 
However, the simple strategy used here for the extraction of variables from the GA method does not provide the 
highest predictive ability amongst the investigated methods. To address this, our future effort will focus on the 
incorporation of model parsimony in the objective function.
Moreover, in our future work, more complex matrices, namely serum, and blood will be investigated. In 
these solutions, more scatterers and absorbing species with similar molecular structures to lactate are present. 
The former can lead to a lower signal-to-noise ratio and the latter can result in overlapping peaks between 
these absorbers and lactate. Additionally, the interaction of lactate with other chemical entities in the blood can 
complicate the analysis. Nevertheless, as mentioned in the introduction section, previous studies that have used 
broad regions of the optical spectrum for estimation of lactate in blood, have reported promising results. The 
authors expect that the comparison of wavelengths pertinent to the prediction of lactate in PBS and in blood, 
will help conclude which of those are more suitable for practical applications. Finally, since the NIR region of 
the optical spectrum is more appropriate for transcutaneous applications, similar studies will be carried out with 
a focus on the NIR region.
Table 1.  The comparison of the parsimonious models derived using different wavelength selection methods 
in the estimation of lactate concentration. RMSECV is obtained for the models with selected features using a 
Monte Carlo cross-validation with 10,000 resampling iterations. RMSEPTest is obtained for an independent test 
set of 8 randomly selected spectra. R2
Test
% is the coefficient of determination for the test set.
Method # vars #LVs RMSECV [mmol/L]
RMSEPTest
[mmol/L] R2
Test
%
Full − PLS 3151 6 0.4486 0.2935 99.7570
β 630 7 0.4562 0.3825 99.5873
EUV 1071 6 0.3634 0.3370 99.6797
iPLS20 151 7 0.2933 0.2665 99.7997
iPLS40 84 7 0.4419 0.5305 99.2063
FS_iPLS20 345 8 0.2422 0.2195 99.8641
FS_iPLS40 424 10 0.2353 0.2609 99.8079
MWPLS 379 7 0.3576 0.3791 99.5945
GAP>0.6 415 7 0.3868 0.3654 99.6234
11
Vol.:(0123456789)
Scientific Reports |        (2020) 10:16905  | https://doi.org/10.1038/s41598-020-73406-4
www.nature.com/scientificreports/
Received: 1 October 2019; Accepted: 8 September 2020
References
 1. Bakker, J., Nijste, M. W., Jansen, T. C. Clinical use of lactate monitoring in critically ill patients. Ann. Intens. Care (2013).
 2. Nichol, A. D. et al. Relative hyperlactatemia and hospital mortality in critically ill patients: a retrospective multi-centre study. Crit. 
Care 14(1), R25 (2010).
 3. Berthet, C. et al. Neuroprotective role of Lactate after cerebral ischaemia. J. Cerebral Blood Flow Metabolism 29, 1780–1789 (2009).
 4. Brouns, R. et al. Evaluation of lactate as a marker of metabolic stress and cause of secondary damage in acute ischemic stroke or 
TIA. Clin. Chim. Acta 397(1–2), 27–31 (2008).
 5. Sun, P. Z., Cheung, J. S., Wang, E. & Lo, E. H. Association between pH-weighted endogenous amide proton chemical exchange 
saturation transfer MRI and tissue lactic acidosis during acute ischemic stroke. J. Cereb. Blood Flow Metab. 31(8), 1743–1750 
(2011).
 6. Mi Lee, S. & Suk, W. New clinical criteria for septic shock: serum lactate level as new emerging vital sign. J. Thor. Dis. 8(7), 
1388–1390 (2016).
 7. Bellomo, R., Kellum, J. A. & Pinsky, M. R. Transvisceral lactate fluxes during early endotoxemia. Chest 110(1), 198–204 (1996).
 8. De Backer, D., Creteur, J., Zhang, H., Vincent, J.-L. & Norrenberg, M. Lactate production by the lungs in acute lung injury. Am. J. 
Respir. Crit. Care Med. 156(4), 1099–1102 (1997).
 9. Wu, Y. et al. Lactate, a neglected factor for diabetes and cancer interaction. Mediators Inflamm. 2016, 12 (2016).
 10. Jiang, B. Aerobic glycolysis and high level of lactate in cancer metabolism and microenvironment. Genes Dis. 4(1), 25–27 (2017).
 11. Altenberg, B. & Greulich, K. Genes of glycolysis are ubiquitously overexpressed in 24 cancer classes. Genomics 84(6), 1014–1020 
(2004).
 12. Kroemer, G. & Pouyssegur, J. Tumor cell metabolism: cancer’s achilles’ heel. Cancer Cell 13(6), 472–482 (2008).
 13. Riske, L., Thomas, R. K., Baker, G. B. & Dursun, S. M. Lactate in the brain: an update on its relevance to brain energy, neurons, 
glia and panic disorder. Ther. Adv. Psychopharmacol. 7(2), 85–89 (2017).
 14. Lazzeri, C., Valente, S., Chiostri, M. & Gensini, G. F. Clinical significance of lactate in acute cardiac patients. World J. Cardiol. 7, 
483–489 (2015).
 15. Brooks, G. A. The science and translation of lactate shuttle theory. Cell Metobolism 27(4), 757–785 (2018).
 16. Petibois, C., Cazorla, G. & Cassaigne, A. Plasma protein contents determined by fourier-transform infrared spectrometry. Clin. 
Chem. 47(4), 730–738 (2001).
 17. Lafrance, D., Lands, L. C. & Burns, D. H. Measurement of lactate in whole human blood with near-infrared transmission spec-
troscopy. Talanta 60(4), 635–641 (2003).
 18. Lafrance, D., Lands, L. C. & Burns, D. H. In vivo lactate measurement in human tissue by near-infrared diffuse reflectance spec-
troscopy. Vib. Spectrosc. 36(2), 195–202 (2004).
 19. Spiegelman, C. H. et al. Theoretical justification of wavelength selection in PLS calibration: development of a new algorithm. Anal. 
Chem. 70(1), 35–44 (1998).
 20. Cai, W., Li, Y. & Shao, X. A variable selection method based on uninformative variable elimination for multivariate calibration of 
near-infrared spectra. Chemomet. Intell. Lab. Syst. 90(2), 188–194 (2008).
 21. Chang, H. et al. Local strategy combined with a wavelength selection method for multivariate calibration. Sensors 16(6), 827 (2016).
 22. Centner, V., Massart, D.-L., de Noord, O. E., de Jong, S. & Vandeginste, B. M. Elimination of uninformative variables for multivari-
ate calibration. Anal. Chem. 68(21), 3851–3858 (1996).
 23. Boyer, P. D. Energy, life, and ATP. Biosci. Rep. 18, 97–117 (1998).
 24. Hall, J. E. & Guyton, A. C. Guyton and Hall Textbook of Medical Physiology-Thirteenth Edition (Elsevier, Philadelphia, 2015).
 25. Nelson, D. L. & Cox, M. M. Lehninger Principles of Biochemistry (Macmillan Higher Educaation, New York, 2013).
 26. Andersen, L. W. et al. Etiology and therapeutic approach to elevated lactate. Mayo Clin. Proc. 88(10), 1127–1140 (2013).
 27. Haji-Michael, P. G., Ladrière, L., Sener, A., Vincent, J.-L. & Malaisse, W. J. Leukocyte glycolysis and lactate output in animal sepsis 
and ex vivo human blood. Metabolism 48(6), 779–785 (1999).
 28. Bellomo, R. Bench-to-bedside review: lactate and the kidney. Crit. Care 6(4), 322–326 (2002).
 29. Matz, O. et al. Lactate as a diagnostic marker in transient loss of consciousness. Seizure 40, 71–75 (2016).
 30. Garcia-Alvarez, M., Marik, P. & Bello, R. Stress hyperlactataemia: present understanding and controversy. Lancet Diabetes Endo-
crinol. 2(4), 339–347 (2014).
 31 Hall, Gv. Lactate kinetics in human tissues at rest and during exercise. Acta Physiol. 99, 499–508 (2010).
 32. Jones, W. & Bianchi, K. Aerobic glycolysis: beyond proliferation. Front. Immunol. 6, 227 (2015).
 33 Backer, D. D. Lactic acidosis. Intens. Care Med. 29(5), 699–702 (2003).
 34. Rosenstein, P. G., Tennent-Brown, B. S. & Hughes, D. Clinical use of plasma lactate concentration. Part 1: physiology, pathophysiol-
ogy, and measurement. J. Vet. Emerg. Crit. Care 28(2), 85–105 (2018).
 35. San-Millán, I. & Brooks, G. A. Reexamining cancer metabolism: lactate production for carcinogenesis could be the purpose and 
explanation of the Warburg effect. Carcinogenesis 38(2), 119–133 (2017).
 36. van Hall, G. Lactate kinetics in human tissues at rest and during exercise. Acta Physiol. 199(4), 499–508 (2010).
 37. Helland, I. S. On the structure of partial least squares regression. Commun. Stat. Simul. Comput. 17(2), 581–607 (1988).
 38. Wentzell, P. D. & Montoto, L. V. Comparison of principal components regression and partial least squares regression through 
generic simulations of complex mixtures. Chemomet. Intell. Lab. Syst. 65(2), 257–279 (2002).
 39. Abdi, H. Partial least squares regression and projection on latent structure regression (PLS Regression). WIREs Comput. Stat. 2(1), 
97–106 (2010).
 40. GarridoFrenich, A. et al. Wavelength selection method for multicomponent spectrophotometric determinations using partial least 
squares. Analyst 120(12), 2787–2792 (1995).
 41. Rosipal, R. & Krämer, N. Overview and recent advances in partial least squares. In International Statistical and Optimization 
Perspectives Workshop "Subspace, Latent Structure and Feature Selection (Bohinj, Slovenia, 2006)
 42. Budidha, K., Mamouei, M., Baishya, N., Vadgama, P. & Kyriacou, P. A. In vitro quantification of lactate in Phosphate Buffer Saline 
(PBS) samples. In IEEE Engineering in Medicine and Biology Society (EMBC) (Berlin, 2019)
 43. Anzanello, M. J. & Fogliatto, F. S. A review of recent variable selection methods in industrial and chemometrics applications. Eur. 
J. Ind. Eng. 8(5), 619 (2014).
 44. Westad, F. & Martens, H. Variable selection in near infrared spectroscopy based on significance testing in partial least squares 
regression. J. Near Infrared Spectrosc. 8(2), 117–124 (2000).
 45. Andersena, C. M. & Bro, R. Variable selection in regression—a tutorial. J. Chemom. 24(12), 728–737 (2010).
 46. Xu, Q. & Liang, Y. Monte Carlo cross validation. Chemomet. Intell. Lab. Syst. 56(1), 1–11 (2001).
 47. Nørgaard, L. et al. Interval partial least-squares regression (iPLS): a comparative chemometric study with an example from near-
infrared spectroscopy. Appl. Spectrosc. 54(3), 413–419 (2000).
12
Vol:.(1234567890)
Scientific Reports |        (2020) 10:16905  | https://doi.org/10.1038/s41598-020-73406-4
www.nature.com/scientificreports/
 48. Jiang, J.-H., James Berry, R., Siesler, H. W. & Ozaki, Y. Wavelength interval selection in multicomponent spectral analysis by mov-
ing window partial least-squares regression with applications to mid-infrared and near-infrared spectroscopic data. Anal. Chem. 
74(14), 3555–3565 (2002).
 49. Koljonen, J., Nordling, T. E. M. & Alander, J. T. Genetic algorithms in chemometrics. Chemometrics 16(3), 189–197 (2008).
 50. Arakawa, M., Yamashita, Y. & Funatsu, K. Genetic algorithm-based wavelength selection method for spectral calibration. Chemo-
metrics 25(1), 10–19 (2010).
 51. Niazia, A. & Leardi, R. Genetic algorithms in chemometrics. J. Chemom. 26(6), 345–351 (2012).
 52 Wang, Q., Cai, B., Yu, Y. & Cao, H. Spectral quantitative analysis model with combining wavelength selection and topology structure 
optimization. J. Spectrosc. 2016, 1–12 (2016).
 53. Wang, L.-L. et al. A selective review and comparison for interval variable selection in spectroscopic modeling. Chemomet. Intell. 
Lab. Syst. 172(1), 229–240 (2018).
 54. Leardi, R. Genetic algorithms in chemistry. J. Chromatogr. A 1158(1–2), 226–233 (2007).
 55. Leardi, R. & González, A. L. Genetic algorithms applied to feature selection in PLS regression: how and when to use them. Chem-
omet. Intell. Lab. Syst. 41(2), 195–207 (1998).
 56. Seurre, N. et al. Chiral recognition between lactic acid derivatives and an aromatic alcohol in a supersonic expansion: electronic 
and vibrational spectroscopy. Phys. Chem. Chem. Phys. 8(8), 1007–1016 (2006).
Author contributions
M.M. has implemented the methods and performed the analysis. He has also written the manuscript. K.B. and 
N.B. have developed the experimental protocol, carried out the experiments, and acquired the spectra. P.K. and 
M.Q. have overseen the experiments and provided insights into the interpretation of the results. All authors 
have reviewed the manuscript.
Competing interests 
The authors declare no competing interests.
Additional information
Correspondence and requests for materials should be addressed to M.M.
Reprints and permissions information is available at www.nature.com/reprints.
Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and 
institutional affiliations.
Open Access  This article is licensed under a Creative Commons Attribution 4.0 International 
License, which permits use, sharing, adaptation, distribution and reproduction in any medium or 
format, as long as you give appropriate credit to the original author(s) and the source, provide a link to the 
Creative Commons licence, and indicate if changes were made. The images or other third party material in this 
article are included in the article’s Creative Commons licence, unless indicated otherwise in a credit line to the 
material. If material is not included in the article’s Creative Commons licence and your intended use is not 
permitted by statutory regulation or exceeds the permitted use, you will need to obtain permission directly from 
the copyright holder. To view a copy of this licence, visit http://creat iveco mmons .org/licen ses/by/4.0/.
© The Author(s) 2020
