This article compares two approaches to genre analysis: Biber's multidimensional analysis (MDA) and Tribble's use of the keyword function of WordSmith. The comparison is undertaken via a case study of conversation, speech, and academic prose in modern American English. The terms conversation and speech as used in this article correspond to the demographically sampled and context-governed spoken data in the British National Corpus. Conversation represents the type of communication we experience every day whereas speech is produced in situations in which there are few producers and many receivers (e.g., classroom lectures, sermons, and political speeches). Academic prose is a typical formal-written genre that differs markedly from the two spoken genres. The results of the MDA and keyword approaches both on similar genres (conversation vs. speech) and different genres (the two spoken genres vs. academic prose) show that a keyword analysis can capture important genre features revealed by MDA. This article compares two approaches to genre analysis: Biber's (1988) multidimensional analysis (MDA) and Tribble's (1999) use of the keyword function of WordSmith (Scott 1999). The comparison is undertaken via a case study of conversation, speech, and academic prose in modern American English. The terms conversation and speech as used in this article correspond to the demographically sampled and context-governed spoken data in the British National Corpus (BNC; see Aston and Burnard 1998, 31). Conversation represents the type of communication we experience every day (Biber 1988, 10) whereas speech is produced in situations in which there are few producers and many receivers (e.g., classroom lectures, sermons, and political speeches). Academic prose is a typical formal-written genre that differs markedly from the two spoken genres. In this article, we will compare AUTHORS'NOTE: We thank the UK ESRC for supporting us to undertake this pilot study (grant reference RES-000-23-0553). We are equally grateful to Charles F. Meyer, Anne Curzan, and two anonymous reviewers from the Journal of English Linguistics for their insightful and constructive comments on an earlier draft of this article.
the results of the MDA and keyword approaches on both similar genres (conversation vs. speech) and different genres (the two spoken genres vs. academic prose).
While MDA was originally developed to compare written and spoken registers in English (Biber 1988) , the approach has been used extensively in (1) synchronic analyses of specific registers and genres (Biber 1991; Biber and Finegan 1994b; Conrad 1994; Reppen 1994; Tribble 1999 ) and author styles (Biber and Finegan 1994a; Connor-Linton 1988; Watson 1994) , (2) diachronic studies describing the evolution of registers (Biber and Finegan 1989, 1992; Atkinson 1992 Atkinson , 1993 , and (3) register studies of non-Western languages (Besnier 1988; Biber and Hared 1992, 1994; Kim and Biber 1994) and contrastive analyses of different languages (Biber 1995) . In addition, MDA has also been applied in addressing corpus design issues (e.g., Biber 1993 ) and the definitional issues of register/genres and text types (e.g., Biber 1989 ). More recently, Biber et al. (2002) have considered the implications of MDA for the development of teaching materials. Two edited volumes published recently (Conrad and Biber 2001; Reppen, Fitzmaurice, and Biber 2002) demonstrate the ongoing development of the MDA approach.
MDA is undoubtedly a powerful tool in genre analysis. But associated with this power is complexity. The approach is very demanding both computationally and statistically in that it requires expertise not only in extracting a large number of linguistic features from corpora but also in undertaking sophisticated statistical analysis. In this article, we will demonstrate that using the keyword function of WordSmith can achieve approximately the same effect as Biber's MDA. This approach is less demanding as WordSmith can generate wordlists and extract keywords automatically.
The primary corpus data used in this case study were taken from the Santa Barbara Corpus of Spoken American English (SBCSAE) and the Corpus of Professional Spoken American English (CPSA). Based on hundreds of recordings of naturally spoken English from all over the United States, SBCSAE represents a wide variety of people of different regional origins, ages, occupations, and ethnic and social backgrounds and reflects the many ways that people use language in their lives: conversation, gossip, arguments, on-the-job talk, card games, city council meetings, sales pitches, classroom lectures, political speeches, bedtime stories, sermons, weddings, and so forth (cf. Dubois et al. 2000 Dubois et al. -2004 . CPSA is a two-millionword corpus that has been constructed using a selection of transcripts of interactions of various types occurring in professional settings recorded from 1994 to 1998. It has two components. The first component is made up of transcripts of press conferences from the White House, while the second component consists of transcripts of faculty meetings and committee meetings related to national tests (Barlow 1998) . After classifying the 43 corpus files from SBCSAE into the conversation and speech genres on the basis of the topic and number of participants described in the documentation, 1 we found that there were only twelve files for the speech genre in the SBCSAE data available to us, considerably less than the data for the conversation genre. Consequently, we decided to include two files from CPSA (comm797.txt and comr797.txt) to improve the balance of conversation and speech in our study.
As we also wish to contrast the two spoken genres with a typical written genre, the section of academic prose (eighty text samples in category J) from the FROWN corpus (hereafter referred to as FROWNJ) is also included in this case study. FROWN is an update of the Brown corpus containing data from the early 1990s (see Hundt, Sand, and Skandera 1999) . Table 1 shows the data we have used.
To facilitate the extraction of linguistic features, we decided to annotate our corpus grammatically. As we did not have access to the tagging system used by Biber, we tagged our data with the Lancaster CLAWS system, applying the BNC C7 tagset (see Garside, Leech, and McEnery 1997) . As the search patterns Biber developed for his tagger could not readily be used on CLAWS-tagged data, we developed a set of search algorithms that can easily be used in combination with the advanced search functions of WordSmith (e.g., file-based search and context search) to extract the required linguistic features from corpora tagged using CLAWS. These search algorithms allow the extraction of features such as THAT deletion, which are difficult to extract from unannotated texts (for further discussion, see McEnery, Xiao, and Tono 2005) . While some of the patterns we devised may extract only typical instances and some of them may even generate false matches due to tagging errors, the same patterns are applied to all corpus files. Hence, we consider the results for the different genres to be comparable and sufficiently reliable, despite the small margin of error associated with our pattern-matching procedure, as it is assumed that the errors are distributed evenly across the files.
Having presented our methodology and data, in the remainder of this article we will compare the results achieved using the MDA and keyword approaches. But before the comparison is introduced, a brief review of the MDA approach is appropriate. An MDA of the Three Genres Biber (1988) presents a full analysis of twenty-one genres of spoken and written British English on the basis of sixty-seven linguistic features in 481 texts from the Lancaster/Oslo-Bergen (LOB) and London-Lund (LLC) corpora. This study established the multidimensional approach to genre analysis. Biber (1988, 63, 79) used factor analysis in concert with frequency counts of linguistic features to identify the sets of features that co-occur in texts with a high frequency. These are referred to as dimensions or factors. As these dimensions underlie linguistic features, they are conceptually clearer than the many features considered individually.
There are seven dimensions in Biber's MDA. They are informational versus involved production (dimension 1), narrative versus nonnarrative concerns (dimension 2), explicit versus situation-dependent reference (dimension 3), overt expression of persuasion (dimension 4), abstract versus nonabstract information (dimension 5), online informational elaboration (dimension 6), and academic hedging (dimension 7). Some factorial structures (namely, dimensions 1 and 3) include linguistic features with negative loadings. Positive and negative loadings along a dimension are written with a plus or minus symbol, as in factor +1 and factor -3. Biber observes that features with positive loadings co-occur frequently, whereas features with negative loadings occur together on a dimension.
The linguistic features Biber selected for his MDA are all functionally related. The features with positive loadings on dimension 1, for example, first-and secondperson pronouns, THAT deletion, contraction, discourse markers, and private verbs such as believe and think, are all "associated in one way or another with an involved, non-informational focus" (Biber 1988, 105) . Conversely, high frequencies of features with negative weights on dimension 1 (e.g., word length, type/token ratio, attributive adjectives and prepositions) are typically associated with a high informational focus and a careful integration of information in a text. The features with salient positive weights on dimension 2 (e.g., past-tense verbs, third-person pronouns, perfect aspect verbs, present participial clauses, and public verbs such as agree, report, and say) can all be used for narrative purposes (Biber 1988, 92) , although narrative discourse depends heavily on the past tense and verbs marked for the perfect aspect (Biber 1988, 109) . Alongside dimension 3, which is related to explicit versus situation-dependent reference, features with positive loadings include WH relative clauses, phrasal coordination, and nominalization. As Biber (1988, 110) observes, relativization specifies "the identity of referents within a text in an explicit and elaborated manner, so that the addressee will have no doubt as to the intended referent" while "the co-occurrence of phrasal coordination and nominalizations with these relativization features indicates that referentially explicit discourse also tends to be integrated and informational." The two features with negative weights on this dimension, time and place adverbials, on the other hand, depend crucially on the addressee for text-internal references. The features associated with dimension 4 (e.g., prediction modals such as will and shall; necessity modals such as ought, should, and must; conditional subordination; and suasive verbs such as ask, beg, and propose) function together to mark persuasion, whether that be the overt marking of the addresser's own viewpoint or an assessment of the advisability or likelihood of an event presented to persuade the addressee (cf. Biber 1988, 111) . The features associated with dimension 5 (i.e., abstract vs. nonabstract) are conjuncts, main/subordinate passive constructions, and adverbial subordinators. Discourse with a high frequency of passives is typically abstract and technical in content, as well as formal in style. This type of discourse is generally characterized by complex logical relations, which are achieved by conjuncts and adverbial subordinators (cf. Biber 1988, 112) . Features with salient positive weights on dimension 6 (e.g., demonstratives such as this and that, THAT relative clauses, and THAT clauses as verb and adjective complements) function to mark informational elaboration in discourse that is informational but produced under real-time conditions (Biber 1988, 113-14) . Dimension 7 has only one salient positive feature, SEEM/APPEAR. SEEM and APPEAR mark perception rather than assertion of fact and thus mark an assertion as uncertain. They are typically used in academic discourse as a downtoner to qualify the extent to which an assertion is known (Biber 1988, 114) . As the factorial structure of this last dimension was not strong enough for a firm interpretation, it was not discussed in detail in Biber (1988) . Accordingly, this dimension will also be omitted in our analysis.
A full list of the linguistic features, together with illustrative corpus examples, is given in the appendix at the end of this article. Note that in this case study, WH relative clauses in object and subject positions are kept together for ease of presentation. For the same reason, THAT relative clauses refer to those in either object or subject positions. Combinations of similar features to these reduce the number of linguistic features under consideration to fifty-seven.
The dimension score of a text is the sum of the scores for all linguistic features on a dimension. 2 The dimension score of a genre is the mean of the factor scores of the texts within the genre. After the frequency of each of the linguistic features was extracted using our search algorithms, we followed Biber's procedures to compute the dimension scores of the three genres under consideration, which are shown in Table 2 . The table shows that the three genres differ significantly alongside dimensions 1, 3, and 5.
Plotting the dimension scores of the three genres allows a clearer view of the differences, as shown in Figure 1 . It can be seen from the figure that the most marked contrast between these genres lies in dimension 1 (informational vs. involved), though conversation/speech and academic prose also show noticeable differences in dimensions 3 (explicit vs. situation-dependent reference) and 5 (abstract vs. nonabstract). The relative "oralness" or "literateness" of a genre depends on the ex-tent to which texts within the genre are interactive or involved (Biber 1988, 108) . Therefore, conversation, which has an involved, interactive purpose and is subject to real-time production constraints, is the most "oral" of the three genres in this study. In contrast, academic prose is the most "literate" of the three in that it is characterized by careful editing and informational density. Alongside dimension 3, conversation and speech are quite similar in that both genres make extensive reference to the physical and temporal situation of discourse, though to varying degrees (the difference is not statistically significant). In contrast, academic prose tends to make explicit text-internal reference. This feature is explicable in terms of the greater number of opportunities that writing affords one to undertake careful editing. Such opportunities are atypical of spontaneous speech. In terms of dimension 5, academic prose is much more technical and abstract than speech and conversation. Figure 1 also shows that speech has the highest score for dimension 6-the difference is marginally significant-which marks the degree of online informa- tional elaboration under strict, real-time conditions. As conversation does not have an informational focus, it does not need stylistic elaboration. While academic prose is an informationally dense genre that needs elaboration, it is not subject to strict, real-time conditions. Rather, it is produced under circumstances that allow precise lexical choice and careful structural elaboration. Only the genre of speech, which is informationally dense but produced under real-time conditions, needs more online informational elaboration. This analysis is supported by the results of statistical tests in Table 3 . This section introduced the MDA approach to genre analysis and presented the result of an MDA of the three genres. While the process of extracting linguistic features and computing factor scores was not shown, it was very time-consuming and computationally/statistically demanding. In the section that follows, we will use WordSmith to analyze these three genres on the basis of the same data and compare the results of this keyword analysis with those of MDA.
A Keyword Analysis of the Three Genres
WordSmith is an advanced corpus exploration package that includes concordance as well as wordlist, keyword, and collocation functions. Tribble (1999) claims that the keyword function of WordSmith can be used to achieve an effect similar to that of Biber's MDA. Specifically, a keyword analysis not only indicates the "aboutness" (Scott 1999 ) of a particular genre but also reveals the salient features that are functionally related to that genre. As WordSmith can generate a wordlist and extract keywords automatically, the keyword approach to genre analysis does not require users to extract complicated structures from a corpus or undertake a sophisticated statistical analysis. If the approach can be shown to produce results comparable to the MDA approach, it could provide a "low effort" alternative to MDA. This section presents the results of the keyword analysis of the three genres, which are compared with the MDA results to explore the comparability of the results produced by the two techniques.
The first step in applying the keyword approach is to make a wordlist of the corpus files by genre, which is then compared with a reference corpus to extract those words whose frequency is unusually high (positive keywords) or low (negative keywords) in relation to the reference corpus. When this study was carried out, there were not many balanced corpora of American English available to us. As part of the FROWN corpus was already used as the target of our study, we could not use it as our reference corpus. We could have used the Brown corpus, but that corpus sampled texts in the early 1960s, well before the data used in this study. Consequently, we decided to use a corpus of British English as a reference. It is far from ideal to use a British English corpus to provide a reference wordlist for American English data. Using a British English corpus may give prominence to American-isms in our data. However, given that the three genres are compared against the same reference corpus, using British English as a reference will not affect our observations notably if the assumption holds that the genres studied here use Americanisms with roughly similar frequency. One further issue related to the reference corpus is that it is clearly much larger than the corpora that are compared against it. Tribble (1999, 171) claims that the size of the corpus from which the reference wordlist is created is relatively unimportant. Before we undertake a keyword analysis of the three genres, we will first carry out a baseline test to verify this claim by comparing the keyword lists of the two spoken genres, which were created using a reference wordlist from the one-million-word Freiburg-LOB (FLOB) corpus (an update of LOB in the early 1990s; see Hundt, Sand, and Siemund 1998) and a reference wordlist from the 100-millionword BNC corpus. It is important to note that keywords were extracted from our American data, while FLOB or the BNC acted only as a reference corpus. Tables 4  and 5 show the top ten positive and negative keywords from the genres of conversation and speech.
As can be seen in Table 4 , nine out of the top ten positive keywords extracted from the American conversation corpus appear in both the FLOB-and BNC-based keyword lists. Only one item from the FLOB-/BNC-based list does not appear among the top ten in the BNC-/FLOB-based list. The contracted negation (n't) from the FLOB-based list ranks thirteenth in the BNC-based list, while hm from the Xiao, McEnery / Two Approaches to Genre Analysis 69 BNC-based list ranks twenty-first in the FLOB-based list. The top ten negative keyword lists also show similarities, though not as marked as the positive keywords. A similar pattern is found for the American speech corpus. As can be seen in Table 5 , eight positive keywords are the same whether the one-million-word FLOB or the 100-million-word BNC is used as a reference corpus. The two items of the top ten positive keywords from the FLOB-based list, you and do, appear as eleventh and thirteenth in the BNC-based list. The two items of the top ten positive keywords from the BNC-based list, uh and NAEP (the National Assessment for Education Progress), appear as eleventh and twentieth in the FLOB-based list. The top ten negative keywords from the two lists are exactly the same, though they appear in a slightly different order. The top ten positive and negative keywords created for academic prose (not shown in the tables) using a reference wordlist from FLOB and the BNC are also very similar. The above test provides evidence to show that the size of a reference corpus is not very important in making a keyword list. With Tribble's (1999) claim supported, we are now ready to compare the keyword lists of the three genres. We will examine positive keywords that were extracted from the American data using the BNC as a reference corpus. In genre analysis, a key keyword list may prove more useful than a keyword list, because it excludes keywords that occur frequently in only a few texts of a genre. For example, with reference to the BNC, the keywords test and NAEP occur frequently in only two texts in our American speech corpus, namely, comm797.txt and comr797.txt, which were taken from the CPSA corpus. These files contain frequent uses of the two keywords simply because they are transcripts of a national meeting on reading tests and a national meeting on mathematics tests. As WordSmith can create a key keyword database automatically, key keywords are as simple to extract as keywords. Table 6 lists the top ten key keywords from the three genres. It also shows as a percentage the frequency of the keyword in terms of how often it occurs and how widespread it is in the genre. It is clear that key keywords occur frequently in a wide range of texts in each genre. While there are both similarities and differences in the top ten key keywords for conversation and speech, the top ten key keywords for academic prose are totally different from the two spoken genres.
Let us first consider key keywords in the two spoken genres. Table 7 compares the top ten key keywords from conversation and speech. Note that in this table, as in other similar tables in this section, we are talking about top ten keywords. As such, we cannot assume, for example, that there are no instances of a present-tense verb or of questions in speech simply because DO does not appear on the top ten key keyword list of the speech genre. As noted in the previous section, constructions such as private verbs, second-person pronouns, and the pronoun IT all carry an interactive and affective focus. While the two genres share eight key keywords, two key keywords, DO and IT, appear among the top ten of the conversation list but not among the top ten of the speech list. Concordances of DO from the thirty-one texts of the conversation genre show that DO appears in the following structures: (1) analytic negation (i.e., do not, don't), (2) special and general questions, and 3) proverb do in the present tense. As all of these are factor +1 features that have an interactive focus, we will not make a distinction between them; rather, the gross percentage will be used for all of these features. Similarly, n't is both a contraction and an analytic negation, so we will not draw a distinction between the two. Another feature of note in Table 7 is interjections. Interjections are of note for two reasons. First, they are more common in conversation than speech. Second, in- terjections were not considered as discourse markers by Biber (1988) , though they are actually used in the same way as discourse particles to maintain conversational coherence (Schiffrin 1982) and are typical of spoken language. 4 Hence, while interjections are not included as a relevant linguistic feature in MDA, they are an important feature in a keyword analysis. Two key keywords that are found among the top ten of the speech list but not among the top ten of the conversation list are THAT and SO. As CLAWS makes a distinction between the different uses of these words, it is easy to determine their proportions. Concordances of THAT from the fourteen texts of the speech genre show that THAT is used in following contexts:
(2) demonstrative pronoun [this, that, these, and those not followed by a noun;
35.8%], (3) demonstrative [this, that, these, and those followed by a noun; 10.1%], (4) The keyword SO is used in the following contexts: (1) other adverbs, 77%; (2) other adverbial subordination, 14%; and (3) emphatics, 9%. The overall percentages of the two keywords are allocated to appropriate features accordingly. It can be seen in Table 7 that the total of factor +1 for the conversation genre (16.18%) is significantly greater than the total for the speech genre (9.20%). Conversely, in relation to factors +3 and +5, the total of factor +6 for speech is much greater than that for conversation, suggesting a possibly significant difference between the two spoken genres along dimension 6, which indicates the level of online elaboration. These observations of the two spoken genres are in line with the MDA results in the earlier section (see Table 3 ). Table 8 shows the top ten key keywords in academic prose. The first two key keywords are of and the. Of as a preposition adds a negative weight to the dimension of informational versus involved production. Tribble (1999, 175-77) observes that of and the are typically associated with nouns. In academic prose, for example, of is typically used as a postmodifier in the N1 + of + N2 structure (e.g., center of mass, clusters of galaxies). The definite article the is also associated with nouns. In MDA, nouns of the nominalization type are a feature with a positive loading for dimension 3 (explicit vs. situation-dependent reference), while nouns of other types are a feature with a negative loading for dimension 1 (informational vs. involved focus). The present tense verb is adds a positive weight to dimension 1; so does its use as a main verb. But as can be seen from Table 8 , the positive weights of is are well offset by other features with a negative loading for dimension 1. The table also shows that academic prose has a high score for factor +3, that is, this written genre typically makes explicit text-internal reference. The low dimension 1 score and high dimen-sion 3 scores are just what we found for academic prose using the MDA approach in the earlier section. Apart from of, the, and is, the four content words (formula, system, American, and program) indicate the "aboutness" of academic prose, while the three letters (B, G, C) are used mainly as part of a list or variable labels, typical of academic prose. Is as a main verb is typically used in academic prose to make a statement or claim (e.g., it is an excellent example of . . ., it is the user's responsibility to . . .). These key keywords enable us to get a general view of the content and style of academic prose.
Let us now consider the top ten negative keywords from the two spoken genres. Note that because negative keywords are omitted automatically from a key keyword list, we will compare negative keywords from the keyword lists. As negative keywords are relatively infrequent words in relation to a reference corpus, we cannot take the same approach as when studying positive keywords. We need to refer back to the reference corpus to find an explanation for the relatively low frequency of negative keywords in our American data. There is little advantage in using a relatively large reference corpus (Tribble 1999, 171) . Furthermore, as WordSmith allows a maximum of only 16,368 concordances at a time, 6 it would be very inconvenient to use the BNC as the reference corpus to study negative keywords. As such, we will use the FLOB-based keyword lists to study negative keywords in conversation and speech. We will also include negative keywords from academic prose for a contrast. Table 9 lists the top ten negative keywords from the three genres. As can be seen, negative keywords are as revealing as positive keywords. The four linguistic features with positive weights on dimension 1, which are associated with interactive and affective discourse, are found among only the top ten negative keywords of academic prose. Conversely, the two features with negative weights on dimension 1 are found among only the top ten negative keywords of conversation and speech. It is also interesting to note the contrast between the two spoken genres: six out of ten negative keywords from conversation are associated with factor -1 features, while only three negative keywords from speech are associated with factor -1 features. Similarly, seven negative keywords and three linguistic features from academic prose are associated with dimension 2, which suggests that academic prose has a less narrative focus than the two spoken genres. While the difference between the three genres alongside dimension 2 is not statistically significant, academic prose has the lowest score for this dimension (see Table 2 ). It is more difficult to interpret which, which is found only in the top ten negative keywords from the conversation genre. Concordances of which from the reference corpus show that which is primarily used in WH relative clauses and pied piping constructions (67.7%), 7 which are salient features associated with dimension 3. The unusually low frequency of these features indicates that conversation relies heavily on context-dependent reference. The relatively low frequency of WH relative clauses in conversation is conformant with its lowest score for dimension 3 (see Figure 1) .
The above analysis demonstrates that both positive and negative keywords can be good indicators of genre features. While it would seem that a keyword analysis can reflect only some MDA dimensions, the results obtained by both approaches are consistent across the three different genres under consideration; keywords can be used to achieve an approximation to an MDA analysis.
Conclusion
In this article, we compared Biber's MDA approach and Tribble's keyword approach to genre analysis via a case study of conversation, speech, and academic prose in modern American English. The results obtained by the two approaches are similar. The most significant difference between conversation and speech lies in dimension 1, a measure of the informational versus involved distinction. These genres also differ marginally alongside dimension 6, which indicates the level of online elaboration. This means that conversation is considerably more interactive and af- fective than speech. While speech is informationally dense, it is subject to real-time production conditions, and thus speech needs online informational elaboration. The two spoken genres differ significantly from academic prose along dimensions 1, 3, and 5. This means that on one hand, academic prose is the most "literate," technical, and abstract of the three genres under consideration; on the other hand, it tends to make explicit in-text reference, whereas the two spoken genres make context-dependent references. Methodologically, the MDA approach, while providing a powerful and comprehensive tool for genre analysis, requires considerable expertise in data extraction and statistical analysis. The keyword approach, in contrast, provides a less demanding approach to genre analysis. But since this approach provides a less comprehensive contrast of genres and may not work for more fine-grained types of genre analysis, it is not simply a substitute for MDA. Nevertheless, as the keyword approach requires little expertise to undertake and can be undertaken swiftly, it provides a quick and simple means of evaluating a genre against Biber's dimensions. The keyword approach to genre analysis provides linguists with a powerful and easily used tool. , assume, believe, conclude, decide, demonstrate, determine, discover, doubt, estimate, fear, feel, find, forget, guess, hear, hope, imagine, imply, indicate, infer, know, learn, mean, notice, prove, realize, recognize, remember, reveal, see, show, suppose, think, understand. (2) THAT deletion: for example, I think [that] it's so funny. (3) Contraction: n't, 'll, 'd, 'm, 're, 've, ' such a, real, so, just, really, most, more, my, our, myself, ourselves, mine, and ours. (11) pronoun IT: it. 
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