This paper proposes a new method for combining forecasts based on complete subset regressions. For a given set of potential predictor variables we combine forecasts from all possible linear regression models that keep the number of predictors fixed. We explore how the choice of model complexity, as measured by the number of included predictor variables, can be used to trade off the bias and variance of the forecast errors, generating a setup akin to the efficient frontier known from modern portfolio theory. In an application to predictability of stock returns, we find that combinations of subset regressions can produce more accurate forecasts than conventional approaches based on equal-weighted forecasts (which fail to account for the dimensionality of the underlying models), combinations of univariate forecasts, or forecasts generated by methods such as bagging, ridge regression or Bayesian model averaging.
Introduction
Methods for controlling estimation error in forecasting problems involving small sample sizes and many potential predictor variables has been the subject of much recent research. 1 One lesson learned from this literature is that a strategy of including all possible variables is too profligate; given the relatively short data samples typically available to estimate the parameters of economic forecasting models, it is important to limit the number of parameters that have to be estimated or in other ways reduce the effect of parameter estimation error. This has led to the preponderance of forecast methods such as shrinkage or ridge regression (Hoerl and Kennard (1970) ), model averaging (Bates and Granger (1969) , Raftery, Madigan, and Hoeting (1997)), and bagging (Breiman (1996) ) which accomplish this in different ways.
This paper proposes a new method for combining forecasts based on complete subset regressions. For a given set of potential predictor variables we combine forecasts from all possible linear regression models that keep the number of predictors fixed. For example, with  possible predictors, there are  unique univariate models and   = !(( − )!!) different −variate models for  ≤ . We refer to the set of models corresponding to a given value of  as a complete subset and propose to use equal-weighted combinations of the forecasts from all models within these subsets indexed by . Moreover, we show that an optimal value of  can be determined from the covariance matrix of the potential regressors and so lends itself to be selected recursively in time.
Special cases of subset regression combinations have appeared in the empirical literature. For example, Rapach, Strauss and Zhou (2010) consider equal-weighted combinations of all possible univariate equity premium models and find that they produce better forecasts of stock returns than a simple no-predictability model. This corresponds to setting  = 1 in our context. Papers such as Aiolfi and Favero (2003) consider equal-weighted combinations of forecasts of stock returns from all possible 2  models. While not directly nested by our approach, this can nevertheless be obtained from a combination of the individual subset regression forecasts.
From a theoretical perspective, we show that subset regression combinations are akin to a complex version of shrinkage which, in general, does not reduce to shrinking the OLS estimates coefficient by coefficient. Rather, the adjustment to the coefficients depends on all least squares estimates and is a function of both , the number of variables included in the model, and , the total number of potential predictors. Only in the special case where the covariance matrix of the predictors is orthonormal, does subset regression reduce to ridge regression or, equivalently, to a Bayes estimator with a specific prior distribution. For this special case we derive the exact degree of shrinkage implied by different values of  and thus formalize how , the number of parameters in the conditional mean equation, is equivalent to other measures of model complexity that have previously been proposed in the literature.
One attraction of the proposed method is that, unlike the ridge estimator and the usual application of Bayesian estimators, it does not impose the same amount of shrinkage on each coefficient. Unlike model selection methods, it also does not assign binary zero-one weights to the OLS coefficients. In this regard, a more similar method is Bagging which applies differential shrinkage weights to each coefficient.
We also show that the weights implied by subset regression reflects omitted variable bias in a way that can be useful for forecasting. This holds particularly in situations with strongly positively correlated regressors since the subset regression estimates account for the omitted predictors.
To illustrate the subset regression approach empirically we consider, like many previous studies, predictability of U.S. stock returns. In particular, following Rapach et al. (2010) , we study quarterly data on U.S. stock returns in an application that has 12 potential predictor variables and so generates subset regressions with  = 1, 2, ...., 12 predictor variables. We find that subset regression combinations that use  = 2 3 or 4 predictors produce the lowest out-of-sample mean squared error (MSE) values. Moreover, these subset models generate superior predictive accuracy relative to the equal-weighted average computed across all possible models, a benchmark that is well-known to be difficult to beat, see Clemen (1989) . We also find that the value of  in the subset regression approach can be chosen recursively (in pseudo "real time") in such a manner that the approach produces forecasts with lower out-of-sample MSE-values than those produced by recursive versions of Bayesian model averaging, ridge regression, Lasso, or Bagging.
The outline of the paper is as follows. Section 2 introduces the subset regression approach and characterizes its theoretical properties. Section 3 presents a Monte Carlo simulation study, Section 4 conducts the empirical analysis of US stock returns, while Section 5 concludes.
Theoretical Results
This section presents the setup for the analysis and derives theoretical results for the proposed complete subset regression method.
Setup
Suppose we are interested in predicting the univariate variable   +1 using a regression model based on  predictors   ∈ R  , and a history of data,
 ] = Σ  for all  and, without loss of generality, assume that [  ] = 0 for all . To focus on regressions that include only a subset of the predictors, define  to be a  ×1 vector with slope coefficients in the rows representing included regressors and zeros in the rows of the excluded variables. Let  0 be the pseudo true value for  i.e., the population value of the projection of  on , where
Denote the generalized inverse of a matrix  by  −  Let   be a  ×  matrix with zeros everywhere except for ones in the diagonal cells corresponding to included variables, zeros for the excluded variables, so that if the [ ] element of   is one, the th regressor is included, while if this element is zero, the th regressor is excluded. Sums over  are sums over all permutations of   .
We propose an estimation method that uses equal-weighted combinations of forecasts based on all possible models that include a particular subset of the predictor variables. Each subset is defined by the set of regression models that include a fixed (given) number of regressors,  ≤ . Specifically, we run the 'short' regression of   on a particular subset of the regressors, then average the results across all  dimensional subsets of the regressors to provide an estimator,, for forecasting, where  ≤ . With  regressors in the full model and  regressors chosen for each of the short models, there will be   = !(!( − )!) subset regressions to average over. In turn, each regressor gets included a total of  −1−1 times.
As an illustration, consider the univariate case,  = 1, which has  1 = !(1!( − 1)! =  short regressions, each with a single variable. Here all elements of  are zero except for the least squares estimate of   on   in the   row. The equal-weighted combination of forecasts from the individual models is then
Following common practice, our analysis assumes quadratic or mean square error (MSE) loss. For any estimator, we have
Here   +1 is the residual from the population projection of   +1 on   . We concentrate on the last term since the first term does not depend on Hence, we are interested in examining
Complete Subset Regressions
Subset regression coefficients can be computed as averages over least squares estimates of the subset regressions. When the covariates are correlated, the individual regressions will be affected by omitted variable bias. However, as we next show, the subset regression estimators are themselves a weighted average of the full regression OLS estimator:
Theorem 1 Assume that as the sample size gets large  →   0 for some  0 and  −1  0  →  Σ   Then, for fixed , the estimator for the complete subset regression,  , can be written aŝ
A proof of this result is contained in the Appendix. This result on the relationship between  and the OLS estimator makes use of high level assumptions that hold under very general conditions on the data; see White (2000, chapter 3) for a set of sufficient conditions. For example, the result allows {  } to be dependent, mixing with a sufficiently small mixing coefficient, and even allows [ 0    ] to be heterogenous over time, in which case Σ  is the average variance covariance matrix, although, for simplicity, we assume that Σ  is constant over time.
In general, Λ  is not diagonal and hence the coefficients  are not (approximately) simple OLS coefficient-by-coefficient shrinkages. Rather, subset regression coefficients are functions of all the OLS coefficients in the regression. Insight into how the method works as a shrinkage estimator can be gained from the special case when the covariates are orthonormal. 2 In this case,   =   , where   = 1−( −1   ) is a scalar and so subset regression is numerically equal to ridge regression. 3 To see this, note that for this special case  =  0  while each of the subset regression estimates can be written  =    0  where   is a  ×  diagonal vector with ones (zeros) on the diagonal for each included (excluded) regressor, and zeros off the diagonal. The complete subset regression estimator is then given bŷ
We refer to subset regressions as similar to shrinkage although for some configurations of the variance covariance matrix of the predictors and some OLS estimates, subset regression will not actually shrink the coefficient estimates. 3 Equivalently, this case corresponds to a Bayes estimator under normality with prior ( 
, prior mean  = 0, and   = (1 −   )   If the assumption on the regressors is weakened to Σ =  , the same result holds asymptocially.
The result now follows by noting that the elements of P   =1   are zero for the off-diagonals terms, and equal the number of times the regressor is included in the subset regressions for the diagonal terms. In turn the diagonal terms equal   minus the number of times a regressor is excluded, which gives the result, noting that the solution is the same for each diagonal.
Several points follow from this result. First, the amount of shrinkage implied by   is a function of both  and  As an illustration, Figure 1 plots   as a function of  for the orthonormal case. Higher curves represent smaller values of , where  = {10 15 20} For any value of ,   is a linear function of  that increases to one. In fact, setting  = , corresponds to simply running OLS with all variables included. Further, as  increases, the slope of the   line gets reduced, so the amount of shrinkage is decreasing for any , the larger is , the total number of potential predictors. Essentially, the smaller is  relative to , the greater the amount of shrinkage.
Second, in general Λ  reduces to the ridge estimator, either approximately or exactly, only when the regressors are uncorrelated. When this does not hold, subset regression coefficients will not be simple regressor-by-regressor shrinkages of the OLS estimates, and instead depend on the full covariance matrix of all regressors. Specifically, Λ  is not diagonal and each element of is approximately a weighted sum of all of the elements in   The weights depend not only on { } but on all elements in Σ   For example, if  = 3 and  = 1, we have
Each row of Λ 13 is the result of including a particular subset regression in the average. For example, the first row gives the first element of 13 as a weighted sum of the OLS regressors  . Apart from the division by 13, the own coefficient is given a relative weight of one while the remaining coefficients are those we expect from omitted variable bias formulas. Clearly the effect of dividing by  13 = 3 is to shrink all coefficients, including the own coefficient, towards zero. For   1, each regressor gets included more often in the regressions. This increases their effect on Λ  through a higher inclusion frequency, but decreases their effect through the omitted variable bias. Since the direct effect is larger than the omitted variable bias, an increased  generally reduces the amount of shrinkage. Of course, in the limit as  = , there is no shrinkage and the method is identical to OLS.
Risk
We next examine the risk of the subset regression estimator. In common with all biased methods, for values of  0 far from zero, the risk is large and so it is appropriate not to shrink coefficients towards zero. Shrinkage methods only add value when  0 is near zero. To capture such a situation, we assume that  0 is local to zero. Specifically, we assume that  0 =  −12    for some fixed vector  Under general, dependent data generating processes, the risk is difficult to derive. However, if we restrict the setup to i.i.d. data { +1    }, we get the following result:
where   are the eigenvalues of Λ 0
The expected loss depends on many aspects of the problem. First, it is a function of the variance covariance matrix through both Σ  and Λ  . Second, it depends on the dimension of the problem, , and of the subset regression, . Third, it is a function of the elements of  Different trade-offs can be explored by varying these parameters. Some will be very attractive when compared to OLS, while others might not be. As in the simple orthogonal case, the larger are the elements of , the worse the complete subset regression methods will perform.
For different choices of {  Σ   }, we can compute the expected loss frontier as a function of  If Σ  = , so the regressors are mutually orthogonal, (4) reduces to
which depends on {   0 } For fixed values of  0  and , as  increases,   gets bigger and the increase in the first term in (5) is offset by the decrease in the second term in this equation. The extent of this offset depends on the relative sizes of  and  0  As an illustration of this, the left window in Figure 2 plots the value of the expected loss (5) as a function of , for  = 10 and  0  = (1 3 4). Each line corresponds to a separate value of  0  with larger intercept on the  axis, the greater is  0  Setting  =  = 10 yields OLS loss, so all lines converge at that point. A variety of shapes are possible. If  0  is quite small, so that the regressors are not that useful for forecasting, then a large amount of shrinkage, and hence a small value of , works best. Conversely, if  0  is large, bigger values of  become optimal. In practice, different choices of  can be motivated by theoretical considerations. As always with shrinkage estimation, the smaller  is expected to be, the more useful it is to apply strong shrinkage. As we discuss above, the amount of shrinkage tends to be greater, the smaller one chooses . Since { } are known and Σ  can be estimated by  −1  0 , (4) can be used to produce curves such as those in the left window of Figure 2 but relevant for the application at hand. One can then choose  as the point at which expected loss is lowest given reasonable choices for . As an illustration of this point, the right window of Figure 2 uses data from the application in the empirical section to estimate Σ  and shows expected loss curves for  0  = 1, 2, or 3. Although the expected loss curve varies quite a bit across different values of  0 , an interior optimal value−corresponding to a minimal expected loss−around  = 2, 3, or 4 is obtained in all three cases.
Comparison with OLS and Ridge
It is informative to compare the risk for subset regressions to that of models estimated by OLS. In some cases, this comparison can be done analytically. For example, this can be done for general  when Σ  has ones on the diagonal and  elsewhere and  = 1, corresponding to combinations of univariate models. First, note that the risk for OLS regression is  while for this case the risk of the subset regression method reduces to
Hence, subset regressions produce lower risk than OLS for any ( ) pair for which
For small values of  this holds for nearly all possible correlations. To illustrate this, Figure 3 plots the ratio of the subset regression MSE to the OLS MSE as a function of , the correlation between the predictors, and , the number of predictors included. The figure assumes that  = 100. Whenever the plotted value falls below one, the subset regression approach dominates OLS regression in the sense that it produces lower risk. For any  ≤ 6 subset regression always (for any  for which Σ  is positive definite) has a lower risk than OLS based on the complete set of regressors. For   6, we find that there is a small region with small values of  and  = 1 for which the reverse is true, but otherwise subset regression continues to perform better than OLS.
The figure thus illustrates that a simple equal-weighted average of univariate forecasts can produce better forecasts than the conventional multivariate model that includes all predictors even in situations where the univariate models are misspecified due to omitted variable bias. Figure 4 uses heat maps to compare the expected loss of the subset regressions to that of the Ridge regression approach for different values of the limit of the shrinkage parameter,  . The figure assumes that there are  = 8 predictor variables, sets  = 1, a vector of ones, and lets Σ  have ones on the diagonal and  on all off-diagonal cells. The correlation between predictor variables, , varies along the horizontal axis, while the shrinkage parameter, , varies along the vertical axis. We use colors to indicate the value for min(0   −   ), with dark red indicating that      , while, conversely, yellow and blue indicate areas where      . Each window corresponds to a different value of . Suppose that, moving along the vertical axis corresponding to a particular value of , there is no red color. This shows that, for this particular value of , ridge regressions always produce a lower expected loss than the corresponding subset regression. Conversely, if, for a given value of , the area is red for all values of , subset regressions dominate all ridge regressions, regardless of the chosen shrinkage parameter. Figure 4 shows that when  = 1, ridge regressions mostly produce lower MSE-values than subset regressions for   06. Conversely, for   085, this univariate subset regression uniformly dominate all ridge results. If  = 2 subset regressions uniformly dominate when   06, while if  = 4, subset regressions always dominate when   05. This means that, for  = 2 3 or 4, one of the subset regressions will always dominate the best ridge regression as they produce the lowest MSE loss.
Monte Carlo Simulation
To better understand how the subset combination approach works, we first consider a Monte Carlo simulation experiment that allows us to study both the absolute forecast performance of the subset regression approach as well as its performance relative to alternative methods.
Simulation setup
Our Monte Carlo design assumes a simple linear regression model:
We assume a sample size of  = 100 observations and consider one-step-ahead forecasts of   +1 . The covariance matrix of the −variables Σ  = ( 1     ) takes the simple form
where  ∈ {0 025 05 075 095}. Small values of  correspond to small values of the predictive  2 , while the  2 increases as  is raised. Data are assumed to be i.i.d., and we include up to  = 8 predictors. Two designs are considered for the regression parameter:  = 1  and  = (1 1 1 1 0 0 0 0) In the first experiment, all predictors are relevant and matter equally; in the second experiment only the first four predictors matter to the outcome.
Comparison with other approaches
We are interested not only in how well the subset combination approach performs in absolute terms, but also in how it compares with other approaches. Many alternative ways to combine or shrink forecasts from different models have been considered in the literature. Among the most prominent ones are Bayesian model averaging (Raftery, Madigan and Hoeting, 1997), Bagging (Breiman, 1996) , ridge regression (Hoerl and Kennard, 1970) , and the Lasso (Tibshirani, 1996) . Given the availability of these alternatives, it becomes important to compare the subset regression combination approach to such methods. We briefly discuss each of the methods and explain how we implement them.
Bayesian model averaging
Our implementation of Bayesian model averaging is based on the Raftery, Madigan and Hoeting (1997) algorithm. This depends on two hyperparameters regulating the prior variance of the regressor coefficients,  and , which, following the authors' discussion, are set to 258 and 028, respectively. A third parameter, , determines the number of models with zero weight. Following Inoue and Kilian (2008), we entertain a range of values  ∈ {0 001 005 01 02 03 04 05 1 2 5 100}.
The BMA predictions are obtained by weighting each model's forecast by its posterior probability:
where ( +1: |  ) and (  ) denote the likelihood and the prior, respectively, of model . The approach determines   numerically from the frequency the Markov chain visits the th model. Based on standard diagnostic tests (e.g., Koop (2003)) we use a chain of 2,500 draws, discarding the first 500 points.
Bagging
Our implementation of Bagging is based on 1,000 bootstrapped samples of the original data arranged in the { +1:   : −1 } tuple. We preserve the autocorrelation structure of the predictors by applying the circular block bootstrap of Politis and Romano (1992) with block size chosen optimally according to Politis and White (2004) . 4 Contemporaneous dependence across observations is preserved by using the same blocks for all variables. For each bootstrapped sample
 , is obtained and forecasts are computed aŝ
Here   is the stochastic selection matrix whose ( ) elements equal the indicator function (|  |  ) A predictor is added only if its -statistic is significant at the threshold implied by . The larger the value of , the higher the threshold and so the more parsimonious the final model will be. 
Ridge regression
The only parameter that has to be chosen under the ridge approach is  which regulates the amount of shrinkage imposed on the regression coefficients. Given a value of , the forecasts are obtained by
where
Note that, by construction, as  → ∞   +1 
Lasso
Least absolute shrinkage and selection operator, LASSO (Tibshirani 1996) , retains the features of both model selection and ridge regression: it shrinks some coefficients and sets others to zero. Lasso forecasts are computed as
Here the parameter  controls for the amount of shrinkage. For sufficiently large values of  the constraint is not binding and the LASSO estimator reduces to OLS. Given the absolute value operator ||, the constraint is not linear and a closed form solution is not available.  is therefore computed following the algorithm described in section 6 of Tibshirani (1996) . Because the forecasts depend on  we consider a grid of values  ∈ {1 2 3 4 5 10 20 50 100}. Table 1 shows results from the simulation experiment, using 25,000 simulations. We report performance in terms of the  2 −value, which is inversely related to the -value, but conveys the same message and is slightly easier to interpret. First consider the performance of the subset regression approach when  = 1  (left panel). Since the  2 is positive for the (infeasible) model that uses the correct parameter values, negative  2 −values show that parameter estimation error dominates whatever evidence of predictability the model identifies. This case only occurs for the subset regressions when  = 0 and  = 8, corresponding to the "kitchen sink" approach that includes all predictors and so does not average across multiple models. For small values of  the best subset regressions use three or four predictors. As  increases, the number of variables included in the best-performing subset regressions tends to decrease and the best performance is obtained for  = 1 or  = 2. In general, the difference between the best and worst subset combination (usually the kitchen sink,  = 8) tends to be greater, the smaller the value of . This is likely to reflect the greater importance of estimation error in situations where the predictive signal is weaker, parameter estimation error matters more and affects the larger models (large ) more than the smaller models (small ).
Simulation results
The ridge regression results most closely resemble those from the subset regressions. Compared with subset regression, ridge regression performs quite well, although, consistent with Figure 4 , the best subset regression produces better performance than the best ridge regression in all cases. In turn, the best subset and ridge regressions generally perform better than the best lasso, bagging and BMA approaches.
Interestingly, however, both the ridge and BMA approaches produce more homogenous performance across different values of their design parameters,  , with the worst performance bettering that of the worst subset regression which typically sets  = 8.
Similar conclusions emerge when we set  = (1 1 1 1 0 0 0 0) 0 , the results for which are shown in the right panel of Table 1 . This case represents a setup with a smaller degree of predictability over the outcome variable, and so lower  2 −values are obtained. Unsurprisingly, for this case the best subset regressions use a smaller value of  than in the previous case where all predictors had an effect on the outcome. The subset regressions that include relatively few predictors, e.g.,  = 2, 3, or 4, continue to perform particularly well, whereas performance clearly deteriorates for the models that include more predictors.
Empirical Application: Stock Return Predictions
To illustrate the complete subset regression approach to forecast combination and to compare its performance against that of alternative approaches, this section provides an empirical application to US stock returns. This application is well suited for our analysis in part because predictability of stock returns has been the subject of an extensive literature in finance, recently summarized by Rapach and Zhou (2012), in part because there is a great deal of uncertainty about which, if any, predictors help forecast stock returns. Clearly this is a case where estimation error matters a great deal, see, e.g., the discussion in Goyal and Welch (2008) .
Specifically, we investigate if there is any improvement in the subset regression forecasts that combine -variate models for  ≥ 2 relative to using a simple equal-weighted combination of univariate models ( = 1), as proposed in Rapach et al. (2010) , or relative to other combination schemes such as those described in the previous section.
Data
Data are taken from Goyal and Welch (2008) , updated to 2010, and are recorded at the quarterly horizon over the period 1947Q1 -2010Q4. The list of predictors comprises 12 variables for a total of 2 12 = 4096 possible models. 5 The 12 variables are the Dividend Price Ratio (dp), the difference between the log of the 12-month moving sum of dividends and the log of the S&P 500 index; Dividend Yield (dy), the difference between the log of the 12-month moving sum of dividends and the lagged log S&P 500 index; Earnings Price Ratio (ep), the difference between the log of the 12-month moving sum of earnings and the log S&P 500 index; Book to Market (bm), the ratio of the book value to market value for the Dow Jones Industrial Average; Net Equity Expansion (ntis), the ratio of the 12-month moving sum of net issues by NYSE listed stocks divided by the total end-of-year market capitalization of NYSE stocks; Treasure Bill (tbl), the 3-Month Treasury Bill (secondary market) rate; Long Term Rate of Returns (ltr), the long-term rate of return on US Bonds; Term Spread (tms), the difference between the long term yield on government bonds and the Treasury Bill rate; Default Yield Spread (dfy), the difference between yields on AAA and BAA-rated bonds; Default Return Spread (dfr), the difference between long-term corporate bond and long-term government bond returns; Inflation (infl), the (log) growth of the Consumer Price Index (All Urban Consumers); and Investment to Capital Ratio (ik), the ratio of aggregate investments to aggregate capital for the whole economy.
The equity premium, our dependent variable, is the difference between the continuously compounded return on the S&P 500 index (including dividends) and the 3-month Treasury Bill rate. As in Rapach et al. (2010) and Goyal and Welch (2008), we adopt a recursively expanding estimation scheme. The initial estimation sample goes from 1947Q1 to 1964Q4, yielding a first forecast for 1965Q1, while the last forecast is for 2010Q4. Each quarter parameters are (re)estimated using all available information up to that point. This pseudo out-of-sample forecasting exercise simulates the practice of a real time forecaster. As in the theoretical analysis, forecasts are generated from the following predictive regression
where  2:+1 is the equity premium variable defined above,  1: is the full regressor matrix,  2:+1 is a vector of error terms,  and  are unknown parameters estimated by OLS, and  is a diagonal selector matrix whose unity elements determine which variables get included in the model. For example, the "kitchen sink" model containing all predictors is obtained by setting  =  12 , while the constant 'null' model is obtained by setting  equal to a 12 × 12 matrix of zeros. Following the analysis in Section 2, our focus is on the combination of -variate models, more specificallŷ
where (•) is the trace operator. Figure 5 plots time-series of out-of-sample forecasts of returns for the different −variate subset regression combinations. The forecasts display similar patterns except that as  increases, the variance of the combined forecasts also increases. The least volatile forecasts are generated by the constant model ( = 0), while the most volatile forecasts arise when we use the model that contains all regressors ( =  = 12). Neither of these cases perform any forecast combination. As we shall subsequently see, forecasts from the best -variate combinations are in turn more volatile than those from combinations of univariate models but less volatile than those from the other -variate combinations. The extent to which volatility of the forecast reduces or enhances forecast performance depends, of course, on how strongly this variation is correlated with the outcome−a point we further address below. Figure 6 provides insight into the relation between the variance and bias of the forecasts. Along the −axis, the upper left window lists the number of predictors included in each model, , while the -axis lists the time-series variance associated with a given model. Thus, for example, for  = 1 the circles show the variance for each of the 12 univariate forecasting models, while for  = 2, the circles show the forecast variance for each of the 66 bivariate models. The upper left graph shows that the variance of the forecast is increasing in the number of variables included in the forecast models. To see why, define    =    and   1: =  1: , and note that
Bias-variance trade-off
which is increasing in  and in the column dimension of  0 ,    0 and   . Therefore, the larger the dimensional of the pooled models, the higher the forecast variance. The upper right window in Figure 6 shows gains from pooling the models due to the reduction in the (squared) bias. Specifically, the combination of the three-variate models has the lowest bias. The constant model produces the most (upward) biased forecasts. At the other end of the spectrum, the "kitchen sink" model with all variables included generates the most biased forecasts because of its occasional extreme negative forecasts (see Figure 5) . Except for the models based on ,  and , the individual univariate models generate a large bias.
Putting together the forecast variance and bias results, the bottom window of Figure 6 establishes a (squared) bias-variance trade-off that resembles the well-known mean-variance efficient frontier known from modern portfolio theory in finance. Specifically, the (squared) bias is largest for models with either very few or very many predictors, while the variance increases monotonically in .
Performance of subset regressions
To gain insights into the forecast performance of the various models, Figure 7 plots the out-of-sample  2 (top window) and the MSE-value (bottom window) for the individual −variate forecasting models along with those for the subset regression combinations. 6 The lower −axis shows the number of predictors included in each model, while the upper −axis in the top window lists the total number of −variate models, i.e.,  12 . For 1 ≤  ≤ 6, the −variate combinations generate lower MSE values than the equal-weighted average forecast computed across all 4,096 models, a benchmark frequently used in the forecast combination literature. They also perform better than the constant equity premium model ( = 0), a benchmark considered difficult to beat in the finance literature, see Goyal and Welch (2008) .
Interestingly, the two and three-variate combinations generate out-of-sample  2 −values that are 1% higher than the univariate combination approach used by Rapach et al. (2010) , while the first six -variate combinations produce better performance than the combination of all models, i.e., the "thick" forecast modelling approach described in Aiolfi & Favero (2003) . This may not 6 The out-of-sample  2 −value is computed as
 seem like such a large difference but, as emphasized by Campbell and Thompson (2008) , even small differences in out-of-sample  2 can translate into economically large gains in investor utility. Figure 6 showed that the forecast results do not depend simply on the number of pooled forecasts. For example, there are 66 two-variate as well as ten-variate models, but the corresponding equal-weighted combinations produce very different outcomes. This is not surprising given that the worst two-variate model is better than the best ten-variate model. To control for the mere effect of the number of models included in the combination, we also combine models that are randomly selected across different values of . Figure 8 plots the out-of-sample MSE and  2 −values as a function of the number of models in the combined forecast. Less than 100 models, i.e. about 2% of the total, need to be pooled in order to approximate the behavior of the forecasts obtained by combining all models. 7 This finding is not surprising given that about 60% of the models contain five, six or seven predictors so that the combinations get dominated by forecast models with five, six and seven variables included. 8 In fact, when models are randomly selected, the probability of picking a 6-variate model is about 0.225 against 0.002 for the univariate or eleven-variate models. Indeed the combinations of the six-variate models has very similar performance to the total combination.
The benefit of subset combination is evident from three observations. First, the -variate subset combinations have similar, if not better (for  =1, 2, 3, 10 and 11), performance as the single best -variate model, the identity of which, however, is difficult to establish ex-ante. Second, for  ≤ 10 the −variate combinations produce better results than models selected by recursively applying information criteria such as the AIC or the BIC. This happens despite the fact that these subset combinations contain, on average, the same or a larger number of predictors. 9 Third, while some univariate models, the ones containing , ,  , and , produce better results than the equalweighted combination of all models, in contrast no single predictor model does better than the three best-performing -variate subset combinations. Table 2 presents out-of-sample  2 −values. First consider the univariate models shown in Panel A. Only five of the twelve variables generate positive out-of-sample  2 -values, the highest such value being 2.28% for the investment-capital ratio. Panel B shows that all subset regressions with  ≤ 6 generate positive out-of-sample  2 −values, the largest values occurring for  = 2 or  = 3 which lead to an  2 around 4%. As  grows larger, the out-of-sample forecasting performance quickly deteriorates with values below -10% when  = 11 or  = 12.
Performance comparisons
Turning to the alternative approaches described earlier, Panel C shows that the Lasso forecasts are only capable of producing small positive  2 −values for  ≤ 3 and generate large negative  2 −values for the largest values of . Panel D shows that the ridge regressions generate large negative  2 -values when the shrinkage parameter, , is small, corresponding to the inclusion of many predictors. Better performance is reached for higher values of , but even the best value of  only leads to an  2 of 2.8%. The bagging approach (panel E) suffers from similar deficiencies when 7 This finding becomes very relevant in situations where it is infeasible to estimate all 2  models, e.g., when   20, since the number of models is exponentially related to the number of predictors. 8  is small, leading to large prediction models, but improves for values of  around two at which point an  2 of 1.7% is reached. Finally, Bayesian model averaging performs quite poorly in this case, producing negative  2 −values with exception of the cases where  = 0 or  = 001.
To compare model performance more formally, we use the test proposed by Clark and West (2007) , treating the simple prevailing mean forecast as our benchmark. This test re-centers the difference in mean squared forecast errors to account for the higher variability associated with forecasts from larger models. The test results show that three of the univariate models (corresponding to , , and ) produce better forecasting performance than the benchmark at the 5% significance level. For the bagging and BMA methods, forecasting performance superior to the benchmark is obtained only when  = 196 and when  is selected to be very small ( ≤ 005), respectively. The ridge regressions produce significantly improved forecasts for  ≥ 20, while the subset regressions do so for all but the largest models, i.e., as long as  ≤ 9. Notably, the rejections are much stronger for many of the subset regressions, with −values below 1% as long as  ≤ 5. Similar results are obtained when the encompassing test of Harvey, Leybourne, and Newbold (1998) is adopted.
Recursive selection of hyperparameters
Our results so far show that the choice of hyperparameter can matter a great deal for the performance of many of the combination approaches. It is therefore important to establish whether such hyperparameters can be chosen recursively, in "real time" so as to deliver good forecasting performance. To this end, we conduct an experiment that, at each point in time, uses the data up to this point (but not thereafter) to select the value of the hyper parameter which would have given the best performance. Figure 9 shows the recursively chosen values for the hyperparameters. The subset regression approach always chooses  = 2 or  = 3 with  = 2 being chosen almost exclusively from 1990 onwards. The value for  chosen under the ridge approach fluctuates between 100 and 200. The critical value, , in the bagging approach fluctuates between 1.2 and 2.2, while  fluctuates between zero and 100 under the BMA approach. Table 3 shows the resulting forecast performance numbers from this exercise. First consider the results under an expanding window, reported in Panel A. The univariate regression approach is very poor by this measure, as is the BMA approach, both generating negative  2 −values. Bagging produces an  2 of 0.3%, while the Ridge approach generates an  2 −value around 0.7%. The best approach, however, is the subset regression method which generates an  2 −value of 1.5%. Using the Clark-West −values, the subset, ridge, bagging and BMA forecasts all improve on the prevailing mean forecast at the 10% significance level.
Conclusion
We propose a new forecast combination approach that averages forecasts across complete subset regressions with the same number of predictor variables and thus the same degree of model complexity. In many forecasting situations the trade-off between model complexity and model fit is such that subset combinations perform well for a relatively small number of included predictors. Moreover, we find that subset regression combinations often can do better than the simple equal-weighted combinations which include all models, small and large, and hence do not penalize sufficiently for including variables with weak predictive power. In many cases subset regression combinations amount to a form of shrinkage, but one that is more general than the conventional variable-by-variable shrinkage implied by ridge regression.
Empirically in an analysis of U.S. stock returns, we find that the subset regression approach appears to perform quite well when compared to competing approaches such as ridge regression, bagging, Lasso or Bayesian Model Averaging.
Appendix
This appendix provides details of the technical results in the paper.
Proof of Theorem 1
Proof. The proof follows from aggregating over the finite number   of subset regression esti-
 (which is the variance covariance matrix of the included regressors) by the definition of convergence in probability for matrices. Rearranging the term
− in this way yields an upper  ×  block that is   (1) with the remaining blocks equal to zero. The final regressor is a sum over these individual regressors, yielding the result.
Proof of Theorem 2
Proof. From the results of Theorem 1, we have
where the second term is zero by the LIE as we assume
, the third term is zero in large enough samples and Figure 3: Relative performance of OLS versus subset regression. The figure shows the MSE loss under subset regression relative to OLS (i.e. M SE subset /M SE ols ) as a function of ρ, the correlation between predictors, k, the number of included predictors, and K, the total number of predictors. Values below unity show that the subset regression risk is lower than the OLS risk, whereas values above unity indicate that OLS is better. Green circles represent average values computed across all models with a given number of predictors, k, i.e., for a given subset. The horizontal green line shows the average performance computed across all 4096 models while the red dotted line refers to the performance of the equal-weighted forecast combination based on all models. The red line tracks the combination of the k-variate models. The best and worst univariate models are displayed as a text string; AIC and BIC refer to the models recursively selected by these information criteria. The bottom figure displays the scatter plot of the squared bias against the variance for each of the k-variate subset combinations (with k denoted in red) as well as for the individual univariate models. , is reported on the upper x-axes at the top of the diagram. Green circles represent average values computed across all models with a given number of predictors, k. The horizontal green line shows the average performance computed across all 4096 models while the red dotted line refers to the performance of the equal-weighted forecast combination based on all models. The red line tracks the subset combination of the k-variate models. The best and worst univariate models are displayed as text strings above k = 1; AIC and BIC refer to the models recursively selected by these information criteria. 
. The covariance matrix of the predictor variables has ones on the diagonal and ρ in all off-diagonal cells, so ρ controls the degree of correlation among the predictors. All forecasting methods only use information up to time T to produce predictionsŷ
T +1 , where j refers to the simulation number. The prevailing mean forecast isȳ
t . The reported out of sample R 2 are computed as
25.000
The results are based on 25,000 simulations and a sample size of 100 observations. 
