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By the signless Laplacian of a (simple) graph G we mean the matrix
Q(G) = D(G) + A(G), where A(G),D(G) denote respectively the
adjacencymatrix and the diagonal matrix of vertex degrees of G. For
every pair of positive integers n, k, it is proved that if 3 ≤ k ≤ n−3,
thenHn,k , the graphobtained from the starK1,n−1 by joining a vertex
of degree1 tok+1other vertices of degree1, is theunique connected
graph that maximizes the largest signless Laplacian eigenvalue over
all connected graphs with n vertices and n + k edges.
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1. Introduction
For a (simple) graph G, by the signless Laplacian of G we mean the matrix Q(G) = D(G) + A(G),
where A(G),D(G) denote respectively the adjacencymatrix and the diagonal matrix of vertex degrees
of G. The largest eigenvalue (or, equivalently, the spectral radius) of A(G) is usually referred to as the
index of G.
We are interested in the problem of determining connected graphs (or, not necessarily connected,
graphs) that maximize the Q-index (i.e., the largest signless Laplacian eigenvalue or, equivalently,
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the signless Laplacian spectral radius) over all connected graphs (or graphs) with given numbers of
vertices and edges. Study of this topic began with the work of Fan [16] in 2004 on the unicyclic case
(in the setting of mixed graphs), followed by Fan et al. [17,27] on the bicyclic case and the tricyclic
case respectively. Recently Chang and Tam [10] have also determined graphs with maximal Q-index
among all graphs withm edges and at mostm − k vertices for k = 0, . . . , 3.
The correspondingmaximal indexproblem is an important classic problem in spectral graph theory.
Its origin can be traced back to Schwarz’s rearrangement theorem (see [25]), which says that if n2
nonnegative real numbers (not necessarily pairwise distinct) are given, then the largest spectral radius of
a matrix whose entries are these given numbers can be found among those matrices where the entries in
each row and each column are non-increasing. Restricting attention to (0, 1)-matrices, in [7] Brualdi and
Hoffman considered the problems of determining the maximum spectral radius μn,k attainable by a
(0, 1)-matrix of order n with k 1’s and the maximum spectral radius σn,2q attainable by a symmetric
(0, 1)-matrix of order nwith zero trace and 2q1’s (i.e., the adjacency matrix of a graph with n vertices
and q edges). They found the values of μn,k and σn,2q in the cases k = m2, k = m2 + 1, and q =
(
m
2
)
,
and characterized those matrices achieving the values μn,k and σn,2q. For the symmetric problem
they posed a conjecture, known as the Brualdi–Hoffman conjecture. The conjecture was tackled by
Friedland [18,19] and finally settled in the affirmative by Rowlinson [24].
The maximal index problem for the class of connected graphs with n vertices andm edges, treated
by a number of researchers, including Brualdi and Solheid [8], Cvetkovic´ and Rowlinson [12], Bell
[4], Olesky, Roy and Driessche [23], etc., has been solved only for special choices of n and m. (For a
description of their results, see [13, p. 72] or [23, Sections 5,6].) Connected with the problem is a well-
known conjecture (see [26] or [3]), which roughly says that in each case the optimal graph is one of
the (degree) maximal graphsHn,k or Gn,k . (The definition ofHn,k and Gn,k will be given later.) Recently,
Bhattacharya et al. [5] also studied themaximal index problem for bipartite graphs, where the number
of edges and the number of vertices on each side of the bipartition are given. They stated a conjectured
solution, which is an analog of the Brualdi–Hoffman conjecture for graphs, and proved the conjecture
in some special cases.
In [28, Theorem5.2] TamandWuhave proved that for any positive integers n, kwith 3 ≤ k ≤ n−3,
we have q1(Hn,k) > q1(Gn,k). We want to point out that the proof as given in [28] contains an error:
in one case of the proof, Hn,n−3 is mistaken as C(2, n − 2) instead of C(n − 2, 2). A correct proof,
following the original line of thinking, can be found in Wu’s thesis [29].
The following is the main result of this paper:
Theorem. If 3 ≤ k ≤ n − 3, then Hn,k, the graph obtained from the star K1,n−1 by joining a vertex of
degree 1 to k+1 other vertices of degree 1, is the unique connected graph that maximizes the Q-index over
all connected graphs with n vertices and n + k edges.
We call a vertex of a graph dominating if it is adjacent to every other vertex of the graph. Note that a
graph of order nwith two or more dominating vertices has at least 2n − 3 edges. So our result settles
the one-dominating-vertex case (as well as the case k = n − 3) of the maximal Q-index problem for
the class of connected graphs with n vertices and n + k edges.
Here we restrict our attention to k ≥ 3, because for k = −1, 0, 1 or 2 — that is, the tree case, the
unicyclic case, the bicyclic case and the tricyclic case respectively — the answers to the problem are
known: for k = −1, 0, 1, Hn,k is still the unique optimal graph, noting that Hn,−1 is equal to the star
K1,n−1; for k = 2, there are two optimal graphs, namely, Hn,2 and Gn,2.
This paper is organized as follows. In Section 2 we give relevant definitions and some preparatory
results. In Section 3, using line graph as a tool and the structure theorem for amaximal graph,we give a
proof forourmain result. InSection4, fromasymmetric analogueofSchwarz’s rearrangement theorem,
we single out a new equivalent condition for a threshold graph. In Section 5, we draw attention to the
quasi-complete graphs and thequasi-stars, introducedbyAhlswede andKatona [2] in their studyof the
related problem of maximizing the number of adjacent pairs of edges of a graph with given numbers
of vertices and edges, and pose an open question for the maximal Q-index problem. In Section 6, the
final section, we rewrite a necessary condition for an optimal graph of the maximal index problem,
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which is implicit in Rowlinson’s proof for the Brualdi–Hoffman conjecture, as a necessary condition
for an optimal graph of the maximal index problem on connected graphs.
We would like to add that the present proof for the main result of this paper is different from
the one as given in the thesis [9] of the first-named author, which was carried out by matrix block
multiplication and was considerably longer. Also, unlike in our recent papers [10,28,11], in this work
we do not make use of the concept of reduced graph matrices.
2. Preliminaries
The line graph LG of a graph G is the graph whose vertices are the edges of G, with two vertices in
LG adjacent whenever the corresponding edges in G have exactly one vertex in common.
Let G be a graph with vertices v1, . . . , vn and edges e1, . . . , em. By the vertex-edge incidence matrix
of G we mean the n × m matrix M(G) = (mij) given by: mij equals 1 if vertex vi is on edge ej
and equals 0 otherwise. The following equality relations are well known: Q(G) = M(G)M(G)T and
2Im + A(LG) = M(G)TM(G). From these relations, we obtain q1(G) = 2 + ρ(A(LG)), where q1(G)
denotes the Q-index of G and ρ(B) denotes the spectral radius of a square matrix B. It is also known
that if x is the Perron vector of Q(G) then y := M(G)T x is the Perron vector of A(LG) (see, for instance,
[14, Section 4]). We index the components of x (respectively, of y) by the vertices (respectively, edges)
of G. From the definition we have yuv = xu + xv, where uv denotes the edge joining u and v.
It was announced in [14] and proved independently in [15,27] that every graph (respectively, con-
nected graph) that maximizes the Q-index among all graphs (respectively, connected graphs) with
fixed numbers of vertices and edges is a threshold graph (respectively, maximal graph). Here, follow-
ing Merris [20], we call a graph (degree) maximal if it is connected and its degree sequence is not
majorized by the degree sequence of other graph. Closely related to maximal graphs are threshold
graphs, which are precisely graphs that are either maximal or are the (disjoint) union of a maximal
graph and a null (i.e., edgeless) graph. There are many known equivalent conditions for a graph to be
threshold (see [21,27]) and in the literature various other names have also been used for a threshold
graph such as a nested split graph, a graph with a stepwise adjacency matrix, etc.
A square (0, 1)-matrix A = [aij] is said to be stepwise (in its strictly upper triangular part) if it has
the following property:
If i < j and aij = 1, then ahk = 1 whenever h < k ≤ j and h ≤ i.
In the early study of the maximal index problem, the general case or the connected case, it was found
that every optimal graph has a stepwise adjacency matrix [7, Theorem 2.1] and [8, Theorem 2.1]. This
property of the optimal graph has played a role in the subsequent development.
For vertex-disjoint graphsG,H, we useG∪H to denote their (disjoint)union. For suchpair of graphs,
their join, G ∨ H, is the graph obtained from G ∪ H by joining each vertex of G to every vertex of H.
For a vertex v of G, we denote by dG(v) and NG(v) respectively the degree and the set of neighbors
of v in G. We denote the complement of G by Gc . The complete graph (respectively, null graph) on n
vertices are written as Kn and K
c
n respectively. For convenience, we use K0 or K
c
0 to stand for the empty
graph (i.e., one without vertices or edges) and adopt the convention that G∪ K0 = G and G∨ K0 = G.
For a positive integer n, we use 〈n〉 to denote the set {1, . . . , n}.
Theconceptofneighborhoodequivalenceclassesof agraphand thestructure theoremforamaximal
graph will play a role in this work.
For a graph G, by the neighborhood equivalence relation (respectively, vicinal pre-order) on G we
mean the equivalence relation∼G (respectively, pre-order≥G) on V(G) given by: u ∼G v if and only if
NG(u)\{v} = NG(v)\{u} (respectively,u ≥G v if andonly ifNG(u)\{v} ⊇ NG(v)\{u}). The equivalence
classes for∼G are called the neighborhood equivalence classes of G. In [27] the symbol C(n1, . . . , nr) is
introduced to denote a maximal graph Gwith neighborhood equivalence classes V1, . . . , Vr , arranged
in strict ascending order with respect to the total partial order on the quotient set V(G)/ ∼G induced
by the vicinal pre-order ≥G of G (or simply, with respect to ≥G , by abuse of language) such that the
cardinality of Vi is ni, for i = 1, . . . , r. It is readily shown that if δi denotes the common degree of
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vertices belonging to Vi, then δn > δn−1 > · · · > δ1. So for a maximal graph, the partition of the
vertex set of the graph by its neighborhood equivalence classes and the degree partition are identical
(see [27, p. 745] or [21, p. 9] for the definition of degree partition).
This work relies on the following structure theorem for a maximal graph, which describes com-
pletely how the edges link the various neighborhood equivalence classes, and whether an equivalence
class is a clique or a stable set: if V1, . . . , Vr are the neighborhood equivalence classes of a maximal
graph G, arranged in strict ascending order with respect to ≥G , then for any i, j ∈ 〈r〉, there exist
edges between every vertex of Vi and every vertex of Vj (except when i = j and Vi is a singleton) if
i+ j ≥ r + 1, and there are no edges between vertices of Vi and vertices of Vj if i+ j < r + 1 (see [27,
Theorem 4.3]).
We also need the fact that if the vertices of amaximal graph G are arranged in non-increasing order
of their degrees, then the components of the Perron vector x of Q(G) are also in non-increasing order
(see [27, Theorem 4.3]).
3. Proof for the main result
Proof of Theorem. Since a graph with maximal Q-index over all connected graphs with n vertices
and n + k edges is necessarily a maximal graph, it suffices to show that q1(Hn,k) > q1(G) for every
maximal graph G that has n vertices and n + k edges and is different from Hn,k. For that matter, we
need only show that yTA(LHn,k)y − yTA(LG)y > 0, where y is the Perron vector of A(LG), because once
this is proved, it will follow that we have
q1(Hn,k) = 2 + ρ(A(LHn,k)) ≥ 2 +
yTA(LHn,k)y
‖y‖2
> 2 + y
TA(LG)y
‖y‖2 = 2 + ρ(A(LG)) = q1(G).
We label the vertices of G and those of Hn,k both by v1, . . . , vn, arranged in non-increasing order of
their vertex degrees. Note that G has precisely one dominating vertex, as k ≤ n − 3 and G = Hn,k.
Let G = C(n1, . . . , nr), and let Vj be the neighborhood equivalence class with cardinality nj for
j = 1, . . . , r. Denote by τ the largest index i such that vi and vi+1 are adjacent in G. It is clear that Vr
consists of v1, . . . , vnr , Vr−1 consists of vnr+1, vnr+2, . . . , vnr+nr−1 , and so forth.When r is even, by the
structure theoremof amaximal graph, there are edges betweenV r
2
+1 andV r
2
, and∪
r
2
j=1Vj is a stable set.
It follows that vτ is the last element (i.e., the element with the largest index) of V r
2
+1, dG(vτ+1) = τ
and vτ+1, . . . , vn form a stable set. Similarly, when r is odd, vτ is the last but one element of V r+1
2
and
it is also true that dG(vτ+1) = τ and vτ+1, . . . , vn form a stable set. As dG(v1) ≥ dG(v2) ≥ · · · ≥
dG(vτ+1) = τ , there exist nonnegative integers si (i = 1, . . . , τ )with n−1−τ = s1 ≥ s2 ≥ · · · ≥ sτ
such that dG(vi) = τ + si.
We are going to show that τ ≥ 3. If τ = 1, then v1 is a dominating vertex and v2, . . . , vn form a
stable set. So G is the star K1,n−1; hence n+ k = n− 1 and we have k = −1, which is a contradiction.
If τ = 2, then v2 is adjacent to v3 and possibly also to other vj ’s. In this case, {v3, . . . , vn} is a stable
set. Hence Gmust be of the form Hp,q for some nonnegative integers p, q. As a graph of such form and
with given numbers of vertices and edges is unique, necessarily G = Hn,k, which is a contradiction.
Next, we show that τ + s2 + 1 ≥ 5. Note that G − v1 is a threshold graph with k+ 1 edges, and as
k + 1 ≥ 4 the nontrivial component of G − v1 has at least four vertices. But v2 is a dominating vertex
of the nontrivial component of G − v1, so dG(v2) = 1 + dG−v1(v2) ≥ 4 and we have τ + s2 + 1 =
dG(v2) + 1 ≥ 5.
In what follows we take y = M(G)T x, where x is the Perron vector of Q(G).
For brevity, write the edge vivj of G (also, of Hn,k) as ei,j , always assuming that i < j. Arrange the
edges ofG (also, ofHn,k) in the lexicographic ordering, i.e., in the order e1,2, e1,3, . . . , e1,n−1, e2,3, e2,4,
etc. Index the rows and columns of A(LG) (respectively, of A(LHn,k)) by the edges of G (respectively, by
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the edges of Hn,k). When evaluating y
TA(LG)y, we index the components of y by the edges of G. In this
case, for any edge er,s of G, we have yer,s = xr +xs. On the other hand, when evaluating yTA(LHn,k)y, we
index the components of y by the edges of Hn,k. In this case, we set up a one-to-one correspondence
between E(Hn,k) \ E(G) and E(G) \ E(Hn,k) (in an arbitrary manner). For ei,j ∈ E(Hn,k)∩ E(G), we take
yei,j = xi+xj . For ei,j ∈ E(Hn,k)\E(G), yei,j is taken to be xr +xs, where er,s is the edge in E(G)\E(Hn,k)
that corresponds to ei,j in the above correspondence.
Let E denote the set of edges of G of the form ei,j with i ≥ 3. To obtain Hn,k from G, we add the
edges e2,j for j = τ + 2 + s2, . . . , k + 3, and delete the edges that belong to E . As a result, we create
the following new pairs of adjacent edges:
{e1,2, e2,j}, {e1,j, e2,j}, {e2,3, e2,j}, . . . , {e2,τ+1+s2 , e2,j} for j = τ + 2 + s2, . . . , k + 3;
{e2,i, e2,j} for τ + 2 + s2 ≤ i < j ≤ k + 3,
and remove the following old pairs of adjacent edges:
{e1,r, er,s}, {e1,s, er,s}, {e2,r, er,s}, {e2,s, er,s} for er,s ∈ E;
{ei,j, er,s} for ei,j, er,s ∈ E such that |{i, j} ∩ {r, s}| = 1.
So we have
1
2
[yTA(LHn,k)y − yTA(LG)y] =
∑
{e,f }∈E(LHn,k )
yeyf −
∑
{e,f }∈E(LG)
yeyf = σ1 − σ2,
where
σ1 =
k+3∑
j=τ+s2+2
ye2,j
⎛
⎝ye1,2 + ye1,j +
τ+1+s2∑
i=3
ye2,i
⎞
⎠+ ∑
τ+2+s2≤i<j≤k+3
ye2,i ye2,j
and
σ2 =
∑
er,s∈E
(
ye1,r + ye1,s + ye2,r + ye2,s
)
yer,s +
∑
yei,j yer,s ,
where the last sum in σ2 is taken over all possible (unordered) pairs of adjacent edges eij, ers of G that
belong to E . Since {ye2,i : i = τ + 2 + s2, . . . , k + 3} = {yer,s : er,s ∈ E}, it is clear that the last sum
in σ2 is less than or equal to the last sum in σ1. So we have
σ1 − σ2 ≥
k+3∑
j=τ+s2+2
ye2,j
⎛
⎝ye1,2 + ye1,j +
τ+1+s2∑
i=3
ye2,i
⎞
⎠− ∑
er,s∈E
(ye1,r + ye1,s + ye2,r + ye2,s)yer,s .
Consider any fixed j, τ + 2 + s2 ≤ j ≤ k + 3. There exists a unique er,s ∈ E such that ye2,j = yer,s .
Since τ + 1 + s2 ≥ 5, we have
⎛
⎝ye1,2 + ye1,j +
τ+1+s2∑
i=3
ye2,i
⎞
⎠− (ye1,r + ye1,s + ye2,r + ye2,s)
≥ (ye1,2 + ye1,j + ye2,3 + ye2,4 + ye2,5) − (ye1,r + ye1,s + ye2,r + ye2,s)
= (x1 + x2) + (x1 + xj) + (x2 + x3) + (x2 + x4) + (x2 + x5) − (x1 + xr)
−(x1 + xs) − (x2 + xr) − (x2 + xs)
= (x2 − xr) + (x2 − xr) + (x3 − xs) + (x4 − xs) + xj + x5 > 0,
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where the last inequality follows from the fact that the components of the Perron vector x are arranged
in non-increasing order. This establishes σ1 − σ2 > 0, as desired. 
A close examination of the above proof shows that the quantity τ that appears in the proof is given
by:
τ = δ r
2
 =
⎧⎨
⎩
nr + nr−1 + · · · + n r
2
+1 when r is even
nr + nr−1 + · · · + n r+1
2
− 1 when r is odd,
where δj denotes the common degree of the vertices belonging to Vj . In fact, τ +1 is equal to the clique
number of G, and τ is what some people call the trace of the degree sequence of G or, equivalently, the
number of boxes on the main diagonal of the Ferrers-Sylvester diagram for the degree sequence of G
(cf. [27, Remark 7.4]).
4. A new equivalent condition for a threshold graph
The following is a symmetric analogue of Schwarz’s rearrangement theorem. It is probably known
(see [7, the paragraph preceding Theorem 2.1]) and is not difficult to prove.
Theorem 4.1. If (n2 − n)/2 nonnegative numbers are given, then the largest spectral radius of an n × n
real symmetric matrix which has zero trace and whose entries above the diagonal are these given numbers
can be found among those matrices where the off-diagonal entries in each row (and each column) are
non-increasing.
By applying the preceding theorem to the adjacency matrix of a graph, one can see that if G has
maximal index among all graphs with n vertices andm edges then the following holds:
G has an adjacencymatrixwith the property that in each row the 1’s are to the left of the off-diagonal
0’s.
The above property of a graphG is actually a variant of the property that G has a stepwise adjacency
matrix. What is true in general is the following:
Lemma 4.2. For any symmetric (0, 1)-matrix A, the following conditions are equivalent:
(a) The matrix A is stepwise.
(b) In each row of A, the 1’s are to the left of the off-diagonal 0’s.
Proof. First, note that for any square (0, 1)-matrix A, condition (a) is equivalent to the following
apparently weaker (and simpler) condition:
(a′) If aij = 1 and i < j then aik = 1 whenever i + 1 ≤ k < j and alj = 1 whenever 1 ≤ l < i.
Also, condition (b) can be rewritten as:
(b′) For each i, if aij = 1 then aik = 1 for all k < j, k = i.
Now using the fact that A is symmetric, it is not difficult to show that conditions (a′) and (b′) are
equivalent, hence so are conditions (a) and (b). 
As noted before, every optimal graph for the maximal Q-index problem over connected graphs is
a maximal graph and hence a threshold graph. We believe it is a known fact that a graph is threshold
if and only if the graph has a stepwise adjacency matrix, but we are unable to find in the literature an
explicit statement with a proof for this fact. For completeness, in below we give a proof.
Lemma 4.3. Let G be a graph.
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(i) If G is a threshold graph and if the vertices v1, . . . , vn of G are arranged in non-increasing order of
their vertex degrees, then the adjacency matrix A of G satisfies the equivalent conditions of Lemma
4.2.
(ii) If G has an adjacencymatrix that satisfies the equivalent conditions of Lemma4.2, thenG is threshold.
Proof. An equivalent condition for G to be threshold (see [27, Section 4]) is that the vicinal pre-
order of G is total, i.e., for any vertices v1, v2 of G, we have, either NG(v1) \ {v2} ⊆ NG(v2) \ {v1} or
NG(v2) \ {v1} ⊆ NG(v1) \ {v2}. We will make use of the above equivalent condition as well as the
following variant of it:
For any vertices v1, v2 of G, if dG(v1) ≤ dG(v2) then NG(v1) \ {v2} ⊆ NG(v2) \ {v1}.
(i) Suppose that aij = 1. Consider any k = i, k < j. Since dG(vk) ≥ dG(vj) and G is threshold, we
have NG(vk) \ {vj} ⊇ NG(vj) \ {vk}. As vi ∈ NG(vj) \ {vk}, it follows that vi ∈ NG(vk) and hence
aik = 1. This proves that in each row of A the 1’s precede the off-diagonal 0’s.
(ii) Suppose that G has an adjacencymatrix A that satisfies the equivalent conditions of Lemma 4.2.
For each i, let l(i) denote the largest index j such that aij = 1. We contend that l(1) ≥ l(2) ≥· · · ≥ l(n). Assume to the contrary that there exists i such that l(i) < l(i + 1). Then we have
ai+1, l(i+1) = 1 and ai, l(i+1) = 0. Furthermore, l(i + 1) = i; else, we have ai,i+1 = ai+1,i = 1
and so l(i) ≥ i + 1 > i = l(i + 1), which is a contradiction. So in the l(i + 1)th column, and
hence in the l(i + 1)th row, of A it is not true that the 1’s precede the off-diagonal 0’s. Thus we
arrive at a contradiction.
Now let τ be the largest index i such that ai,i+1 = 1. Then l(τ + 1) = τ and we have
NG(vi) =
⎧⎨
⎩
{v1, . . . , vl(i)} \ {vi} for i ≤ τ
{v1, . . . , vl(i)} for i ≥ τ + 1
.
Consider any pair of distinct indices i, j ∈ 〈n〉, i < j. By treating the three cases τ ≥ j > i, j > τ ≥ i
and j > i ≥ τ + 1 separately, we obtain
N(vi) \ {vj} = {v1, . . . , vl(i)} \ {vi, vj} and N(vj) \ {vi} = {v1, . . . , vl(j)} \ {vi, vj}.
Since l(i) ≥ l(j), the inclusionN(vi)\ {vj} ⊇ N(vj)\ {vi} follows. This shows that the vicinal pre-order
of G is total, and so G is a threshold graph. 
In view of Theorem 4.1 and Lemma 4.3, one may attribute to Schwarz the result that graphs with
maximal index among all graphs with given numbers of vertices and edges are threshold graphs.
5. Quasi-complete graphs and quasi-stars
In all known cases of the maximal index problem for the class of connected graphs, a connected
graph with maximal index is one of two types Hn,k (defined for −1 ≤ k ≤ n − 3 only) and Gn,k
(defined for −1 ≤ k ≤
(
n
2
)
− n). The graph Hn,k has already been defined. To define Gn,k, first write
k + 1 as
(
d
2
)
+ s, where 0 ≤ s ≤ d − 1. The graph Gn,k has a spanning star with n − 1 edges, and
the remaining k + 1 edges form a complete graph on d vertices plus s edges from another vertex to s
vertices of the complete graph.
For further investigation on the maximal index problem on connected graphs or the maximal Q-
index problem (on graphs or connected graphs), it is worth looking at the quasi-complete graphs
and the quasi-stars introduced by Ahlswede and Katona [2] in their study of the related (but easier)
problem of determining graphs that maximize the number of adjacent pairs of edges (equivalently,
the number of length-2 paths) among graphs with given numbers of vertices and edges.
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The quasi-complete graph Cmn and the quasi-star S
m
n both have n vertices and m edges. To construct
Cmn , write m as
(
a
2
)
+ b with 0 ≤ b < a. The graph Cmn is obtained by first joining b vertices of the
complete graph Ka to a new vertex (when b = 0, just take Ka) and then taking (disjoint) union with the
null graph Kcn−a−1 (with Kcn−a in case b = 0). Note that Cmn is always a threshold graph, and also that
either one of the following two conditions is equivalent to the condition that Cmn is a maximal graph:
(1)
(
n−1
2
)
+ 1 ≤ m ≤
(
n
2
)
; (2) Cmn = Gn,k with k = m − n.
We use the representation
(
n
2
)
− m =
(
p
2
)
+ q, where 0 ≤ q < p, to construct Smn as follows:
Form the star K1,p−q, take the union with the null graph Kcq and then take the join with the complete
graph Kn−p−1; that is Smn = (K1,p−q ∪ Kcq)∨ Kn−p−1. As can be readily checked, Smn is the complement
of C
(n2)−m
n . For m ≥ n − 1, Smn is always a maximal graph. But for 1 ≤ m ≤ n − 2, we have, p =
n − 1, q = n − 1 − m > 0, in which case Kn−p−1 is the empty graph and Smn is the disconnected
threshold graph K1,m ∪ Kcn−1−m. Also, for n − 1 ≤ m ≤ 2n − 3, we have Smn = Hn,k with k = m − n,
as
(
n
2
)
−m =
(
n−2
2
)
+ (2n− 3−m) and 0 ≤ 2n− 3−m < n− 2 (with a slight modification in the
argument in casem = n − 1). Moreover, we also have
C
(n2)
n = S(
n
2)
n = Gn, (n−12 )−1 = Kn.
The above-mentioned Brualdi–Hoffman conjecture, which Rowlinson has established, states that
for every pair of positive integers m, n with m ≤
(
n
2
)
, the quasi-complete graph Cmn is the unique graph
that maximizes the index over all graphs with n vertices and m edges.
Ahlswede and Katona have proved that one of the two graphs Cmn and S
m
n always yields an optimal
graph for their problem; in particular, Smn is an optimal graph for 0 ≤ m < 12
(
n
2
)
− n
2
and Cmn is an
optimal graph for 1
2
(
n
2
)
+ n
2
< m ≤
(
n
2
)
(see [2, Theorem 2 and Theorem 3]).
Later Boesch et al. [6, Theorem 1.2] proved that optimal graphs for the length-2 paths problem
are threshold graphs. By elaborating the arguments of [6], the first-named author has shown in her
thesis [9, Theorem 6.3.2] that optimal graphs for the length-2 paths problem over connected graphs
are maximal graphs, and also she has made the following observation (which undoubtedly is, at least,
partly known):
Remark 5.1. For graphs (or connected graphs)with givennumbers of vertices and edges, the problems
ofmaximizinganyoneof the followingquantities are equivalent: thenumberof adjacentpairs of edges,
the number of length 2-paths, the number of edges in the line graph, sum of squares of vertex degrees,
the Frobenius norm of the signless Laplacian, and the sum of the entries of the square of the adjacency
matrix.
Besides the above-mentioned Schwarz’s rearrangement theorem, in [25] the following is also
proved: if n2 nonnegative real numbers (not necessarily pairwise distinct) are given, then among the
n × n matrices whose entries are these given numbers it is possible to find one, where the entries in each
row and each column are non-increasing, such that the sum of the entries of the square of thematrix attains
the maximum.
In view of Remark 5.1, one may say that the work in Schwarz’s paper [25] has anticipated much of
the later developments on (0, 1)-matrices or on graphs: for instance, the above-mentioned work of
Boesch, etc. on the length-2paths problem (see [6]), Aharoni’swork onmaximal sumof the elements of
A2 for ann×n (0, 1)-matrixAwith givennumber of 1’s (see [1]), andNikiforov’swork on themaximum
of the sumof the squares of degrees of a graphwith given numbers of vertices and edges (see [22]), etc.
In related to the maximal Q-index problem, we would like to pose the following question:
Question. Is it true that for every pair of positive integers m, n, with m ≤
(
n
2
)
, one of the two graphs
Smn or C
m
n maximizes the Q-index over all graphs with n vertices andm edges?
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Note that the problem of maximizing the Q-index over all connected graphs with m edges and
at most n vertices is equivalent to the problem of maximizing the Q-index over all (not necessarily
connected) graphs withm edges and n (or at most n) vertices.
An affirmative answer to the above question is supported by the following results obtained in [11,
Theorem 6.1(b)] and [10, Theorems 4.6–4.9] but slightly reformulated here.
Theorem5.2. Form ≥ 4, n ≥ m+1, Smn ( = K1,m∪Kcn−m−1) is the unique graphwithmaximal Q-index
among all graphs with n vertices and m edges.
Theorem 5.3. For every positive integer m ≥ 4, Smm (with S44 = C44 for m = 4) is the unique graph with
maximal Q-index among all graphs with m edges and m vertices.
Theorem 5.4. For m ≥ 5, there is a unique graph with maximal Q-index among all graphs with m edges
and m− 1 vertices : for m = 5 (respectively, m = 6,m ≥ 7), the optimal graph is S54(= C54) (respectively,
C65(= K4 ∪ Kc1), Smm−1).
Theorem 5.5. For m ≥ 7, there are precisely two graphs that have maximal Q-index among all graphs
with m edges and m − 2 vertices, namely, Smm−2 and Gm−2,2.
Theorem 5.6. For m ≥ 8, except m = 10, there is a unique graph with maximal Q-index among all
graphs with m edges and m− 3 vertices, namely, Smm−3. For m = 10, there are two optimal graphs, namely,
C107 ( = K5 ∪ Kc2) and S107 .
6. A necessary condition for the maximal index problem
In the course of establishing the Brualid–Hoffman conjecture, Rowlinson [24, Lemma2] has showed
the following:
Remark 6.1. If the adjacency matrix A(G) = (aij)1≤i,j≤n of a graph G is stepwise and for some indices
h, k, p, q ∈ 〈n〉 we have
(i) h < p < q < k ;
(ii) ahk = 1, ahj = 0 whenever j > k, aik = 0 whenever i > h ;
(iii) apq = 0, apj = 1 whenever p < j < q, aiq = 1 whenever i < p ;
(iv) p + q > h + k + 1 ,
then ρ(A(G)) < ρ(A(G′)), where G′ is the graph obtained from G by replacing the edge vhvk by vpvq.
We take this opportunity to rewrite the above observation as a necessary condition for the optimal
graph of the maximal index problem over connected graphs.
Theorem 6.2. Let G be a maximal graph with maximal index among all connected graphs with given
numbers of vertices and edges. Let δr > · · · > δ1 be the distinct vertex degrees of G. Then for every pair
of indices i, l ∈ 〈r〉,  r−1
2
 ≥ l > i (and in case i = 1 we require that G has at least two dominating
vertices), we have, δi + δr+1−i ≥ δl + δr−l + 1.
Proof. Let V1, . . . , Vr be the neighborhood equivalence classes of G, arranged in strict ascending order
with respect to ≥G . Clearly, vertices in Vi share the common degree δi for i = 1, . . . , r.
Let ni denote the cardinality of Vi for i = 1, . . . , r, and arrange the vertices of G in non-increasing
order of their vertex degrees. By Lemma 4.3(i) the adjacency matrix A(G) = (ast) of G is stepwise.
Consider any pair of indices i, l ∈ 〈r〉,  r−1
2
 ≥ l > i. Let vk be the last vertex in Vi, vh be the last
vertex in Vr+1−i, vq be the first vertex in Vl and vp be the first vertex in Vr−l . It is readily shown that
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we have r + 1 − i > r − l > l > i and hence h < p < q < k. Since vk ∈ Vi and vh ∈ Vr+1−i,
by the property of a maximal graph mentioned at the beginning, we have ahk = 1. As vk is the last
vertex in Vi, for every t > k, we have vt ∈ V1 ∪ · · · ∪ Vi−1 and so aht = 0. Similarly, we also have
ask = 0 whenever s > h. So conditions (i), (ii) of Remark 6.1 are satisfied. Similarly, we can also verify
condition (iii).
Since vk is the last vertex in Vi, we have
k = nr + nr−1 + · · · + ni = δr+1−i + 1.
Similarly, we have
h = nr + nr−1 + · · · + nr+1−i = δi,
q = nr + nr−1 + · · · + nl+1 + 1 = δr−l + 2,
and
p = nr + nr−l + · · · + nr−l+1 + 1 = δl + 1.
It follows that the desired inequality δi + δr+1−i ≥ δl + δr−l + 1 is equivalent to p + q ≤ h + k + 1.
If the desired inequality does not hold, then by Remark 6.1 we have ρ(A(G)) < ρ(A(G′)), where
G′ = G − vhvk + vpvq. But G′ is a connected graph — because it has a dominating vertex — with the
same number of vertices and edges as G, so we arrive at a contradiction. 
In Theorem 6.2 one may replace the condition l > i by l ≥ i by including the trivial case l = i.
It is of interest to compare the above result with the following known result [10, Theorem 3.10] for
the signless Laplacian.
Theorem 6.3. Let G be a maximal graph that maximizes the Q-index among all connected graphs with
fixed numbers of vertices and edges. Let δr > δr−1 > · · · > δ1 be the distinct vertex-degrees of G. Then
δi + δr+1−i ≥ δl + δr−l + 2 for every pair of positive integers i, l that satisfy l + 2 ≤ i ≤  r2.
We are not sure whether Theorem 6.2 (respectively, Theorem 6.3) can be useful at all in the future
study of the maximal index (respectively, Q-index) problem over connected graphs. Note that the
existence of positive integers i, l such that  r−1
2
 ≥ l > i (or l+ 2 ≤ i ≤  r
2
) implies that r ≥ 5. The
maximal graph Hn,k can have one, two, three or four neighborhood equivalence classes, depending on
n and k. So neither Theorem 6.2 nor Theorem 6.3 can be applied to Hn,k non-vacuously. The maximal
graph Gn,k can have one up to five neighborhood equivalence classes: it is when k+ 1 =
(
d
2
)
+ swith
1 ≤ s ≤ d−2, d < n−2, that Gn,k has five neighborhood equivalence classes, and in that case Gn,k =
C(n− d−2, 1, d− s, s, 1). So Theorem 6.2 cannot be applied to Gn,k non-vacuously; and Theorem 6.3
can be applied non-vacuously to Gn,k only when Gn,k is of the form Gn,k = C(n− d− 2, 1, d− s, s, 1),
but that is the one-dominating-vertex case of the maximal Q-index problem over connected graphs,
for which we have already had a complete answer: Hn,k is the unique optimal graph, according to the
main result of this paper. As for the maximal graph Smn (with m ≥ n − 1), again neither Theorem
6.2 nor Theorem 6.3 can be applied non-vacuously, as Smn has at most four neighborhood equivalence
classes.
It is likely that every optimal graph for the index problem or Q-index problem over connected
graphs has at most five neighborhood equivalence classes. By [10, Corollary 3.11], we have established
only the following very modest result: for the Q-index problem over connected graphs, the number
of neighborhood equivalence classes of an optimal graph is always less than or equal to four-fifth of
its number of vertices.
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