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EMBEDDED WEINGARTEN TORI IN S3
SIMON BRENDLE
Abstract. In this paper, we show that an embedded Weingarten sur-
face in S3 of genus 1 must be rotationally symmetric, provided that
certain structure conditions are satisfied. The argument involves an
adaptation of our proof of Lawson’s Conjecture for minimal tori.
1. Introduction
In a recent paper [5], we proved that the Clifford torus is the only embed-
ded minimal surface in S3 of genus 1, thereby giving an affirmative answer
to a question posed by Lawson [13] in 1970 (see also [7]). The argument in
[5] can be extended in various ways. For example, in [6], we showed that
any minimal torus which is immersed in the sense of Alexandrov must be
rotationally symmetric. Moreover, it was observed in [3] that the arguments
in [5] can be extended to the setting of constant mean curvature tori in S3.
In this note, we extend the arguments in [5] to a class of Weingarten tori
in S3. Let F : Σ→ S3 be a surface in S3 which satisfies a PDE of the form
λ1 + λ2 = ψ(λ1 − λ2),
where λ1 ≥ λ2 denote the principal curvatures. A surface with this property
is referred to as a Weingarten surface.
Theorem 1. Let ψ(s) be an even function satisfying 0 ≤ s ψ′(s) < min{ψ(s), s}
and 0 ≤ s ψ′′(s) ≤ 1 − ψ′(s)2 for s ≥ 0. Let F : Σ → S3 be an embedded
torus which satisfies the equation λ1 + λ2 = ψ(λ1 − λ2). Then F is rota-
tionally symmetric. More precisely, we can find an anti-symmetric matrix
Q ∈ so(4) of rank 2 such that QF (x) ∈ span{ ∂F
∂x1
(x), ∂F
∂x2
(x)} for all x ∈ Σ.
For each a ∈ (0,∞), each b ∈ [0, 1], and each c ∈ [0,∞), the function
ψ(s) =
√
a+ b s2+ c satisfies the assumptions of Theorem 1. Hence, we can
draw the following conclusion:
Corollary 2. Let us fix real numbers a ∈ (0,∞), b ∈ [0, 1], and c ∈ [0,∞).
Moreover, let F : Σ→ S3 be an embedded torus satisfying (λ1 + λ2 − c)2 =
a+ b (λ1 − λ2)2 and λ1 + λ2 ≥ c. Then F is rotationally symmetric in the
sense described above.
The author was supported in part by the National Science Foundation under grant
DMS-1201924.
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The proof of Theorem 1 is similar in spirit to our earlier work [5] on the
Lawson conjecture, and involves an application of the maximum principle
to a two-point function. This technique was pioneered by Huisken in [11],
and was developed further by Andrews [1] (see also [2]).
Instead of assuming that F is an embedding, it suffices to assume that F
is an Alexandrov immersion. This can be seen by adapting the arguments
in [6]. Finally, we note that several rigidity results for Weingarten surfaces
have been established in [8], [9], [10], [14].
2. Absence of umbilical points
In this section, we show that a Weingarten torus satisfying the assump-
tions of Theorem 1 is free of umbilical points. This is motivated by the
classical result of Lawson [12] that a minimal torus in S3 has no umbilical
points. The proof is an adaptation of ideas in Bryant’s paper [9].
Proposition 3. Let F : Σ → S3 be an immersed torus which satisfies the
equation λ1 + λ2 = ψ(λ1 − λ2). Then F has no umbilical points.
Proof. By the uniformization theorem, we can assume that F is a con-
formal immersion from a flat torus Σ = C/Λ into S3. Let z be the standard
complex coordinate on C. Since F is conformal, we may write gzz¯ = 2 e
2ρ
for some smooth function ρ. It is straightforward to verify that
hzz¯ = e
2ρ (λ1 + λ2)
and
|hzz| = e2ρ (λ1 − λ2).
Therefore, the equation λ1 + λ2 = ψ(λ1 − λ2) can be rewritten as
e−2ρ hzz¯ = ψ(e
−2ρ |hzz|).
We now differentiate this identity with respect to z. Since ψ(s) is an even
function, we may write ψ′(s) = s χ(s) for some Lipschitz continuous function
χ(s). Using the Codazzi equations, we obtain
e−2ρ ∂z¯hzz = ∂z(e
−2ρ hzz¯)
= ψ′(e−2ρ |hzz|) ∂z(e−2ρ |hzz|)
=
1
2
χ(e−2ρ |hzz|) ∂z(e−4ρ |hzz |2)
=
1
2
χ(e−2ρ |hzz|) e−4ρ (hz¯z¯ ∂zhzz + hz¯z¯ ∂z¯hzz − 4 ∂zρ |hzz|2).
Therefore, the function hzz satisfies the Beltrami-type equation
∂z¯hzz =
1
2
χ(e−2ρ |hzz|) e−2ρ (hz¯z¯ ∂zhzz + hz¯z¯ ∂z¯hzz − 4 ∂zρ |hzz|2).
In particular, the zeroes of the function hzz are isolated and have finite order
(see [4], p. 259). Moreover, the Hopf indices at the zeroes of the function hzz
all have the same sign. Since Σ is a torus, a standard index count argument
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implies that hzz cannot have any zeroes at all.
3. The main calculation
Let F : Σ→ S3 be an embedding, and let ν denote a choice of unit normal
vector field along F . In other words, for each point x ∈ Σ, the vector ν(x)
is normal to the surface, but tangential to S3. We assume that the principal
curvatures of F satisfy the equation
λ1 + λ2 = ψ(λ1 − λ2),
where ψ satisfies the structure conditions listed in Theorem 1.
We next consider a positive function Φ on Σ with the property that
Z(x, y) = Φ(x) (1− 〈F (x), F (y)〉) + 〈ν(x), F (y)〉 ≥ 0
for all points x, y ∈ Σ. Finally, we assume that there exists a pair of points
x¯ 6= y¯ satisfying Z(x¯, y¯) = 0. Let (x1, x2) be geodesic normal coordinates
around x¯, and let (y1, y2) be geodesic normal coordinates around y¯.
At the point (x¯, y¯), we have
0 =
∂Z
∂xi
(x¯, y¯) =
∂Φ
∂xi
(x¯) (1− 〈F (x¯), F (y¯)〉)
− Φ(x¯)
〈∂F
∂xi
(x¯), F (y¯)
〉
+ hki (x¯)
〈 ∂F
∂xk
(x¯), F (y¯)
〉
and
0 =
∂Z
∂yi
(x¯, y¯) = −Φ(x¯)
〈
F (x¯),
∂F
∂yi
(y¯)
〉
+
〈
ν(x¯),
∂F
∂yi
(y¯)
〉
.
Without loss of generality, we may assume that the second fundamental
form at x¯ is diagonal, so that h11(x¯) = λ1, h12(x¯) = 0, and h22(x¯) = λ2.
Moreover, we put
β1 = 1− ψ′(λ1 − λ2)
and
β2 = 1 + ψ
′(λ1 − λ2).
By assumption, we have 0 ≤ ψ′(s) < 1. This implies 0 < β1 ≤ β2.
Lemma 4. Let τ : R4 → R4 denote the reflection across the hyperplane
orthogonal to F (x¯)− F (y¯). Then F (y¯) = τ(F (x¯)) and ν(y¯) = τ(ν(x¯)).
Proof. The identity F (y¯) = τ(F (x¯)) is trivial. In order to show that
ν(y¯) = τ(ν(x¯)), we choose a connected component N of S3 \ F (Σ) with
the property that ν is the outward-pointing unit normal vector field to N .
Moreover, we define
D = {p ∈ S3 : Φ(x¯) (1− 〈F (x¯), p〉) + 〈ν(x¯), p〉 < 0}.
Note that D is a geodesic ball in S3 with radius less than pi2 . Moreover, it
is easy to see that cos t F (x¯) − sin t ν(x¯) ∈ D if t > 0 is sufficiently small.
This shows that D ∩ N 6= ∅. On the other hand, since the function Z is
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nonnegative, we have D ⊂ S3 \ F (Σ). Putting these facts together, we
conclude that D ⊂ N .
Since Z(x¯, y¯) = 0, the point F (y¯) lies on the boundary of D and on the
boundary of N . Moreover, the outward-pointing unit normal vector to N
at the point F (y¯) is ν(y¯), and the outward-pointing unit normal vector to
D at F (y¯) is τ(F (x¯)). Since D ⊂ N , the two normal vectors must coincide.
Consequently, ν(y¯) = τ(ν(x¯)), as claimed.
Lemma 4 directly implies that
span
{ ∂F
∂y1
(y¯),
∂F
∂y2
(y¯)
}
= span
{
τ(
∂F
∂x1
(x¯)), τ(
∂F
∂x2
(x¯))
}
.
In particular, we can choose local coordinates (y1, y2) around y¯ so that
∂F
∂yi
(y¯) = τ(
∂F
∂xi
(x¯)).
Proposition 5. We have
2∑
i=1
βi
∂2Z
∂x2i
(x¯, y¯)
=
( 2∑
i=1
βi
∂2Φ
∂x2i
(x¯)− 2
2∑
i=1
βi
Φ(x¯)− λi
( ∂Φ
∂xi
(x¯)
)2
+
2∑
i=1
βi (λ
2
i − 1)Φ(x¯)−
2∑
i=1
βi λi (Φ(x¯)
2 − 1)
)
· (1− 〈F (x¯), F (y¯)〉)
+
2∑
i=1
βi (Φ(x¯)− λi).
Proof. Using the Codazzi equations, we obtain
2∑
i=1
βi
∂
∂xi
hik(x¯) =
2∑
i=1
βi
∂
∂xk
hii(x¯) =
∂
∂xk
(
λ1 + λ2 − ψ(λ1 − λ2)
)
= 0
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at the point x¯. This implies
2∑
i=1
βi
∂2Z
∂x2i
(x¯, y¯)
=
2∑
i=1
βi
∂2Φ
∂x2i
(x¯) (1 − 〈F (x¯), F (y¯)〉) − 2
2∑
i=1
βi
∂Φ
∂xi
(x¯)
〈∂F
∂xi
(x¯), F (y¯)
〉
+
2∑
i=1
βiΦ(x¯) 〈F (x¯), F (y¯)〉+
2∑
i=1
βi λiΦ(x¯) 〈ν(x¯), F (y¯)〉
−
2∑
i=1
βi λi 〈F (x¯), F (y¯)〉 −
2∑
i=1
βi λ
2
i 〈ν(x¯), F (y¯)〉
=
( 2∑
i=1
βi
∂2Φ
∂x2i
(x¯) +
2∑
i=1
βi λ
2
i Φ(x¯)−
2∑
i=1
βi λiΦ(x¯)
2
)
(1− 〈F (x¯), F (y¯)〉)
− 2
2∑
i=1
βi
∂Φ
∂xi
(x¯)
〈∂F
∂xi
(x¯), F (y¯)
〉
+
2∑
i=1
βiΦ(x¯) 〈F (x¯), F (y¯)〉 −
2∑
i=1
βi λi 〈F (x¯), F (y¯)〉
at x¯. This gives
2∑
i=1
βi
∂2Z
∂x2i
(x¯, y¯)
=
( 2∑
i=1
βi
∂2Φ
∂x2i
(x¯) +
2∑
i=1
βi (λ
2
i − 1)Φ(x¯)−
2∑
i=1
βi λi (Φ(x¯)
2 − 1)
)
· (1− 〈F (x¯), F (y¯)〉)
− 2
2∑
i=1
βi
∂Φ
∂xi
(x¯)
〈∂F
∂xi
(x¯), F (y¯)
〉
+
2∑
i=1
βi Φ(x¯)−
2∑
i=1
βi λi.
Since 〈∂F
∂xi
(x¯), F (y¯)
〉
=
1
Φ(x¯)− λi
∂Φ
∂xi
(x¯) (1− 〈F (x¯), F (y¯)〉),
the assertion follows.
Proposition 6. Assume that ∂F
∂yi
(y¯) = τ( ∂F
∂xi
(x¯)). Then
∂2Z
∂xi ∂yi
(x¯, y¯) = λi − Φ(x¯).
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In particular,
2∑
i=1
βi
∂2Z
∂xi ∂yi
(x¯, y¯) =
2∑
i=1
βi (λi − Φ(x¯)).
Proof. The proof of Proposition 5 in [5] goes through unchanged.
Proposition 7. We have
2∑
i=1
βi
∂2Z
∂y2i
(x¯, y¯) ≤
2∑
i=1
βi (Φ(x¯)− λi).
Proof. We have
2∑
i=1
βi
∂2Z
∂y2i
(x¯, y¯) =
2∑
i=1
βi
〈
ν(x¯)− Φ(x¯)F (x¯), ∂
2F
∂y2i
(y¯)
〉
= −
2∑
i=1
βi
〈
ν(x¯)− Φ(x¯)F (x¯), F (y¯)
〉
−
2∑
i=1
βi hii(y¯)
〈
ν(x¯)− Φ(x¯)F (x¯), ν(y¯)
〉
.
By Lemma 4, we have
ν(x¯)− Φ(x¯) (F (x¯)− F (y¯)) = τ(ν(x¯)) = ν(y¯),
hence
2∑
i=1
βi
∂2Z
∂y2i
(x¯, y¯) =
2∑
i=1
βi (Φ(x¯)− hii(y¯)).
Let µ1 ≥ µ2 denote the principal curvatures at the point y¯. Since ψ is
convex, we have
(µ1 − λ1) + (µ2 − λ2) = ψ(µ1 − µ2)− ψ(λ1 − λ2)
≥ ψ′(λ1 − λ2) ((µ1 − λ1)− (µ2 − λ2)),
hence
2∑
i=1
βi (µi − λi) ≥ 0.
Since β1 ≤ β2, we conclude that
2∑
i=1
βi (hii(y¯)− λi) ≥
2∑
i=1
βi (µi − λi) ≥ 0.
Putting these facts together, we conclude that
2∑
i=1
βi
∂2Z
∂y2i
(x¯, y¯) ≤
2∑
i=1
βi (Φ(x¯)− λi),
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as claimed.
Combining Proposition 5, Proposition 6, and Proposition 7, we can draw
the following conclusion:
Corollary 8. We have
0 ≤
2∑
i=1
βi
∂2Z
∂x2i
(x¯, y¯) + 2
2∑
i=1
βi
∂2Z
∂xi ∂yi
(x¯, y¯) +
2∑
i=1
βi
∂2Z
∂y2i
(x¯, y¯)
≤
( 2∑
i=1
βi
∂2Φ
∂x2i
(x¯)− 2
2∑
i=1
βi
Φ(x¯)− λi
( ∂Φ
∂xi
(x¯)
)2
+
2∑
i=1
βi (λ
2
i − 1)Φ(x¯)−
2∑
i=1
βi λi (Φ(x¯)
2 − 1)
)
(1− 〈F (x¯), F (y¯)〉).
4. The choice of the function Φ
In this section, we construct a function Φ such that
2∑
i=1
βiD
2
i,iΦ−2
2∑
i=1
βi
Φ− λi (DiΦ)
2+
2∑
i=1
βi (λ
2
i −1)Φ−
2∑
i=1
βi λi (Φ
2−1) < 0,
where the coefficients βi are defined as above. To that end, we need the
following result, which can be viewed as an analogue of the Simons identity
(cf. [15]) for the norm of the second fundamental form of a minimal surface:
Proposition 9. Let λ1 and λ2 be the principal curvatures (viewed as func-
tions on Σ). Then
2∑
i=1
βiD
2
i,iλ1 +
2∑
i=1
βi (λ
2
i − 1)λ1 −
2∑
i=1
βi λi (λ
2
1 − 1)
= 2
β2
λ1 − λ2 ((D1λ2)
2 + (D2λ1)
2) + ψ′′(λ1 − λ2) (β1 + β2)
2
β21
(D1λ2)
2
and
2∑
i=1
βiD
2
i,iλ2 +
2∑
i=1
βi (λ
2
i − 1)λ2 −
2∑
i=1
βi λi (λ
2
2 − 1)
= −2 β1
λ1 − λ2 ((D1λ2)
2 + (D2λ1)
2) + ψ′′(λ1 − λ2) (β1 + β2)
2
β22
(D2λ1)
2.
Proof. We first relate the Hessian of the function λi to the second covari-
ant derivatives of the second fundamental form. The Hessian of the function
λi is given by
D2k,kλi = D
2
k,khii − (−1)i
2
λ1 − λ2 (Dkh12)
2.
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Moreover, we have the commutator identity
D2k,khii −D2i,ihkk = D2k,ihik −D2i,khik = (λ2i − 1)λk − λi (λ2k − 1).
Differentiating the relation λ1 + λ2 − ψ(λ1 − λ2) = 0 gives
0 = D2k,k(λ1 + λ2 − ψ(λ1 − λ2))
=
2∑
i=1
βiD
2
k,kλi − ψ′′(λ1 − λ2) (Dkλ1 −Dkλ2)2
=
2∑
i=1
βiD
2
k,khii + 2
β1 − β2
λ1 − λ2 (Dkh12)
2 − ψ′′(λ1 − λ2) (Dkλ1 −Dkλ2)2
=
2∑
i=1
βiD
2
i,ihkk +
2∑
i=1
βi (λ
2
i − 1)λk −
2∑
i=1
βi λi (λ
2
k − 1)
+ 2
β1 − β2
λ1 − λ2 (Dkh12)
2 − ψ′′(λ1 − λ2) (Dkλ1 −Dkλ2)2
=
2∑
i=1
βiD
2
i,iλk +
2∑
i=1
βi (λ
2
i − 1)λk −
2∑
i=1
βi λi (λ
2
k − 1)
+ 2 (−1)k
2∑
i=1
βi
λ1 − λ2 (Dih12)
2 + 2
β1 − β2
λ1 − λ2 (Dkh12)
2
− ψ′′(λ1 − λ2) (Dkλ1 −Dkλ2)2.
This gives
2∑
i=1
βiD
2
i,iλ1 +
2∑
i=1
βi (λ
2
i − 1)λ1 −
2∑
i=1
βi λi (λ
2
1 − 1)
= 2
β2
λ1 − λ2 ((D1λ2)
2 + (D2λ1)
2) + ψ′′(λ1 − λ2) (D1λ1 −D1λ2)2
and
2∑
i=1
βiD
2
i,iλ2 +
2∑
i=1
βi (λ
2
i − 1)λ2 −
2∑
i=1
βi λi (λ
2
2 − 1)
= −2 β1
λ1 − λ2 ((D1λ2)
2 + (D2λ1)
2) + ψ′′(λ1 − λ2) (D2λ1 −D2λ2)2.
The assertion now follows from the fact that
∑2
i=1 βiDkλi = 0 for k = 1, 2.
Proposition 10. Let Φ = αλ1− (α− 1)λ2, where λ1 ≥ λ2 are the principal
curvatures and α > 1 is a constant. Then
2∑
i=1
βiD
2
i,iΦ−2
2∑
i=1
βi
Φ− λi (DiΦ)
2+
2∑
i=1
βi (λ
2
i −1)Φ−
2∑
i=1
βi λi (Φ
2−1) < 0.
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Proof. It follows from Proposition 9 that
2∑
i=1
βiD
2
i,iΦ+
2∑
i=1
βi (λ
2
i − 1)Φ −
2∑
i=1
βi λi (Φ
2 − 1)
= −α(α− 1)
2∑
i=1
βi λi (λ1 − λ2)2 + 2 (α− 1)β1 + αβ2
λ1 − λ2 ((D1λ2)
2 + (D2λ1)
2)
+ αψ′′(λ1 − λ2) (β1 + β2)
2
β21
(D1λ2)
2 − (α− 1)ψ′′(λ1 − λ2) (β1 + β2)
2
β22
(D2λ1)
2.
Moreover, using the relation
∑2
i=1 βiDkλi = 0, we obtain
D1Φ = αD1λ1 − (α− 1)D1λ2 = −(α− 1)β1 + αβ2
β1
D1λ2
and
D2Φ = αD2λ1 − (α− 1)D2λ2 = (α− 1)β1 + αβ2
β2
D2λ1.
This implies
2∑
i=1
βi
Φ− λi (DiΦ)
2
=
1
α− 1
β1
λ1 − λ2 (D1Φ)
2 +
1
α
β2
λ1 − λ2 (D2Φ)
2
=
(α− 1)β1 + αβ2
λ1 − λ2
((α− 1)β1 + αβ2
(α − 1)β1 (D1λ2)
2 +
(α− 1)β1 + αβ2
αβ2
(D2λ1)
2
)
.
Putting these facts together gives
2∑
i=1
βiD
2
i,iΦ− 2
2∑
i=1
βi
Φ− λi (DiΦ)
2 +
2∑
i=1
βi (λ
2
i − 1)Φ −
2∑
i=1
βi λi (Φ
2 − 1)
= −α(α− 1)
2∑
i=1
βi λi (λ1 − λ2)2
− 2 (α− 1)β1 + αβ2
λ1 − λ2
( αβ2
(α− 1)β1 (D1λ2)
2 +
(α− 1)β1
αβ2
(D2λ1)
2
)
+ αψ′′(λ1 − λ2) (β1 + β2)
2
β21
(D1λ2)
2 − (α− 1)ψ′′(λ1 − λ2) (β1 + β2)
2
β22
(D2λ1)
2.
Since ψ′′(s) ≥ 0, the last term on the right hand side has a favorable sign.
To estimate the second to last term, we use the inequality ψ′′(s) ≤ 1−ψ′(s)2
s
.
This gives
ψ′′(λ1 − λ2) ≤ 1− ψ
′(λ1 − λ2)2
λ1 − λ2 =
β1β2
λ1 − λ2
2
β1 + β2
.
10 SIMON BRENDLE
Thus, we conclude that
2∑
i=1
βiD
2
i,iΦ− 2
2∑
i=1
βi
Φ− λi (DiΦ)
2 +
2∑
i=1
βi (λ
2
i − 1)Φ −
2∑
i=1
βi λi (Φ
2 − 1)
≤ −α(α − 1)
2∑
i=1
βi λi (λ1 − λ2)2
− 2 β2
λ1 − λ2
αβ2
(α− 1)β1 (D1λ2)
2 − 2 (α− 1)β1 + αβ2
λ1 − λ2
(α− 1)β1
αβ2
(D2λ1)
2
< 0.
In the last step we have used the inequality
∑2
i=1 βi λi > 0. This follows
from our assumption that s ψ′(s) < ψ(s).
5. Proof of Theorem 1
In this section, we complete the proof of Theorem 1. As above, we assume
that F : Σ → S3 is an embedding which satisfies the equation λ1 + λ2 =
ψ(λ1 − λ2), where ψ satisfies the structure conditions from Theorem 1.
Proposition 11. We have
λ1(x) (1− 〈F (x), F (y)〉) + 〈ν(x), F (y)〉 ≥ 0
for all x, y ∈ Σ, where λ1(x) denotes the larger one of the principal curva-
tures at x. In other words, at each point on Σ the inscribed radius equals
the curvature radius.
Proof. For each α > 1, we define
Zα(x, y) = Φα(x) (1 − 〈F (x), F (y)〉) + 〈ν(x), F (y)〉,
where Φα(x) = αλ1(x)− (α−1)λ2(x). Since F has no umbilical points, the
function Zα is nonnegative when α is sufficiently large. Let now
κ = inf{α > 1 : Zα(x, y) ≥ 0 for all x, y ∈ Σ}.
Clearly, Zκ(x, y) ≥ 0 for all points x, y ∈ Σ.
We claim that κ = 1. Indeed, if κ > 1, then we can find a pair of points
x¯, y¯ ∈ Σ such that x¯ 6= y¯ and Zκ(x¯, y¯) = 0. By Corollary 8, we have
0 ≤
2∑
i=1
βi
∂2Zκ
∂x2i
(x¯, y¯) + 2
2∑
i=1
βi
∂2Zκ
∂xi ∂yi
(x¯, y¯) +
2∑
i=1
βi
∂2Zκ
∂y2i
(x¯, y¯)
≤
( 2∑
i=1
βi
∂2Φκ
∂x2i
(x¯)− 2
2∑
i=1
βi
Φκ(x¯)− λi
(∂Φκ
∂xi
(x¯)
)2
+
2∑
i=1
βi (λ
2
i − 1)Φκ(x¯)−
2∑
i=1
βi λi (Φκ(x¯)
2 − 1)
)
(1− 〈F (x¯), F (y¯)〉).
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This contradicts Proposition 10. Thus, we conclude that κ = 1. This implies
that
Z1(x, y) = λ1(x) (1 − 〈F (x), F (y)〉) + 〈ν(x), F (y)〉 ≥ 0
for all points x, y ∈ Σ. This completes the proof of Proposition 11.
Using Proposition 11, we are able to show that the principal curvatures
are constant along one family of curvature lines:
Corollary 12. We have D1λ1 = D1λ2 = 0 at each point on Σ.
Proof. Let us fix a point x¯ ∈ Σ, and let {e1, e2} be an orthonormal basis
of Tx¯Σ such that h(e1, e1) = λ1(x¯), h(e1, e2) = 0, and h(e2, e2) = λ2(x¯). For
abbreviation, we put
ξ = λ1(x¯)F (x¯)− ν(x¯) ∈ R4.
Let us consider a geodesic σ : R→ Σ be a geodesic on Σ satisfying σ(0) = x¯
and σ′(0) = e1. By Proposition 11, the function
f(t) = λ1(x¯)− 〈ξ, F (σ(t))〉
is nonnegative for all t. Moreover, the derivatives of f(t) are given by
f ′(t) = −〈ξ, dFσ(t)(σ′(t))〉,
f ′′(t) = 〈ξ, F (σ(t))〉 + h(σ′(t), σ′(t)) 〈ξ, ν(σ(t))〉,
and
f ′′′(t) = 〈ξ, dFσ(t)(σ′(t))〉 + h(σ′(t), σ′(t)) 〈ξ,Dσ′(t)ν〉
+ (DΣσ′(t)h)(σ
′(t), σ′(t)) 〈ξ, ν(σ(t))〉.
Putting t = 0, we obtain f(0) = f ′(0) = f ′′(0) = 0. Since the function f(t)
is nonnegative, we conclude that f ′′′(0) = 0. This gives (DΣe1h)(e1, e1) = 0.
Consequently, we have D1λ1 = 0 at the point x¯. Since
∑2
i=1 βiDkλi = 0 for
k = 1, 2, it follows that D1λ2 = 0 at the point x¯.
We now complete the proof of Theorem 1. Let us choose a non-vanishing
function ϕ such that
ϕ′(s) = −1 + ψ
′(s)
2s
ϕ(s)
for s > 0. Moreover, we define a vector field V on Σ by
V = ϕ(λ1 − λ2) e1.
Lemma 13. The vector field V satisfies [V, e1] = [V, e2] = 0.
Proof. Using the identity D1(λ1 − λ2) = 0, we obtain [V, e1] = 0. More-
over, the identity D1λ2 = 0 implies D
Σ
e2
e1 = 0. Since
DΣe1e2 = −
1
λ1 − λ2 D2λ1 e1,
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we conclude that
[e1, e2] = D
Σ
e1
e2 −DΣe2e1 = −
1
λ1 − λ2 D2λ1 e1.
Consequently, we have
[V, e2] = ϕ(λ1 − λ2) [e1, e2]− ϕ′(λ1 − λ2)D2(λ1 − λ2) e1
= − 1
λ1 − λ2 ϕ(λ1 − λ2)D2λ1 e1 − ϕ
′(λ1 − λ2) 2
1 + ψ′(λ1 − λ2) D2λ1 e1
= 0.
This completes the proof of Lemma 13.
Since [V, e1] = [V, e2] = 0 and V (λ1) = V (λ2) = 0, we obtain
(LV g)(ei, ej) = V (g(ei, ej)) = 0
and
(LV h)(ei, ej) = V (h(ei, ej)) = 0.
Thus, LV g = LV h = 0. Using the normal exponential map, we may extend
V to a Killing vector field which is defined on a small tubular neighborhood
of F (Σ). Consequently, the vector field ξ must be the restriction of an
ambient Killing vector field on S3. In other words, there exists an anti-
symmetric matrix Q ∈ so(4) such that V (x) = QF (x) for all x ∈ Σ.
It remains to show that the matrix Q has rank 2. To see this, we differen-
tiate the relation V (x) = QF (x) along e2. Since g(V, e2) = h(V, e2) = 0, we
obtainDΣe2V = Qe2. On the other hand, we haveD
Σ
e2
V = −ϕ(λ1−λ2)
λ1−λ2
D2λ1 e1.
Thus,
Q
(
e2 +
1
λ1 − λ2 D2λ1 F (x)
)
= Qe2 +
ϕ(λ1 − λ2)
λ1 − λ2 D2λ1 e1 = 0.
This shows that Q has non-trivial nullspace. Consequently, Q has rank 2,
as claimed.
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