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Kinetic and thermodynamic effects govern the outcome of competing chemical reactions, and
are key in organic synthesis. They are crucially influenced, if not dominated, by the chemical
composition of the reactants. For two competing exemplary reactions, E2 and SN2, we show how
to use quantum machine learning in chemical compound space to rapidly predict outcome and
respective transition states for any new reactant. Machine learning model based predictions of
reactions in the chemical compound space of reactant candidates affords numerical results suggesting
that Hammond’s postulate is valid for SN2, but not to E2. The predictions are demonstrated to
enable the construction of decision trees for rational prospective experimental design efforts.
INTRODUCTION
A common problem in organic chemistry is the reli-
able control of reaction outcomes for arbitrary reactants
and competing reaction channels. If predictable through
computation, such a tool could be used for experimental
design, enabling us to systematically engineer optimal
synthetic protocols resulting in maximal yield of desired
products. To address this problem with modern machine
learning techniques, considerable efforts have been spent
on devising improved reaction predicting methods [1–6]
relying on experimental data sets. However, these ap-
proaches do not account for the fundamental energetics
underpinning chemical reactions and resulting in kinetic
or thermodynamic effects. In order to freely navigate
the chemical reactant space for novel chemistries from
scratch, a quantum chemistry approach is mandatory.
Over the last decade, considerable progress has been
made to unite machine learning with quantum chemistry
in order to navigate chemical compound space [7–10], the
problem of quantum machine learning (QML) based pre-
dictions of reaction profiles through chemical spaces of
reactants and products, however, has largely remained
elusive. Here, we show how to use QML to reliably pre-
dict and discriminate competing reaction channels among
two of the most famous text book reactions in chem-
istry, SN2 vs. E2 (See Fig. 1). Analysis of our results
suggests that Hammond’s postulate breaks down for E2,
and that rational decision trees in chemical space can be
constructed in order to control the fate of the reaction.
Just before submission of our work it has been brought
to our attention that QML models have been trained by
Friedrich et al. to predict H2 activation barriers of Vaska’s
complexes [11]; by Jorner et al. to estimate nucleophilic
aromatic substitution reaction barriers [12]; and by Evan
Komp et al. learning the temperature effect of coupled
reaction rates.
METHODS
Kernel Ridge Regression
In this work, we used kernel based methods which were
initially introduced in the 1950s[13]. Ridge regression be-
longs to the family of supervised learning methods where
the input space is mapped to a feature space within which
fitting is performed. The transformation to the feature
space is unknown a priori and computationally expen-
sive. To circumvent this problem, the “kernel trick”[14]
is applied where the inner product 〈xi,xj〉 of the rep-
resentations of the two compounds i and j are replaced
by the so-called kernel function k(xi,xj). This results
in kernel ridge regression (KRR). A kernel is a measure-
ment of similarity between two input vectors xi and xj .
In this work, we used the Gaussian kernel:
k(xi,xj) = exp
(
−||xi − xj ||
2
2
2σ2
)
(1)
with the length scale hyperparameter σ and representa-
tion x. Using the representation of a molecule as in-
put space, KRR learns a mapping function to a property
yestq (xq), given a training set of N reference pairs (xi, yi).
The property yestq (xq) can be estimated by a sum over the
training examples:
yestq (xq) =
N∑
i
αik(xi,xq) (2)
where α is the regression coefficient which can be ob-
tained as follows:
α = (K+ λI)−1y (3)
with the regularization strength λ, the identity matrix I
and the kernel matrix element Kij containing the kernel
elements k(xi,xj) for all training compounds.
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2Representations
In this work, we focused on four representations:
the Bag of Bonds (BoB)[15], spectrum of London[16]
and Axilrod-Teller-Muto[17, 18] potentials (SLATM),
FCHL19[19] and one-hot encoding[14].
BoB uses the coulomb repulsion terms from the
coulomb matrix representation (CM[20]), groups them
into different bins (so-called bags) for different atom pairs
and scales them by the nuclear charge of the correspond-
ing atoms. SLATM uses London dispersion contributions
as two body term (rather than coulomb repulsion) and
Axilrod-Teller-Muto potential as three body term. In
addition to BoB and SLATM which contain two-, or
two- and three-body terms, respectively, FCHL19 con-
tains one-, two- and three-body terms. The one-body
terms contain the position of the element in the periodic
table (group and period), the two-body terms contain in-
teratomic distances R scaled by R−4 and the three-body
terms contain angles between all atom triples scaled by
R−2.
In one-hot encoding, the representation is a vector of
zeros and ones (i.e. a bit vector), where only one entry is
non zero per feature. To describe the molecules, we used
a bit vector for every substitution site (Ri ∈ {1, 2, 3, 4},
and one for the nucleophiles (Y) and the leaving group
(X), respectively. This results in a combined vector con-
taining 6 bit vectors of total length of 27 bits. Although
this representation is unique, it does not contain any
geometrical information unlike the other representations
used. Even though it does not hold as much information
about the system, it can be used to predict properties for
compounds only knowing their constitutions without the
need for geometrical information.
Training & Learning curves
To train our models, we split the data set into training
(optimize the hyperparameters) and a test set (evaluate
the model). To get the optimal hyperparameters, we
used k-fold cross validation[14]. We divide the training
data into k folds and for each fold, we trained on all
but one fold which was used for evaluating the model.
This procedure was done in an iterative fashion over all
the folds. We then calculated the averaged error over
these folds. This was done for different combinations of
hyperparameters. In order to measure the accuracy of
our model, we picked the best set of hyperparameters
and trained the model using different training set sizes
N and plotted the mean absolute errors (MAE) vs. N ,
resulting in learning curves.
Using learning curves allowed us to see the learning
behavior of our models and compare different representa-
tions. The error  of a consistently improving ML model
should decrease linearly for increasing training set sizes
N [21]:
log() = log(a)− b · log(N) + HOT (4)
where a is the offset (telling how good the model fits real-
ity) and b the slope of the learning curve which describes
the speed of which the accuracy increases using larger
training set sizes. HOT stands for higher order terms
which were neglected in this work, as commonly done.
RESULTS AND DISCUSSION
Learning Barriers
In the following, the learning of the activation energies
on LCCSD level is discussed. Learning curves are shown
in Figure 2 panel a) for the E2 reaction and panel b)
for the SN2 reaction, respectively. The input for the
geometry based representations were the constrained
optimized reactant complexes (2 and 3 in Figure 1)
and the models do not contain any information about
the transition state structures (4 and 5 in Figurte 1).
Although learning was achieved for all representations,
surprisingly, the one hot encoding reached the lowest
mean absolute errors (MAE) of 2.4 and 2.14 kcal/mol for
the E2 and the SN2 reaction, respectively. One reason
could be that the geometry based representations do not
know the entire system, i.e. both reactant complex and
the transition state. However, the one-hot representa-
tion, within its limits, accounts for the entirety of the
system. Another reason is the importance of the func-
tional groups Ri, leaving groups X, and attacking groups
Y. For a chemical reaction, the electron withdrawing and
donating properties of substituents are a key property
which is encoded in the one-hot representation. The
inset in Figure 2 shows a scatter plot of the reference
vs. the estimated activation barriers using the one-hot
representation.
To further investigate the performance of the best
model (one-hot representation) we have performed a
principal component analysis (PCA) of the kernel ma-
trix. Using the 529 overlapping reactions, we calculated
the one-hot representation and the corresponding kernel
matrix. The projection onto the first two components
is shown in Figure 3 b) colored by the difference in
activation energies ∆Ea ≡ EEa − ESa . Every point in
the PCA corresponds to a specific combination of R’s,
X’s, and Y’s. The eigenvalue spectrum is shown in
Figure 3 panel a) as inset and they decay rapidly after
the twentieth eigenvalue.
In Figure 3 b) the first two principle components clus-
ter the molecules according to the leaving groups X and
nucleophiles Y. The most frequently occurring combina-
tions of X and Y are encircled with a confidence ellipse
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FIG. 1. Scheme for competing reactions E2 vs. SN2. Top row: Transition states E2 (4 and SN2 (5)). Middle row:
Product geometries at infinite separation (6 and 7) and reactant complexes (2 and 3). Bottom row: Reactant and nucleophile
at infinite separation (1). Properties of interest for this work are activation energies EEa and ESa , reactants, reactant complexes,
and transition states. Table shows substituents R, leaving groups X, and nucleophiles Y.
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FIG. 2. Model evaluation of the activation energies
using learning curves. Test errors of activation barri-
ers (Ea) vs. training set size (N) for E2 (a) and SN2 (b),
on LCCSD/cc-pVTZ//MP2/6-311G(d) level of theory. Inset:
reference vs. estimated activation barriers using predictions
from the one-hot representation.
using the pearson correlation coefficient[14] as shown in
Figure 3 panel b). In panels a and c, we labeled every
point with the corresponding R’s (R1, R2 top row and
R2, R3 bottom row).
The leaving group and nucleophile play a key role in
the activation barrier. Figure 3 panel a) illustrates this
by showing a zoom of a subset where X = F and Y = H
and the E2 reaction is favoured for all compounds. But
this is not the only influence on the activation barriers.
If we take chlorine as leaving group (Figure 3 panel c),
also most of the compounds favor the E2 reaction but
there are some cases, where the substituents R redirect
the reaction towards SN2.
After evaluating our models, we chose the best
representation to train a model on the entire data set
(training and test compounds) and subsequently predict-
ing the 11,353 missing activation barriers. The results
are presented in Figure 4 where the x-axis corresponds
to the nucleophiles Y, the y-axis to the leaving groups
X. For every combination of X and Y, there are 5·5
squares for the functional groups at position R1 and R2.
Within these, there are again 5·5 squares belonging to
R3 and R4. Each of the squares represents one reaction
for a given combination of R1-4, X, and Y.
Although certain X-Y combinations favor one reaction,
the functional groups can overturn their contribution and
shift the barrier heights towards the other reaction. For
X = F, most of the reactions favour the E2 reaction, es-
pecially if the functional groups at position R1 and R2
are CH3 and NH2. These functional groups are electron
donating and therefore push electrons towards the posi-
tively charged carbon atom where the leaving group X re-
sides. For positions R3 and R4 (where the nucleophile at-
tacks the hydrogen), electron withdrawing groups should
lower the activation barrier, which can be observed in
Table I where only CN and NO2 are represented.
Similar patterns can be found in Figure 4 for the
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FIG. 3. Kernel PCA of the training set. a) Zoomed in on a subset of the cluster X=F and Y=H where the substituents
R do not overturn the effect of X and Y. Inset: Eigenvalues of the kernel PCA. b) Kernel PCA of one hot encoding colored by
the energy difference of activation energies of the two reactions ∆Ea = EEa − ESa . Clusters represent combinations of leaving
groups X and nucleophiles Y. c) Zoomed in on a subset of the cluster X=Cl and Y=H where the substituents R do overcome
the effect of X an Y. a/c) labels are R1, R2 (top) and R3, R4 (bottom).
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FIG. 4. Differences in activation energies (∆Ea = EEa − ESa ) for all 7,500 reactions. Every square stands for a
combination of R1-4, X, and Y shown in Figure 1. Positive values denote compounds that undergo a SN2 reaction and negative
values lead towards an E2 reaction.
SN2 reaction, e.g. for X and Y being chlorine, which
favours the SN2 reaction. The cyano group with its pi-
withdrawing character and the minimal space taken (lin-
ear C-N double bond) from the CN group allows the back-
side attack on the carbon. Table I shows mostly hydro-
gen atoms as functional groups because there is minimal
steric hindrance for a backside attack of the nucleophile.
Learning Conformer Energies
We learned the energies of reactant conformers (1 in
Figure 1 , without the nucleophile) and ranked the con-
formers according to the predicted energies using MP2/6-
311G(d) as reference. Figure 5 panel a) shows the per-
formance of our model. Learning was achieved for all
representations resulting in MAE’s below chemical accu-
racy (1 kcal/mol). However, FCHL19 outperforms the
other representations (0.05 kcal/mol) because it encodes
distances and angles.
Semiempirical methods, here GFN2-xTB[22], as well as
DFT methods PBE/cc-pVDZ[23] and PBE0/cc-pVDZ-
5Reaction R1 R2 R3 R4 X Y ∆Ea [kcal/mol]
E2
NH2 CH3 CN NO2 F F -45.57
NH2 NH2 NO2 NO2 F F -44.39
NH2 NH2 NO2 CN F Br -43.32
NH2 NH2 NO2 CN F F -43.16
CH3 NH2 NO2 NO2 F F -42.93
NH2 NH2 CN NO2 F F -42.91
NH2 CH3 CN CN F F -42.76
NH2 CH3 NO2 NO2 F F -41.60
CH3 NH2 NO2 NO2 F Br -41.56
CH3 NH2 NO2 NO2 F Cl -41.36
SN2
H H H CH3 Cl Cl 18.38
H H H H Cl Cl 19.13
H NO2 H H Cl Cl 20.05
H CH3 H H Br Cl 20.27
H CH3 H CH3 Cl Cl 20.48
H CN H H Cl Cl 22.09
NO2 H H H F Cl 22.42
H CH3 NH2 H Cl Cl 23.22
H CH3 H H Cl Cl 24.41
H NH2 H H Cl Cl 28.89
TABLE I. Composition of functional, leaving and attacking
group (R, X, and Y) for the ten smallest (E2), respectively
largest (SN2) differences in activation energies (∆Ea).
JKFIT[24] deliver decent geometries for subsequent sin-
gle point calculations on a higher level of theory. We
tested the ranking according to the energies on a hold
out set of 26 different reactants containing between 2
and 26 conformers. To evaluate the methods, we used
the Kendall τ correlation coefficient[14] which is a mea-
surement of similarity of ordered data. Let x1, x2, ..., xn
be the reference energies and y1, y2, ..., yn the energies
of the test methods, i.e. QML, xTB, PBE, and PBE0.
Then the Kendall τ coefficient verifies the agreement of
xi > xj and yi > yj or vice versa. The coefficient ranges
from −1 perfectly inverse correlation to +1 for the same
order. In Figure 5 panel b, the ML τ coefficients are
plotted against those for GFN2-xTB, PBE, and PBE0.
Our KRR model yields much better rankings, and
therefore reduces the number of MP2 optimizations. In-
stead of optimizing all the conformers, only a training
set has to be calculated. The KRR model trained on
the subset then ranks the remaining conformers and the
higher lying molecules can be discarded/ignored.
Design Rule Extraction
So far, most work based on ANN predicting chemical
reactions using experimental data do not explicitly in-
clude the kinetics of reactions. Activation barriers are
a crucial property in chemical synthesis and retrosyn-
thesis. This is exemplified by three decision trees for
the competing reactions E2 and SN2 in Figure 6. The
goal of these trees is to improve the search for better re-
action pathways (lower activation barriers), by showing
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FIG. 5. Conformer ranking using xTB, PBE, PBE0,
and ML methods. a) Learning curves reporting test errors
vs. training set size N for atomization energies of conformers.
b) Kendall τ values for xTB, PBE, and PBE0 vs ML ranking
of the conformers for 26 (out of sample) molecules. All points
below the diagonal (dashed blue) line represent a molecule
where ML outperforms the respective QM method.
the estimated change in energy when changing function
groups, leaving groups, or nucleophiles. To extract such
rules for the design problem, a large and consistent re-
action data set is needed. In this work we completed
the QMrxn20[25] data set with thousands of activation
barriers, using QML models (see Figure 4).
Starting from the unsubstituted case for the nucle-
ophile Y, we chose fluorine (left panel). From there, two
choices can be made: Change the nucleophile or choose a
leaving group (X = Cl) and so forth. At every decision,
the barrier height changes. Depending on which product
is sought after, hints to improve the energy path can be
found. Figure 6 middle and right panel show the same
principles but with different starting points, Y = Cl for
the middle panel and R1 = H for the right panel, respec-
tively.
Using KRR models to predict the missing barriers in
this particular chemical space allows us to identify (given
a desired product) the estimated changes in the activa-
tion barrier, when subtituting specific functional groups,
leaving groups, or nucleophiles. This way, the yield of
chemical reactions can be optimized by getting insights
of the effects that functional groups have on a certain
molecule. Furthermore, this insight could be used to di-
rect reactions towards the desired product.
Learning Transition State Geometries
The most tedious task in a computational study of a
reaction is the transition state search. There are two
commonly used approaches. One that interpolates the
geometries between the reactant and product. After the
interpolation, the geometries are step wise optimized to-
wards the transition state. Another approach is to guess
the geometry of a transition state. The latter approach
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FIG. 6. Three examples of decision trees using extracted rules and design guidelines from thousands of QML
predictions. Starting from an arbitrary composition of R’s, X’s, and Y’s changes in activation energies (above vertical line)
are shown according to decisions made (below vertical line). Substituents R, leaving groups X, or nucleophiles Y can be chosen
such that the activation energy of the E2 reaction (left panel), the SN2 reaction (middle panel), or the difference in activation
barriers (right panel) is lowered, respectively increased depending on which reaction outcome is favoured.
only works if a prior knowledge of the transition state
is available (e.g. found transition states for a similar
molecule).
In the following, we show a new approach, using
machine learning to estimate the transition state ge-
ometry to get a better initial guess for the transition
state search. In QMrxn20[25] the input geometries for
the transition state calculations were obtained from
mutating the unsubstituted transition state fluoroethane
with chlorine as nucleophile. Calculation timings for
this method are presented in Figure 7 (“mutated”).
A second approach was to take converged TS and
exchange only one functional group, leaving group, or
nucleophile as a better guess for the TS search of the
molecule without a validated TS geometry. This way
the authors of QMrxn20[25] were able to slightly reduce
the time to convergence of the calculations (Figure 7
“functionalized”).
In this work, we trained multiple models using one-hot
encoding to learn key geometrical parameters shown in
Figure 8 (bottom right) for each reaction. This allowed
us to get better initial guesses for the transition state
search. The parameters for the E2 reaction are the
C-X distance dx, the C-Y distance dy, the X-C-C angle
α, the C-C-Y angle β, and the X-C-C-Y dihedral θ.
Similarly for SN2, we have the C-X distance dx, the
C-Y distance dy, and the X-C-Y angle α. For every
parameter, a separate model was trained using the
one-hot representation. Although this representation
does not contain any geometrical information, learning
was achieved for every parameter. Figure 8 shows the
learning curves and as horizontal dashed lines the null
model which uses the mean of the training set for all
predictions. The accuracy of these models is sufficient
for practical purposes, as we do not need to reach self
consistent accuracy but rather a decent guess for the
geometry as input for the TS search.
Using the predictions from these models, we were
able to get better initial guesses for the transition state
search which further reduced the calculation time of
the TS search as shown in Figure 7 (“ML”). This way,
we could save on average (median) six/two MP2 op-
timization steps per calculation compared to the mu-
tated/functionalized case, respectively. Although the
gain in step size is low between the functionalized and
the ML method, latter does not depend on already found
transition states. For large scale high performance com-
puting (HPC) projects this not only reduces the total
time to solution but also the computational cost.
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FIG. 7. Distribution of optimization steps of transition
state calculations. Distribution and median number of op-
timization steps yielding a valid transition state where the ini-
tial geometry comes from the unsubstituted case (mutated)
from similar validated transition states (functionalized[25])
and from ML predictions (ML).
Hammond’s postulate
In the same way as for the transition state geometries,
we also trained a model for the reactant complexes. Fig-
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bottom row show learned properties of the E2 reaction (left) and the SN2 reaction (right) for both structures, reactant complex
and transition state.
ure 8 shows the learning curves for both, transition states
and reactant complexes. The results for both geome-
tries are similar except for the dihedral of the reactant
complexes. The poor performance results from the con-
former search of the reactants. Compared to bond dis-
tances, dihedrals have multiple local minima which leads
to larger differences between the reactant and transition
state structures. The variance of the dihedrals are signifi-
cantly higher which makes the learning task much harder.
The one-hot representation does not contain any geomet-
rical information and therefore is not able to learn the dif-
ferent geometries only using information about the con-
stitution (R’s, X’s, and Y’s) of the reactant complexes.
To investigate Hammond’s postulate we then took the
difference in geometries for all 7,500 reactions for the five
and three parameters for the E2 and the SN2 reaction,
respectively. Then we plotted these values against the
activation energies of both reactions EEa and ESa (Figure
9). The distances ∆dx correlate well with the energies.
This is explained by the leaving group that is bonded to
the carbon atom in the reactant complex and only small
changes in distance happens moving towards the transi-
tion state geometry. For the SN2 reaction, the backside
attack of the nucleophile does not allow a broad distribu-
tion of angles in the reactant complex and the transition
state. Moreover, the changes in geometry between the
reactant complex and the transition state are modest.
Therefore, the parameter ∆dy for the SN2 correlates well
with the activation energy ESa . However, the attack of
the nucleophile on the hydrogen atom (E2 reaction) al-
lows for a much broader distribution of the position of
the nucleophile in the transition state. This makes the
learning problem more difficult, especially for a represen-
tation not including geometrical information.
Angles and dihedrals correlate very poorly with the
activation energies because of the low barriers between
the different minima along a dihedral for a molecule. This
leads to larger differences in these parameters comparing
reactant complexes and transition state geometries.
Hammond’s postulate typically holds for the end
points of an intrinsic reaction coordinate (IRC)
calculation[26–28] which leads to a local minimum close
to the transition state. Therefore, the reactant only
needs a few reorganisations towards the transition state.
For geometries that are farther away from the transition
state (reactant complexes), Hammond’s postulate does
not hold anymore. This means even though more re-
organization steps towards a transition state has to be
made, the activation energy does not reflect this number
anymore.
CONCLUSION
We have shown that it is possible to learn activa-
tion barriers using only the reactant complexes as in-
put for commonly used geometry based representation
made for molecular properties. Furthermore, we showed
that a simple geometry free based representation yields
even better results accounting only for the functional
groups, leaving group, and nucleophile of the reaction.
Using these models we completed the reaction space of
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FIG. 9. Illustration of Hammond’s postulate. Comparing structural differences (distances, angles, and dihedrals) to
activation energies Ea using five E2 (top row) and three SN2 (bottom row) properties. Linear behaviour confirming Hammond’s
postulate is observed for distances (dx,y) in the SN2 reaction. Lack of linearity for the E2 reaction reveals limits of Hammond’s
postulate when applied to reactant complex conformers. Properties learned are displayed in Figure 8.
QMrxn20[25].
We also analyzed the ranking of conformers for differ-
ent methods: GFN2-xTB, PBE, PBE0, and our KRR
model. Using the Kendall τ correlation coefficient, we
could show that our KRR model clearly outperforms the
standard semiempirical and DFT methods on this data
set.
Using KRR predicted activation barriers, we presented
examples for decision trees. These trees could extract in-
sights of the effects of functional groups, leaving groups,
and nucleophiles for a certain chemical reaction from
thousands of QML predictions.
Using the data from the QMrxn20 data set[25], we pre-
sented QML models learning the geometries of transition
states. Using these predictions we were able to improve
the initial guess for transition state searches. This way,
we achieved a reduction of the number of optimization
steps of the transition state search by ten steps (i.e. 20%)
on average.
Finally, we learned the geometries of the reactant com-
plexes consisting of different conformers. Using the pre-
dictions from these models, we showed the limitations
of Hammond’s postulate which does not hold for the E2
reactant complexes in our data set[25].
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COMPUTATIONAL DETAILS
Data & Scripts
The data extracted from QMrxn20[1] are available on
github[2]. The scripts used to optimize the hyperparame-
ters and to generate the learning curves are also available
in the same git repository.
The data set QMrxn20[1] contains 1,286 E2 and 2,361
SN2 machine learned LCCSD activation barriers (∆Ea).
From these reactions, 529 are overlapping reactions,
meaning they start from the same reactant and go over
different reactant complexes (position of attack of the
nucleophile) towards the corresponding transition states.
For the ML models in this work, the constrained op-
timized geometries of the reactant complexes were used
as described in the data set[1]. For all machine learning
models we used the QMLcode[3].
Learning Barriers
For the optimization of the hyperparameters a five
fold cross validation was applied to the training set
for different combinations of σ and λ as described in
the previous section. Figure 1 shows a heat map with
the mean absolute errors (MAE) encoded in the coloring.
Figure 1 shows a heat map of the different combi-
nations of σ and λ with the MAE encoded. Table I
and II contain the values used to generate the learning
curves for the E2 and the SN2 reaction, respectively.
Learning Geometries
In Figure 2 the optimization of the hyperparameters
for transition state and reactant complex geometries for
different parameters for the E2 reactions is shown. For
the SN2 reaction, the same hyperparameters were used.
The heat map shows the MAE as a function of the λ and
σ hyperparameters. Table III and IV contain the data
used to generate the learning curves for the SN2 and the
E2 reaction, respectively.
Representation λ σ N MAE [kcal/mol]
BoB
0.001 1638.4 125 4.67
0.001 1638.4 250 4.07
0.001 1638.4 500 3.71
0.001 1638.4 1000 3.27
SLATM
1e-05 102.4 125 4.43
1e-05 102.4 250 3.87
1e-05 102.4 500 3.21
1e-05 102.4 1000 2.92
FCHL19
0.1 1.6 125 4.01
0.1 1.6 250 3.42
0.1 1.6 500 3.01
0.1 1.6 1000 2.75
one-hot encoding
0.01 6.4 125 3.53
0.01 6.4 250 3.12
0.01 6.4 500 2.69
0.01 6.4 1000 2.40
TABLE I. Results from QML models used to generate learn-
ing curves for the E2 reaction.
Representation λ σ N MAE [kcal/mol]
BoB
1e-05 1638.4 225 4.89
1e-05 1638.4 450 4.28
1e-05 1638.4 900 3.78
1e-05 1638.4 1800 3.49
SLATM
1e-05 102.4 225 4.44
1e-05 102.4 450 3.87
1e-05 102.4 900 3.21
1e-05 102.4 1800 2.92
FCHL19
0.1 1.6 225 3.80
0.1 1.6 450 3.43
0.1 1.6 900 3.11
0.1 1.6 1800 2.87
one-hot encoding
0.01 6.4 225 3.53
0.01 6.4 450 2.80
0.01 6.4 900 2.42
0.01 6.4 1800 2.14
TABLE II. Results from QML models used to generate learn-
ing curves for the SN2 reaction.
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FIG. 1. Heat map showing different combinations of σ and λ hyperparameters with the MAE encoded in the coloring. a) BoB,
b) SLATM, c) FCHL19, d) one-hot encoding.
“Qml: A python toolkit for quantum machine learning,
https://github.com/qmlcode/qml,” (2017).
3Parameter λ σ N MAE [kcal/mol]
Reactant dx
0.1 3.2 225 0.077
0.1 3.2 450 0.036
0.1 3.2 900 0.019
0.1 3.2 1800 0.012
Reactant dy
0.1 1.6 225 1.04
0.1 1.6 450 0.61
0.1 1.6 900 0.36
0.1 1.6 1800 0.25
Reactant α
0.5 3.2 225 7.47
0.5 3.2 450 4.71
0.5 3.2 900 3.63
0.5 3.2 1800 3.11
TS dx
0.1 3.2 225 0.010
0.1 3.2 450 0.053
0.1 3.2 900 0.035
0.1 3.2 1800 0.026
TS dy
0.1 3.2 225 0.146
0.1 3.2 450 0.098
0.1 3.2 900 0.079
0.1 3.2 1800 0.070
TS α
0.1 3.2 225 6.73
0.1 3.2 450 4.27
0.1 3.2 900 3.26
0.1 3.2 1800 2.89
TABLE III. Results from QML models used to generate learn-
ing curves for the SN2 reaction. Learning of the reactant
complex and transition state geometries.
4Parameter λ σ N MAE [kcal/mol]
Reactant dx
0.1 3.2 125 0.136
0.1 3.2 250 0.073
0.1 3.2 500 0.044
0.1 3.2 1000 0.032
Reactant dy
0.1 3.2 125 0.226
0.1 3.2 250 0.134
0.1 3.2 500 0.078
0.1 3.2 1000 0.052
Reactant α
0.1 3.2 125 8.10
0.1 3.2 250 4.36
0.1 3.2 500 2.63
0.1 3.2 1000 1.87
Reactant β
0.1 3.2 125 8.45
0.1 3.2 250 5.62
0.1 3.2 500 4.39
0.1 3.2 1000 3.72
Reactant θ
0.1 3.2 125 85.67
0.1 3.2 250 83.48
0.1 3.2 500 82.05
0.1 3.2 1000 74.79
TS dx
0.1 3.2 125 0.158
0.1 3.2 250 0.094
0.1 3.2 500 0.056
0.1 3.2 1000 0.036
TS dy
0.1 1.6 125 0.203
0.1 1.6 250 0.120
0.1 1.6 500 0.071
0.1 1.6 1000 0.046
TS α
0.1 3.2 125 8.26
0.1 3.2 250 4.25
0.1 3.2 500 2.47
0.1 3.2 1000 1.59
TS β
0.1 3.2 125 9.92
0.1 3.2 250 7.27
0.1 3.2 500 6.04
0.1 3.2 1000 5.13
TS θ
0.1 3.2 125 16.66
0.1 3.2 250 11.96
0.1 3.2 500 9.73
0.1 3.2 1000 8.79
TABLE IV. Results from QML models used to generate learn-
ing curves for the E2 reaction. Learning of the reactant com-
plex and transition state geometries.
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FIG. 2. Heat map showing different combinations of σ and λ hyperparameters for the one-hot encoding with the MAE encoded
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