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Abstract
This paper is the first of a series regarding the Teukolsky equation of spin ±1 and spin ±2 on Kerr
backgrounds in the full subextremal range of parameters |a| < M . In the present paper, we study
fixed frequency solutions of the transformed system of equations introduced by Dafermos, Holzegel and
Rodnianski, obtaining estimates which are uniform in the separation parameters. A corollary of our
result, to be laid out in the second paper of the series, is that solutions of the Teukolsky equation on
subextremal Kerr arising from regular initial data remain bounded and decay in time. This is a key step
in establishing the full linear stability of Kerr under electromagnetic and gravitational perturbations.
Our estimates can also be applied to understanding more delicate features of the Teukolsky equation,
such as their scattering properties.
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1 Introduction
The Einstein vacuum equations
Ric(g) = 0 , (1.1)
to be satisfied by a 4-dimensional Lorentzian manifold (M, g) representing spacetime, are the system of
geometric partial differential equations which lie at the core of the theory of General Relativity.
Aside from the flat Minkowski space, several other explicit solutions of (1.1) are known, most notably
the Kerr family of black holes [Ker63]. Kerr black holes are axisymmetric, asymptotically flat spacetimes
parametrized by a mass, M > 0, and specific angular momentum, a, satisfying the bound |a| ≤ M . We
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say these are subextremal if |a| < M , with the spherically symmetric case a = 0 being known as the
Schwarzschild solution [Sch16], and extremal if |a| = M .
Subextremal Kerr black holes have been shown to be isolated and, under stronger assumptions, unique
in the class of regular stationary, asymptotically flat black hole solutions to (1.1) (see [AIK10], the review
[CCH12] and references therein); thus, they play a privileged role in our understanding of vacuum General
Relativity. For this reason, a great deal of literature on General Relativity is centered around the question
What are the dynamics of perturbations of Kerr under the Einstein vacuum equations (1.1)?
Indeed, the Einstein vacuum equations (1.1) can be seen as evolution equations for given data: they
are well-posed for sufficiently regular data given on a Cauchy hypersurface (see [Fou52; CG69] and the
recent [Sbi16]) or on a characteristic hypersurface (see [Ren90; Luk12]). One can view Kerr black hole
spacetimes as arising from some explicit initial data on a suitable Cauchy hypersurface or alternatively from
some characteristic data for (1.1) in the ancient past or far future, i.e. an asymptotic past or future state,
respectively. Thus, we can realize the previous question in the more concrete problem:
Question I. In evolution under the Einstein vacuum equations (1.1),
A. Stability for Cauchy data. Do initial data sets close to that corresponding to a Kerr black hole give rise
to a spacetime whose exterior remains close to said member of the Kerr family, and does the spacetime
asymptotically approach a Kerr solution with nearby mass and specific angular momentum?
B. Stability for scattering data. Is an asymptotic past (resp. future) state close to that corresponding to
a Kerr black hole mapped to an asymptotic future (resp. past) state which is close to that of some
member of the Kerr family?
The answer to these questions is thought to be positive, at least in the subextremal |a| < M case. To
date, stability for general perturbations of Cauchy data has only been shown to hold for the Minkowski
solution, first by the monumental work of Christodoulou and Klainerman [CK93] and then by an alternative
method in [LR10]; see also [Bie09; Hun18a; HV20; Kei18] for further developments along the lines of these
two approaches. Question IA has inspired a lot of work, [Wal73; Whi89; Cha83; DRS16; DHR19a; DHR19b;
Ma20b] among others, which we will address in more detail shortly. We mention in particular the recent work
[KS17] where, building on the linear insights of [DHR19a], Klainerman and Szeftel show that Schwarzschild
(a = 0) is nonlinearly stable under the special class of polarized axisymmetric perturbations of Cauchy data;
see also the forthcoming [Tay19]. The question of stability in the interior of the Kerr black hole is of an
entirely different nature, see [DL17].
On the other hand, questions relating to stability for scattering data are not yet fully understood even
for Minkowski spacetime in 3 + 1 dimensions (though note [Wan13] for 4 + 1 and higher dimensions). We
also point out work [DHR13] related to Question IB, where the authors construct a nontrivial family of
spacetimes solving (1.1) whose exterior geometry settles down to that of a fixed Kerr black hole.
Attempts have also been made to answer analogues of Question I for solutions to the Einstein equations
with a cosmological constant, Λ, i.e.
Ric(g)− 12Λg = 0 . (1.2)
In the case Λ > 0, stability of the trivial solution of (1.2), known as de Sitter space, under perturbations
of Cauchy data was shown in [Fri86]. The problem is considerably easier than the stability of Minkowski
settled in [CK93], as Λ > 0 ensures faster decay rates than for Λ = 0. Indeed, more progress has been made
in the analogue of Question IA in this setting: Kerr–de Sitter, the Λ > 0 cousin of the Kerr black hole, has
been shown to be nonlinearly stable for very small angular momentum in [HV18].
In the case Λ < 0, the initial value problem for the Einstein equations (1.2) requires an additional
boundary condition at infinity. Assuming reflecting boundary conditions at infinity, one expects instability
rather than stability for the trivial solution, known as Anti-de Sitter space [DH06]. This has indeed been
proven for (1.2) coupled to several spherically symmetric matter models by Moschidis [Mos17b; Mos18].
In the study of questions of nonlinear stability such as Question I and their Λ 6= 0 analogues, one needs
to first define what one means by perturbations of a given spacetime. One approach, known in the physics
literature as the Newman–Penrose formalism [NP62], is to consider perturbations of the Ricci curvature and
connection components expressed in terms of a null frame; this leads to (1.1) being expressed as a nonlinear
system of equations called the null structure equations. Naturally, the system only becomes tractable once
the diffeomorphism invariance of (1.1) has been eliminated by a particular choice of gauge which leads to a
well-posed system of PDEs.
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In order to understand nonlinear stability, one must first understand linear stability. For the Kerr black
hole exterior, there is a particular choice of frame in the Newman–Penrose formalism, called the algebraically
special frame, for which a miracle occurs: the equations for two gauge-invariant components of the Ricci
curvature tensor, known as extremal components, fully decouple from the remaining ones at the linear level.
Indeed, they satisfy the Teukolsky equation [Teu73], which assumes the form[
2g + 2s
ρ2
(r −M)∂r + 2s
ρ2
(
a(r −M)
∆ + i
cos θ
sin2 θ
)
∂φ
+ 2s
ρ2
(
M(r2 − a2)
∆ − r − ia cos θ
)
∂t +
1
ρ2
(
s− s2 cot2 θ) ]α[s] = 0 , (1.3)
with s = ±2. Here, 2g is the covariant scalar wave operator, α[s] is an s-spin weighted function (see already
Definition 2.2.1) and we have used Boyer–Lindquist coordinates (t, r, θ, φ) ∈ R× (r+,∞)× S2 and
∆ := (r − r+)(r − r−) , r± := M ±
√
M2 − a2 , ρ2 = r2 + a2 cos2 θ .
In order to analyze the system of linearized null structure equations, α[±2] are a natural starting point: their
vanishing completely characterizes pure gauge solutions and, indeed, one can in principle hope to control
the remaining quantities in the system of linearized null structure equations by α[±2] once a suitable gauge
has been fixed (see for instance [DHR19a]).
The Teukolsky variable α[s] can be understood in a suitable space of functions for more general spin
s ∈ 12Z, and indeed physical meaning can be ascribed to the Teukolsky equation for spins other than ±2
(see for instance [Cha83]): for s = 0, it reduces to the wave equation; for s = ±1/2, it describes neutrino
propagation and can be related to the Dirac equation; for s = ±3/2, it models propagation of spin-3/2
fermions and can be related to the Rarita–Schwinger equation. Arguably, it is the case s = ±1 that
most resembles s = ±2. Similarly to what occurs for linear gravitational perturbations, in the Newman–
Penrose formalism, the linearized Maxwell equations form a system of coupled equations where those for
the extremal components of the electromagnetic tensor decouple; the Teukolsky equation for s = ±1, which
describes the dynamics of these gauge-invariant components, is also a natural starting point for any analysis
of electromagnetic perturbations.
This brings us to the main question we address in the present series of papers:
Question II. Describe the behavior of general solutions to the Teukolsky equation (1.3) for all Kerr pa-
rameters |a| ≤M ; specifically,
A. Solutions arising from Cauchy data. In the black hole exterior, do solutions to (1.3) arising from
regular Cauchy data remain bounded, and do they also decay at a sufficiently fast rate, in time?
B. Solutions arising from scattering data. Is there a “natural” energy space such that a scattering theory
for (1.3) on the black hole exterior is well defined in the sense of existence, uniqueness and asymptotic
completeness of asymptotic past and future states? In particular, can we control the strength of
superradiant reflection?
The answer is thought to be affirmative at least for subextremal parameters |a| < M , similarly to
Question I. Question II has been answered in the full subextremal range |a| < M for the wave equation,
s = 0, by Dafermos, Rodnianski and the first author in [DRS16], for Cauchy data (Question IIA), and
in [DRS18], for scattering data (Question IIB). On the other hand, in the cases s = ±1,±2, progress on
Question II has only been achieved under restrictions on the rotation parameter. Regarding Question IIA
for Schwarzschild, a = 0, the case s = ±2 was first dealt with by Dafermos, Holzegel and Rodnianski in
[DRS16], followed by a similar approach to s = ±1 by Pasqualotto in [Pas19a] (see also [Blu08]); both
works then go on to establish full linear stability under the gravitational or electromagnetic, respectively,
perturbations to Cauchy data. Generalizations of [DRS16] to very slowly rotating Kerr, |a|  M , were
obtained independently by Dafermos, Holzegel and Rodnianski in [DHR19b] for s = ±2 and Ma [Ma20a;
Ma20b] for s = ±1,±2, respectively. Finally, Question IIB for s = ±2 and a = 0 is considered by Masaood
in the upcoming [Mas]. See already Section 1.1 for further reading on the topic.
We remark that, in the extremal case |a| = M , it is yet unclear what to expect the answer to Question I
to be (see already Section 1.1.2). Already for axisymmetric solutions to (1.3), an instability mechanism,
known as the Aretakis instability, for higher order derivatives transverse to the event horizon was discovered
in [Are15] for s = 0 and generalized to s ∈ Z in [LR12]. Nevertheless, the second author has shown that
general solutions to the Teukolsky equation (1.3) exhibit a weak stability property known as mode stability
[TdC20] to which we will return shortly.
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From the previous discussion, we see that for electromagnetic and gravitational perturbations alike there
is good reason to consider Question II, together with the issue of gauge, to be the key missing piece to
address Question I. In this paper and in our upcoming [SRTdC], we will settle Question IIA in the full
subextremal range |a| < M :
Theorem A. Fix s ∈ {0,±1,±2}, M > 0 and |a| < M . On the exterior of a subextremal Kerr black hole
spacetime with parameters (a,M), general solutions to the Teukolsky equation (1.3) arising from sufficiently
regular initial data on a Cauchy surface
• have uniformly bounded energy fluxes through a suitable spacelike foliation of the black hole exterior,
through the future event horizon, H+, and through future null infinity, I+, in terms of an energy flux
of initial data at the same level of regularity;
• satisfy a suitable version of “integrated local energy decay” with loss of derivatives at trapping;
• and satisfy similar statements for higher-order energies.
Moreover, solutions to (1.3) remain uniformly bounded pointwise and, in fact, decay at a suitable inverse
polynomial rate, with estimates which depend only on M , |a|, s and a suitable initial data quantity.
Though understanding scattering is not the goal of this series of works, our methods also allow us to infer
what can be seen as a partial answer to Question IIB in the subextremal |a| < M case; see Theorem 1B.
Ours are the first quantitative results regarding general electromagnetic and gravitational perturbations
valid for the entire subextremal range |a| < M of the Kerr family, and pave the way for a positive resolution
of Question IA. We highlight the fact that the energy boundedness statement we obtain does not lose
derivatives, making Theorem A a true orbital stability result, in addition to a statement of asymptotic
stability. Finally, we recall the case s = 0 had already been settled by the first author together with
Dafermos and Rodnianski in [DRS16; DRS18].
In our analysis, instead of (1.3), we often consider a transformed system (see already Section 1.2): for
s ∈ Z and 0 ≤ k ≤ |s|, let ψ[s](k) be obtained by taking k appropriately r-weighted null derivatives of α[s], i.e.
ψ
[s]
(0) = j
−1
s,|s|(r)α
[s] ; ψ(k+1) = j−1s,k(r)Lψ[s](k) , k = 0, ..., |s| − 1 , (1.4)
where L denotes null vector fields and js,k are appropriate functions of r. Then Ψ[s] = ψ[s](|s|) satisfies
R[s]Ψ[s] = aJ[s]
(
ψ(k), ∂φψ(k)
)
, k = 0, ..., |s| − 1 , (1.5)
for a linear operator J[s]. For a = 0, the differential operator R[s] is called the Regge–Wheeler operator
when s = ±2 and the Fakerell–Ipser operator when s = ±1. For any |a| < M , it behaves very much like2g; indeed, it can be seen as a wave operator for spin-weighted, rather than scalar, functions as it does
not contain first order terms, unlike the Teukolsky equation (1.3). In our work, we often begin by proving
estimates for the system formed by (1.5) and the PDEs for each ψ[s](k) so that estimates on the Teukolsky
equation (1.3) follow by integrating the transport equations (1.4) that define the kth variable in terms of
the (k + 1)th variable.
We note that the transformed system we will consider is a simple extension to s ∈ Z of that given in
the analogous work of Dafermos, Holzegel and Rodnianski [DHR19b] for |a|  M and s = ±2, which can
be taken as a prequel to our series of papers. In fact, the system considered in [DHR19b] and here is a
generalization to a 6= 0 of earlier work of the same authors for a = 0 and s = ±2 in the aforementioned
[DHR19a] and of the transformations for a = 0 and s = ±1 considered in [Pas19a]. The independent work
[Ma20a; Ma20b] in the very slowly rotating, |a| M setting is based on the same strategy, but relies on a
different generalization of the system in [DHR19a].
In our analysis, we will apply a mix of physical and frequency space methods. As understood by Carter
[Car68] for s = 0 and generalized by Teukolsky [Teu73] for s ∈ 12Z, the Teukolsky equation is formally
separable and, hence, so is the aforementioned transformed system. Our frequency space techniques make
use of this separability property, which in principle reduces the study of the PDEs to the study of ODEs for
the angular and radial components of α[s], ψ[s](k) and Ψ[s]. For instance, by abuse of notation, writing α[s]
and Ψ[s] for their radial component, the radial ODE corresponding to (1.3) is
∆
r2 + a2
d
dr
[
∆
r2 + a2
d
dr
(
(r2 + a2) 12 ∆ s2α[s]
)]
+
(
ω2 − V [s], aωmΛ (r)
)
(r2 + a2) 12 ∆ s2α[s] = 0 , (1.6)
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for an explicit potential V [s], aωmΛ (r), and the radial ODE corresponding to (1.5) is
∆
r2 + a2
d
dr
[
∆
r2 + a2
d
dr
(
Ψ[s]
)]
+
(
ω2 − V [s], aωmΛ (r)
)
Ψ[s] = aJ[s]
(
ψ(k), imψ(k)
)
, k = 0, ..., |s| − 1 , (1.7)
for an explicit potential V [s], aωmΛ (r), where ω is the time frequency associated with ∂t, m is the azimuthal
frequency associated with ∂φ and Λ is a separation constant (see already Section 1.3).
The radial ODE (1.6) arising from the Teukolsky equation (and thus also those of the transformed
system, such as (1.7)) already captures the rich structure of waves on rotating Kerr black holes, be they
scalar, electromagnetic or gravitational waves. For real ω, as long as the asymptotics of α[s], ψ[s](k) and
Ψ[s] are such that Fourier transform in the variable t is well defined, the relation between the PDEs and
corresponding ODEs follows by Fourier inversion. Thus, any r-weighted L2 estimates for the radial ODEs
(1.6) and (1.7) which are uniform in the real frequency parameters (ω,m,Λ) immediately imply analogous
estimates in physical space by Plancherel’s theorem1. In order to justify the Fourier transform, we will use
a continuity argument in the Kerr parameter a in the style of that developed by Dafermos, Rodnianski and
the first author in [DRS16] for the s = 0 case. We flesh out this, and other by now standard physical space
arguments, in our upcoming [SRTdC]. In all the steps mentioned, it will be technically convenient to apply
cutoffs to our PDEs, thus it is useful to also consider inhomogenous versions of (1.3) and (1.5) (c.f. (3.2) and
Proposition 3.2.2), as well as (1.6) and (1.7), among others. For the remainder of this section, we will focus
on obtaining estimates on these, possibly inhomogeneous, ODEs which are uniform in the real frequency
parameters (ω,m,Λ).
The first step is to establish quantitative mode stability (see already Section 1.3). Let us begin with a
qualitative version. A mode solution is a separable solution of the homogeneous Teukolsky (1.3) with finite
initial energy on a suitable spacelike hypersurface which is regular at the event horizon. In the physics
literature, mode stability is often taken to mean that there are no mode solutions which are exponentially
growing in time, i.e. which have Imω > 0. In the context of our analysis, we are most interested in the real
ω case: we say that (1.3) is real modally stable if there are no mode solutions which are bounded but not
decaying in time, i.e. with ω ∈ R\{0}. The conservation law for (1.6) (see already Section 1.3.2) can be used
to infer such a non-existence result in a subset of the ω upper half-plane and real axis, but not its entirety
unless a = 0. For instance, when ω is real and |s| ∈ {0, 1, 2}, superradiance of the frequency parameters, i.e.
ω
(
ω − am2Mr+
)
< 0 ,
prevents us from inferring mode stability from the conservation law. Nevertheless, the Teukolsky equation
(1.3) is indeed both real and complex modally stable for subextremal |a| < M [Whi89; Shl15; And+17;
TdC20] and even for extremal |a| = M [TdC20] Kerr! We remark that this property seems very specific to
the algebraic structure of the Kerr metric (see [Shl14; Mos17a]) and similar metrics (see, e.g. [Cve+20]).
In order to state a quantitative version of mode stability, let us introduce some notation. Denote by
α
[s]
H∓ (resp. α
[s]
I∓) the radial components of separable solutions of the homogeneous Teukolsky equation (1.3)
which are characterized by some real (ω,m,Λ) and which are regular, with respect to the algebraically
special frame in which the Teukolsky variable is defined, at the past or future event horizon (resp. past or
future null infinity). We define the Wronskian
W[s](ω,m,Λ) := ∆1+s
[
d
dr
(
α
[s]
I+
)
· α[s]H+ −
d
dr
(
α
[s]
H+
)
· α[s]I+
]
.
As a consequence of the mode stability property of (1.3), proved in [Whi89; Shl15; And+17; TdC20], one
has that W[s] 6= 0; more concretely, one in fact has
Theorem 0 (Quantitative real mode stability). Fix s ∈ {0,±1,±2}, M > 0 and |a| < M . For each set
of real frequency parameters A such that CA := supA
(|ω|+ |ω|−1 + |m|+ |Λ|) < ∞, there is a constant
B(a,M, |s|, CA) > 0 such that∣∣∣W[s]∣∣∣−1 ≤ B(a,M, |s|, CA) <∞ for (ω,m,Λ) ∈ A .
The constant B(a,M, |s|, CA) can be explicitly computed in terms of a, M , s and CA [Shl15; TdC20]. The
result also holds for |a| = M except for ω ≈ am2Mr+ .
1Note that, though the separable anzatz allows us to take ω ∈ C, it is not clear that solutions to the resulting angular ODE
always form a complete basis for the space of suitably regular spin-weighted functions.
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While Theorem 0 may be shown to imply, using standard ODE theory, estimates for homogeneous
and inhomogeneous versions of the radial ODEs (1.6) and (1.7) in any set of real frequencies A as in its
statement (see e.g. [Shl15; TdC20]), it cannot be used to probe high frequencies, |ω|+ |m|+ |Λ| → ∞, nor
the zero-frequency limit, ω → 0. This is precisely the goal of the current paper:
Theorem 1. Fix s ∈ {0,±1,±2}, M > 0 and |a| < M . Consider a separable solution, Ψ[s], to (1.5)
which arises from a separable solution of the homogeneous or inhomogeneous Teukolsky equation (1.3) and
is characterized by real (ω,m,Λ) with ω 6= 0. By abuse of notation, write Ψ[s] for its radial component,
which then satisfies the ODE (1.7).
A. Integrated estimates. One may fix a sufficiently large set of real frequencies, A, as in Theo-
rem 0, where supA
(|ω|+ |ω|−1 + |m|+ |Λ|) = CA <∞ , so that the following holds. There is a value
rtrap(ω,m,Λ) which is either 0 or satisfies the uniform bounds |rtrap| + |rtrap − r+|−1 ≤ B(a,M, s)
such that for all (ω,m,Λ) 6∈ A, any smooth Ψ[s](r) arising from an inhomogeneousi sho oge eon n ui s Teukolsky equation
as described and which has appropriate boundary conditions as r → r+, r →∞ satisfies(
ω − am2Mr+
)2 ∣∣∣Ψ[s]∣∣∣2
r=r+
+ ω2
∣∣∣Ψ[s]∣∣∣2
r=∞
+
∫ ∞
r+
∆
r4
{∣∣∣∣∆r2 ∂rΨ[s]
∣∣∣∣2 + [(ω2 + r−1Λ)(1− rtrap(ω,m,Λ)r
)
+ r−1
] ∣∣∣Ψ[s]∣∣∣2} dr
≤ B(a,M, s)
∫ ∞
r+
|s|∑
k=0
G(k) ·
(
ψ(k),ψ
′
(k)
)
dr .
(1.8)
Here, G(k) is the inhomogeneity in the equation for the kth transformed variable and G(k) ·
(
ψ(k),ψ
′
(k)
)
is a nontrivial function of the inhomogeneity and the transformed variable.
B. Scattering estimates. For any real frequency triple (ω,m,Λ) with ω 6= 0, am2Mr+ , any smooth Ψ[s](r)
arising from a homogeneoussho oge eon us Teukolsky equation admits a decomposition
Ψ[s] = A[s]H+Ψ
[s]
H+ +A
[s]
H−Ψ
[s]
H− = A
[s]
I+Ψ
[s]
I+ +A
[s]
I−Ψ
[s]
I−
for coefficients A[s]H∓(ω,m,Λ), A
[s]
I∓(ω,m,Λ) ∈ C, and where Ψ
[s]
H± and Ψ
[s]
I± denote normalized trans-
formed variables arising from α[s]H± and α
[s]
I± , respectively, and satisfies
ω2
Cs
DIs
∣∣∣A[s]I+ ∣∣∣2 + (ω − am2Mr+
)2 ∣∣∣A[s]H+ ∣∣∣2
≤ B(a,M, s)
[
ω2
∣∣∣A[s]I− ∣∣∣2 + (ω − am2Mr+
)2
Cs
DHs
∣∣∣A[s]H− ∣∣∣2
]
, s ≤ 0,
ω2
∣∣∣A[s]I+ ∣∣∣2 + (ω − am2Mr+
)2
Cs
DHs
∣∣∣A[s]H+ ∣∣∣2
≤ B(a,M, s)
[
ω2
Cs
DIs
∣∣∣A[s]I− ∣∣∣2 + (ω − am2Mr+
)2 ∣∣∣A[s]H− ∣∣∣2
]
, s > 0,
(1.9)
where the Teukolsky–Starobinsky constants Cs, and the DIs and DHs are explicit, real, non-negative
constants which depend only on the black hole parameters (a,M), the spin |s|, and the frequency triple
(ω,m,Λ) and which may only vanish on a discrete set of real frequencies.
Remark. Some remarks regarding the main theorem of this paper, Theorem 1, are in order.
A. Theorem 1A, along with Theorem 0, is the main ingredient in the proof of Theorem A, see already
Section 1.3.5.
B. While (1.9) is unconditional, one can only establish direct control over the boundary terms with the
usual frequency weights if the Teukolsky–Starobinsky and boundary term constants satisfy
Cs ∼ DIs ∼ DHs ∼ 1 . (1.10)
If a = 0, or s = 0, by the explicit formulas for these constants, one easily has (1.10). For general
subextremal |a| < M parameters and s ∈ {±1,±2}, (1.10) may fail to hold in a certain set of real
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frequencies which depends on the Kerr parameters (a,M) and spin s, and which may be nontrivial
even in the very slowly rotating |a| M case. We note, however, that (1.10) holds in a neighborhood
of the zero time frequency |ω| = 0. Thus, in the zero frequency limit ω → 0, (1.9) indeed implies
effective control over the weighted boundary terms of Ψ[s].
We further note that, while the boundary terms in the estimates (1.8) and (1.9) are not well defined
for ω = 0 nor, in the latter case, ω = am2Mr+ , for applications to the Teukolsky equation (1.3) and the
transformed system, such as equation (1.5), in physical space, by Plancherel, it suffices to obtain estimates
for ω ∈ R\
{
0, am2Mr+
}
which are uniform in the limit ω → 0 and, if |a| < M , ω → am2Mr+ . Estimates (1.8)
and (1.9) indeed have this property. Finally, we remark that estimate (1.8) is uniform in the extremal Kerr
limit |a| →M as long as the frequency parameters are taken to be outside a neighborhood of ω = am2Mr+ .
The proof of Theorem 1 not only requires the s = 0 scalar wave equation techniques developed previously,
but also essential features of the s 6= 0 Teukolsky equation which have not yet been explored in this setting.
Let us give a telegraphic account of the main obstacles to the proof of our Theorem 1 when compared to
the a = 0 or s = 0 cases (see already Section 1.4).
The main challenge we face is that, when a 6= 0 and s 6= 0, the equation (1.5) for Ψ[s] is coupled to
those of the k < |s| transformed variables through J[s]: one needs to obtain a hierarchy of estimates for the
transformed variables. While this idea is not new, and has been implemented successfully in the very slowly
rotating case, the hierarchy must be much more refined in order to be of any use in the general subextremal
|a| < M Kerr case. In fact, in the very slowly rotating case |a|  M , since J[s] comes multiplied by a
small parameter, it was shown by Dafermos, Holzegel and Rodnianski in [DHR19b] for s = ±2 that such
a hierarchy can be constructed using only the transport equations connecting the kth to the (k + 1)th
transformed variable. Hence, the analysis of (1.5) for |a| M is essentially reduced to that of studying the
s = 0 scalar wave equation in this setting.
For general subextremal Kerr black holes, however, this is no longer possible: the coupling terms are
often not lower order perturbations in the radial ODE (1.7). The consequences can be felt both at the
level of bulk estimates such as in (1.8) and at the level of boundary estimates such as in (1.8) and (1.9).
For instance, while in obtaining bulk estimates such as that in (1.8), we rely on frequency-localized virial
currents which are identical to those considered for s = 0, the analogy with the scalar wave equation ends
there. Indeed, for any frequency triple (ω,m,Λ) for which the coupling J[s] is not obviously lower order, we
need precise estimates on each of the transformed variables ψ[s](k). To obtain them, we rely on an analysis,
through frequency-localized virial currents, of the entire transformed system at once, including the radial
ODEs for ψ[s](k) (see already (1.27)). Note that these retain the bad properties of Teukolsky radial ODE (1.6),
compared to the transformed radial ODE (1.7), to which we have alluded earlier. It is by exploiting the
underlying structure of the system that we are finally able to establish the bulk estimate of Theorem 1A.
Let us now turn to the issue of controlling boundary terms. Any Killing energy current, i.e. any energy
current associated to Killing vector fields, necessarily fails to be conserved by (1.5) when a, s 6= 0, due to the
coupling terms J[s]. Moreover, it cannot even be seen as an “approximate” conservation law unless |a| M .
We can build an energy current which is blind to J[s] from the natural conservation law for the Teukolsky
radial ODE (1.6), as it implies an identity for the radial component of Ψ[s]: e.g., if s ≤ 0,
ω2
Cs
DIs
∣∣∣A[s]I+ ∣∣∣2 + ω(ω − am2Mr+
) ∣∣∣A[s]H+ ∣∣∣2 = ω2 ∣∣∣A[s]I− ∣∣∣2 + ω(ω − am2Mr+
)
Cs
DHs
∣∣∣A[s]H− ∣∣∣2 , (1.11)
in the notation of Theorem 1. We refer to (1.11) as the Teukolsky–Starobinsky energy identity, because
it makes use of the so-called Teukolsky–Starobinsky identities [PT74; Sta73; KMW89] (see already Sec-
tion 1.4.3). This explains the presence of the the Teukolsky–Starobinsky constant Cs; the constants DIs
and DHs simply relate the boundary terms of the Teukolsky and the transformed variables. As we have
mentioned in Remark B, for general s ∈ {0,±1,±2} and |a| < M , there is a set of frequencies (ω,m,Λ)
for which (1.10) may not hold, hence for which the Teukolsky–Starobinsky energy identity does not ensure
control over one of the past and one of the future boundary terms: e.g. we may lose control over the terms
ω2
∣∣∣A[s]I+ ∣∣∣2 and ω (ω − am2Mr+) ∣∣∣A[s]H− ∣∣∣2 in (1.11) for certain real (ω,m,Λ). However, one can attempt to re-
cover the “lost” boundary term using the Killing energy associated to ∂t: though it is not conserved by the
Teukolsky equation (1.3) nor by the transformed equation (1.5) when s 6= 0, for some frequencies (ω,m,Λ)
we can appeal to the hierarchy of estimates we develop in this paper to control the errors which arise. It is
by this procedure that in (1.8) we avoid the dependence on the constants Cs, DIs and DHs altogether.
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In the remainder of this introduction, we will try to unpack many of the ideas to which we have alluded
above, as well as explain our strategy to address the main new difficulties. We begin, in Section 1.1, by
reviewing the previous work concerning the Teukolsky equation (1.3) with a focus on Question II. To tackle
Question II in its full generality, as we have said, we will actually consider the transformed system of PDEs,
including (1.5), discussed above; this will be discussed more carefully in Section 1.2. In Section 1.3, we
discuss the formal separability properties of the Teukolsky equation and of the transformed system: we
review Theorem 0 and other aspects of the Teukolsky and transformed system which separability allows us
to easily probe, and explain how it can be used to reduce Theorem A to Theorem 1A. Finally, Section 1.4
is meant to guide the reader through the key points in our proof of Theorem 1: we first give an overview of
the ideas used to analyze the transformed operator R[s], then we focus on the novel ideas required to deal
with the coupling terms J[s] on the right hand side of (1.5).
1.1 Previous work on the Teukolsky equation
Our work comes after more than a decade of intense research on stability of Schwarzschild and Kerr, of
which we now give a brief account, using the Teukolsky equation (1.3) as a reference.
1.1.1 Schwarzschild (a = 0) and subextremal (|a| < M) Kerr
The wave equation case, s = 0, which can already be seen as the “poor man’s stability problem,” was
settled in the full subextremal range |a| < M by Dafermos, Rodnianski and the first author in [DRS16], where
boundedness and decay of (1.3) were established, and [DRS18], where a scattering theory was developed
(see also [GGH17] for an earlier, fixed m, scattering theory for very slowly rotating Kerr-dS). The first
result has also been generalized to the subextremal Kerr–Newman family of charged, rotating black holes in
[Civ14b]. We also note the earlier results on the Schwarzschild family which are summarized in the lecture
notes [DR13], and their extensions to very slowly rotating |a| M Kerr in the independent works [DR10],
[TT11] and [AB15a]. For applications to nonlinear wave equations, see for instance [Luk13; IK15; LT18;
LT20; OS20].
For electromagnetic perturbations, s = ±1, the work of [Pas19a] to which we have alluded was preceded
by a proof, using different methods, of linear stability to perturbations of Cauchy data by Blue [Blu08] (see
also [ST14]). We also note the extensions to very slowly rotating Kerr [AB15b; Ma20a]. Pasqualotto’s work
on the s = ±1 the linear setting was the basis for his resolution of a nonlinear problem, the analogue of
Question IA for the Maxwell–Born–Infeld model of nonlinear electromagnetism [Pas19b]. Moreover, together
with [DHR19a], to which we return below, it was an important ingredient in the proof of linear stability for
the charged version of Schwarzschild (a = 0), known as Reissner–Nordstro¨m spacetime, in [Gio19; Gio20].
Gravitational perturbations, s = ±2 have received the most attention in recent years. As we mentioned,
boundedness and decay of (1.3) was first established in [DHR19a], who also used this fact to derive linear
stability for the entire system of perturbations in a well-posed double null gauge. Later, Johnson established
the linear stability of Schwarzschild in a generalized wave gauge [Joh19] (see also the more recent [Hun18b;
Hun19]); approaches based on metric perturbations were developed in [HKW17]. More recently, boundedness
and decay of α[±2] was generalized to very slowly rotating Kerr by Dafermos, Holzegel and Rodnianski
[DHR19b] and Ma [Ma20b] independently. [And+19] have constructed a gauge in which these results could
be exploited to obtain estimates for the rest of the metric components in the linearized setting. Using
different methods, [HHV19] have also shown decay for linearized metric perturbations in a generalized wave
gauge for very slowly rotating, |a| M , Kerr spacetimes. We note also the papers [FS09; FS17].
For results concerning the half-integer spin cases s = ±1/2,±3/2, see [HN04; MN99] and references
therein, respectively.
1.1.2 A remark on extremal (|a| = M) Kerr
Conspicuously absent from most of the previous discussion is the extremal Kerr case, |a| = M . In fact,
as we have said, it is not clear whether in this limiting case Question II, let alone Question I, should have
a positive or negative answer: already in the linearized setting, a mixture of stability and instability results
have been obtained. As we mentioned, in [Are15], Aretakis showed that higher order transversal derivatives
of axisymmetric solutions to the wave equation along the event horizon blow up, a phenomenon that is
known as Aretakis instability; the result was extended to the Teukolsky equation (1.3) for general integer
spin in [LR12]. In recent work, Casals, Gralla and Zimmerman [CGZ16] suggest that outside of axisymmetry
the Aretakis instability might set in even at a lower level of differentiability and, for solutions arising from
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smooth initial data supported away from the horizon, compute the expected decay rate along and away from
the event horizon (the latter originally obtained in [AG00]), suggesting it is significantly slower than in the
subextremal, |a| < M , case. However, axisymmetric solutions to the wave equation, s = 0, are bounded and
do decay, albeit at a slower rate than in the subextremal, |a| < M , case [Are12]. Moreover, mode stability
has been shown by the second author [TdC20] to hold for general solutions to (1.3) of any spin.
Recent work has largely focused on a spherically symmetric toy model for extremal Kerr, extremal
Reissner–Nordstro¨m, in the case of the wave equation, s = 0. Aretakis in [Are11b; Are11a] and Aretakis,
Angelopoulos and Gajic in [AAG19b] have answered an analogue of Question II for s = 0 in both cases A
and B, respectively. As expected for Kerr, the sharp decay rates for the wave equation, obtained by the
aforementioned authors in [AAG18], are significantly slower than for subextremal Reissner–Nordstro¨m. It is
unclear what the implications of the slow decay and Aretakis instability in the linear setting could be for the
full nonlinear problem as described in Question I; see however [AAG19a] for stability and instability results
concerning nonlinear wave equations satisfying the null condition on the extremal Reissner–Nordstro¨m
black hole background and the numerics [MRT13] concerning nonlinear stability of the extremal Reissner–
Nordstro¨m exterior in the Einstein-scalar field model.
1.2 From the Teukolsky equation to a transformed system of PDEs
As the Teukolsky equation (1.3) is a wave-type equation, one is tempted to apply the techniques that
have been developed to study the s = 0 case, 2gα[0] = 0, on black hole spacetimes in the past decade.
However, there are some fundamental differences. For instance, as (1.3) does not arise from a Lagrangian
formulation, there is no clear physical space conserved energy when s 6= 0 (though there is one in the
separated picture; see already Section 1.3.2). Moreover, the first order terms present in (1.3) have poor
decay in r as r → ∞ and r → r+. These novel features for s 6= 0 represent substantial difficulties in order
for us to apply to (1.3) the methods which have been developed over the past two decades to analyze wave
equations on black hole spacetimes. A natural question that arises, then, is whether one can substitute the
s 6= 0 Teukolsky equation by another PDE which behaves more like the s = 0 case.
1.2.1 A transformed system in Schwarzschild (a = 0)
Let us begin by reviewing how the difficulties discussed in the previous paragraphs are overcome for
a = 0. In [DHR19a], the authors substitute the s = ±2 Teukolsky equation by the equation satisfied
by a variable Ψ[±2] which is obtained from α[±2] by taking two appropriately r-weighted derivatives in a
suitable null direction. As Chandrasekhar [Cha75] had observed in frequency space ([DHR19a] generalized
his findings to physical space), Ψ[±2] satisfies a decoupled equation in Schwarzschild (a = 0), known as the
Regge–Wheeler equation [RW57]:[
1
2 (LL+ LL) +
∆
r4
/˚4[±2] + 2∆
r4
(
2− 3M
r
)]
Ψ[±2] = 0 (1.12)
where L and L are linearly independent null vectors and /˚4[±2] is the (±2)-spin-weighted laplacian (see
already Section 2.3). Equation (1.12) does not involve any first order terms in ∂t or ∂φ, c.f. (1.5); futhermore,
the zeroth order terms are of a repulsive nature, which means the Regge–Wheeler equation behaves even
better than the wave equation. A similar situation occurs in the s = ±1 case: φ[±1], obtained from α[±1] by
taking one appropriately r-weighted derivative in a suitable null direction satisfies a good decoupled wave
equation, known as the Fackerell–Ipser [FI72] equation (see also [Pas19a]).
In both [Pas19a; DHR19a], where we recall Question IA is settled for |s| = 1, 2, respectively, in the
Schwarzschild a = 0 case, estimates are first obtained for Ψ[s] in an analogous way to the wave equation
case; then, they are integrated along null directions to provide estimates on α[s], |s| = 1, 2.
1.2.2 A transformed system for general subextremal Kerr (|a| < M)
In the general subextremal |a| < M Kerr case, it would be convenient to obtain a transformation,
similarly to the a = 0 case, which eliminates the first order terms in (1.3). If we assume that a new variable
Ψ[s] is again obtained by taking |s| r-weighted derivatives along a suitable null direction, estimates for α[s]
can be obtained by integrating the transport equations relating Ψ[s] to the Teukolsky variable, as in the
Schwarzschild case. Thus, recall, from the preamble to this introduction, (1.4) i.e
ψ
[s]
(0) = j
−1
s,0α
[s] , ψ
[s]
(k+1) = j
−1
s,kLψ[s](k) , 0 ≤ k ≤ |s| − 1 , Ψ[s] := ψ[s]|s| ,
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for L representing a null direction and js,k = js,k(r) be some r-weights for k ∈ {0, ..., |s|}. One can easily
check that there is no choice of r-weights js,k which would lead to a full decoupling of the equation for Ψ[s]
from the equation for α[s] unless a = 0. As we must accept some degree of coupling between the equation
for Ψ[s] and those for ψ[s](k), 0 ≤ k < |s|, the goal now is to choose our weights js,k(r) in a way which, first
and foremost, produces an equation for Ψ[s] without the troublesome ∂t and ∂φ first order derivatives we
encounter in the Teukolsky equation (1.3) and, secondly, “minimizes” the degree of coupling.
In the present paper, we demonstrate that the choice
ψ
[s]
(0) = (r
2 + a2)−|s|+1/2∆|s|/2(1+sign s)α[s] ; ∆(r2 + a2)2ψ(k+1) = Lψ
[s]
(k) , k = 0, ..., |s| , (1.13)
where L = L when s < 0 and L = L when s > 0 is sufficient to satisfy the first requirement, and to have the
coupling to the variables indexed by k = 0, ..., |s| occur only through dependence on those variables and their
azimuthal, ∂φ, derivative. Indeed, we show that if, for any s ∈ Z, α[s] solves the homogeneneous Teukolsky
equation (1.3), then the partial differential equation satisfied by Ψ[s] is (c.f. the compressed preliminary
version given in (1.5))
R[s]Ψ[s] = aJ[s] , J[s] =
|s|−1∑
k=0
∆
(r2 + a2)2
[
cΦs, |s|, k(r)Φ + cids, |s|, k(r)
]
ψ
[s]
(k) , (1.14)
where cΨs, |s|, k and cids, |s|, k are bounded functions in [r+,∞) that can be explicitly computed by a recursive
formula. The operator R[s], given by
R[s] := 12 (LL+ LL) +
∆
(r2 + a2)2
(
/˚4[s] − a2 sin2 θ∂2t − 2a∂t∂φ + 2ias cos θ∂t + s2
)
+
∆
[
(1− 2s2)a2∆ + 2(1− s2)Mr(r2 − a2)]
(r2 + a2)4 ,
(1.15)
where /˚4[s] is the s-spin-weighted laplacian (see already Section 2.3), can truly be seen as an analogue of2g (acting on the radiation field) for spin-weighted functions: it reduces to the wave operator acting on the
radiation field when s = 0, it has no first order terms, and its zeroth order terms, which are of a repulsive
nature, are in fact better behaved than for s = 0. The coupling terms are multiplied by a, so we recover the
decoupled a = 0 transformed equation in (1.12) and, moreover, they have “good” r-weights, that decay with
∆ as r → r+ and with r−2 as r →∞. Our framework is in fact a generalization to s ∈ Z of that developed
in [DHR19b] for s = ±2.
We note the following trade-off when a 6= 0: if we opt for physical space transformations of the Teukolsky
equation (1.3) similar to those for a = 0, we have to accept in (1.14) some degree of coupling, absent if a = 0,
to the Teukolsky equation. Conversely, if our main goal is to obtain a fully decoupled new equation, we may
have to consider transformations with no clear physical space representation. This path was taken in much
of the physics literature on rotating a 6= 0 Kerr: for s = ±2, [CD76; Cha76; SN82] have indeed succeeded
in finding transformed quantities that satisfy decoupled equations by considering transformations that can
only be interpreted in the separated picture (see also [GJK17] for an overview of previously considered
transformations). We do not consider such transformations since, as they cannot be easily translated into
the physical space picture, they pose a greater obstacle to our methods than the mild coupling in (1.14).
1.3 The role of separation of variables
Let α[s] be a solution to the Teukolsky equation (1.3). By taking a Fourier–Laplace transform with
respect to t and noting (1.3) commutes with ∂φ, we can formally decompose α[s] into functions
α[s], (aω)m (t, r, θ, φ) = e−iωteimφα˜[s], (aω)m (r, θ) , (1.16)
for ω ∈ C and m an integer or half-integer depending on s. Plugging in the ansatz (1.16) into the Teukolsky
equation (1.3), we obtain a PDE for α˜[s], (aω)m in the r and θ variables. This PDE is clearly separable if
a = 0, as (1.3) commutes with the generators of the spherical symmetries of the spacetime.
For rotating Kerr black holes, a 6= 0, it would seem that there are not enough symmetries for the same
result to hold; yet, as we will see in Section 1.3.1, it does. In our series of papers, we view separation of
variables as a concrete, convenient and explicit approach to frequency analysis, intimately tied to the Kerr
geometry, that allows one to address several aspects of the Teukolsky equation simultaneously under the
same formalism, such as: the existence of a conservation law for Teukolsky with no clear physical space
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analogue (Section 1.3.2), the possibility of superradiance and a proof of the so-called mode stability of
the Teukolsky equation (Section 1.3.3), the phenomenon of trapping for the transformed system (ignoring
coupling terms) as well as its quantitative non-superradiance (for |a| < M , see Section 1.3.4), etc. All these
aspects are reflected in Theorem 0 and in Theorem 1 (see already Section 1.4). In Section 1.3.5, we explain
how Theorem A can be reduced to obtaining the uniform in frequency estimates of Theorem 1A.
1.3.1 Carter’s constant, formal separation and the Teukolsky radial ODE
Besides the conserved quantities induced by the stationary, ∂t, and axisymmetric, ∂φ, Killing fields on
Kerr, it turns out that there is a hidden conserved quantity for geodesics. The conservation law was first
found by Carter [Car68], with the quantity being subsequently known as Carter’s constant, and was later
shown to be associated with a Killing tensor [WP70]. Using this additional symmetry, Carter was able to
show that, if s = 0, the PDE for α˜[s], (aω)m (r, θ) admits separable solutions in the entire |a| ≤ M range; his
result was then extended by Teukolsky [Teu73] for s 6= 0 by analogy.
In what follows, a separable solution characterized by the frequency triple (ω,m,Λ), where m is an
integer or half-integer depending on s and ω,Λ ∈ C, is written as
α
[s], (aω)
mΛ (t, r, θ, φ) = e
−iωteimφS[s], (aω)mΛ (θ)(r
2 + a2)−1/2∆−s/2u[s], (aω)mΛ (r) . (1.17)
Here, S[s], (aω)mΛ satisfies an angular ODE together with boundary conditions that constrain the values of the
separation constant Λ; e.g. (see for instance [TdC20, Proposition 2.1])
ω ∈ R⇒ Λ ∈ R ; Imω > 0⇒ Im [(Λ− a2ω2)ω] < 0 . (1.18)
The function u[s], (aω)mΛ satisfies the radial ODE given before as (1.6), which is written in full as(
u[s]
)′′
+
(
ω2 − V [s]
)
u[s] = 0 ,
V [s] = ∆Λ + 4Mramω − a
2m2
(r2 + a2) + s
2 (r −M)2
(r2 + a2)2 +
∆
(
a2∆ + 2Mr(r2 − a2))
(r2 + a2)4
− 2isω
(
r(r2 + a2) +M(a2 − 3r2))+ am(r −M)
(r2 + a2)2 ,
(1.19)
with ′ denoting a derivative with respect to a modified radial coordinate r∗ that maps r = r+ to r∗ = −∞
leaving r =∞ unchanged. We note the last line of the potential, which decays at a significantly slower rate
as r →∞ than the first two lines, is only present when s 6= 0.
1.3.2 The Teukolsky–Starobinsky conservation law for the Teukolsky equation
As was mentioned already in the preamble to this introduction, the Killing energy associated to the
vector field ∂t is not conserved for the Teukolsky equation (1.3) due to the equation’s first order terms.
Nonetheless, a conservation law for the Teukolsky equation exists in the separated picture2. It follows
from the fact that, since V [s] = V [−s] in (1.19), the Wronskian between u[+s] and u[−s] is conserved for
the homogeneous Teukolsky equation. When (ω,m,Λ) are real, using the Teukolsky–Starobinsky identities
[PT74; Sta73; KMW89] to map solutions of the radial ODE of spin +s to spin −s or vice-versa, we can
upgrade the conservation of the Wronskian to a conservation law involving only one sign of spin; we refer to
the conserved quantity as the Teukolsky–Starobinsky energy. For s 6= 0, the Teukolsky–Starobinsky energy
assumes the role that the Killing energy has for s = 0.
In order to state the Teukolsky–Starobinsky conservation law for real frequencies, let us define u[s]I∓ to be
a solution to (1.19) such that the function r s2 (1∓1)u[s]I∓ is regular at past or future null infinity, respectively,
and u[s]H∓ to be a solution to (1.19) such that the function ∆
s
2 (1∓1)u[s]H∓ is regular at the past or future event
horizon. Then, any solution to the homogeneous radial ODE (1.19) can be written as, dropping most sub
and superscripts,
u[s] = a[s]I+u
[s]
I+ + a
[s]
I−u
[s]
I− = a
[s]
H+u
[s]
H+ + a
[s]
H−u
[s]
H−
2It may be possible to find additional conservation laws, associated to the Teukolsky equation itself or arising from the
entire system of linearized gravitational or electromagnetic perturbations, which hold in physical space, see [Hol16] for a = 0.
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for some complex coefficients a[s]I± and a
[s]
H± . Without loss of generality, let s ≥ 0. For integer s and real
(ω,m,Λ), the Teukolsky–Starobinsky energy conservation in the separated picture can be written in terms
of these coefficients as
(2ω)2s
∣∣∣a[±s]I± ∣∣∣2 + ω −mω+ω Cs

∏|s|
j=1{[4Mr+(ω−mω+)]2+(s−j)2(r+−r−)2}
(r+−r−)
s
2 (1±1)
, |a| < M[
4M2(ω −mω+)
]2s
, |a| = M

−1 ∣∣∣a[±s]H± ∣∣∣2
= Cs(2ω)2s
∣∣∣a[±s]I∓ ∣∣∣2 + ω −mω+ω

∏|s|−1
j=0 {[4Mr+(ω−mω+)]2+(s−j)2(r+−r−)2}
(r+−r−)
s
2 (1∓1)
, |a| < M[
4M2(ω −mω+)
]2s
, |a| = M
∣∣∣a[±s]H∓ ∣∣∣2
(1.20)
where we used the notation
ω+ :=
a
2Mr+
,
and Cs are the so-called Teukolsky–Starobinsky constants, which depend only on a, M , |s| and the frequency
triple (ω,m,Λ). For |s| ≤ 2, these constants satisfy
C0 = 1 , Cs ≥ 0 , for |a| ≤M ; Cs ≥ (2|s|)2|s| > 0 , for a = 0 .
Note that, for s = 0, (1.20) reduces to the Killing energy identity for the vector field ∂t. We also note that,
for spin +s ≥ 0, the identity (1.20) had already appeared at the level of the transformed variable Ψ[s] in
the preamble to this introduction in (1.11).
1.3.3 Superradiance and mode stability for the Teukolsky equation
In virtue of the separability property of the Teukolsky equation, which admits solutions (1.17) for ω,Λ ∈
C and m ∈ 12Z integer or half-integer depending on s, one can immediately ask whether mode solutions
exist with Imω > 0 or ω ∈ R; if not, as we have seen, we say mode stability holds for (1.3). Mode solutions
are solutions to (1.3) taking the separable form (1.17) with the boundary conditions a[s]H− = a
[s]
I− = 0 (in the
notation of Section 1.3.2); note such solutions, if they exist, are exponentially growing in time, or bounded
but non-decaying, respectively. We have seen already that the answer is no, i.e. mode stability holds (see
Theorem 0); in the remainder of this section, we recall to the reader why this result is not immediate and
give context to the versions of the result we have already cited in the preamble to the introduction.
For a = 0, mode stability is in fact immediate from the Teukolsky–Starobinsky energy conservation,
which for integer s takes the form (1.20), and the fact that Cs > 0. For s = 0, where it is the Killing field
∂t which gives rise to the conservation law, we can interpret this result as a consequence of the fact that ∂t
is timelike everywhere in the black hole exterior, except at the horizon.
On the other hand, if a 6= 0, there is a region close to the event horizon, called the ergoregion, where ∂t
becomes spacelike. Thus waves coming in from null infinity may acquire more energy when passing through
the ergoregion, which could, of course, be worrisome from the point of view of the stability statements we
are after. As an example, let ω ∈ R\{0} and s = 0; conservation of the Killing energy associated to ∂t
(equivalently, specializing (1.20) to s = 0) gives the identity
ω(ω −mω+)
∣∣∣a[0]H+ ∣∣∣2 + ω2 ∣∣∣a[0]I+ ∣∣∣2 = 0 , ω+ := a2Mr+ . (1.21)
Clearly, if ω(ω − mω+) ≥ 0 (note this is always true if a = 0), we conclude that a[0]I+ = 0, which, since
also a[0]I− = 0 by assumption, implies u ≡ 0 by standard ODE theory. In this case, the wave does not gain
any extra energy, and we see that the wave equation is modally stable. On the other hand, (1.21) fails to
provide an upper bound on the values u can take if the frequency parameters are superradiant, i.e. if
ω(ω −mω+) < 0 . (1.22)
Similar statements holds true for real ω and spin s = ±1,±2 when one considers the frequency space
Teukolsky–Starobinsky energy conservation (1.20). For Imω > 0, though the identity following from the
Teukolsky–Starobinsky energy conservation does not take the form (1.20), one can again see (at least in the
s = 0 case) that there are frequencies for which mode stability cannot be inferred from it. In conclusion, the
conservation law for the Teukolsky equation of spin s ∈ {0,±1,±2} does not guarantee its mode stability
for rotating, a 6= 0, Kerr black holes.
Yet, remarkably, as we have mentioned, mode stability does hold for the Teukolsky equation (1.3),
as summarized in Theorem 0. The pioneering result is due to Whiting [Whi89], who showed that, for
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subextremal |a| < M parameters, there are no nontrivial mode solutions with Imω > 0 for any s ∈ 12Z.
Whiting’s proof is based on an injective transformation of the s ≤ 0 mode solutions into solutions of the
scalar wave equation on a spacetime with no ergoregion: the Killing energy with respect to ∂t is conserved
for the new solutions, and ∂t is never spacelike in the exterior in the new spacetime. Specifically, he considers
an integral transformation of the radial component,
u˜(x) := (x2 + a2)1/2(x− r−)−s(x− r+)−2iMωe−iωx×
×
∫ ∞
r+
{
e
2iω
r+−r− (x−r−)(r−r−)(r − r−)i
2Mr−ω−am
r+−r− (r − r+)−i
2Mr+ω−am
r+−r− eiωr×
×∆−s/2(r2 + a2)−1/2u[s](r)
}
dr ,
(1.23)
and a differential transformation of the angular component which are well-defined for s ≤ 0; to conclude
mode stability for s > 0 from the s ≤ 0 result, he them appeals to the Teukolsky–Starobinsky identities
we have mentioned in the previous section. More recently, the first author understood how to extend
Whiting’s radial transformation (1.23) to ω ∈ R\{0}, thus establishing a real mode stability result for the
wave equation, s = 0, on subextremal, |a| < M , Kerr in [Shl15]; this was later generalized to s ∈ 12Z
[And+17] and to the wave equation s = 0 in the Kerr–Newman (Kerr’s charged cousin) subextremal black
hole [Civ14a]. Whiting’s transformation (1.23) fails in the extremal limit |a| → M ; however, the second
author has shown that another transformation of the mode solutions, specifically tailored to a degenerate
horizon, can be employed to show mode stability for extremal |a| = M Kerr as well [TdC20], both in
the upper half-plane and on the real axis. We emphasize that the known proofs of mode stability on the
real axis, which rely on transformations like (1.23) of separable mode solutions and, for s 6= 0, on the
Teukolsky–Starobinsky identities, crucially use the separability property of the Teukolsky equation (1.3).
To conclude the section, let us recall to the reader that, as we have mentioned in the preamble, we will
be interested in the decompositions into separable solutions of the form (1.17) only for real frequencies
(ω,m,Λ). In this case, one can show separable solutions form a complete basis of a space of “sufficiently
integrable in time” solutions to the Teukolsky equation (1.3) (see already Section 1.3.5). Thus, from this
point onwards, (ω,m,Λ) will always denote a set of real frequency parameters.
1.3.4 Trapping in the separated transformed system
Another important feature of Kerr black holes is the presence of trapped null geodesics. These are null
geodesics which never intersect the event horizon nor escape to future null infinity, I+. An analysis of the
equations of null geodesic flow easily yields that the future trapped null geodesics on the Schwarzschild
black hole asymptote to a hypersurface of codimension one, characterized by r = 3M in Boyer–Lindquist
coordinates, usually called the photon sphere. By contrast, for rotating Kerr a 6= 0, they do not asymptote
to a single hypersurface and there is a range of r values for which trapping can occur [Cha83, Section 62].
Yet in the separated picture, trapping for waves on a 6= 0 Kerr is immediately seen to be similar to that on
Schwarzschild (a = 0).
To understand the previous statement, let us consider our transformed system from Section 1.2, which
naturally inherits the separability property of the Teukolsky equation: if ψ[s](k) be obtained from a solution to
(1.3) of the form (1.17) by the procedure in Section 1.2 and, by abuse of notation, we identify the variables
with their radial component, we can write the radial ODE corresponding to (1.14) as(
Ψ[s]
)′′
+
(
ω2 − V [s]
)
Ψ[s] = a
|s|−1∑
k=0
∆
(r2 + a2)2
[
imcΦs, |s|, k(r) + cids, |s|, k(r)
]
ψ
[s]
(k) ,
V [s] = ∆Λ + 4Mramω − a
2m2
(r2 + a2) + s
2 ∆
(r2 + a2)2
+ ∆(r2 + a2)4
[
(1− 2s2)a2∆ + 2(1− s2)Mr(r2 − a2)] .
(1.24)
Note that this radial ODE has a real potential (because left the hand side of (1.14) has no first order
derivatives) and that it behaves even better when s 6= 0 than in the wave equation case s = 0 due to an
additional, repulsive, term in the potential in the former case.
Let us focus on the radial ODE (1.24) either for s = 0, or for any s ∈ Z if we also disregard all coupling
terms. It is easy to see that, for each frequency triple (ω,m,Λ), the potential admits a unique maximum
at r = rmax(ω,m,Λ). As the frequency triple (ω,m,Λ) is trapped if V(rmax) = ω2, we find that the set
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where trapping can occur corresponds to a single r-value as in the Schwarzschild (a = 0) case—hence it is
an unstable trapping—but where now this value of r depends on the frequency triple.
Returning to the physical space picture, one notices that, unless |a|  M is sufficiently small, some of
the r values for which trapping are inside the ergoregion. Thus one could be concerned with the existence of
waves that are trapped inside a certain r-range and continuously interact with the ergoregion to increasingly
gain energy; such waves would likely not be bounded or decay in time. In the separated picture however,
at least for subextremal, |a| < M , black holes, one can immediately see that this does not happen. There
(see [DRS16] for the s = 0 case), one can show that solutions of the form (1.17) which are superradiant, i.e.
for which (1.22) holds, and high energy (|ω|  1) are quantitatively non-trapped in the sense that there is
an  > 0 such that
ω(ω −mω+) ≤ 0 , |ω|  1 =⇒ V (rmax)− ω2 ≥ ω2  1 . (1.25)
We note that  can be made independent of ω in the entire subextremal Kerr range |a| < M ; however, in
the limit |a| → M , we have that  → 0 as ω → mω+, so that the quantitative disjointess of trapping and
superradiance does not always hold.
We emphasize that (1.25) is one of the main observations that allowed for a proof of boundedness and
decay for the wave equation, s = 0, in the full subextremal |a| < M range [DRS16]. Its failure in the
extremal |a| = M case is one of the main reasons why general, non-axisymmetric solutions to the wave
equation on extremal Kerr black holes are still poorly understood.
1.3.5 The reduction of Theorem A in [SRTdC] to Theorem 1A in this paper
Having discussed separation of variables, let us briefly return to Theorem A. One reason to consider
some kind of frequency space analysis in proving Theorem A comes from the observation, due to Alinhac
[Ali09], that unless a = 0, already for s = 0, there are no classical physical space vector field multipliers
which can capture trapping (see Section 1.3.4). In view of Section 1.3.4, this is a difficulty that can easily be
addressed with the help of separation of variables. In fact, separation of variables is a convenient technique
for frequency analysis as it allows us to address all the issues discussed in the present section at once:
specifically, we can
(i) Have a very explicit characterization of trapping: it may occur only at a single r-value which depends
on the frequency triple (ω,m,Λ) and, moreover, if it does then (ω,m,Λ) are quantitatively non-
superradiant in the subextremal |a| < M case; see Section 1.3.4.
(ii) For s 6= 0, make use of the Teukolsky–Starobinsky energy conservation law (see Section 1.3.2) and an
improved estimate to handle the coupling terms J[s] at trapping (see already Section 1.4.5) which are
both well understood in the separated picture only.
(iii) Maintain the same formalism when invoking mode stability: mode stability, which is essential to any
proof of Theorem A outside the realm of very slowly rotating |a|  M parameters, is proven using a
transformation and, if s 6= 0, Teukolsky–Starobinsky identities, both with no clear analogue outside
the separated picture; see Section 1.3.3.
The frequency localized estimates exploiting the features (i) and (ii) constitute Theorem 1A; (iii) is embodied
by Theorem 0.
Let us now give a preview of how Theorem A is actually proven from Theorems 0 and 1A in [SRTdC] (see
also Remark A). As we have mentioned in Section 1.3.1, the Teukolsky equation (1.3) is formally separable,
in that it admits separable solutions of the form (1.17) for, if s ∈ Z, (ω,m,Λ) ∈ C × Z × C. Moreover,
for ω,Λ ∈ R (Λ ∈ R follows from ω ∈ R by (1.18)), modes of form the (1.17) form a complete basis for
“sufficiently integrable in time”, in the sense that they admit a Fourier transform in t, solutions of (1.3). An
equivalent statement holds for the transformed system described in Section 1.2, in particular for the PDE
(1.14): L2 estimates for “sufficiently integrable in time” solutions of this system follow from L2 estimates
on the corresponding system of radial ODEs, such as (1.24), which are uniform in the frequency parameters
(ω,m,Λ), by Plancherel’s theorem. Hence Theorem 1A, combined with Theorem 0, can be shown to imply
an estimate for the PDEs (1.3) and (1.14) (see our upcoming [SRTdC] for details).
We highlight again that the assumption that (ω,m,Λ) are real frequency parameters is key; for ω ∈ C,
it is not clear that the separable ansatz provides a basis for sufficiently integrable in time solutions.
Given that our analysis is based entirely on the real frequencies, an important technical difficulty is
obtaining a priori that, if a 6= 0, general solutions to (1.3) and to the transformed system, e.g. (1.14), are
sufficiently integrable in time. As we have mentioned in the preamble, this requires a continuity argument
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in a, of the style obtained by the first author together with Dafermos and Rodnianski to address the case
s = 0 in [DRS16], which we flesh out in our upcoming [SRTdC].
1.3.6 Alternatives to separation of variables for a = 0 and |a| M
To conclude the section, we contrast our methods with others which can be used in the very slowly
rotating case |a| M . Only in this perturbative setting, where one need not appeal to the mode stability of
Section 1.3.3, can one hope to be able to avoid separation of variables altogether. Indeed, several techniques
bypassing explicit separation of variables have been developed for s = 0 and |a| M .
Uniform boundedness of energy for the scalar wave equation s = 0 in the very slowly rotating case
|a|  M was first proven in [DR11]. The argument had the interesting feature that it was able to avoid
any detailed analysis of trapping, and in particular the use of separation of variables, by only relying on a
decomposition of the solution into a superradiant and non-superradiant piece.
In order to show decay, rather than just boundedness, one must understand trapping. Microlocal analysis
based on a local reduction to Euclidean space provides an alternative framework to connect the unstable
trapping of the geodesic flow with so-called positive commutator estimates; this approach has been used
successfully, for s = 0, to establish integrated energy decay statements in the very slowly rotating |a| M
Kerr case [TT11] (also later in the work [HHV19]). See also [WZ11], [Dya15], [Hin18], and the references
therein for results which use microlocal analysis to relate the high frequency behavior of waves with the
underlying normal hyperbolic trapping. If one imposes control on higher norms in the initial data, thus
leaving the scope of Alinhac’s observation, an analogue of Theorem A for s = 0 and |a|  M can also
be established using a physical space multiplier, based on the Killing tensor representing Carter’s hidden
conservation law, to capture trapping [AB15a].
1.4 The proof of Theorem 1
For (ω,m,Λ) 6∈ A where A is a set of frequencies where |ω| + |ω|−1 + |m| + |Λ| < ∞, Theorem 1 is
proved by applying multiplier currents to the separated version of the transformed system from Section 1.2,
in particular to the radial ODE (1.24). These currents, which are of virial and energy type, are tailored to
the frequency triple (ω,m,Λ), though they result in uniform estimates. Roughly speaking, we employ virial
currents to produce control over a bulk term with good properties, such as that in (1.8); energy currents are
used to control boundary terms as in (1.8) and (1.9). In this section, we give an overview of our strategy to
build such currents and, thus, prove Theorem 1. The discussion here is quite detailed, so we encourage the
reader to return to it upon reading the proof.
We begin by reviewing, in Section 1.4.1, the techniques which are useful in studying the transformed
operator R[s], when we disregard the coupling terms J[s]; the discussion is guided by the analogy between
the tranformed operator R[s] and the wave operator 2g and the analysis of the later in [DRS16] (see the
section summary in Table 1). The coupling terms J[s] and the additional difficulties they pose are then
discussed in Section 1.4.2 (see the section summary in Table 2).
The remainder of the section discusses the novel ideas on which we rely in the present paper. One
such idea, presented in Section 1.4.3, is the adaptation of the Teukolsky–Starobinsky energy conservation
law that exists for the general s ∈ 12Z Teukolsky equation in the separated picture (see Section 1.3.2) to
an energy current which is suitable for application to the transformed system. The remaining techniques,
which are more specifically tailored to some frequency ranges, are introduced in Section 1.4.4, if they are
best suited to bounded frequency regimes, or in Section 1.4.5, if they are best suited to unbounded regimes.
Table 3 summarizes the key differences in the frequency space analysis we conduct in this series of papers,
when compared to the approach to the very slowly rotating |a| M Kerr case given by Dafermos, Holzegel
and Rodnianski in [DHR19b].
1.4.1 Frequency space analysis of the transformed operator R[s]
Since R[s] can be seen as a spin-weighted analogue of the s = 0 case, where R[0] is the wave operator2g acting on the radiation field, the techniques we rely on for its analysis (while ignoring the coupling
terms of (1.14)) are precisely those one would consider when studying the scalar wave equation on a Kerr
background. Thus, while the contents of this section build heavily on all of the previous literature, they
are based especially on the results for the wave equation on subextremal Kerr [DR13; DRS16; DRS18] and
those for the Teukolsky equation of spin |s| = 1, 2, respectively [Pas19a; DHR19a], on Schwarzschild.
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Recall the transformed radial ODE (1.24) with any s ∈ Z, focusing only on the left hand side (i.e. ignoring
the coupling) or setting s = 0. In order to understand the behavior of the ODE, the main phenomena to
keep in mind are superradiance, mode stability and trapping, which have been discussed in the previous two
sections. Concretely, we partition the space of admissible frequency parameters as follows (see Table 1 for
a summary).
• Bounded frequency parameters. Either (i) or (ii), as below, hold.
(i) 1 . |ω| . 1, i.e. (ω,m,Λ) ∈ A where A is the set which is excluded from Theorem 1A. Never-
theless, let us remark how one can obtain estimates in this case. The very slowly rotating case
|a|  M , one can use the smallness of this parameter to construct suitable multiplier currents
(see [DR10]). In the general subextremal case |a| < M considered in our series of works, one can
appeal to Theorem 0 to obtain a scattering statement such as Theorem 1B and to complement
Theorem 1A (see the Remark in the preamble and our upcoming [SRTdC]).
(ii) |ω|  1. In this case, it is the frequency-independent part of the potential that drives the radial
ODE; one can construct virial multiplier currents that take advantage of its properties.
• Unbounded frequency parameters. When one or more of the frequency parameters is large, we
again want to build targeted virial multiplier currents for the radial ODE under consideration. The
frequency-independent part of the potential becomes a lower order correction to the behavior of
solutions of the radial ODE; to determine what the virial currents should look like, we are mainly
interested to know whether it is ω2 or Λ (a proxy for the size of the potential) which is driving the
ODE. If ω2  Λ or if Λ  ω2 are large, we can exploit the largeness of the difference between ω2
and the potential or vice-versa and there is no trapping. Only when ω2 ∼ Λ do we not know whether
it is ω2 or the potential which is dominating and, then, trapping can occur; implying a loss, at the
trapping r value, in our estimates.
For (ω,m,Λ) 6∈ A, where A is as in Theorem 1A, the previous discussion is our guide in the construction
of virial multiplier currents for the radial ODE (1.24) which, coupling J[s] aside, are effective in capturing
the properties of R[s] in a good bulk estimate. Indeed, the virial currents we apply to the radial ODE (1.24)
are exactly those developed for the s = 0 case in [DRS16], aside from some minor technical improvements
(see already Section 5.1 for the virial current templates). Their interaction with the coupling J[s], however,
means that for general |a| < M , we cannot rely on scalar wave techniques alone, as we will see in the
remainder of the introduction.
To conclude, note that even when J[s] is absent, one produces boundary terms which must be controlled
by applications of some energy current. If superradiance (1.22) occurs, then one of the boundary terms in
our energy current will have bad sign (recall e.g. (1.21) for s = 0), hence the current must be applied in a
localized fashion, thus producing localization errors. It is fortunate that, on subextremal, |a| < M , Kerr
black holes, if trapping occurs and brings about the expected loss in our estimates, the frequency parameters
cannot be superradiant, hence, one does not need to deal with such localization errors. Nevertheless, the
necessity of appealing to energy currents leads to the inevitable question: which energy? Should we invoke
the Killing energy associated to, for instance, ∂t which past work on the case s = 0 on [DRS16] and even,
if |a|  M , s = ±1,±2 [DHR19b; Ma20a; Ma20b] has relied on; or, departing from scalar wave equation
techniques, should we invoke the Teukolsky–Starobinsky energy from Section 1.3.2 with no physical space
analogue? On this question, we refer the reader to Section 1.4.3 already.
1.4.2 Frequency space analysis of the coupling J[s]: main difficulties
In the previous section, we reviewed the methods for frequency-localized virial currents developed in
the last decade to analyze the operator 2g in the subextremal range |a| < M and which apply to our
transformed operator R[s] in (1.14), provided that the coupling to ψ[s](k) for k < |s| could be ignored. This
section focuses precisely on these coupling terms in J[s].
It is convenient to already recall what knowledge we have of the lower level transformed variables. For
each k < |s|, ψ[s](k) is related to Ψ[s] by a sequence of |s|−k transport equations, as given in (1.13). By abuse
of notation, as usual let us identify a fixed frequency ψ[s](k) with its radial component; then (1.13) read in
the frequency space picture as
∆
(r2 + a2)2ψ
[s]
(k+1) = − sign s
(
ψ
[s]
(k)
)′
− i
(
ω − am
r2 + a2
)
ψ
[s]
(k) . (1.26)
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Table 1: The frequency space analysis of the operator R[s] (ignoring coupling) in the full subextremal
range |a| < M and their treatment. The analysis is based on the 2g case addressed in [DRS16]. We denote
by V the potential in the radial ODE associated with these operators.
(ω,m,Λ) |a| < M
all
Virial currents produce boundary terms which must be controlled by energy
currents. If superradiance occurs, these must be applied in a localized fashion,
producing bulk localization errors.
bo
un
de
d
|ω| & 1 Use quantitative mode stability(*) or, if |a| M , the smallness of superradiance.
|ω|  1
Superradiance may occur; localization errors are absorbed by a virial current
which takes advantage of positivity of V − ω2 in large region. This virial current
is glued in to another which uses V ′ < 0 as r →∞ and, as r → r+,
• if |ω −mω+|  1, to a virial current using V ′ > 0 as r → r+;
• if |ω −mω+| & 1, to a global virial current using the non-smallness of this
parameter.
un
bo
un
de
d
all The potential has at most one maximum.
ω2  Λ,
ω2  1
non-
trapped
No superradiance or trapping can occur. It is easy to build a global virial current
which takes advantage of the positivity and largeness of V − ω2.
Λ ω2,
Λ 1
Trapping cannot occur; frequencies may be superradiant. Due to r-decay, V − ω2
is not globally positive. However, V ′ has a single zero at a finite r value, which
can be captured with a global virital current. V attains a maximum at that point
of size Λ ω2, leading to a large gain in the bulk term which is enough to
absorb energy localization errors.
Λ ∼ ω2,
Λ, ω2  1
• If superradiant, then cannot be trapped(**): the potential behaves as in the
Λ ω2, Λ 1 case and can use the same strategy.
• If quantitatively non-superradiant, V−ω2 is quantitatively negative near r = r+.
– Either V − ω2 globally quantitatively negative, in which case trapping
cannot occur. We can apply the strategy for ω2  Λ, ω2  1.
trapped
– Or else V surely has a maximum away from r = r+, which is trapped.
Then, use a virial current capturing sign and degeneracy of V ′, coupled to
one exploit negativity of V − ω2 near r = r+. The bulk term controlled
exhibits a loss at the maximum of V which cannot be eliminated; this would
make absorption of energy localization errors difficult if it were necessary.
(*) The quantitative control of mode stability only degenerates in the double limit |a| →M , |ω−mω+| → 0 [TdC20].
(**) If |a| < M , the two alternatives given for ω2 ∼ Λ 1 exhaust the space of possible frequencies (see Section 1.3.4),
because superradiant frequencies are non-trapped by a quantifiable amount. As |a|/M increases, this amount becomes
smaller; when |a| = M , the conclusion holds only if frequencies approaching the superradiant threshold are excluded.
On the other hand, by virtue of their dependence on the Teukolsky variable, ψ[s](k) themselves satisfy wave-
type equations, which translate into the radial ODEs, c.f. (1.19) and (1.24),(
ψ
[s]
(k)
)′′
+ (|s| − k)2(r
3 − 3Mr2 + a2r + a2M)
(r2 + a2)2
(
ψ
[s]
(k)
)′
+
(
ω2 − V [s](k)
)
ψ
[s]
(k)
= a
k−1∑
i=0
∆
(r2 + a2)2
[
cΦs, k, i(r)im+ cids, k, i(r)
]
ψ
[s]
(i) ,
(1.27)
for some cΦs, k, i(r) and cids, k, i(r) which are bounded for r ∈ [r+,∞). The potential V [s](k) has a nontrivial
imaginary component with poor decay as r∗ → ±∞ only if k 6= |s|. From now on, we may drop the
superscript from ψ[s](k) and V [s](k) or Ψ[s] and V [s] if this does not lead to confusion.
It should be clear that, in order to control the coupling terms in (1.24), we must use either (1.26), or
(1.27), or both. Given the fact that (1.27) for k < |s| retains more of the Teukolsky equation’s properties (an
imaginary component to the potential which is hard to treat) than of the linear wave equation, it is tempting
to start by ignoring these problematic-looking ODEs and focusing on the transport equations (1.26) only.
An immediate estimate one can obtain from the transport equation (1.26) is, for instance,∫ B
a
c′(r)
∣∣ψ(k)∣∣2 dr∗ = 2 [c(r) ∣∣ψ(k)∣∣2]r∗=B
r∗=A
+ 4
∫ B
A
∆2
(r2 + a2)4
c2
c′
∣∣ψ(k+1)∣∣2 dr∗ . (1.28)
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where c(r) is a continuous, piecewise C1, r-weight with c′ > 0, and A,B ∈ R ∪ {±∞}. Estimate (1.28)
provides an easy way of climbing the hierarchy, i.e. relating integrated estimates for ψ(k) to integrated
estimates for ψ(k+1) and, eventually, to integrated estimates for Ψ. However, it turns out (1.28) is not
enough: Table 2 summarizes the difficulties one encounters when trying to apply the methods of Section 1.4.1
and the rudimentary estimate (1.28) to address (1.14).
Table 2: Difficulties associated with the frequency space analysis of the coupling J[s] in (1.14), in the case
|a|  M and in the full subextremal range |a| < M . We assume here that the left hand side of (1.14) has
been treated by the methods contained in Table 1 and examine coupling errors arising from those methods
in view of the rudimentary estimate (1.28) that is easily derived from the transport equations relating the
transformed variables.
(ω,m,Λ) |a| M [DHR19b] |a| < M
bo
un
de
d |ω| & 1
control coupling errors in
applications of virial and
classical energy currents by
(1.28) and smallness of |a|
need quantitative mode stability(*)
|ω|  1
the frequency independent part of the coupling
terms can always be large; (1.28) fails to give
sufficient control over coupling errors in general
un
bo
un
de
d
ω2  Λ,
ω2  1
non-
trapped
m2  ω2 so coupling terms are small and errors
due to both virial and classical energy currents can
be controlled using (1.28)
Λ ω2,
Λ 1
m2 ∼ Λ so coupling errors due to virial currents or
classical energy current involving m weights are not
small; only errors due to classical energy currents
with ω multipliers can be absorbed using (1.28)
Λ ∼ ω2,
Λ, ω2  1
m2 ∼ Λ so coupling errors due to both virial or
classical energy currents could be large; in the
trapped case especially, a simple aplication of
(1.28) gives quadratic frequency weights on |Ψ|2
which are not controlled near the maximum of the
potential and cannot be absorbed elsewhere as
they have no smallness parameter
trapped
non-
superra-
diant(**)
the global energy current has
errors weighted by mω, so a
simple application of (1.28)
gives quadratic frequency
weights on |Ψ|2 which are not
controlled near the maximum
of the potential
(*), (**) See the analogous notes in Table 1.
In the next sections, we break down the issues arising in each of the frequency ranges identified in Table 2
and explain the novel ideas required to deal with them.
1.4.3 Energy currents for the transformed system: the Killing and the Teukolsky–Starobinsky
energy currents
In our proof of Theorem 1, an important role will be played by two distinct types of energy currents:
Teukolsky–Starobinsky energy currents and Killing energy currents.
The Teukolsky–Starobinsky energy is a conserved quantity for the Teukolsky radial ODE (1.19) without a
clear physical space analogue (see Section 1.3.2). Transformed variables arising from the Teukolsky equation
as described in Section 1.2 inherit this separated picture conservation law. Indeed, focusing on separable
solutions now, let (the radial component of) Ψ[s]H± (resp. Ψ
[s]
I±) be obtained from u
[s]
H± (resp. u
[s]
I±), solutions
of (1.19) which are regular at the past or future event horizon (resp. past or future null infinity), as described
in Section 1.2. Then, a solution to (1.24) arising from a solution of the Teukolsky radial ODE (1.19) can be
written as
Ψ[s] = A[s]I+Ψ
[s]
I+ +A
[s]
I−Ψ
[s]
I− = A
[s]
H+Ψ
[s]
H+ +A
[s]
H−Ψ
[s]
H− ,
for some coefficients A[s]H± and A
[s]
I± . Without loss of generality, restricting to s ≥ 0, the Teukolsky–
Starobinsky energy conservation (1.20) becomes (c.f. (1.11) in the preamble)
ω2
[∣∣∣A[±s]I± ∣∣∣2 − CsDIs
∣∣∣A[±s]I∓ ∣∣∣2]+ ω(ω −mω+) [ CsDHs
∣∣∣A[±s]H± ∣∣∣2 − ∣∣∣A[±s]H∓ ∣∣∣2] = 0 . (1.29)
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Another version of the Teukolsky–Starobinsky energy conservation (1.29) is obtained trading a factor of ω
by a factor ω −mω+ in all terms. Here, DHs and DHs are constants which, like the Teukolsky–Starobinsky
constant, can be explicitly given in terms of a, M , s and (ω,m,Λ) and that, for s = 0,±1,±2, satisfy
C0 = DI0 = DH0 = 1 , Cs,DIs ,DHs ≥ 0 , for |a| ≤M ; Cs,DIs ,DHs ≥ (2|s|)2|s| > 0 , for a = 0 .
The Teukolsky–Starobinsky conservation (1.29) should be compared with the identity
ω2
[∣∣∣A[±s]I+ ∣∣∣2 − ∣∣∣A[±s]I− ∣∣∣2]+ ω(ω −mω+) [∣∣∣A[±s]H+ ∣∣∣2 − ∣∣∣A[±s]H− ∣∣∣2] = −∫ ∞−∞ aω Im [Ψ · J] dr∗ , (1.30)
arising from an application of the Killing energy current associated to the stationary Killing field ∂t to
the radial ODE (1.24). (We can also compare (1.29) where one ω weight is replaced by ω −mω+ with a
version of (1.30) where the same procedure has occurred, in which case the latter identity is the Killing
energy associated to the null generator of the event horizon.) In contrast with Teukolsky–Starobinsky energy
current, the Killing energy current has a physical space analogue. We note however that the right hand side
of (1.30) is only trivial if a = 0 or if s = 0, in which cases the Teukolsky–Starobinsky and Killing energies
coincide, i.e. the Killing energy is, in fact, a conserved quantity for the top equation in the transformed
system, (1.14).
In our analysis for s = ±1,±2 and general subextremal |a| < M Kerr parameters, we will apply
Teukolsky–Starobinsky energy currents by default, as they are the natural, conserved, energy for the trans-
formed system and for the radial ODE (1.24) in particular. However, for rotating a 6= 0 Kerr black holes there
may be admissible frequency triples (ω,m,Λ) for which the ratios Cs/DIs or Cs/DHs are not be upper or lower
bounded (see Remark B in the preamble to the introduction), in which case the Teukolsky–Starobinsky en-
ergy identities, such as (1.29), do not guarantee good control over the boundary terms themselves, weighted
by ω2 or (ω −mω+)2 for terms at I± or H±, respectively.
The degeneration of terms in (1.29) is problematic if the end goal is to control boundary terms as in (1.8).
It is also an issue if the estimate we seek requires the use of virial currents or of the rudimentary estimate
(1.28) that produce contributions to the boundary term “lost” by the Teukolsky–Starobinsky energy identity.
Note that we employ virial currents in both cases of Theorem 1: for statement A, we do so to control a good
bulk integral; for statement B, they will be necessary to absorb localization errors whenever (ω,m,Λ) 6∈ A
are superradiant.
By contrast, though the Killing energies are manifestly not conserved if a, s 6= 0 and introduce errors
due to coupling, the boundary terms produced, e.g. in (1.30) are not weighted by any constants Cs, DHs
or DIs , and hence their ω2 or (ω −mω+)2 (for terms at I± or H±) weighted versions do not degenerate
for any (ω,m,Λ). Thus, for any frequency triple (ω,m,Λ) for which Cs/DIs or Cs/DHs may degenerate, we
must add a multiple of a Killing energy current, such as (1.30), to our multiplier estimates and find a way
of treating the coupling error terms introduced by this energy current. Moreover, the multiple cannot be
small if the boundary term which identity (1.29) “loses” is one to which virial currents contribute.
Over the next sections, we explain how to resolve these issues for each of the frequency regimes in the
partition introduced in Section 1.4.1.
1.4.4 Frequency space analysis of the coupling J[s]: bounded frequency parameters
When all frequency parameters are bounded, |ω|+ |m|+ |Λ| . 1, if |a| M , as in [DHR19b] (or [Ma20a;
Ma20b], obtained independently), we see that in (1.14) the coupling terms appear to be error terms which
do not affect the overall behavior of the equation. Indeed, the transformed equation (1.24) can be treated
analogously to the wave equation for |a|  M in [DR10], and coupling terms can be absorbed by the
resulting estimate simply by climbing the hierarchy with the rudimentary estimate (1.28).
For general subextremal |a| < M , it is already clear from (1.14) that there should be no hope that
the coupling terms are always neglectable. From the relation (1.26) or, more concretely, from the estimate
(1.28), we could hope for a gain in r-weights that would make the coupling terms less significant as r →∞
and/or r → r+. However, the gain is hard to establish simultaneously at both ends due to the fact that
(1.26) is a non-local relation. Moreover, it is unclear how to use (1.28) to further provide smallness in the
coupling errors supported for a range of bounded r-values which are bounded away from r+: there, the
coupling terms compete with the frequency-independent part of the potential V [s], even when the frequency
parameters are at their smallest.
In what follows, we describe how these difficulties are overcome for all bounded frequencies.
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Bounded frequency parameters with 1 . |ω| . 1i | |fr r t rs to e e e c a a e e 1 1und d qu n y p hi | |fr r t r ts i | |i | |
This is the set A, excluded from Theorem 1A, but where estimates for Theorem 1B are recovered invoking
Theorem 0 (see our upcoming [SRTdC]).
Bounded frequency parameters with |ω|  1i | |fr r t rs to e e e c a a e e 1und d qu n y p hi | |fr r t r ts i | |i | |
In the small |ω| regime, in applying the methodology from Section 1.4.1, we produce several error terms
due to coupling. The coupling errors are not multiplied by any small constant in the general subextremal
|a| < M case, hence they cannot be seen as lower order and, as we have seen, the estimate (1.28) is not
enough. Thus, if |a| is not small, we need to use the radial ODEs (1.27) for all k = 0, ..., |s|.
To do so, we resort to two observations:
• The real component of the potential in (1.27), ReV [s](k) enjoys similar properties, for all k < |s|, as the
potential at the top level k = |s|. Thus, if we could ignore the imaginary component of the potential,
the dependence on the first derivatice of the kth transformed variable and the coupling terms in (1.27),
all of the multiplier estimate techniques employed in for the wave equation, s = 0, in [DHR19a], could
be applied for each level k ≤ |s|.
• The imaginary component of the potential and the dependence on the first derivative of the kth
transformed variable in (1.27) can be combined to produce a “coupling term” to the (k+1)th equation,
if k < |s|, plus an imaginary component to the potential which has good decay properties.
When we apply virial multipliers current to (1.27) with the previous two remarks in mind, we obtain very
similar estimates for each k: boundary terms aside, a bulk term of ψ(k) is controlled in terms of
• if k > 0, bulk terms of ψ(i) for all i < k;
• if k < |s|, a bulk term of ψ(k+1).
By judicious choices of currents, we can obtain multiplier estimates for each k where at least one of the
previous two kinds of terms comes with a small parameter. Then, while estimates for k cannot be closed
at level k alone, they can be closed by borrowing from the multiplier estimates at level k + 1 if k < |s|.
Iterating along k = 0, . . . , |s|, we can obtain a good estimate on the Ψ[s] bulk term.
The simplified description of our strategy does not do justice to the multitude of boundary terms that
we generate by it. These should be controlled by applications of energy currents. As the coupling terms
generated by the Killing energy currents, such as (1.30), come with too strong r-weights to be absorbed, we
cannot tolerate but a small portion of these currents unless |a| M is a small parameter. Hence, for general
subextremal |a| < M , the boundary terms we generate through virial currents must be absorbed using the
Teukolsky–Starobinsky energy current (1.29) adapted to s 6= 0, which is immune to coupling terms. This
strategy relies crucially on the fact that in the ω → 0 limit, one can establish suitable upper and lower
bounds on the constants Cs, DIs and DHs (see Remark B in the preamble and Section 1.4.3).
We also refer the reader to the later Section 6.4.2 for a more detailed discussion.
1.4.5 Frequency space analysis of the coupling J[s]: unbounded frequency parameters
In the case of unbounded frequency parameters, let us begin by identifying the coupling errors we need to
contend with, arising from interaction of J[s] with virial or Killing energy currents applied to the radial ODE
(1.24). By a simple application of Cauchy–Schwarz, we can show that the coupling errors due to the virial
currents are no worse than bulk error terms of the form a2(m2 + 1)|ψ(k)|2, with suitable r-weights; by the
rudimentary estimate (1.28): the errors a2(m2 +1)|ψ(k)|2 should be controlled by r-weighted a2(m2 +1)|Ψ|2
bulk terms. On the other hand, Killing energy currents, which are not conserved for the radial ODE (1.24)
when a, s 6= 0, also produce these errors in addition to a small multiple of (ω2 + m2)|Ψ|2, with suitable
r-weights.
We must now distinguish between non-trapped frequencies, for which ω2−V(rmax) has a clear sign, and
trapped frequencies, for which ω2 ∼ V(rmax). Outside of trapping, controlling (ω2 + m2)|Ψ|2 for all r is
precisely what the wave equation techniques from the Section 1.4.1 guarantee; thus, if |a| M , all coupling
terms can be seen as small errors for any frequency triple which is not trapped. Absorbing the coupling
errors in the general subextremal case |a| < M will, of course, require extra knowledge even outside of
trapping (see also Table 2).
Let us begin, however, by discussing the more involved case of trapped frequencies.
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Trapped frequenciesir fr sa e e e c epp d qu n ir fr sii
In the case of trapping, by a naive application of Cauchy–Schwarz as described above, we produce bulk
terms a2(m2 + 1)|Ψ|2 and, if a classical energy current is used, a2(ω2 + m2)|Ψ|2, with suitable r-weights,
which cannot be absorbed at the trapped r-value even in the very slowly rotating Kerr case.
However, there is still information to be extracted from the transport equation (1.26). To start with, we
note the following identities, originally obtained in [DHR19b, Propositions 5.3.1 and 8.4.1] but which hold
for any |a| ∈ [0,M ]: for k = |s| − 1,
−c Im [imωΨψ(k)] sign s = − [cm(Im [Ψψ(k)]+ am2(r2 + a2)2∆ ∣∣ψ(k)∣∣2
)]′
+mc Im
[
Ψ′ψ(k)
]
+ 12
(
(r2 + a2)c
∆
)′
am2
∣∣ψ(k)∣∣2 ; (1.31)
and a similar identity can be obtained for k < |s| − 1. Identity (1.31) and its k < |s| − 1 analogue are
especially useful in dealing with the coupling errors arising from applications of the Killing energy currents
of waves: in the right hand side, applications of Cauchy–Schwarz allow us to shift all of the frequency weights
onto the lower level transformed variables. Hence, we can treat error terms arising from the energy currents
more delicately to conclude that, when the Killing energy current applied comes with multiplier ω as is the
case at trapping (see e.g. Table 1), the coupling errors reduce to a2(m2 + 1)|ψ(k)|2 bulk terms, k < |s|.
Absorbing a2(m2 +1)|ψ(k)|2 bulk terms is still challenging for trapped frequencies: using estimate (1.28)
means that we must be able to control the coupling errors by bulk terms in Ψ with the same frequency
weights; however, at the trapping r-value we lose control over (m2 + 1)|Ψ|2. The estimate we seek, then, is
one which controls m2|ψ(k)|2 by |Ψ′|2 + |Ψ|2 at least near the trapping r-value.
In the very slowly rotating |a|  M case, the necessary estimate comes once more from the transport
relation (1.13). With a bit more work, one can show [DHR19b, Proof of Proposition 8.3.1]∫ B
A
c′
(
ω − am
r2 + a2
)2 ∣∣ψ(k)∣∣2 dr∗ ≤ [c(r) ∣∣∣ψ′(k)∣∣∣2]r∗=B
r∗=A
+
∫ B
A
2∆2
(r2 + a2)4
(
2c2
c′
+ c′
) ∣∣∣ψ′(k+1)∣∣∣2 dr∗
+
∫ B
A
16r2∆2
(r2 + a2)6
c2
c′
a2m2|ψ(k)|2dr∗ ,
(1.32)
where c(r) is a continuous, piecewise C1, r-weight with c′ > 0, and A,B ∈ R ∪ {±∞}. In the trapping
regime where m2 . Λ ∼ ω2, if |a| M is sufficiently small, we have(
ω − am
r2 + a2
)2
− a2m2 & ω2 & m2 , (1.33)
thus by (1.32) the coupling error terms can be absorbed at trapping for |a| M .
Turning to the general subextremal case |a| < M , we see that (1.33) cannot remain valid, hence (1.32)
is of no use. Once again we look to the seemingly bad radial ODEs (1.27) to circumvent the issue. By a
very simple procedure, we derive from (1.27) an “improved estimate” relating ψ(k) and ψ(k+1),∫ ∞
−∞
wΛ|ψ(k)|2dr∗ ≤ B(M, |s|)
∫ ∞
−∞
w|ψ(k+1)|2 , (1.34)
that does not lose derivatives, allowing us to bound bulk terms a2(m2 + 1)|ψ(k)|2 by bulk terms in |Ψ|2
with suitable r-weights. Note that (1.34) in combination with (1.31) and its k < |s| − 1 analogue allows us
to control any coupling error terms arising from application of a Killing energy current, such as (1.30).
Indeed, estimate (1.34) is one of the key points in our proof. Though (1.34) cannot hold in every
unbounded frequency regime, we show that, remarkably, it holds for the entire range of trapped, nonsuper-
radiant frequencies. Likewise, the estimate Cs ∼ DHs ∼ DIs holds for trapped, nonsuperradiant (ω,m,Λ)
so that, in this frequency regime, the boundary terms produced by virial currents can be controlled by the
Teukolsky–Starobinsky energy current (1.29) or by the Killing energy current (1.30).
Since, for subextremal Kerr black holes, |a| < M , all superradiant frequencies are quantitatively non-
trapped (see Section 1.3.4), this concludes the analysis for trapped frequency parameters.
Non-trapped frequenciesi-tr fr so a e e e c en pp d qu n i-tr fr sii
As we have mentioned, if |a| M is very small, then a2(m2+1)|ψ(k)|2 error terms can easily be absorbed
outside of trapping; for general subextremal |a| < M , smallness must come from elsewhere.
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• The cases Λ  max{ω2, 1}, and Λ ∼ ω2  1 with (ω,m,Λ) superradiant non-trapped. In these
frequency regimes, our improved estimate (1.34) provides the necessary smallness. Indeed, a2(m2 +
1)|ψ(k)|2 bulk terms for k < |s| are controlled by |Ψ|2 bulk terms by (1.28); these can easily be absorbed
into the bulk term we control by the methods of Section 1.4.1, which is an appropriately r-weighted
version of Λ|Ψ|2  |Ψ|2. The energy currents we consider can either be of Teukolsky–Starobinsky
energies or Killing energies: the latter’s coupling error terms are controlled by application of (1.31)
and (1.34); the former, as we show Cs ∼ DHs ∼ DIs for all (ω,m,Λ) in these frequency ranges, gives
direct control over the boundary terms with natural (ω2 or (ω −mω+)2) frequency weights.
• The cases ω2  max{Λ, 1}, and Λ ∼ ω2  1 with (ω,m,Λ) non-superradiant and non-trapped. In
both these frequency regimes, one can show (ω,m,Λ) are not superradiant, hence no virial currents
are needed to establish estimate (1.9) in the scattering setting: an application of the Teukolsky–
Starobinsky energy identity (1.29) suffices. Therefore, we focus on the setting of Theorem 1A, where
both virial and energy estimates are required. As we cannot ensure that (1.34) holds, a different
strategy is needed to treat the coupling terms, which are roughly represented by a bulk term in
a2(m2 + 1)|ψ(k)|2. Moreover, we do not have appropriate control over Cs, DHs and DIs , so Killing
energy currents such as (1.30) must be invoked to deal with any boundary terms arising from virial
currents or from applications of the rudimentary estimate (1.28).
– The case ω2  max{Λ, 1}. Since m2,Λ  ω2, the smallness we require to absorb coupling
errors due to the Killing energy current or to virial currents is built-in to the frequency range.
In exploiting this smallness, we appeal to the rudimentary estimate (1.28). The weight c we
choose either produces two boundary terms for ψ(k) at r = r+, related to AH± , or two boundary
terms at r = ∞, related to AI± ; but in the relation between ψ(k) and Ψ boundary terms, the
constant DHs appears multiplying one of AH± and the constant DIs appears multiplying one of
AI± . In the setting of Theorem 1A, where only the future boundary terms of Ψ are nonzero, we
can choose c to avoid these problematic constants. Finally, we are ready to control the boundary
terms generated: the Killing energy current (1.30) is certainly strong enough for the task and
its coupling terms are controlled; the Teukolsky–Starobinsky energy identity (1.29) can also be
relied on to control one (but possibly not both, see above) of the future boundary terms.
– The case Λ ∼ ω2  1 with (ω,m,Λ) non-superradiant and non-trapped. Unlike in the previous
case, there is no smallness built into the frequency range: by the rudimentary estimate (1.28), we
can only hope to convert bulk terms like a2(m2 + 1)|ψ(k)|2 into bulk terms of size Λ|Ψ|2, i.e. bulk
terms comparable with what we control by the methods of Section 1.4.1. We take two routes to
circumvent this difficulty:
∗ If errors arise due to application of the virial currents from Section 1.4.1, we adjust the
currents’ growth so that a small parameter falls on a2(m2 + 1)|ψ(k)|2 during application of
Cauchy–Schwarz.
∗ If errors arise due to application of the Killing energy current (1.30), we multiply the current
by a small parameter. Because the Teukolsky–Starobinsky energy identity (1.29) can only
relied on to control one of the future boundary terms, this strategy can only hold if the virial
current is constructed so as not to provide a contribution with a bad sign to the boundary
term “lost” by the Teukolsky–Starobinsky energy identity and “recovered” by the Killing
energy current.
Table 3 summarizes the previous exposition concerning our methods to address the difficulties in the
frequency space analysis in the current paper, as raised in Table 2. We also refer the reader to the later
Section 6.5.2 for a more detailed discussion.
1.5 Outline and acknowledgments
This paper is organized as follows.
• Section 2. We recall to the reader the Kerr background geometry and fix our notation for relevant
vector fields, operators and other shorthand notation. We also introduce the class of smooth s-spin-
weighted functions, allowing us to make sense of (1.3).
23
Table 3: The frequency space analysis of the coupling J[s] in (1.14): treatment of the difficulties, identified
in Table 2, associated with the frequency space analysis of the coupling J[s] in (1.14), in the case |a|  M
and in the full subextremal range |a| < M . Note that the case |a| M can be treated ignoring all but one
of the equations in the transformed system, whereas in the general a case, we occasionally appeal to the
radial ODE for ψ(k).
(ω,m,Λ) |a| M [DHR19b] |a| < M
bo
un
de
d
|ω| & 1
coupling terms are small,
treat as wave equation for
|a| M
appeal to quantitative mode stability [Shl15; TdC20]
|ω|  1
apply multiplier estimates to all k, controlling kth bulk in
terms of i < k bulk and (k + 1) bulk, one of these with
smallness; iterate along hierarchy to obtain good bulk estimate
for k = |s| and finalize with Teukolsky–Starobinsky energy
currents, e.g. (1.29)
un
bo
un
de
d
all
use transport equation estimates to show worse coupling error terms are bulk terms
a2(m2 + 1)∆r−4|ψ(k)|2
–
use equation for ψ(k) to show that, when Λ− 2amω & Λ 1,
have improved estimate: the bulk term a2(1 + m2)∆r−4|ψ(k)|2
is controlled by ∆r−4|Ψ|2
non-
trapped use smallness of a
have smallness from the frequency range OR use improved
elliptic estimate for ψ(k) if available OR create smallness by:
(1) for errors due multiplier current, manipulating the ratio
current-to-derivative; (2) for errors due to the energy current,
adding only a small multiple of it and supplementing by
Teukolsky–Starobinsky energy currents, e.g. (1.29)
trapped
use transport equqation
alone to prove, using
smallness of |a|,
a2(1 +m2)∆r−4|ψ(k)|2 bulk
is controlled by trapped
bulk term ∆r−4|Ψ|2
use potential to show that improved estimate must always be
available when trapped
• Section 3. We introduce the main PDEs we will study in our series: the Teukolsky equation and the
transformed system. We justify our choices in constructing the transformed system and establish its
relevant properties for our analysis. These were already discussed in Section 1.2 of this introduction.
• Section 4. We derive the angular and radial ODEs associated to the differential equations of the
previous section under the separability assumption discussed in Sections 1.3 and 1.3.5 of this intro-
duction. We perform a crude analysis of the angular ODE which allows us to obtain rudimentary
bounds for the separation constant Λ in terms of the remaining frequency parameters, ω and m. For
the radial ODEs, we perform a finer asymptotic analysis and discuss the boundary conditions for the
solutions we seek to consider. Finally, we recall the precise statement of the Teukolsky–Starobinsky
identities verified by the Teukolsky angular and radial ODE.
• Section 5. We define the multiplier currents we will consider in our analysis of the radial ODEs intro-
duced in the previous section. These involve virial estimates, the classical energy currents from wave
analysis, and the Teukolsky–Starobinsky energy current discussed in Section 1.4.3 of this introduction.
• Section 6. This section contains the proof of our main result in the present paper, Theorem 1. We
begin, in Section 6.2 by partitioning frequency space into the frequency regimes which we will address
individually. Then, in Section 6.3 we prove estimates for the lower level transformed variables based
only on the transport equations. Finally, we give proofs of our main result in the bounded frequency
regimes with smallness in Section 6.4 and in the unbounded frequency regimes in Section 6.5; in each
of these sections we give an overview of our constructions, reinforcing the relevant points made in
Section 1.4 and introducing the extra estimates on the lower level transformed variables we will need.
The estimates for high and low frequency are combined in Section 6.6 to yield Theorem 1A; later in
Section 6.7, by combining those estimates with those arising from real mode stability (Theorem 0),
we also show Theorem 1B.
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2 Preliminaries
2.1 The Kerr exterior spacetime and metric
In this section, we introduce the Kerr exterior. We refer the reader to [DR10, Section 2] for more detail.
For Kerr black hole parameters (a,M) satisfying M > 0 and |a| ≤M and define
r± := M ±
√
M2 − a2 . (2.1)
The Kerr exterior spacetime, R, is a manifold-with-boundary which is covered by Kerr-star coordinates
(t∗, r, θ∗, φ∗) ∈ R × [r+,∞) × S2 globally, apart from the usual degeneration of spherical coordinates. The
future event horizon is defined to be H+ := ∂R = {r = r+}.
It will also be convenient to define a new radial coordinate r∗ : (r+,∞)→ (−∞,∞) which is the unique
function satisfying r∗(3M) = 0 and
dr∗
dr
= r
2 + a2
∆ , with ∆ := r
2 − 2Mr + a2 = (r − r+)(r − r−) . (2.2)
When we are interested in int(R) only, it will be convenient to consider Boyer–Lindquist coordinates
(t, r, θ, φ) ∈ R× (r+,∞)× S2. These are obtained from Kerr-star coordinates by the relations
t(t∗, r) := t∗ − t(r) , θ := θ∗ , φ(φ∗, r) := φ∗ − φ(r) mod 2pi , (2.3)
where the functions φ and t(r) can be defined so as to vanish for r ≥ 9/4M (see [DR10, Section 2.4]). With
respect to Boyer–Lindquist coordinates, the Kerr metric becomes
ga,M = −∆− a
2 sin2 θ
ρ2
dt2 − 4Mar sin
2 θ
ρ2
dtdφ
+
(
(r2 + a2)2 −∆a2 sin2 θ
ρ2
)
sin2 θdφ2 + ρ
2
∆ dr
2 + ρ2dθ2 ,
(2.4)
where
ρ2 := r2 + a2 cos2 θ, ∆ := r2 − 2Mr + a2 = (r − r+)(r − r−) . (2.5)
One can further extend R as follows. Starting from Boyer–Lindquist coordinates, we define coordinates
(∗t, r,∗ θ,∗ φ) ∈ R× [r+,∞)× S2 by
∗t(t, r) := t− t(r) , ∗θ := θ , ∗φ(φ, r) := φ− φ(r) mod 2pi . (2.6)
In such coordinates, the metric extends smoothly to H− := {r = r+} (by r we mean the variable in the
(∗t, r,∗ θ, ∗φ) coordinates), so R can be extended to a larger manifold with boundary R∪H−.
2.2 Smooth spin-weighted functions
In this sequence of papers, we will consider partial differential equations in the space of spin-weighted
function. The present section will contain the relevant regularity spaces for this type of function.
Letting (θ, φ∗) denote standard spherical coordinates in S2, consider the vector fields
Z˜1 = − sinφ∗∂θ + cosφ∗ (−is csc θ − cot θ∂φ∗) ,
Z˜2 = − cosφ∗∂θ − sinφ∗ (−is csc θ − cot θ∂φ∗) , Z˜3 = ∂φ∗ .
(2.7)
We recall the following notion of smooth s-spin-weighted function (see [DHR19b, Section 2.2.1]):
Definition 2.2.1 (Smooth spin-weighted functions). Fix some s ∈ 12Z.
(i) Let f be a complex-valued function of (θ, φ∗) ∈ S2. We say f is a smooth s-spin-weighted function on
S2, i.e. f ∈ S [s]∞ , if for any k1, k2, k3 ∈ N0,
(Z˜1)k1(Z˜2)k2(Z˜3)k3f
is a function of (θ, φ) which is smooth for θ 6= 0, pi and such that
eisφ(Z˜1)k1(Z˜2)k2(Z˜3)k3f and e−isφ(Z˜1)k1(Z˜2)k2(Z˜3)k3f
extend continuously to, respectively, θ = 0 and θ = pi.
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(ii) Now, fix Kerr parameters M > 0 and |a| ≤ M . Consider a function f of the Kerr-star variables
(t∗, r, θ, φ∗) ∈ R× [r+,∞)×S2. We say f is a smooth s-spin-weighted function on R, i.e. f ∈ S [s]∞ (R),
if for any k4, k5 ∈ N0, the function
(∂t∗)k4(∂r)k5f
∣∣∣
(t∗,r)=(T∗,R)
is a smooth s-spin-weighted function on S2 for any T ∗ ∈ R and R ∈ [r+,∞).
2.3 Relevant vector fields and differential operators
We will often use the shorthand notation T := ∂t∗ and Φ := ∂φ∗ , where t∗ and φ∗ are part of the
Kerr-star system of coordinates. Moreover, letting
ω+ :=
a
2Mr+
,
we let K = T +ω+Φ be the null generator of the future event horizon, H+.
Recall the definition of r∗ in (2.2). In (t, r∗, θ, φ) coordinates, let
L := ∂r∗ + T +
a
r2 + a2 Φ , L := −∂r∗ + T +
a
r2 + a2 Φ ,
define two principal null directions on Kerr, with the normalization condition
g(L,L) = −2ρ2 ∆(r2 + a2)2 .
Now, consider functions in S [s]∞ . For any s ∈ 12Z, the spin-weighted laplacian
/˚4[s] = − 1sin θ
∂
∂θ
(
sin θ ∂
∂θ
)
− 1
sin2 θ
∂2φ − 2si
cos θ
sin2 θ
∂φ + s2 cot2 θ − s (2.8)
= −Z˜21 − Z˜22 − Z˜23 − s− s2
where Z˜1, Z˜2 and Z˜3 are defined in (2.7) and the spinorial gradient
/˚∇[s] = (∂θ , ∂φ + is cos θ) , (2.9)
are smooth differential operators onS [s]∞ . For functions inS [s]∞ (R), the following notation will be convenient:
/˚4[s]T := /˚4[s] − a2 sin2 θTT − 2aTΦ + 2ias cos θT .
2.4 Parameters and conventions
Throughout the paper, we rely on the notation
w := ∆(r2 + a2)2 , (2.10)
for an r-weight that will be heavily used; recall ∆ is given in (2.5).
In our estimates, we use B to denote possibly large positive constants and b to denote possibly small
positive constants depending only on M > 0. Whenever the constant depends, additionally, on another
parameter that has not yet been fixed, say x, we write B(x) or b(x); we revert to B and b once it has been
fixed. We also note the algebra of constants
B +B = BB = B , b+ b = bb = b ,B + b = B , Bb = B , b−1 = B , etc.
3 The Teukolsky equation and the transformed system
3.1 The Teukolsky equation
Consider the differential operator, T[s], which is given in Boyer–Lindquist coordinates by
ρ2T[s] = ∆−s∂r(∆s+1∂r)− (r
2 + a2)2
∆
(
∂t +
a
r2 + a2 ∂φ
)2
+ s w
′
w2
(
∂t +
a
r2 + a2 ∂φ
)
+ 4sar
r2 + a2 ∂φ
− /˚4[s] + (2a∂t∂φ + a2 sin2 θ∂2t − 2ias cos θ∂t) .
(3.1)
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We say α[s] ∈ S [s]∞ (R\H+) satisfies the inhomogeneous Teukolsky equation if
ρ2T[s]α[s] = ∆
|s|/2(1−sign s)
(r2 + a2)|s| F
[s]. (3.2)
for some F [s] ∈ S [s]∞ (R\H+) and the homogeneous Teukolsky equation if F [s] vanishes.
3.2 The transformed system
The Teukolsky equation (3.2) differs from the wave equation by a collection of lower order derivatives,
the most concerning being those taken in ∂t and ∂φ direction. In the separated picture (see Section 4.3.1),
they translate into an imaginary, slowly decaying potential for the radial equation, even for Schwarzschild,
for which one cannot expect the strategy employed for the wave equation in [DRS16] to be successful.
To circumvent issues associated with the imaginary component of the potential, several authors have
introduced transformations that, applied to the Teukolsky equation, could alter it. The idea goes back to the
fixed-frequency work of Chandrasekhar for Schwarzschild [Cha75], who constructed differential transforma-
tions connecting the Bardeen–Press [BP73] equation (Teukolsky equation for a = 0) and the Regge–Wheeler
equation [RW57] or the Zerilli equation [Zer70]. In the separated picture, the latter have real, short-range
potentials, similar to that of the wave equation, allowing for the same type of estimates as for the wave
equation. For this reason, a generalization of Chandrasekhar’s work to physical space was crucially used in
the proof of linear stability for Schwarzschild [DHR19a].
Several attempts have been made to generalize Chandrasekhar’s transformations for Kerr spacetimes,
such as [CD76; SN82; Hug00] and, more recently, [DHR19b]. However, when a 6= 0, the type of differential
transformations considered cannot, as this section will demonstrate, yield an equation with a wave-type
potential in frequency space which decouples from the Teukolsky equation.
In this section, based on the framework of [Hug00], we introduce a system of equations which will be the
starting point for our estimates, where the latter coupling for a 6= 0 is at least mild from the point of view of
the estimates to follow. The transformations and the equations derived here reduce to the transformations
already introduced for s = ±1 in [Pas19a] and s = ±2 in [DHR19a; DHR19b].
3.2.1 Constructing the relevant transformations
We begin with a sufficiently general transformation, for integer spins, s ∈ Z. Let α[s] ∈ S [s]∞ (R\H+)
be a solution to the inhomogeneous Teukolsky equation (3.2). For some js, k = js, k(r) with k = 0, ..., s,
consider the rescaling of the Teukolsky variable
ψ
[s]
(0) := j
−1
s, |s|α
[s] , (3.3)
and the transformed quantities
ψ
[s]
(k) := j
−1
s, |s|−kLψ[s](k−1) , k = 1, ..., |s| , (3.4)
with L = L if s < 0, L = L if s > 0 and L being the identity if s = 0.
To obtain a wave-type equation for Ψ[s] := ψ[s](|s|), we iterate the following procedure. At each step
k = 0, ..., |s|, divide by js, |s|−k and apply L. To obtain the kth level equation, simplify each term containing
two derivatives, except the term where both derivatives are along the null directions L and L, by using the
definitions of ψ[s](i) for i = 0, ..., k; then, rewrite LL using the relation
LL = 12 (LL+ LL) +
2raw
r2 + a2 Φ .
Otherwise, write LL = LL+ [L,L], simplify further introducing ψ[s]k+1, and repeat the procedure. For each
k = 0, ..., |s|, we find that
LLψ[s](k) + sgn(s)
(
k∑
i=1
j′s, |s|−i
js, |s|−i
− h[s]
)
Lψ[s](k) +
∑
x∈X
k∑
i=0
cXs, k, i
(
Xψ
[s]
(k)
)
=
[
k−1∏
i=0
j−1s, |s|−k+iL
](
∆|s|/2(1−sign s)
(r2 + a)|s|js, |s|
wF
)
, (3.5)
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where the differential operator on the inhomogeneity is absent if k = 0 and where X = {T, Φ, /˚4[s]T , id}.
Here, cXs, k, i are functions of r which can be obtained from the recursive relation
cXs, k, 0 = −sgn(s)
(
cXs, k−1, 0
js,|s|−k
)′
cVs, k, i = −sgn(s)
(
cXs, k−1, i
js,|s|−k
)′
+
js, |s|−k+1
js, |s|−k
cXs, k−1, i−1 for i = 0, ..., k − 1
, (3.6)
with initial values given at any k = i = 0, ..., |s| by
c
/˚4
s, k, k = w ,
cTs, k, k = 2s
M(r2 − a2)− r∆
(r2 + a2)2 − sgn(s)h
[s](r) ,
cΦs, k, k = 2s
a(r −M)
(r2 + a2)2 − sgn(s)
a
r2 + a2h
[s](r) + sgn(s) (4k − 2)arw
r2 + a2 ,
cids, k, k = −∆−s∂r
(
∆s+1∂rjs, s(r)
) w
js, s(r)
+
(
kh[s] −
k∑
i=1
(k − i+ 1)
j′s, |s|−i
js, |s|−i
)′
,
h[s](r) = − w
js, s(r)
r2 + a2
∆
(
∆∂rjs ,s(r) + ∆s∂r
(
∆s+1js, s(r)
))− w∆∂r (r2 + a2∆
)
.
(3.7)
For Ψ[s] to satisfy a PDE which is decoupled from the remaining ψ[s](k), the weights cXs,|s|,i must vanish
for all i = 0, ..., |s| − 1 and all X ∈ X; the requirement can be cast as a system of 4|s| coupled ODEs (3|s| if
a = 0, because then cΦs,|s|,i = 0 automatically) for |s|+ 1 unknowns – js, 0(r) through js, |s|(r). Though, for
a = 0, this overdetermined system has more than one solution, it is easy to check that there are no solutions
even for |s| = 1 when a 6= 0:
Lemma 3.2.1. Consider the recursive relation (3.6) initialized by (3.7). For |s| = 1, 2, the system
cXs,|s|,i = 0 ∀i = 0, ..., |s| − 1 , ∀X ∈ X := {T, Φ, /˚4[s]T , id},
has no solutions for |s| = 1, 2 unless a = 0.
Proof. Consider first |s| = 1. We have to solve four ODEs for the two unknowns j±1,1(r) and j±1,0(r). We
choose the two ODEsc /˚4±1, 0, 0
j±1,0
′ = 0⇔ j±1,0 = Aw ,
(
cT±1, 0, 0
j±1,0
)′
= 0⇔ j±1,1 = ∆∓(1±1)/2(r2 + a2)1/2 ×

exp
(
± B2a arctan
( r
a
))
if a 6= 0
exp
(
∓B2r
)
if a = 0
,
and conclude(
cΦ±1, 0, 0
j±1,0
)′
=
2a
[
Br ± (r2 − a2)]
A(r2 + a2) ,
(
cid±1, 0, 0
j±1,0
)′
=
(
4a2 +B2
) (
a2(M + r) + r2(r − 3M))
2A (a2 + r2) ∆ ,
hence, a full decoupling is only possible if B = 0 and, in addition, a = 0. The case |s| = 2 is similar.
Our only hope, therefore, is to choose weights which allow the coupling to be as mild as possible.
3.2.2 The DHR transformed system
In this section, we will introduce our choice of transformed quantities, which are a generalization of
[DHR19b]. Our goal is to choose weights js, k(r), k = 0, ..., |s| such that our transformations yield a more
tractable, from the point of view of the estimates to follow, system than the Teukolsky equation.
We would like the coupling of any ψ[s](k) to the ψ
[s]
(i), i = 0, ..., k− 1, to involve of at most first derivatives
of the latter quantities. Such a requirement is equivalent to asking that the coefficients of /˚4[s]T vanish, for
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which a sufficient condition is having js, k = w for any k = 0, ..., |s| − 1. Under this choice, the L derivative
of Ψ[s] is absent in the ODE for this quantity (i.e. the equation will be in canonical form).
On the other hand, to avoid a complex potential in the next section, when we perform separation of
variables, we would like the equation for Ψ[s] not to involve time or azimuthal derivatives of this quantity.
Luckily, these conditions are compatible and they yield
js, |s|(r) = w|s|/2(r2 + a2)−1/2∆−s/2 . (3.8)
Proposition 3.2.2. Fix s ∈ Z. Let α[s] ∈ S [s]∞ (R\H+) be a solution to the Teukolsky equation (3.2). Let
ψ
[s]
(0) ∈ S [s]∞ (R\H+) be the rescaling of the Teukolsky variable given by
ψ
[s]
(0) := (r
2 + a2)−|s|+1/2∆|s|/2(1+sign s)α[s] . (3.9)
Define ψ[s](k) ∈ S [s]∞ (R\H+) by the system of transport equations
ψ
[s]
(k) :=
1
w
Lψ[s](k−1) , k = 1, ..., |s| , (3.10)
with L = L if s < 0, L = L if s > 0 and L being the identity if s = 0. Then, for k = 0, ..., |s|, ψ[s](k) satisfy
1
2 (LL+ LL)ψ
[s]
(k) + w
[
/˚4[s]T + |s|+ k(2|s| − k − 1)
]
ψ
[s]
(k) + sign(s)(k − |s|)
w′
w
Lψ[s](k)
− 2arw
r2 + a2 sign s (2|s| − 2k + 1) Φψ
[s]
(k) +
a2∆2
(r2 + a2)4 [1− 2|s| − 2k(2|s| − k − 1)]ψ
[s]
(k)
+2Mr(r
2 − a2)∆
(r2 + a2)4
[
1− 3|s|+ 2s2 − 3k(2|s| − k − 1)]ψ[s](k)
=
(L
w
)k ( ∆1+|s|
(r2 + a2)2|s|+3/2F
[s]
)
+ aw
k−1∑
i=0
(
cΦs, k, i(r)Φ + cids, k, i(r)
)
ψ
[s]
(i) ,
(3.11)
where acids, k, i should be replaced by cids, k, i if and only if |s| 6= 1, k = 1 and i = 0. Here, cΦs, k, i and cids, k, i,
i = 0, ..., |s| are functions of r which can be explicitly computed for each s, k, i through a recursive relation
(3.16) initialized by (3.2.2); the functions are, at most, of O(1) as r∗ → ±∞, their derivatives with respect
to r∗ are, at most, of O(w) as r∗ → ±∞, and (cids, 1, 0)′ = a×O(w) as r∗ → ±∞.
In particular, Ψ[s] := ψ[s](|s|) solves the transformed equation
R[s]Ψ[s] = J[s] +G[s] , (3.12)
where
R[s] := 12 (LL+ LL) + w
(
/˚4[s]T + s2
)
+
∆
[
(1− 2s2)a2∆ + 2(1− s2)Mr(r2 − a2)]
(r2 + a2)4 , (3.13)
J[s] :=
|s|−1∑
k=0
aw
[
cΦs, |s|, k(r)Φ + cids, |s|, k(r)
]
ψ
[s]
(k) , (3.14)
G[s] :=
(L
w
)|s|( ∆1+|s|
(r2 + a2)2|s|+3/2F
[s]
)
. (3.15)
Proof. With our choice of weights, the PDEs (3.5) for the transformed quantities take the form
LLψ[s](k) + sgn(s)(k − |s|)
w′
w
Lψ[s](k) +
∑
X∈X
k∑
i=0
cXs, k, iψ
[s]
(i) =
(L
w
)k ( ∆1+|s|
(r2 + a2)2|s|+3/2F
[s]
)
,
where X = {T, Φ, /˚4[s]T , id} and coefficients cXs, k, i satisfy the recursive relation (3.6)
cXs, k, 0 = −sgn(s)
(
cXs, k−1, 0
w
)′
cXs, k, i = −sgn(s)
(
cXs, k−1, i
w
)′
+ cXs, k−1, i−1 for i = 1, ..., k − 1
, (3.16)
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initialized by the relations, for i = k = 0, ..., |s|, (see (3.7))
cTs, k, k = 0 , c
/˚4
s, k, k = w , c
Φ
s, k, k =
[−4s+ (4k − 2)sgn(s)]arw
r2 + a2 ,
cids, k, k = w
(
|s|+ a
2∆(1− 2|s|) + 2Mr(r2 − a2)(1− 3|s|+ 2s3)
(r2 + a2)2
)
+ k(2|s| − k − 1)2
(
w′
w
)′
= w [|s|+ k(2|s| − k − 1)] + a
2∆w
(r2 + a2)2 [1− 2|s| − 2k(2|s| − k − 1)]
+ 2Mr(r
2 − a2)w
(r2 + a2)2 [1− 3|s|+ 2s
2 − 3k(2|s| − k − 1)] .
The recursive relations for each cXs, k, i can be used to reduce these coefficients, for any i = 0, ..., k− 1, to
a linear combination of derivatives, weighted by w−1, of cXs, i, i along r∗, for i = 0, ..., k − 1. We would like
to show that, for i ≤ k − 1,
cXs, k, i = awc˜Xs, k, i
suppressing the a when (k, i) = (1, 0) and |s| 6= 1, where c˜Xs, k, i is at most of O(1) and (d/dr∗)nc˜Xs, k, i = O(w)
as r∗ → ±∞. For X = T, /˚4[s]T , this is clear, since(
cTs, k, k
w
)′
=
c /˚4s, k, k
w
′ = 0 .
For X = Φ, the result follows from the simple computation(
1
w
· · ·
(
cΦs, k, k
w
)′
· · ·
)′
︸ ︷︷ ︸
n weighted derivatives
= −(−4)bn/2c[−4s+ (4k − 2)sgn(s)]anw

r2 − a2
r2 + a2 if n odd
ar
r2 + a2 if n even
.
For X = id, we compute
1
w
(
1
w
· · ·
(
w′
w
)′
· · ·
)′
︸ ︷︷ ︸
n weighted derivatives
= O(1) as r∗ → ±∞ ,
1
w
(
1
w
· · ·
(
r(r2 − a2)
(r2 + a2)2
)′
· · ·
)′
︸ ︷︷ ︸
n weighted derivatives
= 1(r2 + a2)2
{
(16a2)(n−1)/2(r4 − 6a2r2 + a4) if n odd
(16a2)n/2r(r2 − a2) if n even
.
By the computations above and the recursive relations, we see that the only possible obstruction to the
claim is for cids, 1 0, when n = 1 and so (16a2)(n−1)/2 = 1. For s = ±1, this is not an issue, however:
cid±1, 1, 0 =
(
cid±1, 0, 0
w
)′
= −a
2w′
w
,
since [1− 3|s|+ 2s2 − 3k(2|s| − k − 1)] = 0 for (s, k) = (±1, 0).
Remark 3.2.1 (Computation of the auxiliary functions). In Proposition 3.2.2, we have written the equations
for the transformed system (3.11) and (3.12) in terms of some functions cΦs, k, i and cids, k, i, i < k = 0, ..., |s|,
that can be explicitly computed: for i = k, these are given by (3.2.2), whereas for i = 0, ..., k − 1 they are
obtained from the recursive relation (3.16). We compute the resulting functions in the physically interesting
cases |s| = 1, 2. For |s| = 1,
cid±1, 1, 0 =
2a(r3 − 3Mr2 + a2r + a2M)
(r2 + a2)2 , c
Φ
±1, 1, 0 = sign s
r2 − a2
r2 + a2 .
For |s| = 2 and k = 2,
cid±2, 2, 1 =
20a sign s(r3 − 3Mr2 + a2r + a2M)
(r2 + a2)2 , c
Φ
±2, 2, 1 = 8
r2 − a2
r2 + a2 ,
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cid±2, 2, 0 = −
6a(r4 + 10Mr3 − 6a2Mr − a4)
(r2 + a2)2 , c
Φ
±2, 2, 0 = −24 sign s
a2r
r2 + a2 ;
finally, for k = 1,
cid±2, 1, 0 =
6r sign s(Mr3 − a2r2 − 3Mra2 − a4)
(r2 + a2)2 , c
Φ
±2, 1, 0 = −10
r2 − a2
r2 + a2 ,
where we recall that, in (3.11) with (s, k, i) = (±2, 1, 0), acid±2, 1, 0 should be replaced by cid±2, 1, 0.
It is clear that decoupling into a wave-type PDE with real potential (in the separated picture) is ensured
through this strategy if the Φ derivative and the zeroth order term for levels 0 to |s| − 1 of Ψ are made to
vanish under these simplifications, at least. By explicity computing these weights, we find that this is the
case if and only if a = 0:
Lemma 3.2.3. Fix s ∈ Z. In Proposition 3.2.2, we have J[s] = 0 if and only if a = 0.
Proof. From the form of the coupling in (3.14), it is clear that a = 0 provides a decoupling; we now want
to show that there is no possible decoupling if a 6= 0 via this strategy. Note that, in the particular cases
|s| = 1, 2, the result already follows from Lemma 3.2.1.
Consider the coupling coefficient of the second highest order Ψ. From (3.16) and (3.2.2), we have
cids, |s|, |s|−1 = −sgn(s)
|s|−1∑
n=0
(
cids, n, n
w
)′
= −2a
2 (4s2 − 1) s (a2(M + r) + r2(r − 3M))
3 (a2 + r2)2
,
since
∑|s|−1
n=0 [1 − 3|s| − 3k(2|s| − k − 1)] = 0. This term is obviously not identically zero in (r+,∞) unless
a = 0, which gives the negative result for rotating Kerr black holes.
4 The Teukolsky and transformed system ODEs
In this section, we introduce the ordinary differential equations arising from a formal separation of
variables of the Teukolsky equation (3.2) and of the transformed system introduced in Proposition 3.2.2.
4.1 Admissible frequencies
For ω ∈ R and m ∈ 12Z, it will be convenient to define:
ξ := −i 2Mr+
r+ − r− (ω −mω+) , β := 2iM
2(ω −mω+) , ω+ := a2Mr+ . (4.1)
For the remainder of this paper, we will be interested in the following parameters:
Definition 4.1.1 (Admissible frequencies). Fix s ∈ 12Z and M > 0.
1. We say the frequency parameter m is admissible with respect to s when, if s is an integer, m is also
an integer and when, if s is a half-integer, so is m.
2. We say the frequency pair (m, l) is admissible with respect to s when m is admissible with respect to
s, l is an integer or half-integer if s is an integer or half-integer, respectively, and l ≥ max{|m|, |s|}.
3. We say the frequency triple (ω,m, l) is admissible with respect to s when the pair (m, l) is admissible
with respect to s and ω ∈ R.
4. We say the frequency triple (ω,m,Λ) is admissible with respect to s when m is admissible with respect
to s and Λ ∈ R satisfies
(a) if s = 0, Λ ≥ 2|amω| and Λ ≥ m2;
(b) Λ ≥ max{|m|, |s|}(max{|m|, |s|}+ 1)− s2 − 2|s||aω|;
(c) |Λ| ≤ Λ + s2 + a2ω2 + 4|s||aω|;
(d) assuming q := aω/m, if q < 0 then, for sufficiently large |m|, Λ − 2mν ≥ 12 |q|m2; if b < q < 1
then, for sufficiently large |m| depending on b, Λ− 2mν ≥ (q − 1)m2.
(e) Cs ≥ 0, for |s| ≤ 2, for Cs as given in (4.33).
5. We say the frequency triples (ω,m, l) and (ω,m,Λ) are admissible with respect to s and a when they
are admissible with respect to s and, moreover, ω satisfies ω ∈ R\{0} and, if |a| = M , ω 6= mω+. In
this case, we write (ω,m,Λ) ∈ Fadmiss(a,M,s).
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4.2 The angular ODE
In this section, we introduce the ODE satisfied by the angular part of the Teukolsky variable under
separation of variables and derive some of the properties of the separation constant.
Proposition 4.2.1 (Smooth spin-weighted spheroidal harmonics). Fix s ∈ 12Z, let m be admissible with
respect to s, and assume ν ∈ R. Consider the angular ODE
− d
dθ
(
sin θ d
dθ
)
S
[s], (ν)
m,λ (θ) +
(
(m+ s cos θ)2
sin2 θ
− ν2 cos2 θ + 2νs cos θ
)
S
[s], (ν)
m,λ (θ)
= λ[s], (ν)m S
[s], (ν)
m,λ (θ) ,
(4.2)
with the boundary condition that eimφS[s], (ν)m,λ is a non-trivial smooth s-spin-weighted function.
For each ν ∈ R, there are countably many solutions to the problem; using l as an index, we write such
solutions, also called s-spin-weighted spheroidal harmonics with spheroidal parameter ν, as eimφS[s], (ν)ml and
denote the corresponding eigenvalues by λ[s], (ν)ml . The parameter l is chosen to be admissible with respect to
s and such that λ[s], (0)ml = l(l+ 1)− s2 for ν = 0 and λ[s], (ν)ml varies smoothly with ν. The eigenvalues satisfy
λ
[s], (ν)
ml = λ
[−s], (ν)
ml = λ
[−s], (−ν)
−m, l . (4.3)
The s-spin weighted spheroidal harmonics
{
eimφS
[s], (ν)
ml
}
ml
form a complete orthonormal basis on the
space of smooth s-spin-weighted spheroidal functions (see Definition 2.2.1).
Proof. For ν ∈ R, the operator
/˚4[s]m = −
d
dθ
(
sin θ d
dθ
)
+
(
(m+ s cos θ)2
sin2 θ
− ν2 cos2 θ + 2νs cos θ
)
is self-adjoint and it follows from Sturm-Liouville theory that it has a countable set of eigenfunctions,
which form a complete basis os the space of s-spin-weighted spheroidal functions, and countable set of
corresponding eigenvalues (see, for instance, [DHR19b]). For each s, m and ν, these can be indexed by
l ∈ 12Z satisfying the constraints in the statement, so that, in particular, λ[s], (ν)ml is smooth in ν (see [MS54,
Section 3.22, Proposition 1]).
Lemma 4.2.2 (Properties of the angular eigenvalues). Let Λ[s], (ν)ml be defined by
Λ[s], (ν)ml := λ
[s], (ν)
ml + ν
2 (4.4)
where λ[s], (ν)ml is an angular eigenvalue identified in Proposition 4.2.1.
1. Λ[s], (ν)ml depends only on m, ν and |s|.
2. Basic bounds for s = 0: Λ[0], (ν)ml ≥ 2|mν| and Λ[0], (ν)ml ≥ m2.
3. Basic bounds for general |s|:Λ[s], (ν)ml ≥ l(l+1)−s2−2|s||ν| and
∣∣∣Λ[s], (ν)ml ∣∣∣ ≤ Λ[s], (ν)ml +s2 +a2ω2 +4|s||ν|.
4. Set q = ν/m. If q < 0 then, for sufficiently large |m|, Λ[s], (ν)ml − 2mν ≥ 12 |q|m2; if 0 ≤ q < 1− b then,
for sufficiently large |m| depending on b, Λ[s], (ν)ml − 2mν ≥ (q − 1)m2.
Remark 4.2.1. With Lemma 4.2.2, setting ν = aω, we can now justify statement 4 in Definition 4.1.1,
which is the concretization of statements 2 and 3 for such a choice of ν.
Proof of Lemma 4.2.2. First note that statement 1 follows from (4.3).
For statements 2 and 3, let Ξ[s] be an s-spin-weighted spheroidal harmonic normalized to have unit L2
norm (see Proposition 4.2.1). Then, by construction, Λ[s], (ν)ml , defined in (4.4), satisfies
Λ[s], (ν)ml =
∫ pi
0
∫ 2pi
0
(∣∣∣∂θΞ[s]∣∣∣2 + Vang(θ) ∣∣∣Ξ[s]∣∣∣2) sin θdθdφ , (4.5)
where, setting q = ν/m
Vang(θ) =
(m+ s cos θ)2
sin2 θ
+ ν2 sin2 θ + 2νs cos θ
= m
2
sin2 θ
(1− q sin2 θ)2 + 2sm cos θ
sin2 θ
(1 + q sin2 θ) + s
2 cos2 θ
sin2 θ
+ 2mν .
(4.6)
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In the case ν = 0 (see Proposition 4.2.1),
Λ[s], (ν)ml = l(l + 1)− s2 . (4.7)
Hence, as Vang = Vang|ν=0 + ν2 sin2 θ + 2sν cos θ, we can immediately obtain the first bound in statement 3
as well as the second, since∣∣∣Λ[s], (ν)ml ∣∣∣ ≤ l(l + 1) + ν2 + 2|s||ν| ≤ Λ[s], (ν)ml + s2 + ν2 + 4|s||ν|, .
From the first bound in statement 3, the second bound from statement 2 follows. The first bound in
statement 2, follows from the fact that, if s = 0, Young’s inequality gives
Vang(θ) =
m2
sin2 θ
+ ν2 sin2 θ ≥ 2mν .
Finally, we turn to statement 4. If q < 0, then
Vang(θ)− 2mν ≥ 1sin2 θ (1 + |q| sin
2 θ) max{1, |q| sin2 θ}(m2 − 2|s||m|) ≥ 12 |q|m
2 ,
assuming |m| ≥ 4|s|. Hence, assume q > 0 and, without loss of generality, m > 0. In case q < 1, we also
easily have
Vang(θ)− 2mν ≥ m
2
sin2 θ
+ 2q(1− q)cos
2 θ
sin2 θ
m2 − 4|s||m| cos θ
sin2 θ
≥ m2(q − 1)2 ,
as long q − 1 > b and m is sufficiently large depending on b.
4.3 The radial ODEs
In this section, we introduce the radial ODEs whose analysis is the main goal of the present paper.
The ODEs are given in Section 4.3.1, paving the way to examining their asymptotics in Section 4.3.2 and
establishing suitable boundary conditions and notation for our applications in Sections 4.3.3 and 4.3.4. We
conclude by recalling the Teukolsky–Starobinsky identities in the separated picture in Section 4.3.5.
4.3.1 The Teukolsky radial ODE and the transformed radial ODEs
For some spin s ∈ Z and a ∈ [−M,M ], let (ω,m,Λ) be an admissible frequency triple with respect to a
and s. We are interested in solutions α[s], aωmΛ (r) of the inhomogeneous Teukolsky radial ODE[
∆−s d
dr
(
∆s+1 d
dr
)
+ [ω(r
2 + a2)− am]2 − 2is(r −M)[ω(r2 + a2)− am]
∆
]
α
[s], aω
mΛ (r)
+ (4isωr − Λ− s+ 2amω)α[s], aωmΛ (r) =
∆|s|/2(1−sign s)
(r2 + a2)|s| F
[s], aω
mΛ (r) , (4.8)
where F [s], aωmΛ (r) is bounded for r ∈ [r+,∞). Defining
u
[s], aω
mΛ := ∆
s/2(r2 + a2)1/2α[s], aωmΛ , (4.9)
the Teukolsky radial ODE (4.8) can also be rewritten as(
u
[s], aω
mΛ
)′′
+
(
ω2 − V [s]
)
u
[s], aω
mΛ = H
[s], aω
mΛ , H
[s], aω
ml :=
∆|s|/2+1
(r2 + a2)|s|+3/2F
[s], aω
mΛ , (4.10)
letting ′ denote r∗ derivatives. Here, V [s] = V [s]0 + V1 + iV
[s]
2 , where
V
[s]
0 =
4Mramω − a2m2 + ∆Λ[s]ml
(r2 + a2)2 ,
V
[s]
1 = s2
(r −M)2
(r2 + a2)2 +
∆
(r2 + a2)4
(
a2∆ + 2Mr(r2 − a2)) ≥ 0 ,
V
[s]
2 = −
2sω
(
r(r2 + a2) +M(a2 − 3r2))+ 2sam(r −M)
(r2 + a2)2 .
(4.11)
Moreover, define(
ψ(0)
)[s], aω
mΛ := (r
2 + a2)−|s|+1/2∆|s|/2(1+sign s)α[s], aωmΛ = w
−|s|/2u[s], aωml , (4.12)
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(
ψ(k)
)[s], aω
mΛ :=
1
w
L (ψ(k−1))[s], aωmΛ , k = 1, ..., |s| , Ψ[s], aωmΛ := (ψ(k))[s], aωmΛ , (4.13)
with L = L if s < 0, L = L if s > 0 and L being the identity if s = 0; here and throughout the section we
are considering, by abuse of notation, L and L to be given by their separated picture analogues,
L = d
dr∗
− iω + iam
r2 + a2 , L = −
d
dr∗
− iω + iam
r2 + a2 .
From the Teukolsky radial ODE (4.8), we derive the radial ODEs for
(
ψ(k)
)[s], aω
mΛ when k = 0, ..., |s|:((
ψ(k)
)[s], aω
mΛ
)′′
− (|s| − k)
(
w′
w
)((
ψ(k)
)[s], aω
mΛ
)′
+
(
ω2 − (V(k))[s], aωmΛ ) (ψ(k))[s], aωmΛ
=
(
G(k)
)[s], aω
mΛ + aw
k−1∑
i=0
(
imcΦs, k, i + cids, k, i
) (
ψ(i)
)[s], aω
mΛ ,
(4.14)
where cΦs, k, i, cids, k, i = O(1) as r∗ → ±∞ are the functions introduced in Proposition 3.2.2 (recall acids, 1, 0 in
(4.14) should be replaced by cids, 1, 0 when |s| 6= 1) and(
G(k)
)[s], aω
mΛ =
(L
w
)k ( ∆1+|s|
(r2 + a2)2|s|+3/2F
[s], aω
mΛ
)
. (4.15)
The potential
(V(k))[s], aωmΛ is a complex-valued function of r involving the frequency parameters, where
ReV(k) = ∆Λ + 4Mramω − a
2m2
(r2 + a2)2 + w [|s|+ k(2|s| − k − 1)] +
a2∆w
(r2 + a2)2 [1− 2|s| − 2k(2|s| − k − 1)]
+ 2Mr(r
2 − a2)w
(r2 + a2)2 [1− 3|s|+ 2s
2 − 3k(2|s| − k − 1)] , (4.16)
ImV(k) = sign s(|s| − k)
[
w′
w
(
ω − am
r2 + a2
)
− 4amrw(r2 + a2)
]
.
In particular, Ψ[s], aωmΛ :=
(
ψ(|s|)
)[s], aω
mΛ solves the transformed radial ODE(
Ψ[s], aωmΛ
)′′
+
(
ω2 − V [s], aωmΛ
)
Ψ[s], aωmΛ = G
[s], aω
mΛ + aw
|s|−1∑
k=0
(
imcΦs, |s|, k + cids, |s|, k
) (
ψ(k)
)[s], aω
mΛ , (4.17)
where V [s], aωmΛ = Vs0 + V [s]1 is real and given by
V [s]0 :=
4Mramω − a2m2 + ∆Λ
(r2 + a2)2
V [s]1 := s2
∆
(r2 + a2)2 +
∆
(r2 + a2)4
[
(1− 2s2)a2∆ + 2(1− s2)Mr(r2 − a2)] . (4.18)
4.3.2 Asymptotic analysis
Consider a second order ODE. Around any point where it is defined, we can span the space of solutions
by two linearly independent asymptotic (to arbitrary order) solutions; these asymptotic solutions, whether
around a regular or singular point of the ODE, are standard (we refer the reader to [Olv73, Chapters 5 and
7] or [Erd56; Inc56] for more detail). In this section, we apply this theory to derive information regarding
the asymptotic behavior of general solutions of the Teukolsky and transformed radial ODEs, respectively
(4.8) and (4.14), as r → r+,∞. First, some notation:
Lemma 4.3.1. Fix real (a,M) such that |a| ≤M , and some real s, ω, m, Λ. Define f, g : (r+,∞)→ C by
f(r) = 2(s+ 1)(r −M)∆ ,
g(r) = [ω(r
2 + a2)− am]2 − 2is(r −M)[ω(r2 + a2)− am]
∆2 +
4isωr − Λ− s+ 2amω
∆ .
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The functions f and g admit asymptotic expansions as r → r+ and r → ∞. Indeed, for some complex f∞k
and g∞k , one has
f(r) =
2|s|∑
k=0
f∞k r
−k +O(r−2|s|−1) , g(r) =
2|s|∑
k=0
g∞k r
−k +O(r−2|s|−1) , (4.19)
as r →∞ and, as r → r+, either
f(r)(r −M)2 =
2|s|∑
k=0
fMk (r −M)k +O
(
(r −M)2|s|+1
)
, as r →M if |a| = M
g(r)(r −M)4 =
2|s|∑
k=0
gMk (r −M)k +O
(
(r −M)2|s|+1
)
, as r →M if |a| = M
(4.20)
for some fMk , gMk ∈ C, if |a| = M or, if |a| < M ,
f(r)(r − r+) =
2|s|∑
k=0
f
r+
k (r − r+)k +O
(
(r − r+)2|s|+1
)
, as r → r+ if |a| < M
g(r)(r − r+)2 =
2|s|∑
k=0
g
r+
k (r − r+)k +O
(
(r − r+)2|s|+1
)
, as r → r+ if |a| < M ,
(4.21)
for some fr+k , g
r+
k ∈ C. The coefficients in the expansions can be that can be explicity computed in terms of
s, a, M , ω, m and Λ: for instance, one has for f
f∞0 = 0 , f∞1 = 2(1 + s) , f∞2 = 2M(1 + s) ,
fM0 = 0 , fM1 = −2s , fM2 = 0 ,
f
r+
0 = 1 + s , f
r+
1 =
1 + s
r+ − r− , f
r+
2 = −
1 + s
(r+ − r−)2 ,
and, for g,
g∞0 = −(iω)2 , g∞1 = 2iω(s− 2iMω) , g∞2 = −Λ + s+ 2iMω(s− 6iMω) ,
gM0 = −β2 , gM1 = −2β(s+ 2iMω) , gM2 = −Λ + s+ 8M2ω2 ,
g
r+
0 = ξ(s− ξ) , gr+1 =
Λ− s− 2amω − 2ξ2 − 2iωr+(s+ ξ)
r+ − r− ,
g
r+
2 =
Λ− s− 2amω − ξ(s+ 3ξ) + 2iω[√M2 − a2(s− 2ξ)− 2M(s+ 2ξ)] + 4r2+ω2
(r+ − r−)2 .
Having fixed the relevant notation, we apply standard ODE theory to the Teukolsky radial ODE (4.8):
Lemma 4.3.2 (Asymptotic analysis of the Teukolsky radial ODE). Let s ∈ Z, a ∈ [−M,M ], and (ω,m,Λ)
be an admissible frequency triple with respect to a and Λ such that ω ∈ R\{0,mω+}. For k = 0, ..., |s|, let
f∞k , fMk , f
r+
k and g∞k , gMk , g
r+
k be determined by (4.19), (4.20) and (4.21). Assuming F
[s], aω
mΛ (r) is bounded
for r ∈ [r+,∞), a solution, α[s], aωmΛ (r), of the radial ODE (4.8) admits an asymptotic expansion which is
given by linear combinations of the two following solutions indexed by ±:
• as r →∞,
eσ±rrµ+
 |s|∑
k=0
c
[s],∞,±
k r
−k +O(r−2|s|−1)
 ,
where c[s],∞,±k are fully determined by c
[s],∞,±
k and by the recursive relation
(f∞0 + 2σ)kc
[s],∞,±
k = (k − µ±)(k − 1− µ±)c[s],∞,±k−1
+
k∑
j=1
(
σ±f∞j+1 + g∞j+1 − (k − j − µ±)f∞j
)
c
[s],∞,±
k−j , (4.22)
and where σ± = ±iω, µ+ = 2iMω − 1− 2s and µ− = −2iMω − 1;
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• as r →M , if |a| = M ,
eσ±(r−M)
−1
(r −M)−µ±
 |s|∑
k=0
c
[s],M,±
k (r −M)k +O
(
(r −M)2|s|+1
) ,
where c[s],M,±k are fully determined by c
[s],M,±
0 and by the recursive relation (4.22) with superscript M
instead of ∞ and with σ± = ±2iM2(ω −mω+), µ+ = 2iMω + 2s and µ− = −2iMω;
• as r → r+,
(r − r+)σ±−µ±
 |s|∑
k=0
c
[s],r+,±
k (r − r+)k +O
(
(r − r+)|s|+1
) ,
where σ± = ±ξ, µ± = ±s and c[s],r+,±k are fully determined by c[s],r+,±0 and by the recursive relation[
(σ± + k)(σ± + k − 1) + fr+0 σ±
]
c
[s],r+,±
k = −
k−1∑
j=0
[
(σ± + j)fr+k−j + g
r+
k−j
]
c
[s],r+,±
j (4.23)
If F [s], aωmΛ ≡ 0, the expansions above are valid up to arbitrary order; in particular to order 2|s|.
Proof. In the homogeneous case of (4.8), the ODE has a singularity at r = r±, which is regular if |a| < M
but irregular of rank 1 if |a| = M , and an irregular singularity of rank 1 at r = ∞; the result follows
by application of the theory laid out in the references at the beginning of the section. If the equation is
inhomogeneous but with F [s], aωmΛ bounded for r ∈ [r+,∞), then it does not affect the expansions near the
singularities until order |s|+ 1 and higher.
For 0 ≤ k ≤ |s|, the transformed variables are defined by (4.12) and (4.13), i.e. by differentiating
r-weighted solutions of (4.8). As a corollary of Lemma 4.3.2, we obtain their asymptotic series expansions:
Lemma 4.3.3 (Asymptotic analysis of the transformed radial ODEs). Let s ∈ Z, k ∈ {0, .., |s|}, a ∈
[−M,M ], and (ω,m,Λ) be an admissible frequency triple with respect to a and Λ such that ω ∈ R\{0,mω+}.
Assuming F [s], aωmΛ (r) is bounded for r ∈ [r+,∞), a function,
(
ψ(k)
)[s], aω
mΛ (r), defined inductively by the
relation (4.13) from a function α[s], aωmΛ (r) which solves the radial ODE (4.8), admits an asymptotic expansion
which is given by linear combinations of the two following solutions indexed by ±:
• as r →∞,
eσ±rrµ(k),±
|s|−k∑
j=0
b
[s],∞,±
(k),j r
−j +O(r−|s|+k−1)
 ,
where σ± = ±iω, µ(k),± = ±2iMω − (|s| − k)(1± sign s) and b[s],∞,±(k),j are fully determined by a, s, k,
ω, m and the coefficients of the asymptotic expansion for α[s], aωmΛ as r →∞;
• as r →M , if |a| = M ,
eσ±(r−M)
−1
(r −M)−µ(k),±
|s|−k∑
j=0
b
[s],M,±
(k),j (r −M)j +O
(
(r −M)|s|−k+1
) ,
where σ± = ±2iM2(ω−mω+), µ(k),± = 2iMω+ (|s|−k)(1∓ sign s) and b[s],M,±(k),j are fully determined
by a, s, k, ω, m and the coefficients of the asymptotic expansion for α[s], aωmΛ as r →M and |a| = M ;
• as r → r+,
(r − r+)σ±−µ(k),±
|s|−k∑
j=0
b
[s],r+,±
(k),j (r − r+)j +O
(
(r − r+)|s|−k+1
) ,
where σ± = ±, µ(k),± = 12 (|s| − k)(1± sign s) and b
[s],r+,±
(k),j are fully determined by a, s, k, ω, m and
the coefficients of the asymptotic expansion for α[s], aωmΛ as r → r+ and |a| < M .
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In the previous asymptotic expansions, the coefficients can be related to those in Lemma 4.3.2. For
instance, at infinity,∣∣∣b[s],∞,− sign s(k),0 ∣∣∣2 = DIs,k(2ω)2k ∣∣∣c[s],∞,− sign s0 ∣∣∣2 , ∣∣∣b[s],∞,sign s(k),0 ∣∣∣2 = (2ω)2k ∣∣∣c[s],∞,sign s0 ∣∣∣2 ;
at the horizon, if |a| = M ,∣∣∣b[s],M,sign s(k),0 ∣∣∣2 = (2M2)1+2(k−|s|) DHs,k[4M2(ω −mω+)]2k
∣∣∣c[s],M,sign s0 ∣∣∣2 ,∣∣∣b[s],M,− sign s(k),0 ∣∣∣2 = (2M2) [4M2(ω −mω+)]2k ∣∣∣c[s],M,− sign s0 ∣∣∣2 ;
and finally, if |a| < M , letting s ≥ 0 without loss of generality, at the horizon,∣∣∣b[s],r+,+(k),0 ∣∣∣2 = (2Mr+)1+2(k−|s|) DHs,k(r+ − r−)2|s|∏k
j=1 {[4Mr+(ω −mω+)]2 + (s− j)2(r+ − r−)2}
∣∣∣c[s],r+,+0 ∣∣∣2 ,
∣∣∣b[−s],r+,−(k),0 ∣∣∣2 = (2Mr+)1+2(k−|s|) DHs,k∏k
j=1 {[4Mr+(ω −mω+)]2 + (s− j)2(r+ − r−)2}
∣∣∣c[−s],r+,−0 ∣∣∣2 ,
∣∣∣b[±s],r+,∓(k),0 ∣∣∣2 = (2Mr+) k−1∏
j=0
[(
4Mr+
r+ − r−
)2
(ω −mω+)2 + (s− j)2
] ∣∣∣c[±s],r+,∓0 ∣∣∣2 ,
(the product denoted by
∏
should be replaced by the identity if k = 0 or s = 0), for some DIs,k,DHs,k ≥ 0
depending only on the frequency parameters. While DIs,0 = DHs,0 = 1, the remaining coefficients are generally
non-trivial: for |s| ∈ {0, 1, 2}, these are
DIs,1 = (Λ− 2amω + |s|)2 ,
DIs,2 = [(Λ− 2amω + 2)(Λ− 2amω + 3|s| − 2) + 4(2|s| − 1)amω]2 + 16(|s| − 1)2(2|s| − 1)2M2ω2 ;
(4.24)
DHs,1 =
(
Λ− 2amω + |s|+ (|s| − 1)(2|s| − 1)r+ −M
M
)2
+ a
2m2
M2
(2|s| − 1)2 ,
DHs,2 =
[
(Λ− 2amω + |s|)(Λ− 2amω + 3|s| − 2) + 4(r+ −M)
M
(Λ− 2amω + |s|)(|s| − 2)(|s| − 1)
+4amωr+ −M
M
(2|s| − 1)−m2(2|s| − 1)
(
a2
M2
(2|s| − 3) + 2r−(r+ −M)
M2
)
+(r+ −M)
2
M2
(|s| − 2)(|s| − 1)(2|s| − 1)
(
2|s| − 1− 2M
r+
)]2
+
[
2ω
M
(2|s| − 1) (2a2(|s| − 1)−M(r+ −M)− (r+ −M)2(2|s| − 3))
+am(r+ −M)
Mr+
(2|s| − 3)(2|s| − 1)
(
2|s| − 3 + r+ −M
M
(2|s| − 1)
)
+4am
M
(|s| − 1)(Λ− 2amω + |s|)
]2
.
(4.25)
For convenience, when k = |s|, we write DHs = DHs,k, DIs = DIs,k, A[s]I± = A
[s]
|s|, I± and A
[s]
H± = A
[s]
|s|,H± .
Proof. The entire statement follows by considering the action of
(L
w
)k on the asymptotic series identified in
Lemma 4.3.2, after multiplication by a suitable weight.
As r →∞, recalling
L = − sign s
(
1− 2Mr
r2 + a2
)
d
dr
− iω + iam
r2 + a2 ,
we find that there is a cancellation between −iω in the operator if the r derivative hits e− sign siωrr−2iM sign s:(
− sign s ∆
r2 + a2
d
dr
− iω
)(
e− sign s iωrr−2iM sign s
)
=
(
iω + 2iMω
r
)(
1− 2M
r
)
− iω +O(r−2) = O(r−2) .
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In fact, as can be seen above, upon application of L, the zeroth and first order terms in the series cancel
out in these cases, which is compensated by multiplication by w. Thus, the leading order coefficient in the
resulting series, b[s],∞,− sign s(k),0 , is a nontrivial combination of ω, a, m and the k first coefficients of the original
asymptotic expansion for solutions of (4.8); as those coefficients can be computed explicitly by the formula
(4.22) and the expansions in Lemma 4.3.1, one can in principle obtain b[s],∞,− sign s(k),0 explicitly in terms of
c
[s],∞,sign s
0 . For simplicity, we give the result only for the cases k = 0, 1, 2.
On the other hand, if the exponential dependence is esign s iωr2iMω sign s, application of Lw does not create
any cancellation: the series is essentially multiplied by −2i sign sωr2, so the new leading order coefficient,
b
[s],∞,+ sign s
(k),0 , depends only on ω and on the previous leading order coefficient.
For |a| = M , as r →M , we use the identity
L = ∆
r2 +M2
(
− sign s d
dr
− β(r −M)2 −
iω(r +M)
r −M
)
,
and for |a| < M , as r → r+, we use
L = ∆
r2 + a2
(
− sign s d
dr
+ ξ
r − r+ −
ξ + iω(r + r+)
r − r−
)
.
With these, we can note that by application of Lw , there can either be cancellation between the terms
involving β or ξ, respectively, or the opposite. The leading order coefficient is very simple to obtain in the
latter case. In the former, we will need to appeal to (4.22) or (4.23) and the expansions in Lemma 4.3.1 to
compute b[s],M,±(k),0 or b
r+,±
[s],(k),0, respectively.
To be more concrete, let us consider the case a < M . We can explicitly compute, for s > 0,(
L
w
)k |s|∑
j=0
c
[s],∞,+
j (r − r+)ξ−s+j∆s(r2 + a2)1/2−s

=
(
L
w
)k−1 |s|∑
j=0
c
[s],∞,+
j
(
j
r − r+ +
(2s− 1)r
r2 + a2 −
ξ + s+ iω(r + r+)
r − r−
)
(r − r+)ξ+j(r − r−)s(r2 + a2)3/2−s
= . . .
For instance, if k = 1, we obtain
b
[+|s|],r+,+
(1),0 = (2Mr+)
3/2−|s|(r+ − r−)|s|−1
[
c
[+|s|],r+,+
1 (r+ − r−)
+
(
(2|s| − 1)r+
2Mr+
− ξ − |s| − iω(r + r+)
)
c
[+|s|],r+,+
0
]
= c[+|s|],r+,+0 (2Mr+)3/2−|s|(r+ − r−)|s|−1
DHs,1,+
(−2ξ + |s| − 1) ,
where DHs,1,+ is some complex-valued constant depending on the angular parameters and s; by a similar
procedure, we can obtain
b
[+|s|],r+,+
(k),0 = c
[+|s|],r+,+
0 (2Mr+)1/2+k−|s|(r+ − r−)|s|−k
DHs,k,+∏k
j=1 (−2ξ + |s| − j)
,
b
[−|s|],r+,−
(k),0 = c
[−|s|],r+,−
0 (2Mr+)1/2+k−|s|(r+ − r−)−k
DHs,k,−∏k
j=1 (−2ξ − |s|+ j)
,
where
∣∣∣DHs,k,+∣∣∣2 = ∣∣∣DHs,k,−∣∣∣2 is identified as DHs,k.
Our computations hold in the inhomogeneous case as well because, by the properties of the inhomogeneity(L
w
)k ( ∆1+|s|
(r2 + a2)2|s|+3/2F
[s], aω
mΛ
)
= O
(
r−2(|s|−k)−1
)
as r →∞ ,(L
w
)k ( ∆1+|s|
(r2 + a2)2|s|+3/2F
[s], aω
mΛ
)
= O
(
∆1+|s|−k
)
as r → r+ ,
hence it does not affect the leading asymptotics of the solution.
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4.3.3 Boundary conditions for the Teukolsky radial ODE
To discuss boundary conditions for (4.8), it is convenient to label the functions in Lemma 4.3.2:
Definition 4.3.1. Fix M > 0, |a| ≤ M , s ∈ 12Z and an admissible frequency triple (ω,m,Λ) with respect
to s such that ω ∈ R\{0,mω+}.
1. Define α[s], (aω)ml,H+ and α
[s], (aω)
ml,H− to be the unique classical solutions to the homogeneous radial ODE (4.8)
with boundary conditions
(a) if |a| < M ,
i. α[s], (aω)ml,H± (r)(r − r+)∓ξ+s(1±1)/2 are smooth at r = r+ ,
ii.
∣∣∣((r − r+)∓ξ+s(1±1)/2α[s], (aω)ml,H± ) ∣∣r=r+ ∣∣∣2 = 1 ;
(b) if |a| = M ,
i. (r −M)±2iMω+s(1±1)e∓β(r−M)−1α[s], (aω)ml,H± (r) are smooth at r = M ,
ii.
∣∣∣((r −M)±2iMω+s(1±1)e∓β(r−M)−1α[s], (aω)ml,H± ) ∣∣r=M ∣∣∣2 = 1 .
2. Define α[s], (aω)ml, I+ and α
[s], (aω)
ml, I− to be the unique classical solution to the homogeneous radial ODE (4.8)
and boundary conditions
(a) α[s], (aω)ml, I± ∼ e±iωrr±2Miω−s(1±1)−1 asymptotically3 as r →∞ .
(b)
∣∣∣(e∓iωrr∓2Miω+s(1±1)+1α[s], (aω)ml, I± ) ∣∣r=∞∣∣∣2 = 1 .
Finally, we define u[s], (aω)ml, I± and u
[s], (aω)
ml,H± by the following rescaling of the preveiously introduced functions:
u
[s], (aω)
ml, I± = (r
2 + a2)1/2α[s], (aω)ml, I± , u
[s], (aω)
ml,H± = (r
2 + a2)1/2α[s], (aω)ml,H± .
By Lemma 4.3.2, it is clear that any solution to the radial ODE (4.8) has a representation in terms of
those defined in Definition 4.3.1:
Lemma 4.3.4. Fix M > 0, |a| ≤M , s ∈ 12Z and an admissible frequency triple (ω,m,Λ) with respect to a
and s such that ω ∈ R\{0,mω+}. If F [s], aωmΛ is bounded for r ∈ [r+,∞), there are a[s]H± , a
[s]
I± ∈ C, depending
only on (ω,m,Λ) such that a solution α[s], (aω)mΛ to the radial ODE (4.8) can be written as,
α
[s], aω
mΛ = a
[s]
H+ · α[s], (aω)ml,H+ + a[s]H− · α
[s], (aω)
ml,H− , α
[s], aω
mΛ = a
[s]
I+ · α[s], (aω)ml, I+ + a[s]I− · α
[s], (aω)
ml, I− . (4.26)
Often, we want to consider a more restrictive set of solutions to (4.8), which are said to have outgoing
boundary conditions.
Definition 4.3.2 (Outgoing boundary conditions). We say α[s], aωmΛ is a solution of the radial ODE (4.8)
with outgoing boundary conditions if(
∆s(r2 + a2)1/2α[s], aωmΛ
)′
− iω
(
∆s(r2 + a2)1/2α[s], aωmΛ
)
= O(r−1) as r →∞ ,(
∆s(r2 + a2)1/2α[s], aωmΛ
)′
+ i(ω −mω+)
(
∆s(r2 + a2)1/2α[s], aωmΛ
)
= O(r − r+) as r → r+ .
(4.27)
Then, Lemma 4.3.4 holds with a[s]I− = a
[s]
H− = 0.
Remark 4.3.1. Definitions 4.3.1 and 4.3.2 as well as Lemma 4.3.4 can be alternatively written in terms of
u
[s], aω
mΛ = (r2 + a2)1/2∆s/2α
[s], aω
mΛ : we simply let
u
[s], (aω)
mΛ, I± := (r
2 + a2)1/2∆s/2α[s], (aω)mΛ, I± , u
[s], (aω)
ml,H± := (r
2 + a2)1/2∆s/2α[s], (aω)ml,H± .
3This notation means that there are constants {ck}∞k=0 such that for every N ≥ 1, as r →∞ (see Lemma 4.3.2),
α
[s], (aω)
ml, I+ (r) = e
iωr+2iMω log r
N∑
k=0
ckr
−2s−k−1 + O(r−2s−N−2) .
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4.3.4 Boundary conditions for the transformed radial ODEs
To discuss boundary conditions for (4.14), it is again convenient to label the functions in Lemma 4.3.3:
Definition 4.3.3. Fix M > 0, |a| ≤ M , s ∈ 12Z and an admissible frequency triple (ω,m,Λ) with respect
to s such that ω ∈ R\{0,mω+}.
1. Define
(
ψ(k)
)[s], (aω)
mΛ,H+ and
(
ψ(k)
)[s], (aω)
mΛ,H− as the unique solutions to the homogeneous radial ODE (4.14)
with boundary conditions
(a) if |a| < M ,
i.
(
ψ(k)
)[s], (aω)
mΛ,H±(r)(r − r+)∓ξ−
1
2 (|s|−k)(1∓sign s) are smooth at r = r+ , and
ii.
∣∣∣∣(w− |s|−k2 ∆± |s|−k2 sign s(r − r+)∓ξ(ψ(k))[s], (aω)ml,H± ) ∣∣∣r=r+
∣∣∣∣2 = 1 ;
(b) if |a| = M ,
i. (r −M)±2iMω−(|s|−k)(1∓sign s)(ψ(k))[s], (aω)ml,H± (r)e∓β(r−M)−1 are smooth at r = M , and
ii.
∣∣∣(w− |s|−k2 (r −M)±2iMω±(|s|−k) sign se∓β(r−M)−1(ψ(k))[s], (aω)ml,H± ) ∣∣∣r=M ∣∣∣2 = 1 .
2. Define
(
ψ(k)
)[s], (aω)
ml, I+ and
(
ψ(k)
)[s], (aω)
ml, I− as the unique classical solutions to the homogeneous radial
ODE (4.14) with boundary conditions
(a)
(
ψ(k)
)[s], (aω)
ml, I± ∼ e±iωrr±2Miω−(|s|−k)(1±sign s) asymptotically as r →∞ , and
(b)
∣∣∣(e∓iωrr∓2iMωw− |s|−k2 ∆± |s|−k2 sign s(ψ(k))[s], (aω)ml, I± ) ∣∣r=∞∣∣∣2 = 1 .
By Lemma 4.3.3, a solution to the radial ODE (4.14) arising from a solution to the radial ODE (4.8)
has a representation in terms of the functions defined in Definition 4.3.3:
Lemma 4.3.5. Fix M > 0, |a| ≤ M , s ∈ 12Z, k ∈ {0, ..., |s|} and an admissible frequency triple (ω,m,Λ)
with respect to a and s such that ω ∈ R\{0,mω+}. If F [s], aωmΛ is bounded for r ∈ [r+,∞), there are
A
[s]
k,H± , A
[s]
k,I± ∈ C, depending only on (ω,m,Λ) such that a function
(
ψ(k)
)[s], (aω)
mΛ defined inductively, via
(4.13), from a solution, α[s], aωmΛ , of the radial ODE (4.8) can be written as,(
ψ(k)
)[s], aω
mΛ = A
[s]
k,H+
(
ψ(k)
)[s], (aω)
mΛ,H+ +A
[s]
k,H−
(
ψ(k)
)[s], (aω)
mΛ,H− ,(
ψ(k)
)[s], aω
mΛ = A
[s]
k,I+
(
ψ(k)
)[s], (aω)
mΛ, I+ +A
[s]
k,I−
(
ψ(k)
)[s], (aω)
mΛ, I− .
(4.28)
The coefficients A[s]k,H± , A
[s]
k,I± can be related to the coefficients a
[s]
H± , a
[s]
I± from Lemma 4.3.4:∣∣∣A[±s]k, I± ∣∣∣2 = (2ω)2k ∣∣∣a[±s]I± ∣∣∣2 , ∣∣∣A[∓s]k, I±∣∣∣2 = DIs,k(2ω)2k ∣∣∣a[∓s]I± ∣∣∣2 ; (4.29)
if |a| = M , ∣∣∣A[∓s]k,H±∣∣∣2 = 2M2[4M2(ω −mω+)]2k ∣∣∣a[∓s]H± ∣∣∣2 ,∣∣∣A[±s]k,H±∣∣∣2 = 2M2 DHs,k(2M2)2(k−|s|)[4M2(ω −mω+)]2k
∣∣∣a[±s]H± ∣∣∣2 , (4.30)
and if |a| < M ,∣∣∣A[∓s]k,H± ∣∣∣2 = 2Mr+ k−1∏
j=0
[(
4Mr+
r+ − r−
)2
(ω −mω+)2 + (s− j)2
] ∣∣∣a[∓s]H± ∣∣∣2 ,
∣∣∣A[∓s]k,H∓ ∣∣∣2 = 2Mr+ DHs,k(2Mr+)2(k−|s|)(r+ − r−)|s|(1∓1)∏k
j=1
{
[4Mr+(ω −mω+)]2 + (s− j)2(r+ − r−)2
} ∣∣∣a[±s]H± ∣∣∣2 .
(4.31)
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Here DIs,k and DHs,k coincide with those in Lemma 4.3.3.
When k = |s|, we write A[s]I± = A
[s]
|s|,I± and A
[s]
I± = A
[s]
|s|,I± .
Remark 4.3.2. We say
(
ψ(k)
)[s], (aω)
mΛ has outgoing boundary conditions if A
[s]
|s|,H− = A
[s]
|s|,I− = 0.
4.3.5 The Teukolsky–Starobinsky identities
In this section, we introduce the Teukolsky–Starobinsky identities, originally from [PT74; SC74] for
|s| = 1, 2 and later generalized to all spins in [KMW89]. To do so, we begin by defining the differential
operators
Dˆ±n =
d
dr
± i
(
ω(r2 + a2)
∆ −
am
∆
)
+ 2n(r −M)∆ , Lˆ
±
n =
d
dθ
±
( m
sin θ − aω cos θ
)
+ n cot θ . (4.32)
Next, we introduce the Teukolsky–Starobinsky constants:
Proposition 4.3.6. Fix s ∈ {0, 12 , 1, 32 , 2} and |a| ≤M .
(i) Fix a frequency triple (ω,m, l) admissible with respect to s. Solutions of the angular ODE (4.2) with
spin ±s are eigenfunctions of the operator2s−1∏
j=0
Lˆ∓s−j
(2s−1∏
k=0
Lˆ±s−k
)
≡ (sin θ)2s
(
Lˆ∓s
sin θ
)2s
(sin θ)2s
(
Lˆ±s
sin θ
)2s
,
with indices j, k increasing from right to left on the product, and the latter being replaced by the
identity if s = 0, for the same eigenvalue. This eigenvalue, Bs = Bs(|s|, ω,m, l), called the angular
Teukolsky–Starobinsky constant, satisfies (−1)2sBs ≥ 0.
(ii) Fix a frequency triple (ω,m,Λ) admissible with respect to s. Dropping most subscripts, for α[±s]
solutions of the homogenenous radial ODE (4.8) of spin ±s, set
P [+s] := ∆sα[+s] , P [−s] := α[−s] ,
then P [±s] is an eigenfunction of the operator
∆s
(
Dˆ∓0
)2s [
∆s
(
Dˆ±0
)2s]
≡
2s−1∏
j=0
(
∆1/2Dˆ∓j/2
) 2s−1∏
k=0
(
∆1/2Dˆ±k/2
)
,
with indices j, k increasing from right to left in the product, and the latter being replaced by the identity
if s = 0, for the same eigenvalue. This eigenvalue, Cs = Cs(ω,m,Λ) ∈ R is called the radial Teukolsky–
Starobinsky constant; if Cs = 0, we say (ω,m,Λ) is an algebraically special frequency triple.
The Teukolsky–Starobinksy constants Bs and Cs can be computed explicity; for instance
C1 = (Λ− 2amω + 1)2 + 4amω − 4a2ω2 ,
C2 = [(Λ− 2amω + 2)(Λ− 2amω + 4)]2 + 40aω(Λ− 2amω + 2)2(m− aω)
+ 48aω(Λ− 2amω + 2)(m+ aω) + 144a2ω2(m− aω)2 + 144M2ω2 ,
(4.33)
B1/2 = −C1/2 , B1 = C1 , B3/2 = −C3/2 , B2 = C2 − 144M2ω2 . (4.34)
Proof. Existence of the Teukolsky–Starobinsky constants, as well as their formulas in terms of the frequency
parameters, follows from applying the operators in the products above to angular or radial functions one
by one and using the angular or radial ODEs, respectively, to trade second derivatives of those functions by
first and zeroth order terms (see for instance [Cha83, Sections 70 and 81] for s = ±1,±2). Alternatively,
they can be obtained by computations involving asymptotic expansions, as in the proof of Lemma 4.3.3.
Remark 4.3.3. Though we have stated Proposition 4.3.6 only for |s| ≤ 2, we have verified that the
Teukolsky–Starobinsky constants exist for spins |s| ≤ 9/2 (see also [KMW89] for computations up to |s| = 4).
We expect that, indeed, the result can be shown for general s by tapping into to an inductive structure for
the computation of Bs and Cs that is still unknown at present.
Of particular importance in this work will be the radial Teukolsky–Starobinsky constant. In statement 2
of Proposition 4.3.6, Cs is defined by making no assumption on the class of solutions of the radial ODE (4.8).
However, if one were to assume outgoing boundary conditions, Cs could alternatively be defined by the
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radial Teukolsky–Starobinsky identities in Proposition 4.3.7. For our main results, which are restricted to
the physically relevant integer spins |s| = 0, 1, 2, however, the distinction between the two ways of defining
Cs is not crucial; hence, for simplicity, we always take Cs to be defined by Proposition 4.3.6.
Remark 4.3.4. Let Λ = Λ[s], aωmΛ . For any s ∈ 12Z for which an angular Teukolsky–Starobinsky constant can
be defined (see Remark 4.3.3), (−1)2sBs ≥ 0 (see [TdC20, Section 2.3]). For |s| ≤ 2, explicit computations
of the latter (see [KMW89], for instance) show
Cs = (−1)2sBs ≥ 0 , |s| ≤ 2 , C2 = (−1)2sBs + 144M2ω2 ≥ 0 , (4.35)
although Cs − (−1)2sBs ≥ 0 does not necessarily hold for |s| > 2 and any |a| ≤ M . For |s| ≤ 2, the
non-negativity in (4.35) motivates the admissibility condition 4(e) in Definition 4.1.1.
If one can upgrade (4.35) for a given spin into a strict positivity statement, then there are no real
algebraically special frequencies for that spin. It is well-known that this is the case for aω = 0, as
Cs ≥ (−1)2sBs =
[
l(l + 1)− s2 + |s|]2|s| ≥ [2|s|]2|s| , 0 < |s| ≤ 2 , aω = 0 .
The same strict inequality is not as clear for aω 6= 0 (see, for instance, [Wal73]). However, we note that in
the case s = 2, as 144M2ω2 > 0 whenever ω 6= 0, one obtains from (4.35) that Cs > 0 unconditionally, so we
conclude there are no real algebraically special frequencies for this spin. To our knowledge, this interesting
feature of gravitational perturbations has not been observed before.
The radial Teukolsky–Starobinsky identities are differential identities which relate solutions of the ho-
mogeneous radial ODE (4.8) with spin +s and spin −s.
Proposition 4.3.7 (Radial Teukolsky–Starobinsky identities). Fix M > 0, |a| ≤M and s ∈ {0, 12 , 1, 32 , 2}.
Let (ω,m, l) be an admissible frequency triple with respect to s and a. Dropping most subscripts, let α[s] be
solutions to the homogeneous radial ODE (4.8) of spin ±s. If ω ∈ R\{0,mω+}, recall from (4.26)
α[±s] = a[±s]H+ · α[±s]H+ + a[±s]H− · α
[±s]
H− = a
[±s]
I+ · α[±s]I+ + a[±s]I− · α
[±s]
I− ,
for some complex a[±s]H+ , a
[±s]
H− , a
[±s]
I+ and a
[±s]
H− . For such α
[±s],
∆s
(
Dˆ+0
)2s (
∆sα[+s]
)
= a[+s]I+ C
(1)
s α
[−s]
I+ + a
[+s]
I− C
(7)
s α
[−s]
I− = a
[+s]
H+ C
(4)
s α
[−s]
H+ + a
[+s]
H− C
(6)
s α
[−s]
H− ,(
Dˆ−0
)2s
α[−s] = a[−s]I+ C
(3)
s α
[+s]
I+ + a
[+s]
I− C
(5)
s α
[+s]
I− = a
[−s]
H+ C
(2)
s α
[+s]
H+ + α
[+s]
H− C
(8)
s α
[+s]
H− ,
(4.36)
where, recalling the radial Teukolsky–Starobinsky constant Cs from Proposition 4.3.6, C(i)s are given by:
C(1)s = (2iω)2s , C(2)s =

(−2β)2s if |a| = M
2s−1∏
j=0
(2ξ + s− j) if |a| < M , C
(3)
s =
Cs
C
(1)
s
, C(4)s =
Cs
C
(2)
s
,
C(5)s = (−2iω)2s , C(6)s =

(2β)2s if |a| = M
(r+ − r−)2|s|
2s−1∏
j=0
(−2ξ + s− j) if |a| < M , C
(7)
s =
Cs
C
(5)
s
, C(8)s =
Cs
C
(6)
s
.
Proof. The proof follows as that of Lemma 4.3.3, see [TdC20, Proposition 2.14] for details.
5 The separated current templates
In this section, we introduce the current templates which will be used, in Section 6 to obtain estimates
on solutions of the radial ODEs in Sections 4.3.1. For the latter, we rewrite the ODEs in the general form
U ′′ +WU ′ + (ω2 − V )U = H , (5.1)
where ω is real and V,W,H are known functions of r∗ with W being real-valued.
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5.1 The virial current templates
Let U(r∗) be sufficiently regular. For h = h(r∗) a C1 and piecewise C2, y = y(r∗) a C0 and piecewise
C1 and f = f(r∗) a C2 and piecewise C3 functions, we define the frequency-localized virial currents
Qh[U ] = hRe(UU ′)− 12h
′|U |2 + 12hW |U |
2 ,
Qy[U ] = y|U ′|2 + y(ω2 − ReV )|U |2 ,
Qf [U ] = f |U ′|2 +
(
f(ω2 − ReV )− 12f
′′ + 12f
′W
)
|U |2 + f ′Re(UU ′) ,
(5.2)
which, if U satisfies the model ODE (5.1), have derivatives
(Qh[U ])′ = h|U ′|2 + h
(
ReV + 12W
′ − ω2
)
|U |2 − 12 (h
′′ −Wh′) |U |2 + hRe(HU) ,
(Qy)′ [U ] = (y′ − 2yW )|U ′|2 + y′ω2|U |2 − (yReV )′|U |2 − 2y(ImV ) Im(UU ′) + 2yRe(HU ′) ,
(Qf [U ])′ = 2(f ′ + fW )|U ′|2 +
(
−f ReV ′ − 12f
′′′ + 12Wf
′′
)
|U |2 − 2f(ImV ) Im(UU ′)
+ f ′Re(HU) + 2f Re(HU ′) .
(5.3)
These identities are obtained multiplying (5.1) by hU , 2yU ′ and f ′U + 2fU ′, respectively, and taking the
real part. The expressions above already hint at the applications of each type of current:
• We usually consider h currents when
(
ReV + 12W ′ − ω2
)
is quantitatively positive or, if we have a
way of controlling the bulk error due to h|U ′|2, when (ReV + 12W ′ − ω2) is quantitatively negative in
a given region of r∗; for this reason h is typically taken to be a compactly supported function. Since
the term h′′ usually appears with the wrong sign, one must be take care to introduce h only when that
error can be controlled by other multiplier currents. We also note the h current is the unique among
the virial currents above that does not involve ImV .
• We usually consider f currents when we want to exploit information about the critical point structure
of ReV ′, even if we do not have information on the sign of ReV − ω2. Once again, one has to ensure
that errors introduced by the term f ′′′ are controlled.
• The y current is usually reserved best at the |r∗|  1 regions, but, as we do not require it to be more
regular than C0, it can be very versatile: sometimes it is used to exploit the positivity of ω2 − ReV ;
sometimes to exploit the sign of ReV ′. The term involving ImV can be quite worrisome unless either
ImV is sufficiently small in the support of y or one can exploit a special structure in the equation (for
the latter, see Lemma 5.1.1 as an example).
For our system of transformed equations, the multiplier identities for h and y can be rewritten:
Lemma 5.1.1. Fix s ∈ Z and 0 ≤ k ≤ |s|. Define ψ(k) by (4.13) and recall the definitions of virial current
templates in (5.2). Replacing U by ψ(k), we have from (5.3)
(Qh)′[ψ(k)] = h|ψ′(k)|2 + h
[
ReV(k) − 12(|s| − k)
(
w′
w
)′
− ω2
]
|ψ(k)|2 + hRe
(
G(k)ψ(k)
)
− 12
(
h′′ + (|s| − k)w
′
w
h′
)
|ψ(k)|2 + awh
k−1∑
i=0
hRe
[
ψ(i)
(
cids,k,i + imcΦs,k,i
)
ψ(k)
]
,
(5.4)
(Qy)′ [ψ(k)] = y′|ψ′(k)|2 + y′ω2|ψ(k)|2 − (yRe V˜(k))′|ψ(k)|2 + 2yRe
(
G(k)ψ(k)
′)
+ 2y(|s| − k)w′
{
w|ψ(k+1)|2 −
(
ω − am
r2 + a2
)
Re
[
ψ(k+1)ψ(k)
]}
+ 2y(|s| − k) 4amrw(r2 + a2)
{
w Im
[
ψ(k+1)ψ(k)
]
+
(
ω − am
r2 + a2
)
|ψ(k)|2
}
.
(5.5)
Proof. Note that, for U = ψ(k), we have
W = −(|s| − k)w
′
w
.
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For the h current, the result follows directly from (5.3). For the y current, given (4.14), we can easily derive
the identities
|ψ′(k)|2 = wRe
[
ψ(k+1)
(
− sign sψ(k)′
)]
+ sign s
(
ω − am
r2 + a2
)
Im
[
ψ(k)ψ(k)
′]
= w2|ψ(k+1)|2 − w
(
ω − am
r2 + a2
)
Im
[
ψ(k+1)ψ(k)
]
+ sign s
(
ω − am
r2 + a2
)
Im
[
ψ(k)ψ(k)
′]
,
Im
[
ψ(k)ψ(k)
′] = sign s [w Im [ψ(k+1)ψ(k)]+ (ω − amr2 + a2
)
|ψ(k)|2
]
.
Hence, adding −W |U ′| and − ImV Im(UU ′) and using (4.16), we obtain
(|s| − k)w
′
w
|ψ′(k)|2 − ImV(k) Im
[
ψ(k)ψ(k)
′]
= (|s| − k)w′
{
w|ψ(k+1)|2 −
(
ω − am
r2 + a2
)
Re
[
ψ(k+1)ψ(k)
]}
+ (|s| − k) 4amrw(r2 + a2) sign s Im
[
ψ(k)ψ(k)
′]
= (|s| − k)w′
{
w|ψ(k+1)|2 −
(
ω − am
r2 + a2
)
Re
[
ψ(k+1)ψ(k)
]}
+ (|s| − k) 4amrw(r2 + a2)
{
w Im
[
ψ(k+1)ψ(k)
]
+
(
ω − am
r2 + a2
)
|ψ(k)|2
}
,
which concludes the proof.
We now describe some of the ubiquitous constructions for model virial currents in this paper.
A model y current at large rl lrr t t ro e y c e a a ge rd u nl lrr t t rl ll l
For all frequency ranges, we will have a large r current given, for some δ ∈ (0, 1) and R∗ ≥ δ−1, by
yδ =
(
1− (R
∗)δ
(r∗)δ
)
1[R∗,∞) ⇒ y′δ = δ
(R∗)δ
(r∗)1+δ 1[R∗,∞) . (5.6)
This current satisfies∣∣∣∣wyδy′δ
∣∣∣∣+ ∣∣∣∣wy′δ
∣∣∣∣ ≤ 2(r∗r
)1+δ (
R
R∗
)δ 1
δR
1(R∗,∞) ≤ B(M) 1√
R∗
1[R∗,∞) . (5.7)
Exponential-type y currentsi lt -t rr tso e a e y c exp n n yp u ni lt -t rr tsi li l
Two y currents we will require often are the yˆ0 and y0. For some δ ∈ (0, 1), R∗ ≥ δ−1 and C ≥ 1 to be
fixed, these are given by
y0(r∗) := exp
(
−C
∫ ∞
r(r∗)
dr
∆
)
1[−R∗,R∗] +
y0(−R∗)(R∗)1/2
(−r∗)1/2 1(−∞,−R∗) + y0(R
∗)
(
2− (R
∗)δ
(r∗)δ
)
1(R∗,∞) ,
y′0(r∗) =
y0
2(−r∗)1(−∞,−R∗) + C
y0
r2 + a21[−R∗,R∗) + δ
y(R∗)(R∗)δ
(r∗)1+δ > 0 , (5.8)
and
yˆ0(r∗) := − exp (−C(r − r+))1[−R∗,R∗] + yˆ(−R∗)
(
2− (R
∗)1/2
(−r∗)1/2
)
1(−∞,−R∗) +
yˆ0(R∗)(R∗)δ
(r∗)δ 1(R∗,∞) ,
yˆ′0(r∗) =
yˆ0(−R∗)(R∗)1/2
2(−r∗)3/2 1(−∞,−R∗) + C
yˆ0
r2 + a21[−R∗,R∗) + δ
yˆ0
r∗
1(R∗,∞) > 0 , (5.9)
so that y0(∞) = 2y(R∗), y0(−∞) = 0, yˆ0(∞) = 0 and yˆ0(−∞) = 2yˆ0(−R∗). We note that, though defined
on the entire real line, these currents are clearly stronger at one of the ends (r∗ = ∞ for y and r∗ = −∞
for yˆ) and very weak at the other. Moreover, these satisfy∣∣∣∣wy0y′0
∣∣∣∣ ≤ 2(r∗r
)1+δ (
R
R∗
)δ 1
δR
1(R∗,∞) +
∣∣∣∣wy0y′0
∣∣∣∣1(−∞,R∗]
44
≤ B(M)
(
1[−R∗,R∗]c√
R∗
+
1[−R∗,R∗]
C
)
≤ B(M) max{R−1/2, C−1} , (5.10)∣∣∣∣ wy′0
∣∣∣∣ ≤ B(w + 1R∗|y0(−R∗)|
)
1[−R∗,R∗]c +B
|y0(−R∗)|−1
C
1[−R∗,R∗] ≤ B |y0(−R
∗)|−1
C
≤ B exp(BCR∗) ,
and, similarly, ∣∣∣∣wyˆ0yˆ′0
∣∣∣∣ ≤ B(M) max{R−1/2, C−1} , ∣∣∣∣ wyˆ′0
∣∣∣∣ ≤ B |yˆ0(R∗)|−1C ≤ B exp(BCR∗) , (5.11)
as long as R is large enough that
√
R ≥ δ−1 and y0(R∗), |yˆ0(R∗)| ≥ 1/2.
A model f current near the maximum of the real potentiall i l i lrr t r t f t r t to e f c e ea e a o e ea o e ad u n n h x u h p nl i l i lrr t r t f t r t tl i l i ll i l i l
Whenever we are looking to counteract the change of sign of a potential ReV at its maximum point,
localized at, say r = rmax, it will be convenient to consider an f -type current with function
f0(r) = arctan(r − rmax) . (5.12)
Differentiating,
f ′0 =
1
(r − rmax)2 + 1
∆
r2 + a2 , |f
′′′
0 | ≤ B
w(r −M)2
r4
,
so that we have f0 > 0 for r ∈ [rmax,∞), f0 < 0 for r ∈ [r+, rmax] and f ′0 > 0 for r∗ ∈ (−∞,∞). Moreover,
wf ′0 ≤ Bw ,
w2f20
f ′0
≤ Bw . (5.13)
5.2 The Killing energy currents
Let U(r∗) be a sufficiently regular function. We define the frequency-localized energy currents
QT [U ] = −ω Im(U ′U) , (5.14)
QK [U ] = −(ω −mω+) Im(U ′U) , (5.15)
which, if U satisfies the ODE (5.1), have derivatives
(QT )′[U ] = −ω Im(HU) + ω ImV |U |2 − ωW Im(UU ′) ,
(QK)′[U ] = −(ω −mω+) Im(HU) + (ω −mω+) ImV |U |2 − (ω −mω+)W Im(UU ′) .
These identities are obtained multiplying (5.1) by iωU and i(ω − mω+)U , respectively, which are the
frequency space analogues of TU and KU (see definitions in Section 2.3), and taking the real part.
5.3 The Teukolsky–Starobinsky energy current
In this section, we will introduce alternative energy currents which are better suited for the s 6= 0 case
of the radial ODE (4.10), or equivalently for the transformed system (4.14). For simplicity we drop all sub
and superscripts other than the spin in what follows. Without loss of generality, let s ≥ 0 and set
qW
[
ψ
[±s]
(0)
]
:=
(
w−s/2ψ[±s](0)
)′
· (r2 + a2)s+1/2(D±0 )2s
(
(r2 + a2)s−1/2ψ[±s](0)
)
−w−s/2ψ[±s](0) ·
[
ws(r2 + a2)s+1/2(D±0 )2s
(
(r2 + a2)s−1/2ψ[±s](0)
)]′}
,
(5.16)
or, equivalently,
qW
[
u[±s]
]
:=
(
u[±s]
)′
·∆s/2(r2 + a2)1/2(D±0 )2s
(
∆s/2(r2 + a2)−1/2u[±s]
)
− u[±s] ·
[
∆s/2(r2 + a2)1/2(D±0 )2s
(
∆s/2(r2 + a2)−1/2u[±s]
)]′
.
Then, we have (
qW
[
ψ
[±s]
(0)
])′
=
G
[±s]
(0)
w
w(r2 + a2)s+1/2(D±0 )2s
[
(r2 + a2)s−1/2ψ[±s](0)
]
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−ψ[±s](0) w(r2 + a2)s+1/2(D±0 )2s
(r2 + a2)s−1/2G[±s](0)
w
 .
Remark 5.3.1. These definitions are motivated by the fact that, for any two solutions of the homogeneous
radial ODE (4.10) of spin ±s and ω ∈ R, u[+s] and u[−s], respectively, the Wronskian
W
(
u[+s], u[−s]
)
=
(
u[+s]
)′
· u[−s] − u[+s] ·
(
u[−s]
)′
(5.17)
is conserved in r∗, since V [s] = V [+s]. As the Teukolsky–Starobinsky identities provide a way of generating
solutions of spin +s from solutions of spin −s and vice-versa, to obtain an identity for one of the sign of
spin, we fix the second solution of the pair to be obtained via these identities. E.g. we may impose
R[−s] := ∆s
(D+0 )2s (∆sR[+s]) , H [−s] := ∆−s/2(r2 + a2)1/2 (D+0 )2s (∆s/2(r2 + a2)−1/2H [+s]) ,
to obtain the identity for spin +s, and, to obtain the identity for spin −s, we impose
R[+s] :=
(D−0 )2sR[−s] , H [+s] := ∆−s/2(r2 + a2)1/2 (D−0 )2s (∆s/2(r2 + a2)−1/2H [−s]) .
The relations ψ(0) = w|s|/2u and G(0) = w|s|/2H follow from the definitions of ψ(0), u, G(0) and H.
The following lemma is crucial to the application of the Teukolsky–Starobinsky energy current.
Lemma 5.3.1 (Teukolsky–Starobinsky energy currents). Fix M > 0, |a| ≤ M and s ∈ Z≥0. Let (ω,m,Λ)
be an admissible frequency triple with respect to s and a with ω ∈ R\{0,mω+} and define Cs = Cs(ω,m,Λ)
by Proposition 4.3.6. Dropping most sub and superscripts, let α[±s] be solutions to (4.8) given by (4.26) for
some complex a[±s]H± , a
[±s]
I± . Define ψ
[±s]
(0) via (4.12) and A
[±s]
H± , A
[±s]
I± via (4.29), and either (4.30), if |a| = M ,
or (4.31) otherwise. Define the T -type and K-type Teukolsky–Starobinsky energy currents, respectively, by
QW,T±
[
ψ
[±s]
(0)
]
:= ∓12ω Im
(
i2sqW±
[
ψ
[±s]
(0)
])
, QW,K±
[
ψ
[±s]
(0)
]
:= ∓12(ω −mω+) Im
(
i2sqW±
[
ψ
[±s]
(0)
])
.
The boundary terms for these currents are as follows.
• For any |a| ≤M , we have
QW,T± (+∞) = ∓ω2
[
(2ω)2s
∣∣∣a[±s]I± ∣∣∣2 − Cs(2ω)2s ∣∣∣a[±s]I∓ ∣∣∣2
]
= ∓ω2
[∣∣∣A[±s]I± ∣∣∣2 − CsDIs
∣∣∣A[±s]I∓ ∣∣∣2] ,
QW,K± (+∞) = ∓ω(ω −mω+)
[
(2ω)2s
∣∣∣a[±s]I± ∣∣∣2 − Cs(2ω)2s ∣∣∣a[±s]I∓ ∣∣∣2
]
= ∓ω(ω −mω+)
[∣∣∣A[±s]I± ∣∣∣2 − CsDIs
∣∣∣A[±s]I∓ ∣∣∣2] .
(5.18)
• If |a| = M or if s = 0, we have
−QW,T± (−∞) = ∓ω(ω −mω+)2M2
[
Cs
[4M2(ω −mω+)]2s
∣∣∣a[±s]H± ∣∣∣2 − [4M2(ω −mω+)]2s ∣∣∣a[±s]H∓ ∣∣∣2]
= ∓ω(ω −mω+)
[
Cs
DHs
∣∣∣A[±s]H± ∣∣∣2 − ∣∣∣A[±s]H∓ ∣∣∣2] ,
−QW,K± (−∞) = ∓(ω −mω+)22M2
[
Cs
[4M2(ω −mω+)]2s
∣∣∣a[±s]H± ∣∣∣2 − [4M2(ω −mω+)]2s ∣∣∣a[±s]H∓ ∣∣∣2]
= ∓(ω −mω+)2
[
Cs
DHs
∣∣∣A[±s]H± ∣∣∣2 − ∣∣∣A[±s]H∓ ∣∣∣2] .
(5.19)
• If |a| < M , then we have
−QW,T± (−∞) = ∓ω(ω −mω+)2Mr+
[
Cs
C
(9)
s
(r+ − r−)s(1±1)
∣∣∣a[±s]H± ∣∣∣2 − C(10)s (r+ − r−)−s(1∓1) ∣∣∣a[±s]H∓ ∣∣∣2]
= ∓ω(ω −mω+)
[
Cs
DHs
∣∣∣A[±s]H± ∣∣∣2 − ∣∣∣A[±s]H∓ ∣∣∣2] , (5.20)
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QW,K± (−∞) = ∓(ω −mω+)22Mr+
[
Cs
C
(9)
s
(r+ − r−)s(1±1)
∣∣∣a[±s]H± ∣∣∣2 − C(10)s (r+ − r−)−s(1∓1) ∣∣∣a[±s]H∓ ∣∣∣2]
= −(ω −mω+)2
[
Cs
DHs
∣∣∣A[±s]H± ∣∣∣2 − ∣∣∣A[±s]H∓ ∣∣∣2] ,
where we have
C(9)s =
|s|∏
j=1
{
[4Mr+(ω −mω+)]2 + (s− j)2(r+ − r−)2
}
,
C(10)s =
|s|−1∏
j=0
{
[4Mr+(ω −mω+)]2 + (s− j)2(r+ − r−)2
}
.
Moreover, for a smooth χ(r∗) of compact support in r∗ in a region such that r ≥ L  1 and with size
comparable to L, one has∫ ∞
−∞
χ′QW, {T,K}± −
∫ ∞
−∞
χ′{ω, ω −mω+} Im
[
Ψ′Ψ
]
(5.21)
≤ B{|ω|, |ω −mω+|}
L
∫
supp(χ′)
(
1 + |am|
L
) |s|∑
k=0
|s|−1∑
j=0
L(|s|−k)+(|s|−j)
[∣∣∣ψ′(k)∣∣∣ ∣∣ψ(j)∣∣+ L−1 ∣∣ψ(k)∣∣ ∣∣ψ(j)∣∣] ,
where the alternatives in braces correspond to the T -type and K-type Teukolsky–Starobinsky currents as
defined above.
Proof. We begin by computing the boundary values of the Teukolsky–Starobinsky currents. Consider the
representation for α[±s] in (4.26), and let u[±s] = (r2 + a2)1/2∆±s/2α[±s] as usual. Since
W
(
u[+s], u[−s]
)
= W
(
(r2 + a2)1/2∆s/2α[+s], (r2 + a2)1/2∆−s/2α[−s]
)
we obtain, as r → r+,
W
(
u[+s], u[−s]
)
= a[+s]H+ a
[−s]
H+ ·W
(
(r2 + a2)1/2∆−s/2∆sα[+s]H+ , (r
2 + a2)1/2∆−s/2α[−s]H+
)
+ a[+s]H− a
[−s]
H− ·W
(
(r2 + a2)1/2∆s/2α[+s]H− , (r
2 + a2)1/2∆s/2∆−sα[−s]H−
)
= a[+s]H+ a
[−s]
H+
[
∆ d
dr
(∆sα[+s]H+ )∆
−sα[−s]H+ −∆
d
dr
(
α
[−s]
H+
)
α
[+s]
H+
]
+ a[+s]H− a
[−s]
H−
[
∆ d
dr
(α[+s]H− )α
[−s]
H− −∆
d
dr
(
∆−sα[−s]H−
)
∆sα[+s]H−
]
=
{ −(−2ξ + s)(r+ − r−) if |a| < M
−2β if |a| = M
}(
a
[+s]
H+ a
[−s]
H+ − a[+s]H− a
[−s]
H−
)
+O(r − r+) ,
and, as r →∞,
W
(
u[+s], u[−s]
)
= 2iω
(
a
[+s]
I+ a
[−s]
I+ − a[+s]I− a
[−s]
I−
)
+O(r−1) ,
where we have used the asymptotic expansions for α[+s]H± , α
[+s]
I± and for their spin −s counterparts from
Lemma 4.3.2.
To transform the expressions above into expression in terms of one sign of spin only, we apply the
correspondence, given by the radial Teukolsky–Starobinsky identities (4.36) in Proposition 4.3.7, between
a
[+s]
H± and α
[+s]
I± and their spin −s counterparts. For instance, if we are looking to obtain the expression
of the boundary term at r = ∞ in terms of spin −s, we assume α[+s] is obtained by (4.36) (see also
[TdC20, Proposition 2.21]). For integer spin, we use (4.29), and either (4.30) if |a| = M , or (4.31) otherwise,
introduced in Lemma 4.3.5, to simplify. Thus, as r →∞,
W (−∞) = 2iω
(
a
[+s]
I+ a
[−s]
I+ − a[+s]I− a
[−s]
I−
)
= ±2iω
[
Cs
(2iω)2s
∣∣∣a[∓s]I± ∣∣∣2 − (−2iω)2s ∣∣∣a[∓s]I∓ ∣∣∣2]
= ±(2iω)1−2s
[
Cs
∣∣∣a[∓s]I± ∣∣∣2 − (2ω)4s ∣∣∣a[∓s]I∓ ∣∣∣2] = ±2iω [ CsDIs
∣∣∣A[∓s]I± ∣∣∣2 − (2ω)4s ∣∣∣A[∓s]I∓ ∣∣∣2] .
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If |a| = M , then, as r → r+,
−W (−∞) = 2β
(
a
[+s]
H+ a
[−s]
H+ − a[+s]H− a
[−s]
H−
)
= ±2β
[
Cs
(2β)2s
∣∣∣a[∓s]H± ∣∣∣2 − (−2β)2s ∣∣∣a[∓s]H∓ ∣∣∣2]
= ± [2i(ω −mω+)]1−2s (2M2)1−2s
[
Cs
∣∣∣a[∓s]H± ∣∣∣2 − [4M2(ω −mω+)]4s ∣∣∣a[∓s]H∓ ∣∣∣2]
= ±2i(ω −mω+)
[
Cs
DHs
∣∣∣A[∓s]H± ∣∣∣2 − (2ω)4s ∣∣∣A[∓s]H∓ ∣∣∣2] .
Finally, if |a| < M , since
C(2)s :=
2s−1∏
j=0
(2ξ + s− j) =

−2ξ(2ξ + s)(−1)(s−1)
s−1∏
j=1
[
4|ξ|2 + (s− j)2] if s integer
(2ξ + s)(−1)s−1/2
s−1/2∏
j=1
[
4|ξ|2 + (s− j)2] if s half-integer ,
we conclude, for s integer,
−W (−∞) = ∓2ξ(r+ − r−)−2ξ + s−2ξ
[
C(2)s (r+ − r−)2s−s(1±1)
∣∣∣a[∓s]H∓ ∣∣∣2 − Cs(r+ − r−)s(1∓1)
C
(2)
s (r+ − r−)2s
∣∣∣a[∓s]H± ∣∣∣2
]
= ±2i(ω −mω+)i−2s(2Mr+)
×
(2ξ + s)(−2ξ + s)
s−1∏
j=1
[|4ξ|2 + (s− j)2] (r+ − r−)2s−s(1±1) ∣∣∣a[∓s]H∓ ∣∣∣2
− Cs(r+ − r−)
s(1∓1)
(2ξ)(−2ξ)∏s−1j=1 [|4ξ|2 + (s− j)2] (r+ − r−)2s
∣∣∣a[∓s]H± ∣∣∣2
}
= ±2i(ω −mω+)i−2s(2Mr+)
{
C(10)s (r+ − r−)−s(1±1)
∣∣∣a[∓s]H∓ ∣∣∣2 − Cs(r+ − r−)s(1∓1)
C
(9)
s
∣∣∣a[∓s]H± ∣∣∣2} ;
for s half-integer
−W (−∞) = ±i1−2s
{
C(10)s (r+ − r−)−s(1±1)−1
∣∣∣a[∓s]H∓ ∣∣∣2 − Cs(r+ − r−)s(1∓1)−1
C
(9)
s
∣∣∣a[∓s]H± ∣∣∣2} .
Here, we have C(9)s = C(10)s = 1 when s = 0, C(9)s = 1 and C(10)s = [4Mr+(ω −mω+)]2 + (r+ − r−)2/4 if
s = ±1/2, and
C(9)s =

|s|∏
j=1
{
[4Mr+(ω −mω+)]2 + (s− j)2(r+ − r−)2
}
if s ∈ Z
|s|−1/2∏
j=1
{
[4Mr+(ω −mω+)]2 + (s− j)2(r+ − r−)2
}
if s ∈
(
1
2Z
)
\Z
,
C(10)s =

|s|−1∏
j=0
{
[4Mr+(ω −mω+)]2 + (s− j)2(r+ − r−)2
}
if s ∈ Z
|s|−1/2∏
j=0
{
[4Mr+(ω −mω+)]2 + (s− j)2(r+ − r−)2
}
if s ∈
(
1
2Z
)
\Z
.
We now turn to the localization errors. The goal is to integrate by parts, allowing the Dˆ±0 operators in
qW to be equally distributed between ψ(0) and its image under the Teukolsky–Starobinsky maps, and using
the relation (4.14) to make ψ(k) appear. Indeed, taking s > 0 without loss of generality, we have
χ′qW =
[
2ws/2
(
w−s/2ψ[±s](0)
)′
χ′ + χ′′ψ[±s](0)
]
(r2 + a2)s+1/2
(
(r2 + a2)−1L
w
)2s [
(r2 + a2)s−1/2ψ[±s](0)
]
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= (−1)sw(r2 + a2)
[
(r2 + a2)−1L
w
]s{[
2ws/2
(
w−s/2ψ[±s](0)
)′
χ′ + χ′′ψ[±s](0)
]
(r2 + a2)s−1/2w−1
}
×
(
(r2 + a2)−1L
w
)s [
(r2 + a2)s−1/2ψ[±s](0)
]
, (5.22)
where we have ignored full derivatives due tot the compact support of χ′ (upon integration, they generate
boundary terms that vanish). By this procedure, one obtains, for s = 1,
Im (χ′qW )
= −2χ′ Im [Ψ′Ψ]+ 2rχ′ Im [Ψ′ψ(0)]− 2r(χ′′
rw
+ χ′
)
Im
[
Ψψ(0)
′]
− Im
{[
χ′′′
w
− 2χ
′′w′
w2
−
(
w′
w2
)′
χ′ − 4iam r
r2 + a2χ
′
] [
Ψψ(0)
]}− 2r2(χ′′
rw
+ χ′
)
Im
[
ψ′(0)ψ(0)
]
,
again ignoring full derivatives. More generally, if χ′ is supported at large r, we have
− Im (χ′qW ) ≤ 2χ′ Im
[
ΨΨ′
]
+ B
L
|s|∑
k=0
|s|−1∑
j=0
(1 + |am|)L(|s|−k)+(|s|−j)
[∣∣∣ψ′(k)∣∣∣ ∣∣ψ(j)∣∣+ L−1 ∣∣ψ(k)∣∣ ∣∣ψ(j)∣∣] ,
by tracking the r weights in (5.22).
6 Statement and proof of Theorem 1
The goal of this section will be to prove the main result of this paper, Theorem 1.
6.1 Precise statements of Theorem 1 and outline of the section
In this section, we prove Theorem 1A, which can be stated more precisely as follows.
Theorem 6.1. Fix s ∈ {0,±1,±2}, M > 0 and a0 ∈ [0,M). There are parameters β1(a0) > 0, β2(a0) > 0,
β4 > 0, ωlow > 0, ωhigh > 0, εwidth > 0 and E > 0 such that the following results hold. Consider Kerr black
hole parameters (a,M) satisfying |a| ≤M and let (ω,m,Λ) be an admissible frequency triple with respect to
s and a. Suppose α[s], aωml is a smooth solution to the homogeneoussho oge eon us radial ODE (4.8) and, for k ∈ {0, ..., |s},
define
(
ψ(k)
)[s], aω
mΛ via (4.12) and (4.13);
(
ψ(k)
)[s], aω
mΛ itself satisfies the radial ODE (4.14). Assume α
[s], aω
ml ,
and hence
(
ψ(k)
)[s], aω
mΛ , have outgoing boundary conditions (see Definition 4.3.2).
Then, for any admissible (ω,m,Λ) which is notton t contained in the set
A := {(ω,m,Λ) admissible : ωlow ≤ |ω| ≤ ωhigh , Λ ≤ ε−1widthω2high , m2 ≤ 2ε−1widthω2high}
nor, if a ∈ (a0,M ], in the set{
(ω,m,Λ) admissible :
(|ω| ≥ ωhigh , εwidthω2 ≤ Λ ≤ ε−1widthω2) or (Λ ≥ ε−1width max{ω2, ω2high}) ,
m2ω+ − β2Λ ≤ mω ≤ m2ω+ + β1Λ , mω > 0
}
,
and for any Ψ[s], aωmΛ :=
(
ψ(|s|)
)[s], aω
mΛ as described, there is a parameter rtrap and a choice of functions y(k),
yˆ(k), y˜, f , h(k), χ1 and χ2, for each 0 ≤ k ≤ |s| (we drop the subscripts when k = |s|), depending on the
frequency triple but satisfying the uniform bounds
|y(k)|+ |yˆ(k)|+ |y˜|+ |f |+ |f ′|+ |h(k)|+ |χ1|+ |χ2|+ |χ3|+ |χ4|+ |rtrap|+ |rtrap − r+|−1 ≤ B
such that Ψ[s], aωmΛ satisfies, dropping sub and superscripts,
b
[(
|Ψ′|2 + ω2 |Ψ|2
)
r=∞
+
(
|Ψ′|2 + (ω −mω+)2 |Ψ|2
)
r=r+
]
+b
∫ ∞
−∞
∆
r2 + a2
{
1
r1+δ
|Ψ′|2 +
[
(1− rtrapr−1)
(
ω2
r1+δ
+ Λ
r3
)
+ 1
r3+δ
]
|Ψ|2
}
dr∗
≤
∫ ∞
−∞
|s|∑
k=0
Gk · (f, y, h, χ) ·
(
ψ(k),ψ
′
(k)
)
dr∗ .
(6.1)
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Here, we use the short-hand notation
|s|∑
k=0
Gk · (f, y, h, χ) ·
(
ψ(k),ψ
′
(k)
)
(6.2)
= 2(y + yˆ + y˜ + f) Re
[
GΨ′
]
+ (h+ f ′) Re
[
GΨ
]− E (χ2ω + χ1(ω −mω+)) Im [GΨ]+
+ EW
[
χ3(QW,K)′ + χ4(QW,T )′
]
+ |s|B
|s|−1∑
k=0
{
(y(k) + yˆ(k)) Re
[
G(k)ψ(k)
′]+ (h(k) + 1) Re [G(k)ψ(k)]} .
In [SRTdC], analogously to the comparable result for s = 0 in [DRS16], it will also be useful to consider
a version of Theorem 6.1 which holds for fixed m:
Theorem 6.2. Consider the setup of Theorem 6.1 once again. For a ∈ [0, a0] and for any admissible m
with respect to s, there is a choice of functions y(k), yˆ(k), y˜, f , h(k), χ1 and χ2 for each 0 ≤ k ≤ |s| and a
choice of ωhigh = ωhigh(m) such that (6.1) holds with constant b depending on m and with either
rtrap = 0 or (1 +
√
2)M < rtrap ≤ B(M, |s|) .
Remark 6.1.1. Theorem 6.2 reflects the fact that, on any subextremal Kerr black hole, trapping occurs
outside the ergoregion for fixed m. Thus, for solutions of the radial ODE with fixed azimuthal number, we
can obtain an estimate whose bulk is nondegenerate in the ergorregion.
In this section, we also prove Theorem 1B, which can be stated more precisely as follows.
Theorem 6.3. Fix s ∈ {0,±1,±2}, M > 0 and a0 ∈ [0,M). Consider Kerr black hole parameters (a,M)
satisfying |a| ≤M and let (ω,m,Λ) be an admissible frequency triple with respect to s and a. Suppose α[s], aωml
is a smooth solution to the homogeneoussho oge eon us radial ODE (4.8) and, for k ∈ {0, ..., |s}, define
(
ψ(k)
)[s], aω
mΛ via
(4.12) and (4.13);
(
ψ(k)
)[s], aω
mΛ itself satisfies the radial ODE (4.14). Assume α
[s], aω
ml , and hence
(
ψ(k)
)[s], aω
mΛ ,
have the boundary conditions in (4.26) and (4.28).
For any admissible (ω,m,Λ) and for any Ψ[s], aωmΛ :=
(
ψ(|s|)
)[s], aω
mΛ as described, we have the uniform
bounds, dropping sub and superscripts,
ω2

Cs
DIs
, s ≤ 0
1 , s > 0
∣∣∣A[s]I+ ∣∣∣2 + (ω −mω+)2
 1 , s ≤ 0Cs
DHs
, s > 0
∣∣∣A[s]I+ ∣∣∣2
≤ B(a0,M, s)
ω2
 1 , s ≤ 0Cs
DIs
, s > 0
∣∣∣A[s]I−∣∣∣2 + (ω −mω+)2

Cs
DHs
, s ≤ 0
1 , s > 0
∣∣∣A[s]I−∣∣∣2
 .
(6.3)
If a = 0, or s = 0, or (ω,m,Λ) is notton t contained in the set
B := {(ω,m,Λ) admissible : (ωlow ≤ |ω| ≤ ωhigh , Λ ≤ ε−1widthω2high , m2 ≤ 2ε−1widthω2high) or(|ω| ≥ ωhigh , ω2 ≥ ε−1widthΛ) or(|ω| ≥ ωhigh , εwidthω2 ≤ Λ ≤ ε−1widthω , Λ− 2amω < β4Λ)} ,
for some parameters ωlow > 0, ωhigh > 0, εwidth > 0, and β4 > 0, we moreover have the uniform bounds∣∣∣∣DHsDIs
∣∣∣∣+ ∣∣∣∣DHsDIs
∣∣∣∣−1 + ∣∣∣∣ CsDIs
∣∣∣∣+ ∣∣∣∣ CsDIs
∣∣∣∣−1 + ∣∣∣∣ CsDHs
∣∣∣∣+ ∣∣∣∣ CsDHs
∣∣∣∣−1 ≤ B(M, s) . (6.4)
To establish Theorem 6.3, we will need to combine a real mode stability statement of the type already
in the introduction as Theorem 0 with the following proposition, that is obtain easily as a by-product of our
methods to establish Theorem 6.1:
Proposition 6.1.1. Theorem 6.3 holds for any (ω,m,Λ) admissible frequency triple with respect to s and
a which is notton t contained in the set
A := {(ω,m,Λ) admissible : ωlow ≤ |ω| ≤ ωhigh , Λ ≤ ε−1widthω2high , m2 ≤ 2ε−1widthω2high} .
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Remark 6.1.2 (The case of integer spin parameter |s| ≥ 2). We will prove Theorem 6.1 and Proposi-
tion 6.1.1 by applying a combination of the virial and energy currents introduced in Section 5 to the radial
(4.14). These equations are defined for any s ∈ Z and, indeed, the properties of the radial ODEs (4.14) that
we appeal to in the construction of the virial currents and classical energy currents are valid for any integer s.
However, in controlling the boundary terms in estimates (6.1) and (6.3), we often rely on specific properties
of the constants, DIs,k and DHs,k (Lemma 4.3.5), relating boundary terms of each ψ(k) and, when we add
Wronskian-type currents, of the Teukolsky–Starobinsky constants, Cs (Proposition 4.3.6). An example of
such a property is the non-negativity of the Teukolsky–Starobinsky constant (otherwise one of the boundary
terms for the current would not have a good sign). We only verify that the properties being used hold for
|s| ≤ 2 (see Remark 4.3.4).
Were the conditions we appeal to regarding Cs, DIs,k and DHs,k to hold for integer |s| > 2, our Theo-
rems 6.1, 6.2 and 6.3 would naturally extend to such spins. The case of half-integer spin is not within the
scope of our approach to the Teukolsky equation via the transformed system introduced in Section 3.2.
The section is organized as follows. We begin by introducing the partition of admissible frequencies that
we consider in Section 6.2. The coupling of the equation for Ψ to ψ(k) requires us to derive mechanisms
for estimating the latter by the former; some general methods are already introduced in Section 6.3. In
the next two sections, Section 6.4 and Section 6.5, we prove versions of Theorem 6.1 and Proposition 6.1.1
for bounded and unbounded, respectively, frequencies. These are put together in Section 6.6 to yield the
full Theorems 6.1 and 6.2 as well as Proposition 6.1.1. The latter is combined with a real mode stability
statement to yield Theorem 6.3 in Section 6.7.
6.2 Partitioning the admissible frequencies
For the remainder of the present section, for simplicity, we will consider only Kerr black holes with
positive specific angular momentum, a ≥ 0. This restriction, which enables us to state and prove each of
the steps leading up to Theorems 6.1, 6.2 and 6.3 more easily, is without loss of generality:
Lemma 6.2.1 (Reduction on sign of a). It is enough to prove Theorems 6.1, 6.2 and 6.3 under the as-
sumption a ≥ 0.
Proof. Recall that (ω,m,Λ) is an admissible frequency triple with respect to s and a if it satisfies the
requirements in Definition 4.1.1. In particular, the constraints on Λ do not depend on the sign of either a
or m, but only possibly on the sign of am. Thus, for k = 0, ..., |s|, all terms in the radial ODEs 4.14 are
invariant under the a 7→ −a, m 7→ −m. We conclude that, it is enough to establish Theorems 6.1, 6.2 and
6.3 for a > 0 and any m ∈ R admissible.
Fix s ∈ Z and M > 0. For some parameters a0, a˜0, a˜1 ∈ [0,M), εwidth, ωhigh > 0, r′0 ∈ [r+,∞) and
β1, β2, β3, β4 > 0. Consider the following frequency ranges (see Figure 1):
• Bounded frequencies
Fbdd :=
{
a ∈ [0,M ] , (ω,m,Λ) admissible : Λ ≤ ε−1widthω2high , |ω| < ωhigh
}
– Bounded frequencies with smallness: Flow := Flow,1 ∪ Flow,2 ∪ Flow,3, where we have
∗ Low frequencies and axisymmetry or slowly rotating background Flow,1 = Flow,1a∪Flow,1b∪Flow,1c,
with
Flow,1a :=
{
a ∈ [0, a˜0] , (ω,m,Λ) admissible : Λ ≤ ε−1widthω2high , |ω| ≤ ωlow
}
,
Flow,1b :=
{
a ∈ [0,M − a˜1) , (ω,m,Λ) admissible : Λ ≤ ε−1widthω2high , |ω| ≤ ωlow , m = 0
}
,
Flow,1c :=
{
a ∈ [M − a˜1,M ] , (ω,m,Λ) admissible : Λ ≤ ε−1widthω2high , |ω| ≤ ωlow , m = 0
}
,
∗ Low frequencies outside axisymmetry for fast rotating background
Flow,2 :=
{
a ∈ [0,M ] , (ω,m,Λ) admissible : Λ ≤ ε−1widthω2high , |ω| ≤ ωlow , am > a˜0
}
,
∗ Frequencies near the superradiant threshold for nearly extremal background
Flow,3 :=
{
a ∈ [M − a˜1,M ] , (ω,m,Λ) admissible : Λ ≤ ε−1widthω2high , |ω −mω+| ≤ ωlow , m 6= 0
}
,
– Intermediate bounded frequencies, where we have
∗ Bounded frequencies with nonzero time frequency Fint,1 := Fbdd\ (Flow,1 ∪ Flow,2) ,
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∗ Bounded frequencies without smallness Fint,2 := Fbdd\ (Flow,1 ∪ Flow,2 ∪ Flow,3) ;
• Unbounded frequencies Funbdd := {a ∈ [0,M ] , (ω,m,Λ) admissible} \Fbdd
– Time dominated regime:
FU :=
{
a ∈ [0,M ] , (ω,m,Λ) admissible : Λ < εwidthω2 , |ω| ≥ ωhigh
}
;
– Angular dominated regime: F] = F],1 ∪ F],2 ∪ F],3, with
F],1 :=
{
a ∈ [0, a0) , (ω,m,Λ) admissible : Λ ≥ ε−1widthω2 , Λ ≥ ε−1widthω2high ,
mω ≤ m2ω+ + β1Λ
}
,
F],2 :=
{
a ∈ (a0,M ] , (ω,m,Λ) admissible : Λ ≥ ε−1widthω2 , Λ ≥ ε−1widthω2high ,
mω ≤ m2ω+ − β2Λ
}
,
F],3 :=
{
a ∈ (a0,M ] , (ω,m,Λ) admissible : Λ ≥ ε−1widthω2 , Λ ≥ ε−1widthω2high ,
m2ω+ − β2Λ < mω < m2ω+ + β1Λ
}
,
– Large, comparable regime: Fcomp :=
{
(ω,m,Λ) admissible : ε−1widthω2 ≤ Λ ≤ ε−1widthω2 , |ω| ≥ ωhigh
}
,
comprising
∗ Large, comparable, non-trapped and non-superradiant
Fcomp,2 := {a ∈ [0,M ] , (ω,m,Λ) admissible : εwidthω2 ≤ Λ ≤ ε−1widthω2 , |ω| ≥ ωhigh , r′0 =∞ ,
mω /∈ (0,m2ω+ + β3Λ},
with Fcomp,2a = Fcomp,2 ∩ {Λ− 2amω ≥ β4Λ} and with Fcomp,2b = Fcomp,2\Fcomp,2a,
∗ Large, comparable, non-trapped superradiant regime, F☼ = F☼,1 ∪ F☼,2, where we have
· Large, comparable, non-trapped superradiant regime 1
F☼,1 := {a ∈ [0, a0] , (ω,m,Λ) admissible : εwidthω2 ≤ Λ ≤ ε−1widthω2 , |ω| ≥ ωhigh ,
mω ∈ (0,m2ω+ + β1Λ)
}
,
· Large, comparable, non-trapped superradiant regime 2
F☼,2 := {a ∈ (a0,M ] , (ω,m,Λ) admissible : εwidthω2 ≤ Λ ≤ ε−1widthω2 , |ω| ≥ ωhigh ,
mω ∈ (0,m2ω+ − β2Λ)
}
;
∗ Large, comparable, trapped, non-superradiant regime
Fcomp,1 := {a ∈ [0,M ] , (ω,m,Λ) admissible : εwidthω2 ≤ Λ ≤ ε−1widthω2 , |ω| ≥ ωhigh , r′0 <∞ ,
mω /∈ (0,m2ω+ + β3Λ)},
∗ Large, comparable, trapped and marginally superradiant regime
Fcomp,3 := {a ∈ (a0,M ] , (ω,m,Λ) admissible : εwidthω2 ≤ Λ ≤ ε−1widthω2 , |ω| ≥ ωhigh ,
m2ω+ − β2Λ < mω < m2ω+ + β3Λ}.
Using the previous partition we have, for the entire Kerr black hole range |a| ≤M ,
Lemma 6.2.2 (Kerr black hole frequency regimes). Fix s ∈ Z and M > 0. For some parameters a0, a˜0, a˜1 ∈
[0,M), r′0 ∈ (r+,∞], εwidth, ωhigh, ωlow > 0, and β1, β2, β3 > 0 such that
• β3 ≤ β1,
• ωhigh is sufficiently large,
• ε−1width is sufficiently small depending on β1,
the frequency ranges defined in the present section, i.e.
Flow,1a , Flow,1b , Flow,1c , Flow,2 , Fint,1 ;
FU , Fcomp,2 ; F],1 , F☼,1 , F☼,2 ; Fcomp,1 ;
F],2 , F],3 , Fcomp,3 ,
contains the set of all admissible frequencies with respect to s for Kerr black holes, i.e. ∪0≤a≤M
(Fadmiss(a,M,s)).
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Figure 1: Frequency ranges in the proof of Theorems 6.1, 6.2 and 6.3.
Proof. We need only show that the conditions
mω ≥ m2ω+ + β1Λ , Λ ≥ ε−1widthω2 , Λ ≥ ε−1widthω2high
cannot hold simultaneously. Note that, by the two final conditions, one can show that Λ ≥ m2 (see
Lemma 6.5.13(i)) for sufficiently large ωhigh and ε−1width. We deduce
mω ≥ m2ω+ + β1Λ ≥ β1−1widthω2 ⇒ |m| ≥ β1−1width|ω| and |ω| ≥ β1Λ|m|−1 ≥ β1|m|
⇒ |m| ≥ β21−1width|m| ,
which cannot hold if width is taken small enough that width < β21 .
Lemma 6.2.3 (Subextremal frequency ranges). Fix s ∈ Z, M > 0 and a0 < M . Under the same assump-
tions on the parameters a˜0, a˜1, r′0, εwidth, ωhigh, ωlow as in Lemma 6.2.2, the space of admissible frequency
parameters with respect to spin s and Kerr parameter a ∈ [0, a0], are contained in ∪0≤a≤a0
(Fadmiss(a,M,s)),
is contained in the union of all frequency ranges defined in the present section with the exception of
F],2(εwidth, ωhigh, a0, β2), F],3(εwidth, ωhigh, a0, β2, β3), F☼,2(εwidth, ωhigh, a0, β2) and Fcomp,3(εwidth, ωhigh, a0, β2, β3).
In what follows, our strategy will be to treat the frequency parameter ranges contained in Fsub\Fint,1
uniformly in the full range of the specific angular momentum allowed, including the extremal case, when
pertinent.
6.3 Basic estimates from the transport equations
In this section, we introduce some basic estimates we will use throughout the following sections to control
the error terms arising from the application of multiplier currents due to the coupling between the radial
ODE (4.14) for k = |s| and ψ(k) for k < |s|. These are based on the transport equations 4.13.
Lemma 6.3.1. Let c(r∗) : R → R be a bounded, continuous and piecewise continuously differentiable
function. For some R∗−, R∗+ ∈ R ∪ {±∞}, we have∫ R∗+
R∗−
c′
∣∣ψ(k)∣∣2 dr∗ = c(R∗+) ∣∣ψ(k)∣∣2 (R∗+)− c(R∗−) ∣∣ψ(k)∣∣2 (R∗−) + ∫ R∗+
R∗−
2 sign swcRe
[
ψ(k)ψ(k+1)
]
dr∗ ,
(6.5)
53
and∫ R∗+
R∗−
c′
∣∣∣ψ′(k)∣∣∣2 dr∗ = c(R∗+) ∣∣∣ψ′(k)∣∣∣2 (R∗+)− c(R∗−) ∣∣∣ψ′(k)∣∣∣2 (R∗−) + ∫ R∗+
R∗−
2 sign s cRe
[
ψ(k)
′ (
wψ(k+1)
)′]
+
∫ R∗+
R∗−
4am sign s rwc
r2 + a2 Im
[
ψ(k)
′
ψ(k)
]
.
(6.6)
Moreover, ∫ R∗+
R∗−
c′1{c′>0}
∣∣ψ(k)∣∣2 dr∗ ≤ ∫ R∗+
R∗−
(
8w2c2
|c′| 1{c′ 6=0} + 2|c|w1{c′=0}
) ∣∣ψ(k+1)∣∣2 dr∗
+
∫ R∗+
R∗−
(
3|c′|1{c′<0} + 2|c|w1{c′=0}
) ∣∣ψ(k)∣∣2 dr∗
+ 2c(R∗+)
∣∣ψ(k)∣∣2 (R∗+)− 2c(R∗−) ∣∣ψ(k)∣∣2 (R∗−) .
(6.7)
and∫ R∗+
R∗−
c′1{c′>0}
∣∣∣ψ′(k)∣∣∣2 dr∗ ≤ 12∫ R∗+
R∗−
w2c2
|c′| 1{c′ 6=0}
∣∣∣ψ′(k+1)∣∣∣2 dr∗ + ∫ R∗+
R∗−
|c′|1{c′<0}
∣∣∣ψ′(k)∣∣∣2 dr∗ (6.8)
+ 12
∫ R∗+
R∗−
1{c′ 6=0}
{
(w′)2c2
|c′|
∣∣ψ(k+1)∣∣2 + 16w2c2r2|c′|(r2 + a2)2 a2m2 ∣∣ψ(k)∣∣2
}
dr∗
+ 4 sign s
∫ R∗+
R∗−
c1c′=0
{
Re
[
ψ(k)
′ (
wψ(k+1)
)′]+ 2amrw
r2 + a2 Im
[
ψ(k)
′
ψ(k)
]}
dr∗
+ 2c(R∗+)
∣∣ψ(k)∣∣2 (R∗+)− 2c(R∗−) ∣∣ψ(k)∣∣2 (R∗−) .
Proof. Recall the transport equations (4.13), which can be written as
wψ(k+1) =
(
−sgn(s) d
dr∗
− iω + i am
r2 + a2
)
ψ(k) .
To obtain the first statement, multiply the previous identity by c(r∗)ψ(k), take the real part and integrate
in r∗. By an application of Cauchy–Schwarz, if c′ > 0, we have∫ R∗+
R∗−
c′
∣∣ψ(k)∣∣2 dr∗ ≤ 2c(R∗+)|ψ(k)|2(R∗+)− 2c(R∗−)|ψ(k)|2(R∗−) + ∫ R∗+
R∗−
4w2c2
(c′)2 c
′|ψ(k+1)|2 .
Hence, more generally,∫ R∗+
R∗−
(
c′ − c′1{c′<0}
) ∣∣ψ(k)∣∣2 dr∗
=
∫ R∗+
R∗−
[
2(c1{c′>0} + c1{c′=0} + c1{c′<0})wRe
[
ψ(k)ψ(k+1)
]
+ |c′|1{c′<0}|ψ(k)|2
]
dr∗
+
[
c(r∗)
∣∣ψ(k)∣∣2] (R∗+)− [c(r∗) ∣∣ψ(k)∣∣2] (R∗−)
≤
∫ R∗+
R∗−
(
8w2c2
|c′| 1{c′ 6=0} + 2|c|w1{c′=0}
) ∣∣ψ(k+1)∣∣2 dr∗ + ∫ R∗+
R∗−
(
3|c′|1{c′<0} + 2|c|w1{c′=0}
) ∣∣ψ(k)∣∣2 dr∗
+
[
c(r∗)
∣∣ψ(k)∣∣2] (R∗+)− [c(r∗) ∣∣ψ(k)∣∣2] (R∗−) .
On the other hand, we can commute the transport equations (4.13) with ddr∗ to obtain(
signs d
dr∗
− iω + iam
r2 + a2
)
ψ′(k) = −(wψ(k+1))′ −
2iamr
r2 + a2wψ(k) .
The same procedure as before yields (6.8).
As we have discussed, the classical energy currents are not conserved for the equation for Ψ, due to the
coupling to ψ(k) with k < |s|. The most troublesome errors generated, at least from the point of view of the
54
more basic Lemma 6.3.1, are those which are quadratic in the frequency parameters, i.e. terms of the form
ω Im
[
Ψimψ(k)
]
, mω+ Im
[
Ψimψ(k)
]
,
with appropriate r-weights. Lemma 6.3.2 below is a generalization of the trick introduced in [DHR19b,
Proposition 5.3.1] to address the former type of error. A similar estimate can be applied to the errors
quadratic in m2 but will not be necessary in our analysis.
Lemma 6.3.2. Let c(r∗) be continuously differentiable function such that c and c′ are bounded in r∗ ∈ R;
let 0 ≤ χ ≤ 1 be a bump function compactly supported in (r+,∞). For any ε > 0, we have∫ ∞
−∞
wc(r) Im
[
iωΨmψ(k)
]
dr∗
≤ B
∫ ∞
−∞
{
wω2(1− χ)|Ψ|2 + χω2 ∣∣ψ(|s|−1)∣∣2 + χm2 ∣∣ψ(k+1)∣∣2 + (χ+ w)m2 ∣∣ψ(k)∣∣2} dr∗ , (6.9)
if k = 0, . . . |s| − 2, and if k = |s| − 1,∫ ∞
−∞
wc(r) Im
[
iωΨmψ(k)
]
dr∗
≤ B
∫ ∞
−∞
{
εw|Ψ′|2 + w [1 + ε(1− χ)m2] |Ψ|2 + w(1 + ε−1)m2 ∣∣ψ(k)∣∣2} dr∗ . (6.10)
Proof. Using the identity (4.13) for the term iωψ(k), we obtain
wc Im
[
iωΨmψ(k)
]
= wcm Im
[
Ψ
(
wψ(k+1) + sign sψ′(k) − i
am
r2 + a2ψ(k)
)]
= cw2m Im
[
Ψψ(k+1)
]− Im [(cw iam2
r2 + a2 + (wc)
′m sign s
)
Ψψ(k)
]
− cwm sign s Im
[
Ψ′ψ(k)
]
+
(
cwm sign s Im
[
Ψψ(k)
])′
. (6.11)
After integration in r∗, the boundary terms vanish due to the asymptotics of ψ(k) (see Lemma 4.28 and
Definition 4.3.1). Now suppose k = |s| − 1; we have
Im
[
Ψψ(k+1)
]
= 0 ,
wc Im
[
iΨψ(k)
]
= −12c sign s
(∣∣ψ(k)∣∣2)′ = −(12c sign s ∣∣ψ(k)∣∣2
)′
+ 12c
′ sign s
∣∣ψ(k)∣∣2 .
For the boundary term produced here to vanish, c must itself vanish as r∗ → ±∞ at a suitable rate; we use
a cutoff function χ so that this is the case: since acw(r2 + a2)−1 = acw(r2 + a2)−1 [χ+ (1− χ)], we have
− sign s
∫ ∞
−∞
wc(r) Im
[
iωΨmψ(k)
]
dr∗
=
∫ ∞
−∞
{
wcm Im
[
Ψ′ψ(k)
]
+ (wc)′m Im
[
Ψψ(k)
]}
dr∗
+
∫ ∞
−∞
{
sign s a
r2 + a2 cw(1− χ)m
2 Re
[
Ψψ(k)
]
+ 12
(
c
a
r2 + a2χ
)′
m2
∣∣ψ(k)∣∣2
}
dr∗ ,
Then, estimate (6.10) follows by Cauchy–Schwarz.
Alternatively, the identity (4.13) can be applied to the Ψ term to lower it: letting K = |s| − 1,
wc Im
[
iωΨmψ(k)
]
= cω Im
[(
− sign sψ(K ′ + iωψ(K) − iam
r2 + a2ψ(K)
)
imψ(k)
]
=
(− sign scω Im [ψ(K)imψ(k)])′ + sign sc′ω Im [ψ(K)imψ(k)]
− cω Im
[
ψ(K)
(
− sign sψ′(k) − iωψ(k) +
iam
r2 + a2ψ(k)
)]
=
(− sign scω Im [ψ(K)imψ(k)])′ + sign sc′ω Im [ψ(K)imψ(k)]
− cwω Im [ψ(K)imψ(k+1)] . (6.12)
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In this identity, upon integration, the boundary term only vanishes if c itself vanishes; we use a bump
function χ with compact support in (r+,∞) so that this is the case. Thus, when k < |s|, we consider
wc Im
[
iωΨmψ(k)
]
= wc(1− χ) Im [iωΨmψ(k)]+ (cχ)′ω Im [ψ(|s|−1)imψ(k)]
+ cχwω Im
[
ψ(|s|−1)imψ(k+1)
]
+
(− sign scχω Im [ψ(K)imψ(k)])′ ,
to which an application of Cauchy–Schwarz yields (6.9).
6.4 The bounded frequencies with small time frequency
In this section, we will establish Theorem 6.1 and Proposition 6.1.1 when the frequencies (ω,m,Λ) are
bounded and |ω| is small. We begin, in Section 6.4.1 by stating some important properties of the frequency
triple and of the transformed system potentials in these regimes. We provide a brief description of the
strategy of our proof in 6.4.2, which we further expand upon at the beginning of Sections 6.4.5 and 6.4.6,
where the proofs are carried out respectively for Flow,1 and Flow,2. These proofs are built upon the hierarchy
of estimates on the transformed system which is laid out in Sections 6.4.3 and 6.4.4, as well as the model
virial currents described there.
6.4.1 Properties of the frequency parameters and potential
We begin by introducing the key properties of the potentials V(k), k = 0, ..., |s|, in (4.16) which are
essential to the construction of suitable currents in the low frequency regime Flow(ωhigh, width):
Lemma 6.4.1 (Properties of the frequency parameters in Flow,1 ∪ Flow,2). Let (ω,m,Λ) ∈ Flow,1 ∪
Flow,2(εwidth, ωhigh, ωlow). Then, for sufficiently small ωlow depending on M , εwidth and ωhigh, we have
(i) Λ + s2 ≥ m2;
(ii) Λ− 2amω ≥ 3|s|4 ≥ 0;
(iii) in Flow,1, (ω −mω+)2 ≤ 4ω2low; in Flow,2, (ω −mω+)2 ≥ b(a˜0);
(iv) for |s| = 0, 1, 2, we have Cs/DIs ,Cs/DHs ,DIs /DHs ∈
[ 1
3 ,
5
3
]
;
(v) for s = 0, 1, 2 and k < s, we have∣∣∣A[∓s]k,H± ∣∣∣2∣∣∣A[∓s]H± ∣∣∣2 ≤ B(ω −mω+)
2
[
(ω −mω+)2(|s|−k−1) + (r+ −M)
2
M2
]
,
∣∣∣A[±s]k,I±∣∣∣2∣∣∣A[±s]I± ∣∣∣2 ≤ Bω
2(|s|−k) .
Proof. From property 4(b) of the admissibility conditions in Definition 4.1.1, we have
Λ + s2 −m2 ≥ max{|m|, s2 + |s|} − 2|s||aω| ≥ max{|m|, |s|}(1− 2Mωlow) ≥ 0 ,
Λ− 2amω ≥ max{m2 − s2 + |m|, |s|} − 2(|s|+ |m|)|aω| ≥ 3|s|4 +
1
4 max{|m|, |s|}(1− 8Mωlow) ≥
3|s|
4 ,
which proves (i) and (ii).
Property (iii) follows from
(ω −mω+)2 ≤ (|ω|+ |m|ω+)2 ≤
(
ωlow +
a˜0
4M2 ε
−1/2
widthωhigh
)2
≤ 4ω2low ,
as long as a˜0 ≤ 4M2ωlowε1/2widthω−1high.
We now turn to the statements regarding the Teukolsky constants and the boundary terms for the trans-
formed system. By inspection of the explicit forms of the constants, in Proposition 4.3.6 and Lemma 4.3.5,
both (iv) and (v) can be derived as follows.
Recall (i) and (ii) and the fact that, for ωlow sufficiently small,
Λ− 2amω + |s| ≥

m2 − |s|(|s| − 1) + |m|(1− 4|aω|) ≥ m2 − |s|(|s| − 1) + 12 |m| if |m| > |s|
2|s| − 2amω − 2|s||aω| ≥ 2|s|(1− 2|aω|) ≥ 32 |s| if |m| ≤ |s|
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From the previous lines, it is clear that DHs,1 and DIs,1 are bounded away from 0. Moreover,
DI2 = (Λ− 2amω + 2)2(Λ− 2amω + 4)2 + 144M2ω2
+ 12aωm [12amω + 2(Λ− 2amω + 2)(Λ− 2amω + 4)]
= (Λ− 2amω + 2)2(Λ− 2amω + 4)2 +O(|ω|) ≥ 200 , (6.13)
DH2 = (Λ− 2amω + 2)2(Λ− 2amω + 4)2 + 9m4
(
a2
M2
+ 2r−(r+ −M)
M2
)2
+ 9a2m2(Λ− 2amω + 2)2 (r+ −M)
2
(Mr+)2
(
1 + 3(r+ −M)
M
)2
+ 2(Λ− 2amω + 2)2m2
[
5a2
M2
− 6r−(r+ −M)
M2
]
+ 12(Λ− 2amω + 2)m2
[
2a
2(r+ −M)
M2r+
(
1 + 3(r+ −M)
M
)
−
(
a2
M2
+ 2r−(r+ −M)
M2
)]
+ 24amωr+ −M
M
[
(Λ− 2amω + 2)(Λ− 2amω + 4) + 6amωr+ −M
M
−3m2 r+ −M
M
(
a2
M2
+ 2r−(r+ −M)
M2
)]
≥ (Λ− 2amω + 2)2(Λ− 2amω + 4)2 + 18(Λ− 2amω + 2)a
2m2
M2
(
1 + 4M
2 − a2
Mr+
)
+O(|ω|)
≥ (Λ− 2amω + 2)2(Λ− 2amω + 4)2 +O(|ω|) ≥ 1920(Λ− 2amω + 2)
2(Λ− 2amω + 4)2 ≥ 200 , (6.14)
where, to obtain the first inequality for DH2 , we simply used Λ− 2amω+ 2 ≥ 3 to combine the terms in the
third and fourth lines.
If |s| = 1, then (v) is clear from the previous considerations. Moreover, for (iv), we have∣∣∣∣ C1DI1 − 1
∣∣∣∣ = ∣∣∣∣ 4aω(m− aω)(Λ− 2amω + 1)2
∣∣∣∣ = O(|ω|) ,∣∣∣∣ C1DH1 − 1
∣∣∣∣ ≤ ∣∣∣∣ 4aω(m− aω)(Λ− 2amω + 1)2 + a2/M2m2
∣∣∣∣+ a2m2/M2(Λ− 2amω + 1)2 ≤ a2/M2m2(m2 + 1/2|m|)2 + a2/M2m2 +O(|ω|)
≤ 413 +O(|ω|) ,∣∣∣∣DH1DI1 − 1
∣∣∣∣ ≤ a2m2/M2(Λ− 2amω + 1)2 ≤ 49 ≤ 2/3 .
Now let |s| = 2. Using the results in (6.13),
DI2,1
DI2
≤ (Λ− 2amω + 2)
2
(Λ− 2amω + 2)2(Λ− 2amω + 4)2 +O(|ω|) ≤
1
52 +O(|ω|) ≤
1
20 ,∣∣∣∣ C2DI2 − 1
∣∣∣∣ = |4aω| ∣∣∣∣ (4m− 10aω)(Λ− 2amω + 2)2 + 12aω(Λ− 2amω + 2) + 144a2ω2(aω − 2m)DI2
∣∣∣∣
= O(|ω|) .
Turning to the boundary terms at the event horizons, we have from (6.14)
DH2,1
DH2
≤
(
Λ− 2amω + 2 + 3 r+−MM
)2
+ 9a2m2/M2
(Λ− 2amω + 2)2 (Λ− 2amω + 4)2 +O(|ω|) ≤
8
25 ;
this concludes the proof of (v) in the case |s| = 2. For (iv), note C2 = (Λ−2amω+2)2(Λ−2amω+4)2+O(|ω|);
hence we also have
C2
DH2
= 1 +O(|ω|)
1 + D
H
2 −(Λ−2amω+2)2(Λ−2amω+4)2
(Λ−2amω+2)2(Λ−2amω+4)2
,
which can be bounded once we understand the quotient in the denominator. The constant DH2 satisfies
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(6.14) which clearly implies
C2
DH2
= 1 +O(|ω|)
1 + D
H
2 −(Λ−2amω+2)2(Λ−2amω+4)2
(Λ−2amω+2)2(Λ−2amω+4)2
≤ 1 +O(|ω|) ≤ 53 .
On the other hand, since
9m4
(
a2
M2 +
2r−(r+−M)
M2
)2
(Λ− 2amω + 2)2(Λ− 2amω + 4)2 +
9a2m2 (r+−M)
2
(Mr+)2
(
1 + 3(r+−M)M
)2
+ 2m2
(
5a2
M2 − 6r−(r+−M)M2
)
(Λ− 2amω + 4)2
≤ 16225
(
a2
M2
+ 2r−(r+ −M)
M2
)2
+ 425
[
9a2 (r+ −M)
2
(M2r+)2
(
1 + 3(r+ −M)
M
)2
+ 2
(
5a2
M2
− 6r−(r+ −M)
M2
)]
≤ 2 + 25 ,
where the first inequality comes from using Λ− 2amω + 2 ≥ 3 in the denominator and setting |m| = 2 and
the second follows from evaluating the expression at its maximum i.e. when |a| = M , and
12m2
[
2a
2(r+−M)
M2r+
(
1 + 3(r+−M)M
)
−
(
a2
M2 +
2r−(r+−M)
M2
)]
(Λ− 2amω + 2)(Λ− 2amω + 4)2
≤
12m2
[
2a
2(r+−M)
M2r+
(
1 + 3(r+−M)M
)
−
(
a2
M2 +
2r−(r+−M)
M2
)]
(3)(5)2 1
{
|a|≤ 15
√
2(9−√6)M,|m|≤2
}
≤ 475
[
2a
2(r+ −M)
M2r+
(
1 + 3(r+ −M)
M
)
−
(
a2
M2
+ 2r−(r+ −M)
M2
)]
1{|a|/M≤ 15√2(9−√6)} ≤ 16729 ≤ 25
we have
C2
DH2
= 1 +O(|ω|)
1 + D
H
2 −(Λ−2amω+2)2(Λ−2amω+4)2
(Λ−2amω+2)2(Λ−2amω+4)2
≥ 1 +O(|ω|)1 + 2.8 +O(|ω|) ≥
1
3 +O(|ω|) ≥
1
3 .
Similarly, as we have DI2 = (Λ − 2amω + 2)2(Λ − 2amω + 2)2 as for C2, the same conclusions hold for
DI2/D
H
2 . This concludes the proof of (iv) for |s| = 2.
Lemma 6.4.2 (Properties of the potential for frequencies in Flow,1∪Flow,2). Let (ω,m,Λ) ∈ Flow,1∪Flow,2
be an admissible frequency triple. For each k = 0, ..., |s|, the potentials V(k) introduced in (4.16), respectively,
has the following properties.
(i) If s 6= 0 or if s = 0 but m 6= 0 or Λ 6= 0, in a compact range of r∗ which can be taken to be arbitrarily
large,
1
8w ≤ ReV(k) − σ(|s| − k)
(
w′
w
)′
− ω2 ≤ (Λ + 2 + 3s2)w
for σ ∈ [0, 4/5], as long as,
a. if |ω| ≤ ωlow and a ≤ a˜0 are small enough depending on the size of the r∗-region;
b. if m = 0 and |ω| ≤ ωlow is small enough depending on the size of the r∗-region;
c. if m 6= 0, a > a˜0 , the compact range of r∗ is sufficiently far from r∗ = −∞ and |ω| ≤ ωlow is
small enough depending on the upper bound of r∗.
If s = m = Λ = 0, then
M∆r−5 ≤ V − ω2 ≤ 2M∆r−5 .
(ii) ReV ′(k) < 0 for sufficiently large positive r∗. Concretely, if s 6= 0 or if s = 0 but m,Λ 6= 0,
ReV ′(k) = −br−3 +O(r−4) as r →∞ ,
with 7|s|/2 ≤ b ≤ 2Λ + s2; if s = m = Λ = 0, then
ReV ′(k) = −6Mr−4 +O(r−5) as r →∞ .
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(iii) If (ω,m,Λ) ∈ Flow,1 and a˜0 is sufficiently small depending on εwidth and ωhigh, we have ReV ′(k) > 0
for sufficiently negative r∗. Concretely, if m = 0,
ReV ′(k) =
b
2M2r2+
∆(r −M) +O(∆2) ,
for 3|s|/4 ≤ b−1 ≤ Λ+2|s|(|s|−1); if |a| ≤ a˜0 sufficiently small, for 3|s|/4 ≤ b ≤ Λ+2|s|(|s|−1)+2,
ReV ′(k) =
b
2M2r2+
∆ +O(∆2) .
(iv) If (ω,m,Λ) ∈ Flow,2 then ω2 − V(k)(r+) = (ω −mω+)2 ≥ b(a˜0) > 0.
Proof. The lemma follows by direct inspection of (4.16). We remark that one can only have Λ = 0 if m = 0
and s = 0 (by properties (i) and (ii) in Lemma 6.4.1).
For statement (i), let us first consider the case s = 0. We have
ReV(k) ≥ w
{
Λ + a2w + 2Mr(r
2 − a2)
(r2 + a2)2
}
+ 4Mramω − a
2m2
(r2 + a2)2
≥ wΛ + 2Mr(r
2 − a2)w + 4Mramω − a2m2
(r2 + a2)2 .
If s 6= 0, the proof follows by analyzing the frequency independent part of ReV(k) − σ(|s| − k)(w′/w)′ for
σ ∈ [0, 5/4]. By Lemma 6.4.1(ii),
U(k) :=
1
w
(
V(k) − 4Mramω − a
2m2
(r2 + a2)2 − σ(s− k)
(
w′
w
)′)
≥ 3 |s|4 + |s|+ k(2|s| − k − 1)− 2σ(|s| − k)
+ a2w[1− 2|s| − k(2|s| − k − 1) + 4σ(|s| − k)]
+ 2Mr(r
2 − a2)
(r2 + a2)2 [1− 3|s|+ 2s
2 − 3k(2|s| − k − 1) + 6σ(|s| − k)] .
Now, we note the estimates
2Mr(r2 − a2)
(r2 + a2)2 ≤

√
1− a
2
M2
if
∣∣∣ a
M
∣∣∣ ∈ [0, 1√
2
]
1√
2
if
∣∣∣ a
M
∣∣∣ ∈ [ 1√
2
, 1
] , a2w ≤ 3− 2√24 a2M2

a2/M2
20 if
∣∣∣ a
M
∣∣∣ ∈ [0, 1√
2
]
1
20 if
∣∣∣ a
M
∣∣∣ ∈ [ 1√
2
, 1
] .
To obtain the desired bounds, we consider the following cases:
• k ≥ |s| − 12 + σ
(
1−
√
1− 1σ + s
2
3σ2 +
1
12σ2
)
. In this case, both coefficients on a2w and 2Mr(r2 −
a2)(r2 + a2)−2 are non-positive. First, suppose |a/M | ≤ 1/√2; then
U(k) ≥ 3 |s|4 + |s|+ 2k(2|s| − k − 1)− 2σ(|s| − k) +
a2/M2
20 [1− 2|s| − 2k(2|s| − k − 1) + 4σ(|s| − k)]
+
√
1− a2/M2[1− 3|s|+ 2s2 − 3k(2|s| − k − 1) + 6σ(|s| − k)]
≥ s2 + a
2/M2
20 (1− 2s
2) +
√
1− a2/M2(1− s2) ≥ 3940 ,
where the right hand side value is attained when k = |s| = 1 and |a/M | = 1/√2. Now assume
|a/M | ≥ 1/√2; we have
U(k) ≥ 3 |s|4 + |s|+ k(2|s| − k − 1)− 2σ(|s| − k) +
1
20 [1− 2|s| − 2k(2|s| − k − 1) + 4σ(|s| − k)]
+ 1√
2
[1− 3|s|+ 2s2 − 3k(2|s| − k − 1) + 6σ(|s| − k)]
≥ s2 + 120(1− 2s
2) + 1√
2
(1− s2) ≥ 1920 ,
where the right hand side value is once again attained when k = |s| = 1 and |a/M | = 1/√2. Moreover,
U(k) ≤ Λ + |s|+ k(2|s| − k − 1)− 2σ(|s| − k) ≤ Λ + |s| .
59
• k < |s| − 12 + σ
(
1−
√
1− 1σ + 4s
2−1
4σ2
)
. In this case, both coefficients on a2w and 2Mr(r2 − a2)(r2 +
a2)−2 are positive, so
U(k) ≥ 3|s|4 + |s|+ k(2|s| − k − 1)− 2σ(|s| − k) ≥
3|s|
4 + |s|(1− 2σ) ≥
|s|
4 ≥
1
8 +
1
40 ;
U(k) ≤ Λ + |s|+ k(2|s| − k − 1)− 2σ(|s| − k) + 120 [1− 2|s| − 2k(2|s| − k − 1) + 4σ(|s| − k)]
+ [1− 3|s|+ 2s2 − 3k(2|s| − k − 1) + 6σ(|s| − k)]
≤ Λ + 2s2 + 6350 |s|+
21
20 .
• |s| − 12 + σ
(
1−
√
1− 1σ + 4s
2−1
4σ2
)
≤ k < |s| − 12 + σ
(
1−
√
1− 1σ + s
2
3σ2 +
1
12σ2
)
. In this case, the
coefficient on a2w is negative but the one on 2Mr(r2 − a2)(r2 + a2)−2 is positive, so
U(k) ≥ 3|s|4 + |s|+ 2k(2|s| − k − 1)− 2σ(|s| − k) +
1
20 [1− 2|s| − k(2|s| − k − 1) + 4σ(|s| − k)] ≥
1
2 ,
which is attained at the lower end of the interval. Moreover,
U(k) ≤ Λ + |s|+ k(2|s| − k − 1)− 2σ(|s| − k) + [1− 3|s|+ 2s2 − 3k(2|s| − k − 1) + 6σ(|s| − k)]
≤ Λ + 2s2 .
For statements (ii) and (iii), it is enough to consider the expansions
ReV ′(k) = −
2[Λ + |s| − k + k(2|s| − k)]
r3
− 6M
[
1− 2s2 − 4k(2|s| − k)− 4(|s| − k)− (Λ− 2amω)]
r4
+O
(
r−5
)
, as r →∞ ,
d
dr
ReV(k) = 2mω+(mω+ − ω)
M
+ 2m(r+ −M)(m− aω)2M2r2+
+ (r −M)Λ + |s|+ k(2|s| − k − 1)− 2m
2
2M2r2+
+ (r −M)(r+ −M)
(
1− 3|s|+ 2s2 − 3k(2|s| − k − 1))
2M3r2+
+O(∆) , as r → r+ ,
where we note that, if |a| < M ,
2m(r+ −M)(m− aω)
2M2r2+
+ (r −M)Λ + |s|+ k(2|s| − k − 1)− 2m
2
2M2r2+
= (r+ −M)Λ + |s|+ k(2|s| − k − 1)− 2amω2M2r2+
+O(r − r+) , as r → r+ .
Coupled with Lemma 6.4.1(ii), these identities give the results.
6.4.2 Overview of the section
Recall Lemma 6.4.2, and let us first focus on the case k = |s| = 0. As in [DRS16], one can exploit
property 1 by constructing a suitable h current of compact r∗ support where V − ω2 has a good sign.
Moreover, one can exploit two of the properties 3, 4 and 5 using a y current which is good near r∗ = −∞
and one which is good near r∗ =∞; these should be constructed so that they absorb the errors introduced
by the compact support assumption on h. Boundary terms generated by the y currents are controlled by
applications of energy currents whose possible localization errors (these appear whenever the possibility of
superradiance forces us to employ localized energy currents) should be absorbed by the h current in the
region where it is strongest region.
Turning now to s 6= 0, we find that, while the strategy laid out above seems to hold from the point of
view of the left hand side of the radial ODE (4.17), the coupling terms that emerge are quickly seen to be an
important issue. From the point of view of the basic estimate (6.7) from Lemma 6.7, it seems like there can
be a gain in r-weights as one climbs the hierarchy, in the sense that a bulk term in ψ(k) can be controlled by
boundary terms and a bulk term in ψ(k+1) with weights with stronger decay, at least at one end. However,
the global, rather than pointwise, nature of such a gain means it can be insufficient for applications. More
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importantly, in a bounded r region, unless |a| is small, there is no reason for the coupling terms to be seen
as “lower order” corrections to the left hand side of the radial ODE (4.17) when ω is small.
The upshot is that, when s 6= 0, we must take into account the entire transformed system and, thus, all
of the radial ODEs 4.14 for k = 0, . . . , |s|. We saw in Lemma 6.4.2 that in fact the properties of the real
part of the potential are quite similar across all the values of k. Our strategy, therefore, will be to apply the
same type of h and y currents along each step of the hierarchy. For each k, in considering the virial currents
to use, we divide the r∗ real line into three regions:
• A region where ReV(k) has good positivity properties, where we apply an h current that produces
little or no errors, i.e. where
h′′ + (|s| − k)w
′
w
h′ , or h′′ + (|s| − k)w
′
w
h′ − (|s| − k)2
(
w′
w
)′
h ,
vanish or are negligible compared to the good part of the h bulk term. Whenever superradiance
can occur, it is somewhere inside this region region that we will concentrate the localization errors
for the energy currents, which are typically of Teukolsky–Starobinsky-type for the reasons previously
discussed. Thus, it is important that h is taken as large as possible in a subset of the present region.
• A region to the right of the first one, where we take our h current down to zero as a y current becomes
strong. The idea is to have y, if possible, absorb errors introduced by h. Concretely, when |ω| is small
and ReV ′(k) < 0 at large r∗ at the expected rate from Lemma 6.4.2, we start y ≥ 0 when h is still
generating a strong, positive bulk term in a way which ensures y′ is a small multiple of h, so
h(ReV(k) − ω2)− y′(ReV(k) − ω2)− yReV ′(k) ≤
15
16h(ReV(k) − ω
2)− yReV ′(k) ≥ 0 .
Then, if h can be taken down to zero in a controlled, integrable manner, we let y grow so that absorbs
the errors due to h in that region, i.e. so that
−(yReV(k))′ − 12
(
h′′ + (|s| − k)w
′
w
h′
)
≥ 0 .
Finally, we make y grow slowly so that y′ → 0 as r∗ →∞.
• A region to the left of the first one, where we take our h current down to zero as another y current
becomes strong so that h and y absorb each other’s errors once again. Assume |ω| is small; we have
different strategies depending on the size of |ω −mω+|:
– if |ω −mω+| is small and ReV ′(k) > 0 at large −r∗ at the expected rate from Lemma 6.4.2 (see
6.4.5), we follow the same strategy as for the r∗ → ∞ end when |ω| is small and ReV ′(k) < 0 at
large r∗, which was already described;
– if |ω−mω+| is bounded away from zero (see Section 6.4.6), we employ a global, exponential-type
y current (degenerating as r∗ →∞) which generates a good bulk term for all r∗ proportional to
y′(ω −mω+)2 ;
then, in the region we are discussing, we take h down in such a way that h′ < 0 and h′′ is a small
multiple of y′(ω −mω+)2, so that
1
2y
′(ω −mω+)2 − 12
(
h′′ + (|s| − k)w
′
w
h′
)
≥ 14y
′(ω −mω+)2 .
Our construction is based on that in the analogous regimes in [DRS16]. The goal now is to tweak the
currents h and y applied at each level k to produce smallness in either the coupling to k + 1 (we appeal to
Lemma 5.1.1) or the coupling to j < k. Then, though we cannot close a good estimate for any ψ(k), k < |s|,
by itself, we we can iterate along the hierarchy and use the absence of an imaginary potential at the top
level k = |s| to close a good bulk estimate for Ψ.
Finally, when applying energy currents, we note that the Killing currents also produce coupling errors
for s 6= 0. As the natural weights appearing are not sufficiently strong, these errors cannot be absorbed
unless either a can be made small or only a small multiple of the Killing current is added. For general a,
these currents are therefore insufficient to control the boundary terms generated by our virial estimates;
we must use Teukolsky–Starobinsky-type energy currents instead, which do not produce coupling errors, to
complete our proofs.
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Sections 6.4.3 and 6.4.4 contain the barebones structure of the iteration procedure for applying the h
and y currents, respectively, at each level k. It also introduces model h and y currents that will be the
starting point for our constructions of the necessary virial currents for Flow,1, in Section 6.4.5, and Flow,2,
in Section 6.4.6. We direct the reader to these sections for further details on implementation.
6.4.3 Estimates for entire transformed system without the imaginary potential component
As ImV(k) does not have good decay properties, it natural to consider currents which are blind to the
imaginary part of the potential for a Schro¨dinger-type ODE; as can be seen in section 5.1, the h current is
the sole one, among the currents we introduced, that fulfills this requirement. In a region where h is “good”,
we can control ψ(k) by the inhomogeneity G(k), as long as we tolerate an error due to derivatives of h′.
Lemma 6.4.3. Let s ∈ Z\{0}. For k = 0, ..., |s|, let ψ(k) be a solution of (4.14) defined by (4.13). Then,
for any function h(r∗) : R→ R+ such that
• h ∈ C1 and is piecewise C2,
• h compactly supported in a region of r∗ where, for σ ∈ [0, 5/4], V(k)− σ(|s| − k)
(
w′
w
)′
−ω2 ≥ 18w , for
all k = 0, ..., |s|,
we have the estimates∫ ∞
−∞
{
h
∣∣∣ψ′(k)∣∣∣2 + 34h
(
ReV(k) − σ(|s| − k)
(
w′
w
)′
− ω2
)∣∣ψ(k)∣∣2
}
dr∗ (6.15)
≤
∫ ∞
−∞
hRe
[
G(k)ψ(k)
]
dr∗ + 12
∫ ∞
−∞
[
h′′ + (|s| − k)w
′
w
h′ − (s− k)(2σ − 1)
(
w′
w
)′
h
] ∣∣ψ(k)∣∣2 dr∗
+
{
1 if |s| 6= 1 = k
a2
M2 otherwhise
}
k
k−1∑
j=0
∫ ∞
−∞
B(1 +m2)h
(
ReV(j) − σ(|s| − j)
(
w′
w
)′
− ω2
)∣∣ψ(j)∣∣2 dr∗ .
Proof. At the level k, application of an h current gives (see Lemma 5.1.1), for instance, for some σ ∈ (0, 1),∫ ∞
−∞
{
h
∣∣∣ψ′(k)∣∣∣2 + h
[
ReV(k) − σ(|s| − k)
(
w′
w
)′
− ω2
] ∣∣ψ(k)∣∣2
}
dr∗
=
∫ ∞
−∞
1
2
[
h′′ + (|s| − k)h′w
′
w
− (|s| − k)(2σ − 1)h
(
w′
w
)′] ∣∣ψ(k)∣∣2 dr∗ + ∫ ∞
−∞
hRe
[
G(k)ψ(k)
]
dr∗
+
∫ ∞
−∞
k−1∑
j=0
ahwRe
[(
imcms,k,j + cids,k,j
)
ψ(j)ψ(k)
]
dr∗ ,
where the last term is absent for k = 0. For k = 1, ..., |s|, we apply Cauchy–Schwarz∫ ∞
−∞
k−1∑
j=0
ahwRe
[(
imcms,k,j + cids,k,j
)
ψ(j)ψ(k)
]
dr∗
≤
∫ ∞
−∞
a2
M2
kB(M,k)(1 +m2)
k−1∑
j=0
h
(
ReV(j) − σ(|s| − j)
(
w′
w
)′
− ω2
)∣∣ψ(j)∣∣2 dr∗
+
∫ ∞
−∞
1
8h
(
ReV(k) − σ(|s| − k)
(
w′
w
)′
− ω2
)∣∣ψ(k)∣∣2 dr∗ ,
where, noting that acids,1,0 should be replaced by cids,1,0 for |s| 6= 1 (Proposition 3.2.2, we replace a2/M2 by 1
in the second line when |s| 6= 1 and k = 1. Consequently, for each k = 0, ..., |s|, one obtains (6.15).
Our goal is to construct h such that the error introduced by its derivatives, i.e. the term proportional to
|ψ(k)|2 on the right hand side of (6.15), is as small as possible. With this in mind, we introduce here several
building blocks which will be relevant for the remainder of this section.
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Model h currents in a compact region of |r∗| & 1l i i | |rr ts t r f ∗o e c e a co ac eg o o r 1d h u n n p nl i i | |rr t t r fs ∗l i i | |l i i | |
We begin with a building block with good properties at large r∗, which we denote h+. Let R3 > 0
be very large and p ∈ (0, 1) be very small; fix N ∈ N0. Assume h+(R∗3) > 0 and h′+(R∗3) ≥ 0 are given.
After R∗3, we want h+ → 0 such that h′′+ is very small, hence we let h decrease for a large region, of size
(2ep−1 − 1)R∗3, before it reaches 0: in the range [R∗3, ep
−1
R∗3], we take h+ to be a linear combination of the
constant function, (r∗)−1 and log(r∗) such that h+ and its derivatives are of size p at the end of the interval
and h+ > 0; in [ep
−1
R∗3, 2ep
−1
R∗3], we let h+ be a linear combination of r∗, the constant function, (r∗)−1
and log(r∗) such that h+ remains C1 and h+, h′+ vanish at the end of the interval. Concretely,
h+ =
[
C+N+5 + C
+
N+6
R∗3
r∗
+ C+N+7p log
(
R∗3
r∗
)]
1[R∗3 ,ep
−1R∗3 ]
+
[
C+N+1 + C
+
N+2
r∗
ep−1R∗3
+ C+N+3 log
(
r∗
ep−1R∗3
+ C+N+4
ep
−1
R∗3
r∗
)]
1[ep−1R∗3 ,2ep
−1R∗3 ]
,
(6.16)
where C+N+1 up to C
+
N+4 are fixed in terms of the remaining constants by the constraints that h+ is C1 at r =
ep
−1
R∗3 and h+(2ep
−1
R∗3) = h′+(ep
−1
R∗3) = 0, C+N+5 and C
+
N+6 are fixed in terms of the given h+(R∗3), h′+(R∗3)
by enforcing that h+ is C1 at r∗ = R∗2 and C+N+7 is chosen so that h+(ep
−1
R∗3), h′+(ep
−1
R∗3) = O(p):
C+N+1 =
2(1− log 2)
log 8− 2
[
p(1− e−1/p) (h+(r∗3) +R3h′+(R∗3))− e−1/pR∗3h′+(R∗3)] ,
C+N+2 =
log 2
2(1− log 2)C
+
N+1 , C
+
N+3 =
C+N+1
1− log 2 , CN+4 = −2C
+
N+1 ,
C+N+5 = (1 + p)C
+
0 , CN+6 = ph+(R∗3)− (1 + p)C+0 , C+N+7 = pC+0 , C+0 = h+(R∗3) +R3h′+(R∗3) .
The derivatives of h+ satisfy
−h′+ ≤
pC+0
r∗
1[R∗3 ,ep
−1R∗3 ]
; h′′+1[R∗3 ,∞) ≤
26pC+0
(r∗)2 1[R∗3 ,2ep−1R∗3 ] ,
thus, as w′/w = −2r−1 +O(r−2) as r →∞, we have
h′′+ , h
′′
+ + (|s| − k)
w′
w
h′+ ≤
30p (1 + 2|s|)C+0
(r∗)2 1supp(h
′
+) , (6.17)
for sufficiently large R∗3.
We now focus on a building block, h−, which has good properties as r → r+. Note that, for a ∈ [0,M),
if we were to set h−(r∗) = h+(−r∗), we could not show (6.17), as w′/w does not decay as r → r+; we could
only prove the weaker bound (
h′′− − (|s| − k)
w′
w
h′−
)
≤ Bp|r∗|1supp(h′−) , (6.18)
which is not integrable. Instead, we will take h− as follows. Let R1 be sufficiently close to r+ and p ∈ (0, 1)
sufficiently small, define R1 = r+ + (R2 − r+)e−1/p and R0 = r+ + (R1 − r+)/2. Given h−(R2) > 0 and
h′−(R2) ≤ 0, the building block h−(r∗) is the function
h− =
[
C−N+5
r − r+
R2 − r+
R2 −M
r −M + C
−
N+6
r −M
R2 −M + C
−
N+7 log
(
r −M
R2 −M
)]
1[R1,R2] (6.19)
+
[
C−N+1
r − r+
R1 − r+
R1 −M
r −M + C
−
N+2
R1 −M
r −M + C
−
N+3 log
(
R1 −M
r −M
)
+ C−N+4
r −M
R1 −M
]
1[R0,R1] ,
where C−N+1 up to C
−
N+4 are fixed in terms of the remaining constants by the constraints that h− is C1
at r = R1 and h−(R0) = h′−(R0) = 0, C−N+5 and C
−
N+6 are fixed in terms of the given h(R2), h′(R2) by
enforcing that h− is C1 at r = R2, CN+7 is chosen so that h−(R1), h′−(R1) = O(p) when a = M . Indeed,
we take
C−N+5 = (1 + p)C
−
0 , C
−
N+6 = ph−(R2)− (1 + p)C−0 , C−N+7 =
(
p− (1 + p)
√
M2 − a2
R1 − r+
)
C−0 ,
C−0 = h−(R2)− h′−(R2)
(R2 −M)(R22 + a2)
∆(R2)
.
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The building block h− will be useful precisely in the limit a → M . If a is sufficiently close to M that√
M2 − a2 ≤Me−cˆ/p for cˆ > 1, then in fact CN+1 up to CN+7 are the same as their |a| = M counterparts
up to o(p) corrections: as
e1/p
R1 −M
R2 −M =
(R2 − r+) + e1/p
√
M2 − a2
R2 −M =
R2 −M + (e1/p − 1)
√
M2 − a2
R2 −M
=
R2 −M +O
(
Me−(cˆ−1)/p − e−cˆ/p)
R2 −M = 1 + o(p) ,√
M2 − a2
r −M 1[R0,R2] ≤
√
M2 − a2
R0 −M ≤
√
M2 − a2
R0 − r+ ≤
2e1/p
√
M2 − a2
R2 − r+ = O
(
2e−(cˆ−1)/p
R2 − r+
)
= o(p) , (6.20)
the same mechanism as for h+ will enable us to conclude h′−(R1), h−(R1) = O(p) with same leading order
coefficient as for |a| = M and, moreover,
C−N+1 = (1− log 2)C−N+3 + o(p) , C−N+2 = −2(1− log 2)C−N+3 + o(p) ,
C−N+3 =
2p
log 8− 2
[
h(R1)
e−1/p
p
+ C+0
(
1 + e−1/p − e
−1/p
p
)]
+ o(p) , C−N+4 =
log 2
2 CN+3 + o(p) .
(6.21)
As derivatives of h− satisfy
h′′− ≤ 6pwC−0
[
1 +
(
1 + 1
p
) √
M2 − a2
r −M
]
1[R1,R2]
+ w
[(
3 +
√
M2 − a2
r −M
)(
C−N+1
√
M2 − a2
r −M + C
−
N+3
)
+ C−N+2
R1 − r+ +
√
M2 − a2
M
]
1[R0,R1]
h′− ≤
{
2pC−0
[
1 +
(
1 + 1
p
) √
M2 − a2
r −M
]
1[R1,R2] +
(
C−N+1
√
M2 − a2
r −M + C
−
N+3
)
1[R0,R1]
}
∆
r2 + a2 ,
and we have
(r2 + a2)2w
′
w
= 4Mr+(r+ −M) + 4a2(r − r+) +O(∆) ,
as r → r+, for R2 sufficiently close to r+ and for
√
M2 − a2 ≤Me−cˆ/p with cˆ > 1, we have (c.f. (6.17))
h′′− , h
′′
− + (|s| − k)
w′
w
h′− ≤ 30(3 + 2|s|)pwC−0 1supp(h′−) ≤
30(3 + 2|s|)BpC−0
(r∗)2 1supp(h
′
−) . (6.22)
Model h currents in a region of |r∗| . 1l i i | |rr ts r f ∗o e c e a eg o o r 1d h u n n nl i i | |rr t r fs ∗l i i | |l i i | |
Finally, we discuss building blocks for h which are suitable in a large region of r. In an application of the
h current to the transformed variable ψ(k), k = 0, . . . , |s|, we note that, for σ ∈ [0, 4/5] (see Lemma 6.4.3)
h′′ + (|s| − k)w
′
w
h′ + (1− 2σ)(|s| − k)
(
w′
w
)′
h
represent error terms if their sum is positive for some r ∈ [r+,∞). Letting h be a multiple of w−q for some
q ∈ R leads to
h′′ + (|s| − k)w
′
w
h′ + (1− 2σ)(|s| − k)
(
w′
w
)′
h
=
{
[−q + (1− 2σ)(|s| − k)]
[(
w′
w
)′
− q
(
w′
w
)2]
− 2σq
(
w′
w
)2}
h , (6.23)
which is certainly non-positive for all r if q = (1− 2σ)(|s| − k); hence, there are no errors arising from such
a choice of current h.
For σ = 1/2, it will also be convenient to define h to be some multiple of rN , for N ∈ N0, when r is very
large but bounded. We have
h′′ + (|s| − k)w
′
w
h′ = hr−2
[
N(N − 2(|s| − k)− 1) +
(
w′
w
+ 2
r
)
(|s| − k)
]
≤ 0 , (6.24)
as r →∞ if, when k 6= |s|, N < 1 + 2(|s| − k) and, when k = |s|, if N ≤ 1.
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6.4.4 Estimates for entire transformed system with the imaginary potential component
The y current current, which is not blind to ImV(k), cannot produce an estimate such as that in Lemma
6.4.3. By making use of the formulation of the y current in Lemma 5.1.1, we show that it can be used to
obtain an estimate where, in a region where y is “good”, a bulk term in ψ(k) is controlled by a boundary
term, by the inhomogeneity G(k) and, if k < |s|, by some multiple of the bulk term in ψ(k+1).
Lemma 6.4.4. Let s ∈ Z\{0}. Suppose for some εwidth, ωhigh > 0, we have m2 ≤ Λ ≤ ε−1widthω2high,
|ω| ≤ ωhigh and |ReV(k)|, |ReV ′(k)| ≤ B(ε, ωhigh). For k = 0, ..., |s|, let ψ(k) be a solution of (4.14) defined
by (4.13). Let ω0 := ω −mω+ and Vˆ(k) = V(k) − V(k)(r+).
• For any function y(r∗) : R→ R such that
– y ∈ C0 is piecewise C1 and y, y′ ≥ 0,
– there is some R∗l M max{|m|, 1} such that y is supported in the range r∗ ∈ [R∗l ,∞) and there
−ReV ′(k) ≥ 2|s|r−3 for all k = 0, ..., |s|,
– r∗y′ ≤ (1− b0)y for r∗ ∈ [R∗r ,∞), for some R∗r ≥ R∗l  1 and b0 ∈ (0, 1),
we have the estimate∫ ∞
−∞
{
y′|ψ′(k)|2 +
[
3
4y
′ω2 − y′ReV(k) − 34yReV
′
(k)
(
1
2 +B|amω|
)]
|ψ(k)|2
}
dr∗
−
{
1 , |s| 6= 1 = k
a2 , otherwise
}∫ ∞
−∞
B(b0)(1 +m2)
R∗r
∥∥∥∥wyy′ 1[R∗r ,∞)
∥∥∥∥
∞
w2y2
y′
1[R∗
l
,R∗r ]
∣∣ψ(k)∣∣2 dr∗
≤ 2y(∞)ω2
∣∣∣A[s]k,I+ sign s∣∣∣2 + ∫ ∞−∞ 2yRe
[
G(k)ψ(k)
′]
dr∗ (6.25)
+
{
1 , |s| 6= 1 = k
a2 , otherwise
}
kB(1 +m2)
k−1∑
j=0
∫ ∞
−∞
{
− 1
r2
yReV ′(j+1)|ψ(j+1)|2
+
[
−yReV ′(j)
(
1 + ω2R2r
)
+B(b0)R∗ry′w1[R∗l ,R∗r ]
]
|ψ(j)|2
}
dr∗
− (|s| − k)B
∫ ∞
−∞
(
1
r2
+ ω2
)
yReV ′(k+1)|ψ(k+1)|2dr∗ .
• For any function yˆ(r∗) : R→ R such that yˆ ∈ C0 is piecewise C1, −yˆ, yˆ′ ≥ 0 and yˆ(∞) = 0, if ω0 6= 0
we have∫ ∞
−∞
{
yˆ′|ψ′(k)|2 +
[
3
4 yˆ
′ω20
[
1
2 −B
−yˆ∆r−3
yˆ′
(
1
r2
+ ω
2
ω20
+ |ω||ω0|
)]
− (yˆRe Vˆ(k))′
]
|ψ(k)|2
}
dr∗
≤ −2yˆ(−∞)ω2
∣∣∣A[s]k,H− sign s ∣∣∣2 + ∫ ∞−∞ 2yˆRe
[
G(k)ψ(k)
′]
dr∗
+ k
k−1∑
j=0
B
r2
yˆ′|ψ(j)|2
(
yˆ∆r−3
yˆ′
)2(1 + ω2
ω0
+
∣∣∣∣ ωω0
∣∣∣∣+ 1) dr∗ (6.26)
+ (|s| − k)
∫ ∞
−∞
B
r4
yˆ′|ψ(k+1)|2
[(
yˆ∆r−3
yˆ′
)2( 1
r4
+
(
ω
ω0
)2)
+
∣∣∣∣ yˆ∆r−3yˆ′
∣∣∣∣
]
dr∗ .
• Assume m = 0. For any function yˆ(r∗) : R→ R such that
– yˆ ∈ C0 is piecewise C1 and −yˆ, yˆ′ ≥ 0,
– there is some R∗l  1 such that yˆ is supported in the range r∗ ∈ (−∞,−R∗l ], where −Re Vˆ ′(k) ≥
3|s|
4 (r −M)∆ for all k = 0, ..., |s|,
we have the estimate∫ ∞
−∞
{
yˆ′|ψ′(k)|2 +
[
3
4 yˆ
′ω20 − yˆ′Re Vˆ(k) −
15
16 yˆRe Vˆ
′
(k)
]
|ψ(k)|2
}
dr∗
≤ 2yˆ(−∞)ω2
∣∣∣A[s]k,H− sign s∣∣∣2 + ∫ ∞−∞ 2yˆRe
[
G(k)ψ(k)
′]
dr∗ (6.27)
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−
{
1 , |s| 6= 1 = k
a2 , otherwise
}
kB
k−1∑
j=0
∫ ∞
−∞
{
yˆRe Vˆ ′(j)
(
1 + ω2(R∗r)2
) |ψ(j)|2
+yˆRe Vˆ ′(j+1)(r − r+)2|ψ(j+1)|2 − yˆ∆|ω|1(−∞,−R∗r ]|ψ(k)||ψ(j)|
}
dr∗
− (|s| − k)B
∫ ∞
−∞
yˆω2 Re Vˆ ′(k+1)|ψ(k+1)|2dr∗ ,
where, if yˆ additionally satisfies r∗yˆ′/|yˆ| ≤ 1 − b0 for r∗ ∈ (−∞,−R∗r ], for some R∗r ≥ R∗l  1 and
b0 ∈ (0, 1), the term involving |ψ(k)||ψ(j)| can be controlled by∫ ∞
−∞
yˆwω|ψ(k)||ψ(j)|1(−∞,−R∗r ]dr∗
≤ 18
∫ ∞
−∞
yˆ′ω2|ψ(k)|2dr∗
+ B(b0)
R∗r
∥∥∥∥wyˆyˆ′ 1(−∞,−R∗r ]
∥∥∥∥∫ ∞−∞
{
w2yˆ2
yˆ′
|ψ(k)|2 + yˆ
′w
w(−R∗r)
|ψ(j)|2
}
1[−R∗r ,−R∗l ]dr
∗ .
Proof. Our starting point is the application of a y current to (4.14) for 0 ≤ k ≤ |s|, see Lemma 5.1.1. If
k 6= 0, this procedure generates coupling terms; using the boundary conditions for ψ(k), we can integrate
by parts∫ ∞
−∞
2aywRe
[
ψ(k)
′(cids,k,j + imcΦs,k,i)ψ(j)
]
dr∗
= −
∫ ∞
−∞
Re
[
ψ(k)
(
2ayw(cids,k,j + imcΦs,k,j)
)′
ψ(j)
]
dr∗
− sign s
∫ ∞
−∞
2aywRe
[
ψ(k)(cids,k,j + imcΦs,k,j)
(
wψ(j+1) + i
(
ω − am
r2 + a2
)
ψ(j)
)]
dr∗, .
From Lemma 5.1.1, we now find that the y current gives the identity∫ ∞
−∞
{
y′|ψ′(k)|2 +
[
y′ω2 − (yReV(k))′
] |ψ(k)|2} dr∗
= 2y(∞)ω2
∣∣∣A[s]k,I+ sign s ∣∣∣2 − 2y(−∞)ω20 ∣∣∣A[s]k,H− sign s ∣∣∣2 + ∫ ∞−∞ 2yRe
[
G(k)ψ(k)
′]
dr∗
−
k−1∑
j=0
∫ ∞
−∞
Re
[
ψ(k)
(
2ayw(cids,k,j + imcΦs,k,j)
)′
ψ(j)
]
dr∗ (6.28)
− sign s
k−1∑
j=0
∫ ∞
−∞
2aywRe
[
ψ(k)(cids,k,j + imcΦs,k,j)
(
wψ(j+1) + i
(
ω − am
r2 + a2
)
ψ(j)
)]
dr∗
+
∫ ∞
−∞
2y(|s| − k)w′
{
w|ψ(k+1)|2 −
(
ω − am
r2 + a2
)
Re
[
ψ(k+1)ψ(k)
]}
dr∗
+
∫ ∞
−∞
2y(|s| − k) 4amrw(r2 + a2)
{
w Im
[
ψ(k+1)ψ(k)
]
+
(
ω − am
r2 + a2
)
|ψ(k)|2
}
dr∗ ,
or, alternatively, writing Re Vˆ(k) = ReV(k) − ReV(k)(r+) and ω0 := (ω −mω+)∫ ∞
−∞
{
y′|ψ′(k)|2 +
[
y′ω20 − (yRe Vˆ(k))′
]
|ψ(k)|2
}
dr∗
= 2y(∞)ω2
∣∣∣A[s]k,I+ sign s ∣∣∣2 − 2y(−∞)ω20 ∣∣∣A[s]k,H− sign s ∣∣∣2 + ∫ ∞−∞ 2yRe
[
G(k)ψ(k)
′]
dr∗
−
k−1∑
j=0
∫ ∞
−∞
2a
{
Re
[
ψ(k)
(
yw(cids,k,j + imcΦs,k,j)
)′
ψ(j)
]
+ yw2 Re
[
ψ(k)(cids,k,j + imcΦs,k,j)ψ(j+1)
]}
dr∗
+ sign s
k−1∑
j=0
∫ ∞
−∞
2ayw Im
[
ψ(k)(cids,k,j + imcΦs,k,j)
(
ω0 +
mω+(r − r+)(r + r+)
r2 + a2
)
ψ(j)
]
dr∗ (6.29)
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+
∫ ∞
−∞
2y(|s| − k)w′
{
w|ψ(k+1)|2 −
(
ω0 +
mω+(r − r+)(r + r+)
r2 + a2
)
Re
[
ψ(k+1)ψ(k)
]}
dr∗
−
∫ ∞
−∞
8y(|s| − k)
(
ω0 +
mω+(r − r+)(r + r+)
r2 + a2 − ω
)
rw2 Im
[
ψ(k+1)ψ(k)
]
dr∗
+
∫ ∞
−∞
8y(|s| − k)
[
−
(
ω − am
r2 + a2
)2
+ ω
(
ω0 +
mω+(r − r+)(r + r+)
r2 + a2
)]
rw|ψ(k)|2dr∗ ,
where acids,k,j must be replaced by cids,k,j if |s| 6= 1 = k and i = 0 and where the second and third lines on
the right hand side of both identities is absent for any s as long as k = 0 and the following lines are absent
if k = |s|. In particular, all but the first line on the right hand side is absent if s = 0, hence the estimates
are trivial in that case. From now on, assume s 6= 0.
Current at large r. If k < |s| 6= 0, terms involving ψ(k+1) appear in the last two lines of (6.28). As long as
y is supported at sufficiently large r that am r in y’s support, they can be controlled by
− 116
∫ ∞
−∞
yReV ′(k)|ψ(k)|2
[
1
2 + 48
7|s|/2wr−1
ReV ′(k)
(
|amω|+ a
2m2
r2
)]
dr∗
−B(M, |s|)
∫ ∞
−∞
(
ω2 + 1
r2
)
yReV ′(k+1)|ψ(k+1)|2
[
wr−1
ReV ′(k+1)
+ (wr
−1)2
ReV ′(k+1) ReV ′(k)
(
1 + a
2m2
r2
)]
dr∗
≤ 116
∫ ∞
−∞
{
−(1 +B|amω|)yReV ′(k)|ψ(k)|2 −B
(
ω2 + 1
r2
)
yReV ′(k+1)|ψ(k+1)|2
}
.
For the coupling errors we again use the assumption on the support of y to show that the second and
third lines of (6.28) are controlled by
{1, |a|}B(M, |s|)(1 + |m|)
∫ ∞
−∞
{
wy
r
(
|ψ(k)||ψ(j)|+ 1
r
|ψ(k)||ψ(j+1)|
)
+ wyω|ψ(k)||ψ(j)|
}
dr∗
≤ 18
∫ ∞
−∞
[
y′ω2 − yReV ′(k)
]
|ψ(k)|2dr∗ + {1, a2}B(M, |s|)(1 +m2)
∫ ∞
−∞
1
r2
(−y) ReV ′(j+1)|ψ(j+1)|2dr∗
+ {1, a2}B(M, |s|)(1 +m2)
∫ ∞
−∞
{
−yReV ′(j)
(
1 + ω2r21[R∗
l
,R∗r ]
)
+ wy
y′
wy1[R∗r ,∞)
}
|ψ(j)|2dr∗ ,
where we note that the second term on the right hand side is absent if j + 1 = k: assuming y is supported
at sufficiently large r, the term can be absorbed into the first if j + 1 = k. The alternatives in {1, a2} and
{1, |a|} given are for k = 1 6= |s| and any other pair (s, k), respectively.
Let us focus on the error terms with integrals of wy|ψ(j)|2 in [R∗r ,∞). Choosing
c = − y
r∗
1[R∗r ,∞) −
y
R∗r
1[R∗
l
,R∗r ] ,
c′1[R∗r ,∞) =
y
(r∗)2
(
1− r
∗y′
y
)
1[R∗r ,∞) ≥ b0
y
(r∗)21[R∗r ,∞) ,
we can apply (6.7) from Lemma 6.3.1 to obtain∫ ∞
−∞
wy1[R∗r ,∞)|ψ(j)|2dr∗ ≤ B(b0)
∫ ∞
−∞
[
c′ + y
′
R∗r
1[R∗
l
,R∗r ]
]
|ψ(j)|2dr∗
≤ B(b0)
∫ ∞
−∞
[
−1
r
yReV ′(j+1)1[R∗r ,∞)
]
|ψ(j+1)|2dr∗
+B(b0)
∫ ∞
−∞
[
w2y2
y′R∗r
|ψ(j+1)|2 +R∗ry′w|ψ(j)|2
]
1[R∗
l
,R∗r ]dr
∗ ,
and repeat until j + 1 = k. In that estimate, if the compact support of y is at sufficiently large r, then the
first term can be absorbed into the left hand side of (6.28).
Putting all of the previous together, we obtain (6.25).
Current near r = r+. If k < |s|, terms involving ψ(k+1) appear in the last two lines of (6.28).
− 116
∫ ∞
−∞
yˆRe Vˆ ′(k)|ψ(k)|2dr∗
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− (|s| − k)B(εwidth, ωhigh)
∫ ∞
−∞
ω2yˆRe Vˆ ′(k+1)|ψ(k+1)|2dr∗ .
For the coupling terms, we find that each element in the sums in the second and third lines of (6.28)
can be controlled by
{1, |a|}B
∫ ∞
−∞
(−yˆ){w(r −M) ∣∣ψ(k)∣∣ (∣∣ψ(j)∣∣+ (r − r+) ∣∣ψ(j+1)∣∣)} dr∗
+ {1, |a|}B(εwidth, ωhigh)
∫ ∞
−∞
{
(−yˆ)wω ∣∣ψ(k)∣∣ ∣∣ψ(j)∣∣ (1[−R∗r ,−R∗l ] + 1(−∞,−R∗r ])} dr∗
≤ 18
∫ ∞
−∞
[
yˆ′ω2 − yˆRe Vˆ ′(k)
]
|ψ(k)|2dr∗ + {1, a2}B
∫ ∞
−∞
(r − r+)2(−yˆ) Re Vˆ ′(j+1)|ψ(j+1)|2dr∗
+ {1, a2}B
∫ ∞
−∞
{
−yˆRe Vˆ ′(j)
(
1 + ω
2
(r −M)21[−R∗r ,R∗l ]
)
+ w(−yˆ)
yˆ′
w(−yˆ)1(−∞,−R∗r ]
}
|ψ(j)|2dr∗ ,
where the alternatives in {1, a2} and {1, |a|} given are for k = 1 6= |s| and any other pair (s, k), respectively.
We can now deal with the term involving |ψ(j)|2 in an analogous manner as for the the previous section of
the proof, we obtaining finally (6.27).
Global current for ω0 6= 0. We note the equalities
am
r2 + a2 = −(ω − ω0)
2Mr+
r2 + a2 , ω −
am
r2 + a2 = ω0
2Mr+
r2 + a2 +
(r − r+)(r + r+)
r2 + a2 ω .
Suppose ω0 6= 0. We can control the terms in the last three lines of (6.29) by∫ ∞
−∞
1
16 yˆ
′ω20 |ψ(k)|2
[
1 +B−yˆ∆r
−3
yˆ′
(
1
r2
+ ω
2
ω20
+ |ω||ω0|
)]
dr∗
+ (|s| − k)
∫ ∞
−∞
B
r4
yˆ′|ψ(k+1)|2
[(
yˆ∆r−3
yˆ′
)2( 1
r4
+
(
ω
ω0
)2)
+
∣∣∣∣ yˆ∆r−3yˆ′
∣∣∣∣
]
dr∗ ,
and the coupling terms in the second and third lines of (6.29) by∫ ∞
−∞
1
8 yˆ
′ω20 |ψ(k)|2dr∗ +
∫ ∞
−∞
B
r2
yˆ′|ψ(j)|2
(
yˆ∆r−3
yˆ′
)2(1 + ω2
ω0
+
∣∣∣∣ ωω0
∣∣∣∣+ 1) dr∗ .
It is now easy to obtain (6.26).
Two model y currentsl rr tso o e y c ed u nl rr tsll
We begin with a y current supported at large r∗. Let R∗3  1, R∗2 ∈ [R∗3/2, R∗3 − 1], R∗4 > R∗3, p ∈ (0, 1)
be sufficiently small, and h be a C1 function such that h(R∗3) > 0 and h′(R∗3) ≥ 0. For some p˜ ∈ (0, 1/8),
some δ ∈ (0, 1) and  ∈ (0, 1), define
y(r∗) = p˜
(∫ r∗
R∗2
h(x∗)dx∗
)
1[R∗2 ,R∗3 ] + y(R
∗
3)
[
1 + 64
R∗3
(
1
r∗ReV(k) −
1
R∗3 ReV(k)|r∗=R∗3
)]
1[R∗3 ,R∗4 ]
+ y(R∗4)
[
1 + 1(R∗4)δ
− 1(r∗)δ
]
1[R∗4 ,∞) , (6.30)
which, as long as
(−r∗ReV(k))′ ≥ 0 when r∗ ≥ R∗3 for sufficiently large R∗3, satisfies
y′(r∗) = p˜h1[R∗2 ,R∗3 ] +
64y(R∗3)
R∗3
1
(r∗ReV(k))2
(−r∗ReV(k))′ 1[R∗3 ,R∗4 ] + δy(R∗4)(r∗)1+δ 1[R∗4 ,∞) ≥ 0 . (6.31)
Assume Vk ≤ br−2 as r → ∞; then for R∗3 sufficiently large we can choose  sufficiently small indepen-
dently of R∗3 so that 64 ≤ (R∗3)2V(k)(R∗3)/4. Assuming ReV ′(k) < 0 in the support of y, we obtain
−(yReV(k))′1[R∗3 ,∞) ≥
[
64y(R∗3)
R∗3(r∗)2
− y(R∗3) ReV ′(k)
(
1− 64
R23V(k)(R∗3)|
)]
1[R∗3 ,R∗4 ]
− yReV ′(k)1[R∗4 ,∞)
(
1− Bδ|R∗4|δ
)
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≥ 64y(R
∗
3)/R∗3
(r∗)2 1[R
∗
3 ,R
∗
4 ] −
3
4y(R
∗
3) ReV ′(k)1[R∗3 ,R∗4 ] −
3
4yReV
′
(k)1[R∗4 ,∞)
≥ b [R∗3h′(R∗3) + h(R∗3)]
p˜
(r∗)21[R
∗
3 ,R
∗
4 ] −
3
4yReV
′
(k)1[R∗3 ,∞) . (6.32)
Moreover, if 0 <
(−r∗ReV(k))′ ≤ 2 ReV(k) for r∗ ∈ [R∗3, R∗4] and  is sufficiently small, we have(
1− r
∗y′
y
)
1[R∗3 ,∞) = 1−
64/R∗3(
1− 64(R∗3)2 ReV(k)(R∗3)
)
r∗ReV(k) + 64/R∗3
(−r∗ReV(k))′
ReV(k) 1[R
∗
3 ,R
∗
4 ]
− δ(R∗4)δ + 1
1[R∗4 ,∞)
≥ 1− 1283/4 + 641[R∗3 ,R∗4 ] −
δ
(R∗4)δ + 1
1[R∗4 ,∞) ≥ b (, δ) .
If h satisfies the estimate
h′′ + (|s| − k)w
′
w
h′ ≤ Bp [R
∗
3h
′(R∗3) + h(R∗3)]
(r∗)2 1[R
∗
3 ,R
∗
4 ] ,
then as long as p p˜,
3
4h(V(k) − ω
2) + 34y
′ω2 − 34(yReV(k))
′ − 14y
′ReV(k) −
(
h′′+ + (|s| − k)
w′
w
h′+
)
1[R∗3 ,2ep
−1R∗3 ]
≥ 12h
(V(k) − ω2)+ 34y′ω2 + b [R∗3h′(R∗3) + h(R∗3)] p˜(r∗)21[R∗3 ,R∗4 ] − 12yReV ′(k)1[R∗3 ,∞) . (6.33)
Similarly, as r∗ → −∞, we construct a current yˆ as follows. Let r+ < R0 < R2 < R5 <∞ with R2 very
close to r+ and −R∗5 ∈ [−R∗2/2,−R∗3 + 1]. Let p ∈ (0, 1) be sufficiently small, and h be a C1 function such
that h(R∗2) > 0 and h′(R∗2) ≤ 0. For some p˜ ∈ (0, 1/8), some δ ∈ (0, 1) and  ∈ (0, 1), define
yˆ(r∗) = −p˜
(∫ r∗
R∗5
h(x∗)dx∗
)
1[R∗2 ,R∗5 ] + yˆ(R
∗
2)
[
1− 64(−R∗2)
(
1
r∗Re Vˆ(k)
− 1
R∗2 Re Vˆ(k)|r∗=R∗2
)]
1[R∗0 ,R∗2 ]
+ yˆ(R∗0)
[
1 + 1(−R∗0)δ
− 1(−r∗)1/2
]
1(−∞,R∗0 ] , (6.34)
which, as long as
(
−r∗Re Vˆ(k)
)′
> 0 when r∗ ≤ R∗2 for sufficiently negative R∗2, satisfies
yˆ′(r∗) = p˜h1[R∗2 ,R∗5 ] +
64 (−yˆ(R∗2))
(−R∗2)
1
(r∗Re Vˆ(k))2
(
−r∗Re Vˆ(k)
)′
1[R∗0 ,R∗2 ] −
yˆ(R∗4)
(−r∗)3/21(−∞,R∗0 ] ≥ 0 ,
as long as
(
−r∗Re Vˆ(k)
)′
> 0 for r∗ ∈ [R∗0, R∗2] for sufficiently negative R∗2.
Suppose that, for R∗2 sufficiently negative, one can choose  sufficiently small but independent of R∗2 such
that 64 ≤ (R∗2)2V(k)(R∗2)/4. Then, if Re Vˆ ′(k) > 0 in the support of yˆ
−(yˆRe Vˆ(k))′1[R∗3 ,∞) ≥ −yˆ(R∗2)
[
64/(−R∗2)
(r∗)2 + Re Vˆ
′
(k)
(
1− 64
(R∗2)2Vˆ(k)(R∗2)
)]
1[R∗0 ,R∗2 ]
− yReV ′(k)1(−∞,R∗0 ]
(
1− Bδ|R∗0|δ
)
≥ 64|yˆ(R
∗
2)|/R∗2
(r∗)2 1[R
∗
0 ,R
∗
2 ] −
3
4 yˆ(R
∗
3) Re Vˆ ′(k)1[R∗0 ,R∗2 ] −
3
4 yˆRe Vˆ
′
(k)1(−∞,R∗2 ]
≥ b [R∗2h′(R∗2) + h(R∗2)]
p˜
(r∗)21[R
∗
0 ,R
∗
2 ] −
3
4 yˆRe Vˆ
′
(k)1(−∞,R∗2 ] . (6.35)
If h satisfies the estimate
h′′ + (|s| − k)w
′
w
h′ ≤ Bp [R
∗
2h
′(R∗2) + h(R∗2)]
(r∗)2 1[R
∗
0 ,R
∗
2 ] ,
then as long as p p˜,
3
4h(V(k) − ω
2) + 34 yˆ
′ω2 − 34(yˆRe Vˆ(k))
′ − 14 yˆ
′Re Vˆ(k) −
(
h′′ + (|s| − k)w
′
w
h′
)
1[R∗0 ,R∗2 ]
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≥ 12h
(V(k) − ω2)+ 34y′ω2 + b [R∗2h′(R∗2) + h(R∗2)] p˜(r∗)21[R∗0 ,R∗2 ] − 12 yˆReV ′(k)1(−∞,R∗2 ] . (6.36)
Note that the currents y and yˆ are designed to take advantage of the sign of ReV ′(k) while simultaneously
absorbing the error terms generated by derivatives of an h current of the type h+ (6.17) or, when a is
sufficiently close to M , h− (6.22).
6.4.5 Low frequencies and axisymmetry or small black hole angular momentum
In this section, we will focus on frequency triples in Flow,1. Concretely, we will show
Proposition 6.4.5 (Estimates in Flow,1a). Fix s ∈ {0,±1,±2} and M > 0. Then, for all δ > 0, ωhigh > 0,
ε−1width > 0, for all E,EW > 0 such that one is sufficiently large, for all a˜0 and ωlow sufficiently small
depending on the latter, for all (a, ω,m,Λ) ∈ Flow,1a(ωhigh, εwidth, ωlow, a˜0), there exist functions y, yˆ, h, χ1
and χ2 satisfying the uniform bounds |y|+ |yˆ|+ |h|+ |χ1|+ |χ2|+ |χ3|+ |χ4| ≤ B , such that, for all smooth Ψ
arising from a smooth solution to the radial ODE (4.8) via (4.12) and (4.13) and itself satisfying the radial
ODE (4.17), if Ψ has the general boundary conditions as in Lemma 4.3.5, we have the estimate
b
[
ω2
∣∣∣A[s]I+ ∣∣∣2 + (ω −mω+)2 ∣∣∣A[s]H+ ∣∣∣2]+ b(δ)∫ ∞−∞ ∆r2
[ 1
r1+δ
|Ψ′|2 + 1
r3
(r−δ + Λ)|Ψ|2
]
dr∗
≤ B(E,EW )
[
ω2
∣∣∣A[s]I− ∣∣∣2 + (ω −mω+)2 ∣∣∣A[s]H− ∣∣∣2]
+
∫ ∞
−∞
{
2(y + yˆ) Re
[
GΨ′
]
+ hRe
[
GΨ
]− E (χ2ω + χ1(ω −mω+)) Im [GΨ]} dr∗∫ ∞
−∞
EW
[
χ3
(
QW,K
)′ + χ4 (QW,T )′] .
Proposition 6.4.6 (Estimates in Flow,1b). Fix s ∈ {0,±1,±2} and M > 0. Then, for all δ > 0, ωhigh > 0,
ε−1width > 0 and a˜1 > 0, for all E sufficiently small, for all EW sufficiently large, for all ωlow sufficiently
small depending on the latter quantities, and for all (a, ω,m,Λ) ∈ Flow,1b(εwidth, ωhigh, a˜1) with m = 0,
there exist functions y(k), yˆ(k) and h(k), for 0 ≤ k ≤ |s| (we drop the subscript for k = |s|), satisfying the
uniform bounds |y(k)|+ |yˆ(k)|+ |h(k)| ≤ B(a˜1) , such that, for all smooth Ψ arising from a smooth solution to
the radial ODE (4.8) via (4.12) and (4.13) and itself satisfying the radial ODE (4.17), if Ψ has the general
boundary conditions as in Lemma 4.3.5, we have the estimate
ω2
∣∣∣A[s]I+ ∣∣∣2 + (ω −mω+)2 ∣∣∣A[s]H+ ∣∣∣2 + ∫ ∞−∞ ∆r2
[
r−1−δ|Ψ′|2 + r−3(Λ + r−δ)|Ψ|2
]
dr∗
≤ B(EW )
[
ω2
∣∣∣A[s]I− ∣∣∣2 + (ω −mω+)2 ∣∣∣A[s]H− ∣∣∣2]
+
∫ ∞
−∞
{
2(y + yˆ) Re
[
GΨ′
]
+ hRe
[
GΨ
]
+ EW
(
QW,T
)′ − Eω Im [GΨ]} dr∗
+B
|s|−1∑
k=0
∫ ∞
−∞
{
2(y(k) + yˆ(k)) Re
[
G(k)ψ(k)
′]+ h(k) Re [G(k)ψ(k)]} dr∗ .
Proposition 6.4.7 (Estimates in Flow,1c). Fix s ∈ {0,±1,±2} and M > 0. Then, for all δ > 0, ωhigh > 0
and ε−1width > 0, for all E sufficiently small, for all EW sufficiently large, for all a˜1 sufficiently small, for all
ωlow depending on ωhigh, εwidth and a˜1, and for all (a, ω,m,Λ) ∈ Flow,1c(ωhigh, εwidth, ωlow, a˜1), there exist
functions y(k), yˆ(k) and h(k), for k = 0, · · · , |s| (we drop the subscript for k = |s|), satisfying the uniform
bounds |y(k)|+ |yˆ(k)|+ |h(k)| ≤ B , such that, for all smooth Ψ arising from a smooth solution to the radial
ODE (4.8) via (4.12) and (4.13) and itself satisfying the radial ODE (4.17), if Ψ has the general boundary
conditions as in Lemma 4.3.5, we have the estimate
b
[
ω2
∣∣∣A[s]I+ ∣∣∣2 + (ω −mω+)2 ∣∣∣A[s]H+ ∣∣∣2]+ b(δ)∫ ∞−∞ ∆r2
[
r−1−δ|Ψ′|2 + (r −M)
r4
(Λ + r−δ)|Ψ|2
]
dr∗
≤ B(EW )
[
ω2
∣∣∣A[s]I−∣∣∣2 + (ω −mω+)2 ∣∣∣A[s]H−∣∣∣2]
+
∫ ∞
−∞
{
2(y + yˆ) Re
[
GΨ′
]
+ hRe
[
GΨ
]
+ EW
(
QW,T
)′ − Eω Im [GΨ]} dr∗
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+B
|s|−1∑
k=0
∫ ∞
−∞
{
2(y(k) + yˆ(k)) Re
[
G(k)ψ(k)
′]+ h(k) Re [G(k)ψ(k)]} dr∗ .
We briefly review the strategy. Recall that in Flow,1, both |ω| and |ω−mω+| are small. By Lemma 6.4.2,
we have V−ω2 > 0 in a large compact range of r∗ values, which we can exploit using a compactly supported
h current. Moreover, V ′ has a definite sign as r∗ → ±∞, so we connect the h current with y currents
supported near those ends. The y currents are built so that they start off within the region where h gives a
good estimate, but provide strong estimates, and furthermore could absorb the h errors if they are integrable,
when we start decreasing h to zero. Finally, we add energy currents which, if localized (when superradiance
can occur), produce localization errors in a region where h is strongest.
To be more concrete, let us distinguish between the three subranges of Flow,1. In Flow,1a, since a is small,
the coupling terms in the radial ODE for Ψ (4.17) can actually be seen as lower order. Thus, our combination
of h and y currents need only be applied at the level of (4.17) and localized Killing or Teukolsky–Starobinsky
energy currents can be used to control the boundary terms in this possibly superradiant regime(see Figure 2).
r+ R∗0 0 R
∗
3 ep
−1
R∗3
∞
R∗2
y
yˆ
h
χ2χ1
Figure 2: Currents in the proof of Theorem 6.1 and Proposition 6.1.1 for the frequency ranges Flow,1a
(relative size and scale not accurate).
Turning to Flow,1b and Flow,1c, we find that the coupling terms are not necessarily lower order. One
consequence of this fact is that we find it necessary to consider Teukolsky–Starobinsky-type energy currents,
since they do not “see” the coupling, to obtain a suitable control over the boundary terms. Another is that
we will need to apply our virial current techniques to the entire system of transformed equations together
in order to close an estimate at the level of Ψ. The h and y currents as previously described are applied to
each ψ(k), k = 0, . . . , |s|, but a difficulty occurs for k < |s|: the subextremal ends r∗ → ∞ and r∗ → ±∞
are quite different and thus, while in the h error term formula
h′′ + (|s| − k)w
′
w
h′
the w′/w term contributes with decay as r∗ →∞, it does not as r∗ → −∞. The upshot is that, for k < |s|,
the h error terms may come with non-integrable weights as r∗ →∞ and thus we may not be able to absorb
them by application of a y current at the level of the kth equation. We distinguish between Flow,1b and
Flow,1c because:
• Flow,1c is a range where a is so close to extremality that we can set up an h current where h′′ +
(|s| − k)w′w h′ is bounded by an integrable function, regardless of the fact that the background may be
subextremal. Then, from the point of view of our estimates, the r∗ → ±∞ ends are symmetric and
we can construct y currents at each of these ends whose errors are absorbed by the h current and that
in turn absorb the h current errors. We note that our construction of h is made possible not only by
the fact that M − a is small but also crucially by the compact support assumption on h and the fine
tuning of that support in terms of the difference M − a.
• Flow,1b is a range where a is genuinely subextremal. Again a y current supported near r = r+ an
be made to grow from zero so that its errors are absorved by the h current. But now, if k < |s|, we
can bound h′′ + (|s| − k)w′w h′ uniformly in terms of the size of the support of h by a function which
is O(|r∗|−1) only as r∗ → −∞, hence the y current cannot absorb the h current error. Instead, for
each k we use a version of the basic estimate 6.7 from Lemma 6.3.1, together with the subextremality
assumption, to convert the error into a boundary term of ψ(k) and a bulk term in ψ(k+1) which we
control by our application of the y current at that level. Therefore, we can still absorb the h errors by
application of a y current, but the latter is at a higher k level than the former.
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For k < |s|, after converting the dependence of y estimates on ImV(k) and ψ′(k) into a coupling to the (k+1)th
equation in the system by Lemma 5.1.1, we select h (hence both y currents, which are started off by h; see
Figure 3) so as to make that coupling appear with a small constant. Then, setting the inhomogeneity aside,
a good bulk term in k can be controlled by, if k 6= 0, the bulk terms in j < k and, if k < |s|, by a small
multiple of a bulk term in k + 1. By iterating along the system, we can close an estimate for Ψ, i.e. at the
level k = |s|.
R∗0 R
∗
3 ep
−1
R∗3
∞
r+ R
∗
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h(0)
y(0)
yˆ(0)
h(1) y(2)
yˆ(2)
h
y
yˆ
Figure 3: Virial currents in the proof of Theorem 6.1 and Proposition 6.1.1 for the frequency ranges Flow,1b
and Flow,1c (relative size and scale not accurate).
Concretely:
Proof of Proposition 6.4.7. Let (ω,m,Λ) ∈ Flow,1c be an admissible frequency triple, i.e. assume all fre-
quency parameters are bounded in terms of εwidth and ωhigh, m = 0, |ω| ≤ ωlow is sufficiently small and, for
some sufficiently small a˜0 we have 0 ≤M − a < a˜1 .
Let R∗3 be a sufficiently large and positive value, R∗2 be sufficiently negative. Let p ∈ (0, 1) be defined
in terms of M and a˜1 by
√
M2 − (M − a˜1)2 = e−2/p and define R1 = r+ + (R2 − r+)e−1/p and R0 =
r+ + (R1 − r+)/2. The scaling of the r-values R1 and R0 with p is critical to our proof: it ensures that, in
practice, the present regime can be treated as if the Kerr black hole were exactly extremal, since
∆(r −M)−2 = 1 +
(√
M2 − a2
r −M
)2
= 1 +O(p) , (6.37)
for r ≥ R0.
The h current. In Flow,1c, we apply an h current to each equation in the transformed system. Thus, for
each k = 0, . . . , |s|, we consider the function h(k) composed by
h(k) = hleft + hk,int + hright .
Here, hk,int is supported in the large region r∗ ∈ [R∗2, R∗3] and equal to
hk,int =
(
w
max{w(R∗3), w(R∗2)}
)−(s−k)/2
1[R∗2 ,R∗3 ] ,
which produces no errors in terms of |ψ(k)|2 by (6.15) when σ = 1/4 (see Lemma 6.4.3).
At the endpoints of the interval [R∗2, R∗3], we glue in the functions hleft and hright in a C1 fashion; these
are modeled after the currents introduced in (6.16) and (6.19) respectively. Indeed:
hleft =
[
C−k,0
(
p− (1 + p)
√
M2 − a2
R1 − r+
)
log
(
r −M
R2 −M
)
+ ph(k)(R2)
r −M
R2 −M
]
1[R1,R2]
+ C−k,0
[
(1 + p) r − r+
R2 − r+
R2 −M
r −M − (1 + p)
r −M
R2 −M
]
1[R1,R2]
+
[
C−N+1
r − r+
R1 − r+
R1 −M
r −M + C
−
N+2
R1 −M
r −M + C
−
N+3 log
(
R1 −M
r −M
)
+ C−N+4
r −M
R1 −M
]
1[R0,R1] ,
C−k,0 := h(k)(R2)− (R2 −M)
dh(k)
dr
(R2) ,
where C−N+1 up to C
−
N+4 are fixed in terms of the remaining constants by the constraints that hleft is C1 at
r = R1 and hleft(R0) = h′left(R0) = 0 (see also (6.21)); moreover,
hright = C+k,0
[
(1 + p)− (1 + p)R
∗
3
r∗
+ p log
(
R∗3
r∗
)]
1[R∗3 ,ep
−1R∗3 ]
+ ph(k)(R∗3)
R∗3
r∗
1[R∗3 ,ep
−1R∗3 ]
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+ 2log 8− 2
[
p(1− e−1/p)C+k,0 − e−1/pR∗3h′(k)(R∗3)
]
×
[
1− 2e
p−1R∗3
r∗
+
(
r∗
2ep−1R∗3
+ 2e
p−1R∗3
r∗
)
log 2− log
(
2r∗
ep−1R∗3
)]
1[ep−1R∗3 ,2ep
−1R∗3 ]
, ,
C+k,0 = h(k)(R
∗
3) +R∗3h′(k)(R∗3) .
Note that, by (6.17) and (6.22), the errors generated by such currents,
h′′(k)1[R∗2 ,R∗3 ]c ,
(
h′′(k) + (|s| − k)
w′
w
h′(k)
)
1[R∗2 ,R∗3 ]c ≤
Bp
(r∗)2
[
C−k,01[R0,R2] + C
+
k,01[R∗3 ,2ep
−1R∗3 ]
]
,
are integrable in r∗ and come with a small parameter p.
In conclusion, application of the h(k) current to the radial ODE (4.14) gives the estimate (See
Lemma 6.4.3)
3
4
∫ ∞
−∞
[
h(k)
(
ReV(k) − |s| − k2
(
w′
w
)′
− ω2
)
− hk,int |s| − k4
(
w′
w
)′] ∣∣ψ(k)∣∣2 dr∗
+
∫ ∞
−∞
{
h
∣∣∣ψ′(k)∣∣∣2 − Bp(r∗)2 [C−k,01[R0,R2] + C+k,01[R∗3 ,2ep−1R∗3 ]] ∣∣ψ(k)∣∣2 − h(k) Re [G(k)ψ(k)]
}
dr∗
≤ kB
k−1∑
j=0
∫ ∞
−∞
(hleft + hright)
(
ReV(j) − |s| − j2
(
w′
w
)′
− ω2
)∣∣ψ(j)∣∣2 dr∗ (6.38)
+ kB
k−1∑
j=0
∫ ∞
−∞
hk,int
(
ReV(j) − |s| − j3
(
w′
w
)′
− ω2
)∣∣ψ(j)∣∣2 dr∗ .
The y and yˆ currents. The next step is to introduce currents that can absorb the error term introduced by
hleft and hright while also ensure adequate control over ψ(k) as r∗ → ±∞. This is done by using currents
based on the model currents (6.30) and (6.34), introduced in Section 6.4.4; in the present regime, we define
and apply them for each k = 0, . . . , |s|. Indeed, for some p˜ ∈ (0, 3/32), we set
y(k) = p˜1[R∗3/2,R∗3 ]
∫ r∗
R∗3
2
hk,int(x∗)dx∗ + y(R∗3)
[
1 + 64
R∗3
(
1
r∗ReV(k) −
1
R∗3 ReV(k)|r∗=R∗3
)]
1[R∗3 ,2ep
−1R∗3 ]
+ y(2ep
−1
R∗3)
[
1 + 1
(2ep−1R∗3)δ
− 1(r∗)δ
]
1[2ep−1R∗3 ,∞) ≥ 0 ,
yˆ(k) = −p˜1[R∗2 ,R∗2/2]
∫ r∗
R∗2/2
hk,int(x∗)dx∗ + yˆ(k)(R∗2)
[
1− 64(−R∗2)
(
1
r∗Vˆ(k)
− 1
R∗2Vˆ(k)|r∗=R∗2
)]
1[R∗0 ,R∗2 ]
+ yˆ(k)(R∗0)
[
1− 1(−R∗0)1/2
+ 1(−r∗)1/2
]
1(−∞,R∗0 ] ≤ 0 .
Noting the properties of the potential derived in Lemma 6.4.2, the critical observation (6.37) and the
considerations regarding the model currents (6.30) and (6.34), it is clear that, as long as a˜1 or p are
sufficiently small, one can choose  sufficiently small, R∗3 sufficiently large and R∗2 sufficiently negative so
that y′, yˆ′ > 0, and so that(
1− r
∗yˆ(k)
yˆ′(k)
)
1(−∞,R∗2 ] ≥ b1(−∞,R∗2 ] ,
(
1− r
∗y(k)
y′(k)
)
1[R∗3 ,∞) ≥ b1[R∗3 ,∞) ,
for some b > 0 independent of R∗3. Moreover, if  and p are sufficiently small,(
1− r
∗yˆ(k)
yˆ′(k)
)
1[R∗0 ,R∗2 ] ≥ 1−
64(−r∗)(r −M)
64+
(
1− 64(R∗2)2Vˆ(R(∗2)
)
(−r∗)(−R∗2)Vˆ(k)
(
−r∗Vˆ
)′
Vˆ(−r∗)(r −M)1[R
∗
0 ,R
∗
2 ]
≥ 1− 64
64+ 34 (−r∗)(−R∗2)Vˆ(k)
4(−r∗)(r − r+) + 4(−r∗)ep−2
2M2 1[R
∗
0 ,R
∗
2 ]
≥ 1− 6× 64
64+ 34 (R∗2)2Vˆ(k)(R∗2)
1[R∗0 ,R∗2 ] ≥ b
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(
1− r
∗yˆ(k)
yˆ′(k)
)
1(−∞,R∗0 ] ≥ 1−
(−r∗)−1/2
2(1− (−R∗0)−1/2 + (−r∗)−1/2
≥ 1− 12R∗0
≥ b .
Choosing p˜ 1, as long as a˜1 is sufficiently small that p p˜, by adapting (6.33) and (6.36), we find
3
4hk int
(
ReV(k) − |s| − k4
(
w′
w
)′
− ω2
)
− Bp(r∗)2
[
C−0 1[R0,R2] + C+0 1[R∗3 ,2ep−1R∗3 ]
]
+
[
3
4y
′
(k)ω
2 − 34
(
y(k) ReV(k)
)′ − 14y(k) ReV ′(k)
]
+
[
3
4 yˆ
′ω2 − 34
(
yˆ(k) Re Vˆ(k)
)′
− 14 yˆ(k) Re Vˆ
′
(k)
]
(6.39)
≥ 12hk int
(
ReV(k) − (|s| − k)3
(
w′
w
)′
− ω2
)
+ 34 yˆ
′
(k)(ω −mω+)2 −
1
2 yˆ(k) Re Vˆ
′
(k)1(−∞,R∗2 ] +
3
4y
′
(k)ω
2 − 12y(k) ReV
′
(k)1[R∗3 ,∞) .
We want to add (6.38) and the estimates (6.25) and (6.27) from Lemma 6.4.4 (the latter with the further
simplification laid out below its statement). Note that, if |ω| ≤ ωlow is sufficiently small, ω|R∗3|, ω|R∗2|  1;
on the other hand, if R∗3 and |R∗2| are sufficiently large, the errors∫ ∞
−∞
[
y′(k)w
(
wy2(k)
(y′(k))2
)
1[R∗3/2,R∗3 ] + y
′w
(
wyˆ2(k)
(yˆ′(k))2
)
1[R∗2 ,R∗2/2]
]
|ψ(k)|2

∫ ∞
−∞
hk int
(
ReV(k) − |s| − k3
(
w′
w
)′
− ω2
)
|ψ(k)|2 ,
are easily absorbed into the left hand side of (6.38). We obtain∫ ∞
−∞
[
3
4
(
yˆ′(k) + y′(k)
)
ω2 − 12 yˆ(k) Re Vˆ
′
(k)1(−∞,R∗2 ] −
1
2y(k) ReV
′
(k)1[R∗3 ,∞)
]
|ψ(k)|2dr∗
+
∫ ∞
−∞
{(
y′(k) + yˆ′(k) + h
)
|ψ′(k)|2 +
1
4hk,int
(
ReV(k) − |s| − k3
(
w′
w
)′
− ω2
)∣∣ψ(k)∣∣2
}
dr∗
+
∫ ∞
−∞
3
4(hk,left + hk,right)
(
ReV(k) − (|s| − k)2
(
w′
w
)′
− ω2
)∣∣ψ(k)∣∣2 dr∗
≤ 2y(k)(∞)ω2
∣∣∣A[s]k,I+ sign s∣∣∣2 + 2|yˆ(k)(−∞)|ω2 ∣∣∣A[s]k,H− sign s ∣∣∣2
+
∫ ∞
−∞
{
h(k) Re
[
G(k)ψ(k)
]
+ 2(y(k) + yˆ(k)) Re
[
G(k)ψ(k)
′]}
dr∗ (6.40)
− kB
k−1∑
j=0
∫ ∞
−∞
y(k) ReV ′(j) + yˆ(k) Re Vˆ ′(j) −
R∗31[R∗3
2 ,R
∗
3
] + |R∗2|1[
R∗2 ,
R∗2
2
]hk,intw
 |ψ(j)|2dr∗
+ kB
k−1∑
j=0
∫ ∞
−∞
[
hk
(
ReV(j) − |s| − j2
(
w′
w
)′
− ω2
)
+ hk,int
|s| − j
6
(
w′
w
)′]
|ψ(j)|2dr∗
− (k − 1)B
k−2∑
j=0
∫ ∞
−∞
[
1
r2
y(k) ReV ′(j+1) + (r − r+)2yˆ(k) Re Vˆ ′(j+1)
]
|ψ(j+1)|2dr∗
− (|s| − k)B
∫ ∞
−∞
ω2
[
y(k) ReV ′(k+1) + yˆ(k) Re Vˆ ′(k+1)
]
|ψ(k+1)|2dr∗ .
By our definition of hk,int, hj,int1[R∗3/2,R∗3 ] = (R
∗
3)k−jhk,int1[R∗3/2,R∗3 ]; likewise, by our crucial assumption
(6.37), the same occurs at the other end, i.e. hj,int1[R∗2 ,R∗2/2] = (R
∗
2)k−jhk,int1[R∗2 ,R∗2/2]. The same gain is
inherited by y and yˆ. Consequently, the last five lines of (6.40) are controlled by
kB
k−1∑
j=0
∫ ∞
−∞
[
hj,int
(
ReV(j) − (|s| − j)3
(
w′
w
)′
− ω2
)
+ (hj − hj,int)
(
ReV(j) − (|s| − j)2
(
w′
w
)′
− ω2
)
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−y(j) ReV ′(j)1[R∗3 ,∞) − yˆ(j) Re Vˆ ′(j)1(−∞,R∗2 ]
]
|ψ(j)|2dr∗
− (|s| − k)ωlow
∫ ∞
−∞
[
y(k+1) ReV ′(k+1) + yˆ(k+1) Re Vˆ ′(k+1)
]
|ψ(k+1)|2dr∗ .
Iterating along k = 0, . . . , |s|, we finally get∫ ∞
−∞
1
2
[
3
4 yˆ
′
(k)(ω −mω+)2 −
1
2 yˆ(k) Re Vˆ
′
(k)1(−∞,R∗2 ] +
3
4y
′
(k)ω
2 − 12y(k) ReV
′
(k)1[R∗3 ,∞)
]
|ψ(k)|2dr∗
+
∫ ∞
−∞
{(
y′(k) + yˆ′(k) + h
)
|ψ′(k)|2 +
1
8hk,int
(
ReV(k) − 3(|s| − k)4
(
w′
w
)′
− ω2
)∣∣ψ(k)∣∣2
}
dr∗
+
∫ ∞
−∞
3
8(hk,left + hk,right)
(
ReV(k) − (|s| − k)2
(
w′
w
)′
− ω2
)∣∣ψ(k)∣∣2 dr∗
≤ Bω2
k∑
j=0
{
y(j)(∞)
[∣∣∣A[s]j,I+ sign s∣∣∣2 + δk,|s| ∣∣∣A[s]I− sign s∣∣∣2]+ |yˆ(j)(−∞)| [∣∣∣A[s]j,H− sign s∣∣∣2 + δk,|s| ∣∣∣A[s]H+ sign s ∣∣∣2]}
+B
k∑
j=0
∫ ∞
−∞
{
h(j) Re
[
G(j)ψ(j)
]
+ 2(y(j) + yˆ(j)) Re
[
G(j)ψ(j)
′]}
dr∗
− (|s| − k)ωlow
∫ ∞
−∞
[
y(k+1) ReV ′(k+1) + yˆ(k+1) Re Vˆ ′(k+1)
]
|ψ(k+1)|2dr∗ . (6.41)
The energy currents. We now need to control the boundary terms appearing on the right hand side of (6.41).
Since m = 0 in Flow,1c, there is no superradiance so we can apply global energy currents. A multiple, E, of
the Killing T -energy current generates coupling terms
|s|−1∑
j=0
∫ ∞
−∞
aEωw Im
[
Ψcids,|s|,iψ(j)
]
dr∗
≤
∫ ∞
−∞
1
64
[
h
(V − ω2)+ y′ω2 + yˆ′ω2] |Ψ|2dr∗
+ |s|
|s|−1∑
j=0
E2B
∫ ∞
−∞
[
ω21[R∗2 ,R∗3 ] +
(
w
y′
+ w
yˆ′
)
1[R∗2 ,R∗3 ]c
]
w|ψ(j)|2dr∗
≤
∫ ∞
−∞
1
64
[
h
(V − ω2)+ y′ω2 + yˆ′ω2] |Ψ|2dr∗
+BE2 max{|R∗3|, |R∗2|}|s|
|s|−1∑
j=0
∫ ∞
−∞
[
ω2w1[R2,R3] + w1[R∗2 ,R∗3 ]c
] |ψ(j)|2dr∗ .
We deal with the last term above by applications of the basic estimate (6.7) from Lemma 6.3.1 with (see
also Figure 4)
c = r − r+
r
1[r+,R2] −
1
r
1[R3,∞) +
(
c(R2) +
r∗ −R∗2
R∗3 −R∗2
c(R3)
)
1[R2,R3] ,
which yields∫ ∞
−∞
w1[R2,R3]c |ψ(j)|2dr∗
≤
∫ ∞
−∞
(
c′ − c(R3)
R∗3 −R∗2
1[R2,R3]
)
|ψ(j)|2dr∗ (6.42)
r+ ∞− 1r
r−r+
r c(r)
Figure 4: A weight c(r) for application of basic estimate (6.7) from Lemma 6.3.1 in the analysis in Flow,1c.
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≤ B
∫ ∞
−∞
(
w21[R2,R3]c + w
|R∗2|−1 + |R∗3|−1
R∗3 −R∗2
1[R2,R3]
)
|ψ(j+1)|2dr∗ +B
∫ ∞
−∞
(R∗3)−1
R∗3 −R∗2
1[R2,R3]|ψ(j)|2dr∗
≤ B
∫ ∞
−∞
w21[R2,R3]c |Ψ|2dr∗ +B
|s|∑
j=0
∫ ∞
−∞
max{|R∗3|, |R∗2|}−2(|s|−j)
|R∗3|−1 + |R∗2|−1
R∗3 −R∗2
1[R2,R3]|ψ(j)|2dr∗
≤ B
∫ ∞
−∞
w′1[R2,R3]c |Ψ|2dr∗ +B
|s|∑
j=0
∫ ∞
−∞
max{|R∗3|, |R∗2|}−(|s|−j)w1[R2,R3]|ψ(j)|2dr∗ ,
Thus, as long as we make E sufficiently small depending on R3, the errors generated by the coupling terms
are controlled by∫ ∞
−∞
1
64
[
h
(V − ω2)+ y′ω2 + yˆ′ω2] |Ψ|2
+ E2 max{|R∗3|, |R∗2|}B
∫ ∞
−∞
w′1[R2,R3]c |Ψ|2dr∗ +
|s|∑
j=0
∫ ∞
−∞
h(j)w1[R2,R3]|ψ(j)|2dr∗

≤
∫ ∞
−∞
3
128
[
h
(V − ω2)+ (y′ + yˆ′)ω2 − yV ′1[R3,∞) − yˆVˆ ′1[r+,R2]] |Ψ|2
+ |s|
|s|−1∑
j=0
E
∫ ∞
−∞
h(j)
(
ReV(j) − (|s| − j)3
(
w′
w
)′
− ω2
)
1[R2,R3]|ψ(j)|2dr∗
≤
∫ ∞
−∞
1
32
[
h
(V − ω2)+ y′ω2 + yˆ′ω2 − yV ′1[R3,∞) − yˆVˆ ′1[r+,R2]] |Ψ|2 ,
where we have used (6.41) for all j = 0, . . . , |s| to conclude. These errors can clearly be absorbed by the left
hand side of the k = |s| version of (6.41).
Since the Killing T current needs to be multiplied by a small parameter in order for the coupling error
terms to be absorbed, it does not provide enough control over the boundary terms appearing in (6.41).
Thus, we must introduce a multiple, EW , of a T -type Teukolsky–Starobinsky energy current, which does
not see coupling. The boundary terms become2y(∞)
1, 1 +B
|s|−1∑
j=0
y(j)(∞)
y(∞)
∣∣∣A[s]j,I+ ∣∣∣2∣∣∣A[s]I+ ∣∣∣2
− EW
{
1, Cs
DIs
}ω2 ∣∣∣A[s]I+ ∣∣∣2
+
2y(∞)
1 +B
|s|−1∑
j=0
y(j)(∞)
y(∞)
∣∣∣A[s]j,I−∣∣∣2∣∣∣A[s]I− ∣∣∣2 , 1
+ EW
{
Cs
DIs
, 1
}ω2 ∣∣∣A[s]I− ∣∣∣2
+
2|yˆ(−∞)|
1 +B
|s|−1∑
j=0
yˆ(j)(−∞)
yˆ(−∞)
∣∣∣A[s]j,H+ ∣∣∣2∣∣∣A[s]H+ ∣∣∣2 , 1
− EW
{
Cs
DHs
, 1
}ω2 ∣∣∣A[s]H+ ∣∣∣2
+
2|yˆ(−∞)|
1, 1 +B
|s|−1∑
j=0
yˆ(j)(−∞)
yˆ(−∞)
∣∣∣A[s]j,H−∣∣∣2∣∣∣A[s]H− ∣∣∣2
+ EW
{
1, Cs
DHs
}ω2 ∣∣∣A[s]H−∣∣∣2
≤ ω2
{[
3y(∞)− 13EW
] ∣∣∣A[s]I+ ∣∣∣2 + [3y(∞) + 53EW
] ∣∣∣A[s]I− ∣∣∣2}
+ ω2
{[
3|yˆ(−∞)| − 13EW
] ∣∣∣A[s]H+ ∣∣∣2 + [3|yˆ(−∞)|+ 53EW
] ∣∣∣A[s]H−∣∣∣2}
≤ ω2
{
−
∣∣∣A[s]I+ ∣∣∣2 − ∣∣∣A[s]H+ ∣∣∣2 + 5EW ∣∣∣A[s]I− ∣∣∣2 + 5EW ∣∣∣A[s]H− ∣∣∣2} .
Here, the alternatives given are for sign s = ±1, respectively. The conclusion is obtained appealing to
Lemma 6.4.1(iv)–(v), using the smallness of a˜1, making |ω| ≤ ωlow sufficiently small depending on R∗2, R∗3
(i.e. on a˜1) and choosing EW ≥ 12 max{y(∞), |yˆ(−∞)|}.
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We can now rescale the currents so that max{y(∞), |yˆ(−∞)|} = 1. From the k = |s| case of (6.41),
combining with the results obtained for the energy currents, we obtain
1
16
∫ ∞
−∞
{
(y′ + yˆ′ + h) |Ψ′|2 +
[
h
(V − ω2)+ yˆ′(ω −mω+)2 − yˆVˆ ′1(−∞,R∗2 ] + y′ω2 − yV ′1[R∗3 ,∞)] |Ψ|2} dr∗
≤ ω2
{
−
∣∣∣A[s]I+ ∣∣∣2 − ∣∣∣A[s]H+ ∣∣∣2 + 5EW ∣∣∣A[s]I−∣∣∣2 + 5EW ∣∣∣A[s]H− ∣∣∣2}
+B
|s|−1∑
j=0
∫ ∞
−∞
{
h(j) Re
[
G(j)ψ(j)
]
+ 2(y(j) + yˆ(j)) Re
[
G(j)ψ(j)
′]}
dr∗
+
∫ ∞
−∞
{
hRe
[
GΨ
]
+ 2(y + yˆ) Re
[
GΨ′
]
− Eω Im [GΨ]+ EW (QW,T )′} dr∗ , (6.43)
which concludes the proof.
Proof of Propositions 6.4.5 and 6.4.6. Let (a, ω,m,Λ) ∈ Flow,1a ∪ Flow,1b, i.e. assume all frequency param-
eters are bounded in terms of εwidth and ωhigh, |ω| ≤ ωlow is sufficiently small, for some small a˜1 fixed by
the previous proof we have 0 ≤ a ≤M − a˜1, and either |a| ≤ a˜0 or m = 0.
Let R∗3 be a sufficiently large and positive value and let p ∈ (0, 1) be a small value to be fixed.
The h current. In Flow,1a and Flow,1b, as a is subextremal, we cannot expect the model current (6.19) to
generate small, integrable error terms when k ≤ s 6= 0. At it turns out, in Flow,1a, it is enough to apply
currents only at the level k = |s|, using the smallness of a to obtain easy control of any coupling errors. In
Flow,1b, however, we must apply multiplier currents to all 0 ≤ k ≤ |s|; there, we settle for smallness of the
h current errors, dropping the integrability requirement: for the r∗ < 0 end, we apply the model current
(6.16) with symmetric argument.
As the currents we consider are the same in both cases, though those for k < |s| are not necessary in
Flow,1a, we construct them together. For each k = 0, . . . , |s|, we consider the function h(k) composed by
h(k) = hleft + hk,int + hright ,
writing h for h(|s|). Here, hk,int is given by (c.f. the case Flow,1c)
hk,int =
(
w
max{w(R∗3), w(−R∗3)}
)−(s−k)/2
1[R∗3 ,R∗3 ] ,
which produces no errors in terms of |ψ(k)|2 by (6.15) when σ = 1/4 (see Lemma 6.4.3 and the remarks at
the end of Section 6.4.3); hright is defined in the same way as in the case Flow,1c and
hleft = C−k,0
[
(1 + p)− (1 + p) R
∗
3
|r∗| + p log
(
R∗3
|r∗|
)]
1[−ep−1R∗3 ,−R3] + ph(k)(R
∗
3)
R∗3
|r∗|1[−ep−1R∗3 ,−R∗3 ]
+ 2log 8− 2
[
p(1− e−1/p)C−k,0 − e−1/pR∗3h′(k)(−R∗3)
]
×
[
1− 2e
p−1R∗3
|r∗| +
(
|r∗|
2ep−1R∗3
+ 2e
p−1R∗3
|r∗|
)
log 2− log
(
2|r∗|
ep−1R∗3
)]
1[−2ep−1R∗3 ,ep−1R∗3 ], ,
C−k,0 = h(k)(−R∗3) +R∗3h′(k)(−R∗3) .
As we have seen for Flow,1c the errors generated by hright for each k ≤ |s| are integrable in r∗ and come
with a small parameter p; thus they can will be absorbed by a suitable choice of y current. On the other
hand, by (6.18), errors due to hleft come with a smallness parameter but are not integrable for 0 ≤ k < |s|:(
h′′left + (|s| − k)
w′
w
h′left
)
≤ BpC−k,0
(
1
(r∗)2 +
|s| − k
|r∗|
)
1[−2ep−1R∗3 ,−R∗3 ] .
For 0 ≤ k < |s|, these errors cannot be absorbed by any y current. In Flow,1b, where this is pertinent, we
use the basic estimate (6.7) from (6.3.1) instead, with (see also
c = − log |r∗|1[−2ep−1R∗3 ,R∗3 ] +
(
1
|r∗| −
1
2ep−1R∗3
− log(2ep−1R∗3)
)
1(−∞,−2ep−1R∗3 ] ,
c′ = 1|r∗|1[−2ep−1R∗3 ,R∗3 +
1
(r∗)21(−∞,−2ep−1R∗3 ] .
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As long as R∗3 is sufficiently large depending on a˜0, wc2/c′ is a decreasing function. If moreover R∗3
is sufficiently large depending on p, R3 ≥ 10(Ma˜1p)−1, the latter is bounded above independently of the
parameters:
wc2
c′
≤ Bw(r∗)2
(
log(2ep
−1
R∗3)
)2
≤ B exp
(
−
√
M2 − a2
Mr+
|r∗|
)
|r∗|2
(
log(2ep
−1
R∗3)
)2
1(−∞,−R∗3 ]
≤ B exp
(
−
√
M2 − a2
Mr+
R∗3
)
(R∗3)2
(
log(2ep
−1
R∗3)
)2
1(−∞,−R∗3 ] ≤ B .
On the other hand, as long as R3 ≤ eB/p for some finite B, we also have
p log(2ep
−1
R∗3) = 1 + p log(2R∗3) ≤ B .
Thus, from Lemma (6.3.1), for 0 ≤ j < |s|, we obtain∫ −R∗3
−∞
pc′
∣∣ψ(k+1)∣∣2 dr∗
≤ Bp log(2ep−1R∗3)
∣∣∣A[s]k,H− sign s ∣∣∣2 +Bp ∫ −R∗3−∞ wwc
2
c′
∣∣ψ(k+1)∣∣2 dr∗
≤ B
∣∣∣A[s]k,H− sign s ∣∣∣2 + ∫ ∞−∞ pw1(−∞,−R∗3 ] ∣∣ψ(k+1)∣∣2 dr∗ .
By Lemma 6.4.3, application of the h(k) current to the kth radial ODE (4.14) gives the estimate
3
4
∫ ∞
−∞
[
h(k)
(
ReV(k) − (|s| − k)2
(
w′
w
)′
− ω2
)
− hk,int (|s| − k)4
(
w′
w
)′] ∣∣ψ(k)∣∣2 dr∗
+
∫ ∞
−∞
{
h(k)
∣∣∣ψ′(k)∣∣∣2 − Bp(r∗)2 [C−k,01[−2ep−1R∗3 ,−R∗3 ] + C+k,01[R∗3 ,2ep−1R∗3 ]] ∣∣ψ(k)∣∣2
}
dr∗
≤ B(|s| − k)C−k,0
∣∣∣A[s]k,H− sign s∣∣∣2 + ∫ ∞−∞ h(k) Re [G(k)ψ(k)] dr∗
+ (|s| − k)BC−k,0
∫ −R∗3
−∞
pw
∣∣ψ(k+1)∣∣2 dr∗
+ ka2B
k−1∑
j=0
∫ ∞
−∞
(hleft + hright)
(
ReV(j) − (|s| − j)2
(
w′
w
)′
− ω2
)∣∣ψ(j)∣∣2 dr∗ (6.44)
+ ka2B
k−1∑
j=0
∫ ∞
−∞
hk,int
(
ReV(j) − (|s| − j)4
(
w′
w
)′
− ω2
)∣∣ψ(j)∣∣2 dr∗ .
We recall the reader that only the case k = |s| of (6.44) need be taken into account to deal with the regime
Flow,1a, where a is small.
The y currents. We further consider currents y(k) and yˆ(k) similarly constructed to the case of Flow,1c, i.e.
based on the model currents (6.30) and (6.34): for some  > 0 and p˜ > 0,
y(k) = p˜1[R∗3/2,R∗3 ]
∫ r∗
R∗3
2
hk,int(x∗)dx∗ + y(R∗3)
[
1 + 64
R∗3
(
1
r∗ReV(k) −
1
R∗3 ReV(k)|r∗=R∗3
)]
1[R∗3 ,2ep
−1R∗3 ]
+ y(2ep
−1
R∗3)
[
1 + 1
(2ep−1R∗3)δ
− 1(r∗)δ
]
1[2ep−1R∗3 ,∞) ≥ 0 ,
r+
2ep
−1
R∗3 −R∗3
c
Figure 5: A weight c(r) for application of basic estimate (6.7) from Lemma 6.3.1 in the analysis of Flow,1b.
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yˆ(k) = −p˜1[−R∗3 ,−R∗3/2]
∫ r∗
−R∗3/2
hk,int(x∗)dx∗
+ yˆ(k)(−R∗3)
[
1− 64
R∗3
(
1
r∗Vˆ(k)
− 1
(−R∗3)Vˆ(k)|r∗=−R∗3
)]
1[−2ep−1R∗3 ,−R∗3 ]
+ yˆ(k)(−2ep
−1
R∗3)
[
1− 1
(2ep−1R∗3)1/2
+ 1(−r∗)1/2
]
1(−∞,−2ep−1R∗3 ] ≤ 0 .
As in the case of Flow,1c, we can fix  and p˜ such that, as long as R∗3 is sufficiently large, yˆ′, y′ > 0 and
3
4hk,int
(
ReV(k) − (|s| − k)4
(
w′
w
)′
− ω2
)
− Bp(r∗)2
[
C−k,01[−2ep−1R∗3 ,−R∗3 ] + C
+
k,01[R∗3 ,2ep
−1R∗3 ]
]
+
[
3
4y
′
(k)ω
2 − 34
(
y(k) ReV(k)
)′ − 14y(k) ReV ′(k)
]
+
[
3
4 yˆ
′ω2 − 34
(
yˆ(k) Re Vˆ(k)
)′
− 14 yˆ(k) Re Vˆ
′
(k)
]
(6.45)
≥ 12hk,int
(
ReV(k) − (|s| − k)3
(
w′
w
)′
− ω2
)
+ 34 yˆ
′
(k)(ω −mω+)2 −
1
2 yˆ(k) Re Vˆ
′
(k)1(−∞,R∗2 ] +
3
4y
′
(k)ω
2 − 12y(k) ReV
′
(k)1[R∗3 ,∞) .
Hence, we can invoke estimates (6.25) and (6.27) in the form given in Lemma 6.4.4.
Before doing so, note that, for k < |s|, the anti-derivative of w(|s|−k)/2 in r∗ is comparable to
w(|s|−k)/2/
√
M2 − a2, since
exp
(
− (|s| − k)2
√
M2 − a2
Mr+
|r∗|
)
= 2(|s| − k)
Mr+√
M2 − a2
d
dr∗
exp
(
− (|s| − k)2
√
M2 − a2
Mr+
|r∗|
)
. (6.46)
Moreover, as ReV ′(k) ≥ bw
√
M2 − a2 for some b > 0, we conclude that −yˆReV(k) ≥ bhk,intw. Using the
information already derived for y in the case Flow,1c, we obtain∫ ∞
−∞
[
3
4 yˆ
′
(k)(ω −mω+)2 −
1
2 yˆ(k) Re Vˆ
′
(k)1(−∞,−R∗3 ] +
3
4y
′
(k)ω
2 − 12y(k) ReV
′
(k)1[R∗3 ,∞)
]
|ψ(k)|2dr∗
+
∫ ∞
−∞
{(
y′(k) + yˆ′(k) + h
)
|ψ′(k)|2 +
1
4hk,int
(
ReV(k) − (|s| − k)3
(
w′
w
)′
− ω2
)∣∣ψ(k)∣∣2
}
dr∗
+
∫ ∞
−∞
3
4 (hk,left + hk,right)
(
ReV(k) − (|s| − k)2
(
w′
w
)′
− ω2
)∣∣ψ(k)∣∣2 dr∗
≤ 2y(k)(∞)ω2
∣∣∣A[s]k,I+ sign s ∣∣∣2 + 2 [|yˆ(k)(−∞)|ω2 +B(|s| − k)C−k,0] ∣∣∣A[s]k,H− sign s ∣∣∣2
+
∫ ∞
−∞
{
h(k) Re
[
G(k)ψ(k)
]
+ 2(y(k) + yˆ(k)) Re
[
G(k)ψ(k)
′]}
dr∗ (6.47)
− ka2B
k−1∑
j=0
∫ ∞
−∞
[
y(k) ReV ′(j) + yˆ(k) Re Vˆ ′(j) −R∗31[R∗3/2,R∗3 ]hk,intw
]
|ψ(j)|2dr∗
+ ka2B
k−1∑
j=0
∫ ∞
−∞
(hleft + hright)
(
ReV(j) − (|s| − j)2
(
w′
w
)′
− ω2
)∣∣ψ(j)∣∣2 dr∗
+ ka2B
k−1∑
j=0
∫ ∞
−∞
hk,int
(
ReV(j) − (|s| − j)3
(
w′
w
)′
− ω2
)∣∣ψ(j)∣∣2 dr∗
− (k − 1)a2B
k−2∑
j=0
∫ ∞
−∞
[
1
r2
y(k) ReV ′(j+1) + (r − r+)2yˆ(k) Re Vˆ ′(j+1)
]
|ψ(j+1)|2dr∗
−B(|s| − k)
∫ ∞
−∞
{
ω2
[
y(k) ReV ′(k+1) + yˆ(k) Re Vˆ ′(k+1)
]
− pw(|s| − k)C−k,01(−∞,−R∗3 ]
}
|ψ(k+1)|2dr∗ .
by adding as well (6.44), (6.25) and (6.27).
79
The case of Flow,1a: virial currents’ coupling errors and energy currents. As mentioned, in Flow,1a, we only
consider the case k = |s| of (6.47). We deal with the coupling errors by applications of the basic estimates
(6.7) and (6.8) from Lemma 6.3.1: with c = −1/r, (6.7) and (6.8) read, respectively,∫ ∞
−∞
2w|ψ(j)|2dr∗ ≤
∫ ∞
−∞
c′|ψ(j)|2dr∗ ≤ 1
M
∣∣∣A[s]j,H− sign s∣∣∣2 + ∫ ∞−∞ 4wr2 + a2 |ψ(j+1)|2dr∗
≤ B
|s|−1∑
j=0
∣∣∣A[s]j,H− sign s∣∣∣2 +B ∫ ∞−∞ wr2 + a2 |Ψ|2dr∗ , (6.48)∫ ∞
−∞
2w|ψ′(j)|2dr∗ ≤
1
M
(ω −mω+)2
∣∣∣A[s]j,H− sign s ∣∣∣2 + 6 ∫ ∞−∞ wr2 + a2
[
|ψ′(j+1)|2 +
16a2m2
r2 + a2 |ψ(j)|
2
]
dr∗
≤ B
|s|−1∑
j=0
(ω −mω+)2
∣∣∣A[s]j,H− sign s ∣∣∣2 +B ∫ ∞−∞ wr2 + a2
[
|Ψ′|2 + a
2m2
r2 + a2 |Ψ|
2
]
dr∗ , (6.49)
Thus, lines 6 to 9 of (6.47) for k = |s| can be controlled, in Flow,1a, by
a2|s|B(εwidth, ωhigh)
|s|−1∑
j=0
∫ ∞
−∞
[y(∞)− yˆ(−∞) +R∗3]w|ψ(j)|2dr∗
≤ a2|s|B(εwidth, ωhigh) [y(∞)− yˆ(−∞) +R∗3]

|s|−1∑
j=0
∣∣∣A[s]j,H− sign s ∣∣∣2 + ∫ ∞−∞ wr2 + a2 |Ψ|2dr∗

 a˜0
|s|−1∑
j=0
∣∣∣A[s]j,H− sign s ∣∣∣2 + a˜0 ∫ ∞−∞
(
hw − yReV ′ − yˆRe Vˆ ′
)
|Ψ|2dr∗ ,
if a ≤ a˜0 is sufficiently small. Note the second term can already be absorbed into the left hand side of (6.47)
when k = |s|. We obtain:
1
2
∫ ∞
−∞
[
3
4 yˆ
′(ω −mω+)2 − 12 yˆVˆ
′
1(−∞,−R∗3 ] +
3
4y
′
(k)ω
2 − 12yV
′
1[R∗3 ,∞)+
]
|Ψ|2dr∗
+
∫ ∞
−∞
{
(y′ + yˆ′ + h) |Ψ′|2 + 18h
(V − ω2) |Ψ|2} dr∗
≤ 2y(∞)ω2
∣∣∣A[s]I+ sign s∣∣∣2 + 2|yˆ(−∞)|(ω −mω+)2 ∣∣∣A[s]H− sign s∣∣∣2
+ a˜0
|s|−1∑
j=0
∣∣∣A[s]j,H− sign s∣∣∣2 + ∫ ∞−∞
{
hRe
[
GΨ
]
+ 2(y + yˆ) Re
[
GΨ′
]}
dr∗ (6.50)
We now turn to the boundary terms, which we seek to control. In the case m = 0, there is no superra-
diance, so a global application of a T -type energy current is sufficient; this is not so for m 6= 0 but |a|  1,
where we must apply a K-type current near r = r+ and T current near r =∞. Thus, to keep our treatment
uniform, we apply localized currents in both cases.
Take E > 0 to be determined; let χ1 ≤ 1 be a smooth function which is 1 for r∗ ∈ (−∞,−R∗3 + 1] and
0 for r∗ ∈ [R∗3 − 1,∞) and χ2 = 1− χ1. After adding currents Eχ1QK and Eχ2QT , the localization errors
produced are∫ ∞
−∞
E[χ′1(ω −mω+) + χ′2ω] Im
[
Ψ′Ψ
]
dr∗ ≤ BEωlow
R∗3
∫ ∞
−∞
[|Ψ′|2 + |Ψ|2]1[−R∗3 ,R∗3 ]dr∗
≤ 132
∫ ∞
−∞
[
h|Ψ′|2 + h(V − ω2)|Ψ|2] dr∗ ,
for ωlow sufficiently small depending on E. The energy currents also generate errors due to coupling to ψ(j)
with j < |s|; if am is sufficiently small, each of these satisfies∫ ∞
−∞
aE(ωχ2 + (ω −mω+)χ1)w Im
[
Ψ
(
cids,|s|,j + imcms,|s|,j
)
ψ(j)
]
dr∗
≤
∫ ∞
−∞
1
64|s|
[
h
(V − ω2)+ y′ω2 + yˆ′(ω −mω+)2] |Ψ|2
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+ a2|s|E2B(εwidth, ωhigh)
∫ ∞
−∞
[(
ω2 + (ω −mω+)2
)
1[−R∗3 ,R∗3 ] +
(
w
y′
+ w
yˆ′
)
1[−R∗3 ,R∗3 ]c
]
w|ψ(j)|2
≤
∫ ∞
−∞
1
64|s|
[
h
(V − ω2)+ y′ω2 + yˆ′ω20] |Ψ|2dr∗
+ a2|s|E2(R∗3)B(εwidth, ωhigh)

|s|−1∑
j=0
∣∣∣A[s]j,H− sign s ∣∣∣2 + ∫ ∞−∞ wr2 + a2 |Ψ|2dr∗
 ,
using (6.48) in the last inequality. If |a| ≤ a˜0 can be made sufficiently small, the above can be controlled by∫ ∞
−∞
1
32|s|
[
h
(V − ω2)+ y′ω2 + yˆ′ω20] |Ψ|2dr∗ + a˜0E2 |s|−1∑
j=0
∣∣∣A[s]j,H− sign s∣∣∣2 . (6.51)
Alternatively, take EW > 0, and consider applications of Teukolsky–Starobinsky-type localized energy
currents as follows. Let χ3 ≤ 1 be a smooth function such that χ3 = 1 for r∗ ≤ R∗3/3 and χ3 = 0 for
r∗ ≥ 2R∗3/3; set χ4 = 1 − χ3. After adding currents EWχ3QW,K and EWχ4QW,T , the localization errors
produced are bounded by (see Lemma 5.3.1)
BEW
R∗3
(ωlow + a˜0ε−1/2ωhigh)
∫
supp(χ′3)
|s|∑
k=0
(R∗3)2(|s|−k)+1
[
|ψ′(k)|2 +R−23 |ψ(k)|2
]
dr∗
≤ B(ω1/2low + a˜1/20 )
∫ ∞
−∞
[
h|Ψ|2 + h(V − ω2)|Ψ|2] dr∗ +B(ω1/2low + a˜1/20 )|s| |s|−1∑
k=0
∫
w
[
|ψ′(k)|2 + |ψ(k)|2
]
dr∗
≤ B(ω1/2low + a˜1/20 )
∫ ∞
−∞
[(
h+ w
r2 + a2
)
|Ψ|2 +
(
h(V − ω2) + w
r2 + a2
)
|Ψ|2
]
dr∗ ,
where we have taken a˜0 sufficiently small depending on EW , εwidth and ωhigh and we have used (6.48) and
(6.49). If both a˜0 and ωlow are sufficiently small, this term can be absorbed by the left hand side of (6.50).
Note that, by application of the Killing energy currents to control boundary terms by (6.51), we have
actually produced more boundary terms with the wrong sign; however, they come with a small parameter
a˜0. Thus, putting all boundary terms produced by the virial and energy currents, see (6.50), we have2y(∞) + a˜0(E2 + 1)
|s|−1∑
j=0
∣∣∣A[s]j,I+ ∣∣∣2
ω2
∣∣∣A[s]I+ ∣∣∣2
1{s<0} − E − EW {1, Cs
Ds
}ω2 ∣∣∣A[s]I+ ∣∣∣2
+
2|yˆ(∞)|+ a˜0(E2 + 1)
|s|−1∑
j=0
∣∣∣A[s]j,H+ ∣∣∣2
ω20
∣∣∣A[s]H+ ∣∣∣2
1{s>0} − E − EW { Cs
Ds
, 1
}ω20 ∣∣∣A[s]H+ ∣∣∣2
+
2y(∞) + a˜0(E2 + 1)
|s|−1∑
j=0
∣∣∣A[s]j,I− ∣∣∣2
ω2
∣∣∣A[s]I−∣∣∣2
1{s>0} + E + EW { Cs
Ds
, 1
}ω2 ∣∣∣A[s]I− ∣∣∣2
+
2|yˆ(∞)|+ a˜0(E2 + 1)
|s|−1∑
j=0
∣∣∣A[s]j,H− ∣∣∣2
ω20
∣∣∣A[s]H− ∣∣∣2
1{s<0} + E + EW {1, Cs
Ds
}ω20 ∣∣∣A[s]H− ∣∣∣2
≤ max{y(∞), |yˆ(−∞)|}
[
−ω2
∣∣∣A[s]I+ ∣∣∣2 − (ω −mω+)2 ∣∣∣A[s]H+ ∣∣∣2]
+
[
4 max{y(∞), |yˆ(−∞)|}+ E + 53EW
] [
ω2
∣∣∣A[s]I−∣∣∣2 + (ω −mω+)2 ∣∣∣A[s]H−∣∣∣2] ,
where we write ω0 := ω −mω+ and where the alternatives given are for s > 0 and s ≤ 0, respectively. To
obtain the conclusion, we have set either E ≥ 4 max{y(∞), |yˆ(−∞)|} or EW ≥ 12 max{y(∞), |yˆ(−∞)|}, as-
sumed a˜0 is sufficiently small depending on E and R∗3 so that 2a˜0 ≤ min{1, E−2} and used Lemma 6.4.1(iv)–
(v). To conclude, we fix the remaining free parameters so that max{y(∞), |yˆ(−∞)|} = 1. Then, we obtain
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from (6.50) with k = |s|,
ω2
∣∣∣A[s]I+ ∣∣∣2 + (ω −mω+)2 ∣∣∣A[s]H+ ∣∣∣2 + 18
∫ ∞
−∞
(y′ + yˆ′ + h)|Ψ′|2dr∗
+ 116
∫ ∞
−∞
[
h(V − ω2) + yˆ′ω20 − yˆRe Vˆ ′1(−∞,R∗3 ] + y′ω2 − yReV ′1[R∗3 ,∞)
]
|Ψ|2dr∗
≤ B(E,EW )ω2
∣∣∣A[s]I− ∣∣∣2 +B(E,EW )(ω −mω+)2 ∣∣∣A[s]H− ∣∣∣2 + ∫ ∞−∞EW
[
χ3
(
QW,K
)′ + χ4 (QW,T )′] dr∗
+
∫ ∞
−∞
{
hRe
[
GΨ
]
+ 2(y + yˆ) Re
[
GΨ′
]
− E [χ2ω + χ1(ω −mω+)] Im
[
GΨ
]}
dr∗ . (6.52)
This concludes the proof for Flow,1a.
The case of Flow,1b: virial currents’ coupling errors and energy currents. In Flow,1b, to deal with (6.47), we
need the more delicate argument which we have already appealed to in Flow,1c. There, we consider (6.47) for
all k = 0, . . . |s|. By construction, when comparing hk,int to hj,int, there is a gain of (R∗3)k−j for r∗ ≥ R∗3/2,
whereas there is no gain for r∗ ≤ −R∗3/2 due to (6.46) (c.f. Flow,1c, in which the gain is observed at both
ends). Thus, the last six lines of (6.47) can be controlled by
kB
k−1∑
j=0
∫ ∞
−∞
[
hj,int
(
ReV(j) − (|s| − j)3
(
w′
w
)′
− ω2
)
+ (hi,left + hi,right)
(
ReV(j) − (|s| − j)2
(
w′
w
)′
− ω2
)
−y(j) ReV ′(j)1[R∗3 ,∞) − yˆ(j) Re Vˆ ′(j)1(−∞,−R∗3 ]
]
|ψ(j)|2dr∗
− (|s| − k)(p+ ωlow)
∫ ∞
−∞
[
y(k+1) ReV ′(k+1) + yˆ(k+1) Re Vˆ ′(k+1)
]
|ψ(k+1)|2dr∗ .
Iterating along k = 0, . . . , |s|, we finally get∫ ∞
−∞
1
2
[
3
4 yˆ
′ω2 − 12 yˆRe Vˆ
′
1(−∞,−R∗3 ] +
3
4y
′ω2 − 12yReV
′
1[R∗3 ,∞)
]
|Ψ|2dr∗
+
∫ ∞
−∞
{
(y′ + yˆ′ + h) |Ψ′|2 + 18h
(V − ω2) |Ψ|2} dr∗
≤ B
|s|∑
j=0
{
y(j)(∞)ω2
[∣∣∣A[s]j,I+ sign s ∣∣∣2 + δk,|s| ∣∣∣A[s]j,I− sign s∣∣∣2]
+2|yˆ(j)(−∞)|
[
ω2 +B(|s| − k)] [∣∣∣A[s]j,H− sign s ∣∣∣2 + δk,|s| ∣∣∣A[s]j,H+ sign s∣∣∣2]}
+B
|s|∑
j=0
∫ ∞
−∞
{
h(j) Re
[
G(j)ψ(j)
]
+ 2(y(j) + yˆ(j)) Re
[
G(j)ψ(j)
′]}
dr∗ . (6.53)
We now turn to the boundary terms in (6.53). As m = 0, there is no superradiance in this range, so
we can apply global energy estimates. When applying a multiple, E > 0, of the Killing T energy current,
coupling errors emerge with poor weights in r (w does not decay sufficiently strongly as r → ∞). By a
similar procedure as in Flow,1a, we can bound the coupling errors involving each ψ(j) by (6.51)∫ ∞
−∞
1
32|s|
[
h
(V − ω2)+ y′ω2 + yˆ′ω2] |Ψ|2dr∗ + E |s|−1∑
j=0
∣∣∣A[s]j,H− sign s ∣∣∣2 ,
only if E is taken to be sufficiently small. Thus the Killing T current cannot be used to fully control the
boundary terms introduced by the y currents; we recall that, in Flow,1a, it could, as the smallness of a
allowed us to take E large.
To control the boundary terms, we introduce instead a multiple, EW , of a global Teukolsky–Starobinsky
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T -type energy current, for which there are no coupling errors. The boundary terms at r∗ =∞ become2y(∞)
1, 1 +B
|s|−1∑
j=0
y(j)(∞)
y(∞)
∣∣∣A[s]j,I+ ∣∣∣2∣∣∣A[s]I+ ∣∣∣2
− EW
{
1, Cs
DIs
}ω2 ∣∣∣A[s]I+ ∣∣∣2
+
2y(∞)
1 +B
|s|−1∑
j=0
y(j)(∞)
y(∞)
∣∣∣A[s]j,I− ∣∣∣2∣∣∣A[s]I−∣∣∣2 , 1
+ EW
{
Cs
DIs
, 1
}ω2 ∣∣∣A[s]I− ∣∣∣2
≤ ω2
{[
3y(∞)− 13EW
] ∣∣∣A[s]I+ ∣∣∣2 + [3y(∞) + 53EW
] ∣∣∣A[s]I− ∣∣∣2} ,
where the alternatives given are for sign s = ±1, respectively. To obtain the final bound, we have used
Lemma 6.4.1(iv)–(v). As r → r+, the boundary terms are2|yˆ(−∞)|
1 +B |s|∑
j=0
{
yˆ(j)(−∞)
yˆ(−∞) ω
2 + 1 + E
) ∣∣∣A[s]j,H+ ∣∣∣2
ω2
∣∣∣A[s]H+ ∣∣∣2 , 1
− EW
{
Cs
DIs
, 1
}ω2 ∣∣∣A[s]H+ ∣∣∣2
+
2|yˆ(−∞)|
1 +B
|s|∑
j=0
(
yˆ(j)(−∞)
yˆ(−∞) ω
2 + 2
) ∣∣∣A[s]j,H− ∣∣∣2
ω2
∣∣∣A[s]H− ∣∣∣2 , 1
+ EW
{
1, Cs
DIs
}ω2 ∣∣∣A[s]H− ∣∣∣2
≤ ω2
{[
3B(a˜1)|yˆ(−∞)| − 13EW
] ∣∣∣A[s]H+ ∣∣∣2 + [3B(a˜1)|yˆ(−∞)|+ 53EW
] ∣∣∣A[s]H− ∣∣∣2} ,
since |yˆ(j)(−∞)| are comparable for all j = 0, ..., |s| and using Lemma 6.4.1(iv)–(v). Finally, setting
EW ≥ 12B(a˜1) max{y(∞), |yˆ(−∞)|} for some sufficiently large B and normalizing the currents such that
B(a˜1) max{y(∞), |yˆ(−∞)|} = 1 for the same B, we obtain from (6.53),
ω2
∣∣∣A[s]I+ ∣∣∣2 + ω2 ∣∣∣A[s]H+ ∣∣∣2 + 18
∫ ∞
−∞
(y′ + yˆ′ + h)|Ψ′|2dr∗
+ 116
∫ ∞
−∞
[
h(V − ω2) + yˆ′ω2 − yˆRe Vˆ ′1(−∞,R∗3 ] + y′ω2 − yReV ′1[R∗3 ,∞)
]
|Ψ|2dr∗
≤ 5EWω2
[∣∣∣A[s]I− ∣∣∣2 + ∣∣∣A[s]H− ∣∣∣2]
+
∫ ∞
−∞
{
hRe
[
GΨ
]
+ 2(y + yˆ) Re
[
GΨ′
]
− Eb(a˜1)ω Im
[
GΨ
]
+ EW (QW )′
}
dr∗
+B
|s|−1∑
j=0
∫ ∞
−∞
{
h(j) Re
[
G(j)ψ(j)
]
+ 2(y(j) + yˆ(j)) Re
[
G(j)ψ(j)
′]}
dr∗ ,
which concludes the proof for Flow,1b.
6.4.6 Low frequencies outside of axisymmetry for nonzero black hole angular momentum
In this section, we prove Theorem 6.1 and Proposition 6.1.1 in the frequency range Flow,2. Concretely,
we will show
Proposition 6.4.8 (Estimates in Flow,2). Fix s ∈ {0,±1,±2} and M > 0. Then, for all δ > 0, ωhigh > 0,
ε−1width > 0, a˜0 > 0, E > 0, for all EW sufficiently large, for all ωlow sufficiently small depending on the latter,
and for all (a, ω,m,Λ) ∈ Flow,2(ωhigh, εwidth, ωlow, a˜0), there exist functions y, yˆ, h, χ1 and χ2 satisfying
the uniform bounds |y| + |yˆ| + |h| + |χ1| + |χ2| + |χ4| ≤ B(a˜0) , such that, for all smooth Ψ arising from a
smooth solution to the radial ODE (4.8) via (4.12) and (4.13) and itself satisfying the radial ODE (4.17),
if Ψ has the general boundary conditions as in Lemma 4.3.5, we have the estimate
b(a˜0)
[
ω2
∣∣∣A[s]I+ ∣∣∣2 + (ω −mω+)2 ∣∣∣A[s]H+ ∣∣∣2]+ b(δ, a˜0)∫ ∞−∞ ∆r2
[
r−1−δ|Ψ′|2 + r−3(r−δ + Λ)|Ψ|2
]
dr∗
≤ B(a˜0, E,EW )
[
ω2
∣∣∣A[s]I− ∣∣∣2 + (ω −mω+)2 ∣∣∣A[s]H− ∣∣∣2]
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+
∫ ∞
−∞
{
−E [χ1(ω −mω+) + χ2ω] Im
[
GΨ
]
+ EW
[
χ1
(
QW,K
)′ + χ4 (QW,T )′]} dr∗
+B(a˜0)
|s|∑
k=0
∫ ∞
−∞
{
2(y + yˆ) Re
[
G(k)ψ(k)
′]+ hRe [G(k)Ψ]} dr∗ .
We start by briefly recalling the strategy, which is best illustrated by Figure 6.
r+ 2R∗1 R
∗
3 ep
−1
R∗3
∞
R∗1
y
yˆ
h
χ2
χ1
(a)
2R∗1 R
∗
3 ep
−1
R∗3
∞
R∗1 h(2)
y(2)
h(1)
y(1)
h(0)
y(0)
(b)
Figure 6: Currents in the proof of Theorem 6.1 and Proposition 6.1.1 for the frequency ranges Flow,2
(relative size not accurate): (a) and (b) depicts currents applied to the transformed equation (4.14) with
k = |s| and k < |s|, respectively.
In this case, |ω −mω+| > 0 and this bound can be used to construct a y current yielding a good bulk
globally but which degenerates at r∗ = +∞. By Lemma 6.4.2, for small enough ωlow, the potentials ReV(k)
have good positivity properties in a compact range of r∗ located near r∗ = ∞, which we can exploit using
a compactly supported h current that takes off in a region where the errors can be absorbed by the global
y current. For each k, the h current goes down in the same controlled fashion already considered in the
previous section; we connect it to a similarly constructed y current localized near r∗ = +∞ whose goal is
to exploit the sign of ReV ′(k). As before, we convert the dependence of y estimates on ImV(k) and ψ′(k) into
a coupling to the (k + 1)th equation in the transformed system (see Lemma 5.1.1).
As superradiance can occur, to control the boundary terms introduced by the y currents, we must employ
localized energy currents which, given the strength of the coupling error terms arising from Killing energy
currents, must be of Teukolsky–Starobinsky type at least at r = r+. Unfortunately, though the Teukolsky–
Starobinsky-type energy currents do not generate coupling errors, their localization errors are somewhat
more severe, as they involve strongly r-weighted terms involving the k < |s| transformed variables ψ(k). To
absorb the localization errors, we must therefore, for each k, take h very large in a region where the kth
potential enjoy good positivity properties. Thus, whereas in Flow,1b and Flow,1c, we could choose h so that
the coupling of the kth equation to the (k + 1)th equation was small, here that smallness will be absent;
instead, it will be the coupling to j < k which is small: aside from the inhomogeneity, a good bulk term in
k can be controlled by, if k < |s|, the bulk terms in k + 1 and, if k 6= 0, by small multiples of the bulk term
in j < k. By iterating along the system, we can nevertheless close an estimate for Ψ, i.e. at the level k = |s|.
Concretely:
Proof of Proposition 6.4.8 for Flow,2. Let (ω,m,Λ) be an admissible frequency triple such that (ω,m,Λ) ∈
Flow,2 and a > a˜0. Let ω0 := |ω − mω+| > 0. In our construction of virial currents, we will use large
positive constants C and R∗1, R∗2, R∗3 as well as small positive parameters p, pˆ, p˜ and .
The yˆ current. To take advantage of the fact that ω0 is bounded away from zero, we define a current, yˆ,
such that the term yˆ′ω20 |Ψ|2 dominates. One could consider the exponential current in [DRS16, Proposition
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8.7.3]. Indeed, we will choose a current which is exponentially decaying as r∗ → ∞ in a large compact r∗
region, but in contrast with the s = 0 case, we make yˆ′ have milder decay as r∗ → ±∞. Indeed, for some
R∗ ≥ C2 > 1 to be fixed, we set yˆ = yˆ0, where yˆ0 is given in (5.9) setting δ = 1/2, i.e.
yˆ(r∗) := − exp [−C(r − r+)]1[−R∗,R∗] + yˆ(−R∗)
(
2− (R
∗)1/2
(−r∗)1/2
)
1(−∞,−R∗) +
yˆ(R∗)(R∗)1/2
(r∗)1/2 1(R
∗,∞) ,
with the properties outlined in (5.11).
With our choice of yˆ, we indeed have yˆ′ω20 |Ψ|2 dominating the bulk term on the left hand side of a yˆ
estimate. To see this, let χ be a smooth cutoff function which is 0 on (−∞,−R∗] and 1 on [−R∗ + 1,∞).
Let Vˆ(k) = ReV(k) − ReV(k)(r+). As Vˆ(k) = O(r − r+), Vˆ ′(k) = O(∆) as r → r+ and Vˆ(k) = O(r−2) as
r →∞, we have∣∣∣∣∫ ∞−∞(yˆVˆ(k))′|ψ(k)|2dr∗
∣∣∣∣
≤
∫ ∞
−∞
yˆ′
(∣∣∣Vˆ(k)(1− χ)∣∣∣+ ∣∣∣yˆ ˆ[V(k)(1− χ)]′/yˆ′∣∣∣) |ψ(k)|2dr∗ + ∫ ∞
−∞
2|yˆχVˆ(k)||ψ′(k)||ψ(k)|dr∗
≤
∫ ∞
−∞
18 yˆ′|ψ′(k)|+ 18 yˆ′ω20 |ψ(k)|2B
( yˆχVˆ(k)
yˆ′ω0
)2
+
∣∣∣∣∣ yˆVˆ(k)(1− χ)yˆ′ω20
∣∣∣∣∣+
∣∣∣∣∣ yˆVˆ
′
(k)χ
yˆ′ω20
∣∣∣∣∣+
∣∣∣∣∣ yˆVˆ(k)χ′yˆ′ω20
∣∣∣∣∣
 dr∗
≤ 18
∫ ∞
−∞
{
yˆ′|ψ′(k)|+ yˆ′ω20 |ψ(k)|2
B(M,ω0, |s|)
C
}
dr∗ ≤ 18
∫ ∞
−∞
{
yˆ′|ψ′(k)|+ yˆ′ω20 |ψ(k)|2
}
dr∗ ,
for large enough C depending on a˜0. Moreover, note
1
r1/2
|yˆ|∆r−3
yˆ′
≤ B
C
,
so estimate (6.26) from Lemma 6.4.4 becomes∫ ∞
−∞
{
1
2 yˆ
′|ψ′(k)|2 +
5
8 yˆ
′ω20 |ψ(k)|2
}
dr∗ ≤ 2|yˆ(−∞)|ω2
∣∣∣A[s]k,H− sign s∣∣∣2 + ∫ ∞−∞ 2yˆRe
[
G(k)ψ(k)
′]
dr∗
+ k
k−1∑
j=0
B
C
yˆ′ω20 |ψ(j)|2dr∗ + (|s| − k)
∫ ∞
−∞
B
Cr2
yˆ′|ψ(k+1)|2dr∗ ,
for ωlow sufficiently small and for large enough C depending on a˜0. As the estimate holds for all k ∈
{0, ..., |s|}, we can apply it to each j in the sum on the right hand side. For instance, by applying it to
j = k − 1, we obtain∫ ∞
−∞
{
1
2 yˆ
′|ψ′(k)|2 +
5
8 yˆ
′ω20 |ψ(k)|2
}
dr∗
≤ |yˆ(−∞)|ω20
∣∣∣A[s]k,H− sign s ∣∣∣2 + ∫ ∞−∞ 2yˆRe
[
G(k)ψ(k)
′]
dr∗
+ B
C
{
|yˆ(−∞)|ω20
∣∣∣A[s]k−1,H− sign s∣∣∣2 + ∫ ∞−∞ 2yˆRe
[
G(k−1)ψ(k−1)
′]
dr∗
}
+ k
k−2∑
j=0
∫ ∞
−∞
B
C
yˆ′ω20 |ψ(j)|2dr∗ + (|s| − k)
∫ ∞
−∞
Byˆ′
Cr2
|ψ(k+1)|2dr∗ + (|s| − k + 1)
∫ ∞
−∞
Byˆ′
C2
|ψ(k)|2dr∗ ,
where the last term on the right hand side can clearly be absorbed into the left hand side as long as
C = C(a˜0) is sufficiently large. By iterating, we arrive at∫ ∞
−∞
{
1
2 yˆ
′|ψ′(k)|2 +
1
2 yˆ
′ω20 |ψ(k)|2
}
dr∗ (6.54)
≤ (|s| − k)
∫ ∞
−∞
Byˆ′
Cr2
|ψ(k+1)|2dr∗ + |yˆ(−∞)|ω20
∣∣∣A[s]k,H− sign s ∣∣∣2 + ∫ ∞−∞ 2yˆRe
[
G(k)ψ(k)
′]
dr∗
+ B
C
k−1∑
j=0
{
|yˆ(−∞)|ω20
∣∣∣A[s]j,H− sign s ∣∣∣2 + ∫ ∞−∞ 2yˆRe
[
G(j)ψ(j)
′]
dr∗
}
,
where the first term on the right hand side is absent if k = |s|.
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The energy currents near r = r+. Our yˆ current produces boundary terms at r = r+ which have the wrong
sign. To correct them, we introduce a K-type energy current at the level of Ψ and, given the fact that the
frequency regime Flow2 contains superradiant frequencies, it must be localized away from r =∞.
As in all other frequency regimes, we add Killing energy currents; however, as ω0 is not small, we will
require the QK current to be multiplied by a small parameter, hence it will not be strong enough to control
the boundary term generated by yˆ. To control the boundary term, we introduce a Teukolsky–Starobinsky
K-type energy current as well, which does not produce coupling error terms; for this reason, we now restrict
to |s| = 0, 1, 2.
Let χ1 ≤ 1 be a smooth function with χ1 = 1 in (−∞, R∗2] and 0 in [R∗3,∞) for some R3 = 2R∗2  1.
Adding EWχ1QW,K , we generate bulk error terms given by Lemma 5.3.1; moreover E1χ1QK will also
generate localization errors. Assuming E1 ≤ EW and R3 sufficiently large that |am|/R∗3  1, such errors
are controlled by
BEWω0
R∗3
∫ R∗3
R∗2
|s|∑
k=0
(
R∗3|ψ′(k)|2 +
1
R∗3
|ψ(k)|2
)
R
2(|s|−k)
3 dr
∗ . (6.55)
As the Killing current QK is not conserved for s 6= 0 and a 6= 0, it generates coupling error terms:
E1
|s|−1∑
k=0
∫ ∞
−∞
awχ1(ω −mω+) Im
[
Ψ(cids,s,k + imcΦs,s,k)ψ(k)
]
dr∗
≤
∫ ∞
−∞
14 yˆ′ω20 |Ψ|2 + |s|
|s|−1∑
k=0
1
8|s| yˆ
′ω20 |ψ(k)|2
BE21
C|yˆ(R∗)|2
 dr∗ ,
where we have used the properties of yˆ in (5.11) and the assumption that C(a˜0) is sufficiently large that
(Cω20)−1 ≤ 1. Note that we can appeal to (6.54) to convert the last term into one in |Ψ|2.
Finally, from (6.54) for k = |s|, we have the estimate∫ ∞
−∞
{
1
2 yˆ
′|Ψ′|2 +
[
1
4 −
BE21C
−1
|yˆ(R∗)|2
]
yˆ′ω20 |Ψ|2
}
dr∗
≤
[
2|yˆ(−∞)| − EW
{
Cs
DHs
, 1
}]
ω20
∣∣∣A[s]H+ ∣∣∣2 + [2|yˆ(−∞)|+ 2EW {1, CsDHs
}]
ω20
∣∣∣A[s]H− ∣∣∣2
+
∫ ∞
−∞
{
2yˆRe
[
GΨ′
]
+ EW (QW,K)′ − E1ω0 Im
[
GΨ
]}
dr∗
+ BEWω0
R3
∫ R∗3
R∗2
|s|∑
k=0
(
R3|ψ′(k)|2 +
1
R3
|ψ(k)|2
)
R
2(|s|−k)
3 dr
∗ (6.56)
+ B
C
[
1 + E
2
1
|yˆ(−R∗)|2
] |s|−1∑
j=0
{
|yˆ(−∞)|ω20
∣∣∣A[s]j,H− sign s ∣∣∣2 + ∫ ∞−∞ 2yˆRe
[
G(j)ψ(j)
′]
dr∗
}
,
where the last line is absent if s = 0 and the alternatives given in the boundary terms are for the cases s ≥ 0
and s < 0, respectively. We take E1 to sufficiently small depending on R∗ and C so that we can replace the
second term on the left hand side of (6.56) by 18 yˆ′ω20 |Ψ|2.
The h current and control of K-type energy localization errors. It is immediate from (6.56) that we require
an additional current or currents to absorb the localization errors of the K-type energy current (6.55) at
levels k = 0, ..., |s|. To construct such currents, we exploit the positiveness of ReV(k) in a bounded region
of large r: for each k ∈ {0, ..., |s|}, we consider an h(k) supported on [R∗1, 2ep
−1
R∗3], for some R∗3 > R∗1 = R∗
sufficiently large and p ∈ (0, 1) small; in fact, we will have h(k) = hk,left + hk,right.
Given the Teukolsky–Starobinsky energy localization errors, (6.55), to absorb, we would like hk to be a
polynomial in r in the region where such errors occur. We are, however, constrained by the error which is
further introduced by derivatives of h(k). From the calculation (6.24) in Section 6.4, we find that h˜k = rN
for N = 2[|s| − k − 1/(4|s|+ 4)] + 1, generates no errors. Thus, let χ be some cutoff function taking values
in [0, 1] and such that χ = 0 for r∗ ≤ R∗1 and χ = 1 for r∗ ≥ 2R∗1, we set
hk,left = pˆ
|yˆ(R∗)|
(2R1)N−1
ω20χh˜k1[R∗1 ,R∗3 ] ,
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for some small pˆ to be determined. Using (6.24), we obtain
h′′k,left + (|s| − k)
w′
w
h′k,left
= pˆ |yˆ(R
∗)|
(2R1)N−1
ω20
[(
h˜′′k + (|s| − k)
w′
w
h˜′k
)
χ+
(
χ′′ + (|s| − k)w
′
w
χ′
)
h˜k + 2χ′h˜′k
]
1[R∗1 ,R∗3 ]
≤ pˆyˆ′ω20
(
2(r∗)3/2
(R∗1)1/2r
)(
r
2R1
)N−1 [(
χ′′ + (|s| − k)w
′
w
χ′
)
r2 + 2rχ′N
]
1[R∗1 ,2R∗1 ]
≤ Bpˆyˆ′ω201[R∗1 ,2R∗1 ] ,
which can be absorbed by the yˆ current if pˆ is sufficiently small. Finally, hk,right is modeled after the
standard current h+ introduced in Section 6.4.3: hk,right = h+1[R∗3 ,∞), hence
h′′k,right + (|s| − k)
w′
w
h′k,right =
Bp
(r∗)2 pˆ|yˆ(R
∗)|R1
(
R3
R1
)N
ω201[R∗3 ,2ep
−1R∗3 ]
,
which is integrable in r∗.
Using the new currents, we now find that (6.55) is controlled by
BEWω0
R
1− (|s|−k)2(|s|+1)
3
∫ ∞
−∞
[
|ψ′(k)|2 +
1
R23
|ψ(k)|2
]
RN3 1[R∗2 ,R∗3 ]dr
∗ (6.57)
≤ BEW (R1)
2|s|
R
1/2
3 pˆω0 |yˆ(R∗)|
∫ ∞
−∞
{
h(k)|ψ′(k)|2 + h(k)
[
ReV(k) − |s| − k2
(
w′
w
)′
− ω2
]
|ψ(k)|2
}
1[R∗2 ,R∗3 ]dr
∗ ,
where the prefactor is small as long R3 is sufficiently large compared to R1. We stress that even in the s = 0
case, a current such as h := h(|s|) is still necessary: the standard energy current introduces errors exactly of
the form above (when k = |s|). However, in that case, as our h is simply linear in the region [R∗2, R∗3].
The y current. After the application of the h(k) current, we still need to worry about the error terms
introduced by derivatives of h(k) in [R∗1, 2R∗1] and [R∗3, 2ep
−1
R∗3]: as previously computed,
1
2
(
h′′(k) + (|s| − k)
w′
w
h′(k)
)
≤ Bpˆyˆ′ω201[R∗1 ,2R∗1 ] +
Bp
(r∗)2 pˆ|yˆ(R
∗)|R1
(
R3
R1
)N
ω201[R∗3 ,2ep
−1R∗3 ]
.
While the first term, supported in [R∗1, 2R∗1], has been specifically chosen so that it can be absorbed by the
yˆ current, the latter cannot be absorbed by either h(k) or yˆ.
As we have done in Flow,1, we control the errors by gluing in a y(k) current near r∗ = ∞ that takes
advantage of the fact that ReV ′ < 0. To this end, for some δ ∈ (0, 1) and p˜ ∈ (0, 1), we let y(k) be modeled
on (6.30) introduced earlier, i.e.
y(k)(r∗) = p˜
(∫ r∗
R∗2
h(k)(x∗)dx∗
)
1[R∗2 ,R∗3 ]
+ y(k)(R∗3)
[
1 + 64
R∗3
(
1
r∗ReV(k) −
1
R∗3 ReV(k)|r∗=R∗3
)]
1[R∗3 ,2ep
−1R∗3 ]
+ y(k)(2ep
−1
R∗3)
[
1 + 1
(2ep−1R∗3)δ
− 1(r∗)δ
]
1[2ep−1R∗3 ,∞) .
Then, for  sufficiently small and for p sufficiently small depending on p˜, y′(k) > 0,
1−
r∗y′(k)
y(k)
≥ b(p˜, p, ) y(r∗)2 ,
and (6.33) holds, i.e.
3
4h(k)
(
V(k) + |s| − k2
(
w′
w
)′
− ω2
)
+ 34y
′ω2 − 34(yReV(k))
′ − 14y
′ReV(k)
− 12
(
h′′k,right + (|s| − k)
w′
w
h′k,right
)
1[R∗3 ,2ep
−1R∗3 ]
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≥ 12h(k)
(
V(k) + 3(|s| − k)4
(
w′
w
)′
− ω2
)
+ 34y
′
(k)ω
2 − 12y(k) ReV
′
(k)1[R∗3 ,∞)
+ bpˆ|yˆ(R∗)|R1
(
R3
R1
)N
p˜
(r∗)21[R∗3 ,2ep−1R∗3 ] .
For k < |s|, we combining the h(k) and y(k) currents with the yˆ current brings us from (6.54) to∫ ∞
−∞
{
(y′(k) + h(k) + yˆ′)|ψ′(k)|2 +
3
4h(k)
(
V(k) − |s| − k2
(
w′
w
)′
− ω2
)
|ψ(k)|2
}
dr∗
+ 12
∫ ∞
−∞
[
yˆ′ω20 + y′(k)ω2 − y(k) ReV ′(k)1[R∗3 ,∞)
]
|ψ(k)|2dr∗
≤ B(|s| − k)
∫ ∞
−∞
[
yˆ′
Cr2
+ R
2
3
r2
h(k+1)
(V(k) − ω2)] |ψ(k+1)|2dr∗
−B(εwidth, ωhigh)(|s| − k)
∫ ∞
−∞
R23
(
ω2 + 1
r2
)
y(k+1) ReV ′(k+1)|ψ(k+1)|2dr∗
+ 2y(k)(∞)ω2
∣∣∣A[s]k,I+ sign s∣∣∣2 + 2|yˆ(−∞)|ω20 ∣∣∣A[s]k,H− sign s∣∣∣2
+
∫ ∞
−∞
{2(yˆ + yˆ(k)) Re
[
G(k)ψ(k)
′]+ h(k) Re [G(k)ψ(k)]}dr∗
+ B
C
k−1∑
j=0
{
|yˆ(−∞)|ω20
∣∣∣A[s]j,H− sign s ∣∣∣2 + ∫ ∞−∞ 2yˆRe
[
G(j)ψ(j)
′]
dr∗
}
+ k
k−1∑
j=0
B(εwidth, ωhigh)
[
R∗3h(k)
(
V(j) − 3(|s| − k)4
(
w′
w
)′
− ω2
)
− y(k) ReV ′(j)
]
|ψ(j)|2dr∗ ,
where we have used estimate (6.15) from Lemma 6.4.3 and estimate (6.25) from Lemma 6.4.4 and where we
have fixed pˆ to be sufficiently small for the error due to h′′(k) in [R∗1, 2R∗1] to be absorbed by the yˆ′ current.
Note that h(k), y(k) differ from h(j), y(j) by a factor of R−2(k−j)3 , hence each of the terms involving ψ(j) in
the last line is easily controlled by the left hand side of the same estimate with k = j. Moreover, in the
term in ψ(k) we can take ωlow to be small enough that R3ω  1, rending it neutral in powers of R3. Thus,
if s 6= 0, we iterate the estimate as we have done for yˆ to obtain∫ ∞
−∞
{
(y′(k) + h(k) + yˆ′)|ψ′(k)|2 +
3
8h(k)
(
V(k) − 3(|s| − k)4
(
w′
w
)′
− ω2
)
|ψ(k)|2
}
dr∗
+ 14
∫ ∞
−∞
[
yˆ′ω20 + y′(k)ω2 − y(k) ReV ′(k)1[R∗3 ,∞)
]
|ψ(k)|2dr∗
≤ B(|s| − k)
∫ ∞
−∞
[
yˆ′
Cr2
−B(εwidth, ωhigh)y(k+1) ReV ′(k+1)
]
|ψ(k+1)|2dr∗
+ 2y(k)(∞)ω2
∣∣∣A[s]k,I+ sign s∣∣∣2 + 2|yˆ(−∞)|ω20 ∣∣∣A[s]k,H− sign s∣∣∣2
+
∫ ∞
−∞
{
2(yˆ + y(k)) Re
[
G(k)ψ(k)
′]+ h(k) Re [G(k)ψ(k)]} dr∗ (6.58)
+ Bk
C
k−1∑
j=0
{
y(j)(∞)ω2
∣∣∣A[s]j,I+ sign s ∣∣∣2 + |yˆ(−∞)|ω20 ∣∣∣A[s]j,H− sign s ∣∣∣2}
+ Bk
C
k−1∑
j=0
∫ ∞
−∞
{
(yˆ(j) + y(j)) Re
[
G(j)ψ(j)
′]+ h(j) Re [G(j)ψ(j)′]} dr∗ .
Having fixed pˆ, we now combine our estimate in the case k = |s| with those previously obtained. Writing
h := h|s| and y := y(|s|), from (6.56) we get∫ ∞
−∞
[
y′ + h
(
1− BEWR
2|s|
1
ω0|yˆ(R∗)|R1/23
)
+ 12 yˆ
′
]
|Ψ′|2dr∗
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+
∫ ∞
−∞
1
4
[
1
8 yˆ
′ω20 + y′ω2 +
(
3
2 −
BEWR
2|s|
1
ω0|yˆ(R∗)|R1/23
)
h
(V − ω2)− yV ′1[R∗3 ,∞)
]
|Ψ|2dr∗
≤ 2y(∞)ω2
∣∣∣A[s]I+ ∣∣∣2 + [2|yˆ(−∞)| − EW { CsDHs , 1
}]
ω20
∣∣∣A[s]H+ ∣∣∣2
+ 2y(∞)ω2
∣∣∣A[s]I−∣∣∣2 + [2|yˆ(−∞)|+ 2EW {1, CsDHs
}]
ω20
∣∣∣A[s]H− ∣∣∣2 (6.59)
+
∫ ∞
−∞
{
2(yˆ + y) Re
[
GΨ′
]
+ hRe
[
GΨ
]
+ EW (QW,K)′ − E1ω0 Im
[
GΨ
]}
dr∗
+ B|s|
C
[
1 + EWCR
2|s|
1
ω0|yˆ(R∗)|R1/23
] |s|−1∑
j=0
{
y(j)(∞)ω2
∣∣∣A[s]jI+ sign s ∣∣∣2
+ |yˆ(−∞)|ω20
∣∣∣A[s]j,H− sign s ∣∣∣2 + ∫ ∞−∞
(
(yˆ(j) + y(j)) Re
[
G(j)ψ(j)
′]+ h(j) Re [G(j)ψ(j)′]) dr∗} ,
where we have combined (6.56) with the control over Teukolsky–Starobinsky energy localization errors in
(6.57) and with (6.58).
In order to fix some of the constants, we now restrict to the cases |s| = 0, 1, 2. Recall Lemma 6.4.1(v)
and choose R3 is large enough depending on C, a˜0, R∗, εwidth and ωhigh that for every k = 0, ..., |s| − 1
R
2|s|
1
ω0|yˆ(R∗)|R1/23
,
CR
2|s|
1
ω0|yˆ(R∗)|R1/23
∣∣∣A[s]k,H− sign s ∣∣∣2∣∣∣A[s]H− sign s ∣∣∣2  1 .
Then, using Lemma 6.4.1(iv), we find that the boundary terms at −∞ can be controlled by[
2 + 15 − EW
{
1
5 ,
7
8
}]
ω20
∣∣∣A[s]H+ ∣∣∣2 + [2 + 15 + EW
{
7
8 ,
8
5
}]
ω20
∣∣∣A[s]H− ∣∣∣2 ≤ −ω20 ∣∣∣A[s]H+ ∣∣∣2 + 4EWω20 ∣∣∣A[s]H− ∣∣∣2 ,
if C ≥ 5 is sufficiently large and choosing EW ≥ 16, for instance.
The energy current near r = ∞. Though it corrects the h′′ error, adding a y current produces boundary
terms at r = ∞ which manifestly have the wrong sign. Using Lemma 6.4.1(iv) and the fact that EW , C
and R∗3 have been fixed, they are controlled by
y(∞)ω2
2 + |s|−1∑
j=0
R
2(|s|−j)
3 ω
2(|s|−j)
low
DIj,s
DIs
{∣∣∣A[s]I+ ∣∣∣2 + ∣∣∣A[s]I− ∣∣∣2} ≤ 3y(∞)ω2{∣∣∣A[s]I+ ∣∣∣2 + ∣∣∣A[s]I− ∣∣∣2} , (6.60)
as long as ωlow is sufficiently small.
We add a localized QT current, i.e. Eχ2QT , where χ2 ≤ 1 is a smooth function that is 1 in [R∗2,∞) and
0 in (−∞, R∗1] and where E is sufficiently large depending on εwidth and ωhigh for it to control (6.60). For
any s, we obtain a localization error∫ ∞
−∞
Eχ′2ω|Ψ′||Ψ|dr∗ ≤
BEωlow
R∗2 −R∗1
∫ ∞
−∞
|Ψ′||Ψ|1[R∗1 ,R∗2 ]dr∗
≤
∫ ∞
−∞
(
1
128 yˆ
′|Ψ′|+ yˆ′ω20
(
BE
(R∗2 −R∗1)R∗|yˆ(R∗)|
ωlow
ω0
)2
|Ψ|2
)
dr∗
which, having fixed all other parameters, we will be able to absorb into the left hand side of (6.59) by
making ωlow sufficiently small depending on E.
For s 6= 0, we moreover have coupling errors∫ ∞
−∞
|s|−1∑
k=0
Eχ2awω Im
[
Ψ
(
cids,|s|,k + imcΦs,|s|,k
)
ψ(k)
]
dr∗
≤
∫ ∞
−∞
 1128 yˆ′ω20 |Ψ′|+ |s|B(εwidth, ωhigh)
(
E
R∗|yˆ(R∗)|
ωlow
ω20
)2 |s|−1∑
k=0
yˆ′ω201[R∗2 ,∞)|ψ(k)|2
 dr∗ .
Alternatively, we can control the boundary term at infinity by adding a localized Teukolsky–Starobinsky
type T energy current, EWχ4QW,T , where χ4 = 1 for r∗ ≥ R∗2 and χ4 = 0 for r∗ ≤ R∗2/2, and where EW
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is sufficiently large depending on εwidth and ωhigh for it to control (6.60). We address the localization error
terms using the same strategy as in Flow,1a: with R∗2 = 2R∗3 sufficiently large depending on εwidth and ωhigh
(as previously required) and ωlow sufficiently small depending on R∗3, then
B
EWωlow
R∗3
∫
supp(χ′4)
|s|∑
k=0
(R∗3)2(|s|−k)+1
(
1 + |am|
R∗3
)[|ψ(k)|2 + (R∗3)−2|ψ(k)|2] dr∗
≤ Bω1/2low
∫ ∞
−∞
[
h|Ψ′|2 + h(V − ω2)|Ψ|2] dr∗ +B|s|ω1/2low |s| |s|−1∑
k=0
∫ ∞
−∞
w
[
|ψ′(k)|2 + |ψ(k)|2
]
dr∗
can, after application of (6.48) and (6.49), be absorbed into the left hand side of (6.61).
Finally, from (6.59) and the last three steps, we have the estimate
ω2
∣∣∣A[s]I+ ∣∣∣2 + ω20 ∣∣∣A[s]H+ ∣∣∣2 + 12
∫ ∞
−∞
[y′ + h+ yˆ′] |Ψ′|2dr∗
+
∫ ∞
−∞
1
8
[
1
8 yˆ
′ω20 + y′ω2 + h
(V − ω2)− yV ′1[R∗3 ,∞)] |Ψ|2dr∗ (6.61)
≤ B(E,EW )ω2
∣∣∣A[s]I− ∣∣∣2 +B(E,EW )ω20 ∣∣∣A[s]H−∣∣∣2 + ∫ ∞−∞EW [χ1(QW,K)′ + χ4(QW,T )′] dr∗
+
∫ ∞
−∞
{
2(yˆ + y) Re
[
GΨ′
]
+ hRe
[
GΨ
]− E [χ1(ω −mω+) + χ2ω] Im [GΨ]} dr∗
+B|s|
|s|−1∑
j=0
∫ ∞
−∞
(
(yˆ(j) + y(j)) Re
[
G(j)ψ(j)
′]+ h(j) Re [G(j)ψ(j)′]) dr∗ .
This concludes the proof.
6.5 The unbounded frequencies
In this section, we will establish Theorem 6.1 and Proposition 6.1.1 for frequency triples (ω,m,Λ) where
at least one entry is unbounded. We begin, in Section 6.5.1 by stating some important properties of the
potential for the transformed radial ODE (4.17) in these regimes. We provide a brief description of the
strategy of our proof in 6.5.2, which we further expand upon at the beginning of the remaining sections.
6.5.1 Properties of the potential
We begin by discussing the critical point structure of the potential for the radial ODE for Ψ. For large
frequency parameters, the behavior of the potential will be driven by V0.
Lemma 6.5.1 (Critical points of V0). Fix s ∈ Z, M > 0 and a0 ∈ [0,M). Assume 0 ≤ a ≤ M . Then, for
all admissible frequency triples (ω,m,Λ) such that Λ ≥ 23m2, we have:
(i) As a function of r ∈ (r+,∞), the potential V0, is either (a) strictly decreasing, (b) has a unique critical
value r0max which is a global maximum or (c) has exactly two critical values r0min < r0max which are a
local minimum and maximum respectively.
(ii) If r0max exists and, for some small c > 0, Λ ≥ c−1 and Λ ≥ c|amω|, then r0max ≤ B(c) if mω < 0 and
r0max ≤ B independently of c if mω > 0.
(iii) When a ∈ [0, a0], there is a sufficiently small c = c(a0,M) such that, if Λ ≥ c−1, Λ ≥ c|amω| and
m2 ≤ cΛ, we have r0max − (1 +
√
2)M > b(c).
(iv) If it exists, r0min satisfies V0(r0min) > ω2.
Proof. This is a simple adaptation of [DRS16]. We begin by identifying the critical point structure of V0.
Define
σ = amωΛ + s2 .
It is easy to check that
(r2 + a2)3 dV0
dr
= −2(Λ + s2)
[
r3 − 3Mr2(1− 2σ) + a2r
(
1− 2m
2
Λ + s2
)
+Ma2(1− 2σ)
]
, (6.62)
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ddr
[
(r2 + a2)3 dV0
dr
]
= −12(Λ + s2)
[
1
2r
2 −M(1− 2σ)r + 16a
2
(
1− 2m
2
Λ + s2
)]
, (6.63)
and the latter has roots
r1, 2 = M(1− 2σ)±
√
M2(1− 2σ)− a
2
3
(
1− 2m
2
Λ + s2
)
.
If mω > 0⇒ σ > 0, we have Re r2 < M ≤ r+. Now suppose that mω ≤ 0 and rewrite r2 as
r2 = M(1 + 2|σ|)
(
1−√1− x) , x = a23M2(1 + 2|σ|)2
(
1− 2m
2
Λ + s2
)
.
Assuming Λ ≥ 23m2,
0 ≤ |x| = a
2
3M2(1 + 2|σ|)2
∣∣∣∣1− 2m2Λ + s2
∣∣∣∣ ≤ a23M2 ≤ 13
∣∣∣∣1− 2m2Λ + s2
∣∣∣∣ ≤ 23 ,
and, since 0 ≤ |x| ≤ 2/3, we have the inequality √1− x ≥ 1− 2|x|/3⇒ 1−√1− x ≤ 2|x|/3, we obtain
Re r2 <
2M(1 + 2|σ|)a2
9M2(1 + 2|σ|)2
∣∣∣∣1− 2m2Λ + s2
∣∣∣∣ ≤ 2M9
∣∣∣∣1− 2m2Λ + s2
∣∣∣∣ ≤ 49M < M ≤ r+ .
We can now conclude that there is only one root for ddr
[
(r2 + a2)3 ddrV0
]
, at r1 ∈ [r+,∞).
By Rolle’s theorem, there are at most two zeros of ddrV0. As the leading order term of (6.62) is negative,
since Λ + s2 ≥ 0, we conclude that ddrV0 either vanishes nowhere, vanishes at a unique point r0max, or
vanishes at points r0min < r0max. Hence, in [r+,∞), V0 is either (a) strictly decreasing, (b) has a unique
critical value r0max which is a global maximum or (c) has exactly two critical values r0min < r0max which are
a local minimum and maximum respectively. This concludes the proof of statement 1.
We now move on to proving some general points about the minimum and maximum of V0, if they exist.
For statement 3, note that
ω2 − V0(r+) = (ω −mω+)2 ≥ 0 , (6.64)
so V0(r0min) > ω2 if r0min ∈ (r+,∞) exists. For statement 2, we observe that, as r →∞
(r2 + a2)3 dV0
dr
(r) = 0⇔ r = 3M
(
1− 2amωΛ + s2
)
+O
(
1
Λr2
)
,
so the right hand side, and, consequently, when Λ ≥ c−1  1, r0max is bounded from above if mω ≥ 0 (in
this case, independently of the frequency parameters) and if Λ + s2 ≥ c|amω| (in this case, depending on
c). If additionally m2 ≤ cΛ and a < M ,
(r2 + a2)3 dV0
dr
∣∣∣
r=(1+
√
2)M
= O(c)− [r3 − 3Mr2 + a2(r +M)] ∣∣
r=(1+
√
2)M
= O(c) + 2(2 +
√
2)M(M2 − a2) > (2 +
√
2)M(M2 − a20) ,
for c sufficiently small depending on a0 and M , hence r0max must lie above (1 +
√
2)M .
Remark 6.5.1. In part (c) of Lemma 6.5.1, (1 +
√
2)M is the lowest r-value at which the maximum of the
potential can be attained if m = 0 and Λ + s2 > 0. Indeed, when m = 0, (6.62) and (6.63) reduce to
(r2 + a2)3 dV0
dr
= −2(Λ + s2) [r3 − 3Mr2 + a2(r +M)] ,
d
dr
(
(r2 + a2)3 dV0
dr
)
= −2(Λ + s2) [3r(r −M) + a2] ,
thus the potential has a maximum located at r0max ∈ [(1 +
√
2)M, 3M ], the lower bound being attained
when a = M and the upper bound for a = 0. As 1 +
√
2 > 2, the maximum is always attained outside the
ergorregion.
We now turn to a more concrete characterization of the trapped frequencies. We begin with two lemmas
that show there are no such frequencies when Λ  ω2 and for most (near extremal Kerr) or all (for
subextremal Kerr) superradiant frequencies.
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Lemma 6.5.2. Fix s ∈ Z, M > 0 and a0 ∈ [0,M). Let (ω,m,Λ) be an admissible frequency triple satisfying
one of the following three requirements
(i) 0 < mω ≤ mω+ + β1Λ , 0 ≤ a ≤ a0 , Λ ≥ max
{
a20
M2
,
2
3
}
m2 ,
(ii) 0 < mω ≤ mω+ − β2Λ , a0 < a ≤M , Λ ≥ m2 ,
(iii) mω ≤ 0 , Λ ≥ 0 ,
for some β1 = β1(a0) > 0 such that a0β1 < (M2 − a20)/(6M2) and for any β2 > 0. Then, in (i–ii) we have
d
dr
V0(r+) ≥ bΛ ≥ 0 ,
where b is a possibly small constant which, in addition to M and s, depends on a0 and β1 in case (i) and
on a0 and β3 in case (ii). In case (iii), we have
d
dr
V0(r) ≥ b(r −M)Λ ≥ 0 ,
for r sufficiently close to r+, independently of the frequency parameters.
Proof. At r = r+, the derivatives of V0 at r+ satisfy
(r2+ + a2)3
dV0
dr
= 4r+mω+(mω+ − ω) + 4Mr+(r −M) (Λ− 2amω)
= 4r+mω+(mω+ − ω) + 8Mr+m(r+ −M)(m− aω) + 4Mr+(r −M)
(
Λ− 2m2)
= −4Mam(ω −mω+)(3r2+ − a2) + 4(r+ −M)[(Λ + s2)Mr+ − a2m2] .
Clearly, if mω ≤ 0 and a ∈ [0, a0], then
(r2+ + a2)3
dV0
dr
(r) ≥ (r −M)2M2r2+
Λ .
If mω ≤ 0 and a ∈ (a0,M ], then either m2 ≤ 14Λ, in which case Λ− 2m2 ≥ 12Λ, or m2 ≥ 14Λ, in which case
64M2m2ω2+ ≤ Λ; in both instances, dV0dr is positive and comparable to Λ(r −M) in the limit r → r+.
so the conclusion holds in case (iii).
Let us first take a ∈ [0, a0]. Using the bound Λ ≥ max
{
2
3 ,
a20
M2
}
m2, we find
(r2+ + a2)3
d
dr
V0(r+) ≥ −4Mam(ω −mω+)(3r2+ − a2) + 4M(r+ −M)
√
M2 − a20Λ
≥ −4Mam(ω −mω+)(3r2+ − a2) + 4(r+ −M)
√
M2 − a20Λ
≥ 4MΛ
[
−2ar+β1(M + 2
√
M2 − a2) +
√
M2 − a2
√
M2 − a20
]
≥ 4Λ [−6M2a0β1 + (M2 − a20)] > 0 ,
in case (i), by the assumption on β1.
Now suppose a ∈ [a0,M ]. Using the bound Λ ≥ m2, we have
(r2+ + a2)3
d
dr
V0(r+) ≥ −4Mam(ω −mω+)(3r2+ − a2) + 4M(r+ −M)2Λ
≥ 8M3a0β2Λ ≥ b(a0, β2)Λ .
in case (ii) This concludes the proof.
By Lemmas 6.5.1 and 6.5.2, we conclude that V0 has a unique critical point, located at r0max, which is
a maximum. The following lemma gives some quantitative information about the value of the potential at
this maximum, and generalizes [DRS16, Lemma 6.4.2].
Lemma 6.5.3. Fix M > 0, a0 ∈ [0,M) and β1, β2 > 0 such that Lemma 6.5.2 holds. For all sufficiently
small εwidth, all a ∈ [0,M ] and all admissible frequency parameters (ω,m,Λ) satisfying one of the following
(i) 0 < mω ≤ mω+ + β1Λ , 0 ≤ a ≤ a0 , Λ ≥ max
{
a0
M
,
2
3
}
m2 ,
(ii) 0 < mω ≤ mω+ − β2Λ , a0 < a ≤M , Λ ≥ m2 ,
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(iii) Λ ≥ ε−1withω2 , Λ ≥ max
{
a0
M
,
2
3
}
m2 ,
we have the estimate
V0(r0max)− ω2 ≥ bΛ ,
where b = b(a0, β1) in case (i), b = b(a0, β2) in case (ii) and b depends only on M and s in case (iii).
Proof. Let  > 0 be a fixed sufficiently small constant. As long as εwidth is sufficiently small that εwidth < ε,
the frequency ranges (i), (ii) and (iii) are are contained in one of the five ranges
(a) ω2 ≤ Λ , Λ ≥ max
{
2
3 ,
a20
M2
}
m2 ,
(b) m2ω+ − |m|
√
Λ ≤ mω ≤ m2ω+ + β1Λ , ω2 > Λ , 0 ≤ a ≤ a0 ,
(c) m2ω+ − |m|
√
Λ ≤ mω ≤ m2ω+ − β2Λ , ω2 > Λ , a > a0 ,
(d) 0 < mω < m2ω+ − |m|
√
Λ , ω2 > Λ , 0 ≤ a ≤ a0 , Λ ≥ max
{
2
3 ,
a20
M2
}
m2 ,
(e) 0 < mω < m2ω+ − |m|
√
Λ , ω2 > Λ , a > a0 , Λ ≥ m2 .
In each of these five ranges, we will find some r-value for which the potential V0 is quantitatively above ω2,
implying that so is the maximum.
In range (a), if we have the bound Λ ≥ 23m2, then 2amω ≥ −M
√
6Λ, −a2m2 ≥ −2M2Λ, hence
V0(r)− ω2 ≥ −Λ + Λ + s
2
r2
+O
(
Λ˜
r3
)
as r →∞. Thus, for r˜ sufficiently large and  sufficiently small depending on r˜, we have
V0(r˜)− ω2 ≥ b()Λ .
In ranges (b) and (c), |mω+ − ω| ≤ max{ε
√
Λ, |ω|}, hence
ω2 − V0(r+) = (ω −mω+)2 ≤ 2Λ .
Combining with Lemma 6.5.2, we have, for sufficiently small δ > 0 and smaller ,
V0(r+ + δ)− ω2 = −2Λ + dV0
dr
(r+)δ +O(δ2) ≥ bΛ ,
for b = b(a0, β1) in case (i) and b = b(a0, β2) in case (ii).
Finally, in the last two frequency ranges, (d) and (e), define
r0 :=
mω+
ω
r+ ∈
(
ω+
ω+ − r+,
ω+√

r+
)
,
where the bounds are computed using the definition of the frequency range. Letting ∆r0 = r20 − 2Mr0 + a2,
we compute
V0(r0)− ω2 = −4M
2r20ω
2 + 4Mr0am− a2m2 − ω2((r20 + a2)2 − 4Mr20) + ∆r0Λ
(r20 + a2)2
= ∆r0(r20 + a2)2
[
Λ + s2 − a
2
4M2
(
1 + 2M
r0
+ a
2
r20
)
m2
]
≥ ∆r0(r20 + a2)2
[
Λ− a
2
M2
(1 +M22 −M)m2
]
.
To conclude, we use Λ ≥ a20m2/M2 if a ∈ [0, a0] and Λ ≥ m2 if a ∈ (a0,M ]:
V0(r0)− ω2 ≥ ∆r0(r20 + a2)2
M(1−M)Λ ≥ b()Λ ;
this concludes the proof.
Remark 6.5.2. The previous lemma shows that, in particular, in the superradiant frequency regime, the
maximum of V0 is always quantitatively above the energy level of trapped geodesics in the subextremal case
0 ≤ a ≤ a0. This property degenerates as a → M : for a0 < a ≤ M , it only holds if the frequencies are
quantitatively away from the superradiant threshold ω = mω+.
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We can further restrict the set of nonsuperradiant trapped frequencies:
Lemma 6.5.4. Fix M > 0 and suppose a ∈ [0,M ]. For any β3 > 0, all sufficiently small width depending
on β1, all sufficiently large ωhigh depending on width, and all (ω,m,Λ) admissible satisfying Λ ≥ 23m2 and
εwidthω
2 ≤ Λ ≤ ε−1widthω2 , |ω| ≥ ωhigh , mω /∈ (0,m2ω+ + β3Λ] ,
there is a c = c(εwidth) such that ω2 − V (r+) ≥ cΛ. Thus, for some r′ depending on the frequency triple but
satisfying |r′ − r+| ≥ b(εwidth), one has
V0 − ω2 ≤ −14cΛ , ∀ r ∈ [r+, r
′
0] . (6.65)
Let r′0 ∈ (r+,∞] be the supremum over such r′. If r′0 <∞, it satisfies r′0 ≤ B(εwidth).
Proof. As σ := 2amω/Λ ≤ 3M1/2width ≤ 1 for sufficiently small εwidth, we can obtain the uniform bounds∣∣∣∣dV0dr
∣∣∣∣+ r ∣∣∣∣d2V0dr2
∣∣∣∣ ≤ B(width) Λr3 ,
∣∣∣∣ ddr
(
(r2 + a2)3 dV0
dr
)∣∣∣∣ ≤ B(width)Λr2 . (6.66)
Moreover, we have
ω2 − V(r+) = (ω −mω+)2 ≥ min

(
√
width +
1
2M
√
3
2
)2
,
2
3β
2
3
Λ ≥ εwidthΛ ,
hence we can fix c(εwidth) to be simply εwidth.
Let r0 ∈ (r+,∞] be the largest value such that
V0(r) ≤ V0(r+) + c2Λ , ∀r ∈ [r+, r0] .
Clearly r0 − r+ ≥ b(εwidth). If r0 =∞, then the potential is always below V0(r+) + c2Λ, hence any r′0 > r+
satisfies (6.65) for b ≤ c/2; thus we can take r′0 =∞.
We now turn to the case r0 < ∞. As dV0dr (r0) ≥ 0, by Lemma 6.5.1, V0 has a maximum at r0max ≥ r0
and can also have a minimum at r0min satisfying r0min < r0 ≤ r0max < B(εwidth). We can consider two cases
• If V0(r0max) ≤ V0(r+) + 3c4 Λ, the inequality holds in [r+,∞), so the bound (6.65) holds for any r′ ≥ r0.
Thus, r′0 =∞.
• If V0(r0max) > V0(r+) + 3c4 Λ, from the bound for the first derivative in (6.66), one can show that
r0max − r0 ≥ b(width). Since dV0dr (r0) ≥ 0, by continuity, there is a r′ ∈ [r0, r0max] such that
V0(r) ≤ V0(r+) + 3Λ4 ≤ ω
2 − 14cΛ , ∀r ∈ [r+, r
′] .
Thus, as any such r′ lies below r0max ≤ B(εwidth), so does r′0.
This concludes the proof.
6.5.2 Overview of the section
Recall that transformed radial ODE for Ψ (4.17), which we can write as
Ψ′′ +
(
ω2 − ∆Λ + 4Mramω − a
2m2
(r2 + a2)2 − V1
)
Ψ = G+ aw
|s|−1∑
k=0
(
imcΦs, |s|, k + cids, |s|, k
)
ψ(k) , (6.67)
where V1(r) is the frequency independent part of the potential (4.18), which can be neglected if ω or Λ are
very large. Naively, as the left hand side of this equation depends on the frequency parameters quadratically
whereas the coupling errors on the right hand side are, at most, linear in the frequency, we expect that the
latter do not play a role in the dynamics. Thus, one can hope to establish estimates for Ψ using the methods
of [DRS16] and, in contrast with the case in Section 6.4, without needing a very detailed understanding of
the behavior of ψ(k), for k < |s|.
Our naive argument, when put in place, immediately encounters two important obstacles. First and
foremost, our reasoning completely fails if there is an r value, or range of r values, for which there is some
cancellation between ω2 and the frequency dependent part of the potential causing the left hand side of
(6.67) to be less than quadratic in the frequency parameters. A second issue, of a more technical nature,
is that in employing virial or Killing energy currents to analyze (6.67), applications of Cauchy–Schwarz on
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the coupling terms may leave quadratic or higher frequency factors on the lower level ψ(k), k < |s|, which
a priori would seem to compete with or surpass those on Ψ.
Let us first explain how one can reduce the frequency weights on ψ(k) to be at most at the level of those
on Ψ. While we would like to treat (6.67) as a wave equation for spin-weighted functions, it is not one, hence
it does not share the wave equation’s conserved quantities. For instance, application of a global Killing T
energy produces errors due to coupling which look like
−aw
|s|−1∑
k=0
ω Im
[(
imcΦs, |s|, k + cids, |s|, k
)
ψ(k)Ψ
]
.
When trapping occurs, as we do not control |Ψ|2 with quadratic frequency weights, the weights falling on
ψ(k) by Cauchy–Schwarz greatly surpass those on Ψ. We reduce our frequency weights by borrowing an
important observation appearing already in [DHR19b]: the transport equations relating the transformed
variables can be used to eliminate the dependence of the coupling errors on ω (see Lemma 6.3.2). With this
reduction, it is easy to see that the coupling errors to control arising from either the Killing energy or virial
current can be no worse than a2(m2 + 1)|ψ(k)|2, with suitable r-weights, for k < |s|.
• If ω2 − V0 & ω2 globally, then we can exploit that with a global y-type virial current to obtain a
good bulk estimate. The virial current generates coupling errors of strength a2(m2 + 1)|ψ(k)|2 in the
frequency parameters and a boundary term with the wrong sign.
– Virial current coupling errors. By optimizing the ratio y/y′, we may gain a smallness parameter
on the coupling errors due to the y current, hence they are controlled by our previous bulk
estimate with Lemma 6.3.1.
– Boundary terms. Using Lemma 6.3.1 may further contribute to the boundary terms which we
need to control; we must therefore be careful with their contributions being bounded, i.e. with
having sufficient control over DIs,k or DHs,k (depending on where the boundary terms lie). The
global sign in ω2 − V0 & ω2 means, in particular, that superradiance cannot take place, hence
a global energy current can be applied to control the boundary term. If it is the Teukolsky–
Starobinsky energy current, and we have enough control over Cs and DIs,k or DHs,k (depending
on where the boundary terms lie), we are done. If the energy current of our choice is Killing,
it also generates coupling errors of strength a2(m2 + 1)|ψ(k)|2 in the frequency parameters, but
no smallness can be associated to them if this energy current is to absorb the boundary terms
produced by y and Lemma 6.3.1.
This is the case in FU and Fcomp,2, analyzed in Section 6.5.4.
• If ω2 − V0 has no global sign, we instead seek to combine local information on this sign with global
or almost global information on the critical point structure of V0. In this case, V0 and thus the full
V have a maximum and, in some circumstances, a minimum located at a lower r value, but no other
critical points (see Lemma 6.5.1). An f current which is positive above the maximum and negative
below it can be used to take advantage of the sign of V ′ (almost) globally.
– No trapping. Outside the trapping range, there is no minimum, hence the f current creates
a generally good bulk term. Yet there are two catches in using the f current: first, near the
maximum of the potential, the bulk term is degenerate; second, a boundary term with the wrong
sign is created. To deal with the second, we must add energy currents and, as superradiance may
occur, these may have to introduce localization errors. To deal with the first, note that near the
maximum of the potential ω2 − V has a sign (this is why we say there is no trapping) that can
be exploited with a compactly supported and very large h current; it is in the region where h is
strong that we bury the localization errors arising from applications of energy currents.
– Trapping, no superradiance. In the trapping regime, the same downsides to the f current are
present. Moreover, we will see that the potential may have a minimum, in which case the bulk
term due to f has a bad sign between r = r+ and the minimum. By definition of trapping, there
is no clear sign to ω2 − V at the maximum of the potential, so we can only expect to control
|Ψ|2 with linear frequency weights by borrowing from the |Ψ′|2 bulk that does not degenerate
at the maximum of the potential. At the minimum, however, ω2 − V has a sign that can be
exploited using a y current localized between r = r+ and the minimum. The only drawback
left to address are the boundary terms to which y adds: for those, we consider a global energy
current, as superradiance does not occur, avoiding localization errors.
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There is also the option of adding y currents near r =∞ or r = r+ in both cases in order to improve
the weights in the bulk terms; this adds to the boundary terms which we will have to control.
The procedure we outlined applies to the F],1−2 and F☼,1−2 and to the Fcomp,1 frequency regimes,
respectively. However, the the presence of the coupling terms means there are additional difficulties
when s 6= 0: using our reduction, we see that, if we are to apply the Killing energy currents to
control the boundary terms produced, then all coupling errors are controlled by large multiples of
a2(m2 + 1)|ψ(k)|2 bulk terms with suitable r-weights, for k < |s|.
The only question that remains is how to deal with the a2(m2 + 1)|ψ(k)|2 bulk terms that the methods
described above produce. If |a| were small, these could easily be treated with Lemma 6.3.1 (c.f. [DHR19b]).
For more general a the answer comes from the remaining transformed system, i.e. the ODEs other than
(6.67), for k < |s|. By a very simple estimate on these ODEs, we are able to show that (m2 + 1)|ψ(k)|2
bulk terms can be controlled by |Ψ|2 bulk terms for frequency triples with certain properties (see already
Lemma 6.3.2). This novel estimate is the key new ingredient in the analysis of the unbounded frequency
regimes for s 6= 0. We use it whenever available, most notably for in the trapped frequency range.
6.5.3 An estimate on the transformed system
Note that, while Lemma 6.3.1 provides an unconditional way of climbing the hierarchy of the transformed
system, i.e. converting estimates in ψ(k) into estimates on ψ(k+1), the procedure loses derivatives. The
following lemma provides two examples of more refined estimates which however have a more limited range
of applicability:
Lemma 6.5.5. Let (ω,m,Λ) be an admissible frequency triple such that Λ ≥ Λhigh > 0.
First, assume that, for some ε1 ∈ (0, 1) sufficiently small, there is a small constant b such that
Λ− 2amω − ε1
(
ω2 + a
2
Mr+
m2
)
− 1 ≥ b(ε1)Λ and ε˜1 := 1
b(ε1, ε2)ε1Λhigh
 1 ; (6.68)
then, we have∫ ∞
−∞
b(ε1)wΛ
∣∣ψ(k)∣∣2 dr∗ ≤ ∫ ∞
−∞
Bwε−11
∣∣ψ(k+1)∣∣2 dr∗ + ∫ ∞
−∞
k
k∑
i=0
∣∣Re [Giψ(i)]∣∣ dr∗
≤
∫ ∞
−∞
Bε˜1b(ε1)Λw
∣∣ψ(k+1)∣∣2 dr∗ + ∫ ∞
−∞
k
k∑
i=0
∣∣Re [Giψ(i)]∣∣ dr∗ .
(6.69)
Second, assume for some ε1, ε2 ∈ (0, 1) sufficiently small, ω2 ≤ Bε−11 ε2Λhigh,
Λ− 2amω − ε1 a
2
Mr+
m2 − 1− ε2Λhigh ≥ b(ε1, ε2)Λ and ε˜1 := 1
b(ε1)ε1Λhigh
 1 ; (6.70)
then, we have∫ ∞
−∞
b(ε1, ε2)wΛ
∣∣ψ(k)∣∣2 dr∗
≤
∫ ∞
−∞
Bw
(
ω2
ε2Λhigh
ω2 + 2ε
−1
1
r2 + a2
) ∣∣ψ(k+1)∣∣2 dr∗ + ∫ ∞
−∞
k∑
i=0
∣∣Re [Giψ(i)]∣∣ dr∗
≤
∫ ∞
−∞
Bw
(
ω2
ε2Λhigh
+ 2ε˜1b(ε1, ε2)Λ
r2 + a2
) ∣∣ψ(k+1)∣∣2 dr∗ + ∫ ∞
−∞
k∑
i=0
∣∣Re [Giψ(i)]∣∣ dr∗ .
(6.71)
Proof. Consider the radial ODE (4.14). Dropping subscripts and using the definition of ψ(k+1) (4.13), we
find that (4.14) can be rewritten as(
sign s d
dr∗
− iω + iam
r2 + a2
)(
wψ(k+1)
)− sign s(|s| − k)w′ψ(k+1) + w(Λ− 2amω)ψ(k)
− 2arw
r2 + a2 sign s(2|s| − 2k + 1)imψ(k) + Uψ(k)
= G(k) + aw
k−1∑
i=0
(
imcΦs, k, i + cids, k, i
)
ψ(i) ,
96
where acids, k, i should be replaced by cids, k, i if |s| 6= 1 and (k, i) = (1, 0), and where
U(k)(r) := w
{
|s|+ k(2|s| − k − 1) + a2 ∆(r2 + a2)2 [1− 2s− 2k(2|s| − k − 1)]
+2Mr(r
2 − a2)
(r2 + a2)2 [1− 3|s|+ 2s
2 − 3k(2|s| − k − 1)]
}
,
(6.72)
which, we recall from the proof of Lemma 6.4.2(i), can be bounded from below by 18w. Multiplying (6.72) by
ψ(k) and taking real parts, we obtain the identity (noting again the change mentioned above for (k, i) = (1, 0)
and |s| 6= 1)
w(Λ− 2amω) ∣∣ψ(k)∣∣2 = −w2 ∣∣ψ(k+1)∣∣2 − 2w(ω − am
r2 + a2
)
Im
[
ψ(k+1)ψ(k)
]− U(k) ∣∣ψ(k)∣∣2
+ sign s(|s| − k)w′Re [ψ(k+1)ψ(k)]+ 12 (− sign swRe [ψ(k)ψ(k+1)])′ (6.73)
− Re [Gkψ(k)]− aw k−1∑
i=0
Re
[
ψ(k)
(
imcΦs, k, i + cids, k, i
)
ψ(i)
]
.
After integration in r∗, given the asymptotics of ψ(k) laid out in Lemma 4.3.5 (see also Definition 4.3.1),
we find that the boundary terms vanish. Applying Cauchy–Schwarz on all terms and bounding some of the
expressions from above, we find that for any ε1 > 0,∫ ∞
−∞
w(Λ− 2amω) ∣∣ψ(k)∣∣2 dr∗
≤
∫ ∞
−∞
w
[
ε1
(
ω2 + a
2
2Mr+
m2
)
+ 1
] ∣∣ψ(k)∣∣2 dr∗ + ∫ ∞
−∞
[
2Mr+ε−11
(r2 + a2)2 + ε
−1
1 +
s2
4
(
w′
w
)2]
w
∣∣ψ(k+1)∣∣2 dr∗
−
∫ ∞
−∞
Re
[
Gkψ(k)
]
dr∗ +
∫ ∞
−∞
{
ε1
a2
2Mr+
m2w
∣∣ψ(k)∣∣2 + kC k−1∑
i=0
wε−11
∣∣ψ(i)∣∣2
}
dr∗
≤
∫ ∞
−∞
w
{
ε1
(
ω2 + a
2
Mr+
m2
)
+ 1
} ∣∣ψ(k)∣∣2 dr∗ + ∫ ∞
−∞
[(
ε−11 + s2
) 1
r2 + a2 + ε
−1
1
]
w
∣∣ψ(k+1)∣∣2 dr∗
−
∫ ∞
−∞
Re
[
Gkψ(k)
]
dr∗ +
∫ ∞
−∞
kC
k−1∑
i=0
wε−11
∣∣ψ(i)∣∣2 dr∗ ,
where C := max0≤i,k≤|s| 4M2
(∥∥∥cΦs, k, i∥∥∥2∞ + ∥∥∥cids, k, i∥∥∥2∞
)
. Alternatively, if we let the ω2 weight fall on ψ(k+1),
for some ε1, ε2 > 0,∫ ∞
−∞
w(Λ− 2amω) ∣∣ψ(k)∣∣2 dr∗
≤
∫ ∞
−∞
w
(
ε2Λhigh + ε1
a2
Mr+
m2 + 1
) ∣∣ψ(k)∣∣2 dr∗ + ∫ ∞
−∞
[(
ε−11 + s2
) 1
r2 + a2 +
ω2
ε2Λhigh
]
w
∣∣ψ(k+1)∣∣2 dr∗
−
∫ ∞
−∞
Re
[
Gkψ(k)
]
dr∗ +
∫ ∞
−∞
kC
k−1∑
i=0
wε−11
∣∣ψ(i)∣∣2 dr∗ .
Now let |s| ≥ 2. Assume Λ ≥ Λhigh is sufficiently large that
ε˜1 := [ε1b(ε1)Λhigh]−1  min{1, |s|C} .
Then, since the inequality∫ ∞
−∞
b(ε1)wΛ
∣∣ψ(k)∣∣2 ≤ ∫ ∞
−∞
Bε−11 w
∣∣ψ(k+1)∣∣2 dr∗ − ∫ ∞
−∞
Re
[
Gkψ(k)
]
dr∗ +
∫ ∞
−∞
kC
k−1∑
i=0
wε−11
∣∣ψ(i)∣∣2 dr∗ ,
holds for all k = 0, ..., |s| − 1, we can iterate it along the hierarchy to eliminate its dependence on |ψ(i)|2 for
i < k. To illustrate the procedure, we start at k = 0, which already has no such terms, and show how to
obtain close an estimate for |ψ(1)|2:∫ ∞
−∞
b(ε1)wΛ
∣∣ψ(0)∣∣2 ≤ ∫ ∞
−∞
Bε−11 w
∣∣ψ(1)∣∣2 dr∗ − ∫ ∞
−∞
Re
[
G0ψ(0)
]
dr∗ ,
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∫ ∞
−∞
b(ε1)wΛ
∣∣ψ(1)∣∣2 ≤ ∫ ∞
−∞
Bε−11 w
∣∣ψ(2)∣∣2 dr∗ − ∫ ∞
−∞
Re
[
G1ψ(1)
]
dr∗ +
∫ ∞
−∞
Cε˜1wb(ε1)Λ
∣∣ψ(0)∣∣2 dr∗
≤
∫ ∞
−∞
Bε−11 w
∣∣ψ(2)∣∣2 dr∗ + ∫ ∞
−∞
Bε˜21b(ε1)Λ
∣∣ψ(1)∣∣2 dr∗
−
∫ ∞
−∞
{
Re
[
G1ψ(1)
]− kCε˜1 Re [G0ψ(0)]} dr∗ ,
where, in the last inequality, the term in |ψ(1)|2 on the right hand side can clearly be absorbed into the left
hand side.
The second statement of the lemma follows similarly.
6.5.4 Time dominated regime and large, comparable, non-superradiant and non-trapped
regime
This section concerns the frequency ranges FU and Fcomp,2. We will prove
Proposition 6.5.6 (Estimates in FU). Fix s ∈ {0,±1,±2} and M > 0. For all δ > 0, for all E,EW > 0
such that one of these is sufficiently large, for all ωhigh sufficiently large, for all εwidth sufficiently small,
and for all (a, ω,m,Λ) ∈ FU(εwidth, ωhigh), there exist functions y and yˆ satisfying the bounds |y|+ |yˆ| ≤ B
such that for all smooth Ψ arising from a smooth solution to the radial ODE (4.8) via (4.12) and (4.13) and
itself satisfying the radial ODE (4.17),
A. if Ψ has outgoing boundary conditions (see Lemma 4.3.5), we have the estimate[
ω2
∣∣∣A[s]I+ ∣∣∣2 + (ω −mω+)2 ∣∣∣A[s]H+ ∣∣∣2]+ b(δ)∫ ∞−∞ ∆r3+δ
[
|Ψ′|2 + ω2|Ψ|2
]
dr∗
≤
∫ ∞
−∞
{
2(y + yˆ) Re
[
GΨ′
]
− Eω Im [GΨ]+ EW (QW,T )′} dr∗ ;
B. if Ψ has the general boundary conditions in Lemma 4.3.5, we have the estimates:
ω2
{ Cs
DIs
, s ≤ 0
1 , s > 0
} ∣∣∣A[s]I+ ∣∣∣2 + (ω −mω+)2{ 1 , s ≤ 0Cs
DHs
, s > 0
} ∣∣∣A[s]I+ ∣∣∣2
≤ 4
[
ω2
{ 1 , s ≤ 0
Cs
DIs
, s > 0
} ∣∣∣A[s]I−∣∣∣2 + (ω −mω+)2{ CsDHs , s ≤ 01 , s > 0
} ∣∣∣A[s]I− ∣∣∣2] ,
if Ψ arises from a solution of the homogeneous Teukolsky radial ODE (4.8); and[
ω2
∣∣∣A[s]I+ ∣∣∣2 + (ω −mω+)2 ∣∣∣A[s]H+ ∣∣∣2]+ b(δ)∫ ∞−∞ ∆r3+δ
[
|Ψ′|2 + ω2|Ψ|2
]
dr∗
≤ B(E)
[
ω2
∣∣∣A[s]I− ∣∣∣2 + (ω −mω+)2 ∣∣∣A[s]H− ∣∣∣2]+ ∫ ∞−∞
{
2(y + yˆ) Re
[
GΨ′
]
− Eω Im [GΨ]} dr∗ ,
if a = 0, s = 0 or, if s 6= 0, as long as s, a, and (ω,m,Λ) further satisfy the requirement that
a2
∣∣∣∣∣∣A
[s]
k,H−
A
[s]
H−
∣∣∣∣∣∣ and CsDHs if s < 0 , or a2
∣∣∣∣∣∣A
[s]
k,I−
A
[s]
I−
∣∣∣∣∣∣ and CsDIs if s > 0
are bounded independently of the frequency parameters for all 0 ≤ k ≤ |s|.
Proposition 6.5.7 (Estimates in Fcomp,2). Fix s ∈ {0,±1,±2} and M > 0. Then, for any β3 > 0, for all
ε−1width sufficiently large depending on β3,
A. for all E > 0 sufficiently small, for all EW sufficiently large depending on εwidth, for all ωhigh suffi-
ciently large, and for all (a, ω,m,Λ) ∈ Fcomp,2(ωhigh, εwidth, r′0, β3) where r′0 is fixed by Lemma 6.5.4,
there exist functions y and yˆ satisfying the uniform bounds |y| + |yˆ| ≤ B , for all smooth Ψ arising
from a smooth solution to the radial ODE (4.8) via (4.12) and (4.13) and itself satisfying the radial
ODE (4.17), if Ψ has outgoing boundary conditions (see Lemma 4.3.5), we have the estimate[
ω2
∣∣∣A[s]I+ ∣∣∣2 + (ω −mω+)2 ∣∣∣A[s]H+ ∣∣∣2]+ b(δ, εwidth)∫ ∞−∞ ∆r3+δ
[
|Ψ′|2 + ω2|Ψ|2
]
dr∗
≤
∫ ∞
−∞
{
2(y + yˆ) Re
[
GΨ′
]
− Eω Im [GΨ]+ EW (QW )′} dr∗ ;
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B. for all E,EW > 0 such that max{E,EW } is sufficiently large depending on εwidth, for all β4 >
0, for all ωhigh sufficiently large depending on β4, εwidth, E and EW , and for all (a, ω,m,Λ) ∈
Fcomp,2(ωhigh, εwidth, r′0, β3) if s = 0 or (a, ω,m,Λ) ∈ Fcomp,2a(ωhigh, εwidth, r′0, β3, β4) if s 6= 0, where
r′0 = r′0(εwidth) is fixed by Lemma 6.5.4, there exist functions y and yˆ satisfying the uniform bounds
|y|+ |yˆ| ≤ B , such that, for all smooth Ψ arising from a smooth solution to the radial ODE (4.8) via
(4.12) and (4.13) and itself satisfying the radial ODE (4.17), if Ψ has the general boundary conditions
in Lemma 4.3.5, we have the estimates:
ω2
{ Cs
DIs
, s ≤ 0
1 , s > 0
} ∣∣∣A[s]I+ ∣∣∣2 + (ω −mω+)2{ 1 , s ≤ 0Cs
DHs
, s > 0
} ∣∣∣A[s]I+ ∣∣∣2
≤ ε−2width
[
ω2
{ 1 , s ≤ 0
Cs
DIs
, s > 0
} ∣∣∣A[s]I− ∣∣∣2 + (ω −mω+)2{ CsDHs , s ≤ 01 , s > 0
} ∣∣∣A[s]I−∣∣∣2] ,
if Ψ arises from a solution of the homogeneous Teukolsky radial ODE (4.8);[
ω2
∣∣∣A[s]I+ ∣∣∣2 + (ω −mω+)2 ∣∣∣A[s]H+ ∣∣∣2]+ b(δ, εwidth)∫ ∞−∞ ∆r3+δ
[
|Ψ′|2 + ω2|Ψ|2
]
dr∗
≤ B(E,EW , εwidth)
[
ω2
∣∣∣A[s]I−∣∣∣2 + (ω −mω+)2 ∣∣∣A[s]H− ∣∣∣2]
+
∫ ∞
−∞
{
2(y + yˆ) Re
[
GΨ′
]
− Eω Im [GΨ]+ EW (QW,T )′} dr∗ ,
and ∣∣∣∣DHsDIs
∣∣∣∣+ ∣∣∣∣DHsDIs
∣∣∣∣−1 + ∣∣∣∣ CsDIs
∣∣∣∣+ ∣∣∣∣ CsDIs
∣∣∣∣−1 + ∣∣∣∣ CsDHs
∣∣∣∣+ ∣∣∣∣ CsDHs
∣∣∣∣−1 ≤ B .
Let us begin by discussing the specific properties of the frequency parameters in the relevant frequency
ranges and its consequences for the behavior of the potential.
Lemma 6.5.8 (Properties of the frequency parameters in FU). Fix s ∈ Z and M > 0. Let (ω,m,Λ) ∈
FU(εwidth, ωhigh) be an admissible frequency triple with respect to a ∈ [0,M ]. Then, for sufficiently small
εwidth and sufficiently large ωhigh, we have
(i) m2 ≤ 2εwidthω2;
(ii) |Λ| ≤ 2εwidthω2;
(iii) 2ω2 ≥ ω(ω −mω+) ≥ 12ω2;
(iv) for |s| = 1, 2 and a = 0 we have
Cs
DIs
= Cs
DHs
= D
H
s
DIs
= 1 .
Proof. By property 4(b) in Definition 4.1.1, we obtain statements (i) and (ii):
m2 ≤ Λ + 2|s||aω|+ s2 ≤ 2εwidthω2 ,
|Λ| ≤ max{−Λ,Λ} ≤ max{|s|(2M |ω| − 1), εwidthω2} ≤ 2εwidthω2 ,
for sufficiently small εwidth and sufficiently large ωhigh. From these bounds, we conclude
ω(ω −mω+) ≥ ω2
(
1−√2εwidth 12M
)
≥ 12ω
2 ,
ω(ω −mω+) ≤ ω2
(
1 +
√
2εwidth
1
2M
)
≤ 2ω2 ,
which proves (iii).
Lemma 6.5.9 (Properties of the frequency parameters in Fcomp,2). Fix s ∈ Z, M > 0 and β3 > 0. Let
r′0 be defined by Lemma 6.5.4 and β3 > 0. Let (ω,m,Λ) ∈ Fcomp,2(εwidth, ωhigh, r′0, β3) be an admissible
frequency triple with respect to a ∈ [0,M ]. Then, for sufficiently small εwidth and ω−2high with respect to β3,
(i) Λ ≥ max{ a20M2 , 23}m2;
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(ii) Λ ≥ ε1/2width|mω|;
(iii) in Fcomp, 2a(εwidth, ωhigh, r′0, β3, β4), if ωhigh is sufficiently large depending also on β4, the conditions
for Lemma 6.5.5 hold, namely, for ε1 = εwidthβ4/3, we have
Λ− 2amω − ε1(m2 + ω2) ≥ 18Λ , ε˜1 =
6
β4ε2widthω
2
high
 1 ,
as long as ω2high is sufficiently large depending on εwidth;
(iv) 2ε1/2width/Mω2 ≤ ω(ω −mω+) ≤ ε−1widthω2;
(v) for |s| = 1, 2, in Fcomp, 2a(εwidth, ωhigh, r′0, β3, β4), if ωhigh is sufficiently large (depending on εwidth
and β4), we have
Cs
DIs
,
Cs
DHs
,
DHs
DIs
∈
[
1
3 ,
5
3
]
.
Proof. We begin by showing that (i) holds more generally when Λ ≥ εwidthω2 and |ω| ≥ ωhigh. If m2 ≤
εwidthω
2, of course Λ ≥ m2. On the other hand, if m2 > εwidthω2 then in particular |m|  |s|, so it will be
convenient to recall condition 4(b) of Definition 4.1.1:
Λ ≥ l(l + 1)− s2 − 2|s||aω| .
If ωhigh is sufficiently large and either 0 ≤ |a| < a˜0  M sufficiently small or m2 ≥ ε−1highω2, for instance,
clearly Λ ≥ m2. Thus, we only have to check the case |a| ≥ a˜0 and εwidthω2 < m2 < ε−1widthω2. Then,
Λ ≥ l(l + 1)− s2 − 2|s||aω| ≥ (1− )m2 + (ωhighεwidth +√εwidth − 2|s|M − s2ω−1high)|ω| ≥ (1− )m2 ,
for any  ≤ 4M |s|ω−1highε−1width as long as ωhigh  ε−1width is sufficiently large. In particular, for sufficiently
small εwidth and ω−1high, we can take  = min
{ 1
3 ,
M−a0
M
}
. The proof of (ii) now follows easily.
We turn to (iii): if Λ− 2amω ≥ β4Λ, then
Λ− 2amω − ε1(m2 + ω2) ≥ Λ
[
β4 − ε1
(
2 + ε−1width
)] ≥ 12β4Λ
as long as ε1 ≤ εwidthβ4/3.
Let us now focus on (iv). Either mω ≤ 0, in which case
1 ≥ ω
ω −mω+ =
|ω|
|ω|+ |m|ω+ ≥
1
1 +
√
3
2ε
−1/2
widthω+
≥ 2
M
ε
1/2
width ,
or m(ω −mω+) ≥ β3Λ, in which case
1 < ω
ω −mω+ =
|mω|
|m(ω −mω+)| ≤
|mω|
β3Λ
≤
√
3
2
ε
−1/2
width
β3
≤ ε−1width ,
using the fact that we can choose εwidth < 23β23 for sufficiently small εwidth.
Finally, for (v), we refer the reader to the proof of the analogous statement in Lemma 6.5.13(iii): by
(iii), the conclusion follows easily.
Based on the previous bounds for the frequency parameters, we obtain
Lemma 6.5.10 (Behavior of the potential in FU and Fcomp,2). Let (ω,m,Λ) ∈ FU(εwidth, ωhigh) be an
admissible frequency triple. Then, for sufficiently small εwidth and sufficiently large ωhigh, we have
V ≤ ε
1/2
widthω
2
r2
, V ′ ≤ ε
1/2
widthω
2∆
r3(r2 + a2) , in FU , (6.74)
V ≤ b(εwidth)ω
2
r2
, |V ′| ≤ b(εwidth)ω
2∆
r5
, in Fcomp,2 . (6.75)
Proof. In FU, by inspection of (4.18) and (6.62), we get from Lemma 6.5.8,
V0 = ∆Λ + 4Mramω − a
2m2
(r2 + a2)2 ≤
∆ + 4M |a|r(2εwidth)−1/2 + 2a2εwidth
(r2 + a2)2 (2εwidth)ω
2 ≤ 2εwidthω
2
r2
,
V ′0 = −2
∆
(r2 + a2)4
[
Λ(r3 − 3Mr2 + a2r +Ma2)− (6Mr2 +Ma2)amω + 2ra2m2]
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≤ ∆
[
(r3 + 3Mr2 + a2r +Ma2) + (6Mr2 +Ma2)(2εwidth)−1/2 + 2ra2
]
(r2 + a2)4 4εwidthω
2 ≤ 2ε
1/2
widthω
2∆
r3(r2 + a2) ,
for εwidth sufficiently small and ωhigh sufficiently large depending on M .
In Fcomp,2, by Lemma 6.5.4, we have
V0 ≤ b(εwdith)ω
2
r2
,
and, making use of the properties in Lemma 6.5.9 and the fact that εwidth ≤ Λ ≤ εwidthω2, we obtain
V ′0 ≤
2∆
(r2 + a2)4
[
Λ|r3 − 3Mr2 + a2r +Ma2|+ |6Mr2 +Ma2|a|mω|+ 2ra2m2] ≤ b(εwidth)ω2∆
r5
.
In both cases, if ωhigh sufficiently large, the contribution from V1 can be neglected, and one obtains
(6.74) and (6.75), respectively.
We briefly describe the strategy to prove Propositions 6.5.6 and 6.5.7, which is best illustrated by
Figure 7.
R∗ ∞−∞ −R∗
y
yˆ
χ1,2
Figure 7: Currents in the proof of Theorem 6.1 and Proposition 6.1.1 for the frequency ranges FU and
Fcomp,2 (relative size not accurate).
Lemma 6.5.10 has shown that, in both the time dominated and the large, comparable non-trapped cases,
ω2 − V is globally positive and large, prompting us to take advantage of it using a y current. One could
become concerned about the term yV ′: for a suitable choice of y, one can have y′(ω2 − V)  |yV ′| as
r∗ → ±∞, but in a compact region of r∗, the latter can affect the positivity of the y current bulk. In the
time dominated case, to ensure positivity, we appeal to the smallness of Λ, hence |V ′|, compared to ω2; in
the regime where Λ is comparable to ω2, we must instead create smallness in the ratio |y/y′| restricted to a
compact region.
One of the main differences with respect to the s = 0 case (c.f. [DRS16, Propositions 8.4.1 and 8.6.1])
is the presence of coupling terms when s 6= 0. In the time dominated regime, such a presence can easily be
overlooked: the frequency dependence of terms coupling terms is such that, as long as the r-weights decay
sufficiently fast, they can always be absorbed by noting ω2  m2 is very large. In the comparable regime,
this is no longer the case; however, creating smallness in the ratio |y/y′| will again be sufficient.
Regarding boundary terms, we note that in both the time dominated case and the large, comparable, non-
superradiant non-trapped regime, there is no superradiance (by assumption for Fcomp,2 and by statement
Lemma 6.5.8(iii) for FU), so one can apply global energy currents. In some circumstances, we will be able
to add a large multiple of a global Killing T current, capable of dominating the y boundary term: as the
coupling errors created by it have strength mω in the frequency variables, they can easily be controlled in
the time dominated case, when mω  ω2, and whenever Λ− 2amω ≥ bΛ (using the improved estimates in
Lemma 6.5.5).
However, when mω ∼ ω2 ∼ Λ and Λ − 2amω = o(Λ), the Killing T current’s coupling errors are
not necessarily small. Thus, only a very small multiple of the T current can be safely added and this is
insufficient to balance the boundary term brought about by a y current. A natural idea would therefore be
to appeal to a Teukolsky–Starobinsky T energy current, which does not produce coupling errors. Yet, as
Λ − 2amω = o(Λ), not all of the boundary terms of the Teukolsky–Starobinsky energy current are equally
strong as the boundary terms produced by a y current. For outgoing boundary conditions, there is a way
out of this conundrum: we first choose y such that it only produces the boundary term that can be absorbed
by the Teukolsky–Starobinsky energy current (we impose one of y(±∞) = 0 depending on the sign of the
spin s), add the Teukolsky–Starobinsky energy current to control this term and finally control the remaining
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boundary term by adding a small multiple of the T current. More general boundary conditions are always
not tractable with our methods.
We note that in the time dominated case, unless |Λ − 2amω| ≥ b|aω| for some b > 0, our results only
deal with the case of outgoing boundary conditions. Indeed, absent Lemma 6.5.5, we must employ instead
Lemma 6.3.1, which produces boundary terms at the levels k ≤ |s|. By a judicious choice of r-weight to
apply in Lemma 6.3.1, we can ensure that only past boundary terms are created; however these may not be
controlled by the Ψ boundary terms in the entire FU range.
Proof of Propositions 6.5.6 and 6.5.7. Let (ω,m,Λ) be any admissible frequency triple with respect to s
and a ∈ [0,M ]. In both the frequency ranges we intend to study, we will employ y and QT currents. We
begin by giving explicit currents y and yˆ that will be our starting point. For some R∗ ≥ 1 and C ≥ 1 to be
fixed, set
y(r∗) := exp
(
−C
∫ ∞
r(r∗)
dr
∆
)
1[−R∗,R∗] +
y(−R∗)(R∗)1/2
(−r∗)1/2 1(−∞,−R∗) + y(R
∗)
(
2− (R
∗)δ
(r∗)δ
)
1(R∗,∞) ,
y′(r∗) = y2(−r∗)1(−∞,−R∗) + C
y
r2 + a21[−R∗,R∗) + δ
y(R∗)(R∗)δ
(r∗)1+δ > 0 ,
yˆ(r∗) := − exp (−C(r − r+))1[−R∗,R∗] + yˆ(−R∗)
(
2− (R
∗)1/2
(−r∗)1/2
)
1(−∞,−R∗) +
yˆ(R∗)(R∗)δ
(r∗)δ 1(R∗,∞) ,
yˆ′(r∗) = yˆ(−R
∗)(R∗)1/2
2(−r∗)3/2 1(−∞,−R∗) + C
yˆ
r2 + a21[−R∗,R∗) + δ
yˆ
r∗
1(R∗,∞) > 0 ,
so that y(∞) = 2y(R∗), y(−∞) = 0, yˆ(∞) = 0 and y(−∞) = 2yˆ(−R∗).
When we apply y, yˆ or EQT currents to the equation for Ψ, error terms arise due to coupling with ψ(k).
For y, note that∣∣∣∣wy2y′
∣∣∣∣+ ∣∣∣∣wyˆ2yˆ′
∣∣∣∣ ≤ 4 max{y(R∗), yˆ(r∗)}(r∗r
)1+δ (
R
R∗
)δ 1
δR
1(R∗,∞) +
(∣∣∣∣wy2y′
∣∣∣∣+ ∣∣∣∣wyˆ2yˆ′
∣∣∣∣)1(−∞,R∗]
≤ B(M)
(
1[−R∗,R∗]c√
R∗
+
1[−R∗,R∗]
C
)
≤ B(M) max{R−1/2, C−1} , (6.76)
as long as R is large enough that
√
R ≥ δ−1. Thus, the coupling errors generated by the y current are
|s|−1∑
k
∫ ∞
−∞
2aywRe
[(
cids,|s|,k + imcΦs,|s|,k
)
ψ(k)Ψ
′]
dr∗
≤
∫ ∞
−∞
12y′|Ψ′|2 + 2|s|M2 maxk (‖cids,|s|,k‖2∞ + ‖cΦs,|s|,k‖2∞)
|s|−1∑
k=0
(1 +m2)w
(
wy2
y′
) ∣∣ψ(k)∣∣2
 dr∗
≤
∫ ∞
−∞
{
1
2y
′|Ψ′|2 + B(M, |s|)
min{C,√R} (1 +m
2)w
∣∣ψ(k)∣∣2} dr∗ , (6.77)
and, similarly,
|s|−1∑
k
∫ ∞
−∞
2ayˆwRe
[(
cids,|s|,k + imcΦs,|s|,k
)
ψ(k)Ψ
′]
dr∗ ≤
∫ ∞
−∞
{
yˆ′
2 |Ψ
′|2 + |s|B(1 +m
2)
min{C,√R} w
∣∣ψ(k)∣∣2} dr∗ ,
(6.78)
which we have treated using Cauchy–Schwarz. Similarly, for the coupling terms due to adding EQT , we
have, for some ε > 0,
|s|−1∑
k
∫ ∞
−∞
Eaw Im
[(
cids,|s|,k + imcΦs,|s|,k
)
ωψ(k)Ψ
]
dr∗
≤
∫ ∞
−∞
E|s|B(M, |s|)
[
w(|ω|+ ε−1m2) ∣∣ψ(k)∣∣2 + w(|ω|+ ω2)|Ψ|2] dr∗ . (6.79)
If we repeatedly apply estimate (6.7), from Lemma 6.3.1, with
c = c+ :=
r − r+
r
⇒ w
2c2
c′
= (r − r+)
2
(r2 + a2)r+
w if s > 0 , c = c− := −1
r
⇒ w
2c2
c′
≤ w
r2 + a2 if s < 0 ,
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then, by Lemma 4.3.5, the boundary terms at I+ and H+ vanish, so we obtain∫ ∞
−∞
{
2a{y, yˆ}wRe
[(
cids,k,k + imcΦs,k,k
)
ψ(k)Ψ
′]− Eaw Im [(cids,k,k + imcΦs,k,k)ωψ(k)Ψ]} dr∗
≤
∫ ∞
−∞
{{y′, yˆ′}
4 |Ψ
′|2 + w
[
a2Bmax{C−1, R−1/2, Eε−1, E}(m2 + |ω|) + E(ω2 + |ω|)
]
|Ψ|2
}
dr∗ (6.80)
+ a2|s|B(M, |s|) max{C−1, R−1/2, Eε−1, E, (Eε−1)|s|, E|s|}
|s|−1∑
k=0
(|ω|+m2)
∣∣∣A[s]k, {I−,H−}∣∣∣2 ,
where the alternatives are obtained by choosing the y current and having s ≥ 0 or having the yˆ current and
s < 0, respectively.
On the other hand, we can apply Lemma 6.5.5 if the conditions for (6.69) hold. Then, we obtain∫ ∞
−∞
{
2a{y, yˆ}wRe
[(
cids,k,k + imcΦs,k,k
)
ψ(k)Ψ
′]− Eaw Im [(cids,k,k + imcΦs,k,k)ωψ(k)Ψ]} dr∗
≤
∫ ∞
−∞
{
1
4{y
′, yˆ′}|Ψ′|2 + w
[
a2|s|Bmax{C−1, R−1/2, Eε−1, E}˜1Λ + E(ω2 + |ω|)
]
|Ψ|2
}
dr∗ (6.81)
+ |s|
|s|−1∑
k=0
∫ ∞
−∞
∣∣Re [G(k)ψ(k)]∣∣ dr∗ .
Time dominated case. Let us first consider the case of time dominated frequencies, FU(εwidth, ωhigh). Let
C = 1. By Lemma 6.5.10,
y′ω2 − (yV)′ ≥ y′ω2
[
1− ε
1/2
width
r2
− ε
1/2
width∆
r3(r2 + a2)
(
1
2 |r
∗|1(−∞,−R∗) + (r2 + a2)1[−R∗,R∗] + 6 |r
∗|3/2
(R∗)1/2
)]
≥ 12y
′ω2 ,
for sufficiently small εwidth, and, likewise,
yˆ′ω2 − (yˆV)′ ≥ 12 yˆ
′ω2 .
Suppose s > 0. Rescale y so that y(∞) = 1. Note that Lemma 6.5.5 cannot be applied, as Λ − 2amω
may not have the necessary positivity. However, for some ε ∈ (0, 1), there are sufficiently large ωhigh and
ε−1width so that
max{R−1/2, Eε−1}(1 +m2) ≤ Eεω2
[
max{R−1/2E−1, ε−1}(ω−2high + εwidth)
]
≤ BEεω2 ,
hence, by our previous considerations, Qy + EQT + EWQW,T currents give the estimate∫ ∞
−∞
1
4
(
y′|Ψ|2 + y′ω2|Ψ|2) dr∗
≤
∫ ∞
−∞
B
(
Eε−1(m2 + |ω|) + Eεω2)w |Ψ|2 dr∗ + ∫ ∞
−∞
{
2yRe
[
GΨ′
]
− Eω Im [GΨ]} dr∗
− ω(ω −mω+)
(
E + EW
Cs
DHs
) ∣∣∣A[s]H+ ∣∣∣2 + ω2(2− E − EW ) ∣∣∣A[s]I+ ∣∣∣2 + ω(ω −mω+)(E + EW ) ∣∣∣A[s]H− ∣∣∣2
+
a2(|ω|+m2)
ω2
|s|B(M, |s|)(Eε−1)|s|
|s|−1∑
k=0
∣∣∣A[s]k, I− ∣∣∣2∣∣∣A[s]I−∣∣∣2 + 2 + E + EW
Cs
DIs
ω2 ∣∣∣A[s]I− ∣∣∣2 ,
where we have used (6.80) with ε ∈ (0, 1). The first term on the right hand side can be absorbed into the
left hand side if we make , εwidth and ω−1high small enough depending on E; we fix  in this way. Choosing
E > 0 and max{EW , E} ≥ 4, we obtain
ω2
∣∣∣A[s]I+ ∣∣∣2 + 12E(ω −mω+)2 ∣∣∣A[s]H+ ∣∣∣2 +
∫ ∞
−∞
1
4
(
y′|Ψ|2 + y′ω2|Ψ|2) dr∗
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≤
(
2 + E + EW
Cs
DIs
)
ω2
1 + |s|B(M, |s|) |s|−1∑
k=0
a2(|ω|+m2)
ω2
∣∣∣A[s]k, I− ∣∣∣2∣∣∣A[s]I− ∣∣∣2
 ∣∣∣A[s]I− ∣∣∣2 (6.82)
+ 2(E + EW )(ω −mω+)2
∣∣∣A[s]H− ∣∣∣2 + ∫ ∞−∞
{
2yRe
[
GΨ′
]
− Eω Im [GΨ]+ EW (QW,T )′} dr∗ .
If s < 0, the analogous argument with yˆ′ gives
Eω2
∣∣∣A[s]I+ ∣∣∣2 + (ω −mω+)2 ∣∣∣A[s]H+ ∣∣∣2 + ∫ ∞−∞ 14 (yˆ′|Ψ|2 + yˆ′ω2|Ψ|2) dr∗
≤ 2
(
2 + E + EW
Cs
DIs
)
(ω −mω+)2
1 + |s|B(M, |s|) |s|−1∑
k=0
a2(|ω|+m2)
ω2
∣∣∣A[s]k,H− ∣∣∣2∣∣∣A[s]H− ∣∣∣2
 ∣∣∣A[s]H− ∣∣∣2 (6.83)
+ (E + EW )ω2
∣∣∣A[s]I−∣∣∣2 + ∫ ∞−∞
{
2yˆRe
[
GΨ′
]
− Eω Im [GΨ]+ EW (QW,T )′} dr∗ .
Note that, since |ω| ≥ ωhigh > 1 and, by Lemma 6.5.8(i), m2  ω2, as long as∣∣∣A[s]k,H− ∣∣∣2∣∣∣A[s]H− ∣∣∣2 and
Cs
DHs
if s < 0 ,
∣∣∣A[s]k, I− ∣∣∣2∣∣∣A[s]I− ∣∣∣2 and
Cs
DIs
if s > 0 ,
are bounded, the right hand side of the estimates (6.82) and (6.83) can be replaced by
B(E,EW )
{
ω2
∣∣∣A[s]I− ∣∣∣2 +B(E,EW )(ω −mω+)2 ∣∣∣A[s]H− ∣∣∣2}
+
∫ ∞
−∞
{
2yˆRe
[
GΨ′
]
− Eω Im [GΨ]+ EW (QW,T )′} dr∗ .
To conclude, we note that when Ψ arises from a solution to the inhomogeneous radial ODE (4.8), then
one can easily apply the T -type Teukolsky–Starobinsky energy current and conclude, by Lemma 6.5.10(iii)
ω2
Cs
DIs
∣∣∣A[s]I+ ∣∣∣2 + 12(ω −mω+)2 ∣∣∣A[s]I+ ∣∣∣2
≤ ω2 Cs
DIs
∣∣∣A[s]I+ ∣∣∣2 + ω(ω −mω+) ∣∣∣A[s]I+ ∣∣∣2 = ω2 ∣∣∣A[s]I− ∣∣∣2 + ω(ω −mω+) CsDHs
∣∣∣A[s]I−∣∣∣2
≤ ω2
∣∣∣A[s]I−∣∣∣2 + 2(ω −mω+)2 CsDHs
∣∣∣A[s]I− ∣∣∣2 ,
for s ≤ 0 and similarly for s > 0. However, in general, one does not have control over the constants Cs/DHs
and Cs/DIs in this range.
Large comparable frequencies case. Now let r′0 be as in Lemma 6.5.4 and β1 as in Lemma 6.5.2. Consider
the case where (ω,m,Λ) ∈ Fcomp(εwidth, ωhigh). Let C,R∗ be large; by Lemma 6.5.10, we have
y′(ω2 − V)− yV ′ ≥ y′(ω2 − V)
(
1− B(εwidth)∆
Cr3
1[−R∗,R∗] − B(εwidth)
δ(R∗)2 1[R∗,∞) −
B(εwidth)
R∗
1(−∞,R∗]
)
≥ 12y
′(ω2 − V) ,
yˆ′(ω2 − V)− yˆV ′ ≥ 12 yˆ
′(ω2 − V) ,
as long as C and R∗ are sufficiently large depending on εwidth.
As in the time dominated case, we present the proof for s ≥ 0, where we use the current y and pick up
boundary terms at I− when using the estimate from (6.80); the s < 0 case is completely analogous, but
uses yˆ and picks up boundary terms at H− in the aforementioned estimate.
In the s ≥ 0 case, we consider Qy + EQT + EWQW,T currents for some E,EW > 0. To treat the
coupling errors, we consider the two scenarios: (ω,m,Λ) ∈ Fcomp,2a, where Lemma 6.5.5 is available by
Lemma 6.5.9(iii), and (ω,m,Λ) ∈ Fcomp,2b, where it is not.
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In the case (ω,m,Λ) ∈ Fcomp,2a, we make use of the improved estimate (6.81) to bound the coupling
terms arising due to Qy + EQT currents:∫ ∞
−∞
1
2
(
1
2y
′|Ψ|2 + y′(ω2 − V)|Ψ|2
)
dr∗
≤
∫ ∞
−∞
[
B(M, |s|) max{C−1, R−1/2, Eε−1, E}ε˜1Λ + E(ω2 + |ω|)
]
w |Ψ|2 dr∗
+ |s|
|s|−1∑
k=0
∫ ∞
−∞
∣∣Re [G(k)ψ(k)]∣∣ dr∗ + ∫ ∞
−∞
{
2yRe
[
GΨ′
]
− Eω Im [GΨ]+ EW (QW,T )′} dr∗
− ω(ω −mω+)
(
E + EW
Cs
DHs
) ∣∣∣A[s]H+ ∣∣∣2 + ω2(2− E − EW ) ∣∣∣A[s]I+ ∣∣∣2
+ (E + EW )ω(ω −mω+)
∣∣∣A[s]H− ∣∣∣2 + (2 + E + EW CsDIs
)
ω2
∣∣∣A[s]I− ∣∣∣2 .
The first term on the right hand side can be absorbed into the left hand side by choosing  sufficiently small
depending on E and by choosing ωhigh sufficiently large depending on εwidth and E, so that ε˜1 is sufficiently
small (see Lemma 6.5.9(iii)). Then, setting max{E,EW } ≥ 12ε−1/2width/M , we obtain
ω2
∣∣∣A[s]I+ ∣∣∣2 + (ω −mω+)2 ∣∣∣A[s]H+ ∣∣∣2 + ∫ ∞−∞ 14 (y′|Ψ|2 + y′(ω2 − V)|Ψ|2) dr∗
≤ |s|
|s|−1∑
k=0
∫ ∞
−∞
∣∣Re [G(k)ψ(k)]∣∣ dr∗ + ∫ ∞
−∞
{
2yRe
[
GΨ′
]
− Eω Im [GΨ]+ EW (QW,T )′} dr∗
+ (E + EW )ε−1width(ω −mω+)2
∣∣∣A[s]H− ∣∣∣2 + (2 + E + 53EW
)
ω2
∣∣∣A[s]I− ∣∣∣2 .
In the case (ω,m,Λ) ∈ Fcomp,2a, we could use the Killing energy current or the Teukolsky–Starobinsky
energy current to control the boundary term due to y. In the case (ω,m,Λ) ∈ Fcomp,2b, or if (ω,m,Λ) ∈
Fcomp,2 more generally, that is no longer the case: the Teukolsky–Starobinsky energy current is the only
one which can have a large enough multiple to give adequate control. In applying EQT + Qy, we address
the coupling terms using (6.80) with ε = 1 and E < 1; this gives∫ ∞
−∞
1
2
(
1
2y
′|Ψ|2 + y′(ω2 − V)|Ψ|2
)
dr∗
≤
∫ ∞
−∞
[
B(M, |s|) max{C−1, R−1/2, E}(m2 + |ω|) + E(ω2 + |ω|)
]
w |Ψ|2 dr∗
+
∫ ∞
−∞
{
2yRe
[
GΨ′
]
− Eω Im [GΨ]+ EW (QW )′} dr∗
− Eω(ω −mω+)
[∣∣∣A[s]H+ ∣∣∣2 − ∣∣∣A[s]H− ∣∣∣2]+ EWQW (−∞) + ω2(2− E − EW ) ∣∣∣A[s]I+ ∣∣∣2
+
2 + E + EW Cs
DIs
+Bmax{C−1, R−1/2, E}
|s|−1∑
k=0
(|ω|+m2)
ω2
∣∣∣A[s]k, I− ∣∣∣2∣∣∣A[s]I− ∣∣∣2
ω2 ∣∣∣A[s]I− ∣∣∣2 .
The first term on the right hand side can easily be absorbed by the left hand side for R−1/2, C−1 and
E sufficiently small depending on εwidth. On the other hand, since (ω,m,Λ) are not superradiant, the
contribution of EWQW (−∞) to the boundary term at H+ is negative, hence can be dropped. If we set
EW ≥ 12ε−1/2width/M , we obtain
Eεwidth(ω −mω+)2
∣∣∣A[s]H+ ∣∣∣2 + ω2 ∣∣∣A[s]I+ ∣∣∣2 + ∫ ∞−∞ 14 (y′|Ψ|2 + y′(ω2 − V)|Ψ|2) dr∗
≤
∫ ∞
−∞
{
2yRe
[
GΨ′
]
− Eω Im [GΨ]+ EW (QW )′} dr∗
+ EW ε−1width(ω −mω+)2
∣∣∣A[s]H− ∣∣∣2
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+ 3EW
1 + Cs
Ds, I
+Bmax{C−1, R−1/2, E}
|s|−1∑
k=0
(|ω|+m2)
ω2
∣∣∣A[s]k, I− ∣∣∣2∣∣∣A[s]I− ∣∣∣2
ω2 ∣∣∣A[s]I− ∣∣∣2 .
Note that, in (ω,m,Λ) ∈ Fcomp,2b, the coefficients∣∣∣A[s]k, I− ∣∣∣2∣∣∣A[s]I− ∣∣∣2
may not be bounded, hence the restriction in Proposition 6.5.7 to outgoing boundary conditions.
To conclude, we note once again that when Ψ arises from a solution to the inhomogeneous radial
ODE (4.8), then one can easily apply the T -type Teukolsky–Starobinsky energy current and conclude,
by Lemma 6.5.9(iv)
ω2
Cs
DIs
∣∣∣A[s]I+ ∣∣∣2 + 2ε1/2width/M(ω −mω+)2 ∣∣∣A[s]I+ ∣∣∣2
≤ ω2 Cs
DIs
∣∣∣A[s]I+ ∣∣∣2 + ω(ω −mω+) ∣∣∣A[s]I+ ∣∣∣2 = ω2 ∣∣∣A[s]I− ∣∣∣2 + ω(ω −mω+) CsDHs
∣∣∣A[s]I−∣∣∣2
≤ ω2
∣∣∣A[s]I−∣∣∣2 + ε−1width(ω −mω+)2 CsDHs
∣∣∣A[s]I− ∣∣∣2 ,
for s ≤ 0 and similarly for s > 0, in the entire range Fcomp,2. However, in general in this frequency range,
one does not have control over the constants Cs/DHs and Cs/DIs .
6.5.5 Angular dominated and large, non-trapped superradiant regimes
In this section, we consider the frequency ranges F☼ and F]\F],3. We will show
Proposition 6.5.11 (Estimates in F],1 ∪ F],2). Fix s ∈ {0,±1,±2}, M > 0 and a0 ∈ [0,M). Then,
for all δ ∈ (0, 1), for all β1 = β1(a0) > 0 and β2 > 0 such that Lemma 6.5.2 hold, for all E,EW such
that one of these is sufficiently large, for all ε−1width sufficiently large depending on a0, β1, β2, for all ωhigh
sufficiently large depending on a0, β1, β2, E and EW , and for all (a, ω,m,Λ) ∈ F],1(ωhigh, εwidth, a0, β1) ∪
F],1(ωhigh, εwidth, a0, β2), there exist functions f , y, yˆ, h and χ1, χ2 satisfying the uniform bounds |f | +
|y|+ |yˆ|+ |h|+ |χ1|+ |χ2| ≤ B(εwidth, ωhigh) , such that, for all smooth Ψ arising from a smooth solution to
the radial ODE (4.8) via (4.12) and (4.13) and itself satisfying the radial ODE (4.17), if Ψ has the general
boundary conditions in Lemma 4.3.5, we have the estimates
ω2
∣∣∣A[s]I+ ∣∣∣2 + (ω −mω+)2 ∣∣∣A[s]H+ ∣∣∣2 + b(δ)∫ ∞−∞ ∆r3+δ
[
|Ψ′|2 +
(
Λ
r2
+ ω2
)
|Ψ|2
]
dr∗
≤ B(E,EW )
[
ω2
∣∣∣A[s]I−∣∣∣2 + (ω −mω+)2 ∣∣∣A[s]H−∣∣∣2]− E ∫ ∞−∞ [ωχ2 + (ω −mω+)χ1] Im [GΨ] dr∗
+
∫ ∞
−∞
{
EW
[
χ1
(
QW,K
)′ + χ2 (QW,T )′]+ 2(y + yˆ + f) Re [GΨ′]+ (h+ f ′) Re [GΨ]} dr∗
+ |s|
|s|−1∑
k=0
∫ ∞
−∞
∣∣Re [G(k)ψ(k)]∣∣ ,
and ∣∣∣∣DHsDIs
∣∣∣∣+ ∣∣∣∣DHsDIs
∣∣∣∣−1 + ∣∣∣∣ CsDIs
∣∣∣∣+ ∣∣∣∣ CsDIs
∣∣∣∣−1 + ∣∣∣∣ CsDHs
∣∣∣∣+ ∣∣∣∣ CsDHs
∣∣∣∣−1 ≤ B .
Proposition 6.5.12 (Estimates in F☼,1∪F☼,2). Fix s ∈ {0,±1,±2}, M > 0 and a0 ∈ [0,M). Then, for all
δ ∈ (0, 1), for all β1 = β1(a0) > 0 and β2 > 0 such that Lemma 6.5.2 hold, for all E,EW > 0 such that one
of these is sufficiently large, for all ε−1width sufficiently large depending on a0, β1, β2, for all ωhigh sufficiently
large depending on εwidth, a0, β1, β2, E and EW , and for all (a, ω,m,Λ) ∈ F☼,1(ωhigh, εwidth, a0, β1) ∪
F☼,1(ωhigh, εwidth, a0, β2), there exist functions f , y, yˆ, h and χ1, χ2 satisfying the uniform bounds |f | +
|y|+ |yˆ|+ |h|+ |χ1|+ |χ2| ≤ B(εwidth, ωhigh) , such that, for all smooth Ψ arising from a smooth solution to
106
the radial ODE (4.8) via (4.12) and (4.13) and itself satisfying the radial ODE (4.17), if Ψ has the general
boundary conditions in Lemma 4.3.5, we have the estimates
ω2
∣∣∣A[s]I+ ∣∣∣2 + (ω −mω+)2 ∣∣∣A[s]H+ ∣∣∣2 + b(δ)∫ ∞−∞ ∆r3+δ
[
|Ψ′|2 +
(
Λ
r2
+ ω2
)
|Ψ|2
]
dr∗
≤ B(E,EW )
[
ω2
∣∣∣A[s]I−∣∣∣2 + (ω −mω+)2 ∣∣∣A[s]H−∣∣∣2]− E ∫ ∞−∞ [ωχ2 + (ω −mω+)χ1] Im [GΨ] dr∗
+
∫ ∞
−∞
{
EW
[
χ1
(
QW,K
)′ + χ2 (QW,T )′]+ 2(y + yˆ + f) Re [GΨ′]+ (h+ f ′) Re [GΨ]} dr∗
+ |s|
|s|−1∑
k=0
∫ ∞
−∞
∣∣Re [G(k)ψ(k)]∣∣ ,
and ∣∣∣∣DHsDIs
∣∣∣∣+ ∣∣∣∣DHsDIs
∣∣∣∣−1 + ∣∣∣∣ CsDIs
∣∣∣∣+ ∣∣∣∣ CsDIs
∣∣∣∣−1 + ∣∣∣∣ CsDHs
∣∣∣∣+ ∣∣∣∣ CsDHs
∣∣∣∣−1 ≤ B .
Let us first discuss the specific properties of the frequency parameters in this range, then proceed to do a
careful analysis of the potential. The section concludes with the proof of Theorem 6.1 and Proposition 6.1.1
for frequency triples in F☼ or F]\F],3.
Lemma 6.5.13 (Properties of the frequency parameters in F☼ and F]). Fix s ∈ Z, M > 0 and a0 ∈ [0,M).
Assume a0β1 <
√
M2 − a20/(6M). Let (ω,m,Λ) ∈ F☼ ∪F] be an admissible frequency triple with respect to
a ∈ [0,M ] such that a ∈ [0, a0] if (ω,m,Λ) ∈ F☼,1 and a ∈ (a0,M ] if (ω,m,Λ) ∈ F☼,2. Then, for sufficiently
small εwidth and β1,
(i) Λ ≥ m2 in F] and F☼,2, but Λ ≥ max
{
2
3 ,
a20
M2
}
in F☼,1;
(ii) the conditions for Lemma 6.5.5 are satisfied, namely
• in F], we have Λ ≥ Λhigh := ε−1widthω2high  1 and, for ε1 = ε2 = 1/8,
Λ− 2amω − ε1 a
2
2Mr+
m2 − ε2Λhigh ≥ 12Λ , ε˜1 =
16
ε1Λhigh
 1 ;
• in F☼, 1, we have Λ ≥ Λhigh := εwidthω2high  1 and, for ε1 =
√
M2−a0
3M εwidth,
Λ− 2amω − ε1
(
ω2 +m2
) ≥ M2 − a012M2 Λ , ε˜1 = 432M4(M2 − a20)4ε2widthω2high  1 ,
as long as ωhigh is sufficiently large depending on εwidth and a0;
• if a0 > 0, in F☼, 2, we have Λ ≥ Λhigh := εwidthω2high  1 and, for ε1 = a0β2/4εwidth,
Λ− 2amω − ε1
(
ω2 +m2
) ≥ a0β2Λ , ε˜1 = 4
a20β
2
2ε
2
widthω
2
high
 1 ,
as long as ωhigh is sufficiently large depending on εwidth, β2 and a0.
(iii) for |s| = 1, 2, we have, for ωhigh sufficiently large (depending on εwidth, a0 and β2 in the case of F☼),
Cs
DIs
,
Cs
DHs
,
DHs
DIs
∈
[
1
3 ,
5
3
]
.
Proof. We start with (i). For Fsun, the bound Λ ≥ max
{
2
3 ,
a20
M2
}
is shown already in the the proof of
Lemma 6.5.9(i), as well as the improvement that Λ ≥ m2 if m2 ≤ εwidthω2 or if m2 ≥ ε−1highω2. In the
subrange Fsun,2 ∩ {εwidthω2 < m2 < ε−1highω2}, since
a0
√
εwidth < q :=
aω
m
= aω+ − aβ2Λ
m2
≤ a
2
2Mr+
≤ 12 ,
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by item 4(d) of the admissibility conditions on Λ laid out in Definition 4.1.1, we conclude that
Λ ≥ 2amω +m2(q − 1)2 = m2(q2 + 1) ≥ m2 .
We now prove (i) for F], i.e. when Λ ≥ max{ε−1widthω2, ε−1widthω2high}. Clearly, the conclusion follows if
m2 ≤ ε−1widthω2high or if m2 ≤ ε−1widthω2. The remaining cases can be delt with using condition 4(b) from
Definition 4.1.1: as long as ε−1width and ωhigh sufficiently large, if m2 > ε
−1
widthω
2 and |ω| ≥ ωhigh,
Λ−m2 ≥ max{|m|, |s|} − s2 − 2|s||aω| ≥ (ε−1/2width − 2|s|M)|ω| − s2 ≥ 0 ;
if m2 > ε−1widthω2high and |ω| < ωhigh,
Λ−m2 ≥ max{|m|, |s|} − s2 − 2|s||aω| ≥ (ε−1/2width − 2|s|M)ωhigh − s2 ≥ 0 .
For (ii), first consider F], in which
Λ− 2amω − ε1m2 − ε2Λhigh ≥ Λ
(
1− 2Mε1/2widthΛ− ε1 − ε2
)
Λ ≥ 12Λ ,
for ε1, ε2 ∈ (0, 1/4] and εwidth ≤ 1. In F☼,1,
Λ− 2amω − ε1(ω2 +m2) ≥
(
1− a
2
0
Mr+
|m|√
Λ
− 2a0β1 − ε1
(
ε−1width +
3
2
))
Λ
≥
(
1− M
r+
− 13
M2 − a20
M2
− ε1(ε−1width + 2)
)
Λ ≥ M
2 − a20
12M2 Λ ,
where we have used a0β1 < (M2 − a20)/(6M2), as long as ε1 ≤ M
2−a20
36M2 εwidth. Finally, in F☼,2, if a0 > 0
Λ− 2amω − ε1(ω2 +m2) ≥ Λ
[
1− a
2
Mr+
+ 2aβ2 − ε1(ε−1width + 1)
]
≥ a0β2Λ ,
as long as ε1 ≤ a0β2εwidth/4.
Finally, we show (iii) regarding the properties of the constants Cs, DIs and DHs , which depend only on
|s|, a and the frequency triple (ω,m,Λ). We begin with |s| = 1:∣∣∣∣ C1DI1 − 1
∣∣∣∣ = ∣∣∣∣ 4aω(m− aω)(Λ− 2amω + 1)2
∣∣∣∣ ≤ 4
(
M2
ω2
Λ +
√
3
2M
|ω|√
Λ
)
Λ
(Λ− 2amω + 1)2 , ,∣∣∣∣DH1DI1 − 1
∣∣∣∣ = ∣∣∣∣ a2m2/M2(Λ− 2amω + 1)2
∣∣∣∣ ≤ 32 Λ(Λ− 2amω + 1)2 ,∣∣∣∣ C1DH1 − 1
∣∣∣∣ = ∣∣∣∣ 4aω(m− aω)− a2m2/M2(Λ− 2amω + 1)2 + a2m2/M2
∣∣∣∣ ≤
(
3
2 + 4M
2ω
2
Λ + 4
√
3
2M
|ω|√
Λ
)
Λ
(Λ− 2amω + 1)2 ,
and the results follow from using the relation between ω and Λ in each of the frequency ranges, (ii) and
the largeness of ωhigh compared to any other parameters involved in the definition of the ranges. A similar
argument can be used to obtain the result in the case |s| = 2.
By Lemmas 6.5.1 and 6.5.2, we conclude that V0 has a unique critical point, located at r0max, which is a
maximum. With the uniform bounds for σ := amω/(Λ + s2) in these regimes,
|σ| ≤M |ω|√
Λ
≤M1/2width ≤ 1 in F] ,
σ ≤ a(m
2ω+ + β2Λ)
Λ ≤
a2
2Mr+
m2
Λ + aβ1 ≤
3
4 +
1
6 ≤ 1 in F☼,1 ,
σ ≤ a(m
2ω+ + β2Λ)
Λ ≤
a2
2Mr+
m2
Λ ≤
1
2 in F☼,2 ,
we conclude, by statement 3 in Lemma 6.5.1 and the previous bounds, that r0max ≤ B independently of the
frequency parameters. Moreover, the bounds on σ provide the uniform bounds∣∣∣∣dV0dr
∣∣∣∣+ r ∣∣∣∣d2V0dr2
∣∣∣∣ ≤ BΛr3 ,
∣∣∣∣ ddr
(
(r2 + a2)3 dV0
dr
)∣∣∣∣ ≤ BΛr2 , (6.84)
which show r0max − r+ ≥ b independently of the frequency parameters.
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Moreover, Lemma 6.5.3 demonstrates the the maximum of V0 is quantitatively above the trapping energy
ω2. Let c (independent of the frequency parameters in F], depending on β1 and a0 in F☼,1, and depending
on β2 and a0 in F☼,2) be the such that
V0(r0max)− ω2 ≥ cΛ
We conclude from bounds (6.84) that there is some δ1 > 0 with the same dependences as c such that
V0(r)− ω2 ≥ c2Λ , ∀ r ∈ [r
0
max − δ1, r0max + δ1]
In the following lemma, which is a generalization of [DRS16, Lemma 8.3.1], we show that a similar statement
holds for the full potential V := V0 + V1, as V0 dominates over V1, so that the latter cannot bring about a
new critical point or drastically change the location of or the value of the maximum.
Lemma 6.5.14 (Behavior of the potential in F☼ and F]). Fix s ∈ Z, M > 0, a0 ∈ [0,M). Let
β1 > 0 be small enough that Lemma 6.5.2 holds. For all sufficiently small width depending on β1 and
β2, for all sufficiently large ωhigh depending on width, for all (ω,m,Λ) ∈ F](width, ωhigh, a0, β1, β2) ∪
F☼(width, ωhigh, a0, β1, β2) satisfying one of the following three
(i) 0 < mω < m2ω+ + β1Λ , 0 ≤ a ≤ a0 ,
(ii) 0 < mω < m2ω+ − β2Λ , a0 < a ≤M ,
(iii) mω ≤ 0 ,
the potential V has a unique critical point rmax that satisfies |rmax − r0max| ≤ BΛ−1 and
V(r)− ω2 ≥ bΛ , ∀ r ∈ (rmax − δ˜, rmax + δ˜) ,
for some δ˜ and b which depend on a0 and β1 in case (i), depend on a0 and β2 in case (ii) and are independent
of the frequency parameters in case (iii). Moreover, in cases (i) and (ii), there is a constant b = b(a0, β1)
in case (i) and b = b(a0, β2) in case (ii) such that
−(r − rmax)dV
dr
≥ bΛ(r − rmax)
2
r4
, ∀ r ∈ [r+,∞) ;
in case (iii), independently of the frequency parameters, we have
−(r − rmax)dV
dr
≥ b(r −M)Λ(r − rmax)
2
r4
, ∀ r ∈ [r+,∞) .
Proof. We begin by refining our estimates on V0: we want to show that there exists an r′1 ∈ (r+, r0max) such
that
dV0
dr
(r) ≥ cˆ2
(r2+ + a2)3
(r21 + a2)3
Λ , ∀ r ∈ [r+, r′1] ,
d
dr
(
(r2 + a2)3 dV0
dr
)
≤ −c˜Λr2 , ∀ r ∈ [r′1,∞) ,
(6.85)
for some cˆ > 0 possibly depending on a0, β1, β2 as in the statement and c˜ independent of the frequency
parameters. Recall that, in Lemma 6.5.1, it was seen that ddr
(
(r2 + a2)3 dV0dr
)
is either non-positive on
[r+,∞) or there exists a unique point r1 ∈ [r+, rmax) at which it switches from positive to negative. We
have two cases
(a) r1 exists. In this case, (r2 + a2)3 dV0dr is increasing up to r1, hence
dV0
dr
(r) ≥ (r
2
+ + a2)3
(r21 + a2)3
dV0
dr
(r+) ≥ cˆ2
(r2+ + a3)3
(r21 + a2)3
Λ , ∀ r ∈ [r+, r1] ,
where the final bound comes from Lemma 6.5.2 so cˆ > 0 inherits the dependence on other parameters
from it. Thus, by the bound on ddr
(
(r2 + a2)3 dV0dr
)
from before and the fact that this is negative in
(r1,∞) by definition of r1, there must be some r′1 ∈ (r1, r0max) such that (6.85) holds.
(b) r1 does not exist. In this case, the second line of (6.85) holds for all r by Lemma 6.5.1 and the bounds
(6.84). Moreover, (r2 + a2)3 dV0dr is decreasing until it attains the value 0 at r0max, so there must be r′1
such that the first line of (6.85) holds.
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Now note that the frequency-independent potential V1 satisfies
|V1| ≤ Br−3 ,
∣∣∣∣dV1dr
∣∣∣∣ ≤ Br−4 , ∣∣∣∣ ddr
(
(r2 + a2)3 dV1
dr
)∣∣∣∣ ≤ Br ,
hence if ωhigh is sufficiently large, V0 dominates. Thus, the full potential cannot have any critical points in
[r+, r′1] and will have a unique maximum, rmax, in [r′1,∞) which satisfies |rmax − r0max| ≤ BΛ−1.
We briefly recall the strategy to prove Proposition 6.5.11, which is best exemplified by Figure 8.
rmax − δ˜ rmax rmax + δ˜ R∗ ∞
r+ −R∗
f
y
h˜
χ2χ1
Figure 8: Currents in the proof of Theorem 6.1 and Proposition 6.1.1 for the frequency ranges F☼ andF] (relative size not accurate).
We generate a positive bulk by means of an f current that changes sign at the unique maximum of the
potential and the degeneracy at this maximum is eliminated using an h current that takes advantage of the
positivity of V − ω2 in a neighborhood of the maximum of V (see Lemma 6.5.14), c.f. [DRS16, Propositions
8.3.1 and 8.5.1] for s = 0. We also introduce a y current at large r, as well as another one localized near
r = r+, to improve the r-weights in the bulk terms in the estimate.
As superradiance can occur in the regimes analyzed in this section, we control the boundary terms by
localized energy estimates which can be either of the Killing or Teukolsky–Starobinsky kind. The Killing
currents can provide this control precisely because the conditions of applicability of Lemma 6.5.5 are met
(statement (ii) of Lemma 6.5.13), allowing us to easily bound the seemingly strong (in the frequency param-
eters) coupling errors introduced by these currents. The coupling errors associated with the virial currents
f , h and y are also easily delt with by Lemma 6.5.5.
Proof of Propositions 6.5.11. Suppose (ω,m,Λ) ∈ F☼(εwidth, ωhigh, a0) ∪ F](εwidth, ωhigh) is an admissible
frequency triple with respect to a ∈ [0,M ] such that a ∈ [0, a0] if (ω,m,Λ) ∈ F☼,1 and a ∈ (a0,M ] if
(ω,m,Λ) ∈ F☼,2.
We begin by constructing explicit functions f and y: take
f(r) = f0(r) = arctan(r − rmax) ,
as defined in (5.12) and, for some R∗ > 0 and δ ∈ (0, 1),
y = yδ =
(
1− (R
∗)δ
(r∗)δ
)
1[R∗,∞) ,
as defined in (5.6); recall the properties of these functions as laid out in Section 5.1. Then, using V =
Λr−2 +O(r−3) as r →∞, we have
− (yV)′ = −yV ′
(
1− δ(R
∗)δ
(r∗)1+δ
V
−V ′
)
1[R∗,∞) ≥ −yV ′
[
1− δ
( r
2r∗ + o(1)
)]
1[R∗,∞) ≥ −(1− δ)yV ′ ≥ 0 ,
as long as δ ∈ [0, 1] and R∗ is sufficiently large; we fix R∗ in this way. We may also find it convenient to
define
yˆ =
(
1− (R
∗)δ
(−r∗)1/2
)
1(−∞,−R∗] , satisfying
wyˆ2
yˆ′
≤ B .
When mω < 0, writing Vˆ := V − V(r+) and noting, as r → r+,
Vˆ = 2
M
mω+(mω+ − ω)(r − r+) + ∆Λ− 2amω4M2r2+
+O
(
(r − r+)2
)
,
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we deduce
−
(
yˆVˆ
)′
= −yˆVˆ ′
(
1− (R
∗)1/2
2(−r∗)3/2
Vˆ
Vˆ ′
)
1(−∞,−R∗]
≥ −yˆVˆ ′
[
1− 12 (1 + o(1))
(r −M)Vˆ
2M2Vˆ ′
]
1[R∗,∞) ≥ −13 yˆVˆ
′ ≥ 0 .
Recall, by Lemma 6.5.14,
−fV ′ ≥ b (r −M)∆(r − rmax)
2
r8
Λ if mω ≤ 0 ; −fV ′ ≥ b(a0, β1, β2)∆(r − rmax)
2
r8
Λ if mω > 0 ,
whereas |f ′′′| ≤ B(r −M)2wr−4. For mω ≤ 0, it must be the case that (ω,m,Λ) ∈ F], so by taking ωhigh
and ε−1width sufficiently large, the error due to f ′′′ can be absorbed away from rmax. If mω > 0, then as long
as widthω2high is sufficiently large depending on a0 and β1 or β2, the same conclusion holds. Thus, for δ˜ as
defined in Lemma 6.5.14, we have
−fV ′ − 12f
′′′ ≥ −34fV
′ −B1{|r−rmax|≤δ˜/2} ,
if ωhigh is sufficiently large possibly depending on the other parameters. By application of these currents,
we obtain∫ ∞
−∞
{
(2f ′ + y′)|Ψ′|2 +
[
−34fV
′ −B1{|r−rmax|≤δ˜/2} − (1− δ)yV ′ + y′ω2
]
|Ψ|2
}
dr∗
≤ |s|
|s|−1∑
k=0
∫ ∞
−∞
{
2aw(y + f) Re
[
Ψ′
(
cids,k,k + imcΦs,k,k
)
ψ(k)
]
+ awf ′Re
[
Ψ
(
cids,k,k + imcΦs,k,k
)
ψ(k)
]}
dr∗
+
∫ ∞
−∞
{
2(y + f) Re
[
GΨ′
]
+ f ′Re
[
GΨ
]}
dr∗ (6.86)
+ 4ω2
[∣∣∣A[s]I+ ∣∣∣2 − ∣∣∣A[s]I− ∣∣∣2]+ 4(ω −mω+)2 [∣∣∣A[s]H+ ∣∣∣2 − ∣∣∣A[s]H−∣∣∣2] .
It is easy to see that, on the left hand side of (6.86), the weight on Λ|Ψ|2 vanishes as one approaches
the maximum of this potential (moreover, as we were not careful to build f so that f ′′′ < 0 near r = rmax,
a frequency independent error located there has appeared). Such a degeneration is expected for trapped
frequencies; however in the cases of F☼ and F]\F],3, we can eliminate it by considering an additional h
current. With δ˜ defined in Lemma 6.5.14, we let h = Ah˜ for some A > 0 and 0 ≤ h˜ ≤ 1 is a smooth function
supported for r ∈ [rmax − δ, rmax + δ] such that h˜ = 1 in r ∈ [rmax − δ˜/2, rmax + δ˜/2]. For the two square
brackets in the expression
−fV ′ − 12f
′′′ + h(V − ω2)− 12h
′′ ≥ −12fV
′ + 12h(V − ω
2)
+
[
−14fV
′ − 12Ah˜
′′
]
+
[
1
2A(V − ω
2)−B
]
1{|r−rmax|≤δ˜/2} ,
to become positive, we need A to satisfy
Bεwidthω
−2
high ≤ A ≤ bδ˜2ε−1widthω2high if mω ≤ 0 ,
B(a0, β1, β2)ε−1widthω
−2
high ≤ A ≤ b(a0, β1, β2)δ˜2(a0, β1, β2)εwidthω2high if mω > 0 .
On the other hand, we also need to correct the signs of the boundary terms in (6.86). Since the frequencies
we consider may be superradiant, we will need to use localized energy currents; we choose Killing energy
currents Eχ1QT and Eχ2QT , where we let χ1 ≤ 1 be a smooth function which is 1 in [r+, rmax− δ˜/2] and 0
for r ≥ rmax+δ˜/2 and χ2 ≤ 1 be a smooth function which is 1 in [rmax+δ˜/2,∞) and 0 for r ∈ [r+, rmax−δ˜/2].
We generate localization errors∫ ∞
−∞
[Eχ′1(ω −mω+) + Eχ′2ω] Im
[
Ψ′Ψ
]
dr∗
≤ BEδ˜−1
∫ ∞
−∞
[|Ψ′|2 + (ω2 + (ω −mω+)2) |Ψ|2]1|r−rmax|≤δ˜/2]dr∗

∫ ∞
−∞
{
1
2(f
′ + y′)|Ψ′|2 + 14
[−fV ′ + y′ω2 + h (V − ω2)] |Ψ|2} dr∗ ,
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as long as ωhigh is large enough depending on E (and, ifmω > 0, depending on εwidth, a0 and β1, β2) that E 
Aδ˜. Similarly, if we add localized Teukolsky–Starobinsky-type energy currents, EW (χ1QW,K + χ2QW,T ),
the errors produced are
BEW δ˜
−1
|s|∑
k=0
∫ ∞
−∞
[
|ψ′(k)|2 +
(
ω2 + (ω −mω+)2
) |ψ(k)|2]1|r−rmax|≤δ˜/2]dr∗
≤ BEW δ˜−1
∫ ∞
−∞
[|Ψ′|2 + (ω2 + (ω −mω+)2 + 1) |Ψ|2]1|r−rmax|≤δ˜/2]dr∗
+BEW δ˜−1|s|
|s|−1∑
k=0
∫ ∞
−∞
(ω2 +m2)|ψ(k)|21|r−rmax|≤δ˜/2]dr∗ ,
where the second line can be treated as for the Killing energy currents.
Putting together the f , h, y and the Killing energy currents, (6.86) becomes∫ ∞
−∞
{
1
2(f
′ + y′)|Ψ′|2 + 14
[−fV ′ + h(V − ω2) + y′ω2 + yˆ′(ω −mω+)1mω≤0] |Ψ|2} dr∗
≤
|s|−1∑
k=0
∫ ∞
−∞
awRe
[(
2(y + f + yˆ1mω≤0)Ψ
′ + (h+ f ′)Ψ
) (
cids,k,k + imcΦs,k,k
)
ψ(k)
]
dr∗
−
|s|−1∑
k=0
∫ ∞
−∞
Eaw [ωχ1 + (ω −mω+)χ2] Im
[
Ψ
(
cids,k,k + imcΦs,k,k
)
ψ(k)
]
dr∗ (6.87)
+
∫ ∞
−∞
{
2(y + f + yˆ1mω≤0) Re
[
GΨ′
]
+ (h+ f ′) Re
[
GΨ
]− E [χ1(ω −mω+) + χ2ω] Im [GΨ]} dr∗
+ ω2
[
(4− E)
∣∣∣A[s]I+ ∣∣∣2 + (4 + E) ∣∣∣A[s]I− ∣∣∣2)+ (ω −mω+)2 [(4− E) ∣∣∣A[s]H+ ∣∣∣2 + (4 + E) ∣∣∣A[s]H− ∣∣∣2] .
We may also add the Teukolsky–Starobinsky-type energy currents with any EW , at the cost of adding, to
(6.87),
EWω
2
{ 1 if s ≥ 0
Cs
DIs
if s < 0
} ∣∣∣A[s]I− ∣∣∣2 + (ω −mω+)2EW { 1 if s < 0Cs
DHs
if s ≥ 0
} ∣∣∣A[s]H−∣∣∣2
+BEW δ˜−1|s|
|s|−1∑
k=0
∫ ∞
−∞
(ω2 +m2)|ψ(k)|21|r−rmax|≤δ˜/2]dr∗ +
∫ ∞
−∞
EW
[
χ1
(
QW,K
)′ + χ2 (QW,T )′] dr∗
Then, choosing either E ≥ 5 or EW ≥ 15, we have the appropriate sign on the boundary terms (see
Lemma 6.5.13(iii)).
We now focus on the terms that appear for |s| 6= 0. By a simple application of Cauchy-Schwarz,∫ ∞
−∞
{
2(y + f + yˆ)awRe
[
Ψ′
(
cids,k,k + imcΦs,k,k
)
ψ(k)
]
+ (h+ f ′)awRe
[
Ψ
(
cids,k,k + imcΦs,k,k
)
ψ(k)
]}
dr∗
−
∫ ∞
−∞
Eaw [ωχ1 + (ω −mω+)χ2] Im
[
Ψ
(
cids,k,k + imcΦs,k,k
)
ψ(k)
]
dr∗
+BEW δ˜−1|s|
|s|−1∑
k=0
∫ ∞
−∞
(m2 + ω2)|ψ(k)|21|r−rmax|≤δ˜/2]dr∗
≤
∫ ∞
−∞
{
1
4|s| (y
′ + f ′)|Ψ′|2 + 18|s|w
[
1 + εm2
r
+ εω2
]
|Ψ|2
}
dr∗ +
∫ ∞
−∞
BEW δ˜
−1w(m2 + ω2)|ψ(k)|2dr∗
+
∫ ∞
−∞
4|s|a2B
(
wy2
y′
+ wyˆ
2
yˆ′
+ wf
2
f ′
+ f ′2r + h2r + E2ε−1(1 + χ22r)
)
w(1 +m2)
∣∣ψ(k)∣∣2 dr∗
≤
∫ ∞
−∞
1
4|s| (y
′ + f ′)|Ψ′|2 + 18|s|
[
εwω2 +
(
3
2ε+
1
Λ
)
∆Λ
r5
]
|Ψ|2dr∗
+
∫ ∞
−∞
|s|Bw [ε−1(1 + E2) + EW δ˜−1(1 + ω2/Λ)]Λ ∣∣ψ(k)∣∣2 dr∗ ,
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where we have used the fact that wy2/y′, wyˆ2/yˆ′, wf2/f ′, h2r, f ′2r and χ22r are bounded in the integration
range. Clearly, as long as Λ is sufficiently large (in F☼, this means requiring ωhigh sufficiently large depending
on εwidth; in F] requiring ωhigh and ε−1high sufficiently large), if ε is sufficiently small∫ ∞
−∞
{
1
4|s| (y
′ + f ′)|Ψ′|2 + 18|s|
[
εwω2 +
(
3
2ε+
1
Λ
)
∆Λ
r5
]
|Ψ|2
}
dr∗
≤
∫ ∞
−∞
{
1
4(f
′ + y′)|Ψ′|2 + 18
[−fV ′ + h(V − ω2) + y′ω2] |Ψ|2} dr∗ ;
we fix ε so that the inequality holds.
The only terms left to estimate are integrals of B(1+E2 +EW δ˜−1ε−1width)wΛ
∣∣ψ(k)∣∣2 for k < |s|; to control
then, we appeal to Lemma 6.5.13(ii) concerning properties of the frequency triples and to Lemma 6.5.5.
For F☼, iterating (6.69) gives∫ ∞
−∞
wΛ
∣∣ψ(k)∣∣2 dr∗ ≤ B ∫ ∞
−∞
(
w1(−∞,R∗] +
y′√
R
)
ω−1highΛ |Ψ|2 dr∗ +
∫ ∞
−∞
k
k∑
i=0
∣∣Re [G(i)ψ(i)]∣∣ dr∗
≤ ω
−1
high
2|s|
∫ ∞
−∞
1
16
(
y′ω2 − fV ′ + h (V − ω2)) |Ψ|2 dr∗ + ∫ ∞
−∞
|s|
|s|−1∑
i=0
∣∣Re [G(i)ψ(i)]∣∣ dr∗ ,
as long as ωhigh is sufficiently large depending on ε−1width, a˜0 and, if a ∈ (a0,M ], on β2 (so that ε˜1 is sufficiently
small). Choosing ωhigh sufficiently high depending on E and EW , errors arising from bulk terms proportional
to B(1 + E2 + EW δ˜−1)wΛ
∣∣ψ(k)∣∣2, for k < |s|, can clearly be absorbed into the left hand side of (6.87),
concluding the proof in F☼.
For F],1 and F],2, iterating (6.71) gives∫ ∞
−∞
wΛ
∣∣ψ(k)∣∣2 dr∗ ≤ ∫ ∞
−∞
w
(
ω2
ω2high
+
ε−1widthω
−2
highΛ
r2
)
|Ψ|2 dr∗ +
∫ ∞
−∞
k
k∑
i=0
∣∣Re [G(i)ψ(i)]∣∣ dr∗
which, if mω > 0, is controlled by
ω−1high
2|s|
∫ ∞
−∞
1
16
(
y′ω2 − fV ′ + h (V − ω2)) |Ψ|2 dr∗ + ∫ ∞
−∞
|s|
|s|−1∑
i=0
∣∣Re [G(i)ψ(i)]∣∣ dr∗ ,
and, if mω ≤ 0, is certainly controlled by
ω−1high
2|s|
∫ ∞
−∞
1
16
(
y′ω2 + yˆ′(ω −mω+)2 − fV ′ + h
(V − ω2)) |Ψ|2 dr∗ + ∫ ∞
−∞
|s|
|s|−1∑
i=0
∣∣Re [G(i)ψ(i)]∣∣ dr∗ ,
Hence, if ωhigh is sufficiently large with respect to E and with respect to EW δ˜−1 (and ε−1high in F☼), the
errors due to B(1 +E2 +EW δ˜−1(1 + ω2/Λ))Λ|ψ(k)|2 can be absorbed into the left hand side of (6.87).
6.5.6 Nonsuperradiant trapping regime
This section concerns the frequency range Fcomp,1. We will show
Proposition 6.5.15 (Estimates in Fcomp,1). Fix s ∈ {0,±1,±2} and M > 0. Then, for all δ > 0, for
all β3, for all εwidth > 0 sufficiently small depending on β3, for all E,EW > 0 such that max{E,EW } is
sufficiently large depending on εwidth, for all ωhigh sufficiently large depending on εwidth and E, and for all
(a, ω,m,Λ) ∈ Fcomp,1(ωhigh, εwidth, β3, r′0) where r′0 = r′0(εwidth) is set by Lemma 6.5.4, there exists a value
rtrap ∈ (r+,∞) satisfying b(εwidth) ≤ rtrap− r+ ≤ B(εwidth) and functions y, y˜ and f satisfying the uniform
bounds |y|+ |y˜|+ |f | ≤ B(εwidth) , such that, for all smooth Ψ arising from a smooth solution to the radial
ODE (4.8) via (4.12) and (4.13) and itself satisfying the radial ODE (4.17), if Ψ has the general boundary
conditions as in Lemma 4.3.5, we have the estimates
ω2
∣∣∣A[s]I+ ∣∣∣2 + (ω −mω+)2 ∣∣∣A[s]H+ ∣∣∣2 + b(δ, εwidth)∫ ∞−∞ ∆r3+δ
[
|Ψ′|2 + (1 + ω2(1 + r−1rtrap)) |Ψ|2]dr∗
≤ B(εwidth, E,EW )
[
ω2
∣∣∣A[s]I−∣∣∣2 + (ω −mω+)2 ∣∣∣A[s]H− ∣∣∣2]
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+
∫ ∞
−∞
{
2(y + yˆ + f) Re
[
GΨ′
]
+ f Re
[
GΨ
]− Eω Im [GΨ]+ EW (QW,T )′} dr∗
+
∫ ∞
−∞
|s|B(εwidth, E)
|s|−1∑
k=0
∣∣Re [G(k)ψ(k)]∣∣ dr∗ ,
and ∣∣∣∣DHsDIs
∣∣∣∣+ ∣∣∣∣DHsDIs
∣∣∣∣−1 + ∣∣∣∣ CsDIs
∣∣∣∣+ ∣∣∣∣ CsDIs
∣∣∣∣−1 + ∣∣∣∣ CsDHs
∣∣∣∣+ ∣∣∣∣ CsDHs
∣∣∣∣−1 ≤ B .
We first discuss the specific properties of the frequency parameters in the trapped nonsuperradiant
regime and its consequences for the behavior of the potential:
Lemma 6.5.16 (Properties of the frequency parameters in Fcomp,1). Fix s ∈ Z and M > 0. Let a ∈ [0,M ]
and (ω,m,Λ) ∈ Fcomp,1(εwidth, ωhigh, r′0, β3). Then, for sufficiently small εwidth depending on β3 and for
sufficiently large ωhigh depending on εwidth, fixing r′0 by Lemma 6.5.4, we have
(i) εwidth ≤ ω/(ω −mω+) ≤ ε−1width;
(ii) Λ ≥ 23m2;
(iii) the conditions for Lemma 6.3.2 are satisfied; in fact, there is a β0 = β0(εwidth) such that Λ− 2amω ≥
β0Λ; hence, for ε1 = β0εwidth/6, we have
Λ− 2amω − ε1(m2 + ω2) ≥ 12β0Λ , ε˜1 =
12
ε2widthω
2
highβ
2
0
 1 ,
as long as ωhigh is sufficiently large depending on εwidth;
(iv) for |s| = 1, 2, we have, for ωhigh sufficiently large (depending on εwidth, a0 and β2 in the case of F☼),
Cs
DIs
,
Cs
DHs
,
DHs
DIs
∈
[
1
3 ,
5
3
]
Proof. For (ii) and (i), we direct the reader to the proofs of the analogous results in Lemma 6.5.9.
Regarding (iii), note that the result follows easily if m2 < (2M)−2εwidthΛ or if a ≤ a˜0 := ε1/2width/2 (see also
the proof of Lemma 6.5.9(iii)). Hence, suppose (2M)−2εwidthΛ ≤ m2 ≤ Λ and a ≥ a˜0. If Λ− amω = o(Λ),
then
ω2 − V0 =
(
ω − am
r2 + a2
)2
− ∆(Λ− 2amω)(r2 + a2)2 ≥ (ω −mω+)
2 − ∆(Λ− 2amω)(r2 + a2)2
≥ εwidthΛ− ∆(Λ− 2amω)(r2 + a2)2 ≥
1
2εwidthΛ , ∀r ∈ [r+,∞) ,
using (i), which contradicts the assumption that r′0 <∞ for Fcomp,1. Thus, there must exist a β0 > 0 such
that Λ−2amω ≥ β0Λ; this constant depends on r′0 and hence on εwidth. That the conditions of Lemma 6.3.2
are satisfied then follows from (ii) and the remaining restriction on the frequencies in Fcomp,1.
Finally, for (iv), the proof is obtained by a similar strategy as in Lemma 6.5.13(iii), making use of
(iii).
Lemma 6.5.17 (Behavior of the potential in Fcomp,1). Fix s ∈ Z, M > 0 and r′0 by Lemma 6.5.4. For
all β3 > 0, all sufficiently small width depending on β3 and all sufficiently large ωhigh depending on width,
fixing r′0 by Lemma 6.5.4, if (ω,m,Λ) ∈ Fcomp,1(εwidth, ωhigh, β3, r′0), then there exists an r3 ∈ (r+,∞)
satisfying |r3 − r+| ≥ B(width) and r3 ≤ B(width) such that
V − ω2 ≤ −b(width)Λ , ∀ r ∈ [r+, r3] .
and the potential V has a unique maximum rmax ∈ [r3,∞) which satisfies |rmax − r+| ≤ b(width) and
rmax ≤ B(εwidth).
Proof. Recall the bounds on V0 from (6.66)∣∣∣∣dV0dr
∣∣∣∣+ r ∣∣∣∣d2V0dr2
∣∣∣∣ ≤ B(width) Λr3 ,
∣∣∣∣ ddr
(
(r2 + a2)3 dV0
dr
)∣∣∣∣ ≤ B(width)Λr2 ,
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and the construction of r′0 in Lemma 6.5.4. Clearly, if r′0 < ∞, then it has a maximum at r0max ≥ r′0.
Thus, r0max is bounded away from r+ and, moreover, by Lemma 6.5.1, bounded above, with both bounds
depending on εwidth.
To extend these conclusions to the full potential V, we appeal to the bounds
|V1| ≤ Br−3 ,
∣∣∣∣dV1dr
∣∣∣∣ ≤ Br−4 , ∣∣∣∣ ddr
(
(r2 + a2)3 dV1
dr
)∣∣∣∣ ≤ Br ,
hence if ωhigh is very large, Λ is as well, so V0 dominates. Hence, we will still be able to obtain an r3 with
the same key properties as those of r′0. Since r′0, r3 <∞ by assumption, V has a unique maximum, rmax, in
[r3,∞) which satisfies |rmax − r0max| ≤ B(width)Λ−1.
We are finally ready to make use of the above information to prove Proposition 6.5.15. We briefly recall
the strategy, which is best exemplified by Figure 9.
rmax R∗ ∞
r+ −R∗ r3
f
y˜
y
χ2
Figure 9: Currents in the proof of Theorem 6.1 and Proposition 6.1.1 for the frequency ranges Fcomp,1
(relative size not accurate).
We generate a positive bulk in [r3,∞) by constructing an f that changes sign with V ′, so that −fV ′ ≥ 0
in [r3,∞); for [r+, r3], we add a y current that takes advantage of the positivity of ω2 − V there (see
Lemma 6.5.17), c.f. [DRS16, Proposition 8.6.1] for s = 0. The bulk term is thus degenerate at the maximum,
located at r = rmax, of the potential; unlike what occurs in the previous frequency ranges, the degeneration
cannot be eliminated4.
For s 6= 0, due to the presence of errors due to coupling to ψ(k), k = 0, .., |s|−1, we must add a y current
near r∗ = ±∞ to absorb eventual errors of size ω2 in frequency and slow decay compared to fV ′. Moreover,
a simple application of Cauchy-Schwarz yields errors of the form m2|ψ(k)|2, with an r-weight determined by
the choice of currents. To absorb them, an option would be appeal to the basic estimate in Lemma 6.3.1,
in which case we would require two conditions:
• that the weight c(r) in our application of Lemma 6.3.1 can be taken to have a simple zero at r = rmax
(note that, if c′ is to have the same sign globally, this implies c must approach a nonzero value as
|r∗| → ∞, so that we pick up boundary terms of ψ(k)), so that we can control c′(r)m2|ψ(k)|2 by
(1− rmax/r)2wm2|ψ(k)|2;
• to construct f so that f/f ′ is small in an arbitrarily large compact range of r∗, in order for the error
to be small enough to absorb by the left hand side.
Instead, we note that by Lemma 6.5.16(iii), we can actually make use of the improved estimates in
Lemma 6.5.5 and directly control m2|ψ(k)|2 by |Ψ|2 with appropriate r-weights.
Crucially, as had been the case for s = 0 and a ∈ [0, a0] in [DRS16, Proposition 8.6.1], the disjointness
of trapping and superradiance implies that a global energy current is enough to deal with any boundary
terms arising from f and y currents. One option is to use a global Teukolsky–Starobinsky energy current.
On the other hand, we may also apply standard T -energy current: to deal with errors due to coupling, the
final two estimates in Lemma 6.3.2 are essential, as they allow us to shift all the frequency weights onto the
lower level ψ(k) and make use of Lemma 6.5.5 to eliminate them as we climb upwards on the hierarchy.
With the procedure outlined to address the coupling errors, the final errors expressed in terms of Ψ
have no frequency weights; thus, they are easily absorbed by |Ψ′|2 + (1 − rmax/r)2Λ|Ψ|2 with appropriate
r-weights.
4Strictly speaking, in this regime, close to the maximum, while we cannot hope to have control of ω2|Ψ|2, we can actually
obtain control over |ω|[|ω|(r − rmax) + 1]|Ψ|2 as well as the weaker [ω2(r − rmax) + 1]|Ψ|2 in our Theorems 6.1 and 6.2.
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Proof. Suppose (ω,m,Λ) ∈ Fcomp,1, i.e. ω is large, of the same size as Λ and all frequency triples are
quantitatively (depending on β1) nonsuperradiant. We set rtrap := rmax to be the maximum of the potential,
whose existence and uniqueness was established in Lemma 6.5.17.
We start with the f current: let
f = f0 = arctan(r∗ − r∗max) ,
the standard current defined by (5.12) in Section 5.1, and recall the properties there laid out. We have
−fV ′ − 12f
′′′ ≥
(
−fV ′ − 12f
′′′
)
1[r+,r3] + b(εwidth)Λ
((r − rmax)2∆
r7
1[r3,∞) .
Additionally, for some δ ∈ (0, 1) and R∗ ≥ δ−2, consider
y = yδ =
(
1− (R
∗)δ
(r∗)δ
)
1[R∗,∞) ,
as defined in (5.6), and a current y˜ given by
y˜ = 12
(
1− eC(r3−r)
)
1[r+,r3] , y˜
′ = 12Ce
C(r3−r) ∆
r2 + a21[r+,r3] ,
where C is large enough so that y˜ < 0, y˜′ > 0. Fix 2R∗ ≥ δ−1ε−1/3width so that it is sufficiently large to have
y′ω2 − (yV)′ ≥ y′ω2
[
1− δ
−1ε−1width
r3
(
1− (R
∗)δ
(r∗)δ
)]
≥ 12y
′ω2 ≥ by′Λ ,
Also note that
|wy˜2|
y˜′
≤ B(M)
C
.
Finally, using bounds (6.66) on the first derivative of the potential as well as Lemma 6.5.17,[
y˜′(ω2 − V)− y˜V ′ − fV ′ − 12f
′′′
]
1[r+,r3]
= 12 y˜
′(ω2 − V) +B
(
CeC(r3−r)b(εwidth −B(εwidth)(2− eC(r3−r))− B
εwidthω2high
)
Λ ∆
r2
1[r+,r3]
≥ 12 y˜
′(ω2 − V) ,
if C = C(εwidth) is sufficiently large and if ωhigh is sufficiently large depending on εwidth.
By applying these currents, together with a global T energy current multiplied by some E > 1 to be
fixed, we obtain the identity∫ ∞
−∞
[
(2f ′ + y′ + y˜′)|Ψ′|2 +
(
1
2 y˜
′(ω2 − V)− fV ′1[r3,∞) +
1
2y
′ω2
)
|Ψ|2
]
dr∗
≤
∫ ∞
−∞
[
(2f ′ + y˜′ + y′) |Ψ′|2 + (y˜′(ω2 − V)− (y˜ + f)V ′ + y′ω2 − (yV)′) |Ψ|2] dr∗
≤ [4(ω −mω+)− Eω] (ω −mω+)
∣∣∣A[s]H+ ∣∣∣2 + [4(ω −mω+) + Eω] (ω −mω+) ∣∣∣A[s]H− ∣∣∣2 (6.88)
+ (4− E)ω2
∣∣∣A[s]I+ ∣∣∣2 + (4 + E)ω2 ∣∣∣A[s]I− ∣∣∣2
+
∫ ∞
−∞
1
2f
′′′|Ψ|21{|r−rmax|≤2δ˜}dr∗ +
∫ ∞
−∞
{
2(y + y˜ + f) Re
[
GΨ′
]
+ f ′Re
[
GΨ
]− Eω Im [GΨ]} dr∗
+
|s|−1∑
k=0
∫ ∞
−∞
2aw(y˜ + y + f) Re
[(
cids,k,k + imcΦs,k,k
)
ψ(k)Ψ
′]
dr∗
+
|s|−1∑
k=0
∫ ∞
−∞
{
awf ′Re
[(
cids,k,k + imcΦs,k,k
)
ψ(k)Ψ
]− Eaωw Im [(cids,s,k + imcΦs,s,k)ψ(k)Ψ]} dr∗ .
We note that, while the weights on |Ψ′|2 and |Ψ|2 on the left hand side are nonnegative by our previous
considerations, the latter degenerates at r = rmax. Unlike in the angular dominated and superradiant
regimes analyzed in Section 6.5.5, we cannot fully eliminate the degeneration, as V(rmax) ∼ ω2.
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Let us first deal with the boundary terms. Suppose we add a Teukolsky–Starobinsky T -type energy
current to (6.88). It is clear that, if εwidth < 1, setting max{E,EW } ≥ 30ε−1/2width/M , we obtain(
4− E − EW
{
1, Cs
DIs
})
ω2
∣∣∣A[s]I+ ∣∣∣2 + (4 + E + EW { CsDIs , 1
})
ω2
∣∣∣A[s]I− ∣∣∣2
≤ −ω2
∣∣∣A[s]I+ ∣∣∣2 + 9 max{E,EW }ω2 ∣∣∣A[s]I− ∣∣∣2 ,
where the options given are for s > 0 and s ≤ 0, respectively. Under the same convention, and, using
Lemma 6.5.16(i), as long as εwidth < 1,[
4−
(
E + EW
{
Cs
DIs
, 1
})
ω
ω −mω+
]
(ω −mω+)2
∣∣∣A[s]H+ ∣∣∣2
+
[
4 +
(
E + EW
{
1, Cs
DIs
})
ω
ω −mω+
]
(ω −mω+)2
∣∣∣A[s]H− ∣∣∣2
≤ −(ω −mω+)2
∣∣∣A[s]H+ ∣∣∣2 + 9 max{E,EW }ε−1width(ω −mω+)2 ∣∣∣A[s]H− ∣∣∣2 .
The inequalities above have the signs we expect in the final statement.
Finally, we address the coupling terms in the last two lines of (6.88) as follows. We begin with an
application of (6.10) and (6.9), from Lemma 6.3.2: for some ε ∈ (0, 1) sufficiently small and for 0 ≤ χ ≤ 1
a smooth bump function supported in a neighborhood of rmax, of size δ˜ = δ˜(εwidth), with χ(rmax) = 1,
|s|
∫ ∞
−∞
|s|−1∑
k=0
Eaωw Im
[
(cids,s,k + imcΦs,s,k)ψ(k)Ψ
]
dr∗
≤ B
∫ ∞
−∞
εw|Ψ′|2 + w [1 + ε(1− χ)(Λ + ω2)] |Ψ|2 + |s|E2
|s|−1∑
k=0
w(ε−1Λ + ω2)|ψ(k)|2
 dr∗
≤
∫ ∞
−∞
{
1
4(y
′ + y˜′ + f ′)|Ψ′|2 +
[
1
16 y˜
′(ω2 − V)− 18fV
′ + 116y
′ω2 +Bw1{|r−rmax|≤2δ˜}
]
|Ψ|2
}
dr∗
+ |s|
|s|−1∑
k=0
∫ ∞
−∞
BE2wΛ|ψ(k)|2dr∗ ;
we fix ε so that the last inequality above holds. By applications of Cauchy-Schwarz, and using the properties
of the currents laid out above and in (5.13) and (5.7), we also obtain
2aw(y + y˜ + f) Re
[(
cids,k,k + imcΦs,k,k
)
ψ(k)Ψ
′]
≤ 2|s|M2 max
k≤|s|−1
(∥∥cΦs,k,k∥∥2∞ + ∥∥cids,k,k∥∥2∞) (m2 + 1)w2(f2f ′ + y˜2y˜′ + y2y′
) ∣∣ψ(k)∣∣2 + 12|s| (f ′ + y˜′ + y′)|Ψ′|2
≤ 12|s| (f
′ + y˜′ + y′)|Ψ′|2 + |s|B(M, s)wΛ ∣∣ψ(k)∣∣2 ,
2awf ′Re
[(
cids,k,k + imcΦs,k,k
)
ψ(k)Ψ
]
≤ 12M maxk≤|s|−1
(∥∥cΦs,k,k∥∥∞ + ∥∥cids,k,k∥∥∞)(f ′w|Ψ|2 + |s|(m2 + 1)f ′w ∣∣ψ(k)∣∣2)
≤ B(M, s)
(
w|Ψ|21{|r−rmax|≥2δ˜} + w|Ψ|21{|r−rmax|≤2δ˜} + |s|(m2 + 1)w
∣∣ψ(k)∣∣2)
≤
[
1
8 y˜
′(ω2 − V)− 14fV
′ + 18y
′ω2
]
|Ψ|2 +Bw|Ψ|21{|r−rmax|≤2δ˜} + |s|BwΛ
∣∣ψ(k)∣∣2 ,
for C sufficiently large and δ ∈ (0, 1).
It remains to estimate the terms with k < |s|. To do so, we repeatedly apply (6.69) from Lemma 6.5.5,
since its conditions are met (see Lemma 6.5.16(iii)). Using the notation there, we see that for s 6= 0 the
errors due to f , y, y˜ and T currents are controlled by
|s|
|s|−1∑
k=0
∫ ∞
−∞
B
(1 + E2)
β0
β0wΛ
∣∣ψ(k)∣∣2 dr∗
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≤ B(1 + E
2)
εwidthβ20ω
2
high
∫ ∞
−∞
1{|r−rmax|≥2δ˜}
(
w1(−∞,R∗] +
y′√
R
)
ω2|Ψ|2dr∗
+ B(1 + E
2)
εwidthβ20
∫ ∞
−∞
|Ψ|21{|r−rmax|≤2δ˜}dr∗ +
B|s|(1 + E2)
β0
|s|−1∑
k=0
∫ ∞
−∞
|Re [Gkψk]| dr∗
≤
∫ ∞
−∞
{[
1
8 y˜
′(ω2 − V)− 14fV
′ + 18y
′ω2
]
|Ψ|2 + B(1 + E
2)
εwidthβ20
|Ψ|21{|r−rmax|≤2δ˜}
}
dr∗
+ B|s|(1 + E
2)
β0
|s|−1∑
k=0
∫ ∞
−∞
|Re [Gkψk]| dr∗ ,
for sufficiently large ωhigh, depending on εwidth and E, and sufficiently large C; C can now be fixed to satisfy
all the previous constraints.
From (6.88), we obtain
ω2
∣∣∣A[s]I+ ∣∣∣2 + (ω −mω+)2 ∣∣∣A[s]H+ ∣∣∣2 + ∫ ∞−∞
[
y′ + f ′
2 |Ψ
′|2 +
(
1
8 y˜
′(ω2 − V)− 38fV
′
1[r3,∞) +
1
8y
′ω2
)
|Ψ|2
]
dr∗
≤ 5Eω2
∣∣∣A[s]I− ∣∣∣2 + 5Eε−1width(ω −mω+)2 ∣∣∣A[s]H−∣∣∣2 ∫ ∞−∞ B(1 + E
2)
εwidthβ20
w|Ψ|21{|r−rmax|≤2δ˜}dr∗ (6.89)
+
∫ ∞
−∞
{
2(y + yˆ + f) Re
[
GΨ′
]
+ f ′Re
[
GΨ
]− Eω Im [GΨ]} dr∗
+B(εwidth, E)|s|
|s|−1∑
k=0
∫ ∞
−∞
|Re [Gkψk]| dr∗ .
It remains to absorb the |Ψ|21{|r−rmax|≤2δ˜} term into the left hand side (6.89). To bound it, let χ be a bump
function which is 1 in {r : |r − rmax| ≤ δ˜} and 0 in {r : |r − rmax| ≥ 2δ˜}; then∫ ∞
−∞
χ|Ψ|2dr∗ ≤
∫ ∞
−∞
(r − rmax − 2δ˜)
(
χ′|Ψ|2 + 2χRe [Ψ′Ψ]) dr∗
≤
∫ ∞
−∞
[
4(r − rmax − 2δ˜)2|Ψ′|2 + 2|r − rmax − 2δ˜||χ′||Ψ|2
]
dr∗
≤ B
∫
suppχ′
|Ψ|2dr∗ +B
∫ ∞
−∞
δ˜2χ|Ψ′|2dr∗ .
Thus, the remaining bulk error,∫ ∞
−∞
B(1 + E2)
εwidthβ20
w|Ψ|21{|r−rmax|≤2δ˜}dr∗
≤
∫ ∞
−∞
B(1 + E2)
εwidthβ20ω
2
high
wω2|Ψ|21{|r−rmax|≥2δ˜}dr∗ +B
∫ ∞
−∞
B(1 + E2)δ˜2
εwidthβ20
|Ψ′|2 ,
can be absorbed into the left hand side of (6.89) as long as δ˜ ∼ ω−1high is sufficiently small depending on
εwidth and E.
6.6 Proof of Theorem 1A: combining the frequency estimates of Sections 6.4
and 6.5
In this section, we combine the results of the previous sections to establish Theorem 6.1, Theorem 6.2
and Proposition 6.1.1.
Proof of Theorem 6.1 and Proposition 6.1.1. Recall that M > 0, s ∈ {0,±1,±2} and a0 ∈ (0,M ] are fixed,
and that β1 = β1(a0) is chosen as the largest value for which Lemma 6.5.2 holds. Fix β2 = β2(a0) > 0 and
let β3 = β1(a0). It is easy to see that every (ω,m,Λ) considered in Theorem 6.1 and Proposition 6.1.1 lies
in at least one of the frequency ranges
FU(ωhigh, εwidth) , F],1(ωhigh, εwidth) , F],2(ωhigh, εwidth) , F☼,1(ωhigh, εwidth) ,
F☼,1(ωhigh, εwidth) , Fcomp,1(ωhigh, εwidth, r′0) , Fcomp,2(ωhigh, εwidth, r′0) ,
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Flow,1a(ωhigh, εwidth, ωlow, a˜0) , Flow,1b(ωhigh, εwidth, ωlow, a˜0, a˜1) ,
Flow,1c(ωhigh, εwidth, ωlow, a˜0, a˜1) , Flow,2(ωhigh, εwidth, ωlow, a˜0) .
In order to combine the estimates in each of this regimes, we must therefore fix E, EW , εwidth, ωhigh, r′0,
ωlow, a˜0 and a˜1.
First, let us choose εwidth sufficiently small, depending on a0, β1 and β2, consistent with the requirements
of Propositions 6.5.7, 6.5.11 and 6.5.12, and with the requirement that ε−1width ≥ s2 + 2M |s|.
Now E can be taken to be sufficiently small that the conditions for Propositions 6.4.6, 6.4.7, 6.4.8 and
6.5.7 are met. Similarly, we can choose EW to be sufficiently large, depending on the already fixed εwidth,
in accordance with the statements of Propositions 6.4.5, 6.4.6, 6.4.7, 6.4.8, 6.5.6, 6.5.7, 6.5.11, 6.5.12, and
6.5.15.
By imposing that ωhigh ≥ 1 is sufficiently large in terms of all the remaining parameters, we can now
determine r′0 by Lemma 6.5.4 and Propositions 6.5.7, 6.5.15, 6.5.11, 6.5.12 can be applied; we fix ωhigh so
that this is the case. Moreover, from Definition 4.1.14(b), we can ensure
m2 ≤ Λ + 2|s||aω|+ s2 ≤ 2ε−1widthω2high ,
whenever |ω| ≤ ωhigh and Λ ≤ ε−1widthω2high.
The only parameters left to fix are those used to separate the bounded frequency ranges with smallness.
We first choose a˜0, a˜1 and ωlow to be sufficiently small that Propositions 6.4.5 and 6.4.7 can be applied; we
fix a˜0 and a˜1 in this way. Then, we fix ωlow depending on a˜0 and a˜1 so that Propositions 6.4.6 and 6.4.8
hold.
Proof of Theorem 6.2. We need only modify our proof of Theorem 6.1 in the following manner: we choose
ωhigh sufficiently large, now depending on |m|, so that, in addition to all other constraints, the hypothesis
of Lemma 6.5.1(iii) hold.
6.7 Proof of Theorem 1B
In this section, we conclude the proof of Theorem 6.3.
We begin by introducing some notation. Recall the functions u[s], (aω)ml, I± and u
[s], (aω)
ml,H± defined in Defini-
tion 4.3.1. For simplicity, we will now drop the sub and superscripts.
Lemma 6.7.1. Fix M > 0 and s ∈ 12Z. For any |a| ≤ M and any (ω,m,Λ) admissible with respect to a
and s satisfying ω 6= 0,mω+, the quantities
W[s] := W
[
u
[s]
I+ , u
[s]
H+
]
,
W
[s]
H := W
[
u
[s]
H+ , u
[s]
H−
]
, W
[s]
I := W
[
u
[s]
I+ , u
[s]
I−
]
,
W
[s]
1 := W
[
u
[s]
H+ , u
[s]
I−
]
, W
[s]
2 := W
[
u
[s]
I+ , u
[s]
H−
]
,
(6.90)
where W [y1, y2] = y′1y2 − y1y′2 represents the Wronskian of functions y1(r∗) and y2(r∗) and where we have
suppressed some of the sub and superscripts in the functions u[s], (aω)ml, I± and u
[s], (aω)
ml,H± defined in Definition 4.3.1,
depend only on the spin s, the Kerr parameters (a,M) and the frequency triple (ω,m,Λ).
Proof. The Wronskian of any combination of two of the functions u[s]I± and u
[s]
H± does not depend on r
∗ by
the fact that these functions solve a radial ODE, (4.10), which involves no first order derivatives.
By computations as r →∞ or r → r+, depending on what is simpler, we can even explicitly obtain
W
[s]
I = 2iω , W
[s]
H = −
{
[4Mr+i(ω −mω+) + s(r+ − r−)] (r+ − r−)s , |a| < M
4M2i(ω −mω+) , |a| = M
}
. (6.91)
In order to establish our main result, we require a slight refinement of the real mode stability statement
for subextremal |a| < M Kerr black holes in Theorem 0, which will appear in [Tei]:
Proposition 6.7.2 (Subextremal real mode stability, refined version). Fix M > 0, s ∈ Z≥0 and and
a0 ∈ [0,M). For any |a| ≤ a0 and any (ω,m,Λ) admissible with respect to a and s such that (ω,m,Λ) ∈ A
satisfying
CA := sup
A
(|ω|+ |ω|−1 + |m|+ |Λ|) <∞ ,
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we have the bounds∣∣∣W[±s]∣∣∣−2 ≤ B(a,M, |s|, CA) ; (ω −mω+)−2 ∣∣∣W[+s]∣∣∣−2 ≤ B(a,M, |s|, CA) if s ≥ 1 .
An immediate consequence is
Proposition 6.7.3. Fix s ∈ {0,±1,±2}, M > 0 and a0 ∈ [0,M). Consider Kerr black hole parameters
(a,M) satisfying |a| ≤M and let (ω,m,Λ) be an admissible frequency triple with respect to s and a. Suppose
α
[s], aω
ml is a smooth solution to the homogeneoussho oge eon us radial ODE (4.8) and, for k{0, ..., |s}, define
(
ψ(k)
)[s], aω
mΛ
and Ψ[s], aωmΛ :=
(
ψ(|s|)
)[s], aω
mΛ , for k = 0, ..., |s|, via (4.12) and (4.13);
(
ψ(k)
)[s], aω
mΛ itself satisfies the radial
ODE (4.14). Assume α[s], aωml , and hence
(
ψ(k)
)[s], aω
mΛ , have the boundary conditions in (4.26) and (4.28).
For any set of real frequencies A such that
CA := sup
A
(|ω|+ |ω|−1 + |m|+ |Λ|) <∞ ,
for any admissible (ω,m,Λ) ∈ A and for any Ψ[s], aωmΛ as described, we have, dropping sub and superscripts,
ω2

Cs
DIs
, s ≤ 0
1 , s > 0
∣∣∣A[s]I+ ∣∣∣2 + (ω −mω+)2
 1 , s ≤ 0Cs
DHs
, s > 0
∣∣∣A[s]I+ ∣∣∣2
≤ B(a0, CA)
ω2
 1 , s ≤ 0Cs
DIs
, s > 0
∣∣∣A[s]I− ∣∣∣2 + (ω −mω+)2

Cs
DHs
, s ≤ 0
1 , s > 0
∣∣∣A[s]I−∣∣∣2
 .
Proof. Let s ∈ Z be any integer. Recall the identity
u[s] = a˜[s]H+ · u[s]H+ + a˜[s]H− · u
[s]
H− = a˜
[s]
I+ · u[s]I+ + a˜[s]I− · u
[s]
I− ,
for some coefficients a˜[s]I± and a˜
[s]
H± from Lemma 4.3.4; by taking its Wronskian with all four of u
[s]
H± and
u
[s]
I± , if W 6= 0 we obtain(
a˜
[s]
I+
a˜
[s]
H+
)
= 1
W
Q
(
a˜
[s]
I−
a˜
[s]
H−
)
, Q :=
(
W
[s]
1 −W[s]H
W
[s]
I −W[s]2
)
.
By further imposing a conservation law taking the form
ω2C(11)s
∣∣∣a˜[s]I+ ∣∣∣2 + ω(ω −mω+)C(12)s ∣∣∣a˜[s]H+ ∣∣∣2 = ω2C(13)s ∣∣∣a˜[s]I− ∣∣∣2 + ω(ω −mω+)C(14)s ∣∣∣a˜[s]H− ∣∣∣2 , (6.92)
we deduce 
0 = ω2C(11)s Q11Q12 + ω(ω −mω+)C(12)s Q21Q22
ω2C(11)s |Q11|2 + ω(ω −mω+)C(12)s |Q21|2 = ω2C(13)s
∣∣∣W[s]∣∣∣2
ω2C(11)s |Q12|2 + ω(ω −mω+)C(12)s |Q22|2 = ω(ω −mω+)C(14)s
∣∣∣W[s]∣∣∣2
⇔

W
[s]
1 = −
ω −mω+
ω
C
(12)
s
C
(11)
s
(
W
[s]
I
)(
W
[s]
H
)−1
W
[s]
2∣∣∣W[s]1 ∣∣∣2 = C(13)s
C
(11)
s
∣∣∣W[s]∣∣∣2 − ω −mω+
ω
C
(12)
s
C
(11)
s
∣∣∣W[s]I ∣∣∣2∣∣∣W[s]2 ∣∣∣2 = C(14)s
C
(12)
s
∣∣∣W[s]∣∣∣2 − ω
ω −mω+
C
(11)
s
C
(12)
s
∣∣∣W[s]H ∣∣∣2
,
and, finally,
ω2C(11)s
∣∣∣a˜[s]I+ ∣∣∣2 + (ω −mω+)2C(12)s ∣∣∣a˜[s]H+ ∣∣∣2
≤
1 + mω+(ω −mω+)
ω2
∣∣∣W[s]I ∣∣∣2∣∣W[s]∣∣2 C
(12)
s
C
(13)
s
ω2C(13)s ∣∣∣a˜[s]I− ∣∣∣2
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+1− mω+ω(ω −mω+)2
∣∣∣W[s]H ∣∣∣2∣∣W[s]∣∣2 C
(11)
s
C
(14)
s
 (ω −mω+)2C(14)s ∣∣∣a˜[s]H− ∣∣∣2 . (6.93)
The coefficients a˜[s]I± and a˜
[s]
H± for the homogeneous Teukolsky radial ODE (4.10) do indeed satisfy a
conservation law of the type (6.92), given in Lemma 5.3.1. The factors C(11)s through C(14)s can be read
off directly from the formulas given there; the relation between coefficients a˜[s]I± , a˜
[s]
H± and coefficients A
[s]
I±
and A[s]H± , which follows from an asymptotic analysis, is given in Lemma 4.3.5. We also note the explicit
computations (6.91). After using all the simplifications we have described, one easily bounds (6.93) using
Proposition 6.7.2 and the definition of A.
To exemplify, let us consider the case of strictly positive spin s, which is arguably the most complicated
situation. We have, for |a| < M ,
ω2
∣∣∣A[s]I+ ∣∣∣2 + (ω −mω+)2 CsDs
∣∣∣A[s]H+ ∣∣∣2
≤
1 +
(Mr+)−1mω+(ω −mω+)(2ω)2s · (ω −mω+)−2
∣∣W[s]∣∣−2
|s|−1∏
j=1
{
[4Mr+(ω −mω+)]2 + (s− j)2(r+ − r−)2
}
ω2
Cs
DIs
∣∣∣A[s]I− ∣∣∣2
+
1−
mω+ω(2ω)2s · (ω −mω+)−2
∣∣W[s]∣∣−2
|s|−1∏
j=1
{
[4Mr+(ω −mω+)]2 + (s− j)2(r+ − r−)2
}
 (ω −mω+)2
∣∣∣A[s]H− ∣∣∣2 ,
which can be bounded from above using the refined bound for |s| ≥ 1 in Proposition 6.7.2.
Theorem 6.3 now immediately follows:
Proof of Theorem 6.3. We simply note that the set
A := {(ω,m,Λ) admissible : ωlow ≤ |ω| ≤ ωhigh , Λ ≤ ε−1widthω2high ,m2 ≤ 2ε−1widthωhigh} .
excluded from the statement of Proposition 6.1.1 satisfies the constraints imposed in Proposition 6.7.3.
Hence, by combining the two propositions, Theorem 6.3 follows.
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