Abstract 1 Introduction
The trend towards the: online use of data-intensive systems has led to a greater $emphasis on the importance of the usability of applications. One often overlooked aspect of usability concerns the context in which the user is working. Take, for example, a designer using software which manages design data held in i i database. The designer may well be working with a necessarily complex user interface in an open-plan office on a neisvorked computer. This gives rise to a greater variety of error possibilities than will be evident with a single-user system or with a client application tailored for naYve users. As well as standard problems such as faulty software or user nlistakes, the network might fail or the user might suffer an interruption.
In this paper we disciuss the effect of the various kinds of problems that the user might suffer, grouping them all together under the term "quirk". It should clearly be one important aspect of support for the user that the application help the user cope with quirks. Unfortunately, we find that this is usually not the case. Problems are reported using technically verbose language which does not always let the user know what caused the problem. What is needed is support for recovery by giving assistance in rebuilding the user's mental context after a quirk and by facilitating understanding of the cause of the problem.
Few application devel~opers consider the effects of quirks while designing their systems, and the user is therefore unsupported in recovering from them. This paper discusses how applications may b'e designed to support users when dealing with the effects of quirks in data-intensive systems.
We start by considering the method of use assumed by application designers, as being one from which the user regularly departs. This is shown in Figure 1 , as the direct route which proceeds from the initial state I to the final state F, reaching this upon completion of the task. Using this direct a quirk could cause the system to end up in any of a number of different states, depending on the user's handling of the quirk. These different states will be explained in detail further on.
Section 2 discusses the importance of quirks. Sections 3, and will describe the nature of each of the three types tion 6 makes recommendations about how systems can be designed to ease recovery from quirks. Section 7 introduces the HERCULE prototype, which assists users in recovering from quirks, and Section 8 path, with no detours on the way, is only one possible way of proceeding. In reality, this is a simplistic and unrealistic tions.
The execution Of a task can be disrupted by a system breakdown, a User error or an intermption -these Will all be referred to as quirks -as indicated by the transition leading to an unexpected state as depicted by node U , so that they can process only a few symbols at a time. To compensate for this, these symbols must be held in complex structures in working memory -the mental context of the interaction -while they are being processed. Quirks cause the mental context to collapse while the user deals with something unexpected or unrelated. It is thus logical that quirks will tend to be troublesome. Many researchers have worked on each of these different aspects -errors, interruptions and breakdowns -in isolation, but since there is often a commonality in the user's handling of each of these and in the effects on the user's emotions and task completion, it is useful to consider them as forming part of group of similar concepts. This paper will consider quirks with particular emphasis on distributed, data-intensive systems. Figure 2 gives a classification of quirks, which are a superset of Jambon's singularities [16] . Quirks can be initiated either by the user, by the system or by some external entity (Other) -and can disrupt the user's task processing by demanding attention elsewhere (The telephone could ring, for example). The user could make an error, or interrupt the process voluntarily. Users often switch tasks when the computer is slow in completing a task [8]. The system could crash, or interrupt the process. The Quirks have a substantial effect on users' interaction with applications due to human information processing limitations. A user who is busy with some activity builds up a context [6] -a rich mental environment that stores all sorts of information built up during the time spent using that particular system to execute that particular task. Even a momentary interruption, such as a quirk, causes the mental context to collapse. The extent to which the system designer develops the system with possible disruptions in mind, to ease recovery of context after a quirk, will therefore contribute to the usability of the system.
Quirks are more common than one might expect. Perry et al. [30] found that a group of software developers spent 75 minutes per day, on average, in unplanned interpersonal interactions which interrupted their work. Surveys of computer use by expert users show that up to 10% of working time can be spent handling errors [3]. Eldridge and Newman [lo] found that the negative effect of a technological fault due to time lost in dealing with it was exacerbated by the damage done to the rest of the day's activities. Often one person's technological problem has an effect on other people's agendas too, so that a "simple" computer breakdown often has a bigger impact than meets the eye.
Users will have different attitudes towards quirks. The frequency of the quirks, together with user perceptions of the benefits or disadvantages of quirks, will play a part in determining users attitudes towards an application in particular, and towards their work satisfaction in general. Fogg and Nass [ l 11 argue that the rule of reciprocity, which exists in all cultures, also applies to human-computer interactions. As a consequence of this, users will tend to "help" computers that have previously helped them and retaliate against computers that have performed poorly. The frequent occurrence of errors would therefore tend to have far more longterm effects than merely the time spent in repairing the error would suggest.
Breakdowns will be discussed in Section 3, human error will be discussed in Section 4 and interruptions will be described in Section 5.
System Crashes and Breakdowns
Data-intensive systems are typically distributed, involving components at possibly more than one geographical location. The possibility of something breaking down is thus greatly increased, as is the possibility that one person's computer breakdown will affect other users [lo]. The type of problems which can be classified as breakdowns are a failure of (shown in Figure 3) ': the user's computer, a failure of either some application or of the whole computer. the network, which can be affected by a crash, an omission, arbitrary or timing errors [23] .
an application server, which could be the failure of the server host, or failure of the server housing the server component.
the data store being used. Since the application is completely separated from the data store by the middle tier, this type of failure will present as a failure of the previous type. ' The situation has been simplified for the purposes of this paper. Breakdowns are often very difficult to categorise in this fashion since their reporting is so difficult to do effectively and multiple network stages make errors difficult to interpret. In the case of the end-user computer crashing, the user is generally left with little choice about how to handle the situation or doubt of its severity. After a crash, the user generally ends up in state I R shown in Figure 4 -the initial state reinstated after a recovery. This is not the same as the initial state I, since any application state built up before the crash will be lost and the user's context has been modified by the lost work. The work done before the crash might persist, depending on whether the application on the end-user computer had communicated the commands to the underlying data store or not. The user will have to check on whether their work was "saved" or not after the end-user computer starts up again.
In the case of a breakdown of the other computers involved in the distributed system or of the network, things become more difficult. The failure of some section of the system will mostly manifest itself by the reporting of an error by the end-user application. Sometimes the user will simply be faced with a Lick of response from the computer, which could indicate a breakdown, but which could also conceivably simply be a symptom of an overloaded network. After a certain time period, the user will detect the problem and assume that the application has crashed. Whatever the source of the problem, the user is left to deal with the results thereof. The rest of this section will therefore address the effects of breakdowns on the user -whatever their source.
The handling and effects of possible breakdowns can be classified on three axes -extent. time taken to recover and 1. moderate -where the user's immediate process is disrupted. This is typically the failure of an application thread.
2. severe -where the user's entire task is disrupted. This 3. chronic -where the entire end-user computer crashes is the failure of the application.
and no work can be done.
A computer failure cannot realistically be resolved in less than 10 minutes and an application failure cannot be rectified in less than one minute. Intervention cannot realistically occur in less than 10 minutes, since presumably the user would have to summon assistance.
The X axis, labeled Eme, refers to the time taken for the user to recover from the breakdown. This axis has three possible values, linked to the recovery from the disruption of the user's task. The values have been split up into the values of < 1 minute, < 10 minutes and > 10 minutes. This is due to the findings of Brodbeck et al.
[3], which show a sharp increase in negative emotions when longer than 10 minutes is spent resolving an error. The Z axis, labeled Assistance Required has three possible values:
1. The user will sometimes be able to handle the recovery from a breakdown -linked to value none.
2. The user may telephone someone for advice, or consult a manual -linked to the value advice.
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Figure 5. Classification of Breakdowns
3. When all else fails, the user may have to request intervention from a specialist.
Once again the planes can be limited since it is simply not possible to get advice or assistance in less than a minute and intervention will probably take longer than 10 minutes to summon. When all these restrictions are taken into account, the classification graph is reduced to the one shown in Figure   6 . The obvious conclusion to be drawn from this graph is no surprise. The summoning of assistance from a specialist should be minimised so that the user's problem can be solved in the fastest possible time, thereby improving productivity and minimising stress. It is also obvious from the graph that breakdowns are almost certain to lead to negative emotions, something to which any computer user can attest.
HumanError
There is ample evidence in the literature [31] to lead to the conclusion that humans do indeed err, that they are unrealistic about their propensity for making errors and their ability to detect them, and thus, having erred, will convince themselves, in spite of clear evidence to the contrary, that they did not err [41, 44] .
Errors will have to be handled in the course of a user's working day and can be considered to be part and parcel of the task execution -albeit an unpleasant or unexpected one. Error recovery can be likened to a "repair" effect often encountered in conversation. The end-user application will, as does the listener in a conversation, give negative feedback if it either does not understand, or is not satisfied with, the inputs the user is providing. The user (the speaker) will Errors are generally split up into two distinct typesslips and mistakes. Slips generally result from unintended actions, where the action does not match the intention. Mistakes are intended actions, and occur because a user does not understand the system correctly and are thus far more difficult to recover from [31] .
Surveys of computer use by expert users show that up to 10% of working time is spent handling errors [3] . Errors can therefore be expensive in both human and economic terms. The way error situations are handled is thus critical for usability.
Error Detection
Detecting an error is the first step towards recovery. It is often hard for a user to detect an error due to overconfidence, with the user using intelligence to explain away unusual occurrences thus failing to register the presence of an error.
Errors will typically be detected by some mismatch between what the user thinks the state of the system should be and what it seems to be. The user relies on some feedback mechanism -either by the computer or by some other means -which enables the user to compare what is expected with what has occurred. Data-intensive systems are generally structured in three tiers, which means that the state of the data store, which generally makes up the lowest tier, must be displayed by the end-user application. Thus the end-user application developer needs to portray, in the user interface, not only the state of the end-user application, but also that of the underlying data store -information which must be obtained remotely. It is difficult for the end-user application to portray enough information about the underlying data store based onlly on limited information gleaned from remote method invocations.
Most systems react to errors by generating error messages, but error messages are not necessarily the solution to the problem [19, 24] . Error messages generated at lower tiers of the system will generally not cater for the current state of the end-user application or the context from which the user needs to be relocated. Hammond [14] points out that interpretation of unfamiliar information makes heavy demands on working memory. An error message can be seen as an unfamiliar situation -since an error is always an unexpected occurrenct:. Thus it is to be expected that the user will be extremely likely to forget exactly what was being done prior to the error situation. This means that error recovery is not necessarily a simple process. The user needs to diagnose the source of the problem, and then correct it. Diagnosis implies an understanding of the state of the system, and recovery requires an understanding of the repair process.
System State after an Error
The occurrence of a user error can cause the system to enter a number of states, as illustrated by Figure 7 . The discussion so far did not distinguish between user and system error detection. There is a need to distinguish between system detection of an eiror and user detection of an error because this typifies the so-called "gulf of evaluation" [25] . The width of this gulf is determined by the quality of the feedback in the user interface.
System Detection. If a user submits some input for a system to act upon, tht: system could detect an error and abort the action. The system then informs the user of the error with the success of the notification depending firstly on the quality of the feedback and secondly on whether the user is concentrating on the system at the time. If the user ignores or misses this notification and continues working, the gulf of evaluation has become wider and future actions will possibly be affected by this misunderstanding.
If the user does indeed realise that an error has occurred, either a deciision can be made to abort the task -ending up at state IA (Initial State after an Abort) shown in Figure 8 .-or to correct the input and continue working. Since the error was detected by the system, the effects of this error are not critical and the consistency of any underlying data store will not be compromised. 
IA
IR
Approaching FR User Detection. If the user provides input to the system which is valid, but not what they intended, the system has no way of realising that this is a mistake on the part of the user and accepts the input. The input will thus be processed and changes will possibly be made in one or more underlying data stores as a result.* If the user were to discover the error, as a result of its effect, a decision could be made to supply inputs to the application which compensate for the error. The user could continue to work on the task in hand, but the final state will not be state F, but rather state FR, since another user could have made use of the incorrect information between the erroneous action and the compensation. If the user does not realise that an error has been made, then the gulf of evaluation, which has just become wider, needs to be bridged in order for the user to realise that an error has been made. The system is now in state FU, since the state of the system is not what the user intends and the consistency of the underlying data store has possibly been compromised.
The effects of user errors could accumulate, affecting the eventual recovery process and the error handling time, and exacerbating long-term effects of the error. The more unresolved errors in the system, the more time and effort will be taken to restore the data store to the correct state. 
All Possible States in Task Execution
Many applications today provide an undo feature so that a user can backtrack and undo the effects of an error [ 11. In non-transactional systems the undo function will work admirably but is probably not an option in transactional systems. If the system detects the error, undo is not really necessary since the database will not be affected by the error. If the system does not detect the error, undo is also not an option, unless the application is "intelligent" enough to generate a compensating transaction automatically. Thus in a transactional system, slips, which are traditionally easy to recover from, become far more difficult to manage.
Recovering from mistakes requires complex actions compelling the user to go back through some actions to recover [3]. Users will often realise that something is amiss with their reasoning, or method of achieving the goal, but are at a loss as to how to go about recovering. Rizzo et a1. [34] argue that most mistakes depend on the misactivation, conscious or unconscious, of knowledge. Rizzo et al. propose the following guidelines for supporting the handling of human errors [34] : 2Most distributed data-intensive systems are structured as an n-tier and the nature of these systems implies that every remote method invocation originating from the end-user application constitutes a complete transaction. Thus each method invocation will potentially make immediate and durable changes to the underlying data store.
1. Make the action perceptible -by this is meant that designers should make the match between action and outcome more obvious.
Display the error message at a high level -messages
3.
4.
5.
6.
5
should be displayed at the user's level of understanding, with the possibility of getting more detailed messages should they be required.
Provide an activity log -thus supplying people with an extemal memory aid.
Allow comparisons -the user must be assisted in comparing the state with other, perhaps intended, states.
Make the action result available to user evaluationthis needs to be achieved as soon as possible. This aspect coincides with the discussion on feedback in the following chapter, which stresses that the feedback should provide aspects relevant to the task just performed.
Provide result explanations -the best way to provide error diagnosis is to give specific answers to the user. The user should not be overwhelmed by reams of explanations. The user should only be given a high-level message, with further details available upon request. .
Interruptions
Interruptions pervade our 21st Century lives. Telephones ring, people pop into the office and email continuously demands to be read and answered. For example, studies by van Solingen et al. [40] into the effects of interrupts in software development found that the subjects of the study spent 20% of their time servicing interrupts. A study by Rouncefield et al. [35] found that the staff in one particular organisations actually prefered handling interruptions to doing more mundane tasks -so that interruptions are clearly not universally considered to be negative.
Disruptions have been shown to inhibit performance in the execution of complex tasks [39] . Attention is broken if the same sensory channel is used by the disruption as is being used by the current task. Computer application users are using their eyes, ears and touch senses (via their fingertips). They are also making heavy use of short-term memory. Thus computer users are less tolerant of interruptions than traditional workers because it disrupts their shortterm memory and makes it hard for them to continue their task easily [2]. This intense use of the person's cognitive abilities is in stark contrast to the traditional nature of the workplace where social interaction plays an important part in making up the person's working day and often makes it more enjoyable.
Interruptions tend to break what Dix et al.
[8] refer to as the loop of interaction. This means that there could be a delay between user actions and the feedback on these actions -so that the action and the observable effect can no longer be linked in the user's mind. Users tend to operate in terms of an action-evalualion of effect-action paradigm and once the time delay behveen action and observable effect is longer than the short-term memory span the evaluation becomes difficult and decisions about the following action take longer.
Interruptions can occur concurrently or consecutively. Humans routinely handle up to five activities simultaneously by interleaving them. Cypher [6] maintains that they do this by linearising -organising the parallel activities into a single linear stream of actions.
This interleaving of activities could be voluntary -such as when we decide that we do not want to wait for something to finish, and switch to another activity -or involuntary when, for example, the phone rings and has to be answered. In Section 2, the context which a user builds up during an activity was mentioned. Waem [41] notes that working memory is only able to retain information for a couple of seconds at a time and that unexpected interruptions can thus be fatal to an entire problem solving process. Studies have shown the process of switching tasks to be costly. Cutrell et al.
[5] cite a study by Gopher et al.
[13] which has shown that the cost is related to the nature of the current and pending activity, as well as the user's proficiency in the task at hand. The context switch cost can affect a person's general performance, stress levels and job satisfaction. One way to measure the cost of task s,witching is to gauge the amount of time it takes to recover from interruptions. A study by van Solingen found the recovery time after an interrupt to be a minimum of 15 minutes [40] .
When people are doing paper work it is relatively simple to mark their current position so that they can return later [35] . In order for a computer system to support the user in linearising of multiple activities, it is essential that the user be provided with some sort of memory aid. This should keep the activity visible and provide a way for the user to "pick up the threads" as quickly as possible upon resuming an activity. It is hard for applications to provide this facility effectively. Czerwinski tit al. [7, 51 experimented with the provision of a marker tcl assist users returning to previous on-screen tasks but found that this did not assist users as much as expected.
Care should be taken that any provided memory aid should itself not be distracting or clutter up the display. There is a continuous trilde-off between providing the user with extemal memory aids and the limitations of working space 
Handling Interruptions
It may appear that a user will simply handle an interruption and then continue with the task. This might indeed be the case for isolated interruptions, but repeated and numerous interruptions may require more sophisticated handling. The user in the process of handling one interruption could be interrupted by yet another. The interruptions could be handled immediately so that the first interruption is suspended to deal with the most recent one, or the most recent one is queued and forced to wait until the handling of the first one has been completed [42] . The user may also choose to interleave the handling of the interruptions. After the interruption, the user may resume the original task, but in 45% of cases, according to a study done by O'Conaill and Frohlich [28] , the user will not resume the disrupted task, but will be diverted to another task. This is illustrated in the diagram ih Figure 9 , by the transition to node 0 (Other activity state), instead of node F (Final state).
After the interruption has been dealt with, the user needs to change context again and decide which task to proceed with. Miyata and Norman [22] suggest that a system of reminders might be a good idea in ensuring that the user does indeed resume a suspended activity. Human memory limitations require these prompts, if a potentially critical activity is not to be forgotten.
Recovery from Interruptions
In order to assist the user in recovering from interruptions, it would thus be helpful to have the following features provided by the application: 0 mental aids, to help the user remember past actions; graphical features to allow the user to take a couple of steps back to rebuild the mental context. user assistance in building an awareness of the history of interaction with the application, by linking past inputs to the results -or outputs -thereof.
Since each user has different "remembering" needs, the principle of giving the user an overview and then allowing zooming-in [37] to get required detailed information, applies here.
Designing for Quirks
Jambon [ 161 urges system developers 'to design with interruptions and errors in mind. He argues that this would decrease the possibility of operators forgetting something critical after handling a quirk, thereby causing a serious accident. The focus of Jambon's research was interfaces for pilots. Errors made by users using other systems may not have such serious repercussions as those made by pilots, but that does not make them any less annoying. The discussion of the different types of quirks has made the need for two distinct different types of feedback obvious. The first type is feedback with respect to the latest user action, or error, being reported to the user -this can be referred to as immediate feedback. The second type is feedback with respect to past actions, to support the user in rebuilding context about what they were busy doing before the occurrence of the quirk -t h i s can be referred to as archival feedback [32] . The contribution made by both types of feedback in alleviating the effects of each of the quirk categories will be discussed in the following sections.
Breakdowns
Immediate feedbackis not much use if the end-user computer breaks down. Archival feedback can only be useful if it persists. If another part of the distributed system breaks down, it will depend on the forethought of the application designer whether the system will respond in a helpful way or not. If the breakdown was not anticipated by the designer during system development, the user is sure to receive an unintelligible response. Archival feedback could very well be helpful to the specialist summoned to track the events leading to the breakdown. What will be useful is some way of understanding exactly what the problem is together with some indication of the course of action to be taken.
It is notable that, whereas a data-intensive application is expected to recover the consistency of the data store after a breakdown, there is often no equivalent attempt to recover the user's mental context at the same time. With archival information being available, there is no reason why the user interface might not be similarly rebuilt, given a modem user interface toolkit, such as Java's Swing 1211.
HumanError
The recommendations given for error recovery by Rizzo et al. [34] for supporting the handling of human errors were discussed in Section 4.3. The first, second, fifth and sixth recommendations are satisfied by immediate feedback, while the third and fourth are satisfied by archival feedback. Zakay [U] has shown that immediate computerised feedback reduces overconfidence which means that the error is more likely to be detected, and archival feedback is likely to assist the user in understanding an error, and in comprehending the current state of the system. This should lead to speedier error recovery.
Interruptions
Users have severe limits with respect to memory, often forgetting what they have done, and they often experience difliculty in holding recently experienced information until needed [29] . Users can be supported in handling interruptions by archival feedback, which assists them by providing a mental aid to help them remember things [26, 37] . A log of recent actions can help by reminding the user of the activity that was interrupted.
Archival feedback can also be used to provide interreferential feedback. Draper [9] argues the importance of a mutual reference between user input and application reaction so that the previous parts of the user-machine dialogue can be referred to. A mere list of the user's inputs to the system is of limited use because there is no way for the user to remember what the application state was at the time that particular command was entered or menu choice made. In order to support users adequately archival feedback should provide such a link between user actions and application state and allow browsing of such information.
HERCULE
The HERCULE3 prototype was developed, using Java, to be a generic facility for the visualisation of application activity. HERCULE provides both context sensitive immediate feedback, archival feedback, and overview functions [33] . This supports the user in understanding the nature of breakdowns and errors, and in recovering from the quirks mentioned in this paper.
HERCULES approach is that feedback be provided in a generic fashion, produced independently of the application implementation. This approach necessitates treating 3Named after Hercule Poirot, Agatha Chnstie's legendary detective. the provision of feedback as a separate concern. This wellestablished technique has been successfully applied in separating several non-functional characteristics from the main concern of application programs, but has hitherto not been applied to the provision of feedback. Separating feedback provision from the application makes things easier for the programmer and provides, a mechanism for augmenting the feedback provided by the application itself.
There are many approaches to achieving separation of concerns [15] . One approach, application tracking, requires the least effort from the ]programmer and was thus the approach applied in the development of HERCULE. It is also the least invasive way of achieving the required separation of concerns. Application tracking is widely used for many purposes, but once again has not hitherto been used to augment application feedback.
this means of augmenting application feedback can indeed be used and that it enriches the concept of feedback in such a way that it can enhance the recovery process in the presence of quirks.
The success of the HE.RCULE prototype has shown that -
Conclusion
There is a commonality in the user's handling of errors, breakdowns and interruptions. In the case of error, the user has to understand the cause of the error and understand how to recover from it. In the case of breakdowns, the user needs to understand what caused the breakdown and what, if any, action should be taken to recover. In the case of interruptions, the user attempting to resume context must correctly perceive the state of the application in order to take up their task at the point of interruption.
We can conclude that feedback which enhances the user's comprehension of the application state, and the events that led to that state, is a valuable tqol in ensuring that users are able to handle quirks easily. Furthermore, this will comprise a judicious mixture of immediate and archival feedback.
The development of the HERCULE prototype is just a first step to providing software which is usable after unanticipated events during application use. The techniques of monitoring user actions., system responses and the relationship between them should prove a fruitful method of advancing the usability of software under modem conditions.
