Due to the selection process in academic publication, all meta-analysis of published literature is more or less affected by the so-called publication bias and tends to overestimate the effect of interest. Statistically, publication bias in meta-analysis is a selection bias which results from a non-random sampling from the population of unpublished studies. Several authors proposed methods of modelling publication bias using a selection model approach, which considers a joint modelling of the weight function representing the publication probability of each study and a regression of the outcome of interest. Copas (1999) showed that in this approach some of the model parameters are not estimable and a sensitivity analysis should be conducted.
Introduction
Since it is not possible to publish all the results of scientific research ever conducted, selection of papers that is worth publishing is an integral part of academic publication process. As reviewed recently by Rothstein et al. (2005) , empirical evidence strongly suggests that a research with positive results is more likely to reach publication than a work with negative or inconclusive findings. Due to this tendency, every research based on published literature, especially systematic review and meta-analysis, is more or less biased toward overestimating the effect of interest. This is called a publication bias, which has been regarded as one of the major difficulties in the statistical aspect of meta-analysis for decades.
Although no standard statistical method for detecting and treating publication bias has been established, several methods have been proposed for meta-analysis allowing for publication bias. Hedges (1984) introduced a selection model approach, which assumes a weight function representing the publication probability of each study and considers a joint modelling of the weight function and a regression of the outcome of interest. In this method, a pool of yet unpublished (or even not written) studies is considered, from which each study in a meta-analysis is assumed to be sampled. Publication bias can be understood as a selection bias due to nonrandom sampling from this hypothetical population.
Copas's model for meta-analysis (Copas, 1999) , which we briefly review in Section 2, is a kind of weight function-based method. His contribution to this problem is that some of the parameters in the weight function are not estimable and a sensitivity analysis should be conducted. Copas applied the sensitivity analysis approach to the reanalysis for a meta-analysis of passive smoking and lung cancer risk and showed that the estimated relative risk is lower than that of the usual random effects model (DerSimonian and Laird, 1986 ).
When performing a sensitivity analysis, it is important to determine the appropriate range of sensitivity parameters so that they cover the plausible range of inference. In the reanalysis of passive smoking meta-analysis, for example, Copas determined the range of parameters by transforming it into the distribution of the number of unpublished studies and assuming its upper limit, somewhat arbitrarily, as ranging from zero to sixty (Copas and Shi, 2000a) . Readers without any prior knowledge of this research area may find this assumption as fairly admissible, but experts in this area, including the authors of the original meta-analysis, criticized it as assuming unrealistically many unpublished studies (Hackshaw et al., 2000) .
The motivation of this article is to utilize the prior belief expressed by the experts in determining the range of sensitivity parameters. We propose a Bayesian version of Copas's model incorporating the experts' opinion as prior distributions of sensitivity parameters, and perform a sensitivity analysis for various prior beliefs. Thus the problem of determining the range of sensitivity parameters can be reduced to that of sensitivity analysis of various prior distributions in a formal Bayesian inference. This paper is organized as follows. In Section 2, we first review the Copas's model and accompanying problems of interpreting the values of sensitivity parameters as the number of unpublished studies. Then we introduce a prior distribution for this quantity and construct a method for Bayesian parameter estimation using Gibbs sampling. In Section 3, this method is applied to the passive smoking and lung cancer meta-analysis. A brief discussion and conclusion is given in the last section.
2. Sensitivity analysis of publication bias 2.1 Copas's selectivity model Copas (1999) and Copas and Shi (2000a) proposed a sensitivity analysis of publication bias in meta-analysis, following the method for sensitivity analysis of selection bias due to non-random sampling proposed by Copas and Li (1997) . Here, we briefly review their approach.
Suppose that when conducting a meta-analysis, there is a hypothetical population of studies which consists of all the studies, published or unpublished, in the research area of interest, and only a part of it is published and identified through a systematic literature search. A random effects model is assumed to this population
where yi is the estimated effect of interest in the study i, µ is the overall mean effect, τ 2 is the heterogeneity variance, σ 2 i is the within-study sampling variance, n is total number of studies, and εi and µi are assumed to be independent.
Selectivity is modeled using a separate selection equation with a single correlation
where zi is a latent variable which is used in defining the selection process, si is a reported withinstudy standard error, γ0 and γ1 are sensitivity parameters controlling the marginal probability of a study with a standard error si being selected -γ0 controls the overall publication probability and γ1 controls how the publication probability depends on si -and the residuals (εi, δi) are assumed to be jointly normal. The role of equation (2) is that yi is observed (selected for meta-analysis) only when the latent variable zi > 0, thus defining a probit-type selectivity with censoring which is common in econometrics literature (Maddala, 1983) . yi and si are assumed to be independent, so that when ρ = 0 this model describes a situation in which no publication bias exists. When ρ > 0, selected studies with positive zi tend to have more positive δi, hence more positive εi, which leads to a positive bias in yi. The conditional expectation of yi including a bias term can be shown explicitly as
where λ(·) is Mill's ratio φ(·)/Φ(·), φ and Φ describing the density and distribution functions, respectively, of the standard normal distribution.
As the distribution of yi in a selected study is given by the conditional distribution of yi given that zi > 0, the likelihood function can be written down as
where m is the number of the selected studies, and
Assuming that each study has a sufficiently large sample size, the nuisance parameter σ 2 i
can be replaced by their estimates based on s
Sensitivity analysis for publication bias
Copas and Shi (2000a) used the likelihood function (4) to find the profile likelihood for the sensitivity parameters (γ0, γ1) and showed that this likelihood has a very flat plateau, suggesting that the available information is not enough to estimate the values of these parameters. Instead, they proposed a sensitivity analysis approach -they obtained maximum likelihood estimates of (µ, ρ, τ ) under given sensitivity parameters (γ0, γ1) by numerical optimization, and examined the sensitivity of the estimated value of the parameter of main interest µ to various combinations of sensitivity parameter values. values of sensitivity parameters. The data used is from the passive smoking meta-analysis based on 37 studies and µ stands for the population mean of the log-relative risk. When no unpublished study is assumed (upper right) b µ is 0.217, consistent with the estimate from the usual randomeffects meta-analysis (DerSimonian and Laird, 1986) . On the other hand, with more and more unpublished studies being assumed (lower left), overestimation of b µ due to publication bias is corrected and it approaches, and finally almost equals to, zero.
In this figure the ranges of sensitivity parameters are set to [−2, 0] for γ0 and [0, 1.5] for γ1, respectively. In order to assess the appropriateness of these settings, these parameters are transformed into a more intuitive measure, the estimated number of unpublished studies (NUPS),
assuming that, if a study with a publication probability of p is published and selected for metaanalysis, there is supposedly p −1 − 1 equivalent studies remaining unpublished (Copas and Shi, 2001 ). Figure 1 (b) shows the distribution of NUPS. The sensitivity parameters in these ranges correspond to NUPS from zero (upper right) to > 1000 (lower left), which seems wide enough to cover the plausible range of inference.
But here remains another problem -these ranges may seem to some too wide. In fact, Copas and Shi (2000b) adopted much more modest assumptions about the sizes of NUPS, as
we will see in Section 3, in the non-technical article on passive smoking meta-analysis. Yet they were criticized by some of the environmental health experts for assuming unrealistically large NUPS (Hackshaw et al., 2000) . What is needed is to provide a realistic basis for determining the appropriate ranges of the sensitivity parameters, and as a solution for this we propose a Bayesian approach incorporating the prior belief expressed by the experts as a prior distribution of NUPS.
Prior distributions
We assume a normal prior distribution for the sensitivity parameter γ0,
and fix another sensitivity parameter γ1 at (Copas, 1999) . The value of γ0 does not allow a direct clinical interpretation, and we transform this distribution to that of NUPS using formula (5), according to which we select the hyperparameters for γ0 as we discuss in detail in §3.2.
We assume noninformative prior distributions for the other parameters; a normal distribution with mean 0 and variance 10 6 for µ, a uniform distribution in [0, 1] for ρ, and τ 2 ∼ 1/τ 2 .
Posterior distribution and sampling procedure
Letting L(µ, ρ, τ, γ0) denote the log-likelihood given by equation (4), in which nuisance parameter σ is eliminated and γ1 is fixed, and {·} denote marginal distributions, the joint posterior distribution of all unknown model parameters is expressed as
assuming all the prior distributions are independent. It can be estimated using the Gibbs sampling, a class of Markov Chain Monte Carlo scheme where the transition kernel is formed by the full conditional distributions. The full conditional distribution of each unknown parameter is formed by conditioning the joint posterior distribution on the data and on the current values of all the other parameters. Letting D denote data and {·|·} denote conditional distributions, we have the following:
In some cases, the full conditional distributions used in the Gibbs sampling can be reduced analytically to the well-known distributions for which methods for efficient random sampling is available. However, such reduction is not possible for this case due to the non-linearity of the likelihood, and we have to perform a direct univariate sampling from each full conditional distribution. For this purpose we use the adaptive rejection Metropolis sampling (ARMS) algorithm (Gilks et al., 1995) , a generalization of the adaptive rejection sampling (ARS) algorithm (Gilks and Wild, 1992) . ARS is an algorithm for generating random samples from a log-concave target distribution by rejection sampling using a piecewise exponential proposal distribution and updating it repeatedly. ARMS generalizes ARS by introducing the Metropolis step and accommodating non-log-concavity of the target distribution. For further details of these algorithms, see the references.
The code for Gibbs sampling used in this article was written in R-2.1.1 (R Development Core Team, 2005) . For the adaptive rejection Metropolis sampling, the original code written in C and FORTRAN by W. R. Gilks, and its wrapper code for R written in G. Petris and L.
Tardella are both available online.
Application

Reanalysis of passive smoking and lung cancer meta-analysis
In a meta-analysis of epidemiological studies investigating the relationship between passive smoking and lung cancer, Hackshaw et al. (1997) identified 37 observational studies for the risk of lung cancer in female non-smokers who lived or did not live with a smoker. Figure 2 shows the funnel plot of these 37 studies, plotting the standard error si against the log-relative risk yi.
The dotted line in the figure indicates the overall log-relative risk, 0.217 (95% confidence interval 0.122 -0.306), estimated using a random-effects model (DerSimonian and Laird, 1986) . We see a clear tendency for the smaller studies with larger standard errors to give more positive results than the larger studies, suggesting the influence of publication bias. 
Copas and Shi (2000b) conducted a reanalysis of these data with the model described in
Section 2 examining the sensitivity of the parameter estimation to publication bias. They assumed five different levels of NUPS, (0, 11, 23, 38, 60) , corresponding to five different canonical probabilities of (1, 0.9, 0.8, 0.7, 0.6) which approximate (but not equal to) the publication probabilities within the population of published and unpublished studies (Copas and Shi, 2000a) . The overall mean of log-relative risk was estimated as (0.217, 0.166, 0.140, 0.122, 0.104) , respectively, and they concluded that at least some publication bias is needed to explain the trend seen in the funnel plot and that even a modest degree of publication bias leads to a substantial reduction in the relative risk.
Later several critical comments were submitted by the experts in this research area. Hackshaw et al. (2000) stated that what Copas had made is an "extreme assumption that 40% of studies were not published", far from being modest. They also emphasized that the range of the relative risk estimated by the Copas's sensitivity analysis, 0.104 -0.217, is in large part covered with the 95% confidence interval of the overall relative risk shown in the original meta-analysis, 0.122 -0.307, so the impact is not so serious. Glantz (2000) argued that their own empirical data (Bero et al., 1994) suggest that the size of NUPS in this area is very small and it is unlikely that there is so many unpublished studies as Copas assumed.
Sensitivity analysis incorporating the experts' prior beliefs
In order to elicit the hyperparameters (µγ, σ 2 γ ), we first transform the normal prior distributions of γ0 into the directly interpretable distributions of NUPS, based on which we select the appropriate hyperparameters of γ0 for the sensitivity analysis. Figure 3 In Figure 3 (b), Prior 1 (solid line, mode 3 and a 90% interval [1, 9] ) represents the prior belief that the size of NUPS is very small (< 10), corresponding to the experts' opinion based on their empirical data. Prior 2 (dashed line, mode 19 and a 90% interval [12, 29] ) represents the "extreme" prior that the unpublished proportion of the population is around 40%, corresponding to the assumption in Copas's sensitivity analysis which was regarded as "extreme assumption"
by an expert. And prior 3 (dotted line, mode 58 and a 90% interval [31, 112] ), added for the purpose of sensitivity analysis, represents an even more extreme prior than what is regarded as extreme by the experts.
For the posterior simulation we ran each chain of Gibbs sampling described in Section 2 for 10,000 iterations and discarded the first 5,000 iterations. The convergence of chains was assessed using the method of Gelman and Rubin (1992) . Table 1 shows the summary of the posterior estimates under different prior distributions of sensitivity parameter γ0, with the marginal posterior distribution for µ also shown in Figure 4 .
Results
The estimated values of the parameter of interest, µ, can be interpreted as follows. Under the prior 1, which reflects the belief that the size of NUPS is very small, the posterior mode of µ is estimated as 0.194 and the influence of publication bias seems to be only modest. Under the prior 2 the posterior mode of µ is 0.167, and even this prior represents an extreme opinion from the experts' point of view, the 95% Highest Probability Density (HPD) interval of the mariginal posterior of µ is mostly within the 95% interval of the original meta-analysis, suggesting that the result from the original meta-analysis is robust against the publication bias. Moreover, even under the prior 3, the most extreme and far exceeding the plausible range of the experts' view, the posterior mode of µ is 0.134 and its 95% HPD interval does not include zero, thus adding more strength to the conclusion of the original meta-analysis.
Discussion
One of the practical difficulties in performing sensitivity analysis for publication bias is the determination of an appropriate range of sensitivity parameters. In many cases it is not possible to narrow down the range because no objective data regarding the magnitude of publication bias is available, while setting too wide a range may lead us to underestimate, or fail to detect, the true effect. As a solution for this issue we proposed in this article the way to incorporate the experts' subjective opinions in the analysis. Experts often bear a rough estimate of the amount of unpublished literature in their research area, which can be utilized for the elicitation of the prior distribution of sensitivity parameters. These prior distributions are introduced into the Copas's model, making the problem of determining the range of sensitivity parameters reduced to that of sensitivity analysis of various prior distributions in a formal Bayesian inference.
Among the researchers studying the association between passive smoking and lung cancer, the influence of publication bias on the risk estimate has been a sensitive issue and discussed extensively since 1990s. One reason for this is the long continuing debate between researchers and the tobacco industry. Researchers had to argue against the industry which contended that the positive conclusions of passive smoking meta-analysis is exaggerated due to publication bias.
They executed extensive literature searches for unpublished studies such as dissertations and proceedings of symposia, including tobacco industory-affiliated ones (Bero et al., 1994) , which forms the background for the experts' comments cited in §3.1.
In this article we employed for simplicity the wordings of experts' comments on published papers as the basis for the prior elicitation, but if we are allowed to contact some of the experts, direct elicitation with more careful and sophisticated methodology is also possible (Spiegelhalter et al., 2004) . In this situation, the flexibility of the Bayesian framework we proposed in this article, which accommodates any prior distributions, offers more advantages since we do not know in advance to what family of distribution the elicited prior belongs. Copas's sensitivity analysis will approximate the result of proposed method if the elicited prior distribution of γ0 is unimodal and symmetric.
The assumption of independence between yi and si is a minor but essential problem in Copas's model for publication bias, because some authors suggest there are cases where this assumption does not hold (Sterne et al., 2001 ). For example, small studies with large standard errors tend to report overestimated outcomes because of the lack of rigorous methodology, or studies with many high-risk subjects reporting highly positive outcomes tend to be small because of the difficulty in accruing such subjects. Although the assumption of independence is unverifiable from the data, the sensitivity analysis assuming some fixed values of the correlation between yi and si may be useful. For this issue, further research will be needed.
