Abstract-This paper proposes an adaptive control allocation method that can make unmanned aircraft systems recover from pilot induced oscillations. Pilot induced oscillations are undesired oscillations due to an unintentional and detrimental coupling between the aircraft and the pilot. These oscillations may be instigated due to disturbances, aggressive maneuvers and actuator saturation. Different from manned aircraft, pilot induced oscillations in unmanned aircraft systems are harder to handle due to communication time delays between the operator and the aircraft. The task of a conventional control allocator is to distribute the control effort among redundant actuators to realize a desired virtual control input. When actuators rate saturate, the difference between the desired and the achieved virtual control input introduces an effective time delay to the system dynamics which causes oscillations. In the proposed approach, instead of minimizing the error between the desired and achieved virtual control inputs, the derivative of this error is minimized which eliminates the introduced time delay effect and damps undesired oscillations. Differently from earlier works conducted by the authors, in this work, the proposed pilot induced oscillation mitigation methodology is developed for systems with parametric uncertainty. In the simulations, it is demonstrated that the proposed approach successfully damps pilot induced oscillations that are instigated by a high gain pilot command.
I. INTRODUCTION
A pilot induced oscillation (PIO) occurs due to an abnormal interaction between the pilot and the aircraft which leads to undesirable oscillations or even instability [1] . Actuator rate saturation is observed in almost all PIO cases, which introduces an effective time delay, or phase lag, to the system and thereby acts as a destabilizing factor (See Fig. 1 ). An analysis of the effect of rate saturation on the formation of PIOs can be found in [3] .
UAS PIOs are harder to handle compared to PIOs being observed in manned aircraft due to the inevitable communication time delays between the UAS operator and the aircraft. Depending on the mission type, these delays can be uncertain and time-varying and have the potential to instigate PIOs and sometimes even cause the loss of the aircraft [4] - [6] .
In order to recover from a PIO, the phase shift between the commanded and actual signals should be minimized. Several successful approaches are proposed in the literature to achieve this goal. One of these approaches is called the differentiate-limit-integrate (DLI) method [7] - [12] , where a [2] . software rate limiter is placed between the commanded signal and the input signal to the actuators. Although this is an effective method to recover from a PIO, it may introduce a bias between the desired and achieved control commands and its performance may be degraded in presence of noise. However, these deficiencies can be eliminated using the methods provided in [8] , [9] , [11] , [12] . Other methods based on manipulating the input signal such as nonlinear adaptive filters to attenuate the stick gain [13] and phase compensating filters [14] - [16] also exist in the literature.
Unlike the solutions discussed above, which are designed for single input single output systems, a method called "Control Allocation to recover from Pilot Induced Oscillations" (CAPIO) [17] , [18] , which was proposed by the authors, can be employed to mitigate PIOs for multi input multi output systems with redundant actuators. The main idea behind CAPIO is that unlike conventional control allocation methods, instead of minimizing the error between the desired and achieved commanded signals, the derivative of the error is minimized, which eliminates the introduction of the phase shift. The stability of a closed loop control system utilizing CAPIO is rigorously analyzed in [2] , and [19] and successful human-in-the-loop experimental results with real pilots are reported in [20] . In this paper, we develop an adaptive version of CAPIO, termed "Adaptive CAPIO", inspired by our recent work on adaptive control allocation, reported in [21] and [22] , and apply it to UAS recovery from PIOs.
Control allocation methods can be categorized into three main categories: pseudo inverse based methods ( [23] - [25] ), optimization based methods ( [17] , [26] - [28] ), and dynamic control allocation ( [21] , [22] , [29] - [31] ). A survey of control allocation can be found in [34] , where the use of control allocation to address actuator faults is highlighted. Also, in [32] , a control allocation method is proposed where an unknown input observer is applied to identify actuator and effector faults. The method given in [21] and [22] , and used as the basis for the development of the proposed Adaptive CAPIO in this paper, can also be used to compensate actuator faults, without the need for fault identification. This paper is organized as follows. Section II presents control allocation problem statement. The adaptive control allocation is presented in Section III. Section IV presents the adaptive CAPIO. Controller design is presented in section V. Section VI illustrates the effectiveness of the proposed method in the simulation environment. Finally, Section VII concludes the paper.
II. CONTROL ALLOCATION PROBLEM STATEMENT
Consider the following plant dynamicṡ
where A ∈ R n×n is the known state matrix, B u ∈ R n×m is the known control input matrix, x ∈ R n is the system state vector, and
T ∈ R m is the vector of actuator commands with amplitude limits
In over-actuated systems, the control input matrix is rank deficient that is Rank(B u ) = r < m. Consequently, B u can always be decomposed into B u = B v B, where B ∈ R r×m and B v ∈ R n×r , such that B v is a full column rank matrix i.e. Rank(B v ) = r. The reason for the decomposition of B u is to represent the redundancy in a form that can be exploited in control allocation.
To model the actuator uncertainty, a diagonal matrix Λ ∈ R m×m with uncertain positive elements is added to the system dynamics as followṡ
The control allocation problem is to achieve BΛu = v, where v ∈ R r denotes the virtual control input produced by the controller. Thus, the plant "seen" by the controller, with ideal control allocation, can be written aṡ
Since Λ is unknown, conventional control allocation methods, which require the exact knowledge of the control input matrix B u , do not apply. In addition, it is required that matrix identification methods are not used since they require persistence of excitation which is hard to realize in real applications.
III. ADAPTIVE CONTROL ALLOCATION
The goal of the control allocation is to distribute virtual control signals among redundant actuators and minimize the difference between the achieved and the desired virtual control inputs. Towards this end, we first transform the control allocation problem into a conventional model reference adaptive control problem and then develop the corresponding adaptive laws.
Consider the following dynamicṡ
where A m ∈ R r×r is a stable matrix. A reference model is given asẏ
Defining the control input as a mapping from v to u,
where θ v ∈ R r×m represents the adaptive parameter matrix to be determined, and substituting (6) into (4), we obtaiṅ
where I r is an identity matrix of dimension r × r. It is assumed that there exists a θ * v such that
Defining an error as e ≡ y − y m and subtracting (5) from (7), it follows thatė
where
, tr refers to the trace operation and P is the positive definite symmetric matrix solution of the Lyapunov equation A T m P + P A m = −Q, where Q is a symmetric positive definite matrix. The derivative of the Lyapunov function candidate can be calculated aṡ
Using the following adaptive law,
where "Proj" refers to the projection operator [35] , and using the property of the projection operator [35] , that is
where Y = −ve T P B, yieldsV ≤ 0. Therefore, assuming that v is bounded, all the signals in the adaptive control allocation system are bounded. Additional details, such as the calculation of the bounds on the error e, can be found in [21] . Remark 1. The boundedness assumption of v will be justified in the controller design section.
IV. ADAPTIVE CAPIO
Motivated by the approach of matching the phase of BΛu and v, consider the following dynamicṡ
where A m ∈ R r×r is a stable matrix. Defining the derivative of the actuator commands as a mapping fromv tou aṡ
where ϕ v ∈ R r×m represents the adaptive parameter matrix to be determined, and substituting (15) into (14), we obtain thatẏ
where I r is an identity matrix of dimension r × r. Note that onceu is determined as in (15), the actuator commands are determined by integratingu. It is assumed that there exists a ϕ * v such that
Defining ϕ
from its ideal value, equation (16) can be rewritten aṡ
Defining an error e = y − y m , where y m is determined by the reference model dynamics (5), and taking its derivative using (5) and (18), it follows thaṫ
Let Γ ϕ = Γ T ϕ = γI r ∈ R r×r , where γ is a positive scalar, and consider a Lyapunov function candidate,
where tr refers to the trace operation and P is the positive definite symmetric matrix solution of the Lyapunov equation.
The derivative of the Lyapunov function candidate can be calculated aṡ
Using the following adaptive laẇ
where "Proj" refers to the projection operator [35] , and using the property of the projection operator [35] , it follows thaṫ V 1 ≤ 0. Therefore, assuming thatv is bounded, all system signals can be shown to be bounded. Remark 2. The boundedness assumption forv will be justified in the controller design section. Remark 3. Adaptive control allocator developed in Section III is the default mode for the control allocation. Adaptive CAPIO developed in this section will be activated once a PIO is detected and will be switched off once PIO is over.
V. CONTROLLER DESIGN
A block diagram depicting the overall closed loop UAS system is given in Fig. 2 . In the previous sections, the design of the control allocator was explained. In this section, the design of a suitable controller is provided. It is noted that only one of the possible controllers is explained in this section. Other controllers suitable for the application can also be used. In (2), the disturbance was not included in plant dynamics since the focus was on control allocation development. In this section, we design the controller in the presence of an additive disturbance. Consider the following plant dynamicṡ (23) where ρ ∈ R r is an additive disturbance with known upper bound R. By utilizing the allocation law (6), and substituting
Substituting the ideal value of θ * v , (using BΛθ * T v = I), we obtain thatẋ
Since the projection algorithm is used in the adaptive laws for the control allocation, we know thatθ v is bounded, regardless of any stability condition. Defining F (t) ≡ BΛθ T v , (25) can be rewritten aṡ
where F (t) ∈ R r×r is a matrix with bounded elements. Lemma 1. There exists a constantF , which can be computed explicitly, such that ||F (t)|| ≤F , ∀t ∈ R ≥0 . Proof. Proof of the lemma can be found in [21] .
Assume that (26) can be decomposed into two subsystems given aṡ
where x 1 ∈ R n−r and x 2 ∈ R r . Assuming that B v ∈ R r×r is invertible, and considering that (28) is a square system, a sliding mode controller can be designed for the control of the system given in (28) [36] . Assuming a stable A 1 , showing the boundedness of the state vector x 2 will be enough to ensure the boundedness of the state vector x 1 . Remark 4. The assumptions given above about B v and A 1 hold true in several aerospace applications. These assumptions will be checked in a realistic implementation scenario in the simulations section.
Each individual scalar equation in (28) can be written aṡ
where b ij (x) and h i (x) are unknown because of the terms F (t) and ρ, respectively. Denote an estimate for h i (x) aŝ h i (x), the estimation error is bounded as |ĥ(x)−h(x)|| ≤ R.
, where x 2di is the desired trajectory for x 2i , it can be shown [36] that the following control input satisfies the sliding conditions
where x 2d ∈ R r , h(x) ∈ R r and ksgn(s) ∈ R r is a vector consisting of components k i sgn(s i ). It is noted that k i ∈ R must be chosen such that satisfies the sliding condition given as To avoid the chattering, as an undesirable result of the controller discontinuity, a typical approach is to smooth out the discontinuity by changing the term sgn(s) in (30) to sat(s/Φ) as:
where Φ is the boundary layer thickness and sat(.) is the saturation function. The sliding mode controller (32) guarantees that the boundary layer is attractive and invariant. It is shown above that the state vector x2 is bounded. Using (27) and the assumption of a stable A1, it is concluded that x1 is also bounded. Since x1 and x2 are bounded, h(x) = A3x1 + A4x2 is bounded and therefore v can be shown to be bounded using (32) . Boundedness of x1, x2, F (t), v and ρ ensures thatẋ1 andẋ2 are bounded. Also, sat(.) is a continuous bounded function. Therefore, v is bounded.
VI. APPLICATION EXAMPLE A. ADMIRE MODEL
The Aerodata Model in Research Environment (ADMIRE) which is an over-actuated aircraft model is used as a UAS model to demonstrate the effectiveness of the adaptive control allocation and adaptive CAPIO in the presence of parametric uncertainties. The ADMIRE aircraft model at Mach 0.22 and altitude 3000m is provided in [17] and [26] , which is also given below:
where α, β, p, q and r are the angle of attack, sideslip angle, roll rate, pitch rate and yaw rate, respectively. The state δ is augmented to the system to represent the actuator dynamics. Actuators are considered to have first order dynamics. (rad/sec). In order to make the model suitable for control allocation implementation, the actuator dynamics and the control surfaces' influence on derivatives of the first two states i.e.α andβ are neglected. Thus, control surfaces are considered as pure moment generators. In addition, to represent actuator uncertainty, a diagonal matrix Λ is introduced. With these assumptions, the system can be written aṡ
State and control matrices are given as: The system given in (34) can be decomposed into the following two subsystems: where B v is the identity matrix. It is noted that the state matrix of the first subsystem is stable and B v is invertible. Therefore, the assumptions used to develop the outer loop controller, given after (27) and (28) and discussed at Remark 4, are hold justified. The matrix Am is selected as Am = diag(−0.2, −0.1, −0.1) which is a stable matrix. Figure 2 shows the block diagram of the closed loop system consisting of UAS operator, controller, control allocator and UAS. A scalar gain is used to model the operator for simplicity. The desired pitch angle (θ d ) is being tracked by the pilot by using a stick that specifies a pitch rate reference q d for the controller. Desired roll rate (p d ) and yaw rate (r d ) are specified separately. Figure 3 shows the oscillations in pitch angle produced after the UAS operator responds to a step pitch reference using a gain of 2.5 (see Fig. 2 ). This gain value corresponds to the loop gain which is large enough to create sustained oscillations. The controller also receives a pulse roll and a zero yaw references. The control signals are distributed among redundant actuators using adaptive control allocation. Figure 4 shows the states of the system. Figure  5 shows the control surface deflections where position and rate saturation of the actuators are clearly visible. These saturations are also responsible for the phase shift between the desired and the achieved pitch rates that can be observed in Fig. 4 . Figure 6 shows the performance of the control allocator in terms of realizing virtual control input demands. It is seen that, although the closed loop system has marginally stable behavior, the control allocation is stable.
B. Simulation Results
It is assumed that there exist a PIO detector in the system which detects the PIO and switches the Adaptive CAPIO on at t = 6sec. To demonstrate the adaptive capabilities of the proposed method, it is assumed that extensive oscillations introduce a fault to the actuators at t = 8sec, which reduces the actuator effectiveness to 70% for all actuators. Figure 7 shows how the PIO in the pitch axis is eliminated with the introduction of the Adaptive CAPIO at t = 6sec. Figure 8 shows the states of the system. Figure 9 shows the control surface deflections, where the effects of actuator faults can be observed at time t = 8sec. Figure 10 shows the performance of the control allocator in terms of realizing the desired virtual control input v. 
VII. CONCLUSIONS
An Adaptive Control Allocation method to recover from Pilot Induced Oscillations, termed Adaptive CAPIO, is proposed in this paper. In this method, the error between the derivatives of the desired and the achieved virtual control inputs is minimized to eliminate the phase shift introduced due to actuator rate saturation. In the case of adaptive CAPIO, this is accomplished in the presence of actuator uncertainties. A scenario where a PIO is instigated by a high gain maneuver of an unmanned aircraft operator, demonstrates that the proposed control allocation method is able to dampen and eliminate the PIO in the presence of uncertain actuator effectiveness.
