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The ﬁnite generators of Abelian integral I(h) = ∮
Γh
f (x, y)dx − g(x, y)dy are obtained,
where Γh is a family of closed ovals deﬁned by H(x, y) = x2 + y2 + ax4 + bx2 y2 + cy4 = h,
h ∈ Σ , ac(4ac − b2) = 0, Σ = (0,h1) is the open interval on which Γh is deﬁned, f (x, y),
g(x, y) are real polynomials in x and y with degree 2n+ 1 (n 2). And an upper bound of
the number of zeros of Abelian integral I(h) is given by its algebraic structure for a special
case a > 0, b = 0, c = 1.
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1. Introduction
Consider the perturbed Hamiltonian systems⎧⎪⎪⎨
⎪⎪⎩
x˙ = ∂H
∂ y
+ εg(x, y),
y˙ = −∂H
∂x
+ ε f (x, y),
(E)ε
where ε > 0 is small, H(x, y) is a real polynomial in x and y with degree m+1, and f (x, y) and g(x, y) are real polynomials
with degree s. We assume that the unperturbed system (E)ε=0 has a family of closed orbits Γh deﬁned by H(x, y) = h
(h ∈ Σ ), where Σ = (0,h1) is the maximal open interval on which Γh is deﬁned. H(x, y) is called the Hamiltonian of
system (E)ε=0. The problem to determine the least upper bound Z(m, s) of the number of isolated zeros of Abelian integrals
I(h) = ∮
Γh
f (x, y)dx− g(x, y)dy (h ∈ Σ ) is called the weak Hilbert’s 16th problem or Hilbert–Arnold problem [1,2].
Many mathematicians have contributed to solving this problem. For example, Khovansky and Varchenko proved the
ﬁniteness of Z(m, s) respectively in 1984 [3,4]. But they did not give its explicit expression. When m = 2, if the unperturbed
system (E)ε=0 has annulus, then the corresponding Hamiltonian H(x, y) can be rewritten as the following normal form
H(x, y) = 1
2
(
x2 + y2)− 1
3
x3 + axy2 + 1
3
by3.
Horozov and Iliev, Gavrilov, Markov, Z. Zhang, C. Li and F. Chen, etc., proved that Z(2,2) = 2, see [5–9]. Horozov and
Iliev proved Z(2, s)  5s + 15 by analysing the corresponding Picard–Fuchs equations [10]. When m = 3, for some special
Hamiltonian, for instance, H(x, y) = 12 y2 + U (x), where U (x) is a polynomial in x with degree not greater than 4 such that
system (E)ε=0 has a center, Y. Zhao and Z. Zhang proved that H(x, y) can be rewritten as one of following normal forms
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2
y2 + 1
2
x2 − 1
3
x3 − 1
4λ
x4,
H(x, y) = 1
2
y2 + 1
2
x2 + 1
4
x4,
H(x, y) = y2 + x2 − x4,
H(x, y) = 1
2
y2 + 1
4
x4,
and Z(3, s) 7s + 5 [11]. In addition, Petrov estimated the number of zeros of I(h) for Hamiltonian H(x, y) = y2 − x + x3
[12,13], H(x, y) = y2 + x2 − x4 [14], and H(x, y) = y2 − x2 + x4 [15]. Rousseau and Zoladek [16] gave an estimate for the
number of zeros of I(h) for Hamiltonian H(x, y) = y2 − 2x4 + x4 in the terms of the degrees of the symmetric polynomials
f (x, y) and g(x, y). When m > 3, there is less results about the Z(m, s) because it is very diﬃculty to get the expression of
Abelian integrals I(h). So it is important and signiﬁcant to know the structure of I(h).
In this paper, we deduce the algebraic structure of Abelian integral I(h) for a type of quartic Hamiltonian H(x, y) =
x2 + y2 + ax4 + bx2 y2 + cy4 ﬁrst, where a,b, c are constants satisfying ac(4ac − b2) = 0. We prove that I(h) has four
generators. Then, by its algebraic structure and Horozov and Iliev’s method, we get an upper bound of the number of zeros
of I(h) for a special case a > 0, b = 0, c = 1.
The paper is organized as follows. In Section 2 we deduce the algebraic structure of Abelian integral I(h) by determining
its generators and get the corresponding Picard–Fuchs equations that these generators satisfy. In Section 3 we estimate the
number of zeros of I(h) for a special Hamiltonian H(x, y) = x2 + y2 + ax4 + y4 (a > 0).
2. The algebraic structure of I(h) and Picard–Fuchs equations
In this paper, we take s = 2n + 1, where n 2 is an integer. Consider the Hamiltonian
H(x, y) = x2 + y2 + ax4 + bx2 y2 + cy4 = h. (2.1)
Suppose that H(x, y) = h contains a family of closed ovals Γh surrounding the origin as h ∈ Σ = (0,h1) (h1 > 0). Then Γh are
symmetric with respect to the coordinate axes. Denote Ii, j(h) =
∮
Γh
xi y j dx, where i, j are non-negative integers. Obviously,
Ii,2 j(h) = I2i+1,2 j+1(h) = 0. So we only need to consider I2i,2 j+1(h).
Lemma 2.1. For the Hamiltonian (2.1), if i + j = n 2 and ac(4ac − b2) = 0, then
I2i,2 j+1 = α(h)I0,1 + β(h)I2,1 + γ (h)I0,3 + δ(h)I2,3,
where α(h), β(h), γ (h) and δ(h) are real polynomials in h, and degα(h)  [ n2 ] = p, degβ(h), degγ (h)  [n−12 ] = q, deg δ(h) [ n2 ] − 1 = p − 1, [x] denotes the integral part of x.
Proof. Suppose that l,m and k are non-negative integers from now on. We prove Lemma 2.1 by induction on n.
Multiplying (2.1) by x2l y2m+1 and integrating it over Γh , we have
I2l+2,2m+1 + I2l,2m+3 + aI2l+4,2m+1 + bI2l+2,2m+3 + cI2l,2m+5 = hI2l,2m+1. (2.2)
Differentiating (2.1) with respect to x, we get
x+ 2ax3 + bxy2 + (y + bx2 y + 2cy3)∂ y
∂x
= 0.
Multiplying the above equality by x2l+1 y2m+1 and integrating it by parts over Γh give
I2l+2,2m+1 − 2l + 12m + 3 I2l,2m+3 + 2aI2l+4,2m+1 +
2m − 2l
2m + 3 bI2l+2,2m+3 −
2(2l + 1)
2m + 5 cI2l,2m+5 = 0. (2.3)
Let l =m = 0 in (2.2) and (2.3), we obtain⎧⎪⎪⎨
⎪⎪⎩
I4,1 = 1
6a
hI0,1 − 7
12a
I2,1 − 1
36a
I0,3 − b
6a
I2,3,
I0,5 = 5
6c
hI0,1 − 5
12c
I2,1 − 35
36c
I0,3 − 5b
6c
I2,3,
(2.4)
which implies that Lemma 2.1 holds when n = 2.
Suppose that Lemma 2.1 holds when i + j = n k − 1 (k 3). That is
I2i,2 j+1(h) = αn(h)I0,1 + βn(h)I2,1 + γn(h)I0,3 + δn(h)I2,3, (2.5)
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A
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
I2k,1
I2k−2,3
...
I4,2k−3
I2,2k−1
I0,2k+1
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
=
⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎝
hI2k−4,1 − I2k−2,1 − I2k−4,3
hI2k−6,3 − I2k−4,3 − I2k−6,5
...
hI0,2k−3 − I2,2k−3 − I0,2k−1
−I2k−2,1 + 2k−33 I2k−4,3
−I2k−4,3 + 2k−55 I2k−6,5
⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎠
, (2.6)
where
A =
⎛
⎜⎜⎜⎜⎜⎜⎜⎝
a b c 0 · · · 0
0 a b c · · · 0
...
...
...
...
...
...
0 0 0 0 · · · c
2a 4−2k3 b
6−4k
5 c 0 · · · 0
0 2a 8−2k5 b
10−4k
7 c · · · 0
⎞
⎟⎟⎟⎟⎟⎟⎟⎠
is a (k + 1) × (k + 1) matrix.
A straight calculation shows det(A) = 435ack−2(k + 1)2(4ac − b2) = 0 under the conditions of the lemma. Thus
I2i,2 j+1(h) = h
[
αk−2(h)I0,1 + βk−2(h)I2,1 + γk−2(h)I0,3 + δk−2(h)I2,3
]
+ αk−1(h)I0,1 + βk−1(h)I2,1 + γk−1(h)I0,3 + δk−1(h)I2,3
= α¯k(h)I0,1 + β¯k(h)I2,1 + γ¯k(h)I0,3 + δ¯k(h)I2,3,
where αl(h), βl(h), γl(h) and δl(h) (l = k − 2,k − 1) represent the polynomial in h satisfying degαl(h)  [ l2 ], degβl(h),
degγl(h) [ l−12 ], deg δl(h) [ l2 ] − 1.
It is easy to check
deg α¯k(h) = deg
[
hαk−2(h) + αk−1(h)
]
max
{
1+
[
k − 2
2
]
,
[
k − 1
2
]}
=
[
k
2
]
.
Similarly, we can get deg β¯k(h),deg γ¯k(h) [ k−12 ], deg δ¯k(h) [ k2 ] − 1. 
Theorem 2.1. For the Hamiltonian (2.1), if ac(4ac − b2) = 0, then the Abelian integral I(h) can be expressed as follows:
I(h) = α(h)I0,1 + β(h)I2,1 + γ (h)I0,3 + δ(h)I2,3, (2.7)
where α(h), β(h), γ (h) and δ(h) are real polynomials in h, degα(h) p, degβ(h),degγ (h) q, deg δ(h) p − 1, p,q are deﬁned
in Lemma 2.1.
That is, the Abelian integral I(h) is generated by four generators.
Proof. Using Green’s formula, we can rewrite I(h) as
I(h) =
∮
Γh
f dx− g dy =
∮
Γh
Q 2n+1(x, y)dx =
∑
l+m2n+1
al,m
∮
Γh
xx ym dx,
where Q 2n+1(x, y) =∑l+m2n+1 al,mxx ym is a polynomial in x, y with degree 2n + 1.
Because Il,2 j(h) = I2i+1,2 j+1(h) = 0, so
I(h) =
∑
i+ jn
a2i,2 j+1
∮
Γh
x2i y2 j+1 dx =
∑
i+ jn
a2i,2 j+1 I2i,2 j+1(h).
By Lemma 2.1 we get (2.7). 
Next we give the Picard–Fuchs equations these generators satisfy.
212 X. Zhou, C. Li / J. Math. Anal. Appl. 359 (2009) 209–215Proposition 2.1. If ac(4ac−b2) = 0, then the vector function V = (I0,1, I2,1, I0,3, I2,3)T satisﬁes the following Picard–Fuchs equation
(Bh + C)V ′ = RV , (2.8)
where
B =
⎡
⎢⎣
6 0 0 0
−6 72a 0 0
−6 0 24c 0
B4,1 B4,2 B4,3 B4,4
⎤
⎥⎦ , C =
⎡
⎢⎣
0 −3 −1 0
0 21 1 6b − 12a
0 3 7 6b − 12c
0 C4,2 C4,3 C4,4
⎤
⎥⎦ ,
R =
⎡
⎢⎣
3 0 0 0
6 72a 0 0
6 0 24c 0
R4,1 R4,2 R4,3 R4,4
⎤
⎥⎦ ,
B4,1 = 24ca − 6ba − 6bc, B4,2 = 72abc − 144ca2 , B4,3 = 24abc − 48ac2 , B4,4 = 768c2a2 − 192acb2 , C4,2 = 3ba + 21bc − 48ca,
C4,3 = 7ba + bc − 16ca, C4,4 = 6b2c + 216ac2 + 216ca2 + 6b2a − 240bca, R4,1 = 6bc − 24ca + 6ba, R4,2 = 144ca2 − 72abc,
R4,3 = 48ac2 − 24bca, R4,4 = 1152c2a2 − 288acb2 .
Proof. By derivative formula, we have
I ′2i,2 j+1(h) = (2 j + 1)
∮
Γh
x2i y2 j
∂ y
∂h
dx,
so
hI ′2i,2 j+1(h) = (2 j + 1)
∮
Γh
(
x2 + y2 + ax4 + bx2 y2 + cy4)x2i y2 j ∂ y
∂h
dx
= I ′2i+2,2 j+1(h) +
2 j + 1
2 j + 3 I
′
2i,2 j+3(h) + aI ′2i+4,2 j+1(h)
+ b(2 j + 1)
2 j + 3 I
′
2i+2,2 j+3(h) +
c(2 j + 1)
2 j + 5 I
′
2i,2 j+5(h).
Substituting i = 0,1 and j = 0,1 into above equality, we obtain
⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩
hI ′0,1 = I ′2,1 +
1
3
I ′0,3 + aI ′4,1 +
b
3
I ′2,3 +
c
5
I ′0,5,
hI ′2,1 = I ′4,1 +
1
3
I ′2,3 + aI ′6,1 +
b
3
I ′4,3 +
c
5
I ′2,5,
hI ′0,3 = I ′2,3 +
3
5
I ′0,5 + aI ′4,3 +
3b
5
I ′2,5 +
3c
7
I ′0,7,
hI ′2,3 = I ′4,3 +
3
5
I ′2,5 + aI ′6,3 +
3b
5
I ′4,5 +
3c
7
I ′2,7.
(2.9)
On the other hand, from (2.2) and (2.3) we get I4,1, I0,5, I6,1, I4,3, I2,5, I0,7, I6,3, I4,5, I2,7. Differentiating them and
substituting them into (2.9) we obtain (2.8). 
3. Applications
Using the results in Section 2, we can estimate the number of zeros of Abelian integral I(h) when a > 0, b = 0, c = 1.
Denoting by B(m) the supremum of the numbers of isolated zeros of Abelian integral I(h) = ∮
Γh
f (x, y)dx − g(x, y)dy,
where m = max{deg f (x, y),deg g(x, y)}, then B(2n + 2) = B(2n + 1).
Theorem 3.1. For the Hamiltonian H(x, y) = x2 + y2 + ax4 + y4 (a > 0), B(2n + 2) = B(2n + 1)  3[ n2 ] + 12[n−12 ] + 17, where
h ∈ (0,+∞). In addition, B(1) = 0, B(3) 11.
We prove following several lemmas ﬁrst.
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D(h)
⎛
⎜⎜⎝
I ′′0,1
I ′′2,1
I ′′0,3
Z ′′
⎞
⎟⎟⎠=
⎛
⎜⎜⎝
hP2 P1
hR2 hR1
hU2 hU1
hV2 hS2
⎞
⎟⎟⎠
(
I ′0,1
Z ′
)
, (3.1)
where
Z = 36aI2,1 + 12I0,3 + 48aI2,3, (3.2)
D(h) = 20736ah(h + 14 )(h + 14a )(h + 14 + 14a ), P i , Ri , Ui , V i and Si are polynomials of h with degree i.
Proof. When a > 0,b = 0, c = 1, by Proposition 2.1 we get
(B1h + C1)V ′ = R1V ,
where
B1 =
⎡
⎢⎣
6 0 0 0
−6 72a 0 0
−6 0 24 0
3 −18a −6 96a
⎤
⎥⎦ , C1 =
⎡
⎢⎣
0 −3 −1 0
0 21 1 −12a
0 3 7 −12
0 −6 −2 27(a + 1)
⎤
⎥⎦ ,
R1 =
⎡
⎢⎣
3 0 0 0
6 72a 0 0
6 0 24 0
−3 18a 6 144a
⎤
⎥⎦ .
Differentiating both sides of the above equality we get
(B1h + C1)V ′′ = (R1 − B1)V ′, (3.3)
where
R1 − B1 =
⎛
⎜⎝
−3 0 0 0
12 0 0 0
12 0 0 0
−6 36a 12 48a
⎞
⎟⎠ .
Substituting (3.2) into (3.3) and then using Cramer’s rule we obtain (3.1). 
Corollary 3.1. The ratio ω(h) = Z ′
I ′0,1
satisﬁes the Riccati equation
D(h)ω′(h) = −P1ω2 + h(S2 − P2)ω + hV2. (3.4)
Proof. Eq. (3.4) follows from the ﬁrst and the fourth equation of (3.1). 
From (2.7), (2.8) and (3.2) we get the following expression
I ′(h) = α1(h)I ′0,1 + β1(h)I ′2,1 + γ1(h)I ′0,3 + δ1(h)Z ′, (3.5)
where degα1(h) p, degβ1(h),degγ1(h) q and deg δ1(h) p − 1.
Lemma 3.2. Let Σ˜1 = {h | β1(h) = 0, h ∈ Σ}. Then we have(
I ′(h)
β1(h)
)′
= I2(h)
D(h)β21 (h)
(h ∈ Σ \ Σ˜1), (3.6)
where
I2(h) = α2(h)I ′0,1 + γ2(h)I ′0,3 + δ2(h)Z ′, (3.7)
and α2(h) = hα˜2(h), γ2(h) = D(h)γ˜2(h), deg α˜2(h),deg δ2(h) p + q + 2, deg γ˜2(h) 2q − 1.
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(
I ′(h)
β1(h)
)′
= 1
β1(h)
[
α1(h)I
′′
0,1 + β1(h)I ′′2,1 + γ1(h)I ′′0,3 + δ1(h)Z ′′
]
+
(
α1(h)
β1(h)
)′
I ′0,1 +
(
γ1(h)
β1(h)
)′
I ′0,3 +
(
δ1(h)
β1(h)
)′
Z ′
= α2(h)I
′
0,1 + γ2(h)I ′0,3 + δ2(h)Z ′
D(h)β21 (h)
,
where⎧⎪⎨
⎪⎩
α2(h) = hα1β1P2 + hβ21 R2 + hβ1γ1U2 + hβ1δ1V2 + D(h)
(
α′1β1 − α1β ′1
)
,
γ2(h) = D(h)
(
γ ′1β1 − γ1β ′1
)
,
δ2(h) = α1β1P1 + hβ21 R1 + hβ1γ1U1 + hβ1δ1S2 + D(h)
(
δ′1β1 − δ1β ′1
)
.
It is easy to see that α2(h) = hα˜2(h), γ2(h) = D(h)γ˜2(h), deg α˜2(h), deg δ2(h) p + q + 2, deg γ˜2(h) 2q − 1. 
In the following context, we denote by ϕ(h) the number of zeros of ϕ(h) in Σ .
Lemma 3.3. (See [10, Lemma 4.2].) The number of zeros of I ′(h), I2(h) and β1(h) in Σ satisfy
I ′(h) I2(h) + β1(h) + 1.
Using the same arguments as above, we obtain the following lemma.
Lemma 3.4. Let Σ˜2 = {h | γ2(h) = 0, h ∈ Σ}. Then I2(h) satisﬁes the following equality
(
I2(h)
γ2(h)
)′
= I3(h)
D(h)γ 22 (h)
(h ∈ Σ \ Σ˜2),
I2(h) I3(h) + γ2(h) + 1 (h ∈ Σ), (3.8)
where
I3(h) = α3(h)I ′0,1 + δ3(h)Z ′, (3.9)
and α3(h) = hD(h)α˜3(h), δ3(h) = D(h)δ˜3(h), deg α˜3(h),deg δ˜3(h) p + 3q + 4.
Lemma 3.5. M(h) = I3(h)
I ′0,1
satisﬁes the Riccati equation
δ3(h)D(h)M
′ = −P1M2 + γ4(h)M + δ4(h), (3.10)
where γ4(h) = D(h)γ˜4(h) and δ4(h) = hD2(h)δ˜4(h), deg γ˜4  p + 3q + 7, deg δ˜4  2p + 6q + 11.
Proof. From (3.9), it is easy to get that
M(h) = α3 + δ3ω(h). (3.11)
Substituting (3.11) into (3.4) we obtain (3.10), where{
γ4(h) = Dδ′3 + 2P1α3 + h(S2 − P2)δ3,
δ4(h) = D
(
δ3α
′
3 − δ′3α3
)− P1α23 + h(P2 − S2)α3δ3 + hδ23V2.
Therefore, γ4(h) = D(h)γ˜4(h), δ4(h) = hD2(h)δ˜4(h), deg γ˜4  p + 3q + 7, deg δ˜4  2p + 6q + 11. 
Obviously, the function M(h) has the same zeros as I3(h) if I ′0,1 = 0.
Lemma 3.6. (See [11, Lemma 4.4].) The number of zeros of δ3(h) and δ4(h) satisfy
I3(h) δ3(h) + δ4(h) + 1, h ∈ Σ.
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Proof of Theorem 3.1. Denote Σ = (0,+∞). For n  2, δ3(h) = D(h)δ˜3(h), deg δ˜3(h)  p + 3q + 4, δ4(h) = hD2(h)δ˜4(h),
deg δ˜4  2p + 6q + 11, D(h) = 0. Therefore, δ3(h) p + 3q + 4, δ4(h) 2p + 6q + 11.
By Lemmas 3.3, 3.4 and 3.6 we get
I ′(h) I2(h) + q + 1 I3(h) + 2q − 1+ 1+ q + 1
= I3(h) + 3q + 1 δ3(h) + δ4(h) + 1+ 3q + 1
 p + 3q + 4+ 2p + 6q + 11+ 3q + 2 = 3
[
n
2
]
+ 12
[
n − 1
2
]
+ 17.
The function I(h) has no more zeros in Σ than I ′(h). So
B(2n + 1) 3
[
n
2
]
+ 12
[
n − 1
2
]
+ 17.
When n = 0, I(h) = c1 I0,1, where c1 = 0 is a constant. So B(1) = 0.
When n = 1 the function I(h) can be expressed as
I(h) = c2 I0,1 + c3 I2,1 + c4 I0,3, (3.12)
where c2, c3, c4 are constants. From (3.12) and (3.2) we get
D(h)I ′′(h) = α5 I ′0,1 + δ5 Z ′,
where α5 = hc2P2 + hc3R2 + hc4U2, δ5 = c2P1 + hc3R1 + hc4U1.
Let
M˜(h) = D(h)I
′′(h)
I ′0,1
= α5 + δ5ω(h).
By (3.4) we obtain
δ5DM˜
′ = −P1M˜2 + γ6M˜ + δ6,
where{
γ6 = Dδ′5 + hδ5(S2 − P2) + 2P1α5 = hγ˜6,
δ6 = D
(
δ5α
′
5 − δ′5α5
)− P1α25 + h(P2 − S2)α5δ5 + hδ25V2 = hδ˜6,
deg γ˜6  4, deg δ˜6  7. Similarly to Lemma 3.6 we get
M˜  δ5 + δ6 + 1 2+ 7+ 1 = 10, h ∈ Σ.
So B(3) 10+ 1 = 11.
This completes the proof of Theorem 3.1. 
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