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El objetivo de ese TFM es, mediante redes neuronales artificiales, predecir la producción y el consumo 
de una microrred eléctrica. El modelo se aplica a la microrred del laboratorio de recursos energéticos 
distribuidos de la UPV (LabDER). La microrred se compone de un sistema fotovoltaico, un generador 
eólico, una planta de gasificación de biomasa y un sistema de almacenamiento de energía mediante 
baterías de ácido-plomo. El sistema de adquisición de datos de la microrred mide y almacenas variables 
eléctricas de generación, consumo y almacenamiento de energía. 
Para predecir la producción del sistema solar, se utilizan datos de irradiancia, de producción de 
energía, y de temperatura de las 48 horas anteriores. Con esta información, se predice la curva de 
producción del día siguiente mediante una red de convolución CNN. Con los parámetros elegidos, se 
obtiene una precisión de 71%. 
Para predecir la producción del sistema eólico, se utilizan datos de producción de las 10 horas 
anteriores. Con dicha información se predice la cantidad de energía producida durante las próximas 
dos horas mediante un método híbrido de clasificación con RandomTreeForest y una regresión con 
una red recurrente RNN. Se obtiene una precisión de 72.1%. 
La demanda del laboratorio es constante si no hay actividad (cerca de 400W) e impredecible cuando 
hay actividad. Así, para predecir la demanda se utilizó datos de consumo del edificio 3P. Con una red 
CNN se obtiene una precisión de 53.5% sobre la curva de consumo y 74% sobre la cantidad total de 
energía consumida.  
Se predice además la cantidad de energía en las baterías utilizando un balance energético. Ya que el 
laboratorio está conectado a la red de suministro local, las baterías solamente se utilizan para ensayos 
puntuales, cuando hay pruebas en el laboratorio. Utilizando datos de pruebas se obtiene una precisión 
de predicción de 94.3%.  
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L'objectiu d'aqueix TFM és, mitjançant xarxes neuronals artificials, predir la producció i el consum 
d'una microxarxa elèctrica. El model s'aplica a la microxarxa del laboratori de recursos energètics 
distribuïts de la UPV (LabDER). La microxarxa es compon d'un sistema fotovoltaic, un generador eòlic, 
una planta de gasificació de biomassa i un sistema d'emmagatzematge d'energia mitjançant bateries 
d'àcid-plom. El sistema d'adquisició de dades de la microxarxa mesura variables elèctriques de 
generació, consum i emmagatzematge d'energia. 
Per a predir la producció del sistema solar, s'utilitzen dades d'irradiància, de producció d'energia, i de 
temperatura de les 48 hores anteriors. Amb aquesta informació, es prediu la corba de producció de 
l'endemà mitjançant una xarxa de convolució CNN. Amb els paràmetres triats, s'obté una precisió de 
71%. 
Per a predir la producció del sistema eòlic, s'utilitzen dades de producció de les 10 hores anteriors. 
Amb aquesta informació es prediu la quantitat d'energia produïda durant les pròximes dues hores 
mitjançant un mètode híbrid de classificació amb RandomTreeForest i una regressió amb una xarxa 
recurrent RNN. Segon els resultats s'obté una precisió del 72,1%. 
La demanda del laboratori és constant si no hi ha activitat (prop de 400W) i impredictible quan hi ha 
activitat. Així doncs, per a predir la demanda es va utilitzar dades de consum de l'edifici 3P. Amb una 
xarxa CNN s'obté una precisió de 53,5% sobre la corba de consum i 74% sobre la quantitat total 
d'energia consumida.  
Es prediu a més la quantitat d'energia en les bateries utilitzant un balanç energètic. Ja que el laboratori 
està connectat a la xarxa de subministrament local, les bateries solament s'utilitzen per a assajos 
puntuals, quan hi ha proves en el laboratori. Utilitzant dades de proves s'obté una precisió de predicció 
de 94,3%.  
Paraules clau: xarxes neuronals artificials, xarxa intelligent, microxarxa, intelligència artificial, xarxes 











The goal of this master’s thesis is to predict the production and the consumption of a smart grid using 
artificial neural networks. The model will be applied to the smart grid of the distributed energy 
resources laboratory (LabDER). The smart grid is composed of a photovoltaic system, a wind power 
generator, a gasification plant of biomass and an energy storage system with lead-acid batteries. The 
data acquisition system, measure and store electrical variables of generation, consumption, and 
energy storage. 
To predict the production of the solar system, irradiance, production, and temperature of the last 48 
hours are used. With this information, a convolutional network CNN predicts the production of the 
next day. With the chosen parameters, the precision obtained is 71%. 
To predict the production of the wind system, the production of the last 10 hours is used. With this 
information the amount of energy production of the next 2 hours is predicted using a hybrid method 
of classification with RandomTreeForest and a regression with a recurrent network RNN. The obtained 
precision is 72.1%. 
The demand of the laboratory is constant when there is no activity (around 400W) and unpredictable 
when there is activity. Therefore, to predict the demand, consumption data of the 3P building have 
been used. With a CNN network, the precision is about 53.3% on the consumption curve and 74% for 
the total energy consumed. 
 Moreover, the amount of energy inside the batteries is predicted with an energy balance. As the 
laboratory is connected to the local supply grid, the batteries are only used during punctual 
experiments, when there are tests in the lab. With the data during experiments, the precision obtained 
is about 94.3%. 
 
Keywords: artificial neural networks, smart grid, Artificial intelligence, convolutional network, 
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Las fuentes renovables se presentan como el futuro de la producción de energía. Permiten producir 
energía sin combustibles fósiles, con bajas emisiones de CO2. Las fuentes renovables engloban todas 
las formas de producir energía a partir de fenómenos naturales sostenibles. Se puede utilizar la energía 
del sol, del viento, del calor de la tierra, de la energía de las aulas, de las mareas o de los ríos con las 
presas. 
Si la energía de las mareas y de las presas son más o menos predictibles, no lo es para la mayoridad de 
las fuentes renovables. El mayor problema con estas fuentes es que no producen energía de manera 
constante come lo hacen las plantas nucleares o de carbón. 
En efecto, la producción depende de las condiciones exteriores. Como todos no tienen acceso a mareas 
o unas presas cerca, la producción con fuente renovables es muy variable. De este aspecto de 
variabilidad derivan muchos problemas: 
• No se puede adaptar la producción al consumo. Es decir que a veces se produce más que 
necesario y la energía se pierde. Al contrario, a veces se produce menos de lo que se necesita, 
y hay que recurrir a fuentes no renovables auxiliares o sistemas de almacenamiento. 
• Se necesita un sistema de almacenamiento porque la producción no se hace de forma 
simultánea a la demanda. Por ejemplo, si se considera una planta fotovoltaica, la producción 
se hace durante el día mientras que la demanda eléctrica para las iluminaciones ocurre 
durante la noche. Por eso se necesita un sistema de almacenamiento. Pero durante el día hay 
que elegir cuanta energía se consume directamente y cuanta energía se va a almacenar. Lo 
que es muy difícil que elegir sin saber lo que ocurrirá mañana al nivel de la producción. Eso se 
puede traducir en sistemas de almacenamiento sobredimensionados, que se traducen en 
sobrecoste y sobre contaminación. 
• La producción variable de las fuentes renovables puede ser también un freno a la 
implementación de tecnologías de producción verdes. 
Con la descentralización de la producción de energía, la democratización del uso de energías 
renovables y el desarrollo de la inteligencia artificial, surgió el concepto de Smartgrids o red inteligente 
en castellano. Son redes eléctricas que pueden ser aisladas o no, donde además de una red de energía 
hay una red informática con medidores para seguir en tiempo real el comportamiento de la red 
eléctrica.  
Una red inteligente almacena datos: de consumo, de producción, de almacenamiento de energía y 
mucho más. Además de medidores, una red inteligente puede disponer de actuadores inteligentes que 
permiten conectar o desconectar fuentes y cargas. 
La multitud de datos almacenados por las redes inteligentes permiten usar algoritmos de Machine 
Learning y Deep Learning para estudiar los datos. 
Con la emergencia de la inteligencia artificial (IA) y el aumento de la potencia computacional de los 




1.1. Objetivos  
El objetivo general del TFM es utilizar los datos de una microrred inteligente para predecir la 
producción de las fuentes renovables, mediante redes neuronales artificiales.  Eso permitirá una mejor 
gestión de la energía, prediciendo también la cantidad de energía en el sistema de almacenamiento y 
el consumo futuro. 
Entre los objetivos específicos del trabajo se encuentran: 
• Predecir la producción de un sistema fotovoltaico  
• Predecir la producción de un sistema eólico 
• Predecir el consumo de una microrred 
• Predecir el estado de carga de las baterías de una microrred  
• Aplicar los algoritmos a la red LabDER de la UPV 
1.2. Herramientas  
Entre las herramientas utilizadas se encuentran: 




• Google Colab 
• Excel 
• Homer 
A continuación, se explica cómo se utilizan dichas herramientas en el método utilizado. 
Los algoritmos de Deep Learning y la parte de procesamiento de datos se escribirá en Python. Es un 
lenguaje informático, muy utilizado en el área de las ciencias de los datos y que es muy modulable. 
Para hacer los prototipos de los algoritmos se usará los notebooks. Los notebooks son como cuadernos 
virtuales donde se puede poner títulos, imágenes, gráficos y células con código Python. 
Esos notebooks tienen la ventaja de poder ejecutar el código célula por célula mientras que con un 
código Python clásico, se tiene que ejecutar todo el archivo y en el caso de Deep Learning eso puede 
tardar mucho. 
Así, con los notebooks se puede construir el código paso a paso y ejecutar las células cada vez para ver 





Figura 1: Ejemplo Notebook 
Se utiliza la herramienta Jupyter Notebook que permite abrir el notebook de manera local usando los 
navegadores web. Aunque se abre con los navegadores internet, la ejecución se hace localmente, es 
decir que se utiliza los componentes del ordenador. Así el desempeño depende de las características 
de la máquina. 
Todos los programas se han ejecutados sobre mi portátil. Y este no tiene muy buenas características. 
Así cuando los cálculos empiezan a ser grandes, la computación dura mucho tiempo. 
Por eso se encontró una solución. Google pone a disposición, de la misma manera que los Google Drive 
o los Google doc compartidos, una herramienta de notebooks compartidos que permite ejecutar el 
código a distancia sobre máquinas de Google que son mucho más potentes. 
Además, mi portátil no dispone de una verdadera carta gráfica. Y en el caso de Deep Learning se suele 
utilizar los GPU para hacer tratamientos de forma mucho más eficaz, paralelizando los cálculos. Los 
notebooks de Google permiten la utilización de una GPU, aunque no hay que abusar sino se puede 
cortar el acceso. 
Por eso se usará la herramienta Google Colab cuando los cálculos serán demasiados grandes. 
 




Como se dijo antes, Python es un lenguaje muy modulable, se puede importar muchas bibliotecas de 
herramientas para hacer diversas cosas, del tratamiento de imagen a la creación de sitios web pasando 
por la creación de programas. 
En este TFM se utilizará la herramienta TensorFlow que permite hacer Deep Learning de manera muy 
optimizada con Python. En efecto todos los algoritmos de Deep Learning son algoritmos matemáticos 
y se pueden escribir desde cero. Pero eso en práctica, no se hace. Hay bibliotecas que permiten 
construir de manera bastante simple las redes sin tener que empezar de cero. Además, la herramienta 
TensorFlow usa los tensores para hacer los cálculos, eso permite ahorrar mucho tiempo de 
computación, optimizando los cálculos.  
TensorFlow tiene una herramienta de visualización que se llama Tensorboard. Esa herramienta permite 
trazar curvas, gráficos de redes, y seguir el entrenamiento de los modelos de manera muy visual. 
Se utilizará esa herramienta para comparar la eficiencia entre los modelos creados. 
 
Figura 3: Ejemplo Tensorboard 
1.3. Estructura del TFM 
Primeramente, se expondrá lo que se hace actualmente en la investigación para predecir la producción 
de energía con fuentes renovables usando Machine Learning y Deep Learning.  
Después del estado del arte, se estudiará los datos disponibles para predecir el comportamiento de la 
Microred. En esa parte se hará también un preprocesamiento de los datos. 
Luego se intentará predecir la producción de la planta fotovoltaica de varias maneras. Entonces se hará 
lo mismo para la producción con el sistema eólico. 
Acto seguido, se hablará de la predicción de la demanda y del estado de carga de las baterías y por fin 






2. Estado del arte 
Hoy en día, el mundo intenta utilizar más energías renovables. Es crucial reducir las emisiones de CO2 
para frenar el calentamiento global. Además, las energías fósiles no son infinitas y la energía nuclear 
tiene riesgos y produce gastos radioactivos. Por eso, cada día se utilizan cada vez más fuentes 
renovables. En 2019, la producción de electricidad con fuentes renovables subo de 10% en España. [1] 
Esas fuentes utilizan los fenómenos naturales como el sol, el viento, las aulas, los ríos y otros para 
producir energía. Tienen muchas ventajas como la ausencia de emisiones de CO2, pero un gran 
inconveniente es que no son “fiables”. 
En efecto, con una central de carbón o una central nuclear, es posible adaptar la producción al 
consumo de energía para producir en tiempo real lo que se necesita para el consumo mientras que, 
con las energías renovables, la producción depende de las condiciones naturales: el sol, el viento… Por 
eso, la predicción de producción de las fuentes renovables es un tema muy importante y que forma 
parte del tema de las redes inteligentes. 
Con las innovaciones en el campo del Machine Learning y Deep Learning, muchas nuevas posibilidades 
se han abierto. Pero es solamente el principio. El área de la inteligencia artificial es muy grande, así 
que hay muchas posibilidades diferentes para intentar predecir la producción de las fuentes 
renovables o el consumo de energía. Para el objetivo de este TFM, en la predicción de las curvas de 
producción o de consumo de una red inteligente, se trata de series temporales. Es decir, valores que 
cambian con el tiempo.  
Se va a trabajar con datos sacados de medidores de potencia eléctrica, de irradiancia, de velocidad de 
viento y otros. Esos variables son temporales. 
Esta temática de series temporales es un tema muy común en el área de inteligencia artificial. Es lo 
mismo para estudiar los electrocardiogramas por ejemplo o para el tratamiento de grabación de voz. 
Primeramente, se presentará los diferentes algoritmos que se pueden utilizar para trabajar sobre las 
series temporales. Después se estudiará las diferentes técnicas de pretratamiento de los datos. 
2.1. Redes neuronales artificiales 
Las redes neuronales artificiales o “Artificial neural network” en inglés son las redes más básicas del 
Deep Learning (aprendizaje profundo). 
Intentan reproducir lo que pasa en el cerebro humano. Se llaman redes neuronales porque funcionan 
con neuronas artificiales. La neurona es el elemento fundamental del cerebro humano y también es el 
de los ANN. 
El modelo de la neurona artificial se basa más o menos sobre el de la neurona biológica. Es decir, tiene 
múltiples entradas y una salida. El valor de la salida depende de los valores de las entradas. En el caso 
biológico, si las entradas superan cierto umbral, la salida se activa y la información pasa sino la señal 




En informática, la salida depende de las entradas, pero no es obligatoriamente una repuesta binaria. 
 
Figura 4: Esquema de una neurona artificial 
Como se puede ver en la Figura 4, las entradas tienen pesos wi. Los valores recibidos por la neurona 
son el producto de la entrada ei  por del peso wi. Dentro de la neurona se aplica una función matemática 
llamada función de activación. La salida de la neurona dependerá de esta función. Desde un punto de 
vista matemático, hay la siguiente expresión: 




Ecuación 1: Activación de una neurona 
Donde n es el número de entradas, wi el peso de la entrada, i ei el valor de la entrada i y F la función 
de activación. 
La función de activación puede cualquiera función. Puede ser la función identidad, es decir que la salida 
corresponde a la suma producto de los pesos y entrada. O se puede utilizar distintas funciones, las más 
usadas son la función llamada ReLu y la función sigmoide: 
𝑓(𝑥) = {
𝑥 𝑠𝑖 𝑥 > 0
0 𝑠𝑖 𝑛𝑜 
} 
 




Figura 5: Grafica ReLu 


















Ecuación 3: Formula sigmoide 
 
 
Figura 6: Grafica sigmoide 
La función sigmoide permite tener una salida entre 0 y 1 cual sean las entradas, lo que puede ser muy 
útil en algunas situaciones. Además, la función está derivable muy fácilmente, lo que permite ahorrar 
tiempo de computación durante el entrenamiento de la red. 
Aquí están dos funciones de activación típicas, pero hay muchas otras. 
Una red neuronal artificial se compone de capas de neuronas interconectadas. Cada neurona de una 
capa está conectada con todas las neuronas de la capa anterior y de la capa siguiente. Es decir que una 
neurona de la capa i coge como entrada las salidas de las neuronas de la capa i-1 y manda su salida a 
las neuronas de la capa i+1. 
 
Figura 7: Esquema de una red neuronal 
Como se puede ver en la Figura 7, un pequeño número de neuronas da un gran número de enlaces y 
así un gran número de pesos. 
Es bien tener una red neuronal, pero si no se la entrena, no sirve para nada. Entrenar una red significa 
parametrizarla para que cumpla el objetivo. Por ejemplo, clasificar imágenes o predecir el precio de la 
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Por ejemplo, para clasificar imágenes y definir si son gatos o perros. Se dispone de muchas imágenes 
de gatos y perros y cada imagen tiene una “etiqueta” que indica la naturaleza de la imagen. 
Se pone en entrada la imagen en la primera capa de neuronas y en salida se quiere obtener el valor 
gato que es por ejemplo 0 y 1 para un perro. 
Durante el entrenamiento, la red compara la salida obtenida con la deseada y adapta los pesos de 
manera a reducir el error entre la realidad y la predicción. Eso se hace calculando el gradiente de la 
función de error y cambiando los pesos en la buena dirección. 
Para cuantificar el rendimiento de la red, se utilizan funciones de error. Estas funciones son el valor 
que hay que minimizar para entrenar la red. La elección de esta función es muy importante. En efecto, 
dos redes idénticas en su estructura con diferentes funciones de error darán resultados muy 
diferentes. De esa función puede depender la veracidad de la predicción. 
De forma parecida a las funciones de activación, existen varias funciones de error. Se pueden distinguir 
en dos categorías: 
• Las funciones de error para los problemas de clasificación. Son los problemas donde hay que 
clasificar los datos en diferentes categorías. 
• Las funciones de error para los problemas de regresión. Son los problemas donde se quiere 
predecir un valor. 
Como el tema de este TFM es un problema de regresión sola se hablará de la última categoría. 
La función de error más común y utilizada es la MSE: “Mean Square Error” o en castellano el error 








Ecuación 4: Formula MSE 
Donde n es la dimensión del vector de salida, y la salida deseada (verdadera), ?̃? la predicción de y. 
También, existe la función RMSE: Root Mean Square Error que permite tener un error en la misma 








Ecuación 5: Formula RMSE 
Se usa la MSE o RMSE en los papeles [2]–[7]. 














Esa función es más sencilla que las otras dos. Pero en el caso de valores positivos y negativos, los 
errores pueden compensarse y dar un error global pequeño mientras que la predicción sea lejana de 
la realidad. 
En práctica, se utilizan diferentes variables para seguir la evolución del aprendizaje. Estas variables se 
calculan con las funciones de error estudiadas. Una es la “loss function” que se minimiza a través del 
entrenamiento y las otras sirven para seguir controlando el desempeño de la red. 
Se suele emplear al mínimo dos funciones de error. Pero se puede emplear muchas más como H. Zang 
[3] que tiene ocho indicadores: MSE, MAE, MSLE, MASE, NIA U1, U2, MHE. 
Se puede también escribir funciones personalizadas para evaluar el error para adaptarse al problema 
estudiado. 
Los ANN son las redes neuronales más simples. Suelen ser usados en algunos estudios como 
referencias frente a otras soluciones [5]. También se utilizan combinados con otras redes más 
complejas. En efecto como los ANN son las redes más básicas del Deep Learning, se utilizan capas de 
esos al final de redes como CNN, RNN, u otros. 
2.2. Redes de convolución  
Las redes de convolución son una categoría de redes inteligentes que son muy bien adaptados al 
reconocimiento de imágenes y de formas. Se ha descubierto también su potencia de aplicación a series 
temporales [2], [3]. En efecto, se puede modificar los datos temporales para transformarlas en 
imágenes y después aplicar un CNN (Convolucional Neural Network). 
Pero antes de todo, hay que explicar que es una imagen al nivel informático.  
Una imagen en negro y blanco corresponde a una tabla de valores. Cada valor de la tabla es un píxel. 
Cada uno de estos píxeles se representa con 8 bits. Así, hay 28 possibilidades es decir 256 
possibilidades: entre 0 y 255. 0 corresponde a un pixel blanco y 255 un negro. Se reprensenta un 
ejemplo en la Figura 8. 
 
Figura 8: Representación informática de imagen 
Una ventaja de las redes de convolución es que extraen ellos mismos las características de los datos. 




sobre la imagen y que hace cálculos. Eso se traduce matemáticamente por un producto de 
convolución. Por eso se llaman esas redes las redes de convolución.  
El filtro contiene valores que se multiplican por los píxeles de la imagen donde se superponen y 
despues se suman para obtener un elemento de la salida. 
 
Figura 9: Convolución grafica 
La Figura 9 se traduce matemáticamente por la Ecuación 7. 
𝐼𝑚𝑎𝑔𝑒𝑛 ∗  𝐹𝑖𝑙𝑡𝑟𝑜 = 𝑅𝑒𝑠𝑢𝑙𝑡𝑎𝑑𝑜 
Ecuación 7: Convolución 
En una red de convolución, se aplican muchos filtros a la imagen y se adaptan los valores de esos filtros 
para entrenar el modelo. Puede tambien aparecer capas de pooling en adición de las capas de 
convolución. Las capas de pooling permiten reducir la dimensión haciendo el promedio de algunos 
píxeles o eligiendo el máximo. 
Las redes de convolución suelen acabar por unas capas de ANN. 
Se utiliza cada más vez estos redes para trabajar sobre la predicción de series temporales. En el caso 
de la predicción de producción de electricidad por fuentes renovables, se puede aplicar estos redes a 
los paneles fotovoltaicos como a las turbinas eólicas.[2][3] 
Así, se intentará definir una red de convolución para predecir la producción del LabDER. 
2.3. Redes recurrentes 
Otro método de Deep Learning es la red recurrente (Recurent Neural Network o RNN en inglés). Las 
redes recurrentes suelen ser útiles para trabajar con las series temporales. En efecto, el principio de 
base de estas redes es que se guarda la información de los previos pasos para predecir el siguiente. Es 








Los RNN se basan en celdas primitivas donde se calcula la salida y la memoria en cada paso. Existen 
diferentes tipos de celdas, pero las más conocidas son GRU (Gated Recurrent Unit) y LSTM (Long Short 
Term Memory). 
Hoy en día, se utiliza cada vez más los LSTM en detrimento del GRU. En el campo de la predicción de 
fuentes renovables, los RNN permiten predecir tanto la producción de energía solar como la 
producción de energía eólica [4]–[7]. 
 
Figura 10: Estructura LSTM, sacado de [4] 
En la Figura 10, se puede ver la estructura de una celda LSTM.  
• ht-1 corresponde a la salida de la última celda LSTM 
• Ct-1 es la memoria de la última celda LSTM 
• Xt es el dato de entrada de la serie temporal para la celda t 
• ht es la salida de la celda LSTM 
• Ct es la memoria de la celda LSTM 
• σ corresponde a la función sigmoide 
• tanh es la función tangente hiperbólica 
•  Corresponde a una suma 
Para explicar el funcionamiento de manera bastante sencilla, se puede decir que hay dos cadenas: 
• Una que tiene un papel de memoria 
• Una que da la salida de cada celda 
Para cada celda t, la salida es obtenida en función de la salida anterior, de la memoria anterior y del 
dato al tiempo t. Al mismo tiempo, la memoria al tiempo t se calcula a partir de la memoria de t-1, del 
dato t y de la salida t-1. 
Se puede ver que, en cada celda elementaría, hay muchos cálculos que hacer con un LSTM. Por eso el 
tiempo de entrenamiento de estas redes es muy largo y necesita una potencia de cálculo más 
importante que para los ANN, por ejemplo. 
En las investigaciones más recientes, no se utiliza una red con una única técnica, sino una red híbrida. 
En efecto, los diferentes tipos de redes tienen sus ventajas e inconvenientes. Combinarlos permite 
tener las ventajas de cada tipo sin los inconvenientes, pero hay que tener cuidado de no tener los 




Por ejemplo, Y. Y. Hong [2] combina un CNN con un RBFNN, que es un tipo de ANN. Z. O. Olaofe [7] 
combina un ANN clásico con un RNN para predecir la potencia eólica de una turbina. 
Pero no se puede obtener buenos resultados en Deep Learning sin pretratamiento de los datos. Hay 
muchos métodos diferentes para extraer la información de los datos y elegir los datos interesantes 
para las predicciones. 
2.4. Preprocesado de los datos y datos elegidos 
Como en todos los proyectos de Machine Learning, lo más importante son los datos utilizados. Es lo 
mismo para la predicción de producción solar o eólica. Los datos de salida son los mismos, son datos 
de producción, pero lo más importante son los datos de entrada. 
Hay que elegir las informaciones más útiles para que la red prediga la producción de energía. Los datos 
de entrada dependen esencialmente de lo que se mide. En efecto si se mide la temperatura, la 
irradiancia o la velocidad del viento, se puede utilizar estos datos. Mientras que en algunas situaciones 
no se dispone de estas informaciones. 
No hay una única solución para predecir la producción de energía. Esto depende de los datos 
accesibles. Hay solamente una regla, es tener datos sobre la producción de energía, para que se utilicen 
como referencia para el entrenamiento. Pero también se pueden utilizar como datos de entrada. En 
efecto se puede solamente utilizar los datos de los días anteriores para predecir la producción de 
mañana [2], [4].  
Pero también se pueden utilizar datos meteorológicos: temperatura, humedad, irradiancia directa, 
irradiancia global, velocidad de viento, direcciones del viento, precipitaciones [3], [5]–[8] . Hay que 
tener en cuenta que muchos datos significan un gran tiempo de computación. Además, los datos 
generalmente no se utilizan de forma directa. Hay que pretratar los datos, cambiar su forma, extraer 
las informaciones relevantes. 
Se pueden utilizar las serie temporales así, con un pretratamiento con normalización por ejemplo [6]. 
Pero se pueden también descomponer los señales para extraer las informaciones necesarias [3], [4]. 
Para eso se puede utilizar técnicas de tratamiento de señales como el VMD o SSA que permiten 
descomponer las señales en diferentes componentes quitando la parte aleatoria de los datos. 
En conclusión, no existe un método mágico para predecir los datos de producción de una red 
renovable. Todo depende de la arquitectura de la red, de los datos disponibles, y de la potencia de 
cálculo disponible. En este TFM, habrá que tratar los datos medidos por el LabDER y utilizarlos de la 
manera más optimizada para obtener buenas predicciones. 
2.5. Dispositivo experimental – Microrred LabDER 
El LabDER, Distributed Energy Resources Laboratory, es una Microred experimental ubicada en el 
campus de la UPV, Universidad Politécnica de Valencia. Los objetivos del LabDER son múltiples y el 
laboratorio trabaja a nivel de Investigación, Desarrollo e Innovación. De acuerdo con el sitio web del 




• Desarrollar sistemas híbridos renovables en el rango del kW, optimizando su fiabilidad 
mediante técnicas innovadoras de interconexión y almacenamiento. 
• Desarrollar técnicas de control que garanticen la fiabilidad del suministro eléctrico mediante la 
combinación de fuentes de energía renovable. 
• Aplicar dichos sistemas híbridos en experiencias de campo en zonas no interconectadas. 
• Estudiar el potencial del hidrógeno como vector energético y de almacenamiento de energía 
en sistemas renovables. 
• Mejorar la eficiencia de los sistemas renovables, tanto en funcionamiento individual como en 
sistemas híbridos. 
• Desarrollar e investigar redes de distribución de energía eléctrica de alta fiabilidad y eficiencia, 
alimentadas de fuentes renovables múltiples interconectadas 
El laboratorio se compone de fuentes renovables, de sistemas de almacenamiento de energía y de 
sistemas de control y diagnostico SCADA. 
Las fuentes renovables se componen de: 
• Una planta fotovoltaica de 2.1kWp con un inversor para conectar los paneles a la red. 
 
 
Figuras 11: Panel e inversor de conexión a la red, sacado de los datasheets 
• Un aerogenerador de 5kWp conectado al inversor de red para convertir el corriente del 
generador en corriente alterna 230V y 50Hz. 
 
 
Figuras 12: Aerogenerador, rectificador e inversor del sistema eólico, , sacado de los datasheets 
• Dos plantas de gasificación de Biomasa de 10KWe cada una con también una caldera de 
biomasa de 15kW. A diferencia de las demás fuentes renovables del LabDER, esa se activa 





Figuras 13: Planta de gasificación, , sacado de los datasheets 
El laboratorio se compone de dos sistemas de almacenamiento de energía. Eso permite almacenar la 
energía de las fuentes renovables para utilizarla cuando la demanda está superior a la producción. 
• El primero sistema de almacenamiento se compone de baterías de plomo-acido con un DoD 
de 100%. Se puede almacenar hasta 10.32kWh de energía en las 24 baterías. El sistema es 
conectado a un inversor cargador que permite hacer el vínculo con la red. 
 
 
Figuras 14: Baterías e inversor cargador, , sacado de los datasheets 
• El segundo sistema de almacenamiento de energía es una planta de hidrógeno. La planta se 
compone de un electrolizador que permite formar hidrógeno a partir de agua y de energía 
eléctrica. Después se almacena el hidrógeno en botellas. Se consume después el hidrógeno 
por una pila de combustible que permite alimentar la Microred con energía eléctrica. Así la 





Figuras 15: Esquema LabDER, sacado de http://www.iie.upv.es/labder 
La carga del sistema es una carga resistiva programable que permite simular el comportamiento de la 
demanda eléctrica en varias situaciones. 
Con el sistema de control y diagnóstico, se mide la potencia generada por cada fuente, tanto como la 






Con el objetivo de mejor entender el desarrollo del TFM, en esta parte se explica el método global del 
TFM. El TFM se organiza en 3 grandes partes, la predicción de la producción del sistema solar, la 
predicción de la producción del sistema eólico y la predicción de la demanda eléctrica. De estas tres 
partes se predice la energía almacena en las baterías. 
 
Figura 16: Metodología global 
Se explican los métodos de cada parte en la memoria del TFM. Pero si el lector no quiere leer todo o 





Figura 17: Metodología predicción solar 
 





Figura 19: Metodología predicción demanda 
4. Datos utilizados 
Para poder predecir las potencias generadas por las fuentes renovables se necesita datos de 
entrenamiento y datos de prueba. Habitualmente, se considera un set de datos que se comparte entre 
datos de entrenamiento y datos de prueba con una ratio de 70%-30%. 
Esto permite evitar los problemas de sobre entrenamiento del modelo que ocurren cuando el modelo 
informático está adaptado solamente a los datos de entrenamiento. Cuando se le introduce un dato 
nuevo como un nuevo día, por ejemplo, el modelo está completamente ineficaz. 
4.1. Datos del LabDER 
Se utilizan datos del laboratorio LabDER de la UPV. 
El LabDER tiene un sistema SCADA que saca datos cada segundo y les pone en un archivo CSV. Así hay 
un montón de datos. Cada semana se crea un nuevo archivo. 
Los datos medidos son:  
• la potencia producida por los paneles fotovoltaicos 
• la potencia producida por la turbina eólica 
• la velocidad del viento medido por un anemómetro 
• la irradiancia solar 
• la potencia consumida por el laboratorio 
Se reorganizan los datos para que sean por mese, y que sea más sencillo de utilización. Además, esto 
permite ver las incoherencias y los datos que faltan para completarlos. 




Hay problemas de datos, a veces los sensores se desconectan o dan valores muy altos como por la 
potencia eólica. 
Además, hay valores negativos que corresponden a la potencia usada por los aparatos de medidas, 
hay que poner esos valores a 0 tanto como los valores muy grandes que son errores. 
Hay que filtrar esos valores falsos. Esto se hace mediante Excel. 
𝑓(𝑥) = {
𝑥 𝑠𝑖 𝑥𝜖[0: 10 000]
0 𝑠𝑖 𝑛𝑜
} 
Ecuación 8: Filtro de Pwind 
Donde x es el valor de potencia producida por la turbina. 
Se elige el valor de 10 000 como límite según el datasheet de la turbina en Figura 21. En efecto la 
potencia nominal de la turbina Bornay wind 25.3+ es 5 000W. Se elige un umbral de 10 000W para 
decir que un valor de potencia es falso. 
 
Figura 21: Datos técnicos turbina 
El SCADA del LabDER hace medidas cada segundo para obtener curvas más precisas. En efecto, el 
viento puede cambiar muy rápidamente y por supuesto la potencia generada por la turbina también. 
Se suele utilizar los datos de manera puntual para obtener curvas e informaciones durante un corte 
periodo de tiempo. Así el tamaño de los archivos no es un problema. Pero en el caso de Deep Learning, 
se necesita un montón de datos para que el aprendizaje funcione bien. Así los datos son muy grandes, 
por eso se decidió usar datos cada 10 minutos en vez de cada segundo. 
Para obtener más precisión, se hace un promedio sobre los 10 minutos siguientes para cada valor que 
tiene un tiempo acabándose por 0:00. Es decir, cada 10 min. Eso es la manera más sencilla encontrada 
porque los datos no son continuos. A veces hay huecos de 2 horas o más, lo que hace la automatización 
muy complicada. 
𝑆𝐼(𝐷𝑅𝑂𝐼𝑇𝐸(𝑇𝐸𝑋𝑇𝐸($𝑇𝐼𝑀𝐸; HH:MM:SS); 4) = 0:00; 𝑀𝑂𝑌𝐸𝑁𝑁𝐸. 𝑆𝐼($𝑉𝐴𝐿𝑂𝑅𝐸𝑆; <>0)) 




Se compara los últimos caracteres del tiempo indicando el formato adecuado, con 0:00. Si es un valor 
adecuado se hace el promedio sobre los siguientes 10 minutos ignorando los ceros que son valores 
falsos. Si no es un valor adecuado la formula saca un FALSO. 
 
Figura 22: Promedio 10 min con Excel 
Dado la complejidad de estas fórmulas al nivel informático, el tratamiento puede ser muy largo. 
Después de la ejecución de estas fórmulas, se copian y pegan los valores en un nuevo archivo (copiar 
con enlace estaba muy costoso en tiempo de ejecución). En el nuevo archivo, se reemplazan los valores 
“Falsos” con células vacías y después se quitan estas células para obtener los datos cada 10 minutos. 
Estos pasos fueron muy largos, representaba muchos días de trabajo para encontrar el método 
explicado antes y muchos otros para ejecutarlo para cada mes de datos. Había otros métodos que 
podrían funcionar, pero este tenía la ventaja de no bloquear Excel o la computadora. 
Después hay que extrapolar para los meses sin datos o con datos falsos. 
Falta de datos Datos con errores 
4/03/2019 9:29:50 hasta 08/03/2019 14:31:40 17/09/2019 02:00:01 hasta 15/10/2019 
22/03/2019 01:00:00 hasta 08/04/2019 16:45:35 
 
09/04/2019 11:50:51 hasta 11/04/2019 08:58:41 
 
23/04/2019 02:00:00 hasta 02/05/2019 12:27:18 
 
20/05/2019 08:57:36 hasta 31/05/2019 12:03:02 
 
04/06/2019 13:21:32 hasta 05/06/2019 13:01:47 
 
20/06/2019 16:03:31 hasta 27/06/2019 10:24:26 
 
27/06/2019 23:21:46 hasta 01/07/2019 06:59:10 
 
04/07/2019 09:01:30 hasta 05/07/2019 09:46:30 
 





15/07/2019 08:47:25 hasta 23/07/2019 07:34:46 
 
29/07/2019 13:02:19 hasta 17/09/2019 02:00:01 
 
15/10/2019 02:00:00 hasta 17/10/2019 11:41:41 
 
23/10/2019 11:34:30 hasta 25/10/2019 13:44:15 
 
22/11/2019 01:00:00 hasta 03/12/2019 14:50:34 
 
Tabla 1: Resumen datos ausentes 
Total: 155 días 
Representa un 42% de datos que faltan. Si hubiera como un 20%, se podría extrapolar usando los datos 
que ya están, pero en este caso hay demasiado huecos. 
Por eso se va a llenar esos huecos con datos climatológicos encontrado en internet. Hay por ejemplo 
la velocidad del viendo cada media hora. 
4.2. Datos auxiliares 
En el sitio web [1], se puede encontrar archivos meteorológicos de 243 ciudades en el mundo. Así se 
puede obtener los datos de temperatura, humedad, velocidad y dirección del viento para Valencia 
cada hora o media hora. La estación meteorológica donde provienen estos datos está cerca del 
aeropuerto de Manises. 
Estos datos podrán ayudar de dos formas: 
• Completando los datos que faltan del LabDER. En efecto se puede utilizar los datos de 
velocidad de viento del aeropuerto para los momentos donde el anemómetro no funcionaba. 
• Utilizándolos como nuevos inputs en el trabajo de predicción. En efecto, la temperatura o la 
presión pueden ayudar la predicción de producción eólica dado que estos parámetros influyen 
sobre los vientos.  
 
Figura 23: Datos meteorológicos 
Pero los datos de velocidad de viento en Manises no se pueden utilizar directamente para completar 




tienen una componente aleatoria importante. Además, los datos son medidos a 12m de altura 
mientras que el aerogenerador del LabDER está a 24m de altura. Hay que adaptar los datos. 
Por eso se van a implementar los datos en el software HOMER, se crea un archivo wind.wnd con los 
datos de viento de Manises cada hora durante el año estudiado. 
 
Figura 24: Velocidad de viento con HOMER 
Después de haber importado los datos en HOMER se puede cambiar los valores de Altura del 
anemómetro y de altura del viento para obtener los datos que queremos. 
En este caso los datos estaban medidos a 12m de altura en Manises y la turbina del LabDER está a 24m 
de altura. 
Se obtienen los datos de irradiancia de Valencia utilizando la herramienta PVGis. Pero todavía faltan 
los datos de producción que no se pueden encontrar online. 
Hay que encontrar una relación entre estos datos meteorológicos y los datos de potencia generada 
por ambos dispositivos: paneles fotovoltaicos y turbina eólica. 
Para los paneles hay un factor directo entre la potencia solar llegando al panel y la potencia eléctrica 
que sale del panel. Es la eficiencia: 
𝜂 =
𝑃 𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑎 𝑠𝑎𝑙𝑖𝑒𝑛𝑑𝑜
𝑃 𝑠𝑜𝑙𝑎𝑟 𝑙𝑙𝑒𝑔𝑎𝑛𝑑𝑜 𝑎𝑙 𝑝𝑎𝑛𝑒𝑙
 
Ecuación 10: Eficiencia PV 
El valor de la eficiencia está en el datasheet del panel. En el caso del LabDER los paneles tienen una 
eficiencia de 15.1%. 
Así se puede calcular la potencia generada por los paneles a partir de la potencia solar llegando a los 
paneles. Solo hay que relacionar la potencia llegando a los paneles a la irradiancia solar. 









Donde A es el área efectiva de los paneles. En el LabDER A=16.4m² 
Así se puede calcular: 
𝑃𝑒𝑙𝑒𝑐𝑡𝑟𝑖𝑐𝑎 = 𝜂 ∗ 𝐴 ∗ 𝐼𝑟𝑟𝑎𝑑𝑖𝑎𝑛𝑐𝑖𝑎 = 0.151 ∗ 16.4 ∗ 𝐼𝑟𝑟𝑎𝑑𝑖𝑎𝑛𝑐𝑖𝑎 = 2.48 ∗ 𝐼𝑟𝑟𝑎𝑑𝑖𝑎𝑛𝑐𝑖𝑎 
Ecuación 12: Peléctrica a partir de la Irradiancia 
Se implementa esta fórmula sencilla en Excel para obtener una aproximación de la potencia producida 
para los valores ausentes. Hay que insistir sobre el hecho de que solo sea una aproximación, no se 
considere el impacto del inversor cargador. Además, los valores de irradiancia del HOMER pueden 
cambiar de la realidad. En efecto, los valores son irradiancias globales de Valencia, en un punto preciso 
como el LabDER, puede existir diferencias según el paso de nubes, por ejemplo. 
Así se obtienen los valores de potencia generada para los paneles fotovoltaicos. 
En cuanto a la potencia generada por la turbina eólica es un poco más complicado. En efecto, la 
relación entre la potencia generada y la velocidad del viento no es lineal. Para resolver este problema 
se dispone de informaciones del constructor. 
El datasheet da una curva Pgenerada =  f(velocidad del viento). 
 
Figura 25: Curva de generación de la turbina 
En este caso la solucion elegida es de encontrar una aproximacion de la ecuacion de esa curva. Para 
lograr esto, se utiliza la herramienta Excel donde se introduce algunos valores de la curva. Se agrega 
une curva tendencial polinomial para acercarse de la curva real. Se aumenta el grado polynomial para 





Figura 26: Curva tendencial de generación de la turbina 
Se puede obtener la ecuación de la curva tendencial y después utilizarla para calcular la potencia 
generada por la turbina a partir de los valores de velocidad de viento. 
Esto también sigue siendo una aproximación para obtener los valores ausentes del LabDER y tener un 
año completo de datos. 
Se utilizan también los datos meteorológicos para completar los datos LabDER con otras 
informaciones. Se seleccionan los valores de temperaturas, presión y de nubosidad. 
• La temperatura en grados Celsius. (°C) 
• La presión en milímetros de mercurio. (mmHg)  
• La nubosidad en porcentaje donde 0% significa un cielo sin nubes y 100% una cubertura total. 
Finalmente se dispone de datos durante todo un año de marzo 2019 a febrero 2020. Se puede crear 
un archivo CSV y empezar a trabajar con Python y en particular la herramienta Pandas que permite 
manejar datos de gran tamaño. 
4.3. Análisis de datos 
Se importan los datos en Python para empezar el tratamiento. Con la herramienta Pandas se puede 
manejar muy fácilmente los archivos CSV y los datos numerosos. 
Por ejemplo, la importación se hace mediante una sola línea de código: 
1. import pandas as pd 
2. dataProd=pd.read_csv("dataProd.csv",';',index_col=[0,1]) 
Se importa la herramienta y después solo hay que indicar el nombre del archivo y las columnas de 
referencias para las tablas. En este caso hay que filtrar según la fecha y la hora, así las columnas 0 y 1 
servirán para el índice de la tabla. 
Erreur au niveau de la courbe de tendance

























Velocidad del viento (m/s)




Pandas forma una tabla con los datos que se puede manejar de forma muy simple. Entre otras cosas, 
se puede filtrar por un periodo o una hora específico, hacer promedios, trazar curvas. 
 
Figura 27: Tabla de datos con Pandas 
Primeramente, se traza las curvas durante todo el periodo de estudio. Se hace con la línea de código: 
1. dataProd.plot.area(subplots=True) 
El parámetro subplots permite que las curvas no se superponen. Cada columna de la tabla tendrá su 
gráfico. 
 
Figura 28: Curva anual de los datos LabDER 
La potencia generada por los paneles (PPV) está en Watios (W) como la potencia eólica (PWind). La 




A primera vista, se puede ver que las curvas PPV y SolarIrr se parecen mucho. Solo existe un factor 
entre la potencia producida teóricamente y la irradiancia solar como se estudió en la Ecuación 12. 
Para las curvas de potencia eólica y de velocidad de viento la similitud no es tan evidente. Se puede 
ver algunos picos y valles en común, pero era más significante con los datos solares. 
Es interesante ver que no hay producción eólica cuando la velocidad del viento es pequeña, aquí menor 
que 4-5 m/s. Bajo este umbral, no hay producción.  
 
Figura 29: Umbral de la turbina eólica 
Se verifica con la curva teórica de la turbina (Figura 25). La similitud entre las dos curvas es menos 
evidente que en el caso solar porque la relacion no es lineal. Es un análisis a nivel anual y entonces no 
se ve muy bien los detalles. Usando la potencia de Pandas se puede trazar las curvas promedias para 
cada mes del año. Así se puede observar más detalles y también las tendacias anuales. 
Hacer esto con Excel sería bastante difícil y largo mientras que con Pandas se hace en una línea: 
1. dataProd.loc["2019-04":"2019-
05"].mean(axis=0,level='Time').plot(subplots=True) 
En primer lugar, se elige el periodo, aquí el mes de abril. Después, se indica que se quiere calcular el 
promedio según el axis 0 o sea el tiempo, el axis 1 siendo las diferentes columnas. Y después se trazan 
las curvas. 
 
Curva media mensual 1: Enero 
 





Curva media mensual 3: Marzo 
 
Curva media mensual 4: Abril 
 
Curva media mensual 5: Mayo 
 
Curva media mensual 6: Junio 
 
Curva media mensual 7: Julio 
 





Curva media mensual 9: Septiembre 
 
Curva media mensual 10: Octubre 
 
Curva media mensual 11: Noviembre 
 
Curva media mensual 12: Diciembre 
Figura 30: Curvas medias mensuales 
A nivel mensual, se puede observar que las curvas de potencia generada por los paneles (PPV) y las 
curvas de irradiancia (SolarIrr) son muy parecidas mientras que las curvas de potencia eólica y de 
velocidad de viento no lo son. En efecto, las curvas PPV et SolarIrr tienen una forma similar cada mes 
con algunas fluctuaciones. Para las curvas Pwind y WindSpeed, es más complicado. De mayo a 
septiembre, se puede observar similitudes entre las curvas mientras que para los otros meses las 
curvas son muy distintas.  
Una teoría sobre este fenómeno es que entre de mayo y septiembre, el tiempo es bastante tranquilo, 
es la temporada caliente. Pero durante los otros meses, la temporada “fría” y hay mayor probabilidad 
tener episodios climáticos importantes como la gota fría, por ejemplo. Hay más vientos fuertes, rachas 
y como los datos auxiliares de velocidad de viento no son medidos en el mismo lugar (aeropuerto de 
Manises) que la turbina se puede tener valores distintos. Por ejemplo, puede ocurrir una racha muy 
fuerte en la UPV mientras que en Manises el tiempo está tranquilo al mismo tiempo. Sin embargo, solo 
es una teoría y puede existir diferentes razones a este fenómeno como la no linealidad entre ambas 
curvas. 
Después del estudio al nivel mensual se puede decir que será posible usar los datos de irradiancia para 
obtener los de potencia producida por los paneles. Pero será más difícil utilizar la velocidad del viento 




generales, hay que utilizar un indicador matemático más preciso. Se va a utilizar la matriz de 









Ecuación 13: Factor de correlación 
• Donde X y Y son las variables por que se calculan la correlación.  
• E(X) la esperanza de la variable X.  
• xi , yi los elementos de los vectores X y Y. 
• sX sY las varianzas de las variables X y Y. 
Cuando el factor rXY es cerca de uno, significa que las variables X y Y están relacionadas. Cuando rXY está 
cerca de 0 eso significa que las variables son independientes. 
En el caso de la predicción de producción de energía, las variables que están relacionadas con las de 
potencia pueden ser útiles para predecir la producción. Tienen una relación con la potencia producida. 
Por eso se va a trazar la matriz de correlación de nuestros datos. Una matriz de correlación funciona 
como una tabla con dos entradas donde se calcula el factor de correlación para cada combinación. Con 
la herramienta Pandas se hace muy fácilmente. Se utiliza también la biblioteca seaborn que permite 
hacer tablas más visuales con colores. 
1. sn.heatmap(dataProd.corr(),annot=True,cmap="YlGnBu") 
Para calcular la matriz de correlación, solo se utiliza el comando dataProd.corr(). El resto de los 
parámetros sirve para elegir los colores y poner los valores dentro de la matriz. 
 
Figura 31: Matriz de correlación 
Por definición del factor de correlación, la matriz es simétrica. En efecto rXY=rYX. 
Con esa matriz se puede ver que la irradiancia solar está muy relacionada con la potencia producida 
por los paneles (PPV). También se puede observar que la potencia generada por la turbina eólica esta 




Sin embargo, se puede notar que la potencia generada por los paneles solares no está relacionada con 
la potencia generada por la turbina. Por eso, se puede separar los datos entre los solares (PPV y 
SolarIrr) y los de viento (Pwind y WindSpeed) 
Ahora se va a estudiar los otros parámetros que vienen de los datos auxiliares: presión, temperatura y 
nubosidad para descubrir si están relacionados con la producción solar o eólica. 
Por eso se traza de la misma manera la matriz de correlación añadiendo los datos auxiliares. 
1. data=pd.merge(dataProd,dataMeteo,how="left", on 
=('Date','Time')).interpolate() 
2. sn.heatmap(data.corr(),annot=True,cmap="YlGnBu") 
La primera línea corresponde a la fusión de los datos de producción (LabDER) y de los datos 
meteorológicos (datos auxiliares). La segunda línea sirve para trazar la siguiente matriz. 
 
Figura 32: Matriz de correlación con datos meteorológicos 
Para analizar esta matriz, hay que mirar los valores estudiados: PPV y Pwind que son los valores que 
se van a predecir. Hay que encontrar las variables relacionadas con ellas. Por eso, se seleccionan las 
líneas 1 y 2 y se observan las variables que tienen un factor de correlación superior a 0.4 (umbral 
elegido). Así para la potencia generada por los paneles fotovoltaicos, se seleccionan las variables de 
irradiancia solar y de temperatura. Y para la potencia generada por la turbina eólica, solo se selecciona 
la velocidad del viento. 
Pero en este TFM, el objetivo es de predecir la producción por delante. Por eso hay que observar la 





5. Predicción de la producción de la planta fotovoltaica 
El objetivo de esta parte es la predicción de la producción de energía por los paneles fotovoltaicos. Es 
decir que por ejemplo el lunes se quiere estimar la curva de producción solar del martes. 
En la parte de presentación de los datos, se elijó la temperatura y la irradiancia solar como parámetros 
para predecir la producción solar. Pero no habrá acceso a los datos de temperatura y solar irradiancia 
del futuro. Por ejemplo, el lunes, no se tendrá los datos de irradiancia y temperatura del martes. Sino 
estimaciones meteorológicas, pero esos son predicciones. Por eso, hay que estudiar la correlación 
entre la irradiancia y la temperatura del presente con la producción eléctrica del futuro. 
5.1. Análisis de datos 
Se intentará primeramente predecir la producción un día adelante, es decir la producción de las 
próximas 24 horas. 
Por eso se va a estudiar la siguiente matriz de correlación: 
 
Figura 33: Matriz de correlación predicción solar 
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9.   
10. sn.heatmap(Solar24Corr.corr(),annot=True,cmap="YlGnBu") 
 Es básicamente desplazar los valores de un día. Como hay 6 medidas por horas, corresponde a un 




Se puede ver en la Figura 33 que la producción del día D está relacionada con la producción del día D+1 
con un 0.87 lo que es mucho. Además, la irradiancia del D está también relacionada con la producción 
D+1 a un nivel alto. La temperatura también se puede usar para predecir la producción. 
Así a primera vista, parece realizable predecir la producción solar un día adelante. 
5.2. Tratamiento de los datos 
En este TFM, se utiliza Deep Learning supervisado, es decir que para el entrenamiento de las redes se 
necesitan las salidas. Por eso hay que formar el dataset de la forma siguiente: 
• X=datos de entrada  
• y= datos de salida 
Cada elemento de X, X[k], tiene su salida correspondiente en y[k]. Por el momento los datos son 
solamente series temporales. En efecto, todos los datos están a continuación cada 10 minutos, hay un 
dato de producción, de irradiancia, de temperatura. 
En entrada X son los datos de producción, de irradiancia y temperatura de los días antes y en salida y 
se quiere la producción del día siguiente. 
Se decide usar los datos de 48h antes para predecir la producción del siguiente día. Para formar el 
dataset de la forma X,y se va a utilizar una forma de ventana móvil de tamaño 72h que cada vez pone 
las 48h primeras horas en la entrada X y las ultimas 24h en la salida y. 
 
Figura 34: Esquema ventana móvil 
Además, permite obtener artificialmente muchos más datos para entrenar las redes. En efecto, hay 
que definir de cuantos datos avanza la ventana en cada paso. Así se puede obtener una pareja [X,y] 
cada 10 minutos, cada hora o cada día. Pero hay que tener cuidado porque eso repite muchas veces 
los mismos datos iniciales y aparece redundancia. Podría ser una causa de sobre entrenamiento, habrá 
que adaptar el número de epoch considerando eso, dado que el número de epoch es el número de 
veces que pasa el dataset en la red neuronal para entrenar el modelo. 
Después del entrenamiento de modelos sencillos con datos cada 10 minutos, los resultados estaban 
impresionantes. Demasiados buenos para ser verdaderos. En efecto, como la ventana se desplazaba 
de 10 minutos cada vez, había datos casi idénticos. Así los datos de prueba contenían datos casi 
idénticos a algunos del entrenamiento. Para arreglar ese problema de sobre entrenamiento, se decidió 
mover la ventana de 6 horas cada vez, haciendo un término medio entre el número de datos y la 
redundancia entre los datos. 
                                                              Serie temporal                                            y X




Ahora que el principio de la ventana móvil está claro, hay que escribir el código Python para hacerla. 
Eso se hace mediante un bucle for. Se define el parámetro look_back que corresponde a la “distancia” 
donde se quiere mirar, en este caso será 48h X 6 datos/h, y el parámetro prev que corresponde a la 
distancia donde se quiere ver en el futuro, en este caso 24h X 6 datos/h. 
El código es el siguiente: 
1. def split_sequence(data, look_back,prev): 
2.     X=[] #initialisacion de las listas 
3.     y=[] 
4.     for i in range(len(data)): 
5.         if i+ look_back+prev>len(data)-1: #llega al final de la serie  
6.             break 
7.         else: 
8.             X.append(data[i:i+look_back]) 
9.             y.append(data[i+look_back:i+look_back+prev]) 
10.     return X,y 
Eso permite crear las parejas [X,y] considerando solo la producción de energía. Hay que añadir los 
datos de temperatura y de irradiancia de la misma manera. Sin embargo, las parejas [X,y] formadas no 
se pueden usar así. En efecto, están en el orden de la serie temporal, y para que una red neuronal se 
entrena correctamente los datos deben ser uniformizados. Por eso hay que mezclar los datos. Se 
define la función shuffle que hará eso. 
1. def shuffle(X,y): 
2.     liste=[] 
3.     X2=[] 
4.     y2=[] 
5.     for k in range(len(X)): 
6.             liste.append([X[k],y[k]]) 
7.     random.shuffle(liste) 
8.     for k in liste: 
9.         X2.append(k[0]) 
10.         y2.append(k[1]) 
11.     return X2,y2 
Los datos están casi listos para el entrenamiento. Sola falta unas etapas: la normalización de los datos 
y la repartición entre prueba y entrenamiento. 
Los datos están en las unidades estándares es decir W para la potencia, W/m² para la irradiancia y °C 
para la temperatura; y con varios rangos de valores, por ejemplo, la potencia va de 0 hasta 2709W 
mientras que la irradiancia va de 0 hasta 1094W/m² y la temperatura de -1°C hasta 42°C. 
Hay que normalizar por dos principales razones: 
• Como los datos tienen rangos de valores diferentes, la red dará más importancia a los datos 
más grandes. En efecto si un dato esta de 2000 y otro de 2, el peso del primero será más 
significante cuando estará pasando por la red. Por eso la normalización permite que todos los 
parámetros tengan la misma importancia. 
• Además, las redes neuronales funcionan mejor y convergen más rápidamente cuando los 









Ecuación 14: Normalización de los datos 
Donde X es el vector de datos, x un elemento de X y 𝑥 el valor normalizado de x. Así los valores de X 
están entre 0 y 1. 
En Python la función es: 
1. def normalize(datas): 
2.   X=[] 
3.   max=datas.max() 
4.   min=datas.min() 
5.   for k in datas: 
6.     X.append((k-min)/(max-min)) 
7.   return X 
Hay que normalizar cada parámetro (producción, temperatura e irradiancia). Se puede hacer antes de 
crear los dataset o después, eso no va a cambiar los resultados. 
La etapa final es la división de los datos entre los datos de entrenamiento y los datos de prueba. 
Permite evitar el sobre entrenamiento de la red. Se entrena sobre datos y después se hace pruebas 
sobre los datos de test que nunca ha visto la red. Eso permite asegurarse que la red sea útil para 
predecir con nuevos datos y no solamente con los que ya conoce. Por eso se dividen los datos con los 
siguientes porcentajes: 70% serán datos de entrenamiento y 30% datos de prueba. 
Aquí se acaba el preprocesado de los datos solares, después queda cambiar un poco la forma de los 
datos de entrada según la red neuronal usada para el entrenamiento. En efecto un RNN no utiliza la 
misma forma de entrada que un CNN, por ejemplo. 
5.3. Métodos de Machine Learning (teoría) 
En esta parte, se estudiará los diferentes algoritmos utilizados para predecir la producción por los 
paneles solares. Se comparará la eficiencia de esos algoritmos. Para hacerlo hay que tener indicadores 
comunes. Cuando se entrena una red neuronal, se define una función de error que hay que minimizar 
mediante el entrenamiento, también se puede definir otras funciones de error para evaluar el 
desempeño del algoritmo. 
Se vio en la introducción las diferentes funciones de error, como RMSE, MSE o MAPE, por ejemplo. Sin 
embargo, hay problemas con las funciones de error clásicas en el caso de la predicción de la producción 
solar. Con las MSE o RMSE, se calcula la diferencia entre el valor real y el valor estimado por la red. 
Como los valores están entre 0 y 1, la diferencia suele ser pequeña, y poniéndola al cuadrado la reduce 
aún más. Así la red tiene que minimizar valores de error, ya muy pequeñas, lo que resulta en una 
convergencia muy lenta. Uno se puede decir que usar el error MAPE va a solucionar ese problema, 
como es el error comparado con el valor real. Es como un porcentaje de error. Dado que no hay un 
cuadrado para poner la diferencia a un valor positivo, se puede que los errores por un lado y otro se 




basadas en las RMSE para reglar el problema de MAPE. Y se modifica esa función para obtener valores 
más interpretables. 






Ecuación 15: Función de error RMSE100 
Este error representa el porcentaje de error entre el valor real y el valor calculado, haciendo el cálculo 
como para el RMSE. Así es más fácil interpretar los resultados cuando por ejemplo se dice 34% de 
error. 
Además, se usa otra función de error, también basada en la RMSE. 
𝑅𝑀𝑆𝐸𝑊 = maxProd ∗ √𝑚𝑒𝑎𝑛((𝑦𝑡𝑟𝑢𝑒 − 𝑦𝑝𝑟𝑒𝑑𝑖𝑐𝑡)
2
) 
Ecuación 16: Función de error RMSEW 
Con maxProd el valor de producción máximo que se utilizó para normalizar los datos. Así este error 
representa el error de predicción en Watios. Se puede por ejemplo decir que nuestra predicción tiene 
un error de 300W. Pero según los datos, habrá días con mucha potencia generada (verano) y días con 
menos potencia generada (invierno). Así es difícil comparar los errores en Watios. En efecto un error 
de 500W un día donde la potencia pico es 3000W no es lo mismo que en un día donde la potencia pico 
es 700W. Por eso no se utilizará esa función para entrenar la red, pero es un indicador interesante de 
estudio. 
En conclusión, para entrenar la red se usa RMSE100 y se calcula RMSEW como indicador. 
Se va a comparar 3 tipos de redes diferentes para predecir la producción solar. Un ANN, un CNN y por 
fin un RNN. 
5.3.1. Entrenamiento con un ANN 
El primer algoritmo utilizado para predecir la producción solar es un clásico Artificial Neural Network. 
Como es la forma más básica de algoritmos de Deep Learning, permitirá establecer un resultado de 
referencia. 
5.3.1.1. Datos de entrada 
Los datos de entrada son directamente los datos creados con la ventana móvil. Es decir: 
• En entrada los datos de producción, irradiancia y temperatura de los días D-1 y D-2. 
• En salida los datos de producción del día D. 
Así, en entrada se obtiene un vector de longitud: nparamétros X nhoras X ndatos/hora= 3 X 48 X 6 = 864. 





Se elige una red con cuatro capas escondidas. Es decir, cuatro capas más la de entrada y de salida. 
 
Figura 35: Arquitectura del ANN 
La primera capa corresponde a la capa de entrada, no hay función de activación. Los valores en cada 
neurona corresponden al valor de entrada, o sea los datos de los días D-1 y D-2. 
En las capas escondidas y la capa de salida, la función de activación es la sigmoide para que los valores 
sean entre 0 y 1 como los datos usados. En cada capa, las neuronas son conectados a todos los de la 
capa anterior y todos de la capa siguiente. Da muchos pesos que calcular y muchos parámetros que 
adaptar.  
Implementar esa red usando TensorFlow y la herramienta Keras es muy sencillo. Hay que formar el 
modelo y después añadir cada capa de la red con los parámetros elegidos. Estos parámetros son el 
número de neuronas en la capa y la función activación para neuronas clásicas. Después, hay que 
compilar el modelo, es decir crear todas las variables, los pesos y los enlaces entre las capas. Durante 
esta etapa, hay que elegir la función de error que se tiene que minimizar, y también los indicadores 
elegidos. 
Para acabar hay que entrenar el modelo, indicando: 
• Los datos de entrada X_train 
• Los datos de salida y_train 
• El número de epoch: el número de veces se entrenará la red sobre los datos 
• El tamaño de los batch: es el número de datos de entrada que entra en la red cada vez que se 
entrena. Un tamaño grande permite al modelo converger rápidamente, pero pierde en 
precisión. Mientras que con un tamaño pequeño se puede que el modelo no converja. 
Capa de entrada 










• También se puede definir datos de validación. Es decir, los datos que no participan al 
entrenamiento, para los cuales se calcula el error de predicción al final de cada epoch. Eso 
permite ver si el modelo no está en sobre entrenamiento. 
Así el código es muy corto y sencillo. 
#Creación del modelo 







modelANN.compile(optimizer='adam', loss=mse100 , metrics=[mseW]) 
    
#Entrenamiento del modelo 
modelANN.fit(X_train, y_train, epochs=200, 
verbose=2,callbacks=[tensorboard_callback],batch_size=5,validation_data=(X_
test,y_test)) 
Con TensorFlow se puede ver un resumen del modelo con el formato de los datos en salida de cada 





Layer (type)                 Output Shape              Param #    
================================================================= 
dense (Dense)                (None, 700)               605500   
_________________________________________________________________ 
dense_1 (Dense)              (None, 520)               364520     
_________________________________________________________________ 
dense_2 (Dense)              (None, 350)               182350     
_________________________________________________________________ 
dense_3 (Dense)              (None, 220)               77220    
________________________________________________________________ 
dense_4 (Dense)              (None, 144)               31824      
================================================================= 
Total params: 1,261,414 
Trainable params: 1,261,414 
Non-trainable params: 0 
  
Hay más de un millón de parámetros a entrenar. Puede parecer mucho, pero en el caso de redes 
neuronales no es tanto. 
5.3.1.3. Entrenamiento 
La red está formada, ahora hay que entrenarla. Por eso hay que definir los diferentes parámetros 
mencionados un poco antes. 
Hay que elegir el número de epochs. Cuanto más se entrena, mejor serán los resultados sobre los datos 
de entrenamiento, pero puede ocurrir sobre entrenamiento. Además, un gran número de epochs 




importante es encontrar un término medio. Después de algunas pruebas se eligió un número de 
epochs de 200. 
También, hay que elegir el tamaño de los batch. En Deep Learning, el entrenamiento se puede hacer 
de dos maneras: de manera estocástica o por batch. De manera estocástica, un dato de entrada pasa 
por la red, se calcula el gradiente del error y se adaptan los pesos para reducir el error. Por batch, un 
número de datos de entrada entran por la red, se calcula el gradiente medio sobre esos datos de 
entrada y se adaptan los pesos. Este método tiene algunas ventajas como el ahorro de tiempo de 
computación, en efecto no se calculan los pesos y los gradientes para cada dato. Además, con batchs 
uniformes, la convergencia se alcanza más rápidamente. Pero el método por batch pierde en precisión 
en contra del método estocástico. Una vez más hay que encontrar un término medio para el tamaño 
de los batch. En el caso de la predicción solar los datos están separados de 6 horas por la ventana 
móvil. Hay predicciones que empiezan a las 00h, 06h, 12h, 18h. Es decir 4 tipos de datos. Para tener 
batchs uniformes, se elige un tamaño de batch de 5. Como se mezclan los datos, en la mayoridad de 
los batchs habrá diferentes tipos de datos. 
El último parámetro que hay que indicar para el entrenamiento es el optimizer. Cuando se adaptan los 
pesos, se hace mediante el cálculo de gradiente, pero la adaptación de los pesos se puede hacer de 
diferentes maneras para lograr el mínimo de la función de error. Para mover los pesos de la red hasta 
ese mínimo, se utiliza los optimizers. Existen muchos diferentes y lo que hacen básicamente es adaptar 
la velocidad de bajada al mínimo de la función de error. Es decir, acelerar cuando no hay variaciones 
pequeñas, y decelerar cuando los caminos son más estrechos. 
En este caso, se utilizó el algoritmo de optimización Adam que es el más usado y el más competente 
para los ANN. 
Una vez todos los parámetros elegidos, se inicia la computación. Se obtiene informaciones después de 
cada epoch para seguir el entrenamiento. 
Epoch 42/200 
202/202 - 2s - loss: 53.1324 - mseW: 230.5392 - val_loss: 57.6507 - val_mseW: 
244.6189 
Epoch 43/200 
202/202 - 2s - loss: 52.2452 - mseW: 225.9490 - val_loss: 58.5736 - val_mseW: 
242.9533 
Epoch 44/200 
202/202 - 2s - loss: 52.5406 - mseW: 227.1527 - val_loss: 57.2811 - val_mseW: 
240.3341 
Epoch 45/200 
202/202 - 1s - loss: 52.8854 - mseW: 228.1195 - val_loss: 58.5014 - val_mseW: 
245.0080 
Epoch 46/200 
202/202 - 2s - loss: 52.6351 - mseW: 228.5224 - val_loss: 57.8049 - val_mseW: 
243.8023 
Epoch 47/200 
202/202 - 2s - loss: 51.8300 - mseW: 225.5803 - val_loss: 57.0419 - val_mseW: 
240.9104 
Epoch 48/200 





Se puede seguir la progresión con el número de epoch, el tiempo de ejecución de cada epoch, y los 
valores de error y de indicador par los datos de entrenamiento (loss y mseW) y los datos de validación 
(val_loss y val_mseW). 
Estas informaciones se pueden utilizar en tiempo real con la herramienta Tensorboard para tener 
graficas. 
5.3.1.4. Problemas encontrados 
El mayor problema encontrado con ese algoritmo es el sobre entrenamiento. Se habló mucho de este 
fenómeno, pero se ve en los resultados del ANN elegido.  
 
Figura 36: Curva de error con sobre entrenamiento 
Se puede observar que, al principio, la curva de Train, igual que la curva de Test disminuyen con los 
epochs. Pero después del epoch 90, la curva de Test empieza a crecer mientras que la curva de Train 
sigue disminuyendo. Es decir que la red solamente aprende los datos de entrenamiento a expensa de 
los datos de prueba y del verdadero aprendizaje. Es un caso de sobre entrenamiento, la red tendrá un 
rendimiento fenomenal para los datos de entrenamiento, pero un desempeño muy malo para datos 
desconocidos. Así la red no tiene ninguna utilidad como se quiere predecir datos desconocidos del 
futuro. 
Para paliar este problema, se utiliza el Dropout. El Dropout permite desconectar algunas conexiones y 
neuronas de manera aleatoria por cada Batch. Así el aprendizaje no puede establecerse en el mismo 
lugar y el sobre entrenamiento es menos presente. Se define las capas de Dropout entre cada capa de 
neuronas y con un valor de 0.3. Es decir que, para cada capa de neuronas, cada vez habrá 30% de 
neuronas desconectadas de manera aleatoria. 
5.3.1.5. Resultados 




















Figura 37: Función de Error ANN (RMSE100) 
Comparando con la curva de error sin el Dropout, se puede ver que no hay sobre entrenamiento en 
este caso. Para los datos de test, se obtiene al final del entrenamiento un error de 58% es decir una 
precisión de 42% usando la Función de error RMSE100. 
Además, se puede trazar curvas para el indicador elegido antes, la Función de error RMSEW. Aquí 
también se puede ver que no hay sobre entrenamiento. Por los datos de prueba, el error se estabiliza 
alrededor de 250W de error medio. 
 
Figura 38: RMSEW ANN 
Eso puede parecer muchísimo, pero hay que observar el comportamiento real de la red usando los 
datos de prueba. Por eso, se va a seleccionar algunos datos de prueba, desconocidos por la red, y se 
intentará predecir la producción para esos días. 
Para no tener que entrenar cada vez el modelo, se guarda el modelo entrenado y los pesos 






   
   
   
   











   
   
   
   
   
   






















Después, se predice el consumo de los datos de prueba. Eso es básicamente dar valores de los días D-
1 y D-2 en entrada y calcular el resultado usando los pesos que ahora están fijos. Finalmente se traza 
dos curvas, la curva de producción real de los datos, y la curva calculada por el modelo. 
predANN=modelANN.predict(X_test) 
n=0 
plt.plot(y_test[n]*2709,label='True',linewidth=2) #poner a escala 
plt.plot(predANN[n]*2709,'--',label='ANN') 
plt.legend() 
plt.xlabel("Tiempo (s)", size = 10,) 
plt.ylabel("Potencia generada (W)", size = 10) 









Figura 39: Ejemplos de predicción con el ANN. Eje X en datos con un dato cada 10 minutos 
Mientras un error final significante (58%), se puede ver que la red permite obtener buenos resultados 
de manera general. Aunque por algunos días el error es muy grande, lo importante es que una red tan 
básica como esa permita predecir la tendencia global de producción. 
Como se dijo al principio, esa red no será la más eficaz, pero servirá de referencia para comparar las 
otras. 
5.3.2. Entrenamiento con un CNN 
En esa parte se implementará y se utilizará una red de convolución para predecir la producción solar 
del LabDER. Esas redes suelen ser usadas para el procesado de imágenes, pero se pueden usar para las 
series temporales si se reorganizan un poco los datos. 
5.3.2.1. Datos de entrada 
Los datos de entrada son los mismos que para el ANN, es decir: 
• En entrada los datos de producción, irradiancia y temperatura de los días D-1 y D-2. 
• En salida los datos de producción del día D. 
En el caso del ANN los datos estaban vectores en seguida de 3 X 2 X 24 X 6 = 864. Como se dijo antes, 
los CNN están hechos para el tratamiento de imágenes. Así hay que darle una imagen en entrada. Para 
eso se necesita reorganizar los datos. 




• La producción anterior 
• La irradiancia anterior 
• La temperatura anterior 
Una imagen está codificada en tres canales: Rojo, Verde, Azul. Se va a codificar los datos en tres 
canales que son: Producción, Irradiancia, Temperatura. De esta manera, se obtendrá una imagen de 
los datos. Pero así solo son tres vectores de una dimensión y se necesita 3 matrices en 2D. Para cada 
canal hay 48 horas de datos, se decidió cortar los días en 4. Se obtiene 8 cuarto de días. Con cada 
cuarto de una longitud de 6 horas. Así cada canal será una matriz de 8 líneas por 36 datos. (6 horas y 
6 datos por hora). 
 
Figura 40: Reorganización de los datos 
La reorganización de los datos se hace de manera muy sencilla con el siguiente código Python: 
X_trainCNN=X_train.reshape(len(X_train),3,8,6*6) 
X_testCNN=X_test.reshape(len(X_test),3,8,6*6) 
Se utilizan los datos del ANN ya normalizados, mezclados y divididos entre entrenamiento y prueba 
para evitar un tiempo de computación adicional.  
5.3.2.2. Arquitectura 
Una vez los datos formados, hay que elegir la arquitectura de la red. No se hace en un único intento. 
Hay que probar cosas, echar lo que no funciona y seguir probando. Aumentando el número de filtros, 
disminuyendo la profundidad de la red, jugando sobre el tamaño de los filtros son elementos que van 
a influir sobre el rendimiento de la red. 
Encontrar una red que funciona con el problema estudiado es un trabajo muy largo. En efecto, hay 
muchas cosas que probar y para cada ensayo, pueden pasar horas de tiempo de computación. Puede 
pasar días intentando cosas sin tener buenos resultados y sin avanzar. 
Para el CNN la red elegida finalmente es una red con cuatro capas de convolución, una capa de 
aplanamiento, una de Dropout y por fin una de neuronas clásicas. La capa de aplanamiento es una 











los datos son series temporales. Hay que hacer una transformación entre las imágenes en 2D y los 
vectores en 1D. Esta transformación se llama aplanamiento.  
En el ANN los parámetros para las capas eran solamente el tamaño de las capas y la función de 
activación mientras que, en este modelo, hay muchos más. Hay que elegir: 
• El número de filtros calculados para cada capa. Cuantos más filtros hay, más compleja es la 
red. 
• El tamaño de los filtros. El tamaño del filtro influye sobre la disminución de las imágenes y el 
reconocimiento de formas. 
• La manera de desplazar los filtros. De la misma manera que la ventana móvil en la parte 
preprocesamiento, los filtros se mueven sobre los datos. 
• La función de activación de la capa. 
Para cada capa de convolución se eligió los siguientes parámetros: 
Capa 1. Una capa de convolución con 256 filtros. Los filtros son de tamaño (2,2). Se elige que 
la ventana móvil se mueve de una unidad cada vez con el parámetro padding=’same’. Así el 
tamaño de las imágenes no se reducirá de mitad. La función de activación elegida es ReLu 
porque funciona bien con el procesamiento de imágenes. 
 
Capa 2. Es la misma capa que la primera, pero aquí los filtros se mueven de dos en dos sobre 
la imagen dado que no hay el padding=’same’. Así se reduce la dimensión de las imágenes. 
 
Capa 3. Una capa de convolución con 128 filtros. Los filtros todavía están de (2,2). Se usa el 
padding=’same’. La función de activación es ReLu. 
 
Capa 4. La última capa de convolución es la misma que la tercera, pero sin el padding=’same’. 
También se reduce la dimensión de las imágenes. 
Después viene la capa de aplanamiento, el Dropout de 40%, y por fin, una capa de neuronas 




Se puede observar el esquema de la red en la Figura 41. 
Figura 41: Arquitectura del CNN 
Se puede ver cómo cambia la dimensión desde las imágenes de entrada hasta el vector de salida. 
Para implementar la red en Python y TensorFlow, se hace de la misma manera que para el ANN, 
añadiendo las capas una después de otra. Después se hace la compilación y finalmente el 
entrenamiento. 
modelCNN = tf.keras.Sequential() 
 
modelCNN.add(tf.keras.layers.Conv2D(256,(2,2),activation='relu',input_shape

























De la misma manera que para el ANN, se puede ver el resumen de la red. Eso permitirá comparar el 
número de parámetros y las dimensiones de los datos después de cada capa.  
Model: "sequential_4" 
_________________________________________________________________ 
Layer (type)                 Output Shape              Param #    
================================================================= 
conv2d_12 (Conv2D)           (None, 3, 8, 256)         37120      
_________________________________________________________________ 
conv2d_13 (Conv2D)           (None, 2, 7, 256)         262400     
_________________________________________________________________ 
conv2d_14 (Conv2D)           (None, 2, 7, 128)         131200     
_________________________________________________________________ 
conv2d_15 (Conv2D)           (None, 1, 6, 128)         65664      
_________________________________________________________________ 
flatten_3 (Flatten)          (None, 768)               0          
_________________________________________________________________ 
dropout_7 (Dropout)          (None, 768)               0          
_________________________________________________________________ 
dense_8 (Dense)              (None, 144)               110736     
================================================================= 
Total params: 607,120 
Trainable params: 607,120 
Non-trainable params: 0 
Hay 607 000 parámetros, casi la mitad de la red ANN. Pero eso no significa que la red sea más sencilla 
o menos eficaz. Hay que entrenarla para concluir sobre su desempeño. 
5.3.2.3. Entrenamiento 
Una vez la red creada, hay que entrenar el modelo. Para eso se elige los mismos parámetros que para 
el ANN. Es decir: 
• La Función de error RMSE100. 
• La Función de error RMSEW como indicador. 
• 200 epochs. 
• El tamaño de los batchs de 5. 
• Datos de prueba (X_test) como datos de validación. 
• El algoritmo Adam para optimizar el entrenamiento. 
Se inicia el entrenamiento. 
Epoch 1/200 
202/202 - 3s - loss: 110.0691 - mseW: 484.6623 - val_loss: 65.8416 - val_mseW: 
275.4400 
Epoch 2/200 
202/202 - 2s - loss: 66.3885 - mseW: 287.2015 - val_loss: 59.9709 - val_mseW: 
249.3497 
Epoch 3/200 
202/202 - 2s - loss: 61.2111 - mseW: 263.1513 - val_loss: 58.7748 - val_mseW: 
248.7656 
Epoch 4/200 





Mientras que hay dos veces menos parámetros que el ANN, el tiempo de computación de cada epochs 
es el mismo, es decir dos segundos. Se debe al hecho de que aparezcan productos de convolución en 
los cálculos de red. En efecto, en un ANN las operaciones son multiplicaciones y sumas, sin considerar 
la función de activación mientras que en el CNN se utilizan productos de convolución entre los filtros 
y los datos. Es un cálculo muy costoso en computación. 
5.3.2.4. Problemas encontrados 
La implementación de las redes de convolución es mucho más compleja que para las redes clásicas 
como el ANN. El mayor problema es que no se definen directamente las dimensiones de la salida de 
cada capa sino los filtros. Es un problema porque según el tamaño de los filtros y el número de ellos, 
la dimensión de los datos cambia. Así hay que ser muy atento a lo que se calcula y cómo funcionan las 
diferentes capas. 
Los datos de entrada en la configuración con los tres canales no son muy grandes. Las redes de 
convolución suelen ser utilizadas para imágenes. Aquí la “imagen” es de 288 pixeles lo que es muy 
poco comparando con fotografías o videos de varios megapíxeles. Así hay que cuidar la dimensión de 
los datos. En efecto, los productos de convolución, debido al movimiento de los filtros sobre las 
imágenes, reducen el tamaño de las imágenes. No importa cuando las imágenes son muy grandes y, al 
contrario, es una buena cosa. Pero no es el caso de los datos usados en este TFM, se puede 
rápidamente llegar a tamaños demasiados pequeños. Por eso había que jugar con los parámetros de 
padding para conservar un tamaño suficiente. 
Además, en los CNN, se suele usar capas de pooling para reducir más el tamaño de las imágenes. Es 
imprescindible cuando se quiere pasar de una imagen de 16 megapíxeles a un vector de 10 bits, en el 
caso de clasificación, por ejemplo. Pero aquí no es necesario debido al tamaño de nuestros datos.  
Lo más difícil era encontrar una red capaz de extraer informaciones de los datos, pero conservando un 
tamaño suficiente para predecir los siguientes días de producción. Es una vez más encontrar un 
término medio. 
5.3.2.5. Resultados 





Figura 42: Función de Error CNN (RMSE100) 
Con un CNN bastante sencillo, se puede alcanzar un error de 29% sobre los datos de prueba. Es decir, 
una precisión de 71% sobre los datos Test y más de 80% sobre los datos de entrenamiento. Es un 
resultado mucho mejor que el ANN en un tiempo de computación similar. 
 
Figura 43: RMSEW CNN 
Con el indicador RMSEW se puede ver un error medio de 120W para los datos de prueba, lo que es muy 
poco comparando con el resultado del ANN. 
Las curvas de aprendizajes dejen pensar que el CNN es una muy buena red para este problema. En 
efecto, en un tiempo de computación bastante rápido, considerando que el computador utilizado no 
es muy potente, los resultados parecen muy buenos. Pero antes de concluir es necesario observar 
algunas curvas de producción calculadas por la red y compararlas con las verdaderas curvas de 
producción. Como para el ANN, se guardan los datos de la red para poder utilizarlos sin tener que 
entrenar otra vez. 











   
   













   
   
   
   
   
   
   
   
   


















Después se traza algunas curvas de producción de la misma manera que para el ANN, pero utilizando 







plt.plot(y_test[n]*2709,label='True',linewidth=2) #poner a escala 
plt.plot(predCNN[n]*2709,'--',label='CNN') 
plt.legend() 
plt.xlabel("Tiempo (s)", size = 10,) 
plt.ylabel("Potencia generada (W)", size = 10) 









Figura 44: Ejemplos de predicción con el CNN. Eje X en datos con un dato cada 10 minutos 
Se puede ver en los ejemplos que el desempeño del CNN es mucho mejor que el del ANN. En efecto, 
para cada ejemplo, la curva calculada es casi idéntica a la curva real mientras que por algunos ejemplos, 
el ANN tenía malos resultados para las curvas más raras, aquí el CNN cada vez es muy cerca de la curva 
real. El CNN podría ser un buen candidato para predecir la producción solar. 
5.3.3. Entrenamiento con un RNN 
El próximo algoritmo utilizado para predecir la producción solar de energía es un RNN. Las redes 
recurrentes suelen ser utilizados para trabajar con datos que tienen una dependencia temporal. Un 
ejemplo de uso es el tratamiento del lenguaje, como la traducción o la predicción de la próxima palabra 
en una frase. En particular, se utilizan redes recurrentes para escribir automáticamente artículos o 
libros. 
También se usan los RNN en el caso de series temporales. Así esta red podría ser muy eficaz para 
predecir la producción de energía por los paneles. 
5.3.3.1. Datos de entrada 
Las redes recurrentes permiten predecir la o las etapas siguientes en una serie temporal. Así se 
considerará como datos de entrada solamente la producción de los días D-1 y D-2. 
Los datos de entrada son vectores de longitud 288 = 2 X 24 X 6. 
Como los datos ya están formados con la producción de los días anteriores, la temperatura y la 
irradiancia, hay que extraer de ellos solamente la producción. En efecto como se ha creado los datos 
de entrenamiento y prueba y todo está mezclado. Para guardar el mismo orden, es más sencillo extraer 
lo que se necesita de los datos que ya existen.  
Para hacer esto, se escribe una función OnlyProd que permite sacar el Dataset con solamente los datos 
de producción de los días D-1 y D-2, quitando la temperatura y la irradiancia. 
def onlyProd(X): 
  X2=[] 
  for k in X: 
    X2.append(k[:int(len(k)/3)]) #se guarda el primer tercio  




Después hay que reorganizar los datos de entrada para que sean compatibles con las capas de LSTM. 
Los datos se reorganizan en columna de manera que entran en las células LSTM. Por eso hay que crear 
el Dataset con la función OnlyProd y después cambiar la forma. 
n_features = 1 
n_steps=6*24*2 #prod 
  
X_trainRNN = onlyProd(X_train) 
X_testRNN = onlyProd(X_test) 
X_trainRNN = X_trainRNN.reshape((X_trainRNN.shape[0], n_steps, n_features)) 
X_testRNN = X_testRNN.reshape((X_testRNN.shape[0], n_steps, n_features)) 
El número de features corresponde a las diferentes informaciones en entrada, en este caso se utiliza 
solamente la producción, así se pone n_features=1. Luego, se cambia la forma con el comando reshape 
cuyas componentes son:  
• La primera componente (X_trainRNN.shape[0]) corresponde al número de datos.  
• La segunda (n_steps) es la longitud de los datos de entrada, es decir la producción durante 2 
días. 
• La última (n_features) es el número de parámetros de entrada. 
Los datos están formados, se puede crear la red. 
5.3.3.2. Arquitectura 






Figura 45: Arquitectura del RNN 
Cuando se trata de un RNN, y más precisamente de capas de LSTM (Long Short Term Memory), hay 
que definir el número de bloques LSTM en cada capa. Además, existen diferentes parámetros en las 
capas LSTM, como el return_sequences o el return_state. 
Los datos entran todos en cada bloque LSTM. Los cálculos se hacen con los datos de entrada y los de 
la memoria de la celda. Después hay dos posibilidades, el bloque puede sacar solamente el último 
resultado o puede sacar un vector con todos los datos intermedios. Es conveniente sacar todos los 
datos cuando se pone capas LSTM en seguida.  
Para la primera capa, todos los vectores son los mismos, son los datos de entrada. Y en cada bloque 
LSTM, hay un número de celdas LSTM igual a la dimensión de vector de entrada. En efecto, cada celda 
utiliza una componente de este vector y también las memorias de las celdas anteriores. 
Así cuando se pone el return_sequences==True, se saca todos los resultados de cada celda del bloque, 
y no solamente el último. Como se puede ver en la Figura 46. 
Se define la red presentada en la Figura 45. 
• La primera capa se compone de 500 bloques LSTM y el return_sequences==True porque la 




• La segunda capa se compone de 144 bloques LSTM para disminuir hasta la dimensión de salida. 
El parámetro return_sequences también está activado. 
• La última capa LSTM también contiene 144 bloques, pero con el return_sequences 
desactivado. En efecto la próxima capa no es una de LSTM. 
• La cuarta capa es un Dropout de 50% para evitar el sobre entrenamiento. 
• Y por fin una capa de neuronas clásicas con 144 neuronas. 
 
Figura 46: Capa LSTM 
Se implementa la red de la misma manera que antes, poniendo cada capa después de otra. Después 
hay que compilar la red y por fin entrenarla. 













  modelRNN.fit(X_trainRNN, y_train, epochs=200,verbose=2,batch_size=5,valid
ation_data=(X_testRNN,y_test)) 







Layer (type)                 Output Shape              Param #    
================================================================= 
lstm (LSTM)                  (None, 288, 500)          1004000    
_________________________________________________________________ 
lstm_1 (LSTM)                (None, 288, 144)          371520     
_________________________________________________________________ 
lstm_2 (LSTM)                (None, 144)               166464     
_________________________________________________________________ 
dropout (Dropout)            (None, 144)               0          
_________________________________________________________________ 
dense (Dense)                (None, 144)               20880      
================================================================= 
Total params: 1,562,864 
Trainable params: 1,562,864 
Non-trainable params: 0 
Se obtienen 1 562 864 parámetros, es más que para el ANN. Se debe a una red mucho más compleja. 
Una celda de LSTM tiene más parámetros que una celda de ANN (una neurona). 
5.3.3.3. Entrenamiento 
La red está formada, hay que seguir con el entrenamiento. Los parámetros son los siguientes: 
• La Función de error RMSE100 
• La Función de error RMSEW como indicador  
• 200 epochs 
• Un tamaño de los batchs de 5. 
• Datos de prueba (X_testRNN) como datos de validación  
• El algoritmo RMSprop para optimizar el entrenamiento 
Mientras los dos algoritmos anteriores se ejecutaban en local con la herramienta Jupyter Notebook, el 
RNN debido a la complejidad algorítmica se ejecuta con Google Colab. 
Eso permite usar un GPU y una máquina mucho más potente. 
Epoch 2/200 
202/202 - 12s - loss: 102.6230 - mseW: 452.2551 - val_loss: 96.0820 - 
val_mseW: 420.0054 
Epoch 3/200 
202/202 - 12s - loss: 91.6621 - mseW: 404.4178 - val_loss: 81.6383 - val_mseW: 
352.7017 
Epoch 4/200 
202/202 - 12s - loss: 86.1854 - mseW: 378.2091 - val_loss: 74.9193 - val_mseW: 
318.0141 
Epoch 5/200 
202/202 - 12s - loss: 80.9675 - mseW: 357.8081 - val_loss: 68.6213 - val_mseW: 
293.3522 
Epoch 6/200 





Cada epoch se trata en 12 segundos mientras en local duraba casi 2 minutos. La herramienta Google 
colab permite ahorrar mucho tiempo. En efecto con mi portátil, el entrenamiento tardaba 
200 X 2 min = 400 minutos es decir 6h30 mientras que con Google Colab solamente dura 40 minutos. 
Además, como el tratamiento se hace en una maquina a distancia, se puede utilizar el portatil para 
hacer otras cosas, como trabajar sobre otros algoritmos. 
5.3.3.4. Problemas encontrados 
De las tres redes estudiadas en etsa parte, el RNN fue el más difícil al nivel de implementación. Había 
que entender cómo funcionan las capas LSTM que son bastante complejas y también crear una red 
que funcionaba. 
El primer problema encontrado fue que las redes RNN formadas no convergían, es decir que el error 
no bajaba. Quedaba bloqueado a 130% para el RMSE100. A veces el número de epochs se aumentó 
hasta 500 y mismo 1000 para ver si la convergencia ocurría después pero no se producía. 
Se intentó varias cosas: 
• Reducir el número de capas mientras aumentar el número de bloques LSTM 
• Aumentar el número de capas mientras reducir el número de bloques LSTM 
• Cambiar las funciones de activación del LSTM por ReLu, sigmoide, linear, SeLu … 
• Cambiar el número de capas de neuronas clásicas 
• Cambiar el formato de los datos de entrada 
Todo esto no cambió nada. Se intentó varias combinaciones de todos los parámetros sin tener buenos 
resultados. A veces, ocurrió lo que se llama una explosión de gradiente, es decir que el error 
aumentaba a un ritmo fenomenal en vez de reducirse. 
La cosa es que una red con varias capas de LSTM es muy difícil de entrenar, puede ser muy inestable. 
Se puede entrenar dos veces la misma red y una vez el gradiente explota y la otra no. 
Después de varios días sin resultado, se eligió cambiar de método intentando un encoder/decoder 
RNN. Es una forma de red que se suele utilizar para la traducción de texto. El texto entra en una red 
LSTM donde se reduce la dimensión hacia un pequeño vector para extraer el sentido de la frase, es el 
encoder. Después, el vector generado entra en una otra red LSTM donde la dimensión aumenta para 
convertir el sentido en una frase, pero en un otro idioma, es el decoder. 
Se intentó hacer esto para convertir los datos de producción dos días antes en datos del día siguiente. 
Pero en este caso también no hubo buenos resultados. 
Después de varios días, volví a intentar con el algoritmo inicial, cambiando la única cosa que no se 
había cambiado. En efecto, desde el principio se utilizó el algoritmo de optimización Adam porque es 
lo que se suele utilizar y es uno de los más eficiente. Pero en el caso de las redes recurrentes, este 
algoritmo no es muy estable. Por eso, se cambió por el RMSprop que es un algoritmo bastante eficiente 
y con un funcionamiento más simple que el Adam. Además, RMSprop tiene mejores resultados en el 




Hubo resultados a partir del primer entrenamiento. Los resultados no estaban espectaculares pero el 
error bajaba durante el entrenamiento. A partir de este momento, había que jugar con la arquitectura 
para encontrar una red eficaz. También había que ser atento a las funciones de activación. En efecto, 
las funciones ReLu hacían explotar el gradiente mientras que las sigmoides hacían la convergencia más 
difícil. Después de muchísimas pruebas, se elijo las funciones de activación linear. 
El último problema estaba el tiempo de ejecución muy largo, pero se resuelto usando la herramienta 
Google Colab. 
5.3.3.5. Resultados 
Se trazan las curvas de aprendizaje con la herramienta Tensorboard. 
 
Figura 47: Función de Error RNN (RMSE100) 
Se alcanza con el RNN un error sobre los datos de prueba de 51% es decir una precisión de 49%. Es 
mejor que el ANN, pero muy lejano del desempeño del CNN. Además, el entrenamiento es mucho más 
rápido con el CNN. 
Se puede ver que en este caso el entrenamiento no es muy uniforme. En efecto, el error sube y baja, 
mientras que, para el CNN y el ANN, la tendencia global era el decrecimiento. Eso es debido a la 
complejidad de la red y que a veces para sacar de mínimos locales, el error tiene que subir. 






   
   
   
   















Figura 48: RMSEW RNN 
Se puede ver la misma tendencia con el indicador RMSEW. El error de prueba baja hasta 218W. 
Ahora, como antes se va a calcular la predicción sobre algunos datos de prueba con el RNN para ver el 




   
   
   
   
   
   
   



















Figura 49: Ejemplos de predicción con el RNN. Eje X en datos con un dato cada 10 minutos 
Se puede ver que la predicción está bastante cerca de la realidad en la mayoridad de los ejemplos, 
aunque en algunos de ellos como el segundo y el tercero, la predicción es muy mala. Son datos raros 
y la red no puede manejarlos. Pero lo más interesante es ver que los errores que hace la red son 
diferentes de los errores del ANN. 
El RNN tiene un desempeño similar al ANN, pero con una complejidad muy grande y un tiempo de 
computación muy largo. Por eso no parece interesante para predecir la producción solar comparando 
con el CNN que tiene una muy buena eficiencia. 
5.3.4. Comparación de resultados 
En esta parte se hace un resumen de los resultados obtenidos para cada tipo de red. 
Red ANN CNN RNN 
Datos de entrada 
Producción, 
temperatura, 
irradiancia D-1 yD-2 
Producción, 
temperatura, 
irradiancia D-1 y D-2 
Producción D-1 yD-2 
Forma de los datos Vector: 864 Imagen: 3 X 8 X 36 Vector: 288 





para un Epoch 
2s 3s 12s (con el GPU) 
RMSE100 Train 44.6% 18.4% 42.2% 
RMSE100 Test 57.7% 28.7% 51.9% 
RMSEW Train 192.4W 80.36W 183.7W 
RMSEW Test 242.5W 119.7W 217.6W 
Las curvas más interesantes para comparar los entrenamientos son las curvas de error RMSE100. Se 
traza solamente las curvas de prueba para tener una mejor visibilidad. 
 
Figura 50:Comparación de las curvas de aprendizaje 
Se puede ver que después de solo 10 epochs el CNN es más eficaz que los demás y sigue siendo el 
mejor después del entrenamiento completo. 







   
   
   
   


















Figura 51: Comparación de predicción sobre ejemplos Test. Eje X en datos con un dato cada 10 minutos 
Una vez más, se puede ver que el CNN es mucho más potente que los otros algoritmos. Por eso se 
elegirá este algoritmo para predecir la producción de energía por los paneles solares de la red LabDER 
con una precisión de 71%.  
6. Predicción de la producción eólica 
El objetivo de esta parte es de predecir la energía producida por el sistema eólico del LabDER. Es decir, 
conocer con antelación la producción de la turbina utilizando los datos disponibles. 
En la parte de presentación de los datos, se eligió utilizar la producción de los días anteriores y la 
velocidad de viento para predecir la producción eólica del día siguiente. La mayor diferencia con los 




6.1. Estudio de los datos 
Primeramente, se intentó predecir como para la energía solar, es decir un día adelante. Por eso se 
traza la matriz de correlación de los datos con un desplazamiento de 24h. Es decir, como hay 6 datos 
por horas: 6 X 24= 144 datos. 
 
Figura 52: Matriz de correlación de producción eólica 24h 
Se puede ver en la Figura 52 que la producción del día siguiente no está relacionada con la producción 
anterior o la velocidad del viento. En efecto 0.26 y 0.25 no es mucho. Por eso se abandonó la idea de 
predecir la producción un día adelante. En efecto el viento puede ser muy aleatorio y cambiar de 
manera muy rápida. Se intenta predecir la producción dos horas adelante, se traza una matriz de 
correlación. 
 
Figura 53: Matriz de correlación de producción eólica 2h 
Se puede ver en la Figura 53 que la producción dos horas en el futuro está bien relacionada a la 





Figura 54: Ejemplo de un día de producción eólica 
Por eso tener un dato cada 10 minutos no parece demasiado. Se necesitan más datos. Sin embargo, la 
parte de organización de los datos y de cálculo de la media cada diez minutos fue muy larga, y se 
automatizó este proceso. 
6.2. Tratamiento de los datos 
La herramienta Pandas de Python es muy potente. Además del estudio de los datos, permite 
reorganizarlos. Se utilizó esta herramienta para reorganizar los datos iniciales y escribir un script para 
automatizar las siguientes tareas: 
1. Extraer los datos de los diferentes archivos CSV (sacados del LabDER). 
2. Combinar esos archivos (1 por semana). 
3. Extraer los datos meteorológicos. 
4. Fusionar los datos meteorológicos y los datos LabDER según la fecha y la hora. 
5. Utilizar los datos meteorológicos para completar los huecos de los datos LabDER. 
6. Elegir la frecuencia de datos necesitada y preparar las muestras. 
7. Generar un nuevo archivo CSV listo para trabajar. 
Se hizo este script con la posibilidad de elegir la frecuencia deseada y cambiarla de manera muy fácil. 
Como el código es bastante largo no se describirá en detalle.  
Se eligió una frecuencia de muestra de 1 dato por minuto. Es un término medio ente la precisión de 
los datos y el número de datos sin tener un tiempo de computación monumental. 
Después se construyen los datos de la misma manera que para los datos solares. Es decir, se utiliza una 
ventana móvil para crear: 
• los inputs: últimas 10 horas de producción 
• los outputs: las próximas 2 horas de producción 
Se seleccionan datos separados de 2 horas para que no se superpongan demasiado. Tener datos cada 
minuto plantea un problema. En efecto, el LabDER mide datos cada segundo, pero los datos 
meteorológicos usados son datos encontrados online que solamente están medidos cada media hora. 




se pierde la parte aleatoria en caso de hueco grande. En efecto, si falta uno o dos valores no pasa nada, 
pero si durante varias horas o varios días no hay datos del LabDER, los perfiles de viento no serán 
representativos. 
 
Figura 55: Datos de producción pertinente 
 
Figura 56: Datos de producción no pertinentes 
Para los datos solares, no era tan preocupantes porque había datos cada 10 minutos mientras que aquí 
se nota mucho más la diferencia. 
Para que los algoritmos funcionen, hay que quitar los datos no pertinentes. Como hay un montón de 
datos, eso no se puede hacer de manera manual, hay que encontrar un indicador que caracteriza la 
suavidad de la curva. La mayor diferencia entre ambas curvas es la dispersión de los valores. Por eso 
hay que estudiar la diferencia entre un valor y el siguiente. Y como los valores pueden ser muy grandes 
o pequeños, se divide por la media para normalizar los datos. 
Así se define una función que traduce la suavidad de las curvas. 
def smooth(X): 
  d=0 
  for k in range(len(X)-1): 
    d+=abs(X[k+1]-X[k]) 
  return np.mean(d)/np.mean(X) 
Cuanto más cerca de 0 es la función, más suave es la curva. Después hay que encontrar un criterio para 
















Figura 57: Ejemplos de curvas e indicador de suavidad 
Visto algunos ejemplos, se elige un umbral empírico de 15. Es decir que se eliminan todos los datos 
que no cumplen un indicador superior a 15. De esta manera, se quitan los datos no pertinentes para 
trabajar solamente con datos reales. El algoritmo deberá predecir la producción utilizando datos reales 
en el futuro, así es mejor entrenarlo con datos del mismo tipo. Los datos se normalizan para tener 
valores entre 0 y 1 de la misma manera que en la parte anterior. Y se separan entre datos de 
entrenamiento y datos de prueba. 
Como se puede ver en las últimas ilustraciones, los datos de producción son muy versátiles. Parece 
muy difícil extraer informaciones directamente de ellas. Además, se intentó aplicar directamente redes 
neuronales a estos datos y no tuvo gran éxito.  
Entonces, se necesita preprocesar los datos. El viento contrariamente al sol tiene una parte aleatoria 
muy grande. Es muy difícil predecir la próxima borrasca. Se debe a la teoría del caos y al efecto de la 
mariposa. Hay una infinidad de parámetros que pueden entrar en cuenta para predecir los 
movimientos del aire. Para el procesamiento de los datos, el objetivo es quitar la parte aleatoria del 
viento conservando la tendencia global. Por eso, hay que descomponer las señales. Se utilizará el 
método SSA Singular Spectrum Analysis. Las matemáticas detrás este método son bastante 




Para usar la descomposición SSA, se instala una biblioteca Python llamada Pyts.decomposition. Se 
necesita definir la señal a descomponer y la ventana de descomposición, es decir el número de 
componentes deseados. 
El código para usar la biblioteca es bastante sencillo. 
# SSA transformation 
window_size = 3 
ssa=SingularSpectrumAnalysis(window_size) 
Xtrain_ssa = ssa.fit_transform(X_train) 
Se elige una ventana de 3 componentes en el caso de los datos de viento. Lo que es suficiente para 
extraer las informaciones. Se puede calcular la descomposición de las señales y trazar esa 
descomposición comparándola con la señal original. 
k=1 
plt.plot(X_train[k],label='True') 
for i in range(len(Xtrain_ssa[k])): 
    plt.plot(Xtrain_ssa[k][i],label=str(i)) 
plt.legend() 
k corresponde al dato que se quiere trazar. 
La señal original tiene la etiqueta True y los componentes el número de componente entre 0 y 2. 
 
Figura 58: Ejemplo de descomposición SSA sobre la producción de energía eólica 
El primer componente, el componente 0, sigue la tendencia global de la señal mientras que las dos 
otras corresponden a las variaciones aleatoria de los datos. La suma de las señales corresponde a la 
señal original. 
6.3. Métodos de Machine Learning (teoría) 
En esta parte, se utilizan algoritmos de Machine Learning para predecir la producción eólica 2 horas 
adelante. Fue mucho más difícil de predecir comparando con los datos solares debido a la parte 
aleatoria del viento y a la falta de datos.  
Se conservan las mismas funciones de error en esta parte que la anterior, es decir las funciones 




RNN, CNN. Pero debido a la complejidad del problema, se utilizó diferentes métodos hasta lograr una 
eficiencia aceptable. 
6.3.1. Método 1: Predecir la curva de producción 
La primera idea fue de predecir la curva de producción de la misma manera que para los datos solares. 
De la misma manera que para el sol, se utilizó tres redes diferentes. Para predecir las dos siguientes 
horas de producción, se utilizó las últimas 10 horas de producción eólica. Así los datos de salida son 
vectores de 60 X 2= 120 valores como hay un dato por minuto. Para los datos de entrada se utilizan las 
10 horas anteriores, pero se descomponen estos datos con una ventana de 3 componentes (las SSA). 
Así la longitud de datos de entrada es 60 X 10 X 3= 1 800. 
En primer lugar, se intentó entrenar las tres redes: ANN, CNN y RNN, cambiando todos los parámetros, 
el número de capas, la longitud de las capas, las funciones de error, los optimizers, el tamaño de los 
batch. Fue imposible lograr un error inferior a 100% de RMSE100. Es decir que la curva predicha estaba 
más leja de la curva real que si fuera nula. Se debe al hecho de que la red no logre generar la parte 
aleatoria de las curvas de salida. Para paliar este problema, se decidió modificar los datos de salida. 
Como es difícil predecir una curva que varía mucho, se va a descomponer las curvas de salida con el 
método SSA e intentar predecir el primer componente que corresponde a la tendencia global de la 
producción. 
 
Figura 59: Comparación entre la curva original y la componente SSA principal 
Como se puede ver en la Figura 59, la curva de la componente 0 de la descomposición SSA es mucho 
menos versátil. Así será más fácil de predecir esta curva para las diferentes redes. Pero es una 
descomposición y entonces se pierde información asumiendo que la curva de producción sea la curva 
naranja. Hay que cuantificar esta asunción. Para hacer eso se puede usar la función de error RMSE100 
entre la curva original y la componente 0 de la descomposición SSA. Para el ejemplo precedente se 
obtiene un error de 17.8% es decir que la curva naranja describe la curva original con una precisión de 
82.2%. 
Se hace el promedio de todas esas asunciones para obtener un valor global. 
err=[] 
for k in range(len(y_train)): 
    err.append(rmse100(y_train[k],ytrain_ssa[k][0])) 




    err.append(rmse100(y_test[k],ytest_ssa[k][0])) 
     
np.mean(err) 
Se obtiene un error medio entre la componente SSA principal y la curva real de 48%, o sea una precisión 
de 52%. Es muy poco. Es decir que, si las redes cumplen predecir las curvas aproximadas con una 
precisión de 100%, lo que nunca será posible, la predicción real será de 52%. Para obtener la precisión 
global habrá que multiplicar la precisión de la red por la precisión de la aproximación. Significa que no 
se podrá lograr más de 52% de precisión. 
Poniéndose un poco en retraso para pensar permite notar que la diferencia entre las curvas cada 
minuto no es tan importante sino la energía generada. Es decir, quizás a un instante subvalora la 
realidad, pero al instante siguiente se sobrestima, y los errores se compensan. Por eso, se va a calcular 
la energía generada global en 2 horas por las dos curvas y compararlas con la siguiente función. 
Primero hay que tener una función que calcula la energía generada a partir de una curva. 
Matemáticamente la energía corresponde a la integral de la potencia. 




Ecuación 17: Expresión matemática de la energía 
Donde [0,T] es el periodo de observación y P(t) la potencia instantánea. En el caso este, T=2 horas o 
como se trata de minutos T=2 X 60=120. 
Como en informática no se puede tratar con datos continuos, la integral se transforma en una suma y 
la energía se obtiene con la siguiente formula. 








Ecuación 18: Formula de la energía en caso discreto 
Donde Te es el periodo de muestro: 1 muestro cada minuto, Te=1/60 horas. 
def to_energy(y): 
    return(sum(y)/60) 
Después para comparar las energías de la curva real y de la primera componente de la descomposición 
SSA se calcula el error relativo. 




Ecuación 19: Error relativa de Energía 
def errEnergia(y_true, y_SSA): 
    abs(to_energy(y_true)-to_energy(y_SSA)) 
De la misma manera que antes, se hace la media de este error sobre todas las salidas. Sale un error 
relativo de 0.7% lo que es muy poco. Significa una precisión de 99.3%. Aunque las curvas tienen un 




Para seguir se intentará predecir la componente principal de la descomposición SSA en vez de la curva 
original. Para hacer eso se utiliza tres tipos de red diferentes, como para la predicción solar, un ANN, 
un CNN, un RNN. 
6.3.1.1. Con un ANN 
No se va a entrar en detalle sobre cómo se elijo la red y las pruebas realizadas antes de obtener 
resultados aceptables. La red elegida es bastante sencilla, se compone de solamente 3 capas, la de 
entrada, una de 1 500 neuronas y una de salida con 120 neuronas. Solo con estas capas, la red ya tiene 
tendencia a sobreentrenar por eso se puso un Dropout de 0.8. 





modelANN.compile(optimizer='adam', loss=mseW , metrics=[mse100]) 
 
# fit model 
modelANN.fit(X_trainSSA, y_trainSSA, epochs=200, verbose=2, 
batch_size=50,validation_data=(X_testSSA,y_testSSA)) 
Se eligió un tamaño de batch de 50 elementos y 200 epochs. En efecto, los datos son muy diferentes, 
así un tamaño de batch grande es necesario para lograr la convergencia. Pero hay que adaptar este 
tamaño para obtener un término medio entre rapidez y precisión. 
Se obtiene para los datos de prueba un error RMSEW=87.7W y RMSE100=81.6%. Es bastante alto, pero 
mucho mejor que sin la descomposición SSA. 
6.3.1.2. Con un RNN 
La red elegida se compone de dos capas LSTM de 50 bloques y una capa de 120 neuronas clásicas. En 
entrada se utilizan directamente los datos originales y en salida la primera componente de la 
descomposición.  
n_features = 1 
n_steps=60*10 #prod 
  
X_trainRNN = X_train.reshape((X_train.shape[0], n_steps, n_features)) 
X_testRNN = X_test.reshape((X_test.shape[0], n_steps, n_features)) 
 
# define model 














Primero, hay que reorganizar los datos de manera que sean compatibles con las capas LSTM. Se utiliza 
el optimizer RMSprop que es mejor sobre las redes recurrentes. Se utiliza RMSEW como función de 
error porque parece ser más efectiva, quizás porque los datos puedan ser muy grandes o pequeños. 
Así la red se focaliza sobre los grandes errores de manera absoluta en vez de las pequeñas variaciones.  
Con esa red se obtiene errores de RMSEW=81.9W y RMSE100=75.9%. Es alto, pero menos que con el 
ANN. 
6.3.1.3. Con un CNN 
La red elegida se compone de dos capas de convolución con respectivamente 64 y 32 filtros. En 
seguida, una capa de Dropout de 0.8 y finalmente una capa de 120 neuronas para la salida. 
Primero, hay que reorganizar los datos en imágenes compatibles con la red. Aquí se utiliza la 
descomposición SSA de los datos de entrada, cuyas componentes como canales para las imágenes. Así 
cada imagen se compone de: 
• 3 canales para cada componente de la descomposición SSA 
• Cada canal se compone de 20 X 30 valores, lo que corresponde a 30 minutos de datos para 
cada línea. 
Así el 1 800 vector inicial es reorganizado en 3 X 20 X 30. 
## Shape X: 3*20*30 
X_trainCNN=X_trainSSA.reshape(len(X_trainSSA),3,20,30) 
X_testCNN=X_testSSA.reshape(len(X_testSSA),3,20,30) 
#keep y flatten 
  
# define model 















La función de activación de las capas LSTM es ReLu y el tamaño de los filtros 2 X 2. El tamaño de los 
Batch se reduce a 30 porque la convergencia no estaba muy precisa con 50. 
Esta red logra errores para los datos de prueba de RMSEW=86.0W y RMSE100=80.0% lo que es menos 





Los mejores resultados vienen del RNN con una precisión de 24.1%. No es muy alto, pero hay que 
observar con ejemplos para tener una idea. En efecto, se vi anteriormente que la primera componente 
de una curva puede tener un error RMSE100 muy grande con la curva real, aunque están muy cercas. 









Figura 60: Ejemplo de predicción de curvas de producción eólica 
Mirando solamente a la Figura 60, no se puede distinguir una red mejor que las demás. Las tres redes 
predicen mal la curva de producción. Aunque la magnitud está bien reconocida, las fluctuaciones y las 
variaciones más grandes no son muy bien predichas por las redes. Quizás se podría obtener mejores 
resultados, pero se necesitaría muchos más datos, sobre 10 años, por ejemplo, para que la red pudiera 
aprender todos los casos posibles. Pero el trabajo de un ingeniero es de hacer con lo que es disponible, 
así se va a intentar otros métodos. 
6.3.2. Método 2 predecir energía producida 
Como el método 1 no fue muy concluyente, otra idea fue de predecir la cantidad de energía producida 
durante las dos horas en vez de la curva de producción. 
Se utiliza la función to_energy anterior para calcular la producción de cada ventana de 2 horas. Con 
este método, la salida de las redes no es un vector, sino un valor que corresponde a la energía 
producida por la turbina durante las siguientes dos horas. 
Ahora es un problema de regresión mono dimensional. Las funciones de error RMSE100 y RMSEW 
siguen funcionando, solo es que el vector de salida tiene una sola componente. Así la función RMSE100 
calcula el error de energía producida relativa en porcentaje. La función RMSEW calcula el error de 
energía producida en Watio hora (Wh). Para formar los datos, se utiliza el mismo método que para la 
parte anterior, solamente que al vector de salida se le aplica la función to_energy.  







for k in range(len(X)): 
    if k%(60*2)==0:   #Condición para desplazamiento de la ventana 
        X2.append(X[k]) 
        y2.append(to_energy(y[k])) 







Después se hace lo habitual, es decir filtrar según si los datos están demasiados aleatorios (quitar los 
falsos datos con la función smooth). Luego, se mezclan los datos y se separan en conjunto de 
entrenamiento y conjunto de prueba. En este caso, se utilizará una vez más los tres tipos de redes 
ANN, RNN y CNN.  
6.3.2.1. Con un ANN 
Para el ANN se utiliza la configuración siguiente: 
# define model 







modelANN.compile(optimizer='adam', loss=mse100,metrics=[mseW] ) 
  
# fit model 
modelANN.fit(X_train,y_train,epochs=200,verbose=2,batch_size=10,validation_
data=(X_test,y_test)) 
El modelo se compone de 3 capas de neuronas, más la capa de entrada, con una función de activación 
sigmoide. Estas capas están separadas por capas de Dropout para limitar el overfitting. Se puede ver 
que los datos de entrada no son las descomposiciones SSA sino simplemente las señales normalizadas. 
Se eligió eso porque los resultados estaban mejor. Se debe probablemente al hecho de que la 
descomposición sirva para observar la tendencia temporal de la producción mientras que para la 
energía producida no hace falta. 
Se obtiene al final del entrenamiento un error RMSE100=52.8% es decir una precisión de 47.2% sobre 
los datos de prueba. Aunque no es una precisión fenomenal, es mucho mejor que intentando predecir 
la curva de producción. 
6.3.2.2. Con un RNN 




X_trainRNN = X_train.reshape((X_train.shape[0], n_steps, n_features)) 
X_testRNN = X_test.reshape((X_test.shape[0], n_steps, n_features)) 
 
# define model 
















El modelo se compone de dos capas de LSTM de 150 bloques. Luego, hay una capa de Dropout para 
limitar el sobre entrenamiento y finalmente una neurona clásica para la salida. Se utiliza el optimizar 
RMSProp porque el Adam no es muy eficaz para las redes recurrentes. Para esa red también se utiliza 
solamente las señales originales y no la descomposición SSA. 
Con esos parámetros, la red logra un error RMSE100 de 45.8% es decir una precisión de 54.2% sobre 
los datos de prueba. Lo que es mejor que el ANN. 
6.3.2.3. Con un CNN 
Para el CNN se utiliza la configuración siguiente: 




# define model 













# fit model 
modelCNN.fit(X_trainCNN,y_train,epochs=200,verbose=2,batch_size=10,validati
on_data=(X_testCNN,y_test)) 
Los datos de entrada están reorganizados como imágenes de 20 X 30 en vez de un vector de 600 
componentes. El valor de salida sigue siendo la energía producida durante dos horas. No se utiliza la 
descomposición SSA. La red se compone de dos capas de convolución justo antes de una capa de 
Dropout y por fin una neurona clásica para la salida. Para obtener una convergencia más precisa se 
reduce el tamaño de batch a 10 elementos. 
Con esos parámetros, el CNN logra un error RMSE100 de 48.2%, es decir una precisión de 51.8% sobre 
los datos de pruebas. 
6.3.2.4. Resultados 
La mejor precisión de predicción viene del RNN con 54.2%. Es también mejor que el método 1 pero no 




observar las predicciones hechas para entender más como se hizo el aprendizaje. Para hacer esto, se 
va a trazar un diagrama de barras comparando las diferentes predicciones con la producción real. 
También se añadirá el error relativo con la producción real de cada predicción. Permitirá comparar el 
error relativo del error absoluto. 
def err(y_true, y_pred): 
    return 100*abs(y_true-y_pred)/y_true 













plt.ylabel('Energia producida en Wh') 
La n permite cambiar el ejemplo de los datos de prueba. La primera parte consiste a trazar el diagrama. 
La segunda parte permite añadir el error relativo calculado en el diagrama. Y por fin se pone la leyenda 









Figura 61: Ejemplos de predicción de energía 
Se puede ver que algunas veces la predicción es bastante bien, hasta 3% de error, es decir 97% de 
precisión. Pero a veces las predicciones son muy malas, como en el ejemplo 5. Pero mirando más 
atentamente, se puede ver que los grandes errores de predicción ocurren cuando el valor real es muy 
pequeño, lo que es normal, porque cuando los valores son pequeños, una pequeña diferencia absoluta 
puede ser un gran porcentaje. Pero si se mira a estos casos, se puede ver que, aunque el error relativo 
sea muy grande, el error absoluto es del orden de algunos Wh. Lo que es nada, y son estos datos que 
hacen que el error global sea malo. 
Además, cuando la turbina produce 3Wh, 5Wh o mismo 10Wh en 2 horas, es muy poco, es casi como 
un ruido de la señal. Se podría considerar que no se produce nada. En efecto si la red predice que se 
va a producir 3Wh en vez 5 o 6 no será muy grave. Además, sobre los grandes valores la predicción 
está bastante eficaz. Hay que hacer algo para estos periodos de casi no producción de energía. Primero 
hay que estudiar los datos para ver cómo se reparten los datos. Para hacer eso se va a trazar un 
histograma, es decir un diagrama de barra comparando el número de datos según la cantidad de 
energía producida. 




plt.ylabel('Numero de elementos') 
plt.xlabel('Energia producida en Wh') 





Figura 62: Histograma de la producción de la turbina 
Se puede ver que hay un montón de valores entre 0 y 50. Los pequeños valores de producción son un 
problema por dos razones: 
• Primeramente, los errores son muy altos mientras que las predicciones son bastantes buenas. 
En efecto, cuando el valor que predecir es muy pequeño, pequeñas variaciones implican 
grandes errores. Así, el error global es más grande de lo que debería ser. 
• Además, la red trabaja para adaptarse a pequeñas variaciones, aunque no es necesario. Así los 
grados de libertad de las redes son gastados en las pequeñas predicciones. Así se necesita una 
red más compleja para adaptarse a los pequeños y grandes valores. 
Para paliar este problema, una solución es de hacer que los datos pequeños no impacten la función de 
error. La idea es de crear un nuevo indicador que no tenga en cuenta estos pequeños valores, o más 
precisamente que no tenga en cuenta cuando la predicción está bastante cerca del valor. La idea es de 
ponderar el cálculo de error. Por eso se considera que cuando la predicción y la producción real son 
bastante cercas, se utiliza el error absoluto. Cuando no es el caso, se utiliza el error RMSE100. 
𝐸𝑟𝑟𝑜𝑟 𝑝𝑜𝑛𝑑𝑒𝑟𝑎𝑑𝑜 = {
|𝑃𝑟𝑜𝑑 − 𝑃𝑟𝑒𝑑| 𝑠𝑖 |𝑃𝑟𝑜𝑑 − 𝑃𝑟𝑒𝑑| < 5
𝑅𝑀𝑆𝐸100( 𝑃𝑟𝑜𝑑, 𝑃𝑟𝑒𝑑) 𝑠𝑖 𝑛𝑜
 
Ecuación 20: Función de error ponderada 
Implementando esa función en Python da el siguiente código: 
def errorPond(y_true, y_pred): 
  if (K.abs(y_true[0]-y_pred[0])*5594)<5: #5Wh de error se considera que es 
un resultado bastante suficiente 
    return (2*K.abs(y_true[0]-y_pred[0])*5594) 
  else: 
    return 100*K.sqrt(K.mean(K.square(y_pred - y_true), axis=-
1))/K.mean(y_true) 
Con este indicador se obtienen los siguientes errores para cada red. 




RMSE100 51.2% 45.5% 47.9% 
ErrorPond 46.4% 22.3% 33.5% 
Tabla 2: Comparación RMSE100 y ErrorPond 
Así se puede ver que el impacto de las pequeñas predicciones estaba bastante grande.  
Con el RNN se puede alcanzar un error de 22.3%, es decir una precisión de 77.7%. Lo que es un muy 
bueno resultado comparándolo con el método 1. El uso de esta nueva función de error permite paliar 
el primer problema debido a los datos de casi no producción. Pero todavía queda el segundo problema, 
las redes trabajan sobre los datos pequeños y así pierden precisión sobre los grandes datos. Además, 
utilizar la función de error ponderada es una pequeña trampa. En efecto, el error de los datos 
pequeños, como es bajo, baja el promedio global más que lo que debería. El error de estos datos no 
debería impactar el error. Pero esto no es posible porque una función de error debe siempre enviar 
un resultado. Para todas estas razones hay que pensar en otro método. 
6.3.3. Método 3 clasificación y regresión 
El objetivo de esta parte es que no impacten las pequeñas producciones sobre el aprendizaje de la red. 
El tercer método se basa un principio muy sencillo. Para que no impacten las pequeñas producciones 
en las redes, no deben participar al entrenamiento. Es decir que antes el entrenamiento del método 
2, hay que quitar los datos demasiados pequeños. Así antes de las redes neuronales de regresión como 
el método 2, hay que clasificar los datos pequeños y los datos grandes. Se debe hacer de manera 
automatizada, utilizando solamente los datos de producción de las 10 horas anteriores. Es un problema 
de clasificación.  
En vez de un problema complicado, se descompone la situación en dos problemas, uno de clasificación 
y uno de regresión. Hay solamente uno de regresión porque se considera que cuando la producción es 
muy baja la predicción puede ser 0. Es decir que cuando se produce muy poca energía, se puede 





Figura 63: Resumen método 3 
Para la parte regresión se utilizará las redes de la parte 2. Pero hay que trabajar sobre la parte 
clasificación. La parte clasificación consiste en repartir los datos entre dos categorías, la categoría 0 
con pequeños valores y la categoría 1 con los datos que van a entrar en la predicción de la producción. 
Pero antes de entrenar un modelo o aun pensar en un método, hay que clasificar los datos a mano. Es 
decir que hay que elegir dónde poner el límite entre pequeñas producciones y las grandes. Es la 
definición de un umbral. Estudiando la Figura 62, se puede ver que los datos entre 0 y 50Wh son muy 
representados. Así se podría poner 50Wh como valor limite, aunque puede parecer mucho. En efecto 
será considerar que cuando se produce 50Wh, se produciría nada. 
Hay que volver al aspecto tecnológico de la turbina. La turbina tiene una potencia nominal de 5kW, es 
decir 5 000W. Si se considera que la turbina funciona a potencia nominal durante la ventana de 
predicción, dos horas. ¿cuánta energía producirá? La turbina producirá 5 000 X 2= 10000Wh. Así el 
umbral de 50Wh corresponde a 0.5% de la producción nominal. Por eso se considera que se puede 
hacer esa asunción. 
6.3.3.1. Clasificación 
Se dividen los datos entre la categoría 1 y la categoría 0. Para eso, se guarda el preprocesamiento de 
los métodos 1 y 2, quitando los datos falsos con la función smooth. La diferencia se hace después. 
En vez de la producción de energía en la lista y, se necesita la categoría. Para hacer eso se define un 
umbral a 50Wh y se cambia los datos de salida. Eso se hace mediante la función asignación  
def asignación(Y): 
  for k in range(len(Y)): 
    if Y[k]*5594<50: 
      Y[k]=0 
    else: 
      Y[k]=1 




Así en vez de tener la producción durante dos horas en salida, se obtiene la categoría. Se estudia los 
datos para obtener la repartición entre las dos categorías. 
 
Figura 64: Histograma de las categorías 
Se puede ver que las dos categorías están bastante bien equilibradas. Es una buena cosa para que el 
aprendizaje se haga bien. La clasificación de los datos se puede hacer de varias maneras, con métodos 
de Machine Learning o con métodos de Deep Learning: redes neuronales. 
Como se trabajó mucho con redes neuronales antes, se decidió trabajar con métodos de Machine 
Learning. Para el Deep Learning, la biblioteca de referencia es TensorFlow, para el Machine Learning, 
se usa Scikit-Learn. 
Se estudiará 3 algoritmos diferentes:  
• Los SVM: El Support Vector Machine es un algoritmo de clasificación que se basa sobre el 
principio siguiente. Se pone todos los datos en un espacio multidimensional y el algoritmo 
intenta encontrar la frontera entre los datos de diferentes categorías. Se puede elegir la forma 
de la frontera cambiando el núcleo del SVM: linear, polynomial, Gaussian. 
• El KNN: El algoritmo de K Nearest Neighbours se basa en la proximidad entre los datos. De la 
misma manera se pone los datos en un espacio multidimensional. Después, según la 
proximidad de un dato con los demás, se elige la categoría más cercana. 
• El RandomTreeForest se basa en algo muy diferente. Se construye una multitud de árboles (un 
bosque) decisionales según los datos de entrenamiento. Es decir, un árbol con ramas que 
permiten separar los datos, y al final de las ramas, las hojas corresponden a las categorías. Se 
puede elegir los parámetros como el número de árboles o como se separan las ramas. 
Como los tres algoritmos de basan sobre la biblioteca Scikit-Learn, las implementaciones se parecen 
mucho. 
from sklearn.svm import SVC 
svclassifier = SVC(kernel='rbf') 
svclassifier.fit(X_train, y_train) 
 





from sklearn.neighbors import KNeighborsClassifier 
neigh = KNeighborsClassifier(n_neighbors=3) 
neigh.fit(X_train, y_train) 
 
y_pred = neigh.predict(X_test) 
 
from sklearn.ensemble import RandomForestClassifier 
forest = RandomForestClassifier() 
forest.fit(X_train, y_train) 
 
y_pred = forest.predict(X_test) 
Primero, hay que importar las bibliotecas, después se inicializan los algoritmos y finalmente se 
entrenan los modelos. Una vez el modelo entrenado, se puede hacer predicciones utilizando los datos 
de prueba. Ahora, hay que comparar la eficiencia de estos algoritmos para el problema de clasificación 
de las producciones de energía. Se utiliza una herramienta llamada matriz de confusiones. Esta matriz 
permite comparar la precisión del modelo, pero también el número de falsos positivos y falsos 
negativos. Las columnas corresponden a la predicción de clases y las líneas a las verdaderas categorías. 
Así se puede ver las clases 0 que fueron bien o mal predichas y lo mismo para la clase 1. También se 
puede obtener la precisión de predicción de cada categoría que corresponde al número de datos bien 
predichos de una categoría partido el número de datos de esa categoría.  
SVM  KNN  RandomTreeForest 
 0 pred 1 pred   0 pred 1 pred   0 pred 1 pred 
0 271 35  0 250 56  0 275 31 
1 51 268  1 36 283  1 32 287 
Precisión  0.89 0.84  Precisión 0.82 0.88  Precisión 0.90 0.90 
Tabla 3: Matrices de confusión de los algoritmos de Machine Learning 
De los tres algoritmos el RandomTreeForest parece ser el más eficaz con una precisión de 90% por cada 
clase. Por eso se elige este algoritmo para la clasificación. 
Viendo las cosas con perspectivas, es decir que hay: 
• 10% de las pequeñas producciones que están predichas como grandes y entraran en la red de 
regresión  
• 10% de las grandes producciones que están predichas como pequeñas y se consideran como 
una producción de 0Wh 
El primer caso no es tan grave, la red podrá predecir que son pequeñas producciones de la misma 
manera que en el método 2. Pero, el segundo caso es más preocupante. En efecto, cuando grandes 
producciones son predichas como pequeñas, no hay una segunda oportunidad como en el caso 1, la 




Teniendo en cuanta este problema, hay que minimizar la proporción de datos que entran en el caso 2. 
Para hacer eso se va a utilizar una pequeña trampa, se va a artificialmente crear más datos de categoría 
1. Así el algoritmo predecirá más fácilmente esta categoría. Para hacer esto, se multiplican los datos 
de la categoría 1. Se multiplican por ocho los valores de categoría 1. 
X_train2=[] 
y_train2=[] 
for k in range(len(X_train)): 
  if y_train[k]==1: 
    X_train2.append(X_train[k]) 
    X_train2.append(X_train[k]) 
    y_train2.append(y_train[k]) 
    y_train2.append(y_train[k]) 
    X_train2.append(X_train[k]) 
    X_train2.append(X_train[k]) 
    y_train2.append(y_train[k]) 
    y_train2.append(y_train[k]) 
    X_train2.append(X_train[k]) 
    X_train2.append(X_train[k]) 
    y_train2.append(y_train[k]) 
    y_train2.append(y_train[k]) 
    X_train2.append(X_train[k]) 
    X_train2.append(X_train[k]) 
    y_train2.append(y_train[k]) 
    y_train2.append(y_train[k]) 
  else: 
    X_train2.append(X_train[k]) 
    y_train2.append(y_train[k]) 
Se hace mediante este código muy sencillo. Así la categoría 1 es mucho más representada ahora. Crea 
un sobre entrenamiento del algoritmo de manera que las falsas predicciones de la categoría 0 
disminuyen. 
Figura 65: Comparación de histogramas 
Este truco combinado con la modificación de los parámetros del RandomTreeForest permite lograr una 
clasificación más adaptada al problema. 
Se entrena el algoritmo sobre los datos modificados y se hace la prueba sobre los datos de y_test. 








y_pred = forest.predict(X_test) 
Se obtiene la matriz de confusión con el truco y los nuevos parámetros del algoritmo. 
 0 Pred 1 Pred 
0 193 85 
1 14 334 
Precisión  0.8 0.93 
Tabla 4: Matriz de confusión de la clasificación 
Se puede ver la precisión de la categoría 1 sube. Aunque la precisión de la categoría 0 baja, no es tan 
importante como la categoría 1. En efecto, el objetivo de la clasificación es eliminar el máximo de 
pequeñas producciones posibles. 
6.3.3.2. Regresión 
En esta parte, hay que entrenar la red de regresión para predecir la cantidad de energía de las grandes 
producciones. El entrenamiento se hará de manera independiente a la clasificación. Se selecciona 
solamente los datos con una producción superior a 50Wh durante las dos horas de estudio. 
Se hace al mismo tiempo que la eliminación de los datos con curvas demasiadas suaves. 
yf=[] 
Xf=[] 
for k in range(len(y)-1): 
  if smooth(X[k])>15 and (y[k]*5594)>50: 
    yf.append(y[k]) 
    Xf.append(X[k])  
X=Xf 
y=yf 
Se elije la red más eficiente del método 2, es decir la RNN. En efecto, la parte regresión del método 3 
corresponde al método 2 con menos datos. Así se considera que los resultados estarán bastantes 
similares y que no hace falta intentar otra vez con las 3 redes. 
Se cambio un poco los parámetros de la red: 
n_features =1 
n_steps=60*10 #prod 
X_trainRNN = X_train.reshape((X_train.shape[0], n_steps, n_features)) 
X_testRNN = X_test.reshape((X_test.shape[0], n_steps, n_features)) 
 
# define model 















Se utiliza solamente dos capas LSTM de 50 bloques. Es suficiente para obtener buenos resultados.  
Se obtiene sobre los datos de prueba un error RMSE100 de 38.6%, es decir una precisión de 61.4%. Es 
una bastante buena predicción y una verdadera precisión sin trampa comparando con el error 
ponderado. 
Si se considera una repartición 40% de datos de la categoría 0 y 60% de la categoría 1. Se obtiene una 
precisión teórica de: 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 = 0.4 ∗ 𝑃𝑐𝑙𝑎𝑠 + 0.6 ∗ 𝑃𝑟𝑒𝑔𝑟𝑒𝑠𝑠𝑖𝑜𝑛  
Se obtiene una precisión global teórica de 0.4 X 80 + 0.6 X 61.4= 68.9% 
Pero esta precisión no tome en cuenta la posibilidad que las categorías 0 mal predicha pueden ser bien 
predichas por la parte de regresión. La precisión real podría ser más alta. 
Así se elige el método 3 para predecir la producción eólica. 
6.4. Conclusiones sobre la predicción eólica 
Se eligió el método 3 para predecir la producción eólica, este método tiene una precisión teórica de 
68.9%. Pero hay que probar este método para obtener su precisión global sobre los datos de prueba. 
Hay que hacer una prueba como si fuera condiciones reales. Es decir, al principio no se sabe si es una 
categoría 0 o 1. Para lograr esto, se guardan los modelos de Machine Learning y Deep Learning. 
Primeramente, se predecirá si el dato es de categoría 1 o 0 y según el resultado se predecirá la cantidad 
de energía producida con la red de regresión. 
Para obtener el error global del método, se proceda de la siguiente manera: 
• Se predice la categoría del dato, de ahí sale dos casos: 
o Si es de categoría 1: se predice la cantidad de energía producida durante la ventana 
de dos horas, y se utiliza el error RMSE100. 
o Si es de categoría 0, ahí hay dos casos otra vez: 
▪ Si la producción es realmente de categoría 0 (Producción <50Wh), se 
considera un error de 0% 
▪ Si la producción no es realmente de categoría 0, se calcula el error RMSE100 
entre 0Wh y la producción real. 
• Cuando todos los errores de los datos de pruebas están obtenidos se hace el promedio para 





Figura 66: Resumen del cálculo de error global del método 3 









Primero, se cargan los modelos y se predicen para todos los datos de prueba, la categoría y la regresión 








for k in range(len(ClassPred)): 
  if ClassPred[k]==0 and y_testF[k]*5594<=50: 
    c0+=1 
  elif ClassPred[k]==0 and y_testF[k]*5594>50: 
    Pred1.append(0) 
    True1.append(y_testF[k]) 
    c1+=1 
  elif ClassPred[k]==1: 
    Pred2.append(RegressionPred[k][0]) 
    True2.append(y_testF[k]) 






Se pasa sobre los datos de pruebas, cuando la predicción de clase es 0 y está bien predicha, se añade 
1 al contador c0. La condición siguiente con el contador c1 corresponde a las categorías predichas 0 




RMSE100. La última condición corresponde a las predicciones de categoría 1, no importa si están falsas 
o no. En efecto, en todos los casos hay que predecir con el algoritmo de regresión. Al final, se calcula 
el error de cada condición (para la primera el error se considera 0), y se pondera según los contadores 
para obtener el error global. 
Se obtiene los siguientes resultados: 
• El número de categoría 0 bien predichos c0=243 
• El número de categoría 1 mal predichos c1=41 
• El número de datos predichos como categoría 1 c2=342 
• El error sobre los datos de categoría 1 mal predichos: RMSE100= 100% lo que parece lógico 
porque la predicción es 0Wh así se obtiene una diferencia de 100%. 
• El error sobre los datos predichos 1: RMSE100=39.1% lo que es bastante cerca del error de la 
red de regresión. 
Por fin, se obtiene un error global de 27.9% es decir una precisión de 72.1%. Una precisión más alta 
que la precisión teórica. Eso se debe al hecho que los datos de categoría 0 mal clasificados pueden 
tener una predicción buena con el algoritmo de regresión. 
7. Predicción de la demanda de energía 
La Microred del LabDer es una red experimental, es decir que no sirve para alimentar ninguna carga. 
Usualmente, las microrredes pueden alimentar varias cargas diferentes, unas plantas, una casa o un 
barrio o mismo un pequeño pueblo. 
 
Figura 67: Carga LabDer 
En el laboratorio, se puede distinguir dos tipos de consumo. Un consumo base los días durante los 
cuales no hay actividad o pruebas. Es el consumo del laboratorio en sí mismo. Y un consumo peculiar 
cuando hay actividad o pruebas. En este caso, el consumo puede ser muy variable. En efecto, cuando 





Figura 68: Ejemplo de consumo del laboratorio 
Cuando hay pruebas, el consumo es muy alto y aleatorio, mientras que el resto del tiempo el consumo 
es bastante constante y bajo. Como se dijo antes, no se puede predecir el consumo cuando hay 
pruebas. Por eso, se estudian los datos de días sin pruebas. 
 
Figura 69: Consumo del laboratorio sin prueba 
En la Figura 69, se observa el consumo del laboratorio un día sin prueba. Durante 24 horas, el consumo 
es constante alrededor de 10W. Corresponde al consumo de base del laboratorio. Así se puede ver 
que cuando no hay pruebas, el consumo del laboratorio es constante y debido al consumo de los 
aparatos del laboratorio. En resumen, el consumo del LabDER es impredecible si hay pruebas, y si no 
hay, el consumo es constante. Por eso no vale la pena predecir el consumo del laboratorio. 
Considerando eso, se decidió de predecir de manera completamente independiente al LabDER, el 
consumo de un edificio de la UPV. Se obtuvo datos de consumo del edificio 3P cual corresponde a la 


























Figura 70: Edificio 3P 
En los datos de consumo del edificio, se utilizan solamente los datos de consumo cuando la UPV está 
abierta. Se quiere predecir el consumo del edificio 24 horas antes, de la misma manera que la 
producción del sistema solar. Con el estudio de los datos, se puede ver que le consumo sigue un perfil 
típico todos los días. Así, parece una buena idea utilizar el mismo método que para la predicción del 
sistema solar. En efecto, la producción de la planta fotovoltaica sigue también un perfil típico. 
Los datos de demanda se miden cada 15 minutos. Así un día de consume corresponde a 
24 X 4 = 96 datos. Para predecir el consumo, los datos de entrada son dos días de consumo anterior. 
Permitirá a la red de tener una idea sobre la temporada y si es un día de vuelta a clase o no. Los datos 
se reorganizan en una imagen de dos canales de 4 X 24 datos. Cada canal corresponde a un día de 
consumo. 
Se utiliza una red CNN de la siguiente forma: 
• 3 capas de LSTM de tamaños respectivos 256, 256 y 128 bloques LSTM. Con filtros 2 X 2. 
• Una capa de Dropout de parámetro 0.3 




# define model 
modelCNN = tf.keras.Sequential() 
modelCNN.add(tf.keras.layers.Conv2D(256,(2,2),activation='relu',input_shape









modelCNN.compile(optimizer='adam', loss=mse100 ) 
  






Utilizando esta red, se obtiene un error sobre los datos de prueba de 46.5%. Corresponde a una 
precisión de 53.5%. Esta precisión parece muy baja comparando con las predicciones de la producción 
solar o eólica. Si se considera la energía consumida se obtiene una precisión de 74%. 





Figura 71: Ejemplos de predicción de demanda 
El error de predicción puede ser bastante grande. Se puede explicar de diferentes maneras. La 
demanda eléctrica del edificio depende de los cursos que hay dentro. Así cuando los horarios de clase 
cambian, las predicciones son menos precisas. Además, los horarios pueden cambiar cada semestre y 
la red tendrá que aprender otra vez desde cero para predecir el consumo. También puede ocurrir 
eventos impredecibles cambiando completamente el consumo. Por ejemplo, cuando la UPV fue 
cerrada por culpa del COVID 19. Además, errores de medidas pueden ocurrir, como en el último 
ejemplo, la red neuronal no predice esos cambios brutales. 
8. Predicción del estado de carga e implementación  
El estado de carga de una batería es la proporción de energía contenida en la batería comparando con 
su capacidad máxima. Así el estado de carga puede calcular de manera muy sencilla con la siguiente 
formula: 
𝐸𝑠𝑡𝑎𝑑𝑜 𝑑𝑒 𝑐𝑎𝑟𝑔𝑎(%) =
𝐸𝑎𝑙𝑚𝑎𝑐𝑒𝑛𝑎
𝐶𝑎𝑝𝑎𝑐𝑖𝑑𝑎𝑑 𝑑𝑒 𝑙𝑎 𝑏𝑎𝑡𝑒𝑟𝑖𝑎 
∗ 100 




En el caso del LabDer se puede almacenar energía de diferentes maneras: 
• Se puede almacenar en el sistema de baterías con una capacidad máxima de 10.32 kWh para 
un tiempo de descarga de 10 horas (C10). 
• Se puede también almacenar energía mediante hidrógeno. Se electroliza agua para formar 
hidrógeno y después se utiliza el hidrógeno para alimentar la pila de combustible. En este caso, 
no hay una capacidad máxima, sino el número de botellas disponibles. Así no se podrá calcular 
el estado de carga. 
Por estas razones, se predecirá la cantidad de energía en los sistemas de almacenamiento. Además, la 
repartición entre energía en las baterías y en las botellas de hidrógeno se hace de manera manual y 
no se puede predecir lo que va a elegir el investigador. 
La cantidad de energía que se almacena corresponde al excedente de energía producida comparando 
con la demanda. Así, para intentar predecir este excedente, hay que estudiar el balance energético. 
 
Figura 72: Balance energético de la Microred 
En la Figura 72, se puede ver un resumen muy simplificado de la Microred labDer. Por un lado, lo que 
produce energía y por otro lo que consume. El esquema permite ver el flujo de energía a un instante 
dado. Se va a repasar cada elemento del esquema para ver cómo funciona. 
• La planta fotovoltaica genera electricidad a partir del sol, por eso la producción no se puede 
controlar manualmente. Pero con el estudio anterior con redes neuronales se puede predecir 
la producción un día adelante con una muy buena precisión de 71%. 
• El aerogenerador genera electricidad usando el viento. No se puede controlar la producción 
de energía, y no se puede conocer directamente la producción que se vaya a la Microred. Pero 
en la parte anterior, se hizo una red neuronal para predecir la energía producida 2 horas 
adelante con una precisión de 72.1%.  
• Las plantas de biomasa se activan cuando se necesita. Hay solamente que introducir pellets en 
la caldera o encender la planta de gasificación. Por eso no hay que predecir nada sino decir 
cuándo se va a encender y a cuál potencia. Eso permitirá conocer la cantidad de energía 
producida por biomasa a cada momento. 
• La demanda de energía del LabDer se elige manualmente. Así es lo mismo que para las plantas 
de biomasa, hay solamente que decir cómo se pondrá la carga. En el caso de que sea una 
verdadera carga, como el ejemplo anterior de la UPV se podría utilizar el método describió 




• Los sistemas de almacenamiento de energía corresponden al sistema de baterías y el sistema 
de hidrógeno. Pueden recibir energía de la red como enviar energía. Se decidió reunir estos 
sistemas porque se elige de manera manual como se reparte la energía entre ambos. El flujo 
de energía que se va a estos sistemas es lo que se quiere predecir en esta parte. 
Como se dijo antes, el esquema corresponde a lo que pasa en cada instante. En cada instante, la 
potencia que entra en la Microred y la potencia que sale es la misma. Se considera que se puede ignorar 
las perdidas como la red es bastante pequeña. Así en cada momento, se obtiene la siguiente ecuación: 
𝑃𝑠𝑜𝑙𝑎𝑟 + 𝑃𝑒𝑜𝑙𝑖𝑐𝑎 + 𝑃𝐵𝑖𝑜𝑚𝑎𝑠𝑎 = 𝑃𝑑𝑒𝑚𝑎𝑛𝑑𝑎 + 𝑃𝑎𝑙𝑚𝑎𝑐𝑒𝑛𝑎𝑚𝑖𝑒𝑛𝑡𝑜 
Ecuación 22: Balance de potencia 
De esta ecuación, se puede determinar Palmacenamiento que es la única incógnita de la ecuación. 
Palmacenamiento es positiva cuando hay más producción que demanda. En este caso, las baterías se cargan. 
Palmacenamiento es negativa cuando hay menos producción que demanda y las baterías alimentan la red. 
Ahora se conoce en cada instante la potencia que va a los sistemas de almacenamiento. Pero lo que 
se quiere es la cantidad de energía dentro de los sistemas de almacenamiento. Por eso hay que integrar 
la Ecuación 22. Conociendo la cantidad de energía en las baterías a un instante, se puede obtener la 
cantidad de energía almacenada los siguientes momentos. 
𝐸𝑎𝑙𝑚𝑎𝑐𝑒𝑛𝑎𝑑𝑎[𝑘 + 1] = 𝐸𝑎𝑙𝑚𝑎𝑐𝑒𝑛𝑎𝑑𝑎[𝑘] + 𝐸𝑠𝑜𝑙𝑎𝑟[∆𝑘] + 𝐸𝑒𝑜𝑙𝑖𝑐𝑎[∆𝑘] + 𝐸𝑏𝑖𝑜𝑚𝑎𝑠𝑎[∆𝑘] − 𝐸𝑑𝑒𝑚𝑎𝑛𝑑𝑎[∆𝑘] 
Ecuación 23: Energía almacenada 
Resumiendo: 
• 𝐸𝑎𝑙𝑚𝑎𝑐𝑒𝑛𝑎𝑑𝑎[𝑘 + 1] es lo que se quiere obtener, la cantidad de energía almacenada a un 
instante. 
• 𝐸𝑎𝑙𝑚𝑎𝑐𝑒𝑛𝑎𝑑𝑎[𝑘] la cantidad de energía almacenada al instante anterior. Se mide directamente. 
• 𝐸𝑠𝑜𝑙𝑎𝑟[∆𝑘] la cantidad de energía producida por la planta fotovoltaica. Se predice utilizando 
las redes neuronales de la parte anterior. 
• 𝐸𝑒𝑜𝑙𝑖𝑐𝑎[∆𝑘] la cantidad de energía producida por el aerogenerador. Se predice utilizando las 
redes neuronales de la parte anterior. 
• 𝐸𝑏𝑖𝑜𝑚𝑎𝑠𝑎[∆𝑘] la cantidad de energía producida por las plantas de biomasa. Se indica 
manualmente como se activa la planta cuando se quiere. 
• 𝐸𝑑𝑒𝑚𝑎𝑛𝑑𝑎[∆𝑘] la cantidad de energía que se consume por la carga. Si se utiliza la carga manual, 
se indica manualmente como para la producción por biomasa. Sino se utiliza el método de la 
UPV con el método anterior. 
La limitación de esta ecuación es la producción por el aerogenerador que se puede solamente predecir 
dos horas adelante. Así se podrá predecir la cantidad de energía en las baterías solamente hasta dos 
horas en el futuro. 
La diferencia con la predicción de producción eólica o de la planta solar fotovoltaica, es que no se 
puede predecir la cantidad de energía almacenada de manera completamente automatizada. Se 
necesita una acción humana para entrar los datos de producción de biomasa y de consumo, si no se 
utiliza el consumo del edificio 3P. Para hacer eso, se puede crear una pequeña herramienta grafica con 




permite crear interfaces gráficas y recuperar los datos introducidos a mano para hacer cálculos, por 
ejemplo. El uso es bastante sencillo. El código es el siguiente: 






































Con este programa, se obtiene la siguiente interfaz. 
 




Se introducen los valores de energía almacenada actualmente, también la previsión de producción con 
las plantas de biomasas las dos próximas horas. Si se utiliza la carga manual se introduce el consumo 
de las dos próximas horas. Sino se utilizará la red neuronal como en el ejemplo del edificio 3P. 
Después de introducir todos los datos, se pulsa el botón calcular para tener la predicción de energía 
almacenada dos horas en el futuro. Este botón lanza el cálculo de la Ecuación 23, utilizando los últimos 
datos del LabDer para la predicción de producción con redes neuronales. En efecto, para ser eficaz, 
esta herramienta gráfica deberá ser implementada directamente en el LabDer al sitio donde se 
guardan los datos. Así, con el script de proceso de datos, se ponen los datos brutos del LabDer en el 
bueno formato para las redes neuronales en tiempo real. Después se predice la producción con estas 
redes y finalmente se calcula la cantidad de energía almacenada cuando se pulsa el botón calcular. 
En realidad, se utilizan las baterías solamente cuando hay pruebas. Así, para comprobar este algoritmo, 
hay que utilizar datos de pruebas. El problema es no hay muchas pruebas de 72h, que son necesarias 
para predecir la producción solar.  
Se intenta calcular la cantidad de energía que hay que almacenar en las baterías. Por eso se utilizan 
datos de pruebas. La predicción de la curva solar se hace con una precisión de 70%, se simula una 
predicción de esta precisión. Lo mismo para la producción eólica, se calcula la energía que hay que 
almacenar. No obstante, para compararla con la energía cargando las baterías, hay que tener en cuenta 
el inversor cargador. En efecto el Smart meter que mide la potencia yendo a las baterías está después 
del inversor, mientras que se calcula la potencia yendo al inversor. Para solucionar este problema se 
multiplica la energía calculada por la eficiencia máxima del inversor: 95%. 
Se trazan algunos ejemplos de predicción mediante Excel.  
  
  




Se puede ver que la predicción de la producción por el sistema solar es muy buena. Mientras que para 
la predicción de la producción eólica los resultados son un poco menos fiables. Sin embargo, la 
predicción de la cantidad de energía en las baterías es bastante buena. Se hace un promedio sobre 
todos los valores disponibles y se obtiene un error medio de 5.7% que corresponde a una precisión de 
94.3%. Se debe al hecho de que no haya la incertitud sobre la demanda. En efecto, para la demanda 
se utiliza la demanda medida durante la prueba. En el caso de una demanda como la del edificio 3P, la 
precisión será más baja. 
9. Análisis económico 
Las predicciones obtenidas se pueden usar de varias maneras. Son solamente herramientas para 
gestionar mejor las redes inteligentes.  Se estudiará dos escenarios. 
El primer escenario corresponde a la automatización completa de una red aislada. Es decir que el uso 
del generador depende de las predicciones de las redes neuronales. Así para evitar los cortes de 
energía, se enciende el generador cuando se predice poca energía disponible en el futuro. Se considera 
un generador diésel. En este escenario se ahorra energía pero se ahorra trabajo. En efecto no se 
necesita un operador para supervisar la red. Por eso el ahorro corresponde al coste de un operador de 
red. Se considera un salario a tiempo parcial de 500€/mes.  
En el segundo escenario, el objetivo no es ahorrar dinero sino ahorrar energía y disminuir las emisiones 
de CO2. Se utilizarán las predicciones para implementar respuesta a la demanda. Lo que permite 
disminuir el uso del generador diésel durante las horas pico y evitar el gasto de energía. La literatura 
sugiere que la respuesta a la demanda permite ahorrar hasta 20% de energía. En este escenario se va 
a considerar un ahorro de 15% de energía, principalmente debido al generador diésel. Para el estudio 
económico se considerará un consumo anual de la red de 100MWh lo que corresponde al orden de 
magnitud del edificio 3P. Considerando un generador diésel, la energía volumétrica vale  9,63kWh/L y 
el precio 1,3 €/l. Así el precio de la energía con ese tipo de generador es de: 0,14€/kWh. Además se 
podrá ahorrar también sobre el precio de las baterías, porque el sistema necesitará menos capacidad 
de almacenamiento. 
 Escenario 1 Escenario 2 
Coste de inversión € 20 100€ 20 100€ 
Ahorro de energía kWh 0 kWh 15 000kW 
Ahorro por año € 500*12=6000€ 2100€ 
ROI (10 años) 198% 4,5% 
PRI (años) 3,35 años 9,6 años 
Ahorro de CO2 0 4 160kg/CO2 




En el primer escenario, se obtiene un periodo de recuperación de la inversión de 3,35 años y un ROI 
de 198%. Eso solo con la automatización del uso del generador. En el segundo escenario el objetivo es 
diferente, es ahorrar energía y disminuir las emisiones. Se puede ver que se pueden utilizar las 
predicciones para disminuir las emisiones de una red y ahorrar dinero. 
Datos: 
2,67kgCO2/litros de diésel  
9,63kWh/litros de diésel 
 
10. Conclusiones 
Los objetivos de este TFM eran de predecir la producción eléctrica de una red inteligente, la Microred 
LabDer de la UPV, y también de predecir el consumo y la cantidad de energía almacenada. Para cumplir 
estos objetivos, primero, se trabajó sobre la producción de la planta fotovoltaica, después sobre la 
producción del aerogenerador y finalmente sobre el estado de carga de las baterías y la carga de la 
Microred. Como es un trabajo de investigación, hay que hacer el máximo para cumplir los objetivos 
utilizando los recursos disponibles. Por eso, los resultados pueden ser diferentes de los objetivos 
iniciales. Se va a comparar los resultados obtenidos con los objetivos iniciales.  
A propósito de la producción de la planta fotovoltaica, el objetivo inicial era de predecir la curva de 
producción un día adelante. Utilizando una red de convolución CNN, se puede predecir esa curva con 
una precisión de 71%. Se hace utilizando como datos de entrada, los datos de producción, de 
irradiancia y de temperatura de los dos días anteriores. 
A propósito de la producción del aerogenerador, con el estudio previo de los datos, se podía decir ya 
que sería muy complicado predecir la curva de producción un día adelante. Por eso se decidió predecir 
solamente dos horas en el futuro. Pero, incluso con esta simplificación, los resultados obtenidos fueron 
muy bajos. Aunque se intentó quitar la parte muy aleatoria con una descomposición espectral, no se 
pudo lograr más de 24.1% de precisión, lo que es muy bajo. Finalmente se decidió predecir la energía 
producida durante las dos próximas horas, asumiendo que los resultados serán más precisos. 
Trabajando en esta dirección y considerando que a veces la producción estaba tan baja que se podía 
ignorarla, se obtuvo una precisión de 72.1% utilizando una red recurrente RNN. Para esta parte, se 
elijo obtener menos información fiable mientras que mucha información poca fiable. Para hacer esto, 
se utilizaron los datos de producción diez horas antes para predecir las dos próximas horas. Se podría 
intentar predecir un poco más adelante en el futuro, pero se necesitará más datos sin interrupción. En 
efecto, debido a la versatilidad del viento, es muy difícil interpolar cuando hay pocos datos.  
Sin embargo, para trabajar con muchos más datos, es decir con una frecuencia de datos más alta, se 
necesita bastante potencia computacional que no tenía durante este trabajo. Con una cantidad mayor 
de datos, se podría predecir más precisamente y quizás sería posible predecir la curva de producción. 
En esta parte, tuve que revisar el objetivo a la baja. Pero, finalmente se obtuvo resultados bastante 




Después, se trabajó sobre la demanda y el estado de carga de las baterías. No se pudo utilizar los datos 
del LabDer para predecir el consumo de la misma manera que para la producción. En efecto cuando 
no hay pruebas, el consumo es constante, alrededor de 10W, y cuando hay pruebas la demanda es 
impredecible. Por eso se utilizaron los datos de demanda del edificio 3P de manera independiente al 
LabDER. Con estos datos, se obtuvo una precisión de 53.5%. Este valor puede parecer poco porque es 
muy difícil predecir esta demanda considerando que cambian los horarios de clases. Con más datos se 
podría aumentar esta precisión. Además, eso es la precisión sobre la curva de consumo. SI se considera 
la energía consumida sobre el día, se obtiene una precisión de 74%. 
Para la parte sobre el estado de carga, se prefirió predecir la cantidad de energía almacenada. En 
efecto, en el LabDer se puede almacenar energía en baterías y también en botellas de hidrógeno, la 
gestión entre ambos sistemas siendo manual. Predecir la cantidad de energía almacenada tiene varias 
ventajas: 
• No hay que considerar la eficiencia de los sistemas de almacenamiento porque solo se calcula 
lo que hay que almacenar. 
• Permite a los operadores elegir como almacenar la energía. 
• Se puede calcular con los datos predichos antes. En efecto esta cantidad de energía 
corresponde a la diferencia entre producción y consumo. 
Como esta cantidad depende del consumo, se trata también esta parte de forma teórica. Por culpa de 
la predicción del aerogenerador, solo se puede predecir esta cantidad de energía dos horas adelante. 
Se hizo una pequeña interfaz gráfica para introducir los datos que se controlan manualmente. Se 
utilizan los datos de prueba del LabDER para probar el método de cálculo y se obtiene una precisión 
de 94.3%. 
La principal conclusión de este trabajo es que los algoritmos de Deep Learning y Machine Learning no 
son soluciones milagrosas. Es decir que no hay que poner Deep Learning por todas partes, hay 
situaciones donde soluciones más sencillas funcionan mejor, como en la parte de consumo o del estado 
de carga. Además, cuando se puede utilizar redes neuronales, no hay una solución universal, cada 
problema tendrá una red más eficaz que no funciona en un otro problema. Para encontrar la mejor 
red, hay que hacer una multitud de prueba. Por ejemplo, se puede notar que, para predecir la 
producción del aerogenerador, la RNN era la más eficaz mientras que este tipo de red no estaba muy 
eficaz para predecir la producción fotovoltaica. Lo que es muy interesante es intentar de interpretar 
ese resultado. ¿Porque un CNN es más eficaz que un RNN para la producción solar y para la producción 
del aerogenerador es el contrario?  
Se explicó en el estado del arte que los CNN se utilizaban para trabajar con imágenes mientras que los 
RNN se utilizaban para los datos que dependen del estado anterior. La producción solar tiene siempre 
el mismo “aspecto”, una forma de campana alrededor de mediodía. Así se puede interpretar como 
una imagen que se deforma un poco según las temporadas o las condiciones meteorológicas. Pero 
sigue tener un aspecto bastante regular. Por eso un CNN funciona bien con esos datos. 
En el caso de la producción del aerogenerador, los datos son muy diferentes debido a la versatilidad 
del viento. Así no se pueden considerar como imágenes. Pero, los datos dependen mucho de los 




poco de viento. Por eso, las redes recurrentes funcionan bien para predecir la producción del 
aerogenerador. Es mi interpretación. 
Los modelos y soluciones presentados tienen buenas precisiones, alrededor de 70%, pero se podría 
aumentar esta precisión. La eficiencia de un modelo de Deep Leaning se basa sobre la calidad de los 
datos utilizados. Se podría obtener mejores datos de varias maneras: 
• Aumentando el número de datos, en este TFM solo se utilizó un año de medidas por varias 
razones, tiempo de computación, accesibilidad de los datos y más. 
• Utilizando datos completos, sin cortes. En efecto en los datos del LabDer había huecos que se 
rellenó con datos auxiliares. Pero las frecuencias de medidas no estaban las mismas. Resultó 
en curvas en escaleras y valores aproximadas. Así habría que aumentar la fiabilidad del sistema 
de almacenamiento de datos para evitar los huecos. Además, los datos están medidos 
solamente cuando está abierta la UPV. Por ejemplo, no hay datos en agosto. Una solución 
podría ser la automatización de las medidas todo el año para obtener datos en agosto y 
durante las vacaciones. 
Todas estas medidas permitirán aumentar un poco la eficiencia de la predicción de producción solar, 
pero permitirá un gran aumento de la precisión de la predicción de la producción del aerogenerador. 
En efecto debido al uso de datos auxiliares se eliminó muchos datos para esta parte.  
Pero aun con toda la máxima cantidad de datos posible, los modelos tienen sus límites. En efecto, las 
redes neuronales no pueden predecir eventos excepcionales. Por ejemplo, en el caso de este TFM, 
será difícil para las redes de predecir fenómenos meteorológicos puntuales: episodios de gota fría 
donde no hay sol durante días y hay mucho viento. 
Los modelos desarrollados pueden ser implementados en redes aisladas o conectadas a la red eléctrica 
de suministro local. Con esos métodos se obtienen predicciones bastantes precisas sobre el 
comportamiento futuro de la red. Se pueden utilizar esas predicciones de varias maneras: 
En el caso de redes aisladas, se puede automatizar la gestión de la red y el funcionamiento del 
generador, que sea de diésel o de biomasa. En efecto, utilizando la predicción de energía almacenada 
se puede encender automáticamente el generador cuando se predice que en dos horas la energía 
almacenada será bajo un umbral. Eso permite evitar la gestión manual del generador, y evitar los cortes 
de energía. 
Se puede también utilizar las predicciones para implementar respuesta a la demanda. Cuando se 
predice una gran cantidad de energía disponible, se puede adelantar obras o tareas que consumen 
mucha energía. Al contrario, cuando se predice poca energía disponible, se puede desconectar cargas 
automáticamente, reducir el aire acondicionado o la calefacción para evitar cortes de energía y ahorrar 
energía. Todo eso se puede programar de manera muy sencilla y evitar que alguien monitoriza 
manualmente la red 24h/24h. 
Los modelos presentados en este TFM son herramientas para obtener informaciones sobre el 
comportamiento futuro de la red. Se pueden utilizar de diferentes maneras y con diferentes objetivos, 





Para concluir, los modelos creados en este TFM permiten tener una muy buena idea del 
comportamiento de la Microred durante la mayoría del tiempo, pero no hay que esperar un 70% de 
precisión todos los días. Habrá días con una precisión de 50% o 40% tanto como días con una precisión 
de 90%. El objetivo de estos modelos es tener una idea de lo que pasará en el futuro para gestionar 
los flujos de energía. Estas redes no se vanaglorian de conocer el futuro, pero pueden aportar 
información bastante fiable cuando no se sabía nada antes. En efecto con esas predicciones, se puede 
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El proyecto se compone principalmente de código Python. Se utilizan solamente programas “open 
source”, así al nivel del software el coste corresponde a la remuneración del desarrollador. En España 
el precio horario es alrededor de 25€/hora, considerando que soy un desarrollador Junior. Este TFM 
corresponde a 30 créditos ECTS es decir 25X30=750 horas.  
Considerando la parte Hardware es decir el equipo para la implementación de los métodos, una vez 
los algoritmos entrenados, no se necesita mucha potencia de cálculo. La manera más barata para 
implementar el sistema será sobre una Raspberry pi, una microcomputadora alrededor de 100€ para 
la más potente. 
Se hace un resumen del coste total de proyecto. 
Tarea Número de horas Precio por hora Precio 
Desarrollo de los 
algoritmos 
750 25 € 18 750 € 
Implementación física  50 25€ 1250 € 
Raspberry pi   100 € 
Total   20 100€ 
Tabla 6: Coste del proyecto 
Si se quiere implementar los métodos en diferentes laboratorios o redes eléctricas, solo habrá que 







Script, automatización del proceso de datos: 
import pandas as pd 
import os 
from tqdm import tqdm 
  
def toPWind(WindSpeed): 
    return WindSpeed**5 *7.74549*10**(-2) - WindSpeed**4 *3.70059 + 
WindSpeed**3 *57.0966 -WindSpeed**2 *2.94899*10**2 + WindSpeed *5.20272*10**2 
-60.43  
#using excel tendance curve 
def toPPV(SolarIrr): 
    return 2.48*SolarIrr 
  
def sample(timestep): 
    path = os.getcwd() 
    if not os.path.exists(path+'/sampled_files'): 
        os.mkdir(path+'/sampled_files') 
     
    print('Extracting LabDer data') 
    files=os.listdir('Datos_brut') 
    
data=pd.read_csv('Datos_brut/'+files.pop(),';',index_col=[1,2],low_memory=F
alse,decimal=',') 
    for file in tqdm(files): 
        
data=data.append(pd.read_csv('Datos_brut/'+file,sep=';',low_memory=False,in
dex_col=[1,2],decimal=','),sort=True) 
    del data['Breaks'] 
    del data['V - PM2 - Load [R]'] 
    data.columns=['SolarIrr','WindSpeed','PPV','PWind']   
    data['PWind']=data['PWind'].apply(lambda x: x if x>0 and x<10000 else 
None) 
    data=data.drop('17/09/2020',level=0) 
    print("LabDer data extracted") 
     
    print("Sampling LabDer") 
    data=data.reset_index() 
    data['DateTime']=pd.to_datetime(data['Date']+' 
'+data['Time'],format='%d/%m/%Y %H:%M:%S') 
    data=data.set_index(data['DateTime']) 
    del data['Date'] 
    del data['Time'] 
    del data['DateTime'] 
    data=data.resample(timestep).mean() 
     
     
    print("Extracting Auxiliary data") 
    
homer=pd.read_csv('Homer.csv',sep=';',low_memory=False,index_col=[0,1],deci
mal='.') 
    homer=homer.reset_index() 
    homer['DateTime']=pd.to_datetime(homer['Date']+' '+ 
homer['Time'],format='%d/%m/%Y %H:%M') 




    del homer['Date'] 
    del homer['Time'] 
    del homer['DateTime'] 
     
    print("Sampling Auxiliary data") 
    homer=homer.resample(timestep).interpolate() #better approximation  
     
    print("Merging data") 
    dataG=pd.merge(data,homer,how="left", on =('DateTime')) 
     
    dataG['SolarIrr']=dataG['SolarIrr'].apply(lambda x: None if x==0 else x) 
    dataG['WindSpeed']=dataG['WindSpeed'].apply(lambda x: None if x==0 else 
x) 
    dataG['PPV']=dataG['PPV'].apply(lambda x: None if x==0 else x) 
    dataG['PWind']=dataG['PWind'].apply(lambda x: None if x==0 else x) 
     
    dataG['SolarIrr']=dataG.SolarIrr.fillna(dataG.Irr*1000)#conversion en W 
    dataG['WindSpeed']=dataG.WindSpeed.fillna(dataG.Wind) 
    dataG['PPV']=dataG.PPV.fillna(toPPV(dataG.SolarIrr)) 
    dataG['PWind']=dataG.PWind.fillna(toPWind(dataG.WindSpeed)) 
    dataG['PWind']=dataG['PWind'].apply(lambda x: x if x>0 and x<10000 else 
0) 
  
    del dataG['Irr'] 
    del dataG['Wind'] 
     
    print("Exporting Data sampled") 
    dataG.to_csv(path+'/sampled_files/'+timestep+'.csv') 
    print("Data exported") 
  
