Abstract-Computational grids promise to deliver a huge computer power as transparently as the electric power grid supplies electricity. Thus, applications need to be automatically deployed on computational grids. However, various types of applications may be run on a grid, so it may not be wise to design an automatic deployment tool for each specific programming model. This paper promotes a generic application description model which can express several specific application descriptions. Translating a specific application description into our generic description is a simple task. Then, developing new planning algorithms and re-using them for different application types will be much easier. Moreover, our generic description model allows to deploy applications based on a programming model combining several models, as parallel components encompass componentbased and parallel programming models for instance. Our generic description model is implemented in an automatic deployment tool which can deploy CCM and MPICH-G2 applications.
I. INTRODUCTION
One of the goals of computational grids is to provide a vast computer power in the same way as the electric power grid supplies electricity, i.e. transparently. Here, transparency means that the user does not know what particular resources provide electric or computer power. So the user should just have to submit his application to a computational grid and get back the result of the application without worrying about resource types, location, and selection, or mapping processes on resources. Application deployment should be as automatic and easy as plugging an electric device into an outlet.
Many programming models are available to build grid applications, ranging from MPICH-G2
1 [1] to component-based models [2] . Grids are very promising for compute-intensive applications (e.g., code coupling): such applications may be developed using CCA [3] , or GRIDCCM [4] . Those models combine a parallel technology (e.g., MPI) with a distributed technology (e.g., CORBA). Not only are there many models, but there also exist models which are made up of several technologies. Hence, applications built using a combination of technologies are inherently complex to deploy.
In addition, the complexity of grids makes it even more difficult to deploy an application: a large number of resources 1 MPICH-G2 is a grid-enabled MPI implementation relying on Globus. must be selected, the resources of a grid are fairly heterogeneous, various submission methods may be used to launch processes remotely, security must be enforced, etc.
Application Description
Hence, our objective is to move toward the usage transparency targeted by grids, but not reached yet. To that end, we build a tool designed for automatic deployment of distributed and parallel applications. Application deployment includes all the steps following development, including process launch. So application deployment is not software deployment, which is responsible for installing and configuring software on a client. In particular, application deployment is responsible for discovering and selecting resources, placing application components on computers, and launching application processes.
The deployment process we envision is depicted on Figure 1 . The central element of automatic application deployment is the planner: it selects compute nodes, and places the different components of the application on the various computers of the grid automatically. It requires a complete description of the application and available resources in input (CPU count, network topology and performance characteristics, operating systems, etc.); it may also accept control parameters, which are additional requirements to let the user keep a certain control on the deployment process. The planner turns those pieces of information into a deployment plan. This plan specifies which part of the application will execute on which computer. Then the deployment plan is executed: various files (executables, DLLs, etc.) are uploaded to the selected computers, and processes are launched using the job submission method specified by the deployment plan (e.g., SSH, Globus GRAM, etc.) This deployment architecture has been implemented in our prototype tool named ADAGE.
As each type of application has its own description for- mat, as many deployment planners as types of applications must be implemented a priori. Not only does this lead to a duplication of effort, but it is also an obstacle to building applications based on several technologies, like parallel components. Hence, it is helpful to transform specific application descriptions into a generic application description to feed the deployment planner. This paper proposes an approach to make it easier to plan deployment for a range of applications, focusing on a generic application description model. The generic application description format is independent of the nature of the application (distributed or parallel), but complete enough to be exploited by a placement algorithm. Section II presents a few types of application descriptions. Section III reviews the technologies currently used to deploy a grid application. The contribution of this paper, a generic application description model, is presented in Section IV. Section V concludes this paper.
II. VARIOUS TYPES OF APPLICATIONS TO DEPLOY
Computational grids are not restricted to a particular class of applications. Users may wish to run distributed applications, parallel applications, or a combination of both on a computational grid.
A component-based application is made of a set of components interconnected through well-defined ports. As an example, we consider the CORBA Component Model (CCM [5] ) because it specifies a packaging and deployment model. However, the following holds for any component-based model, like the Common Component Architecture (CCA [3] ). A CCM application package contains one or more binary components as well as two specific pieces of information. First, component placement information may require component collocation within the same host, or within the same process. Second, component interconnection information describes what component ports should be connected to other components' ports. A CCM component package description enumerates the different compiled implementations of the component included in the package along with their target operating systems and computer architectures. Figure 2 shows an example of CCM application consisting of seven components made of executables and DLLs, and requiring host and process collocation.
An MPI application is usually made of only one program (SPMD) possibly compiled for various architectures and/or operating systems, and it is implicit that MPI processes connect to each other by themselves. The description of an MPI application may determine the (initial) number of MPI processes to launch. The only attempt to specify how MPI applications may be described and packaged which we are aware of is our previous work [6] . Figure 3 shows an example of how an MPICH-G2 application may be described.
In that example, two implementations of the MPI program are available and may be combined at runtime. Parallel component-based applications are made of components interconnected through well-defined ports too, but some components may be parallel programs, like MPI programs, instead of being sequential. For instance, Ccaffeine [7] supports SPMD components, and GRIDCCM is our parallel extension to the CORBA Component Model (CCM) and supports MPI. The description of applications pertaining to any of those models includes specific information related to both component-based and MPI applications.
III. HOW APPLICATIONS GET DEPLOYED CURRENTLY
This section illustrates how the application types mentioned in the previous section may be deployed on a computational grid. The objective is to show that manual deployment is too complex and requires too much expertise from the user.
Unicore and the Globus Toolkit are grid access middleware systems: they make it easier for a user to securely launch various programs on remote, heterogeneous resources. However, the user must still manually analyze the application, split it into parts, select execution resources, and place the application parts on the selected compute resources. For instance, the Globus Resource Specification Language (RSL) is used to submit MPICH-G2 applications: as shown on Figure 4 , an RSL script to launch an MPICH-G2 application is not an application description, since it mixes information related to the application (location of the executables, number of instances of a program) with information pertaining to execution resources (names of computers, job submission method) That information combination makes it difficult to deploy the same application in another environment, should it be a grid or not.
Condor-G [8] and GridLab's GAT [9] manage the whole process of remote job submission to various queuing systems. They provide a matchmaking [10] feature to place executables on resources, and launch those executables on the selected remote resources. Both can deploy MPI applications, but those parallel applications must be deployed on a single and uniform cluster. GridLab GAT/GRMS and its associated "Job Description" can only describe applications made of a unique executable, while most code-coupling applications (&(resourceManagerContact="clstr.site1.org") (count=4) (environment=(GLOBUS_DUROC_SUBJOB_INDEX 0) (GLOBUS_LAN_ID Univ_of_Stanford) (LD_LIBRARY_PATH "/usr/globus/lib")) (executable="/home/user/my_MPI_app_i386") (directory="/home/user/")) (&(resourceManagerContact="clstr.site2.org") (count=8) (environment=(GLOBUS_DUROC_SUBJOB_INDEX 1) (GLOBUS_LAN_ID Univ_of_Stanford) (LD_LIBRARY_PATH "/ap/globus2.4.3/lib")) (executable="/home/john/MPI_appl_sparc")) Fig. 4 .
Example of RSL script to launch an MPICH-G2 application (simplified). are composed of a number of programs. GRMS Job Description also mixes information related to the application with information on execution resources. Last, there may be network requirements between the various, distributed parts of an application. However, Condor ClassAds and GridLab's GRMS cannot describe connection constraints between the various parts of an application.
MPI
Finally, CDDLM 2 [11] and SmartFrog assume resources have already been selected, while we want to support deployment planning.
IV. GADE: GENERIC APPLICATION DESCRIPTION MODEL

A. Motivations and Objectives
Section II showed there are several ways to describe an application: component-based applications are made of interconnected components possibly collocated, MPI applications are composed of processes. This application description diversity would suggest that different deployment planners would be implemented depending on the type of application to be deployed ( Figure 5 ). However, a planning algorithm is difficult to design and implement since it holds most of the intelligence of the deployment tool. So writing a planner for every type of application is too costly.
Our objective is to capitalize on a deployment planning algorithm once a planner has been written to accept in input a generic application description. Hence, as shown on Figure 6 , specific application descriptions are translated into generic application descriptions which are the input of the planner. Conversion from specific application descriptions to a generic description format, and a unique deployment planner. This is reasonable since all the applications we are interested in are similar in that they all end up as running threads and processes, possibly communicating with each other. Applications based on a combination of parallel and distributed paradigms, like parallel components, may be deployed on a grid. Should such combined applications be deployed using planners and launch methods specific to MPI applications or specific to component-based applications? None, there is a need for a unified deployment method.
B. Generic Application Description Model Overview
As shown on Figure 7 , our generic application description model (GADE) describes an application as a list of "computing entity" hierarchies along with a list of connections between "computing entities", meaning that they may communicate with other "computing entities". The three "computing entities" we consider are system entities, processes, and codes to load. A code to load is part of a process, and all codes of a process share a common address space. A process is a running instance of a program with a private memory address space: it is included in a system entity, and all processes of a system entity run on the same host, sharing a common physical memory. Each system entity may be deployed on distributed compute nodes. 
C. Generic Application Description Specification 1) System entity:
A system entity (i.e., a set of processes to be deployed on the same compute node) has a cardinality ¡ , meaning that ¡ instances of the system entity must be deployed on distributed compute nodes. A set of resource requirements may be attached to a system entity, specifying a list of operating systems and/or computer architectures onto which the system entity may be mapped.
2) Processes: A process has a cardinality ¤ , meaning that ¤ instances of the process must be deployed within the system entity. A process may also have a list of implementations for various operating systems and computer architectures. A startup method is attached to every process, specifying how the process may be launched: a JAVA process will be started using a JVM, MPI processes will be created using mpiexec, plain executables will be started using a program loader, etc.
3) Codes to load: As system entities and processes, codes to load have a cardinality § . A DLL corresponding to a code to load may have a list of implementations for various operating systems and computer architectures. A loading method must also be attached to a code: in case the code to load is a CCM component, it will be loaded into the process using the CCM operation install(id, JAR or DLL file).
4) Connections:
The generic application description also includes a list of connections between system entities. A system entity is connected to another one if they both contain processes or codes to load which will need to communicate (e.g., interconnected components, MPI processes, etc.)
D. Specific to Generic Application Description Conversion
A translator is responsible for converting a specific application description to our generic description format. There is one translator for each type of application, but a translator is quite simple to write.
The description of an MPI application made of¨processes translates to a system entity of cardinality ¡ : the system entity is made of one process since there is usually no need for host collocation in MPI applications. Finally there is a connection from the unique system entity to itself, which means that every instance of the system entity replicated ¡ times must be able to communicate with every other instance.
For component-based applications, the components required to be collocated on the same host result in multiple processes within the same system entity. Figure 7 corresponds to the transformation of the example of Figure 2 . The components required to be collocated in the same process result in multiple codes to load in the same process. Process B corresponds to process-collocation B: it is made of two codes to load corresponding to components 5 and 6. In CCM, a component may be a standalone executable: it results in a process holding no code to load in our generic application description (like component 7 represented by just one process in a system entity on Figure 7) . A CCM component may also be a DLL or JAVA .class file: in this case, it results in a process (called "ComponentServer") holding a code to load which represents this component (DLL, JAVA .class file, etc.) The connections in the generic application description reflect the connections between the components.
E. Advantages over Specific Application Descriptors
The conversion from a specific application description to a generic description makes the application description independent of the nature of the application, but makes it more dependent on a computer model: our generic description model assumes a single operating system per compute node which can run one or more processes sharing physical memory, and processes which may load one or more codes sharing the same virtual address space. However this assumption is reasonable in that this computer model is extremely common. In addition, by introducing a generic application description model, we make planners simpler to implement since they do not have to cope with semantics implied by particular application types.
V. CONCLUSION
This paper presented an overview of the process of automatic application deployment in a grid environment, targeting more transparency in the utilization of computational grids. It introduced a generic application description model (GADE) allowing to deploy various types of applications using a common planner implementation. GADE has been integrated in our prototype ADAGE, which is now capable of automatically deploying distributed CCM component-based applications and parallel MPICH-G2 applications on computational grids, using a common planner. A future step will be to understand how application-specific considerations should be handled for the configuration phase, once processes have been created.
