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ABSTRACT 
This paper compares five alternative methods for directly dealing with structural 
break uncertainty in forecasting the U.S. equity premium using 30 widely used 
bivariate and multivariate predictive regressions. We find that two recently 
developed methods — Robust Optimal Weights on Observations and Forecast 
Combination across Estimation Windows — outperform the conventional rolling 
window and post-break estimation methods. This result indicates that very early 
historical information is beneficial for U.S. equity premium forecasting but should 
be discounted to incorporate structural break uncertainty. 
Keywords: structural break uncertainty; out-of-sample forecast; equity premium 
JEL Classification: C53; G17; G11 
                                                        
1 Corresponding Author: Qing Zhou; Address: UQ Business School, The University 
of Queensland, Brisbane, QLD4072, Australia; Tel:+ 61 7 3346 8106; Fax: +61 7 
3346 8166; Email: q.zhou@business.uq.edu.au 
2  
1. Introduction 
The equity risk premium (or aggregate stock market excess returns) is of central 
importance in finance (e.g., portfolio allocation decisions and estimations of the cost 
of capital) and has attracted enormous attention in the literature (e.g., Bali et al., 
2015; Rapach and Zhou, 2012; Brailsford et al., 2008). Because the equity premium 
is closely linked to the macro economy, regime-shifting in the economy (e.g., 
technological advancement and policy regime shifts) can result in parameter 
instability in equity premium forecasting. However, for a long time, despite the 
evidence of unstable forecasting performance (e.g., Welch and Goyal, 2008), 
assumptions about the parameter stability of a predictive regression model have been 
explicitly or implicitly made in the vast majority of studies regarding empirical 
modeling and forecasting the equity premium. 
Lack of awareness of structural breaks or parameter shifts renders forecasts 
inaccurate and constitutes one of the major reasons for poor out-of-sample 
forecasting performance (e.g., Yang and Chen, 2014; Rapach and Zhou, 2012; Welch 
and Goyal, 2008).2 Given the recent mounting evidence of structural breaks in 
financial time series (e.g., Hartmann et al., 2008; Powell et al., 2007; Paye and 
Timmermann, 2006), Spiegel (2008) summarize the main concern as how a decision 
maker can update the coefficient estimations in forming expectations regarding the 
                                                        
2 There are other arguments regarding the poor out-of-sample forecasting performance of equity premiums; for 
example, Campbell and Thompson (2008) implement a restricted regression method to achieve improved 
out-of-sample forecasting performance, whereas Cochrane (2008) find that in-sample tests have more power and 
are convincing on their own. 
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equity risk premium to account for the parameter shift. Because the dates and sizes 
of parameter shifts associated with past structural breaks are typically unknown, 
structural break uncertainty (SBU) confronts return forecasters. When considering 
SBU to make forward-looking out-of-sample forecasts, forecasters must decide 
which estimation windows are pertinent and how to use the available historical 
observations to estimate predictive regressions. 
To examine the best methods to manage SBU and to determine whether the 
out-of-sample performance of equity premium predictive regression models can be 
improved by incorporating SBU, we discuss and compare five alternative methods 
that deal with SBU: the expanding window, the rolling window, the Bai-Perron 
method (Bai and Perron, 2003, 1998), Robust Optimal Weights on Observations 
(Pesaran et al., 2013), and Forecast Combination across Estimation Windows 
(Pesaran and Timmermann, 2007; Tian and Anderson, 2014). We examine the 
performances of these methods for a broad range of bivariate prediction models that 
use common predictors in the literature, including 14 economic predictors (see 
Welch and Goyal, 2008; Rapach et al., 2010) and 14 indicators based on technical 
trading rules (see Neely et al., 2014), in addition to two “kitchen sink” prediction 
models based on these economic and technical predictors. We evaluate the 
forecasting performance of these different methods using both statistical and 
economic metrics. Overall, we find that when forecasting the equity risk premium, 
although the relative performance of these methods varies across predictive 
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regressions, methods that use but discount early observations in forecasts generally 
improve the out-of-sample performance. This finding indicates that very early data 
can contain useful information for forecasting the current equity premium under 
SBU. 
Based on our comparison results, we advocate adoption of the Robust Optimal 
Weights on Observations and Forecast Combination across Estimation Windows 
methods. We show that these two methods are more appropriate for U.S. equity 
premium forecasting than the more common methods of managing SBU in the 
equity premium forecasting literature, such as the rolling window method and the 
Bai-Perron method (e.g., Campello et al., 2008; Campbell and Thompson, 2008). 
The rolling window method is simple to implement, but it discards early 
observations prior to an arbitrarily determined window size. Although a structural 
break detection procedure can help to select estimation windows, omission of early 
observations, based on breaks that are either spuriously detected or that fail to be 
detected, leads to poor out-of-sample forecasts. 
The five methods in our discussion essentially differ in how they treat early 
observations. Although updating the parameter by discarding earlier data can reduce 
the risk of contaminating the estimates with data generated under a different mean, it 
also inflates the forecast variance at the same time. Many new statistical methods 
have been developed, but their comparative performance for equity premium 
forecasts is unknown. Also unknown is whether these methods can improve on 
existing popular equity premium forecasting models that fail to provide satisfactory 
5  
out-of-sample forecasting performance (see Welch and Goyal, 2008). Through this 
paper on equity premium forecasting, we primarily compare the alternative 
forecasting methods that account for SBU. Although these methods might not be 
inclusive of all available techniques, the implications are broad. The comparison of 
how information is treated at different times is of general interest to financial 
time-series forecasting. We also contribute to the equity premium forecasting 
literature by demonstrating that equity premium out-of-sample forecasts can be 
improved by incorporating SBU. 
The remainder of this paper is organized as follows. Section 2 describes the 
sample data and basic model set-up. Section 3 summarizes the different forecasting 
methods for managing SBU. Section 4 compares the out-of-sample forecasts of the 
U.S. equity premium using alternative methods for dealing with SBU and the 
economic significance of these methods. Section 5 provides robustness checks. 
Section 6 concludes the paper. 
2. The data and basic model set-up 
2.1. Data 
We forecast the U.S. equity premium by adopting 14 widely used economic 
variables and 14 technical indicators to emphasize any potential improvements 
produced by devising strategies that account for SBU. We retrieve our data set from 
Amit Goyal’s website (http://www.hec.unil.ch/goyal/), which contains the monthly 
U.S. equity premium, the risk-free rate, and the 14 economic variables. The monthly 
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equity premium is calculated as the difference in the natural logarithm of the S&P 
500 price index between two consecutive months divided by the risk-free rate. We 
collect the price and volume data of the S&P 500 index from The Center for 
Research in Security Prices (CRSP) and calculate 14 technical indicators (see Neely 
et al., 2014) based on moving average (MA) rules, momentum (MOM) rules, and 
volume-based (VOL) rules. These technical indicators (also called buy-and-sell 
signals) are generated by comparing long- and short-term measurements under each 
strategy; they reflect changes in stock price or trading volume trends. We define the 
economic predictors and the technical indicators in Appendix A. Table 1 presents 
summary statistics for the variables. 
[Insert Table 1 here]  
Our sample spans from January 19513 to December 2014, of which the first 516 
observations (i.e., from January 1951 to December 1993) provide the initial 
information set to estimate each return predictive regression model. This choice 
leaves 252 observations from January 1994 to December 2014 for the out-of-sample 
forecast evaluation. This out-of-sample period covers the booms and crashes of the 
U.S. Dotcom Bubble and the 2008 global financial crisis (GFC). Therefore, the 
dataset serves well to study forecasting of U.S. risk premium under SBU. We assess 
the robustness of results using alternative out-of-sample ranges in Section 5.1. 
 
 
                                                        
3 The start of Goyal’s data set for economic variables is January 1871. The availability of the sample data for 
technical indicators restricts the start of our sample period. 
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2.2. Model set-up 
To date, the equity premium forecasting literature has assumed that between stock 
returns ty  and a vector of state variables x t , there is a link that is subject to 
structural changes at dates  1 2, ,..., mT T T , as the following model shows:  
1
'
1: 1x    1,2,..., 1 and +1 t T  j jt t T T t j jy j m T         ,      (1) 
Where 0 0T  , and 1mT T  . x t  is a p×1 vector of regressors that typically contain the 
lagged economic variables or technical indicators for the stock-return forecasting 
models. 
1 1:j jT T
   denotes the p×1 vector of coefficients in the segment j from 1jT   to 
jT . 
However, when using this model, we face two issues of SBU: first, not knowing 
how many times the coefficients in   have changed in the past and second, not 
having prior information about the dates and sizes of the shifts, if indeed any have 
occurred (see Wachter and Warusawitharana, 2015). This estimation uncertainty has a 
substantial impact on t h e  equity premium both theoretically (Yan, 2009) and 
empirically in various equity markets (e.g., Dou et al., 2012; Welch and Goyal, 2008). 
Because of such SBU, we use linear regression to produce a one-step-ahead return 
forecast 1Ty   conditional on the information up to time T . As we progress to time 
1T  , we update the information set to 1T   to produce the forecast 2Ty  . 
3. Methods for dealing with SBU 
In this section, we compare and contrast five alternative methods that incorporate 
SBU into the out-of-sample forecasting. These methods are the expanding window, 
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the rolling window, the Bai-Perron method, Robust Optimal Weights on Observations 
assuming one and two breaks, and Forecast Combination across Estimation Windows. 
These methods differ in how the earlier observations are treated. 
3.1. Expanding window 
The expanding window approach updates estimated parameters as the forecasting 
time T  increases if and when a forecast is made. This approach ignores (possible) 
past breaks for forecasting at time T . The underlying assumption is that if structural 
breaks have not occurred in the past (i.e., 
1 1:j jT T
    remains the same across all 
segments), ordinary least squares (OLS) using all of the available information at time 
T can consistently estimate 1:T . Hence, the forecast 1ˆTy   is computed by  
'
1 1 1:
ˆˆ xT T Ty   , (2) 
where  
 11: 1: 1: 1: 1:ˆ ( ' ) 'T T T T Tx x x y  , (3) 
with the observation matrices  '1: 1 2x x , x ,..., xT T  and  '1: 1 2, ,...,T Ty y y y . 
3.2. Rolling window 
Because structural changes over a long sample period are a concern in finance, rolling 
window forecasting is widely used to account for SBU (see Fama and MacBeth, 1973; 
Pesaran and Timmermann, 2002). However, this method is pertinent for addressing 
small and frequent breaks without relying on estimates of break dates and sizes. It 
nonetheless completely disposes of all of the information available prior to the recent 
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c  period, where c  is usually arbitrarily chosen. In this paper, we choose a rolling 
window size of 15 years of monthly observations. This choice of a longer fixed 
window size allows us to incorporate more historical observations than the 
observations included in the five- or ten-year window specified in many existing 
equity premium forecasting studies. For example, if we predetermine a fixed window 
width of c , the information sets used to estimate the parameters in the return 
forecasting model include  ' 1: 1 2x x , x ,..., xT c T T c T c T       and 
 ' 1: 1 2, ,...,T c T T c T c Ty y y y      , that is,  
   1' '1: 1: 1: 1: 1:ˆ x x xT c T T c T T c T T c T T c Ty           , (4) 
and the forecast of stock returns in period T+1 is computed using  
 '1 1 1:ˆˆ xT T T c Ty     . (5) 
3.3. The Bai-Perron method 
The Bai-Perron (1998; 2003) method is one of the more widely used structural break 
procedures to estimate break dates and the number of breaks in the sample when 
information about the structural breaks is unknown to forecasters. This method 
accommodates the occurrence of multiple breaks and is therefore often applied to a 
sample involving a long span of observations. Because the Bai-Perron method 
chooses its estimation window by identifying break dates and then uses the post-break 
observations to make forecasts, its forecasting accuracy depends on correct detection 
of the break points, which can be very difficult to ascertain because of the noisy 
nature of equity premium predictive regression models. Even in cases in which the 
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last break point is dated correctly, removing the information before the last break can 
increase the variance of the forecasting errors, which in turn worsens the mean 
squared forecasting error (MSFE). 
To determine the optimal number of breaks, we first estimate a model with 
different numbers of breaks, l, which range from zero to an assumed maximum 
number of breaks. For each specified l, the break points, 1,..., lT T , can be estimated by 
minimizing the sum of the squared residuals. Next, we compute the Bayesian 
information criterion (BIC) to choose the optimal number of breaks, *l , that 
minimizes the value of the BIC for the model. If * 0l  , suggesting no breaks in the 
past, we use the full sample of the observations to estimate the parameters in the 
forecasting model, resulting in the same forecasts as the expanding window method; 
however, if structural breaks are detected, the parameters are estimated using the 
observations after the last estimated break point *ˆlT , which can be described as 
follows: 
  * * * * *1' 'ˆ ˆ ˆ ˆ ˆ1: 1: 1: 1: 1:ˆ x x xl l l l lT T T T T T T T T Ty      , (6) 
and the one-step-ahead forecast is  
 
*
'
1 1 1:
ˆˆ x
l
T T T Ty    . (7) 
3.4. Robust Optimal Weights on Observations 
With the Robust Optimal Weights on Observations method, which minimizes the 
MSFE, the optimal weights are functions of the dates and sizes of breaks (Pesaran et 
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al., 2013). Because the information about breaks is usually unknown in practice, 
alternative weights on observations that are robust to the effects of break dates and 
sizes can be used (Pesaran et al., 2013). These weights are computed by integrating 
the optimal weights relative to the dates and sizes of breaks, assuming that they are 
uniformly located within a period of the entire sample. 
This robust optimal weighting procedure is simple to apply in practice because 
the weights are independent of the regression models and the actual data; the weights 
are solely determined by the sample size T and the number of past breaks. In the case 
of a single structural break for a large T , the weights can be computed as  
  * log 1 / for 1,2,..., 1,  and 
1t
t T
w t T
T
     (8) 
  * log  
1T
T
w
T
  .  (9) 
The standardized robust optimal weights Rtw , which sum to unity, are therefore 
computed as  
 
*
*
1
R t
t T
s
s
ww
w



. (10) 
In the case of two structural breaks, where their locations are defined as 
1 1 /b T T and 2 2 /b T T , and the (standardized) break sizes are 
 1 2 1     and  2 3 2     , the optimal weights on observations that 
produce the minimum MSFE are  
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2
* 2 1 2 2 1 1 2
1
1 ( ) ( )1 for 1,2,...t
T b b T b bw t T
T a
         , (11) 
2
* 1 1 1 1 2
1 1 2
11 for 1, 2,...t
Tb Tbw t T T T
T a
         , (12) 
2 2
* 1 1 2 1 2
2 2
1 ( )1 for 1, 2,...t
Tb T b bw t T T T
T a
          , (13) 
where        22 22 1 1 2 1 2 2 1 2 1 1 21 1 1a T b b T b b b Tb b b              
and  
    
'
'1
xx1/2' 1 '
1 xx 1
x ,  for 1, 2,  and x x
x x
T i
i t t
T T
i E 

 
   

. 
In practice, the locations of breaks 1b  and 2b , in addition to the two terms 1  
and 2 , which relate to the sizes of breaks, are most likely all unknown. Therefore, 
analytical solutions for equations (11) through (13) are not achievable. However, we 
can calculate numerical solutions by integrating the weights in equations (11) through 
(13) over a grid for 1b  and 2b  first and then over a grid for 1  and 2 . Following 
the suggestion by Pesaran et al. (2013), we assume that 1b  and 2b  are uniformly 
distributed in the intervals  1 , 2T T T    and  2 , 1T T T   , respectively, and 
that both 1  and 2 are uniformly distributed between −2 and 2. When there is no 
prior belief about the distributions of break dates and sizes, this assumption of a 
uniform distribution over some interval seems reasonable. We use the same 
distribution for the break parameters in both economic predictor- and technical 
indicator-based models because how the time-varying coefficient β changes typically 
depends on the assumption of the distribution of the error term instead of the 
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distribution of the regressors. The range for 1  and 2  does not affect the integral 
of 1  and 2  with respect to a uniform distribution as long as the lower and upper 
bounds are symmetric around 0. Again, given no prior belief about any skewness of 
the break effects, assuming symmetric bounds around 0 is a sound choice in practice. 
We then standardize the numerical solutions of *tw  for observations over the entire 
sample, using equation (10) to compute the robust optimal weights in the case of two 
structural breaks. We describe the weights on observations in Figure 1.  
[Insert Figure 1 here] 
Figure 1 plots the robust optimal weights when T = 800, which is approximately 
the size of the monthly historical data available to a current U.S. equity premium 
forecaster. Figure 1a displays the case of one break, whereas Figure 1b depicts the 
case of two breaks. If only a single break has occurred in the past, more recent 
observations become more important for the forecasts, and the weights monotonically 
decrease as the observations deviate further from the current time. For the case of two 
breaks, the robust optimal weights are high for recent observations, which follows the 
intuition that the most recent information is most important for forecasting in the near 
future; however, the observations at the earliest periods are assigned slightly higher 
weights than the observations in the middle. Pesaran et al. (2013) suggest that this 
feature is due to the possibility that the bias caused by including early observations 
could offset the bias resulting from using some later observations. We have also 
altered the interval of 1  and 2  to be between -3 and 3, and the associated robust 
optimal weights have the same shape as in Figure 1 (see Figure B4 in Appendix B). 
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Multiplying the robust optimal weights Rtw  by the matrix of regressors, we have 
a weighted observation matrix, '1: 1 1 2 2wx x , x ,..., x
R R R
T T Tw w w      . The (weighted) 
least square estimator is  
   1( ) ' '1: 1: 1: 1:ˆ wx x wxWLS T T T Ty  , (14) 
and the one-step-ahead forecast is  
 ' ( )1 1 ˆˆ x
WLS
T Ty   . (15) 
3.5. Forecast Combination across Estimation Windows 
The Forecast Combination across Estimation Windows approach incorporates the 
trade-off between the bias and the variance of forecasting errors because windows of 
earlier data are typically used in computing the combination forecasts. More 
importantly, this approach offers the advantage of avoiding direct estimations of break 
sizes and break dates because these break parameters can only barely be estimated 
precisely due to the “noisy” time-series forecasting models. 
We focus on two simple combination methods that do not require the weights to 
be estimated. The first weighting method, proposed by Pesaran and Timmermann 
(2007), equally weights the forecasts that use different sample lengths. Assuming a 
minimum size of estimation window ω, the one-step-ahead combination forecasts are 
computed as  
  '1 1 :
1
1 ˆˆ x
T
T T Ty T





 

   , (16) 
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where   1' ': : : : :ˆ x x xT T T T Ty      for 1, 2,...,T   . In equation (16), individual 
forecasts are generated by expanding the observation matrices backward after 
reserving the most recent   observations. Whereas these   observations are used 
in all of the individual forecasts, earlier observations are used less. The equally 
weighted forecasts in equation (16) thus receive greater contributions from the most 
recent observations than from older observations. This idea is consistent with the 
Robust Optimal Weights on Observations method. 
Tian and Anderson (2014) propose an alternative simple weighting method that 
imposes more weights on recent observations than the equal weighting method. These 
weights are proportional to the location of the starting date of each estimation window 
(i.e., τ); they identify combination forecasts as location-weighted forecasts as follows:  
  '1 1 :
1
1
ˆˆ x
T
T T TTy




 


 


       
 
. (17) 
The location-weighted forecasts are superior to the equally weighted forecasts when 
the (standardized) break sizes are large and the last break date is close to the end of 
the entire sample (Tian and Anderson, 2014). 
4. Results 
4.1. Out-of-sample forecasting results 
Table 2 reports the out-of-sample forecasting results of the U.S. equity risk premium 
from January 1994 to December 2014. This table consists of two panels: Panel A 
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displays forecasts using economic variables as the predictors, whereas Panel B 
displays forecasting results from the models that use technical indicators. 
[Insert Table 2 here.] 
The columns headed Exp, Roll, BP, RobW1, RobW2, EW, and LW relate to the 
following: 
1) expanding window forecasts (equation 2); 
2) rolling window forecasts (equation 5), which use a fixed window size of 15 
years of observations; 
3) post-break forecasts (equation 7), for which breaks are detected using the 
Bai-Perron method; 
4) forecasts produced by Robust Optimal Weights on Observations under the 
assumptions of one break and two breaks (equation 15); 
5) equally weighted Forecast Combinations across Estimation Windows 
(equation 16); and 
6) location-weighted Forecast Combinations across Estimation Windows 
(equation 17). 
To apply the Bai-Perron method to the predictive models, we assume a maximum 
of five breaks in the past for each of the 14 economic predictor-based models, given 
that the in-sample estimation periods are long. We allow for a maximum of one break 
in the past for each of the 14 technical indicator-based predictive models because the 
buy-and-sell signals are more likely to maintain for a short period, thus making the 
search for more breaks infeasible. We then apply the BIC to determine the number of 
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breaks for each model. To determine how sensitive the break detection is to the 
assumption of the maximum break number, we also allow for a maximum of two 
breaks when computing the forecasts based on economic indicators; the results are 
discussed in Section 5.2.  
Each row of Table 2 relates to a predictor described in Tables A.1 and A.2, except 
for the two rows titled AllEcon and AllTech; these two rows refer to the “kitchen 
sink” models constructed from economic predictors and technical trading indicators, 
respectively. We include 12 of the 14 economic variables, omitting the dividend-price 
ratio (DP) and the long-term government bond yield (LTY).4 The multivariate 
version of the prediction model that uses technical indicators contains all 14 of the 
predictors. 
We report the out-of-sample 2R  statistics in percentage form to compare the 
forecast generated from prediction models with the benchmark, historical average 
forecast. The out-of-sample 2R  is computed as 2
.
1 mos
his
MSFER
MSFE
  , where mMSFE and 
.hisMSFE  represent the MSFE of the forecast from model m and the benchmark (i.e., 
historical average), respectively. A ratio greater than 0 indicates an improved 
performance over the benchmark. We use a double underline to indicate the best 
performed forecasting strategy for a prediction model and a single underline for the 
second best. 
Panel A of Table 2 shows that either the robust optimal weighting method 
                                                        
4 An examination of the pairwise correlation between the economic variables reveals that DP is strongly 
correlated with the dividend yield (DY), with a correlation coefficient of 0.994. Therefore, we keep DY to avoid 
large estimation errors caused by near multi-collinearity. The predictor term spread (TMS) is the difference 
between two other predictors: long-term government bond yield (LTY) and the Treasury bill rate (TBL); 
therefore, we keep TMS and TBL and omit LTY in the predictive regression. 
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(RobW1 and RobW2) or the forecast combination method (EW and LW) achieves 
improvements for 10 of 14 bivariate economic-predictor-based forecasting models, 
except for the earning-price ratio (EP), LTY, long-term government bond return 
(LTR) and default bond return spread (DFR). In particular, when using net equity 
expansion (NTIS) to forecast the U.S. equity premium, we find that the 
location-weighted combination forecasts approach, which values information in 
more recent samples more highly, achieves an out-of-sample 2R  statistic 
substantially greater than that of the expanding window estimation method. We also 
observe that the widely used rolling window method generates, in general, worse 
out-of-sample forecasts than the expanding window method and the other methods 
that do not completely discard historical observations. This result indicates that for 
most of the economic predictors, information earlier than the most recent 15 years 
remains useful for U.S. equity premium forecasts. 
The Bai-Perron method, which also discards earlier observations, provides the 
worst outcomes for many predictors. Of bivariate models incorporating popular 
financial valuation ratios, such as the DP ratio, EP ratio, and dividend-earnings (DE) 
ratio, the Bai-Perron method generally produces much lower out-of-sample 2R  
statistics than that of the other methods.  
[Insert Figure 2 here.] 
Figure 2 presents the last break dates identified by the Bai-Perron method for all 
of the economic predictor-based bivariate predictive regressions. An inspection of 
these break dates facilitates analysis of the potential reasons for its poor out-of-sample 
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performance in forecasting stock returns. Because the detected last breaks occur in the 
latter part of the sample, the calculated out-of-sample forecasts are based on short 
samples. Taking the EP based model as an example, the Bai-Perron method results in 
an out-of-sample 2R value that is almost 14 times worse than that of the expanding 
window method. For the forecasts between 2003 and 2008, the structural breaks are 
consistently identified at August 1990. Consequently, the first 40 years of 
observations prior to August 1990 are always discarded, with only small windows of 
observations used to calculate these forecasts. For one of the forecasts in 2009 during 
the GFC, the Bai-Perron method recognizes a more recent date in 2006 as the last 
break date, and the return prediction model is estimated using the three years of 
observations during the volatile crisis period. This choice might substantially enlarge 
the variances of the forecasting errors and hence lead to low out-of-sample 2R  
statistics for these economic predictor-based predictive models. 
In Panel A, RobW1 and RobW2 in general perform better to account for SBU, 
and these two specifications exhibit 2R  statistics close to each other, with RobW1 
performing slightly better than the RobW2. One example is for NTIS, with which 
RobW1 achieves a 40% higher out-of-sample 2R  than that with RobW2, indicating 
that heavily discounting the early observations is preferred to estimate the 
NTIS-based bivariate return prediction model. This conclusion regarding NTIS is 
supported by the fact that the LW method, which also monotonically weighs the more 
recent observations more importantly, performs the best.  
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Between the two techniques that weight forecasts across estimation windows, 
EW outperforms LW for a majority of economic predictors, indicating that imposing 
much higher weights on more recent information might not be preferred in forecasting 
the equity premium. Because LW is better suited for the situation of late breaks or 
large break sizes (Tian and Anderson, 2014), the results collectively indicate that the 
relationships between future equity premiums and economic predictors experience 
either early and/or small breaks. 
Panel B of Table 2 reports the forecasting results when the predictors are based 
on technical trading strategies, including the MA, MOM and VOL rules. These 
technical indicators are more useful for predicting the U.S. risk premium than the 
benchmark historical averages because many of their out-of-sample 2R  values are 
significantly greater than zero. Compared across the forecasting methods, the 
expanding window, which ignores possible past structural breaks for each forecast, 
performs better than the alternatives that directly address SBU. By assigning higher 
weights to observations in the 1950s than some of the later observations, RobW2 is 
the second-best forecasting method. These results suggest that the return predictive 
models that use technical indicators are more stable than the models that use 
economic predictors. Therefore, the very early trends in stock prices and trading 
volumes are useful for forecasting the recent U.S. risk premium. 
The Bai-Perron method delivers the same results as the expanding window 
estimation method for most of the technical predictor-based models, except for 
MA(1,9) and VOL(3,9). An inspection of the structural break detection results (see 
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Figure 3) shows that the Bai-Perron method detects only one break in the 
MA(1,9)-based model at June 1984 for a few forecasts around early 2000. For the 
VOL(3,9)-based prediction model, one break at June 1982 is detected for the forecast 
of May 2000. However, the findings regarding the structural changes of these two 
models do not improve their forecasting performance. The Bai-Perron method does 
not detect any other structural changes in the predictive effects of the other technical 
indicators during the out-of-sample period from January 1994 to December 2014. 
Clark and McCracken (2005) demonstrate that the results of structural breaks could 
affect the predictive ability between two variables. Our out-of-sample results for the 
Exp method indicate strong predictive relationships of the technical indicators with 
U.S. equity risk premium, consistent with the structural break results of no breaks 
being marked in these indicator-based models.  
[Insert Figure 3 here.] 
The forecasting methods that rely on break tests to deal with SBU also face 
practical limitations when applied to stock-return forecasting models using 
buy-and-sell signals. We find it necessary to restrict the possible break number to a 
maximum of one when searching for break dates because of a lack of variability in 
these buy-and-sell signals within a relatively short period. Even in the search for a 
single breakpoint in the multivariate regression, with all 14 technical indicators, 
multi-collinearity remains. Therefore, we do not report the out-of-sample 2R  in the 
last row for BP. 
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4.2. Economic evaluation 
Because forecast improvements measured by the out-of-sample 2R  statistics cannot 
guarantee success for investors (e.g., Gray, 2008; Leitch and Tanner, 1991), in this 
subsection, we evaluate the economic significance of various forecasting techniques 
for managing SBU in regression-based predictive models. We use the average 
certainty equivalence (CE) measurement of utility gains for a real-time investor over 
the out-of-sample period. The CE is determined by the sample average returns of 
portfolio ˆ p and the sample variance of returns 2ˆ p , and it is calculated 
as 1 2ˆ ˆ
2
ˆpU pu   . We assume that the investor rebalances the portfolio monthly 
between stocks and risk-free bills. At the end of the month t, the investor decides the 
proportion of stocks in the investment portfolio in the next month t+1 to be 
1
2
1
ˆ1
ˆ
t
t
y
 


   
, where 1ˆty   is the forecast of the stock returns for the next month and 
2
1ˆt   is an estimate of the variance of stock returns. We limit the portfolio weights 
on stocks to a range of 0% to 150% to prevent short sales in stocks or the investor 
having leverage of greater than 50%. The risk aversion parameter   takes a value 
of three in this paper. 
Following the common practice in the literature, such as Welch and Goyal 
(2008), Campbell and Thompson (2008), Brennan and Xia (2010), and Rapach et al. 
(2010), we measure the CE in terms of excess CE using historical average 
forecasting, i.e., the differences between the utility gains from the conditional 
models and the unconditional model using historical average forecasts. One 
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interpretation of this utility-based forecasting criterion is investors’ willingness to 
pay to obtain forecasts from return prediction models relative to historical averages 
(Rapach and Zhou, 2012). Focusing on the utility gains from considering the impacts 
of structural breaks on mean stock-return forecasts, we avoid the issue of SBU in 
volatility forecasts. Following Welch and Goyal (2008), we use a five-year rolling 
window of past returns to forecast the variance of returns in the subsequent period.  
 Table 3 reports the annualized utility gains (in percentages) using the five 
alternative methods for managing SBU in U.S. equity premium forecasts during the 
out-of-sample forecasting period from January 1994 to December 2014. Panel A of 
Table 3 shows that most economic predictors can result in positive utility gains when 
structural breaks have been addressed. Both the RobW1 and LW methods, which use 
earlier information but monotonically consider the more recent information more 
important, achieve higher utility gains than the other forecasting methods for a 
majority of the economic predictors. This result of RobW1 being the best-performing 
method is consistent with the statistical comparison in the preceding section. 
Although Exp and Roll are the two most widely used methods in the equity risk 
premium forecasting literature (e.g., Rapach and Zhou, 2012; Welch and Goyal, 2008), 
our results show that these two methods perform relatively poorly compared with the 
RobW1 and LW methods, thus indicating that incorporating and discounting 
information in distant historical observations of economic indicators can generally 
improve equity risk premium forecasting in terms of utility gains. 
[Insert Table 3 here.] 
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We also observe discrepancies between the statistical and economic 
measurements of the forecasting performance comparison for the kitchen sink model. 
Panel A in Table 2 presents negative out-of-sample 2R  values for the multivariate 
kitchen sink model using economic predictors, thus indicating that the MSFE is 
much greater than those of the historical average forecasts. Although the kitchen sink 
model pools information by including various predictors in a single model, the large 
number of unknown parameters might lead to large estimation errors and therefore 
might contaminate the MSFE. However, the benefit of pooling information among 
economic predictors is reflected in the utility-based metric. 
In Panel B of Table 3, we observe that although ignoring the possible presence 
of breaks and using the expanding window method for each forecast performs best 
regarding the out-of-sample 2R  for the technical rules, dealing with breaks can 
produce higher utility gains. In particular, when the buy-and-sell signals are based on 
the MOM and VOL rules, RobW1, RobW2, EW and LW generally result in higher 
utility gains than the expanding window, rolling window, and Bai-Perron methods.  
5. Robustness Checks 
5.1 Alternative out-of-sample periods 
So far, the forecast evaluations have been based on the out-of-sample period starting 
in January 1994, which covers the expansion period in the 1990s and several crisis 
periods. However, as noted by Hansen and Timmermann (2012), out-of-sample 
evaluation relies on how a given data set is partitioned into estimation and evaluation 
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subsamples, and to date, there has been no consensus regarding how to choose the 
split point. One practice is to begin the forecast evaluation window early to increase 
the power of the predictive ability tests (see Hansen and Timmermann, 2012), which 
corresponds to a long out-of-sample period. Researchers are also interested in the 
forecast performance of alternative methods for managing structural break 
uncertainty when the breaks are close to the end of the in-sample periods. A natural 
example is to focus on the out-of-sample forecasts over the recent GFC period. 
Therefore, to address concerns about alternative out-of-sample choices, in this 
subsection, we assess the robustness of our main empirical results for the sample 
period from January1966 to December 2014 and from January 2007 to December 
2014.  
Table 4 reports the out-of-sample 2R of bivariate predictive models when the 
out-of-sample period starts 15 years after the data are available, that is, from January 
1966 to December 2014. Comparing the results reported in Table 2, which use a 
relatively shorter out-of-sample period, the expanding window method for economic 
predictor-based regression performs better over this much longer period. However, 
dealing with SBU with the method of RobW2 can still achieve better equity 
premium forecasts for some economic predictors. For instance, when using DY to 
forecast the U.S. equity premium, weighting the more recent information more 
importantly but with slightly higher weights on the observations in the 1950s can 
achieve more accurate forecasts (although not significantly better) than the historical 
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averages.  
[Insert Table 4 here.] 
Panel A shows that the post-break forecasts of BP are again the worst forecasts, 
thus indicating the importance of using the pre-break information due to the 
trade-offs between forecast biases and forecast error variances. We illustrate the 
detected last break points for the out-of-sample forecasts over this longer period 
from January 1966 to December 2014 in Figure B1 in Appendix B. For many 
economic predictor-based models, when forecasting the equity risk premium around 
the mid-1970s, very short samples are used for estimations due to the detected last 
break points close to the end of the in-samples.  
The performance of the technical predictor-based models is consistent with that 
reported in Table 2. For most of the MA-based buy-and-sell signals except for 
MA(1,9), the Bai-Perron method does not detect any structural break in their 
predictive relationship with U.S. risk premium, hence resulting in the same forecasts 
as the expanding window method. However, Figure B2 in Appendix B shows that 
structural breaks are consistently detected at 1967 and 1968 in the VOL-based 
predictive models for the forecasts around the end of 1974. The use of shorter 
estimation windows for these forecasts enlarges the variances of forecasting errors 
and therefore leads to less accurate forecasts. 
Table 5 reports the out-of-sample forecasting comparisons over the period from 
January 2007 to December 2014. This short out-of-sample consists of 96 
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observations and only covers the GFC and the post-GFC period. Therefore, for most 
of the forecasts over this out-of-sample period, structural breaks are likely to occur 
close to the end of the in-sample period. The Robust Optimal Weights on 
Observations and Forecast Combinations across Estimation Windows methods can 
improve the U.S. equity premium forecasts for 8 of 14 economic predictor-based 
models. Among these eight bivariate prediction models, RobW1 outperforms 
RobW2, thus indicating that monotonically increasing the weights on recent 
information works well for forecasting over the GFC period. Moving to Panel B, we 
can see that although no structural breaks are detected in the predictive models using 
the trading volume-based indicators, the methods that address SBU are able to 
improve the forecasts relative to the expanding window method. This finding 
indicates a possible failure of break tests for these “noisy” return forecasting models.  
[Insert Table 5 here.] 
5.2 Alternative choice of parameter values 
Some of the methods that manage SBU require setting parameter values in practice. 
For instance, we must assume a maximum number of breaks when employing the 
Bai-Perron method to identify the number of breaks associated with the break dates. 
For the results in Section 4, we set the maximum breaks to be 5, considering that the 
length of the past samples is relatively long. However, this setup is somewhat 
arbitrary. To check the sensitivity of the results to this choice, we change the 
maximum break number to two for a robustness check.  
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In the process of generating the robust weights on observations for the case of 
two structural breaks, we assume that the two parameters 1  and 2  in equations 
(11) to (13), which relate to break sizes, are integrated with respect to a uniform 
distribution between -2 and 2. As discussed in Section 3.4, the choice of the bounds 
for a uniform distribution does not affect the resulting weights if the bounds are 
symmetric approximately 0. In this section, we provide evidence by expanding the 
range to be between -3 and 3.  
In Table 6, we present the forecasting results over the period of 1994:01 to 
2014:12 under the alternative settings for BP and RobW2, compared with the other 
forecasting methods. Comparing the BP columns between Table 6 and Table 2, we 
see that the out-of-sample 2R  values are identical except for predictor EP. Figure 
B3 in Appendix B illustrates the detected last break point for each forecast from 
1994:01 to 2014:12 under the assumption of a maximum of two breaks. It is clear 
that these estimated last break dates are mostly the same as those when a maximum 
of five breaks is allowed. The exceptions are the very few forecasts that use EP as 
the predictor. When forecasting the U.S. risk premium in January 2009 with the 
EP-based model, the BP procedure under a maximum two breaks does not find any 
structural changes, whereas allowing for a maximum five breaks concludes with 
three breaks during the past sample, and the last break is estimated to occur at 
November 2004. This difference in the results of structural break tests leads to 
differences in the out-of-sample 2R  across all of the sample periods. Nevertheless, 
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with economic predictors, the forecasts based on the post-break observations often 
perform the worst when structural breaks are detected during the past sample.  
[Insert Table 6 here.] 
In Table 6, the column labeled RobW2 reports the forecasting results when the 
parameters related to break sizes are integrated with respect to a uniform distribution 
between a broad range of -3 to 3 to generate the robust observation weights. The 
differences in the out-of-sample 2R  caused by assuming a smaller range, such as -2 
to 2, are very small. We plot the computed robust optimal weights on observations 
when the parameters 1  and 2  are integrated between -3 and 3 in Figure B4 in 
Appendix B. These weights are visually similar to those in Figure 1, featuring 
slightly higher weights on information at the beginning of the sample than 
information in the middle of the sample. 
5.3 Summary 
To summarize, the out-of-sample 2R  with alternative out-of-samples and alternative 
values of parameters for the BP method and RobW2 method follow patterns similar 
to those reported in Section 4. The Robust Optimal Weights on Observations and the 
Forecast Combination across Estimation Windows methods can improve the 
forecasting performance of some economic predictor-based models. The technical 
predictor-based models, in general, achieve better equity premium forecasts than the 
economic predictor-based models. The expanding window method, which considers 
every observation to be equally important for each forecast, often performs the best 
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except for the trading volume-based indicators over the GFC and post-GFC period. 
The Bai-Perron method, which only uses the post-break observations for estimation 
when breaks are detected, usually performs the worst.5 
6. Conclusions 
Model instability is one of the major obstacles to consistently producing accurate 
out-of-sample forecasts of the equity risk premium. Empirical researchers and 
real-time forecasters are confronted with the question of how to update the 
estimation of unknown parameters in forecasting models when structural breaks 
have possibly occurred. We compared five alternative methods for dealing with SBU 
(the rolling window, expanding window, Bai-Perron, Robust Optimal Weights on 
Observations, and Forecast Combination across Estimation Windows methods) in 
the setting of U.S. equity risk premium forecasting. We find that among all 30 of the 
forecasting models (including 28 bivariate models and two “kitchen sink” models), 
the Robust Optimal Weights on Observations and the Forecast Combination across 
Estimation Windows methods, which use all of the available observations but weight 
recent observations as more important, improve out-of-sample forecasts for U.S. 
equity premium relative to the widely used rolling window method. These two 
methods also perform better than the post-break estimation method, especially for 
                                                        
5 In addition to the robustness check using out-of-sample 2R as the evaluation criterion, we also checked the 
robustness of our main results using the CE measure. In summary, the utility gains of managing SBU are more 
significant than using the statistic metric. The economic gains can be further improved if we change the risk 
aversion from three to one to allow the investor to take more risk. The utility gains are also limited by the 
leverage constraint. The 150% upper limit on equity investment binds more potential gains from incorporating 
structural breaks in equity premium forecasting (Campbell and Thompson, 2008). 
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models using economic predictors. For technical indicator-based prediction models, 
the expanding window and Robust Optimal Weights on Observations methods 
provide superior performance, suggesting a relatively stable link between the equity 
premium and the indicators, using the trends in prices and trading volumes. The 
implication here could be used as a potential reason to explain the superior 
performance of technical indicators in forecasting U.S. equity premium (see Neely et 
al., 2014). 
We suggest adopting break detection-free forecasting techniques to account for 
SBU in equity premium predictive regression models for the following reasons. The 
commonly used predictors, such as DP and EP ratio, in general have weak 
explanatory power,6 and these predictors are highly persistent lagged endogenous 
regressors. This “noisy” nature of the widely used equity premium predictive models 
can affect the size and power of structural break tests. For example, Paye and 
Timmermann (2006) and Rapach and Wohar (2006) showed that Sup F-type tests 
could suffer from size distortion, whereas the J-test has a good size property but 
weak power to detect breaks. An estimation window subsequently chosen based on 
either spuriously detected breaks or failure to detect breaks will be unlikely to 
produce accurate return forecasts. Even if the breaks are correctly identified, in cases 
in which the post-last-break sample is short, the increase in the variance of 
forecasting errors can exceed the reduction of forecast bias, thereby resulting in 
unfavorable forecasts measured by MSFE-based metrics. Based on our empirical 
                                                        
6 Powell et al. (2009) argue that the in-sample return predictability of payout yield spuriously results from the 
use of a common divisor in both returns and predictors, in addition to from the persistence of the predictors. 
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results, we suggest avoiding use of the break test in favor of using methods such as 
the Robust Optimal Weights on Observations or the Forecast Combination across 
Estimation Windows to account for SBU in equity premium predictive models. 
In evaluating the comprehensive set of predictors explored in the literature, we 
find that although incorporating SBU can improve the forecasting performance of 
economic predictor-based models, they still generally fail to out-perform the 
benchmark forecasts of historical averages regarding the out-of-sample 2R  
statistics. Future research could also investigate whether managing SBU can further 
improve out-of-sample forecasting performance when information from different 
equity premium predictors is combined (see Rapach et al., 2010) or when sign 
restrictions are imposed on the estimations of the predictive models (see Campbell 
and Thompson, 2008). 
We describe the performance of SBU methods using equity premium forecasting 
as the context to elucidate our points. However, our arguments can be generalized to 
many other types of financial time-series forecasting. Because different SBU 
methods have different underlying assumptions regarding the break size and 
frequency, the choice among alternative SBU methods should be based on 
knowledge regarding the structural breaks in the time series of interest. 
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Table 1 Summary statistics 
 
Panel A: Summary statistics regarding economic indicators 
Economic 
indicators 
Mean 
Standard 
deviation 
Maximum Minimum Skewness Kurtosis 
DP -3.51 0.41 -2.60 -4.52 -0.32 -0.53 
DY -3.50 0.42 -2.61 -4.53 -0.32 -0.51 
EP -2.78 0.43 -1.90 -4.84 -0.86 3.15 
DE -0.73 0.30 1.38 -1.24 2.55 15.15
SVAR 0.14 0.05 0.32 0.05 0.87 1.01 
BM 0.53 0.25 1.21 0.12 0.52 -0.39 
NTIS 0.01 0.02 0.05 -0.06 -1.08 1.46 
TBL (%) 4.46 3.05 16.30 0.01 0.88 1.21 
LTY (%) 6.16 2.71 14.82 2.06 0.83 0.23 
LTR (%) 0.55 2.75 15.23 -11.24 0.51 3.35 
TMS (%) 1.70 1.42 4.55 -3.65 -0.11 -0.18 
DFY (%) 0.96 0.45 3.38 0.32 1.81 4.57 
DFR (%) -5.60 3.59 12.57 -21.01 -0.64 2.59 
INFL (%) 0.29 0.32 1.81 -1.77 0.50 4.28 
Panel B: Summary statistics regarding technical indicators 
Technical indicators Percentage of buy signals (%) 
MA(1,9) 69.01 
71.61 
69.53 
71.48 
70.05 
71.88 
71.35 
73.18 
69.14 
71.35 
68.75 
70.70 
69.66 
71.22 
MA(1,12) 
MA(2,9) 
MA(2,12) 
MA(3,9) 
MA(3,12) 
MOM(9) 
MOM(12) 
VOL(1,9) 
VOL(1,12) 
VOL(2,9) 
VOL(2,12) 
VOL(3,9) 
VOL(3,12) 
Notes: This table presents summary statistics for 14 economic variables and 14 technical predictors from 
January 1951 to December 2014. The acronyms and definitions are listed in Appendix A. The percentage 
of buy signals for each technical indicator is calculated by dividing the number of months when the 
technical indicator has a value of one by the total number of months from January 1951 to December 
2014 (768 months). 
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Table 2 Out-of-sample 2R  (%) the U.S. equity premium forecasts (January 1994 to December 2014) 
 
 
  Exp Roll BP RobW1 RobW2 EW LW 
Panel A: Economic indicators 
DP -1.83 -1.78 -7.21 -1.03 -1.04 -1.25 -1.35 
DY -1.88 -1.15 -3.70 -0.94 -0.97 -1.22 -1.35 
EP -0.52 -4.01 -7.06 -0.84 -0.84 -0.65 -1.13 
DE -2.23 -4.61 -12.09 -2.61 -2.42 -1.79 -2.55 
SVAR -0.27 -1.60 -7.81 -0.25 -0.25 -0.23 -0.46 
BM -0.45 -1.16 -0.45 -0.39 -0.43 -1.08 -1.75 
NTIS -1.84 -1.34 -2.71 -0.50 -0.82 -0.70 -0.24 
TBL -0.76 -1.38 -3.86 -0.53 -0.64 -1.00 -1.75 
LTY 0.07 -1.68 -0.39 -0.27 -0.07 -0.72 -1.38 
LTR -0.52 -1.53 -0.52 -1.17 -0.78 -0.94 -1.44 
TMS -1.47 -1.55 -2.35 -0.88 -1.04 -0.96 -1.28 
DFY -1.19 -3.43 -4.38 -1.65 -1.37 -0.67 -1.51 
DFR 0.56* -2.33 0.21 -0.59 0.07 -0.46 -1.32 
INFL -1.07 -1.55 -1.07 -0.41 -0.73 -0.75 -0.87 
AllEcon -10.39 -24.99 -10.39 -9.47 -8.79 -12.62 -15.28 
Panel B: Technical indicators 
MA(1,9) 1.22** -0.46 1.20** 1.03 1.13 0.60 0.37 
MA(1,12) 1.48* -1.20 1.48* 1.02 1.20 0.77 0.34 
MA(2,9) 0.84 -1.05 0.84 0.45 0.57 0.18 -0.21 
MA(2,12) 1.69* -0.57 1.69* 1.08 1.37 1.04 0.63 
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Table 2 Continued 
MA(3,9) 0.84 -1.84 0.84 -0.03 0.32 -0.07 -0.61 
MA(3,12) 0.53 -2.31 0.53 -0.07 0.13 -0.34 -0.83 
MOM(9) 0.63 -1.50 0.63 0.35 0.46 0.14 -0.17 
MOM(12) 0.64 -1.33 0.64 0.30 0.44 0.15 -0.18 
VOL(1,9) 0.73 -0.34 0.73 0.10 0.35 0.20 -0.12 
VOL(1,12) 1.66* 0.57 1.66* 1.28 1.48 1.50 1.21 
VOL(2,9) 1.09* -0.69 1.09* 0.62 0.80 0.82 0.50 
VOL(2,12) 1.48** 0.22 1.48** 1.48** 1.54* 1.36 1.20 
VOL(3,9) 0.82 -0.57 0.35 0.55 0.6 0.44 0.12 
VOL(3,12) 1.70** -0.02 1.70** 1.50 1.62* 1.39 1.09 
AllTech 0.29 -8.28 - -2.10 -0.55 -2.23 -3.75 
        
 
Notes: This table presents the out-of-sample 2R of the U.S. equity premium forecasts for the period from January 1994 to December 2014. The column headers Exp, Roll, BP, 
RobW1, RobW2, EW, and LW represent, respectively, expanding window, rolling window, Bai-Perron method assuming a maximum of five breaks for economic predictors and 
a maximum of one break for technical indicators, Robust Optimal Weights on Observations assuming one break, Robust Optimal Weights on Observations assuming two breaks, 
location-weighted Forecast Combination across Estimation Windows and equally weighted Forecast Combination across Estimation Windows. When computing the RobW2 
forecasts, the parameters related to break sizes are integrated with respect to uniform distributions spanning a range from -2 to 2. The rows are headed to indicate the 
predictors. All the predictors are defined in Tables 1A and 2A. “AllEcon” and “AllTech” are two “kitchen sink” models using economic and technical predictors, respectively. 
The result under BP for “AllTech” is not available due to the multi-collinearity issue in the break search process. The double underlines and the single underlines indicate the 
best-performing and the second-best-performing forecasting methods for each predictor, respectively. ** and * denote the 5% and 10% levels of statistical significance, 
respectively, of the equal predictive accuracy test (Clark and West, 2007) for nested models. We use the historical average forecast as our benchmark forecast.  
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Table 3 Economic significance: utility gains comparison (January 1994 to December 2014) 
 
  Exp Roll BP RobW1 RobW2 EW LW 
Panel A: Economic predictors 
DP 3.29 3.07 5.57 7.66 4.73 6.48 7.17 
DY 3.81 3.06 5.22 7.81 5.59 7.00 7.70 
EP 0.40 0.67 2.50 4.17 3.34 3.89 4.64 
DE 0.36 1.83 -0.20 5.92 3.95 6.07 6.68 
SVAR -0.49 -0.32 1.21 4.33 1.28 2.87 4.78 
BM -0.19 1.05 1.06 5.00 3.26 4.14 4.99 
NTIS 2.31 2.66 4.43 5.56 4.54 5.48 5.56 
TBL 5.99 5.80 8.32 5.22 5.42 5.36 6.72 
LTY 6.59 6.84 6.27 5.40 6.01 7.28 8.27 
LTR -0.18 1.18 -0.52 2.84 0.96 2.20 3.75 
TMS 5.11 6.79 5.11 6.33 5.53 6.02 5.68 
DFY -0.93 -0.74 -0.02 5.13 3.45 4.79 5.68 
DFR 0.79 1.17 0.80 2.18 1.44 1.72 2.80 
INFL 3.42 5.36 3.42 5.49 4.89 5.65 4.86 
AllEcon 4.94 1.69 4.94 4.30 5.48 6.89 6.15 
        
Panel B: Technical predictors 
MA(1,9) 4.33 3.23 4.33 4.86 5.22 4.42 4.37 
MA(1,12) 5.22 4.76 5.22 6.01 5.77 5.25 5.65 
MA(2,9) 5.66 3.90 5.66 4.96 6.17 4.97 4.87 
MA(2,12) 6.07 4.67 6.07 6.02 6.25 5.66 5.97 
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Table 3 Continued 
MA(3,9) 7.10 6.07 7.10 6.65 7.49 6.81 6.41 
MA(3,12) 4.92 3.09 4.92 5.11 5.65 4.61 5.00 
MOM(9) 2.77 1.82 2.77 3.61 4.23 3.12 3.14 
MOM(12) 3.16 2.27 3.16 3.51 3.94 3.30 3.19 
VOL(1,9) 3.30 2.48 3.30 3.95 4.58 3.82 3.63 
VOL(1,12) -0.73 2.18 -0.70 3.76 3.56 3.71 4.35 
VOL(2,9) -0.98 1.73 -0.74 4.82 3.69 3.81 4.55 
VOL(2,12) 0.84 1.28 0.84 3.44 3.70 3.23 4.16 
VOL(3,9) 1.95 2.93 1.95 4.25 4.47 4.08 4.71 
VOL(3,12) 1.04 1.83 1.04 3.81 4.00 3.38 4.32 
AllTech 3.94 1.26 - 2.42 3.14 2.19 2.37 
        
 
Notes: This table shows the out-of-sample portfolio choice results for the period from January 1994 to December 2014. The column headers Exp, Roll, BP, RobW1, RobW2, 
EW, and LW represent, respectively, expanding window, rolling window, Bai-Perron method assuming a maximum of five breaks for economic predictors and a maximum of 
one break for technical indicators, Robust Optimal Weights on Observations assuming one break, Robust Optimal Weights on Observations assuming two breaks, 
location-weighted Forecast Combination across Estimation Windows and equally weighted Forecast Combination across Estimation Windows. The rows are headed to 
indicate the predictors. All of the predictors are defined in Tables 1A and 2A. “AllEcon” and “AllTech” are two “kitchen sink” models using economic and technical 
predictors, respectively. The result under BP for “AllTech” is not available due to the multi-collinearity issue in the break search process. The numbers are the annualized 
average differences of utilities between the predictor-based conditional models and unconditional historical average forecast. The investors’ utility function is given by 
1 2ˆ ˆ
2
ˆpU pu   , where ˆ p  is average return of the portfolio and ˆ p  denotes the sample variance of the portfolio return. We specify the risk averse parameter γ=3. The 
double underlines and the single underlines indicate the best-performing and second-best-performing forecasting methods for each predictor, respectively.
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Table 4 Robustness results: out-of-sample 2R  (%) the U.S. equity premium forecasts (January 1966 to December 2014) 
 
 
  Exp Roll BP RobW1 RobW2 EW LW 
Panel A: Economic predictors 
DP -0.20 -1.60 -9.26 -1.37 -0.09 -1.40 -2.4 
DY -0.14 -1.19 -7.33 -0.94 0.06 -0.90 -1.63 
EP -0.54 -3.13 -10.59 -2.05 -0.97 -1.92 -3.22 
DE -0.90 -2.47 -7.02 -1.66 -1.20 -1.30 -2.41 
SVAR 0.12** -0.32 -10.43 -0.10 0.13** -0.01 -0.80 
BM -1.22 -2.73 -6.19 -2.42 -1.53 -2.39 -3.59 
NTIS -0.95 -0.84 -3.07 -0.60 -0.50 -0.57 -1.13 
TBL -0.80 -1.13 -6.89 -0.73 -0.30 -0.82 -1.67 
LTY -0.72 -1.43 -2.79 -1.15 -0.64 -1.72 -2.90 
LTR 0.32** -0.22 -0.83 -0.19 0.17** -0.10 -0.82 
TMS -0.84 -0.07 -3.37 -0.30 -0.25 -0.43 -1.27 
DFY -0.63 -1.41 -2.87 -0.30 -0.40 -0.03 -1.03 
DFR 1.17** -0.36 0.59** 0.23** 0.90** 0.18** -0.86 
INFL -0.06 -0.87 -0.06 -1.18 -0.40 -1.14 -2.83 
AllEcon -4.63 -13.87 -4.63 -7.63 -5.42 -7.47 -12.16 
Panel B: Technical predictors 
MA(1,9) 0.28 -0.49 0.27 -0.13 0.17 0.12 -0.03 
MA(1,12) 0.67* -0.70 0.67* -0.04 0.37 0.33 0.06 
MA(2,9) 0.37 -0.69 0.37 -0.39 0.01 0.04 -0.24 
MA(2,12) 0.81** -0.40 0.81** -0.05 0.44 0.47 0.19 
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Table 4 continued               
MA(3,9) 0.46* -0.74 0.46* -0.19 0.14 0.11 -0.17 
MA(3,12) 0.07 -1.30 0.07 -0.52 -0.22 -0.27 -0.52 
MOM(9) 0.10 -0.94 0.10 -0.54 -0.17 -0.12 -0.35 
MOM(12) 0.14 -0.92 -0.33 -0.51 -0.13 -0.07 -0.29 
VOL(1,9) 0.36 -0.51 -0.09 -0.48 -0.02 0.05 -0.23 
VOL(1,12) 0.57* -0.21 0.16 0.18* 0.54* 0.58* 0.39* 
VOL(2,9) 0.23 -0.83 0.22 -0.11 0.22 0.23 0.05 
VOL(2,12) 0.41 -0.61 -0.01 0.00 0.34 0.25 0.12 
VOL(3,9) 0.15 -0.79 -0.35 -0.33 -0.04 -0.02 -0.21 
VOL(3,12) 0.50* -0.66 0.09 0.05 0.41 0.34 0.18 
AllTech -2.69 -8.71 - -5.54 -3.26 -4.53 -6.15 
        
 
Notes: This table presents the out-of-sample 2R  of the U.S. equity premium forecasts for the period from January 1966 to December 2014. The column headers Exp, Roll, BP, 
RobW1, RobW2, EW, and LW represent, respectively, expanding window, rolling window, Bai-Perron method assuming a maximum of five breaks for economic predictors and 
a maximum of one break for technical indicators, Robust Optimal Weights on Observations assuming one break, Robust Optimal Weights on Observations assuming two breaks, 
location-weighted Forecast Combination across Estimation Windows and equally weighted Forecast Combination across Estimation Windows. The rows are headed to 
indicate the predictors. When computing the RobW2 forecasts, the parameters related to break sizes are integrated with respect to uniform distributions that span the range 
from -2 to 2. All of the predictors are defined in Tables 1A and 2A. “AllEcon” and “AllTech” are two “kitchen sink” models using economic and technical predictors, 
respectively. The result under BP for “AllTech” is not available due to the multi-collinearity issue in the break search process. The double underlines and the single underlines 
indicate the best-performing and second-best-performing forecasting methods for each predictor, respectively. ** and * denote the 5% and 10% level of statistical significance, 
respectively, of the equal predictive accuracy test (Clark and West, 2007) for nested models. We use the historical average forecast as our benchmark forecast.  
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Table 5 Robustness results: out-of-sample 2R  (%) the U.S. equity premium forecasts (January 2007 to December 2014) 
 
  Exp Roll BP RobW1 RobW2 EW LW 
Panel A: Economic predictors 
DP -0.29 -2.03 -12.47 -0.05 -0.18 -0.08 -0.5 
DY -0.05 -0.43 -0.77 0.27 0.09 -0.03 -0.57 
EP -1.63 -10.75 -14.75 -1.85 -2.28 -2.62 -3.93 
DE -1.91 -9.15 -24.22 -4.60 -3.81 -2.18 -3.36 
SVAR 1.75 -2.90 -15.32 1.02 1.02 1.44 1.15 
BM -0.08 -1.99 -0.08 0.08 -0.09 -0.74 -1.42 
NTIS -3.43 -1.52 -5.39 -0.23 -1.10 -0.69 0.44 
TBL -0.35 -1.16 -7.46 -0.15 -0.28 -0.19 -0.56 
LTY 0.32 -0.31 0.32 0.06 0.15 -0.42 -1.07 
LTR -0.03 -2.48 -0.03 -1.38 -0.70 -0.77 -1.36 
TMS -0.65 -1.93 -2.65 -0.28 -0.48 -0.04 -0.14 
DFY -1.72 -6.74 -8.94 -2.12 -1.99 0.45 -1.13 
DFR 2.75** -1.81 2.75** 0.15 1.51* 0.67 -0.75 
INFL -3.72 -4.14 -3.72 -1.61 -2.64 -2.13 -1.73 
AllEcon -16.41 -35.72 -16.41 -18.73 -17.9 -17.8 -20.89 
  
Panel B: Technical predictors 
MA(1,9) 2.18* 2.91 2.18* 2.72 2.56 2.37 2.67 
MA(1,12) 1.20 -1.06 1.20 0.90 0.93 0.78 0.47 
MA(2,9) 1.51 -0.06 1.51 1.38 1.36 1.11 0.95 
MA(2,12) 1.39 -0.90 1.39 1.00 1.09 0.97 0.66 
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Table 5 continued  
MA(3,9) 1.62 -0.03 1.62 0.98 1.15 0.82 0.53 
MA(3,12) 0.29 -1.76 0.29 0.08 -0.02 -0.23 -0.56 
MOM(9) -0.11 -3.70 -0.11 -0.38 -0.48 -0.83 -1.33 
MOM(12) 0.44 -1.76 0.44 0.25 0.18 0.05 -0.26 
VOL(1,9) 1.40 -0.10 1.40 1.43 1.24 1.04 0.81 
VOL(1,12) 2.16 1.86 2.16 2.39 2.23 2.38 2.28 
VOL(2,9) 1.58 0.75 1.58 1.67 1.52 1.59 1.42 
VOL(2,12) 2.00 2.62 2.00 2.58 2.35 2.44 2.53 
VOL(3,9) 1.18 0.77 1.18 1.23 1.14 1.12 1.04 
VOL(3,12) 2.02 2.50 2.02 2.39 2.22 2.31 2.33 
AllTech 1.33 -4.85 - -0.12 0.87 -1.26 -2.16 
                
 
Notes: This table presents the out-of-sample 2R  of the U.S. equity premium forecasts for the period from January 2007 to December 2014. The column headers Exp, Roll, BP, 
RobW1, RobW2, EW, and LW represent, respectively, expanding window, rolling window, Bai-Perron method assuming a maximum of five breaks for economic predictors and 
a maximum of one break for technical indicators, Robust Optimal Weights on Observations assuming one break, Robust Optimal Weights on Observations assuming two breaks, 
location-weighted Forecast Combination across Estimation Windows and equally weighted Forecast Combination across Estimation Windows. The rows are headed to 
indicate the predictors. When computing the RobW2 forecasts, the parameters related to break sizes are integrated with respect to uniform distributions that span the range 
from -2 to 2. The rows are headed to indicate the predictors. All of the predictors are defined in Tables 1A and 2A. “AllEcon” and “AllTech” are two “kitchen sink” models 
using economic and technical predictors, respectively. The result under BP for “AllTech” is not available due to the multi-collinearity issue in the break search process. The 
double underlines and the single underlines indicate the best-performing and second-best-performing forecasting methods for each predictor, respectively. ** and * denote the 
5% and 10% level of statistical significance, respectively, of the equal predictive accuracy test (Clark and West, 2007) for nested models. We use the historical average 
forecast as our benchmark forecast.  
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Table 6 Robustness results: alternative parameter choices for Bai-Perron method and Robust Optimal Weights on Observations assuming two breaks 
(January 1994 to December 2014) 
 
  Exp Roll BP RobW1 RobW2 EW LW 
Panel A: Economic predictors 
DP -1.83 -1.78 -7.21 -1.03 -1.03 -1.25 -1.35 
DY -1.88 -1.15 -3.7 -0.94 -0.96 -1.22 -1.35 
EP -0.52 -4.01 -3.68 -0.84 -0.83 -0.65 -1.13 
DE -2.23 -4.61 -12.09 -2.61 -2.42 -1.79 -2.55 
SVAR -0.27 -1.6 -7.81 -0.25 -0.25 -0.23 -0.46 
BM -0.45 -1.16 -0.45 -0.39 -0.42 -1.08 -1.75 
NTIS -1.84 -1.34 -2.71 -0.50 -0.80 -0.70 -0.24 
TBL -0.76 -1.38 -3.86 -0.53 -0.63 -1.00 -1.75 
LTY 0.07 -1.68 -0.39 -0.27 -0.07 -0.72 -1.38 
LTR -0.52 -1.53 -0.52 -1.17 -0.79 -0.94 -1.44 
TMS -1.47 -1.55 -2.35 -0.88 -1.03 -0.96 -1.28 
DFY -1.19 -3.43 -4.38 -1.65 -1.37 -0.67 -1.51 
DFR 0.56* -2.33 0.21 -0.59 0.06 -0.46 -1.32 
INFL -1.07 -1.55 -1.07 -0.41 -0.72 -0.75 -0.87 
AllEcon -10.39 -24.99 -10.39 -9.47 -8.76 -12.62 -15.28 
  
Panel B: Technical predictors 
MA(1,9) 1.22** -0.46 1.20** 1.03 1.13 0.60 0.37 
MA(1,12) 1.48* -1.2 1.48* 1.02 1.20 0.77 0.34 
MA(2,9) 0.84 -1.05 0.84 0.45 0.57 0.18 -0.21 
MA(2,12) 1.69 * -0.57 1.69* 1.08 1.37 1.04 0.63 
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Table 6 continued 
MA(3,9) 0.84 -1.84 0.84 -0.03 0.32 -0.07 -0.61 
MA(3,12) 0.53 -2.31 0.53 -0.07 0.13 -0.34 -0.83 
MOM(9) 0.63 -1.50 0.63 0.35 0.46 0.14 -0.17 
MOM(12) 0.64 -1.33 0.64 0.30 0.44 0.15 -0.18 
VOL(1,9) 0.73 -0.34 0.73 0.10 0.35 0.20 -0.12 
VOL(1,12) 1.66* 0.57 1.66* 1.28 1.48 1.50 1.21 
VOL(2,9) 1.09* -0.69 1.09* 0.62 0.80 0.82 0.50 
VOL(2,12) 1.48** 0.22 1.48** 1.48 1.54* 1.36 1.20 
VOL(3,9) 0.82 -0.57 0.35 0.55 0.6 0.44 0.12 
VOL(3,12) 1.70** -0.02 1.70** 1.50 1.62* 1.39 1.09 
AllTech 0.29 -8.28 - -2.10 -0.56 -2.23 -3.75 
        
 
Notes: This table presents the out-of-sample of the U.S. equity premium forecasts for the period from January 1994 to December 2014. The column headers Exp, Roll, BP, 
RobW1, RobW2, EW, and LW represent, respectively, expanding window, rolling window, Bai-Perron method assuming a maximum of two breaks for economic predictors 
and a maximum of one break for technical indicators, Robust Optimal Weights on Observations assuming one break, Robust Optimal Weights on Observations assuming 
two breaks, location-weighted Forecast Combination across Estimation Windows and equally weighted Forecast Combination across Estimation Windows. When 
computing the RobW2 forecasts, the parameters related to break sizes are integrated with respect to uniform distributions that span the range from -3 to 3. The rows are 
headed to indicate the predictors. All of the predictors are defined in Tables 1A and 2A. “AllEcon” and “AllTech” are two “kitchen sink” models using economic and 
technical predictors, respectively. The result under BP for “AllTech” is not available due to the multi-collinearity issue in the break search process. The double underlines 
and the single underlines indicate the best-performing and second-best-performing forecasting methods for each predictor, respectively. ** and * denote the 5% and 10% 
level of statistical significance, respectively, of the equal predictive accuracy test (Clark and West, 2007) for nested models. We use the historical average forecast as our 
benchmark forecast.  
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 (a) Assuming one break 
 
(b) Assuming two breaks 
Figure 1 Robust optimal weights on observations. 
This figure depicts the robust optimal weights on each observation for a sample of size T = 
800. Figure (a) describes the weights on observations assuming one break in the past, 
whereas Figure (b) shows the weights on observations assuming two breaks. For Figure 
(b) the parameters related to break sizes are integrated with respect to a uniform 
distribution between -2 and 2. 
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Figure 2 Most recent structural break dates estimated using the Bai-Perron 
method for the economic predictor-based models. 
This figure shows the estimated last break points of each bivariate return prediction model using 
economic predictors for 252 out-of-sample forecasts of U.S. equity premium from January 1994 to 
December 2014. We apply the Bai-Perron procedure associated with the Bayesian information 
criterion (BIC) to select the number of break points, assuming a maximum of five breaks during each 
sample period. The horizontal axis presents the dates of the out-of-sample forecasts, and the vertical 
axis presents the dates of the estimated most recent break point. 
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Figure 2 (cont.).  Most recent structural break dates estimated using the 
Bai-Perron method for the economic predictor-based models. 
This figure shows the estimated last break points of each bivariate return prediction model using 
economic predictors for 252 out-of-sample forecasts of U.S. equity premium from January 1994 to 
December 2014. We apply the Bai-Perron procedure associated with the Bayesian information 
criterion (BIC) to select the number of break points, assuming a maximum of five breaks during each 
sample period. The horizontal axis presents the dates of the out-of-sample forecasts, and the vertical 
axis presents the dates of the estimated most recent break point. 
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Figure 3 Most recent structural break dates estimated using the Bai-Perron 
method for the technical indicator-based models. 
This figure shows the estimated last break points of each bivariate return prediction model using 
technical indicators for 252 out-of-sample forecasts of U.S. equity premium from January 1994 to 
December 2014. We apply the Bai-Perron procedure associated with the Bayesian information 
criterion (BIC) to select the number of break points, assuming a maximum of one break during each 
sample period. The horizontal axis presents the dates of the out-of-sample forecasts, and the vertical 
axis presents the dates of the estimated most recent break point. 
50  
 
Figure 3 (cont.).  Most recent structural break dates estimated using the 
Bai-Perron method for the technical indicator-based models. 
This figure shows the estimated last break points of each bivariate return prediction model using 
technical indicators for 252 out-of-sample forecasts of U.S. equity premium from January 1994 to 
December 2014. We apply the Bai-Perron procedure associated with the Bayesian information 
criterion (BIC) to select the number of break points, assuming a maximum of one break during each 
sample period. The horizontal axis presents the dates of the out-of-sample forecasts, and the vertical 
axis presents the dates of the estimated most recent break point. 
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Appendices: 
Appendix A. Variable Definitions 
Table A.1 The list of economic predictors 
Predictors  Definitions 
DP  
Dividend-price ratio: the difference between the natural logarithms of dividends and the 
natural logarithms of prices, where dividends are 12-month moving sums of dividends 
paid on the S&P 500 index, and prices are the S&P 500 index  
DY  Dividend-yield: the difference between the natural logarithms of dividends and the natural logarithms of lagged prices 
EP  
Earning-price ratio: the difference between the natural logarithms of earning and the 
natural logarithms of prices, where earnings are 12-month moving sums of earnings on 
the S&P 500 index 
DE  Dividend-earnings ratio: the difference between the natural logarithms of dividends and the natural logarithms of earnings  
SVAR  
Equity risk premium volatility: the 12-month moving standard deviation of monthly 
returns on the S&P 500 index used by Mele (2007); as indicated by Neely et al. (2014), 
Goyal and Welch’s measure (2008) produces a severe outlier in October 1987, and this 
measurement avoids this problem and yields more plausible estimation results 
BM  Book-to-market ratio: the ratio of book value to market value for the Dow Jones Industrial Average 
NTIS  Net equity expansion: the ratio of 12-month moving sums of net issues by NYSE listed stocks over the total end-of-year market capitalization of NYSE stocks  
TBL  Treasury bill rate: secondary market rate of the 3-month Treasury bill 
LTY  Long-term yield: long-term government bond yield 
LTR  Long-term return: the rate of returns of long-term government bonds 
TMS  Term spread: the difference between the long-term bond yield and the Treasury bill rate 
DFY  Default yield spread: the difference between Moody's BAA- and AAA-rated corporate bond yields 
DFR  Default return spread: the difference between the returns of long-term corporate bonds and long-term government bonds 
INFL  Inflation: inflation of the Consumer Price Index for all urban consumers 
Notes: This table defines the 14 economic predictors that we use. We retrieve the updated data set of Welch and Goyal 
(2008) from http://www.hec.unil.ch/agoyal/. The first column provides the abbreviations for the predictors. 
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Table A.2   The list of technical indicators 
Predictors   Definition 
 MA(1,9) one if the moving averages of stock index 1, 9,t tMA MA ; zero otherwise. 
MA(1,12) one if the moving averages of stock index 1, 12,t tMA MA ; zero otherwise. 
MA(2,9) one if the moving averages of stock index 2, 9,t tMA MA ; zero otherwise. 
MA(2,12) one if the moving averages of stock index 2, 12,t tMA MA ; zero otherwise. 
MA(3,9) one if the moving averages of stock index 3, 9,t tMA MA ; zero otherwise. 
MA(3,12) one if the moving averages of stock index 3, 12,t tMA MA ; zero otherwise. 
MOM(9) one if stock index 9t tP P ; zero otherwise. 
MOM(12) one if stock index 12t tP P ; zero otherwise. 
VOL(1,9) one if the moving averages of  “on-balanced”  volume 1, 9,
VOL VOL
t tMA MA ; 
zero otherwise. 
VOL(1,12) one if the moving averages of  “on-balanced”  volume 1, 12,
VOL VOL
t tMA MA ; 
zero otherwise. 
VOL(2,9) one if the moving averages of  “on-balanced”  volume 2, 9,
VOL VOL
t tMA MA ; 
zero otherwise. 
VOL(2,12) one if the moving averages of  “on-balanced”  volume 2, 12,
VOL VOL
t tMA MA ; 
zero otherwise. 
VOL(3,9) one if the moving averages of  “on-balanced”  volume 3, 9,
VOL VOL
t tMA MA ; 
zero otherwise. 
VOL(3,12) one if the moving averages of  “on-balanced”  volume 3, 12,
VOL VOL
t tMA MA ; 
zero otherwise. 
Notes:  This table defines the 14 technical indicators that we use.  The technical indicators are 
constructed using the same definition as Neely et al. (2014).  We construct three types of technical 
indicators: (1) moving average (MA) rules;  (2) momentum (MOM) rules and (3) volume-based 
(VOL) rules. For MA, the moving averages of stock prices are calculated by 
  1,
0
1
j
j t t i
i
MA j P



  , where tP  is stock price at time t.  The MOM compares the current price tP  
with a past price level t jP . The VOL requires calculations of moving averages of “on-balance” 
volume, that is   1,
0 1
1
j t
VOL
j t n n
i n
MA j VOL D

 
      , where nVOL  measures the trading volume of 
stocks at time n, and nD   equals to one if 1n nP P   and equals to −1 otherwise. The numbers in 
the brackets specifies the parameter values of time length for calculating moving average of the 
series.   
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Appendix B. Additional Figures for Robustness Checks 
 
Figure B . 1 Most recent structural break dates estimated using the Bai-Perron method for the 
economic predictor-based models (January 1966 to December 2014). 
This figure shows the estimated last break points of each bivariate return prediction models using economic predictors 
for 588 out-of-sample forecasts of U.S. equity premium from January 1966 to December 2014. We apply the Bai-Perron 
procedure associated with the Bayesian information criterion (BIC) to select the number of break points, assuming a 
maximum of five breaks during each sample period. The horizontal axis presents the dates of the out-of-sample 
forecasts, and the vertical axis presents the dates of the estimated most recent breakpoint. 
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Figure B . 1 (cont.). Most recent structural break dates estimated using the Bai-Perron method 
for the economic predictor-based models (January 1966 to December 2014). 
This figure shows the estimated last break points of each bivariate return prediction models using economic predictors 
for 588 out-of-sample forecasts of U.S. equity premium from January 1966 to December 2014. We apply the Bai-Perron 
procedure associated with the Bayesian information criterion (BIC) to select the number of break points, assuming a 
maximum of five breaks during each sample period. The horizontal axis presents the dates of the out-of-sample 
forecasts, and the vertical axis presents the dates of the estimated most recent breakpoint. 
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Figure B.2 Most recent structural break dates estimated using the Bai-Perron method for the 
technical indicator-based models (January 1966 to December 2014). 
This figure shows the estimated last break points of each bivariate return prediction model using technical indicators 
for 588 out-of-sample forecasts of U.S. equity premiums from January 1966 to December 2014. We apply the 
Bai-Perron procedure associated with the Bayesian information criterion (BIC) to select the number of break points, 
assuming a maximum of one break during each sample period. The horizontal axis presents the dates of the 
out-of-sample forecasts, and the vertical axis presents the dates of the estimated most recent breakpoint. 
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Figure B.2 (cont.). Most recent structural break dates estimated using the Bai-Perron method for 
the technical indicator-based models (January 1966 to December 2014). 
This figure shows the estimated last break points of each bivariate return prediction model using technical indicators 
for 588 out-of-sample forecasts of U.S. equity premiums from January 1966 to December 2014. We apply the 
Bai-Perron procedure associated with the Bayesian information criterion (BIC) to select the number of break points, 
assuming a maximum of one break during each sample period. The horizontal axis presents the dates of the 
out-of-sample forecasts, and the vertical axis presents the dates of the estimated most recent breakpoint. 
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Figure B.3 Most recent structural break dates estimated using the Bai-Perron method for the 
economic predictor-based models (January 1994 to December 2014). 
This figure shows the estimated last break points of each bivariate return prediction model using economic predictor 
for 252 out-of-sample forecasts of U.S. equity premiums from January 1994 to December 2014. We apply the 
Bai-Perron procedure associated with the Bayesian information criterion (BIC) to select the number of break points, 
assuming a maximum of two breaks during each sample period. The horizontal axis presents the dates of the 
out-of-sample forecasts, and the vertical axis presents the dates of the estimated most recent breakpoint. 
 
58  
 
Figure B.3 (cont.) Most recent structural break dates estimated using the Bai-Perron method for 
the economic predictor-based models (January 1994 to December 2014). 
This figure shows the estimated last break points of each bivariate return prediction model using economic predictor 
for 252 out-of-sample forecasts of U.S. equity premiums from January 1994 to December 2014. We apply the 
Bai-Perron procedure associated with the Bayesian information criterion (BIC) to select the number of break points, 
assuming a maximum of two breaks during each sample period. The horizontal axis presents the dates of the 
out-of-sample forecasts, and the vertical axis presents the dates of the estimated most recent breakpoint. 
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Figure B.4 Robust optimal weights on observations under an alternative parameter specification. 
 
This figure depicts the robust optimal weights on each observation for a sample of size T = 800. The figure 
shows the weights on observations assuming two breaks. The parameters related to break sizes are 
integrated with respect to a uniform distribution between -3 and 3. 
 
