Abstract. In this paper, we discuss an initial boundary value problem for the stochastic wave equation involving the nonlinear damping term |ut| q−2 ut and a source term of the type |u| p−2 u.
Introduction
The wave equation of the following form        u tt − ∆u + a|u t | q−2 u t = b|u| p−2 u, (x, t) ∈ D × (0, T ), u(x, t) = 0, (x, t) ∈ ∂D × (0, T ), u(x, 0) = u 0 (x), u t (x, 0) = u 1 (x), x ∈ D,
where D is a bounded domain in R d with a smooth boundary ∂D, a, b > 0 are constants, has been extensively studied and results concerning existence, blow-up and asymptotic behavior of smooth, as well as weak solutions have been established by several authors over the past three decades. For b = 0, it is well known that the damping term assures global existence and decay of the solution energy for arbitrary initial data (see [1] and [2] ). For a = 0, the source term causes finite time blow-up of solutions with large initial data (negative initial energy), see [3] and [4] . The interaction between the damping term a|u t | q−2 u t and the source term b|u| p−2 u makes the problem more interesting. This situation was first considered by Levine [5, 6] in the linear damping case (q = 2), where he showed that solutions with negative initial energy blow up in finite time. In [7] , Georgiev and Todorova extended Levine's result to the nonlinear damping case (q > 2). In their work, the authors introduced a new method and determined relations between q and p for which there is finite time blow-up. Specifically, they showed that solutions with negative energy continue to exist globally in time if q ≥ p ≥ 2 and blow up in finite time if p > q ≥ 2 and the initial energy is sufficiently negative. Messaoudi [8] extended the blow-up result of [7] to solutions with only negative initial energy. For related results, we refer the reader to Levine and Serrin [9] , Levine and Ro Park [10] , Vitillaro [11] and Messaoudi and Said-Houari [12] .
In fact, the driving force may be affected by the environment randomly. In view of this, we consider the following stochastic wave equations        u tt − ∆u + |u t | q−2 u t = |u| p−2 u + εσ(u, ∇u, x, t)∂ t W (t, x), (x, t) ∈ D × (0, T ), u(x, t) = 0, (x, t) ∈ ∂D × (0, T ), u(x, 0) = u 0 (x), u t (x, 0) = u 1 (x), x ∈ D,
where q ≥ 2, p > 2, ε is given positive constant which measures the strength of the noise, and W (t, x) is a Wiener random field, which will be defined precisely later, and the initial data u 0 (x) and u 1 (x) are given functions. To motivate our work, let us recall some results regarding stochastic wave equations with linear damping (q = 2). For the blow-up results, Chow [13] discussed a class of non-dissipative stochastic wave equations with polynomial nonlinearity in R d with d ≤ 3. Using the energy inequality the author demonstrated the blow-up in finite time with a positive probability or explosive in L 2 norm for an example and studied the global existence of the solutions for the equation. This blow-up result has been later generalized by the same author in [14] . In a recent paper, using the energy inequality, Bo et al. [15] proposed sufficient conditions that the solutions of a class of stochastic wave equations blow up with a positive probability or explosive in L 2 sense. In those papers, the main tool in proving explosive/blow-up is the "concavity method" where the basic idea of the method is to construct a positive defined functional F (t) of the solution by the energy inequality and show that F −α (t) is a concave function of t. Unfortunately, this method fails in the case of a nonlinear damping term (q > 2). For the global existence and invariant measure, Chow [16, 17] studied properties of the solution of (1.2) with q = 2 such as asymptotic stability and invariant measure and Brzeźniak et al. [18] studied global existence and stability of solutions for the stochastic nonlinear beam equations. There are also many other works on the stochastic wave equations with global existence and invariant measure for linear damping, see references in [19, 20, 21, 22] .
Nonlinear stochastic wave equations with nonlinearity on the damping were first studied by Pardoux [23] . But the progress is little in nearly three decades. Recently, J.U. Kim [24] and V. Barbu et al. [25] considered an initial boundary value stochastic wave equations with nonlinear damping and dissipative damping, respectively. They proved the existence of an invariant measure. However, to our knowledge, the explosive/blow-up results with nonlinearity on the damping seems to be studied here for the first time. Since the existence and uniqueness of a solution for the deterministic equation (ε = 0) is well known under some assumptions with nonlinearity on the damping, we may anticipate similar results for the stochastic equation. However, the methods used in earlier works on the stochastic wave equation with linear damping do not work. Hence, we will employ the Galerkin approximation method to establish the local existence and uniqueness solution for (1.2). For multiplicative noise, i.e., when σ depend on u and ∇u, we need to obtain the mean energy estimates, but this is some technical difficulty. This is also a major hurdle for the uniqueness of a solution of (1.2). So here we consider only additive noise, i.e. σ(u, ∇u, x, t) = σ(t, x, ω) so that the stochastic integral may be well defined as an L 2 (D)-valued continuous martingale. We will prove the global solution of (1.2) for q ≥ p. Concerning explosive/blow-up results, we use the technique of [7] with a modification in the energy functional due to the different nature of the problems for p > q. This paper is organized as follows. In Section 2 we present some assumptions and definitions needed for our work. In Section 3, we show the local existence and uniqueness solution of (1.2) and prove the solution being global for q ≥ p. Section 4 is devoted to the proof of the explosive solutions of (1.2) for p > q.
Preliminaries
Firstly, let us introduce some notation used throughout this paper. We set H = L 2 (D) with the inner product and norm denoted by (·, ·) and || · || 2 , respectively. Denote by || · || q the L q (D) norm for 1 ≤ q ≤ ∞ and by ||∇ · || 2 the Dirichlet norm in V = H 1 0 (D) which is equivalent to the H 1 (D) norm. We also set q, p satisfy
. Hence, we have the Sobolev inequality
where c is the embedding constant of
2), we have the following inequality
In fact, when d = 1, 2, let q > 1 and k =−1 , by the Hölder inequality and (2.2) we have
is also valid for d > 2. Let (Ω, P, F) be a complete probability space for which a {F t , t ≥ 0} of sub-σ-fields of F is given. A point of Ω will be denoted by ω and E(·) stands for expectation with respect to probability measure P . When O is a topological space, B denotes the Borel σ-algebra over O. Suppose that {W (t, x) : t ≥ 0} is a V -valued R-Wiener process on the probability space with the variance operator R satisfying T rR < ∞. Moreover, we can assume that R has the following form
where λ i are eigenvalues of R satisfying ∞ i=1 λ i < ∞ and {e i } are the corresponding eigenfunctions with c 0 := sup i≥1 ||e i || ∞ < ∞ (where ||·|| ∞ denotes the super-norm). To simplify the computations, we assume that the covariance operator R and −∆ with homogeneous Dirichlet boundary condition have a common set of eigenfunctions, i.e., 5) and form an orthonormal base of V . In this case,
where {B i (t)} is a sequence of independent copies of standard Brownian motions in one dimension.
where Ψ * (s) denotes the adjoint operator of Ψ(s). Let {t k } n k=1 be a partition on [0, T ] such that 0 = t 0 < t 1 < · · · < t n = T . For a process Ψ(t) ∈ H, define the stochastic integral with respect to the R-Wiener process as 6) where the sequence converges in H-sense. It is not difficult to check that the integral process t 0 Ψ(s)dW (s) is a martingale for any Ψ(t) ∈ H, and the quadratic variation process is given by
For more details about the infinite dimension Wiener process and the stochastic integral, we refer to [26] .
Finally, we give the definition of solution to (1.2) . For the definition of a solution, we assume that
and that σ(x, t) is L 2 (D)-valued progressively measurable such that 
10)
holds in the sense of distributions over (0, T ) × D for almost all ω.
Remark 2.1. (2.10) and (2.12) imply that
for all t ∈ [0, T ] and all φ ∈ H 1 0 (D). In fact, (2.13) is a conventional form for the definition of solution to stochastic differential equations. Here we say u is a strong solution of the equation (1.2).
Existence and uniqueness of solution
In this section, we deal with the local existence and uniqueness of solution for problem (1.2) and prove that the solution of (
and further assume that ||χ ′ N || ∞ ≤ 2. We define
Then, it follows from (2.3) that
where C N is a constant dependent only on N . Let g(x) = |x| q−2 x. For any λ > 0, let
where g λ is the Yosida approximation of the mapping g. Since g(x) satisfies maximal monotone and g ′ (x) = (q − 2)|x| q−2 ≥ 0 for any x ∈ R, then g λ ∈ C 1 (R) and satisfies (see Pazy [27] )
Lemma 3.1. Let {λ n } be a sequence of positive numbers, and {x n } be a sequence of real numbers such that λ n → 0 and x n → x. Then
Proof. There is some L > 0 such that |x n | ≤ L for all n ≥ 1. Since g(x) is maximal monotone, let y n be a unique number such that y n + λ n g(y n ) = x n , for each n ≥ 1. Then we have
for each n ≥ 1, where C = sup |z|≤L |g(z)|. Now the above assertion follows from
where C is a constant, then
In order to obtain the local existence and uniqueness of solution for problem (1.2), we will first establish a lemma for the regularized problem. Fix λ and N > 0, we will work on the following initial boundary value problem
where we suppose that
and that σ(x, t) is (3.4) and (3.5) hold. Then there is a pathwise unique solution u of
and
Moreover, it holds that
where C N denotes a positive constant independent of λ.
Proof. Let
where {e j } ∞ j=1 is a complete orthonormal base of H 1 0 (D) satisfying (2.5) and a m,j form a solution of the following system of stochastic differential equations 
for all t ∈ [0, T ] and almost all ω, where
By the Burkholder-Davis-Gundy inequality, we have
Here and below, C and C N denote positive constants independent of m and λ. From (3.4), (3.5) and (3.7)-(3.13), by Gronwall's inequality, we have
It follows from (3.15) that
Let P m is the orthogonal projection of L 2 (D) onto the subspace spanned by {e 1 , · · · , e m }, i. e.,
From (3.6), we have
in the sense of distributions over (0, T ) × D for almost all ω, where M (t) is defined by (2.6) with (3.5). Since σ(x, t) is
, and (3.17) holds for all m ≥ 1.
(3.18)
From (3.14), for each ω ∈ Ω 1 there is a subsequence {u m k } ∞ k=1 such that
for some function u = u(ω). It follows from (3.2) that
. Thus, by (3.15) and (3.19), we have
which combined with (3.17), yields
for all k ≤ 1. By (3.22) and (3.24), we get
This implies that there is a subsequence still denoted by {u m k } such that
It follows from (3.23), (3.26) and Lemma 3.2 that
Here the choice of the above subsequence may depend on ω ∈ Ω 1 . If there is another subsequence which converges to u = u(ω) in the above sense, then w = u(ω) − u(ω) satisfies
Thus, we have
By the Hölder inequality, it follows from (2.1) that
Combining with (3.27) with (3.28), we have
2 )ds, which implies w = 0, i.e., u(ω) = u(ω). Hence, for each ω ∈ Ω 1 , u = u(ω) is well-defined. We shall also show that (u, u t ) is (
) with radius r > 0 and center at z. Then by virtue of the way u has been obtained, it holds that
) for almost all ω, and the right-hand side of (3.29) belongs to F T , it holds that
for every A ∈ B(H 1 0 (D)×L 2 (D)). Since every closed ball of finite radius in ( 
and {u m k (ω)} converges to u(ω) in the sense of (3.19)-(3.22) and (3.25) . It follows that
, and
Thus, (3.31) is valid. By (3.14), (3.31) and Fatou's lemma, we have
for some constant C N independent of K and λ. By passing K ↑ ∞, we get
Next we still fix N > 0 and consider the following equation
(3.33)
Lemma 3.4. Assume (2.1), (3.4) and (3.5) hold. Then there is a pathwise unique solution u of (3.33 
Proof. We denote by u λ the solution of (3.3) under the conditions (3.4) and (3.5). Since E(A λ (u λ )) ≤ C N for all λ > 0, we can repeat the same argument as above by considering λ = 
holds in the sense of distributions over (0, T )×D, and there is a subsequence satisfying the following.
for some function u = u(ω). By Lemma 3.1,
It follows from (3.35) and Lemma 3.2 that
Thus, u = u(ω) satisfies (3.33) in the sense of distributions over (0, T ) × D for ω ∈ Ω. Suppose that for ω ∈ Ω, there is another subsequence which converges to u = u(ω) in the sense of (3.35)-(3.40).
Similarly the proof in Lemma 3.3, we can show that u(ω) = u(ω) follows from the equation
and the regularity
Again by the same argument as Lemma 3.3, (u, u t ) is (
Then by the same argument as (3.32), we have
Now we consider the local existence and uniqueness of solution for problem (1.2) under the assumption (2.7).
Theorem 3.5. Under the assumptions (2.1), (2.7) and (2.8), there is a pathwise unique local solution u of (1.2) according to Definition 2.1 such that the energy equation holds:
Proof. Let us choose sequences {u 0,m }, {u 1,m } and {σ m (x, t, ω)} such that
and as m → ∞,
(3.47)
By Lemma 3.4, we have
and the energy equation
Then, for any
holds in the sense of distributions over (0, T ) × D for almost all ω. For the damping term, we use the following elementary inequality
for a, b ∈ R, q ≥ 2, where c is a positive constant. By inequality (3.52) and the regularity (3.48) and (3.49), we can drive from
For the third term on the right of (3.53), it follows from (3.1) that
where C N ia s positive constant independent of m 1 and m 2 . In view of (3.53) and (3.54), it follows that
For the last term on the right of (3.55), by the Burkholder-Davis-Gundy inequality we have
where α and C are some positive constants. By taking(3.55), (3.56) into account and invoking the Gronwall inequality again, we get
Moreover, it can be derived from (3.53) and (3.57) that 
It follows from (3.42), (3.60) and Lemma 3.2 that
Therefore, using (3.59), (3.60), the convergence of the initial data and σ m (x, t), u N is the solution of the following equation
which satisfies the requirements of Definition 2.1, where u 0 , u 1 and σ(x, t) satisfy condition (2.7). For uniqueness of (3.62), the proof is similar in the Lemma 3.3, so we omit it here.
To obtain the energy equation of (3.62), we proceed by taking the termwise limit in the approximate equation (3.50) . It is ease to show that
in the mean and
by (3.61). By the dominated convergence theorem, the term
For the remaining two terms in (3.50), we first consider
From (3.1) and (2.2), we get
substituting (3.64) and (3.65) into (3.63), we obtain
which converges to zero as m → ∞. Finally, for the stochastic integral term, we have
Now, by the Burkholder-Davis-Gundy inequality, we have
Similarly,
which also tends to zero as m → 0 by (3.46). There above three inequalities imply that
Hence, we obtain the energy equation of (3.62)
For each N , introduce the stopping time τ N by
By the uniqueness of the solution of (3.62), for t ∈ [0, τ N ∧ T ), u(t) = u N (t) is the local solution of (1.2). As τ N is increasing in N , let τ ∞ = lim N →∞ τ N . Hence, we construct a unique continuous local solution u(t) = lim N →∞ u N (t) to (1.2) on [0, T ∧ τ ∞ ), which satisfies the requirements of Definition 2.1 and the energy equation (3.43) .
To obtain a global solution, it is necessary to consider the interaction between the damping term |u t | q−2 u t and the source term |u| p−2 u such that a certain energy bound can be established to prevent the unlimited growth. To state the next theorem, we define e u(t) = ||u t (t)|| Proof. For any T > 0, we will show that u N (t) = u(t ∧ τ N ) → u a.s. as N → ∞ for any t ≤ T , so that the local solution becomes a global one. To this end, it suffices to show that τ N → ∞ as N → ∞ with probability one.
Recall that, for t ∈ [0, τ N ∧ T ), u(t) = u N (t) = u(t ∧ τ N ) is the local solution of (1.2). By the Theorem 3.5, the following energy equation holds:
Using Hölder inequality and Young's inequality, we get
where β > 0 and C β is a constant depending on β. Since q ≥ p and (2.1), the embedding inequality yields 
By taking the expectation of (3.72), we obtain
where K > 0 is a constant, which, by the Gronwall inequality and (2.7) , implies that
On the other hand, we have
where I is the indicator function. In view of (3.73), the above inequality gives
which, with the aid of the Borel-cantelli Lemma. implies that 
for some constant C 2 , C 3 > 0. In view of (2.7), (3.74) and (3.75), there exist positive constants C 4 and C 5 depending on β, T etc. such that
By applying the Gronwall inequality, the above gives
which implies the energy bound (3.67).
Explosive solution of (1.2)
In this section, we switch to discuss the explosion of the solution to (1.2) for p > q. Throughout this section, we suppose that σ(x, t, ω) ≡ σ(x, t) such that
As well-known, equation (1.2) is equivalent to the following Itô system
where
Define energy functional E(t) associated to our system
Before we state and prove our explosion result, we need the following lemmas. 
where r(x, x) is defined in Section 2, and
4)
Proof. Using Itô formula to ||v t || 2 2 , we have
3) follows from (4.5) taking the expectation and taking derivative. Next we turn to prove (4.4). Then, (4.9) follows (4.10) and (4.11).
In the following, we switch to discuss the explosion of the solution to (1.2) for p > q. Actually, we have Theorem 4.3. Assume (2.1) and (4.1) hold. Let (u t , v t ) be the solution of (4.2) with initial data and writing p = 2C 3 + (p − 2C 3 ), where C 3 < (p − 2)/2, the estimate (4.21) implies
F (t). (4.22)
In view of (4.12) and (4.13), we get
Substituting the above inequality into (4.22), we get
At this point, we choose k large enough so that the above inequality becomes As for the case when P(τ ∞ = +∞) < 1 (i.e., P(τ ∞ < +∞) > 0), then u t (t) in L 2 norm blows up in finite time interval [0, τ ∞ ] with positive probability.
Remark 4.1. In the classical (deterministic) case of ε = 0, it is well known that for (u 0 , v 0 ) ∈ H 1 0 (D) × L 2 (D), the condition E(0) ≤ 0 already imply finite-time blowup of (1.2) (see e.g. [8] ). If ε > 0, by our results, to balance the influence of W (t, x) such that the local solution of (1.2) is blow-up with positive probability or explosive in L 2 sense, the initial energy should be satisfied E(0) ≤ − 
