Abstract-A depth image is 3-D information used for virtual view synthesis in 3-D video system. In depth coding, the object boundaries are hard to compress and severely affect the rendering quality since they are sensitive to coding errors. In this paper, we propose a depth boundary reconstruction filter and utilize it as an in-loop filter to code the depth video. The proposed depth boundary reconstruction filter is designed considering occurrence frequency, similarity, and closeness of pixels. Experimental results demonstrate that the proposed depth boundary reconstruction filter is useful for efficient depth coding as well as high-quality 3-D rendering.
I. Introduction
W ITH THE DEVELOPMENT of multimedia technology and the increasing desire for realistic media, there have been several studies on 3-D imagery [1] . A stereoscopic image [2] consisting of left and right images is able to show a realistic scene using special stereo displays. Several types of stereoscopic displays have been developed [3] and most require viewers to wear glasses to view the 3-D scene. Even though stereoscopic images provide an impressive 3-D experience, there exist further challenges to view a scene from multiple 3-D viewpoints and support auto-stereoscopic displays [4] . Auto-stereoscopic displays provide highly realistic 3-D images and free-view navigation to viewers without the need to wear glasses; this is achieved by generating various viewpoints of the scene.
Beyond the 3-D data representation, methods to efficiently compress stereoscopic images and video have been actively studied [5] . There have been several standardized approaches for compression including the MPEG-2 multiview profile [6] , MPEG-4 multiple auxiliary component [7] , and most recently, an extension of the H.264/AVC standard for multiview video coding (MVC) [8] .
Despite the fact that multi-view video provides both 3-D perception and free view navigation, it still has some limitations to be directly used for 3-D video and free viewpoint television (FTV) systems. The performance of multi-view video systems depends significantly on the number of original views. That is, the system must capture a very large number of views and encode a huge amount of data in order to render a realistic 3-D scene with multiple viewpoints at the decoder side. However, it is difficult to acquire so many views in practical settings.
To solve the above problem, the Moving Pictures Experts Group (MPEG) has initiated work toward a new standard for 3-D video and FTV [9] , [10] . This new effort, referred to as 3DVC (3-D video coding) employs a multi-view plus depth (MVD) data format instead of multi-view video only. MVD systems can represent infinite viewpoints by using virtual view synthesis techniques based on depth-image-based rendering (DIBR). The main challenges include depth estimation and virtual view synthesis, as well as 3-D video coding [11] .
While MVC has been studied broadly, depth coding has received much less attention. The depth image represents a relative distance from a camera to an object in the 3-D space, and is widely used in computer vision and computer graphics fields to represent 3-D information. Most image-based rendering methods [12] utilize depth images in combination with stereo or multi-view video to synthesize the virtual view. The main objective of depth coding is to compress the depth data itself while also ensuring that the quality of a synthesized virtual view is sufficiently high. In contrast to color or texture coding, which considers the coding efficiency of the signal itself, depth coding must consider the rendering quality it is capable of producing at different rates.
Depth coding techniques could be classified into two main groups depending on the relation with the color video coding: joint coding and independent coding. Duan et al. [13] and Yoon et al. [14] proposed joint coding methods for both color and depth video based on a layered depth image. Grewatsch et al. [15] and Oh et al. [16] proposed motion vector sharing methods between color and depth image. Na et al. [17] proposed a view synthesis prediction for depth image coding. However, these joint depth coding techniques focused only on the improvement of depth coding efficiency itself and do not evaluate the impact on view rendering quality.
Independent depth coding techniques encode the depth image using the characteristics of depth data and are designed by considering rendering. Morvan et al. [18] proposed a depth coding method using a piecewise linear function and Merkle et al. [19] proposed a platelet-based depth coding method. These algorithms were designed to preserve the depth boundaries since it is important for rendering. Grewatsch et al. [20] and Kim et al. [21] proposed a mesh-based depth coding. The main problem with these independent coding schemes is that even though they improved the rendering quality by strictly cutting the depth boundaries, their coding efficiency is not high.
To solve the above problem, we proposed a depth boundary reconstruction filter as an extension of our previous work in [22] , which only considered occurrence frequency in the design. In this paper, we develop a new depth boundary reconstruction filter which can recover object boundaries from its neighboring pixels. Among the neighboring candidate pixels, we choose the most reliable pixel by considering the occurrence frequency, the similarity with the current pixel, and the closeness to the current pixel. This filter can recover boundaries from the noisy and smoothed image.
It is further proposed to employ this depth reconstruction filter as an in-loop filter to code the depth. Using this method in-loop can improve the rendering quality by removing noise around the object boundary and reduce the rate required to code the depth by recovering the original object boundary after it has been subject to coding loss.
We evaluate the proposed depth coding scheme with respect to the depth bit rate, depth quality, and rendering quality. To evaluate the rendering quality, we employ a virtual view synthesis method based on the DIBR [23] , [24] . The rendering quality is measured by the peak signal-to-noise ratio (PSNR) value between the original image and the synthesized image. The view synthesis tool includes a depth-based 3-D warping scheme to reduce erroneous blanks, a histogram matching technique [25] to reduce the unnatural color changes in the synthesized image, a base and assistant view blending scheme to reduce the smooth and double edges artifact in the synthesized image, and finally a depth-based in-painting technique to fill the remaining holes.
The rest of this paper is organized as follows.
In Section II, we analyze the depth coding. We explain the proposed depth boundary reconstruction filter and depth coding scheme in Section III and we introduce the virtual view synthesis method in Section IV. We present and analyze the experimental results in Section V. Finally, we conclude this paper in Section VI.
II. Analysis of Depth Coding
Unlike common color images, depth images exhibit a high degree of spatial correlation except at object boundaries. Thus, we can assume that the complex regions such as object boundaries are more sensitive to coding errors and need much more coding bits compared to flat regions such as backgrounds. To verify the above assumption, we encoded a depth image using an H.264/AVC encoder and then analyze the statistics of the coding results. Fig. 1 shows macroblock partitions of the coded depth image for Ballet sequence. Generally, the macroblocks located on a flat region are coded by 16 × 16 macroblock partitions such as SKIP, Inter 16×16, and Intra 16×16 modes. However, the complex regions such as object boundaries are coded by more detailed partitions. On average, the flat regions need less rate and have less distortion compared to the complex regions even though flat regions occupy over 80% of the image shown in Fig. 2 .
We also analyzed the sensitivity for distortion and rate by the variation of mean squared error (MSE) and average coding bits as in (1) and (2) for various quantization parameters (QP)
(1) where MB num is the number of macroblocks in the certain region and MB org and MB rec represent an original and a reconstructed macroblocks, respectively
Coding bits (2) where Coding − bits is total coding bits for a certain region. In Fig. 3 , it is shown that the MSE MB value is higher in the complex region than in the flat region. In addition, the MSE value of the complex region rapidly increases in proportion to QP, whereas the increase in rate is much less in the flat region.
In the same manner, we analyze the variation of the average rate; the results are shown in Fig. 4 . The both rates for the complex and flat regions decrease proportional to QP, however the rate of the complex region drops rapidly. From the above observation, we conclude that even though the complex region such as the object boundary spends many coding bits, it incurs a large distortion and is sensitive to QP changes.
In general, the loss of the coded color image is regarded as acceptable if the changes of the pixel value are not recognizable by the human visual system. However, even small pixel changes in the depth image have a notable effect on the rendering quality since the depth values are used as 3-D information in the rendering process. Especially, the changes around the object boundaries severely degrade the subjective rendering quality in general.
III. Proposed Algorithms

A. Depth Boundary Reconstruction Filter
In this paper, we propose a depth boundary reconstruction filter. It is designed non-linearly by considering the following three measures: 1) occurrence frequency; 2) similarity; and 3) closeness. We define the cost function in (3) considering the above three measurements
where k represents the pixel intensity value. We calculate the cost values for neighboring pixels of the current pixel and find the best intensity value which has the maximum cost value. That is, the current pixel is replaced with the best intensity value. The neighborhood is restricted by an n × n window (W nxn ), where n is an odd number. Fig. 5 illustrates a flow chart of our proposed depth boundary reconstruction filter. The first sub-cost function, J F , stands for the occurrence frequency for each intensity value. It is derived from the number of occurrences (N oc ). We calculate N oc for a certain intensity value (k) in W nxn using
where W nxn (i) denotes the intensity value for pixel i in W nxn . Then, J F (k) is calculated as given in
where N oc (max) and N oc (min) represent the maximum and the minimum N oc values, respectively. The second sub-cost function, J S , means the similarity (S) of intensity between the current pixel (I cur ) and its neighborhood (I k ). It is measured by the absolute difference as given in
By using (6), we calculate J S (k) as depicted in
where S(max) and S(min) indicate the maximum and the minimum similarity values, respectively. The third sub-cost function, J C , represents the closeness (C) between the current pixel (x cur , y cur ) and its neighborhood (x i , y i ). It is measured by the average Euclidean distance as given in (8) where (x cur , y cur ) and (x i , y i ) are pixel coordinates of the current pixel and the pixel with intensity value k, respectively. By using C(k) in (8), we calculate the J C (k) as noted in
where C(max) and C(min) are the maximum and the minimum closeness values, respectively. The following experimental result shows the rationale for composing the proposed depth boundary reconstruction filter with the combination of three measurement costs. We tested several types of depth boundary reconstruction filters consisting of various combinations of the three costs. As shown in Fig. 6 , the depth boundary reconstruction filter that accounts for all three costs shows the best result.
The proposed depth boundary reconstruction filter has the following advantages over other linear filters: 1) it is more robust against outliers, a single pixel that does not have a similar intensity to those of neighboring pixels will not affect filtering significantly, and 2) since the filtered value must actually be the value of one of the pixels in the neighborhood, filtering does not create new unrealistic pixel values. Fig. 7 illustrates example images for the proposed depth boundary reconstruction filter.
The proposed depth boundary reconstruction filter is robust to coding errors and blurring. However, some Gaussian noise still remains after filtering. To eliminate the remaining errors, we apply the 3 × 3 bilateral filter [26] . The bilateral filter is a representative non-linear edge-preserving filter. The bilateral filter extends the concept of Gaussian smoothing by weighting the filter coefficient with the intensity value of the corresponding relative pixel. Pixels that are very different in intensity from the central pixel are weighted less even though they may be in close proximity to the central pixel. This is a convolution with a non-linear Gaussian filter having weights based on pixel intensities and locations as given in
where I p is the central pixel and I q is the neighboring pixel of I p in the window W p . BF[I p ] is the bilateral filtered value for the central pixel. The filter parameters, space sigma (σ s ) and range sigma (σ r ), define the spatial extent of the kernel and threshold for color differences in the image, respectively.
B. Depth Coding with In-Loop Filter
The coding errors for the depth image are mainly caused by the quantization process. In typical video coding schemes, the residual data between an original image and its predicted image are transformed to the frequency domain and then quantized. The quantization process reduces the encoding bits by reducing the entropy of the transform coefficients. The amount of loss is adjusted by the QP value and the coding errors increase proportional to the QP value. In the case of depth coding, most coding errors are concentrated in high frequency region such as object boundaries as discussed in Section II.
The proposed depth boundary reconstruction filter shows good performance as shown in the previous subsection. To utilize the boundary reconstruction filter for depth coding, we design a new depth coding scheme. In this scheme, we use the depth boundary reconstruction filter as an in-loop filter similar to the existing deblocking filter in H.264/AVC. Fig. 8 shows the block diagram of the in-loop depth coding scheme in the context of an H.264/AVC codec using proposed depth boundary reconstruction filter.
In the in-loop depth coding scheme, the depth boundary reconstruction filter is located right after the deblocking filter. It improves the quality of the current frame by removing the noise around the object boundary and reduces the encoding bits of the next frame by increasing the correlation between the next frame and the current reconstructed frame. The inloop depth coding scheme is expected to improve both the depth coding efficiency and the rendering quality.
C. Determination of Filter Parameters
The depth boundary reconstruction filter is designed to recover the depth boundaries from smoothed images as well as noisy images. However, its efficiency highly depends on the filter window size as shown in Fig. 9 . In general, better depth quality yields better rendering quality.
For the bilateral filter, the effect of filtering is mainly determined by the range sigma value rather than the space sigma value. Fig. 10 shows the influence of variation of the range sigma when the space sigma is fixed to one. In this case, a better depth quality does not ensure a better rendering quality.
With the proposed boundary reconstruction filter, we assume that the window size and range sigma having the best depth quality would guarantee the best rendering quality. We find the best window size and range sigma by considering depth quality for each slice as shown in Fig. 11 . This information is then encoded into the bitstream using the codewords in Table I . The total rate overhead is six bits per slice. 
IV. View Synthesis and Evaluation of Depth Coding A. Virtual View Synthesis
The virtual view synthesis is a key technology in 3-D video systems and there are many rendering methods. In this paper, we use our view synthesis method [27] . It was designed based on the view synthesis tool [28] that is being used in 3DVC group. The overall procedure of the proposed virtual view synthesis is shown in Fig. 12 .
First, we conduct 3-D warping for two reference views. In 3-D warping, pixels in the reference image are back-projected to 3-D spaces, and re-projected onto the virtual view. For that, the depth image for the reference views and the camera parameters for three views are used. The back-projection and re-projection processes are represented in (11) and (12), respectively
where A, R, and t are camera parameters and d denotes the depth value. The coordinate (u, v) located on the reference view is 3-D warped to (U, V ) on the virtual view. The coordinate (l, m, n) in (12) is normalized to (l/n, m/n, 1) and then represented as an integer-coordinate (U, V ) in the virtual view.
To avoid the errors such as black-contours which appear in the 3-D warped images, a 3-D warping of the depth image is performed first followed by a median filtering to remove the block-contour errors. After that, we copy the corresponding color pixels from the reference view. The boundary trace-errors around the big holes are generally caused by inaccurate boundary matching between the color images and depth images. To remove these visible errors, we extend the hole's boundaries by using image dilation [29] . The extended holes can be filled by the other 3-D warped view and we can expect a more natural synthesized view by removing this kind of errors.
Before a view blending of two 3-D warped images, we apply a histogram matching to reduce the color differences between the two 3-D warped images. However, this causes unnatural effects in synthesized images. Based on the histogram matching algorithm described in [25] , we modify the 3-D warped images to have the same holes to improve the accuracy of the histogram matching and virtually define the histogram for a virtual view by averaging the results of the left and right views. Then, we compensate the color changes between the virtual view and the reference view.
The next step is view blending, which combines the two 3-D warped views into the virtual view. We define the closer reference view as the base view and the other reference view as the assistant view. The base view (I B ) is manly used to synthesize the virtual view (I V ) and the assistant view (I A ) is used to fill up the holes of the base view as depicted in
where (x, y) is a coordinate in the image. Even though the above view blending method efficiently fills up most holes, some holes still remain. These remaining holes are caused by remaining disoccluded regions or initially wrong depth values. The disocclusion region is defined as an area that cannot be seen in the reference image, but exists in the synthesized one. Most of the existing hole-filling methods use image interpolation or in-painting techniques [30] and fill up the remaining holes using neighboring pixels solely based upon geometrical distance. However, the hole filling using the background pixels rather than the foreground ones is more reasonable by the definition of the disocclusion. Therefore, we proposed to fill up the remaining holes using the depth based in-painting technique [31] .
B. Evaluation of Depth Coding
The coding efficiency of the image is measured in rate and distortion metrics. In general, the encoding bit rate and PSNR value are used as the rate and distortion measures, respectively. The PSNR value is calculated by using MSE between the original image and reconstructed image. However, because the depth image is 3-D information to help the virtual view synthesis, its quality should be also evaluated in rendering quality. In this paper, we employ the PSNR ren as in (14) between the existing original image (I org ) and the rendered image (I ren ). The MSE ren is defined as in (15) PSNR ren = 10 × log 10 255 2 MSE ren (14)
V. Experimental Results and Analysis We have tested the proposed algorithm with Breakdancers and Ballet sequences [32] . Among the 8 views, view 3 and view 5 were selected as reference views and view 4 was set as the virtual view. We encoded three views with 100 frames using JMVC 3.0 [33] with QP 22, 25, 28 , and 31. The delta QPs, differential QP between the basis layer and sub-layer in Fig. 13 . RD curves in terms of depth rate and depth quality (Breakdancers). the hierarchical-B picture structure [34] , were set to zero in all layers. In addition, we also tested the Beergarden sequence [35] with 49 frames but did not test rendering quality for that since it only provides a depth video for a single view. We used the view synthesis method in Section IV and the color videos for rendering were used without coding.
The efficiency of the proposed method is evaluated in terms of depth coding itself and the evaluation method in Section IV-B. The JMVC 3.0 coding method in the experimental results refers to the depth coding results without the proposed method. We tested two depth boundary reconstruction filters. Method 1 denotes the proposed depth boundary reconstruction filter and Method 2 represents the combination of Method 1 and the 3 × 3 bilateral filter. Tables II-IV show depth coding results for three test sequences.
As shown in the above results, the proposed depth boundary reconstruction filter and its combination with bilateral filter achieved PSNR gains of 0.54 dB and 0.71 dB, respectively, in terms of average Bjontegaard metric [36] over all three sequences, which translates to a bit rate savings of 9.09% and 11.33%. The rate-distortion (RD) curves in terms of depth rate and depth quality are shown in Figs. 13-15 . Tables V and VI show experimental results for rendering quality. In terms of depth rate versus rendering quality, the proposed depth boundary reconstruction filter and its extended version which combines with bilateral filter achieved PSNR gains of 0.15 dB and 0.14 dB, respectively, in terms of average Bjontegaard metric [36] over Breakdancers and Ballet sequences, which translates to a bit rate savings of 41.79% and 36.17%. Generally, the simple model was better than combination with the bilateral filter in terms of depth bit rate and rendering quality, especially at the low bit rate. This is because that the detail regions are smoothed by the bilateral filter. The RD curves in terms of depth rate and rendering quality are shown in the Figs. 16 and 17. As shown in Figs. 18 and 19 , the subjective quality of the rendered image is also improved. VI. Conclusion In this paper, we proposed the depth coding method using a boundary reconstruction filter which was designed considering the occurrence frequency, the similarity, and the closeness. The proposed depth boundary reconstruction filter is robust to noise and smoothness. By using this property, we proposed the depth coding tool. We designed the coding scheme employing the depth boundary reconstruction filter as an in-loop filter. We evaluated the efficiency of the proposed depth coding scheme in terms of depth bit rate, depth quality, and rendering quality. From experimental results, we confirmed that the proposed method reduces the depth rate and improves the rendering quality including subjective quality. 
