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1 Introducció  













oferir   una   plataforma   de   programació   a   desenvolupadors   de   serveis  SaaS,   i   el  IaaS  ofereix 
infraestructura com màquines virtuals, xarxes o emmagatzemament com un servei.
En el cas d'aquest projecte ens interessa el  cloud  en la seva modalitat  de infraestructura com a 
servei,  aquest  és   la  base de  tots  aquests   serveis  anomenats  “cloud”,  permetent  a  proveïdors  de 
serveis augmentar la seva disponibilitat, escalar en cas de pics de càrrega sense la necessitat de tenir 




computadors.  Així   doncs,  en   aquest   projecte   aplicarem  aquests   coneixements   i   d'altres   per   a 
desplegar un servei de  cloud  IaaS  en una empresa proveïdora de serveis de computació  al món 
científic i acadèmic. Per raons de seguretat i privacitat, la empresa en qüestió ha preferit que no 
sigui esmentada en aquesta memòria, per lo que al llarg del projecte esmentarem aquesta com a 
l'empresa   i  no  amb el   seu  nom.  El  desplegament  d'aquest   servei  va  començar   a   agafar   forma 
aproximadament al Març del 2011.
1.2 Objectius generals  
L'objectiu d'aquest projecte és el desplegament d'un cloud d'infraestructura com a servei (IaaS) 
en una empresa proveïdora de serveis informàtics al món científic i acadèmic amb totes les garanties 
d'alta   disponibilitat,   seguretat,   fiabilitat   i   escalabilitat   que   ha   de   tenir   un   servei   d'aquestes 
característiques. Podem veure doncs que els usuaris d'aquest servei seran les universitats i d'altres 





d'aquests  usuaris  a   la  xarxa.  Tenir  aquesta  connectivitat  directe  amb el  centre de dades  fa  que 
l'ample de banda des dels clients al nostre centre de dades sigui d'alta capacitat. Aquest fet farà que 
aquest  servei  sigui  estratègic  per   la   empresa  on  es   desplega,   ja  que  pot   ser   la   solució   per   a 
institucions   amb   serveis   on   l'ample  de  banda   amb  els   principals   proveïdors   de   infraestructura 















Per a aconseguir aquesta fita,  s’han de fer molts estudis  i   investigacions parcials, probes,  petits 
programes   i   documentació   que   permetin   enllestir   finalment   una   infraestructura  de   computació 
operativa i mantenible per un tercer. Concretament, els següents objectius específics enumeren amb 
mes detall les fites parcials a assolir, les quals per si mateixes, ja tenen un interès propi.



































1.4 Organització de la memòria  





























2 Antecedents  








emmagatzemament,   aplicacions   i   serveis)   que   poden   ser  ràpidament   aprovisionats  i 
publicats amb el mínim esforç i interacció per part del proveïdor del servei. Aquest model 
promou la  disponibilitat  i està composat de cinc  característiques essencials, tres  models 
de servei  i  quatre  models de desplegament.” ­  U.S. National Institute of Standards and  
Technology (NIST)
Com podem veure en la definició, el cloud computing ens pot donar diferents tipus de serveis, com 
pot   ser   emmagatzemament,   computació,   aplicacions   en   línia,...   També   segons   els   model   de 

















servei   a   través   d'un   balancejador.   Suposem   per   exemple   una   pàgina  web   de   venta   de 















2.1.2Escalat sota demanda i elasticitat  






una   sola  màquina  virtual)  que  està   tenint  un  pic  de  càrrega,   aleshores  per   a   escalar­lo 
verticalment el que farem és augmentar les capacitats de CPU o memòria de la màquina 
augmentant d'aquesta forma la capacitat del servei.
L'avantatge   d'aquest   tipus   d'escalat   és   que   al   tenir   el   servei   en   una   sola   màquina 
l'arquitectura serà més simple i l'escalat més senzill des del punt de vista de l'arquitectura.





serveis que poden ser balancejats  o dividits  en subserveis més  petits,  clars  exemples de 
serveis  que  poden   ser   escalats  horitzontalment   fàcilment   són   serveis  web  a   través  d'un 






















l'ús   sigui   heterogeni   sense  dependre  del   client   des  del   que   estiguem accedint.   (p.   ex.  mòbils, 
tabletes, PDAs,...)
2.1.2.2 Agrupació de recursos
Els recursos de computació  (emmagatzemament, memòria, ample de banda o màquines virtuals) 

























La facturació  dels serveis en  cloud  es pot fer per ample de banda, emmagatzemament, hores de 
CPU, o utilització d'un servei per hores, entre d'altres.
2.1.2.5 Manteniment i actualitzacions
Degut a que amb el paradigma del  cloud  el  manteniment i  actualitzacions (com a mínim de la 
infraestructura física) passa a ser responsabilitat del proveïdor, aquest ha de fer aquestes tasques 
de forma  transparent  al  usuari,  sense afectar al  servei.  Així  doncs tots  els  manteniments,  per 









d'estar  en el  cloud.  Un altre aspecte a   tenir  en compte és que ens  pot  permetre  tenir  el  servei 
distribuït en diferents centres de dades o proveïdors, la qual cosa, si es gestiona correctament també 
ens augmenta la disponibilitat.
2.1.3Models de servei  













servei   i   és   on   tenim   els  serveis   de   computació  en   forma   de  màquines   virtuals,   de   xarxa   o 
emmagatzemament.   Sobre   aquest  model   es   basa   el  PaaS  el   qual   ofereix   una  plataforma  de 
programació  preparada   per   a   desenvolupadors.   Finalment   a   sobre   de   tot   del  model   tenim   el 
Software (SaaS), el qual es basa en un servei de Plataforma o en un d'Infraestructura.
A  continuació   s'expliquen   en  més   detall   aquests   tres  models   principals:  Software,  Platform  o 
Infraestructure as a Service.
2.1.3.1 Software as a Service









2.1.3.2 Platform as a Service
En aquest model el proveïdor ens ofereix una  plataforma de desenvolupament  de software que 
normalment és  exposada a  internet  com a  SaaS.  En aquest  cas  el  desenvolupador  té  un entorn 
complet per a desplegar el seu codi, així  que treu la feina de preparació,  així  com tota la feina 
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posterior  de monitoratge,  còpies  de  seguretat,  actualització   i   administració  de   la   infraestructura 
sobre la que corre.
2.1.3.3 Infraestructure as a Service
El Infraestructure as a Service o IaaS cobreix un rang molt ampli de funcionalitats, les més típiques 
són màquines virtuals, xarxes privades o IPs públiques i discs per a emmagatzematge de dades, però 
n'hi ha de molts tipus com servidors  DNS,  de  e­mail  o balanceig.  Aquest servei és utilitzat per 





2.1.4Models de desplegament  










La infraestructura  d'un servei  de  cloud  privat  és  desplegada exclusivament per  al  ús  d'un  únic 
client/empresa, el qual n'és propietari i en té el control.
Un cloud privat pot ser desplegat, instal∙lat i administrat pel mateix usuari o per tercers. També els 
servidors  poden ser  localitzats  en un centre de dades del mateix propietari  o en un extern que 
ofereixi l'espai i les xarxes per a la localització del maquinari físic. 
Una variant d'aquest tipus pot ser un cloud privat virtual, el qual ens permet tenir un cloud privat 












































































diferents   tipus de virtualització   i   les  dues  eines més  conegudes  en entorns Linux:  Xen  i  KVM. 
També s'explica la llibreria Libvirt: una API comú per a la seva administració.
2.2.4.1.1 Paravirtualització









La virtualització  completa usa una combinació  de  execució  directa  i  translació  binària.  En la 
translació  binària el  hipervisor modifica les instruccions no­virtualitzables en d'altres que fan el 
mateix efecte sobre el hardware visible per la màquina virtual.
















Public  License.  Al  2007  Citrix  va compar  XenSource  per  un valor  de 500 milions  de dòlars   i 
actualment podem trobar la versió lliure i la versió de pagament comercialitzada per Citrix amb més 
funcionalitats i suport enterprise.























virtualització completa amb  Linux. A partir de la versió 2.6.20 de  Linux,  KVM  està inclòs en el 
Kernel. 
El  funcionament de  KVM  és diferent  de  Xen,  KVM  és un mòdul  del  Kernel  (KVM.ko),  el  qual 
s'encarrega de presentar certs dispositius a les màquines virtuals i tradueix les crides d'aquestes a 
crides  al  hardware  de la  màquina física.  Tot   i  això  KVM  només  pot córrer en màquines  on el 
hardware suporti la virtualització.
Per a front­end,  KVM utilitza una versió modificada de  QEMU, el qual probablement és de més 
difícil  administració  que el  front­end  que ve amb  Xen.  De totes formes gràcies a llibreries com 
libvirt,   explicada   en   el   següent   apartat,   aquesta   gestió   es   facilita   tenint   igualment   totes   les 
funcionalitats de la plataforma de virtualització.









D'entre les diferents comandes que ens proporciona  libvirt  la més important és  virsh, la qual ens 
permet   administrar   a   través   de   línies   de   comanda   la   eina   de   virtualització.   Algunes   de   les 
funcionalitats que ens permet fer són:








































































Podem veure com en l'exemple anterior, posem el nom de la màquina  “nom_vm”  amb els  tags 







veiem en l'apartat de  devices  com li presentem un disc amb el format  qcow2, el qual ens permet 
ocupar   tant   sols   l'espai   en   disc   que   s'està   utilitzant,   també   veiem   la   línia   on   posa  “<target 




2.2.4.2 Virtualització de Xarxa
En   un   entorn   de   virtualització   és   essencial   tenir   la   xarxa   virtualitzada,   això   significa   tenir 
emulacions  de  switches  en   la  màquina   física   que   allotja   les   nostres  màquines   virtuals.  Amb 
aquestes emulacions,  el  programari de virtualització  és capaç  de crear ports virtuals associats a 




funcionalitats  bàsiques  d'un  programari  de  virtualització   de  xarxa,  en  primer   lloc  veurem com 
treballa el  Linux ethernet bridge administration  (comanda  brctl)   en Linux i després farem un 
estudi de les funcionalitats extres que ens pot oferir el programari Open vSwitch.
2.2.4.2.1 Linux ethernet bridge administration












































































tecnologia   en   qüestió   es   desinflen,   entrant   a   una   etapa   on   es   van   guanyant   expectatives   i   la 
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2.2.5.1.1 Virtualització de centre de dades


















A continuació  es fa un estudi de les plataformes de gestió cloud  IaaS  de programari lliure més 
conegudes sense entrar en comparacions segons les nostres necessitats, més endavant ja en farem 












• Nova (OpenStack  Compute):  És   la  part  principal  del   sistema,  designada  a   la  gestió  de 






imatges.  També  pot ser usat per a  fer còpies de seguretat de les  màquines  virtuals.  Les 
imatges poden ser guardades en varis back­ends, com per exemple el mòdul de Swift.
• Keystone (OpenStack Identity): És la part encarregada de l'autenticació del usuari i pot ser 
integrat   amb   un  LDAP.   Suporta   accés   per   usuari/contrasenya,  tokens  i   les   mateixes 
autenticacions que Amazon EC2.
• Horizon   (OpenStack  Dashboard):   Interfície  web   per   a   usuaris   i   administradors,   per   a 
aprovisionament i automatització de recursos cloud.
• Quantum   (OpenStack  Networking):   Mòdul   de   xarxa   escalable   amb   la   possibilitat 
d'afegir­hi connectors, podríem per exemple afegir­hi un connector per a treballar amb Open 
vSwitch.
• Heat   (OpenStack  Basic  Cloud  Orchestration  & Service  Definition):  Mòdul   per   a   la 
orquestració   de  serveis  cloud,   ens  permet  definir  els  nostres   serveis  en  plantilles  on  es 
defineixen tots els recursos i les seves relacions així com basar­nos en factors de càrrega, 
disponibilitat,...
• Cinder  (OpenStack  Block Storage):  Proveeix  emmagatzemament  a  nivell  de  bloc  a   les 




infraestructura.   Ens   permet   fer  accounting  del   consum   dels   usuaris   entre   altres 
funcionalitats. 
2.2.5.1.4 OpenNebula












• Computació:   Amb  OpenNebula,   com   amb   tota   plataforma   de   gestió  IaaS,   es   poden 
gestionar recursos de computació com a màquines virtuals. També ofereix plantilles amb les 





tal   i  com s'ha quedat  apagant   la  màquina.  També  podem guardar  discs  de màquines  en 
execució com a imatges.
• Autenticació:  OpenNebula  suporta   varis   tipus  d'autenticació:   usuari/contrasenya,  LDAP, 
clau simètrica i encriptació  X509. Gràcies a que el sistema d'autenticació pot ser connectat 
amb   drivers   desenvolupats   per   l'usuari   podem   afegir   d'altres   tipus   d'autenticació   si 
desenvolupem el driver corresponent.
• Sunstone:   Interfície   web   per   a   la   gestió   i   administració   dels   recursos,   tant   per 
l'administrador com pels diferents usuaris.
• Xarxa: Per a la xarxa, al igual que amb l'autenticació pot ser connectat amb drivers, que 




































discs de les màquines que estan corrent  i  el  segon per a  les  imatges,  ISOs  i  snapshots. 
Possibilitat de crear  snapshots  sota­demanda i programats sobre l'emmagatzematge, discs, 
associat a les màquines virtuals, així com la restauració d'aquests.
• Xarxa: En la part de xarxa,  CloudStack  ens ofereix molts serveis i molta flexibilitat. Ens 


















Controller   (CLC),   Walrus   (WS3),   Storage   Controller   (SC),   Cluster   Controller   (CC),   Node  
Controller (NC), explicats a continuació.
• Cloud controller (CLC) : El CLC està a dalt de tot de la jerarquia i és el punt de entrada 












nivell   de   disc  RAW,   al   igual   que   el   component  Cinder  d'OpenStack  és   apropiat   per   a 
escenaris de bases de dades o amb necessitats d'accés raw a disc.




























Amazon  Web  Services  va   ser   oficialment   anunciat   al   2006,   però   ja   al   2003  Chris  Pinkham  i 
Benjamin Black van presentar un paper proposant a  l'empresa construir   i  vendre un conjunt de 
serveis d'infraestructura.  El primer servei  cloud  llançat  per  Amazon  va ser  SQS  (Simple Queue 
Service) al 2004.
Amazon AWS  és   la  plataforma més utilitzada i  amb una oferta  més  amplia  de serveis  IaaS,    a 
continuació s'estudien les principals característiques d'aquest proveïdor de cloud.
2.2.6.1.1 Distribució geogràfica:
Amazon Web Services (AWS)  està  separat en regions, i cadascuna de les regions en  Availability  
Zones. Les regions estan disperses en diferents continents i situades en diferents àrees geogràfiques. 
Les  Availability Zones  són diferents localitzacions dintre d'una mateixa regió  dissenyades de tal 
forma que estan aïllades en front a caigudes en altres Availability  Zones,   i  amb xarxa de baixa 
latència entre totes les d'una mateixa regió.
Posant instàncies en diferents regions, es pot dissenyar una aplicació per a que estigui més a prop de 





La   fig.   8  mostra   la   relació   entre   regions   i  Availability   Zones.   Cada   regió   és   completament 
independent  de   la  altra,  però   les  Availability  Zones  d'una  mateixa   regió   estan  connectades  per 
enllaços de baixa latència. 

























assignar­la  a  noves   instàncies  que poden estar  situades  en d'altres  Availability  Zones  en cas  de 




2.2.6.1.4 ELB (Elastic Load Balancing)
El Elastic Load Balancing és un balancejador amb les funcionalitats típiques d'aquests: monitors, 



















2.2.6.1.8 EBS (Elastic Block Store)
Un altra tipus d'emmagatzemament persistent, en aquest cas tenim discos presentats a la màquina a 
nivell  de bloc,  el  S3 ens serviria més per a  tenir  dades persistents en punts de muntatge de la 






















cada proveïdor i  cada plataforma de gestió  segueix el seu camí,  però  és essencial  l'ús d'aquests 
estàndards comuns per a tal de poder passar els recursos d'un proveïdor a un altre.  Degut a que el 
cloud és encara un paradigma en vies de definició, queda molt per fer en aquest camp.
Anem a  veure  doncs  que   és   la   interoperabilitat,   en  que  es   basen   les   federacions  de  cloud,   la 























• Storage   compartit:  Al   igual   que   tenir   les   xarxes   compartides,   el   fet   de   tenir   storages 
compartits  entre  diferents proveïdors  ens permetria  poder  moure recursos  entre  diferents 
proveïdors   en   qüestió   de   segons,   la   qual   cosa   dóna   una   gran   flexibilitat   a   les   nostres 










recursos  del  primer al  segon,  ens  podem trobar  amb serveis  que no  tinguin   la  potència 
desitjada degut a aquestes diferències entre ells.








Aquesta  agrupació  pot   ser   feta  de  moltes   formes,  en  alguns  casos  és   feta   sense  donar  gairebé 
interoperabilitat entre ells i en d'altres la interoperabilitat pot ser molt elevada, permetent­nos per 
exemple migrar  en calent  màquines  virtuals  d'un a   l'altre.  El  nivell  d'interoperabilitat  entre  ells 
estarà subjecte a la tecnologia que parlin i a si utilitzen estàndards per a la comunicació. Degut a 







































































farem un estudi de la  Infraestructure Extension  per a serveis  IaaS, la qual ens permet modelar i 
implementar una API IaaS mitjançant el Core.
Els tipus principals de la OCCI Infraestructure Extension són:








• NetworkInterface:   Connexió   d'un   recurs  Compute  amb   un   de  Network,   sería   la 




























imatges.  Aquesta   capacitat   permet   un   sol   paquet   per   a   satisfer  múltiples   demandes   de 
mercat.
• Estàndard obert:  OVF  és fruit de la col∙laboració de varis proveïdors de tecnologia i és 
desenvolupat com a estàndard per a la portabilitat de màquines virtuals.
2.3.3.3 CDMI
CDMI  o  Cloud Data Management  Interface  és  un estàndard definit  per   la  Storage Networking 
Industry   Association   (SNIA)  per   al   auto­aprovisionament,   administració   i   accés   a 
emmagatzemament en el  cloud.  A través de la interfície el client pot veure les capacitats a nivell 















3 Posta en marxa d'un servei  
d'infraestructura








que  pot   ser   la   solució   per   a   institucions   amb  serveis   on   l'ample  de  banda  amb  els  principals 
















privades   entre   les   màquines   i   associació   de   IPs   públiques   a   màquines,   així   com   també 
l'emmagatzemament persistent de les màquines.












Degut  a  que  la  empresa on es  desplegarà  el  servei   té  dos  centres de dades  separats  entre ells, 
desplegarem dos serveis  IaaS  separats on els usuaris podran escollir  on desplegar les màquines 
virtuals.
3.2 Avaluació de plataformes de gestió  
En aquest apartat  ens centrarem a fer una avaluació  de les plataformes de gestió  explicades en 
















d'interoperabilitat  entre   aquestes,   algunes  de   les   característiques  més  avançades  que ens 
agradaria   tenir   són  per   exemple   el  poder   compartir   xarxes  entre   zones  o  poder  migrar 
màquines virtuals entre aquests.




























d'altres,  de  totes   formes al   funcionar  sobre  Amazon  EC2  sí  que permet  llançar   recursos 
compartits entre regions, entre d'altres funcionalitats.
• Integració:  OpenStack  no  porta   integrada   la   funcionalitat  per   a   integració   amb d'altres 





























































• Alta  disponibilitat:  Eucalyptus  ve  ja   integrat  amb varies  eines  com  DRBD,   a  part  ens 
permet tenir redundància en alguns dels components.















3.3.1Màquines físiques  
OpenNebula  proporciona  drivers  per   a   crear  màquines   sobre  hosts   amb  Xen,  KVM  i  VMware. 
OpenNebula corre en una màquina separada i llança les comandes necessàries per a la gestió de les 
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Suport Zones Integració Estàndards Flexibilitat Alta disponibilitat
Pes 3 6 5 2 4 2 4 4
Puntuacions
OpenStack 5 4 4 4 4 6 7 8
OpenNebula 8 10 7 7 7 8 8 5
CloudStack 7 6 7 6 0 4 6 10
Eucalyptus 5 6 7 6 8 5 4 8
Totals:
OpenStack 15 24 20 8 16 12 28 32 155
OpenNebula 24 60 35 14 28 16 32 20 229
CloudStack 21 36 35 12 0 8 24 40 176



































































3.3.3Màquines virtuals i templates  



















• MEMORY:   Paràmetre  obligatori   que  defineix   la  quantitat   de  memòria  RAM  que   se   li 
assignarà a la màquina virtual en Megabytes.
• CPU:  Aquest paràmetre indica quin tant per cent d'un processador físic serà assignat a la 
màquina virtual.  Així  doncs  per  exemple un valor  de 2 en aquest  paràmetre  indica  que 
s'assignen   2   processadors   a   la  màquina   i   un   valor   de   0.5   n'indica  mig.   Per   a   aquest 
paràmetre, el que es fa és passar a la plataforma de virtualització el percentatge de cicles de 
rellotge que s'assigna a cadascuna de les màquines virtuals. Així en cas de tenir la CPU al 
100% s'assignaran  proporcionalment   els  cicles  de   rellotge  a   cadascuna  de   les  màquines 
virtuals segons el valor passat a aquest paràmetre.
• VCPU:  Nombre de  CPUs virtuals  assignades  a   la  màquina  virtual,  aquest  paràmetre  és 
opcional i no incideix en la capacitat de processament de la màquina virtual, si no tant sols 
en el nombre de CPUs que són visibles per a aquesta.


















































































• TARGET:  path  en el /dev (en el cas de Linux) amb el que serà  presentada la ISO, per 
exemple: sr0
3.3.3.7 RAW





















































Per   la  part  de  xarxa  amb  OpenNebula  podem especificar   el  bridge  virtual   al  que  es   connecta 
cadascuna de les xarxes, així doncs podem fer que cadascuna d'elles estigui aïllada per un bridge 
diferent. Les garanties que volem que ens doni la plataforma són: aïllament de xarxes, control de 









precreats,   la   qual   cosa   fa   que   perdem   molt   en   flexibilitat,   no   ens   ofereix   control 
MAC­Spoofing ni IP­Spoofing. Si que ens ofereix, però aïllament a nivell intern de xarxa al 
comportar­se com un switch i no un hub.








• Open vSwitch:  Amb el  driver  d'Open vSwitch  que ens  proporciona  OpenNebula  tenim 
























• Contextualització:   Per   a   arreglar   el   problema   de   que  mitjançant   la  MAC   no   podem 
especificar   ni   la  màscara   de   la   xarxa   ni   la   porta   d'enllaç,   podem   afegir   aquests   per 









3.3.5Usuaris i grups  
3.3.5.1 Usuaris
OpenNebula té un sistema complet de gestió d'usuaris i grups. Els usuaris poden ser de quatre tipus:
• Administradors:  Els usuaris  administradors  tenen permisos per a fer qualsevol operació 





• Usuaris públics: Són usuaris regulars, però que tant sols poden accedir al  OpenNebula  a 
través de les APIs públiques (OCCI, EC2 i Sunstone). No poden accedir a través de la API 
xml­rpc   d'OpenNebula  directament.   Els   usuaris   públics   es   distingueixen   perquè   el   seu 
mètode d'autenticació és public.
• Usuaris  de servei:  Usuari  serveradmin.  És usat  per   les  aplicacions  d'OpenNebula  per  a 


































tinguin   aquest   tipus   d'autenticació   no   podran   accedir   al   servei   a   través   del   client   per 
comandes.









• Use:   Els   usuaris   que   tinguin   aquest   permís   poden   utilitzar   el   recurs   en   qüestió   sense 
modificar­lo.














La comanda per  a  la  gestió  de ACLs és oneacl.  No entrarem en molts  més  detalls  d'ACLs en 













































• iSCSI/LVM:   Aquest   tipus   de   datastore   emmagatzema   les   imatges   directament   sobre 
particions de disc. Aquest tipus de datastore té la avantatge de que dóna una mica més de 
rendiment de disc, però perdem que no podem utilitzar  qcow2, perdent tot l'espai que no 








































































3.3.10.1 OpenNebula Cloud API
Aquesta   interfície   és   amb   la   que   s'accedeix   directament   al   nucli   d'OpenNebula.  És   una  API 
XML­RPC per a accedir a totes les funcionalitats que es poden fer amb OpenNebula. Degut a que 















































Veiem com en aquest  anterior  exemple es  mostra el   fitxer  plugins/dashboard­tab.js  per  al  grup 
oneadmin i el plugins/dashboard­users­tab.js per a la resta d'usuaris. Els fitxers de plugins es troben 
a   /usr/share/OpenNebula/sunstone/public/js/plugins,   i   en   podem   crear   de   nous   o  modificar   els 
existents si volem afegir o eliminar funcionalitats a través del Sunstone.
3.3.10.3  Ozones-Server







OpenNebula  ofereix una  API OCCI  per a la gestió de recursos per als usuaris de la plataforma. 

































































































































• Stripping:  Maximitza  els   recursos  disponibles  per   a   les  màquines  virtuals   fent  que   les 
màquines virtuals siguin repartides al màxim per tots els nodes físics.
































• Més  funcionalitats,   tot   i   que   a   la   documentació   de  Xen  estan   documentades  moltes 













3.4.1Elecció del programari de virtualització  















































les  imatges de les màquines virtuals,  tant en execució  com no, per  lo que les màquines 
físiques necessitaran tenir aquesta xarxa visible. Degut a que és la màquina que conté el 
servei   d'OpenNebula  la   que   s'encarrega   de   fer   còpies   de   les   imatges,   la   xarxa 
d'emmagatzemament arribarà també en aquest node.
• Xarxa privada:  La xarxa privada serà   també  en aquest cas diferent en cada una de les 
zones. Serà utilitzada per a la comunicació entre els nodes treballadors i l'OpenNebula, com 
ja hem vist  OpenNebula  utilitza crides a   la  API  de  libvirt,  aquestes seran fetes a  través 
d'aquesta xarxa. Com és lògic, aquesta xarxa no haurà d'arribar a la cabina d'storage.
A   continuació   s'especifiquen   quins   són   els   serveis   i   el   port   on   escoltarà   per   a   cada   un   dels 
components.
• oZones: En el nostre cas, el component d'oZones serà utilitzat per la gestió centralitzada del 
























































En  l'annex 7.2 podem trobar  els  passos  per  a   la   instal∙lació   i  configuració  del  apache amb  les 
funcionalitats anteriorment descrites.
3.5.1.2 Zones i VDCs
Per a utilitzar el servei que ens fa de proxy revers entre els diferents VDCs que tinguem definits en 




































































Per a la CPU, anem a estudiar les possibilitats que ens dóna  OpenNebula  i  les possibilitats que 
tenim a la hora de configurar el node físic a nivell de BIOS.
























threads  a   el  nombre  de  VCPUs  que   tingui   la  màquina  en  qüestió.  Els   resultats   amb el   temps 
d'execució són els següents.
VCPUs 1 2 4 8 16 32
Segons 208,40 105,97 53,06 27,49 27,63 27,70






























VCPUS 1 4 8 16
Temps 219,87 219,85 219,87 219,88



































































































































en   són   dues.   Aquesta   tecnologia   és   transparent   al   sistema   operatiu   i   al   programari   corrent. 
L'avantatge d'utilitzar aquesta tecnologia és que veurem el doble de CPUs en la màquina física (és a 
dir  16)  amb  la  qual  cosa  ens  costarà  més  arribar  al  màxim de CPU al   llançar  màquines  amb 
l'OpenNebula  i   probablement   podrem   allotjar  més  màquines   virtuals   en   les   nostres  màquines 
físiques. Per a comparar el rendiment de tenir o no les CPUs amb Hyper­Threading,   s'han fet el 
mateix test amb les dues opcions. El test tracta de crear una màquina virtual d'OpenNebula amb 16 





























































































































































































































































writethrough.  En  el  cas  de  writeback s'ha  d'afegir   'elevator=noop'  en   l'arranc  del  Kernel  de   la 
màquina virtual o executar la següent comanda un cop hem arrancat la màquina virtual.
echo noop > /sys/block/vda/queue/scheduler
En   aquest   apartat   no   es   compararà   ni   la   mida   de   les   imatges   ni   la   velocitat   de   còpia   en 
desplegament, ja que en aquest cas és per a tots el mateix.










































veiem   diferències,   però   probablement   han   estat   degudes   a   diferents   moments   amb   diferents 
càrregues de la cabina d'storage. Per lo tant a la hora de preparar les imatges, en podem preparar 
amb writethrough per si volem un disc amb més rendiment.












































































































































































































































botella   en   el   segon   cas.   Tenint   en   compte   que   no   hi   ha   cap   desavantatge   utilitzant   aquest 
configurarem totes les imatges del  OpenNebula per a que utilitzin aquest driver, sempre i quan el 
sistema operatiu de la màquina virtual tingui el driver corresponent.


































del  Open   vSwitch,   ja   que   estan   taggejades   diferent   i   el  Open   vSwitch   tot   i   detectar  MACs 
duplicades sap redirigir el tràfic segons la VLAN a la que pertany cada paquet de xarxa.

























http://dev.   OpenNebula   .org/issues/1792   
http://lists.   OpenNebula   .org/pipermail/users­   OpenNebula   .org/2013­February/021951.html   
3.5.5.2.2 Firewalling
Una altra cosa amb la que s'ha col∙laborat amb el  OpenNebula, ha sigut el fet de que no tenien 









la   inversa.  Si   s'especifiquen   tant   els  WHITE com els  BLACK de   tcp  o  udp,   aleshores 
s'apliquen només els WHITE. Seguint amb el cas anterior, que voliem filtrar tots els ports 
menys   el   22,   80   i   rang   del   2000:3000,   s'especificaria   de   la   següent   forma: 
BLACK_PORTS_UDP = 1:21,23:79,81:1999,3001:65535

































0x20/0xffe0,   0x40/0xfff0,   0x51/0xffff,   0x52/0xfffe,   0x54/0xfffc,   0x58/0xfff8,   0x60/0xffe0, 
0x80/0xff80,   0x100/0xff00,   0x200/0xfe00,   0x400/0xfe00,   0x600/0xff00,   0x700/0xff80, 
0x780/0xffc0, 0x7c0/0xfff0, 0x7d1/0xffff, 0x7d2/0xfffe, 0x7d4/0xfffc, 0x7d8/0xfff8, 0x7e0/0xffe0, 
0x800/0xfe00,   0xa00/0xff00,   0xb00/0xff80,   0xb80/0xffe0,   0xba0/0xfff0,   0xbb0/0xfff8, 



















































































Per   a   comprovar   el   correcte   funcionament   del   driver   del  Open   vSwitch,   s'han   fet   proves   de 
live­migrations per a veure que s'esborren i es creen els filtres correctament en les màquines físiques 
corresponents.





































































• ACPI:  S'han  configurat  per  a  que es  puguin enviar  comandes per  a  apagar/reiniciar   les 
màquines virtuals per ACPI.
















































◦ S'ha  tret  del   formulari  el   tipus  de xarxa,   ja  que aquesta  sempre serà  de  tipus  Open 
vSwitch, s'ha posat automàticament el bridge a utilitzar. S'ha tret la opció de que l'usuari 




















Les   plantilles   de   tipus   d'instàncies   que   s'han   preparat   per   al  OCCI  i   la   relació   de   les   seves 
característiques es poden veure en la següent taula:
extrasmall small medium large extralarge
CPU 0.05 0.15 0.5 1 2
VCPU 1 1 2 4 8
Memòria (MB) 256 512 2048 4096 8192
3.5.7.3 EC2
Per a la preparació del  EC2  les restriccions que s'han aplicat són les mateixes que per al  OCCI, 
afegint que la xarxa que s'utilitzarà sempre serà la pública.
Les   plantilles   de   tipus   d'instàncies   que   s'han   preparat   per   al  EC2  i   la   relació   de   les   seves 
característiques es poden veure en la següent taula:
t1.micro m1.xsmall m1.small m1.medium m1.large m1.xlarge
CPU 0.05 0.15 0.3 0.6 1 2
VCPU 1 1 1 2 4 8
Memòria (MB) 256 512 1024 2048 4096 8192
3.5.8Seguretat  









• Visualitzacions  per  a  administradors:  El  programari  ens  permet  visualitzar   el   tràfic   i 
visualitzar els percentatges per adreçament, per protocol i per patrons de connexió com per 
exemple tràfic P2P.
• Detecció   d'anomalies   en   base   a   comportament:   El   programari   ens   permet   detectar 
anomalies en base a comportament de  la  xarxa,  en cas  de detecció   s'envien e­mails  als 
administradors de la infraestructura.
• Escaneigs:   En   cas   d'escaneigs   de   ports,   Ips,   vulnerabilitats,...   la   plataforma   avisa   als 
administradors del centre.
• Llistes negres: El programari manté llistes negres d'IPs pertanyents a botnets i programari 
maliciós  i  en cas de detectar  tràfic amb les IPs pertanyents a aquestes s'avisa també  als 
administradors.
• Catalogació   d'incidències:   La   plataforma   ens   cataloga   les   incidències   segons   el   tipus, 



































◦ Servei Web: Es monitora el  path  / del servei web ofert, es verifica que retorna un codi 
200 d'HTTP.
▪ Zona 1: Es monitora el  path  /sunstone_zona1 i es verifica que retorna un codi 200 
d'HTTP.











◦ Interfícies  de  xarxa:  Es  monitora el   tàfic  de  xarxa de   les   interfícies  de  xarxa de   la 
màquina.
◦ Emmagatzemament:









de   45   s'avisarà   als   administradors   de   la   plataforma   per   a   que   reconfigurin   el 
paràmetre a sumar per al càlcul del tag de la VLAN.
▪ Funcionament servei: En aquest cas per a comprovar que el servei d'OpenNebula està 




◦ OCCI:   Per   a   comprovar   el   correcte   funcionament   del  OCCI,   s'executa   la   comanda 
“OCCI­network     ­­username   <usuari>   ­­password   <contrasenya>   ­­url 
https://<URL>:7443/ list” des del mateix servidor de monitoratge i es comprova que hi 
hagi alguna xarxa disponible.
◦ EC2:   Per   a   comprovar   el   correcte   funcionament   del  EC2,   s'executa   la   comanda   “ 










3.5.10 Còpies de seguretat  
Per a fer les còpies de seguretat, tenim vàries coses sobre les que s'han de fer backups:
• Màquines virtuals
◦ Per   a   les   imatges   de   les   màquines   virtuals,   es   fan   snapshots   a   nivell   de   cabina 
















3.5.11 Federació i interoperabilitat  
Anem a  estudiar  en  aquest  apartat   les  opcions  que  tenim a   la  hora  de  posar   l'OpenNebula  en 
federació. 
3.5.11.1 Federació
Per a  posar   l'OpenNebula  en  federació,  anem a veure   les  possibilitats  que  tenim en  base a   les 
característiques d'interoperabilitat que hem vist en l'apartat 2.3.
• Usuaris compartits:  Pel que fa als  usuaris  compartits,   tot  i que  OpenNebula  no ofereix 
aquesta   funcionalitat   entre   clouds,   si   que   seria   possible   modificar   els   drivers   per   a 
l'autenticació per a implementar un Single Sign­On entre diferents instàncies d'OpenNebula 
que   tinguem.   Per   a   implementar   aquesta   funcionalitat   entre   clouds   d'altres   fabricants 
probablement la cosa es complica.




















• Cloud Broker:  Com a solucions de cloud broker ens  trobem amb Compatible One,  una 











d'OpenNebula  gestionades  des  d'un   sol  punt.  Aquestes   instàncies  poden   ser   situades  en 









































3.5.12 Problemàtiques  




diferents   mòduls   i   drivers   també   és   més   complicada   d'entendre.   L'avantatge   d'aquest 
problema és que aquesta flexibilitat ens permet  personalitzar molt més el sistema segons 
les nostres necessitats.
• Tal   i   com   ja   hem   vist   en   l'apartat   corresponent,   el   driver   per   a  Open   vSwitch  amb 
OpenNebula no està acabat. Aquest fet ens ha portat a haver de desenvolupar el driver per a 
aquest.





4 Planificació i Cost del Projecte  

















• Estudi de funcionalitats  OpenNebula:  Aquest apartat   inclou l'estudi  de funcionalitats   i 














• Desplegament   i   estudi   Open   vSwitch:   Aquest   apartat   inclou   el   desplegament   del 
programari   d'Open   vSwitch   en   els   nodes   físics,   així   com   les   diferents   proves   tant   de 
rendiment   com   de   seguretat   d'aquesta   i   el   desenvolupament   del   driver   per   a   aquesta 







• Preparació   Sunstone,  OCCI   i   EC2:   En   aquest   apartat   s'inclou   la   preparació   de   les 
plantilles per a cadascuna de les interfícies, així com la personalització de la interfície del 
Sunstone per als usuaris. La dedicació total en hores d'aquest apartat ha estat de 25 hores.




































5 Conclusions i línies de futur  
Els  objectius  d'aquest  projecte  eren  desplegar  un servei  d'infraestructura  cloud  i   l'estudi  de   les 
possibilitats per a muntar una federació de clouds. Com ja hem vist, avui en dia les possibilitats per 







seu   accés   des   d'un   punt   únic.   Així   doncs,   tenint   en   compte   que   s'ha   posat   en   producció 
l'OpenNebula i s'han estudiat totes les possibilitats alhora de posar­la en una federació, podem dir 
que  s'han   assolit  els  objectius,  s'han   satisfet   totes   les   necessitats   inicials   de   l'empresa   i   les 
derivades que s'han trobat i investigat al llarg del desenvolupament del projecte.



















• En   un   futur,   creiem   que   si   la   plataforma   que   s'ha  montat   comença   a   tenir   un   volum 
considerable de màquines virtuals, el NFS és molt probable que no escali tant com poguem 









• Una altra  línia de futur,  creiem que en el nostre  cas,  podria  passar per aconseguir  tenir 
storage replicat en els dos centres de dades, així com les mateixes xarxes. Una configuració 
d'aquest tipus ens podria arribar a permetre de fer migracions de màquines virtuals en calent 





al   estil   de  ELB d'Amazon.  La   idea   seria   instalar   alguna   aplicació   que   ens  permeti   fer 
balanceig de càrrega.  Per a  les  IPs públiques la   idea seria   tenir­les repetides  en els  dos 




màquines   virtuals   i   d'aquesta  manera   tenir   diferents   categoriitzacions   de   xarxes   segons 
prioritat o ample de banda màxim, lògicament amb preus diferents entre elles també.
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7 Annexos  
7.1 Instal·lació OpenNebula  
En aquest primer annex, anem a veure com instal∙lar l'OpenNebula.




























































































































7.2 Preparació proxy revers per a OpenNebula  



























































































































































7.4 Desplegament oZones  



































































































































7.6 Posta en alta disponibilitat de oZones  
Un cop vist com instal∙lar el component oZones en una màquina virtual a part, anem a veure en 
aquest apartat com posar el component oZones en alta disponibilitat.


























































































































































Un cop instalat  entrem totes  les VLANS del cloud a  la  interfície 0 i   les d'storage a  la 1,  totes 
taggejades.
7.8.2Instalació KVM  
# apt­get install kvm libvirt­bin virt­viewer virtinst



































































































































































































































































































































































































































































7.8.5Configuració ntp  




7.9 Recuperació de màquina virtual d'snapshot de  
cabina























7.10 Posta en marxa cloud híbrid amb Amazon AWS  
















































Editem   el   fitxer   /etc/one/vmm_ec2/vmm_ec2rc   i   busquem   la   línia   on   posa   EC2_HOME, 
EC2_PRIVATE_KEY i EC2_CERT i les substituïm pel següent:
EC2_HOME="/usr/local/ec2­api­tools" 
EC2_PRIVATE_KEY="/var/lib/one/.ec2/pk.pem" 
EC2_CERT="/var/lib/one/.ec2/cert.pem" 
Configurem el fitxer de configuració del OpenNebula per a que puguem crear hosts amb els drivers 
d'EC2, editem el fitxer /etc/one/oned.conf i descomentem les següents línies:
IM_MAD = [ 
      name       = "im_ec2", 
      executable = "one_im_ec2", 
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      arguments  = "im_ec2/im_ec2.conf" ] 
VM_MAD = [ 
    name       = "vmm_ec2", 
    executable = "one_vmm_ec2", 
    arguments  = "vmm_ec2/vmm_ec2.conf", 
    type       = "xml" ] 
Reiniciem l'OpenNebula
# su – oneadmin
$ one stop
$ one start
Creem el host ec2 al que seran enviades les instàncies que vulguem fer amb EC2:
onehost create ec2 ­­im im_ec2 ­­vm vmm_ec2 ­­net dummy ­­cluster default
Un cop creat el host, ja només ens queda fer una plantilla per a una màquina virtual i llançar­la al 
EC2:
# cat ec2template
CPU      = 1
MEMORY   = 1700
 
EC2 = [ AMI="ami­00bafcb5",
        KEYPAIR="gsg­keypair",
        ELASTICIP="75.101.155.97",
        AUTHORIZED_PORTS="22",
        INSTANCETYPE=m1.small]
 
REQUIREMENTS = 'HOSTNAME = "ec2"'
# onevm create ec2template
Aqui podem veure totes les opcions que es poden posar en el apartat EC2:
http://opennebula.org/documentation:rel3.8:ec2g#ec2_specific_template_attributes
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