Abstract. The analysis of linear threshold Boolean functions has recently attracted the attention of those interested in circuit complexity as well as of those interested in neural networks. Here a generalization of linear threshold functions is defined, namely, polynomial threshold functions, and its relation to the class of linear threshold functions is investigated.
Throughout this paper a Boolean function will be defined as f" { 1, -1}" { 1, -1}; namely, 0 and are represented by and -1, respectively. It is also assumed, without loss of generality, that F(X) :/: 0 for all X.
A threshold gate is a gate that computes a threshold function. It can be shown that any Boolean function can be computed by a single threshold gate if we allow the number of monomials in F(X) to be as large as 2". Although such a result is not interesting by itself, it stimulates the following natural question: What happens when the number of monomials (terms) in F(X) is bounded by a polynomial in n?
of monomials is bounded by a polynomial in n. The main goal of this paper is the study of this complexity class and its relations with other known complexity classes of Boolean functions.
More precisely, let S _ { 0, } n; a Boolean function f is an S-threshold function if there exist integers that we call weights (the w's) such that f(X) sgn (Zs waX).
Hence, a Boolean function f(X) is in PT if there exists a set S, with IS[ bounded by a polynomial in n, such that f(X) is S-threshold. Notice that there is no restriction on the size of the weights.
A related class of functions is the class of linear threshold functions [7] , [11] . A Boolean function is linear threshold if it is S-threshold with S corresponding to the constant and linear terms. We define LT to be the class of functions that are computable by a single linear threshold gate. The next step is to define complexity classes that relate to circuits. Define L Td(PTd) to be the class of Boolean 17 ]. This interest follows from recent results in complexity of circuits [8 ] , [13 ] , [16] which indicate that MAJORITY (hence, linear threshold functions) cannot be computed by a bounded depth unbounded fan-in polynomial size circuit that consists of V, /, NOT, and PARITY gates. Thus, the next natural step in the analysis is adding MAJORITY as a possible gate in the computational model. Notice that in the results in [5] the weights are bounded by a polynomial in n. To make the distinction from the case in which the weights are not bounded we put "hats." Namely, L T and PT correspond to circuits with bounded weights. Using this notation, a related result in [5 is: LT cLTzcLT3.
In this context, the study of circuits of polynomial threshold functions can be viewed as study of a model in which a single gate is rather powerful. Namely, there is no "trivial" In 3 we review the subject of harmonic analysis of Boolean functions [9] and show that every Boolean function has a representation as a polynomial over the rationals and hence as a threshold function.
In 4 we use the spectral representation of Boolean functions and derive a necessary and sufficient condition for a function to be an S-threshold function for a given S. We use this condition to show that the number of different S-threshold functions, for a given S, is at most 2 n+ )lsl. These results turn out to be a generalization of known results for linear threshold functions 3 ], 7 ], 11 ].
In 5 we use the necessary and sufficient condition to derive a lower bound on the number of monomials in a threshold function. The lower bound is expressed in terms of the spectral representation of a Boolean function. We find that Boolean functions that have an exponentially small spectrum are not polynomial threshold.
In 6 we exhibit a family of functions that has an exponentially small spectrum; we call them "semibent" functions. We construct a function that is both semibent and symmetric to prove that PT is properly contained in L T2. Finally, we address some open problems.
Simulation of lolynomial threshold functions. It is a well-known result that
PARITY (as well as other symmetric functions) is in L T2 [5] , [12] . From this fact it follows that a polynomial threshold function can be simulated by a depth 3 circuit of linear threshold gates. The idea is to compute the monomials using depth 2 circuits and combine the monomials in the gate in the third layer. What we will show here is that depth 2 is enough.
Proof. The idea is to notice that PARITY does not require the full power of a depth 2 circuit of linear threshold gates. Actually, PARITY can be realized by a set of linear threshold elements in the first layer while, in the second layer, we need only to sum and add a constant to get the desired result. Namely, we do not have to use the threshold operation in the second layer.
Example. Let f(X) xl ( X2o Let Fl(X)=-l-x-x2 and Fz(X)=-l+xl+x2.
It can be verified that:
f(X)= +sgn (F,(X)) + sgn (Fz(X)). Note that we are using the { 1, -1 representation instead of { 0, }, respectively.
The above is true in general for PARITY of n variables. In the general case we need up to n + linear threshold gates in the first layer and again only summation and addition of a constant in the second layer. Using this observation a polynomial threshold function can be simulated by depth 2 linear threshold circuit in a way similar to that done with depth 3.
U]
Proving containment of polynomial threshold functions in L T2 turns out to be a very easy problem compared to the problem of proving that this containment is proper; the latter requires proving lower bounds. The rest of the paper is devoted to the development of a technique for getting lower bounds for polynomial threshold functions and to the application of this technique to getting separation results. 
As an example, let f Xl @ x2; that is, f is the XOR function of two variables. It is easy to check that in the { l, -1 representation p(xl, x2) xl x2. Notice that for every Boolean function f, the polynomial p is linear in each of its variables because x 2 for x {-l, }. It is known that every Boolean function has a unique representation as a polynomial [2] , [9] . This representation is derived by using the Hadamard matrix, as described by the following theorem. Example. Let f be the AND function of two variables, (3) f( X ,X2) X / X 2. By Theorem 3.1, The above method is applicable not only to Boolean functions but also to any function of the form f 1, } n ._ N. if and only if (6) f( X)= sgn (F(X)) The necessary and sufficient condition follows from (6) Thus, the result follows from Corollary 4.1.
The above turns out to be a generalization of a known [7] , [11] upper bound on the number of linear threshold functions for which IS[ n + 1.
5. Lower bounds. The necessary and sufficient condition that is derived above is used to derive lower bounds on the number of monomials in a threshold function, again, by using the spectral representation. Letf(X) sgn (F(X)) be an S-threshold function, Proof. First we prove the statement for a being the all-0 vector:
Note that (a) follows from Lemma 4.2. The proof for arbitrary a follows from the fact that X[ 1; hence:
Hence, we can make any w, be the constant term without changing the value of F(X)[.
If w < 0 we take -F(X) and get the result. [] Consider the function: (9) f(X)=(xl AX2)()(Xl A X3)() ()(Xn-1AXn). Assume that n is even, then la, I--2 -n/z, Vc{0,1} n.
Proof. The proof is by induction on n. For n 2 we have CQ(xl,x2) 1/2(1 +xl +x2-xlx2). Assume this is true for n and show that the statement is true for (n + 2). We use the same notation as in {} 3 Assume that n is odd, then lal=Oor2-n-)/2 Vc{0,1) n.
The proof is similar to the even case. We use induction on n and can write the recursive description of the spectrum. Example. Let n 3 then CQ(xl,x2,x3) 1/2(Xl -x2-31-x3-xlx2x3).
