We use thirteen seasons of R-band photometry from the 1.2m Leonard Euler Swiss Telescope at La Silla to examine microlensing variability in the quadruply-imaged lensed quasar WFI 2026-4536. The lightcurves exhibit ∼ 0.2 mag of uncorrelated variability across all epochs and a prominent single feature of ∼ 0.1 mag within a single season. We analyze this variability to constrain the size of the quasar's accretion disk. Adopting a nominal inclination of 60 • , we find an accretion disk scale radius of log(r s /cm) = 15.74 +0.34 −0.29 at a rest-frame wavelength of 2043Å, and we estimate a black hole mass of log(M BH /M ) = 9.18 +0.39 −0.34 , based on the C IV line in VLT spectra. This size measurement is fully consistent with the Quasar Accretion Disk Size -Black Hole Mass relation, providing another system in which the accretion disk is larger than predicted by thin disk theory.
INTRODUCTION
Quasars, a class of active galactic nuclei (AGN) (e.g., Antonucci 1993; Urry & Padovani 1995) , have been an area of intense study for decades. However, their small physical sizes subtend angles that are much smaller than the resolution limit of any existing telescope. Hence we have been forced to infer the physics powering these luminous sources by studying intrinsic flux variability (e.g., Vanden Berk et al. 2004; Sergeev et al. 2005; Cackett et al. 2007; Kelly et al. 2009; MacLeod et al. 2010) , modeling spectral profiles (Sun & Malkan 1989; Bonning et al. 2007; Gaskell 2008; Hall et al. 2018) , or using reverberation mapping (e.g., Peterson et al. 2004; Bentz et al. 2010; Edelson et al. 2015; Cackett et al. 2018) . While these methods have provided insights into quasar structure and central black hole masses, the accretion disk continuum size and temperature profile remain open research areas.
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Microlensing, first observed by Chang & Refsdal (1979) , has offered an opportunity to better measure the size of quasars. Strongly lensed quasar images are magnified by a complex field of stellar-mass objects in the lens galaxy. As the quasar moves relative to our line of sight, the magnification changes, generating significant uncorrelated variability between images on timescales of months to years. If the time delays between images are known, it is possible to distinguish the correlated instrinsic quasar variability from the uncorrelated microlensing variability. Kochanek (2004) developed a Bayesian Monte Carlo technique to measure the sizes of quasars from multiple-epoch lightcurves.
With this technique, we have made measurements of accretion disk scale sizes in 15 quasars Morgan et al. 2006; Poindexter et al. 2007; Morgan et al. 2008 Morgan et al. , 2010 Morgan et al. , 2012 Hainline et al. 2012 Hainline et al. , 2013 Mosquera et al. 2013; Blackburne et al. 2014; MacLeod et al. 2015; Morgan et al. 2018 ). This method requires cosmological modeling of the effective transverse velocity, but is insensitive to uncertainty in the median mass of stars in the lens galaxy. A machine learning anal-ysis technique, developed by Vernardos & Tsagkatakis (2019) , may allow for more rapid analysis of larger sets of quasar lightcurves.
Alternatively, microlensing sizes can be inferred from chromatic variation between lensed images. In this method a quasar is imaged at a single-epoch across multiple filter bands. This approach has generated complementary measurements of quasar accretion disk sizes (Pooley et al. 2007; Bate et al. 2008; Blackburne et al. 2011; Mediavilla et al. 2011; Pooley et al. 2012; Jiménez-Vicente et al. 2012; Schechter et al. 2014; Motta et al. 2017; Bate et al. 2018 ). This method uses dramatically less observing time, but requires careful treatment of broad emission line contamination and flux offsets due to dust or millilensing. Furthermore, all reported sizes are subject to an assumed prior on the unknown median mass of stars in the lens galaxy. Nevertheless, when combined with constraints from multi-epoch studies, the single-epoch method generally gives similar accretion disk size measurements.
Because of the rarity of lensed quasar discoveries and the onerous observing requirements of multi-epoch studies, only fourteen multi-epoch size measurements have been reported to date (Morgan et al. 2018, and references therein) . Here we increase that number to 15 with the addition of the quadruply lensed WFI J2026-4536 (hereafter WFI2026) 1 (Morgan et al. 2004) . The quasar source is at redshift z s = 2.23, but the lens redshift was not measurable in archival spectra from the Very Large Telescope (VLT). The lens galaxy is faint and stacked galaxy spectra from fourteen exposures show no distinct spectral features. Although we were unable to estimate the lens redshift, we succeeded in using these archival VLT spectra to measure the black hole mass.
Two different investigations have already used the single-epoch technique to estimate the accretion disk size in this system. Blackburne et al. (2011) observed WFI2026 in the infrared using the Persson's Auxiliary Nasmyth Infrared Camera (PANIC) on the Baade telescope and in the optical using the Raymond and Beverly Sackler Magellan Instant Camera (MagIC) on both the Clay and Baade telescopes at Las Campanas Observatory. They estimated an accretion disk half-light radius of log(r 1/2 /cm) = 16.46 ± 0.32 at 2043Å, under a logprior on r 1/2 . A recent analysis by Bate et al. (2018) using IR and UVIS channels on the Wide Field Camera 3 (WFC3) on the Hubble Space Telescope (HST) found evidence for a smaller size, log(r 1/2 /cm) < 16 (re-scaled to 2043Å from an observed 1026Å). Both of these estimates assume a 0.3M median stellar mass in the lens galaxy.
Analysis of our 13 season lightcurve complements these previous studies with a multi-epoch constraint on the scale radius, r s , and addresses the mild tension between previous results. Note that these studies reported the measured size as a half light radius, r 1/2 , while we cast our results as a thin disk scale radius, r s = r 1/2 /2.44, to facilitate comparison with theoretical disk models. In any case, Mortonson et al. (2005) showed that projected area, not shape, dominates microlensing variablility, so these radii are directly proportional with r s = r 1/2 /a. The scaling factor a depends on the assumed disk geometry with a = 2.44 for a thin disk and a = 1.18 for a Gaussian disk. This paper is organized as follows. In section 2, we present our monitoring data, photometric technique, and the reduced light curves. In section 3 we present our strong lens modeling and our determination of time delays for the system. We discuss our microlensing model in section 4, and we present our measurements for the WFI2026 disk size and black hole mass in section 5. In section 6 we compare our measurements to those of Blackburne et al. (2011) and Bate et al. (2018) and we conclude with a discussion of the accretion disk size and black hole mass in the context of previous multi-epoch studies.
DATA
The observational campaign was conducted within the scope of the COSmological MOnitoring of GRAv-Itational Lenses COSMOGRAIL collaboration (e.g. Courbin et al. 2005; Bonvin et al. 2018) We used images of WFI2026 obtained with the Swiss 1.2m Leonhard Euler telescope (hereafter Euler) located at La Silla Observatory in Chile between April, 2004 and November, 2016 . Prior to 2010 we collected data using the C2 chip, a 2048 × 2048 detector with a pixel scale of 0. 344. We took more recent exposures on the EulerCAM (ECAM) detector, with a smaller pixel scale of 0. 2149 and dimensions of 3496 × 3512 pixels. Across all epochs we used the Rouge Genéve (RG) filter, a modified R-band filter with an effective wavelength of 6600Å. At each of the 548 epochs, we obtained five 360 s subexposures. Our observations with Euler spanned 13 seasons with a typical observation cadence of once every six days for C2 and once every four days for ECAM with inter-season gaps of ∼ 100 days. In Figure 1 we show a stacked ECAM exposure of WFI2026 indicating the reference stars used for point spread function (PSF) calibration and flux normalization (N). The angular separation between images in WFI2026 is small, with a scale size of ∼ 1. 4 (Morgan et al. 2004; Véron-Cetty & Véron 2010) , making photometric measurements challenging. Nevertheless with a typical seeing of 1. 6 with C2 and 1. 4 with ECAM, the angular separations are above the Nyquist limit (≈ 1 2 seeing = 0. 8) for most image pairs. Images B and C are separated from each other and A1 and A2 by at least 1. 0. The merging pair A1 and A2, however, are only separated by ∼ 0. 3, too close to resolve fluxes in the individual images. We reduced the data and performed our subsequent analysis using the combined flux A=A1+A2.
We employed the Magain, Courbin, and Sohy (MCS) deconvolution algorithm of Magain et al. (1998 Magain et al. ( , 2007 for de-blending flux from the multiple images. Using a point spread function (PSF) measured from nearby reference stars, this algorithm computes a high-resolution deconvolved image of the quasar. We then followed the approach discussed in Vuissoz et al. (2007 Vuissoz et al. ( , 2008 to find flux in individual images, including priors on astrometry from Chantry et al. (2010) to further improve accuracy. We measured image fluxes in each subexposure and calculated the median value at each epoch to pro- vide the reduced lightcurves shown in Figure 2 and in Appendix A.
The compact angular size of the system gave rise to significant cross-talk between photometric measurements. This additional noise, in excess of photon shotnoise, is typical for multiply-lensed quasars. For image C in WFI2026, however, this cross-talk noise was on the same order as the intra-season variability and could mimic a microlensing signal. To mitigate this effect, we averaged over each season for image C and used these season averages in our microlensing analysis. We determined each season average for image C, c , using leastsquares fitting. The error bars, σ c , were selected such that within each season the χ 2 value, relative to the reduced lightcurve, was equal to the number of exposures, N , for the season. This amounted to numerically solving
for σ c . The values c i and σ i came from the reduced light curve. This simplification removed our ability to discern intra-season variability, but allowed us to more confidently measure the annual variability, which domi-nates the microlensing signal in WFI2026 . We show the image C season averages overlaid atop the reduced lightcurve in Figure 2 . For lens modeling we used HST imaging from the CfA-Arizona Space Telescope Survey (CASTLES 2 ) (Muñoz et al. 1998; Kochanek et al. 1999; Lehár et al. 2000) . Our exposure was taken on October 21, 2003 with the Near-Infrared Camera and Multi-Object Spectrograph (NIC-MOS) through the F160W filter (Morgan et al. 2004) . From this image, we derived astrometry using the imfitfits routine of Lehár et al. (2000) . Our astrometric fits, including the shape parameters for a de Vaucouleurs lens galaxy, are shown in Table 1 . Because the lens galaxy in WFI2026 is faint, the galaxy model parameters have sizable uncertainties, but the results are in agreement with values reported in Chantry et al. (2010) .
We also analyzed spectra obtained using the Very Large Telescope (VLT) of the European Southern Observatory (ESO) with the FORS1 mult-object spectrograph. In our analysis we use a series of fourteen 1400 s Rest-Frame Wavelength (Å) exposures through the GG435 filter obtained between 2004 and 2006. The slit was oriented to capture both images A (A1 + A2) and B. Each exposure spanned the observed wavelength range of 4400-8690Å. For WFI2026 at z s = 2.23 we fully resolved the C IV line which allowed us to estimate the black hole mass (see section 5.2). We display these spectra in Figure 3 .
MACRO LENS MODELING
Our microlensing analysis required a model of the strong (macro) lensing in the system. WFI2026 has been previously modeled in Sluse et al. (2012) and Bate et al. (2018) . In both cases, the authors found the need for significant external shear, but achieved good fits using a singular isothermal ellipsoid with shear (SIE+γ) model. From the isothermal ellipsoid models of Sluse et al. (2012) and Bate et al. (2018) we estimated the velocity dispersion in the lens.
Following the convention of previous multi-epoch studies (e.g. Morgan et al. 2018) , we also modeled the lens with a sequence of two-component de Vaucouleurs and Navarro, Frenk, and White (NFW) (Navarro et al. 1997 ) models with external shear. This simulated the expected profiles of stellar matter (de Vaucouleurs) and dark matter (NFW) and allowed us to marginalize over the unknown dark matter fraction. We used the LENSMODEL software (Keeton 2001 ), omitting constraints from the flux ratios, which can be influenced by microlensing. Our first model employed a pure de Vaucouleurs profile (100% stellar matter) to fit for the centroid, moment, ellipticity, position angle, effective radius, and shear strength and orientation of the lens galaxy. We call this model f M/L = 1.0, where we define f M/L as the fractional strength of the de Vaucouleurs moment relative to a unity mass-to-light-ratio model. We then reduced the de Vaucouleurs moment in increments of 10% and added an NFW component fixed to the same lens centroid, ellipticity, and position angle, and re-fit for all parameters. This generated a tenmodel sequence with f M/L = 0.10-1.0 in increments of 0.1, nominally spanning the range of 0-90% dark matter, and permitted our analysis to marginalize over the unknown dark matter fraction. An advantage of using a wide range of dark matter fractions is that it also effectively samples a wide range of possible lens galaxy profile shapes. This is especially important for WFI2026 given the broad errors in Table 1 , which can predict very different stellar mass fractions. Best fits for the convergence, κ, and shear, γ, and stellar-to-totalconvergence ratio, κ * /κ, of this sequence are given in Table 2 . We also show the relative quality of fit, which varies little between models.
A shortcoming of our WFI2026 lens model sequence is the unknown lens redshift, z l . In the discovery paper, Morgan et al. (2004) favor a lens redshift of z l = 0.4, based upon lens galaxy luminosity. However, in a more recent study used astrometry-based methods (Ofek et al. 2003) to estimate a lens redshift of z l = 1.04. As our VLT spectra showed no apparent lens galaxy features, we were unable to independently measure the redshift. We note that the lack of any lens galaxy signal in the spectrum is consistent with a featureless UV continuum of a z l = 1.04 or greater elliptical galaxy. In our analysis we adopted the more recent estimate of z l = 1.04 as the nominal lens redshift, but we also examined the impact of instead using z l = 0.4 in section 5.1.
We attempted to measure the time delays using the PyCS algorithm of (Tewes et al. 2013) , which performed very well in a recent time-delay challenge (Liao et al. 2015; Bonvin et al. 2016) . PyCS has been adopted as the curve-shifting algorithm of choice for COSMOGRAIL. Details of the WFI2026 measurement will be included as part of a larger set of time delay measurements in a forthcoming paper (Millon et al. 2019, in prep) . Here we report only the resulting time delays, shown in Table 3. The time delays are consistent with models at z = 1.04 but not at z = 0.4, lending further support to the larger lens redshift. The empirical time delays for image C were highly uncertain, and inconsistent be- Table 2 . Convergence, shear, and stellar convergence fraction κ * /κ for each lens model. The parameter f M/L indicates the strength of the de Vaucouleurs moment relative to a de Vaucouleursonly model, providing a proxy for the luminous matter fraction. The values for κ, γ, and κ * /κ are calculated at the position of each image. The final column, χ 2 /N dof , indicates the relative fit of the model across all images. tween A-C and B-C. As such, we retained only the A-B measurement in our microlensing analysis. For image C, we instead used the z = 1.04 lens model that best matched the empirical A-B delay, and extrapolated the model results to estimate a time delay. We explored the impact of time delay uncertainty on our disk size measurement in section 5.1.
MICROLENSING MODELS
Our microlensing analysis was based on the procedure developed in Kochanek (2004) and Kochanek et al. (2006) . This technique uses Monte Carlo methods to fit the observed microlensing lightcurves from trajectories through a set of stellar magnification fields.
Before running our analysis, we binned the lightcurves in a 20-day window, using error-weighted mean magnitude and mean Heliocentric Julian Date (HJD). This decreased the number of epochs from 548 to 129 which kept calculation times reasonable for the subsequent Monte Carlo analysis. Because estimated a source-crossing timescale of 1.4 years in WFI2026 and a longer Einstein-radius-crossing timescale of 26.6 years we were not concerned about microlensing on a sub-monthly scale. These short timescales are also not well-resolved for typical trajectories across the microlensing patterns. To further mitigate the impact of short-timescale noise on the microlensing solution, we included systematic errors of 0.015 mag to account for any unmodeled photometric errors.
We shifted each curve by the time delays, holding the lightcurve for B as a fixed reference and linearly interpolating for images A and C. We averaged over the time-delay shifted season C values as detailed in section 2. The magnitude differences are shown in Figure 4 for B-A (top panel, red) and B-C (bottom panel, blue). Microlensing is the dominant source of time variability between these time-delay-shifted difference lightcurves.
In a dynamic microlensing analysis, the magnification curve, µ(t), depends on highly nonlinear magnification by a stellar field in the lens galaxy. Because we cannot measure the precise stellar characteristics in the lens galaxy, we generated many possible magnification patterns at the range of κ * /κ from our model sequence (see Table 2 ). As with previous studies, we assumed a stellar mass distribution of dN/dM ∝ M −1.3 , a ratio of maximum over minimum mass of 50, and a variable median microlensing mass M * /M . We projected the stellar magnification patterns on a 8192 × 8192 grid which spanned sizes from 40R E down to the pixel scale, ∼ 0.005R E . Here R E = D OS θ E , where D OS is the angular diameter distance from the observer to the source and θ E ∝ M * /M 1/2 is the Einstein radius as a function of median stellar microlens mass.
For each of the ten macro models (0.1 ≤ f M/L ≤ 1.0), we generated 40 magnification patterns for each lensed image, yielding 400 complete sets of magnification patterns. This eliminated concerns about the introduction of systematics from repetitive use of one or a small number of patterns for a given image location and macro model. We created fits to the combined image A = A1+A2 light curve by summing the model light curves generated separately from the magnification patterns for images A1 and A2. The goodness-of-fit to each point in the summed light curve A was assigned the same statistical weight as for each point in the resolved light curves for images B and C.
To model the disk radius, we convolved each magnification pattern with a Gaussian kernel at a range of trial accretion disk sizes. We chose seventeen radii evenly spaced in the logarithmic range log(r/cm) = 14.5−18.5. Since Mortonson et al. (2005) showed that the half light radius, rather than profile shape, affects the inferred microlensing size, we selected the Gaussian profile rather than the thin disk model for speed of calculation. Upon conclusion of the analysis, we converted the best-fit Gaussian scale radius to a thin disk scale radius r s .
We generated trial lightcurves by moving a point source across a convolved magnification pattern. We selected transverse velocities from the logarithmic range 10 km s −1 ≤v e M * /M 1/2 ≤ 10 6 km s −1 and randomized the directions and starting points in each image. From these trajectories, we found the magnification as a function of time and compared this to our empirical lightcurves using a χ 2 statistic. We allowed for a 0.5 mag systematic uncertainty in the intrinsic flux ratios between the images to account for the influence of substructure and broad line region contamination. We terminated a trial when χ 2 /N dof > 1.4, where N dof is the number of degrees of freedom, as these solutions did not contribute significant statistical weight to the inferred parameter values. In the Monte Carlo phase of our analysis, we used the United States Naval Academy High Performance Cluster 3 to attempt 10 7 trials on each of the 400 magnification patterns for a grand total of 4 × 10 9 trials. Additional trials did not significantly improve constraints.
RESULTS
In this section we present our microlensing analysis and show our determination of the size of WFI2026, reported as the scale radius r s . We also present our analysis of the VLT spectra to determine the mass of the black hole. Several of the best-fits to the time-delay corrected curves are shown in Figure 4 . We can see strong microlensing variability in this system on the order of ∼ 0.2 mag over the 13 seasons. There is also a short duration, high-magnification event in image B rising across the entire 2008 season. The best-fit curves consistently reproduced these dominant microlensing features.
We calculated probability densities for the variables of interest by marginalizing over the other variables of the model. For the radius, this took the form
( 2) Here ξ represents all other variables, including effective source velocity,v e and luminous matter fraction, f M/L . The prior distribution is captured in π(ξ) and is, for example, log-uniform forv e on [10, 10 6 ] and uniform for f M/L on [0.1, 1] while the prior π(r s ) is log-uniform on [10 14.5 , 10 18.5 ]. The probability of the data P (D|r s , ξ) is equivalent to P (χ 2 |N dof ) in equation 10 of Kochanek (2004) .
In Figure 5 , we display the resulting probability density for the primary variable of interest, the source sizê r s = r s M * /M −1/2 . Ther s distribution is in Einstein units, scaled assuming a 1 M median stellar mass in the lens galaxy. To convert this result to physical units, we convolver s with the probability density for M * /M , where the M * /M distribution is found as in Kochanek (2004) by
wherev e = v e M * /M −1/2 . The velocity probability density distributions are shown in the right panel of Figure 5 . Becausev e is more finely sampled thanr s , the resulting distribution is much smoother. To find P (v e ), the probability density for the actual source velocity, we model the effective source velocity v e following the method of Kochanek (2004) and using the formulation of . This includes velocity contributions from the observer, v CMB , source, σ pec (z s ), lens bulk motion, σ pec (z l ), and lens velocity dispersion, σ * . We projected the CMB dipole along the line of sight to WFI2026 to find the north and east vector components of v CMB as −227 km s −1 and −244 km s −1 respectively. For the bulk galaxy motions we used cosmological models to estimate the one-dimensional peculiar velocity dispersions to be σ pec (z l ) = 265 km s −1 and σ pec (z s ) = 204 km s −1 . We also included a contribution of σ * = 335 km s −1 from the stellar velocity dispersion in the lens, determined from the Einstein radius found by Sluse et al. (2012) with an SIE+γ lens model. With our inferred distribution for M * /M we estimated the probability density function for the accretion disk size in physical units, r s , shown with the solid line in Figure 6 . Adopting a nominal inclination of cos(i) = 0.5 for ready comparison to other microlensing studies (e.g. Blackburne et al. 2011; Morgan et al. 2018) , the scale radius of the WFI2026 accretion disk at λ rest = 2043Å is log{(r s /cm)[cos(i)/0.5] −1/2 } = 15.74 +0.34 −0.29 . This result can be easily re-scaled to any inclination, such as a smaller angle of 30 • that may be more typical of quasars under unification models (e.g. Wills & Brotherton 1995; Urry & Padovani 1995) .
To examine the impact of uncertainty in the median microlensing mass distribution, we also experimented with applying a uniform mass prior of 0.1 < M * /M < 1.0, resulting in the distribution with the dotted line in Figure 6 . The mass prior narrows the distribution marginally, but nonetheless provides a fully consistent result. For self-consistency, we adopt the distribution without the mass prior as our primary result.
We found a bimodal distribution in both dP (r s )/d log(r s ) and dP (v e )/d log(v e ) but see no evidence for bimodality in dP (r s )/d log(r s ). We can understand this by examining the underlying nature of the bimodal solutions. The high-velocity, large-radius mode corresponds to a low median microlensing mass. However, because the median microlensing mass is smaller for these solutions, the true value of r s =r s M * /M 1/2 , the product of mass and radius, remains relatively unchanged. Both modes return the same physical estimate in the limit of v e ∝r s . This relation is nearly satisfied by our solutions as seen in the probability contours in Figure 7 . This trend indicates that the data most strongly constrain the ratio ofv e /r s , which is independent of M * /M . This insensitivity to the unknown microlensing mass is one of the strengths of multi-epoch lightcurve analysis.
As an additional verification, we re-ran the microlensing analysis with a log-uniform prior on the source velocity of 1.0 < logv e < 4.0. This disallowed unreasonably high-velocity solutions, providing a different means of imposing a lower limit on microlensing mass. In this second analysis, the velocity distribution had only a single mode, as expected, and the resulting size estimate was effectively unchanged.
We also tested the sensitivity of our results to the unknown lens redshift, z l , by calculating the distances, velocities, and radii for the low and high estimates of the lens redshift, 0.4 < z l < 1.04. Given the lack of a caustic crossing in the WFI2026 lightcurves, the dominant timescale for microlensing variability is the Einstein radius crossing time t E = R E /v e . Because the physical radius R E ∝ (D LS D OS /D OL ) 1/2 , the influence of the resulting sizes only scales as the square root of the change in the angular diameter distances. Comparing the physical size measurement between the two redshifts we found a change in log(r) of less than 2%, fully consistent within the statistical errors. Similarly, our results are only weakly sensitive to the time delay. We repeated the microlensing analysis with low and high time delays based on the error limits in Table 3 , but the resulting changes in our measurement of the scale radius were negligible.
We attempted to estimate the relative stellar mass fraction by marginalizing over velocities and radii. There was a mild preference for the lowest stellar mass models, but not significant enough to warrant a quantitative estimate.
Black Hole Mass
Our reduced VLT spectra for images A and B are shown in Figure 3 with several prominent emission lines indicated. Because of the relatively high source redshift, z s = 2.23, the Mg II line is redshifted out of the observed frame. The C IV line is, however, fully resolved in both images and can be used to estimate black hole mass (Vestergaard & Peterson 2006; Park et al. 2013 ).
We first estimated the C IV emission line width in the spectra of image A and image B independently. Line widths were measured by fitting a local, linear continuum under the emission line and then determining the full width at half maximum (FWHM) and the line dispersion or second moment, σ l , directly from the data above the continuum (see Peterson et al. (2004) for a more detailed description). There is good agreement in the line widths determined from the spectra of the two separate images, with average values of FWHM= 6015 ± 40 km s −1 and σ l = 3616 ± 4 km s −1 . Vestergaard & Peterson (2006) and Park et al. (2013) provide prescriptions for estimating black hole masses based on the C IV emission line that are calibrated to the Hβ reverberation mapping results for local AGNs. Work by Denney et al. (2013) shows that single-epoch black hole masses derived from the C IV emission line are less biased when adopting σ l as the line width measurement rather than FWHM, so we focus on those prescriptions. The other necessary ingredient is the continuum lumi- WFI2026 is highlighted in blue while the other available microlensing size measurements are shown as black dots (Kochanek 2004; Morgan et al. 2008; Dai et al. 2010; Morgan et al. 2010; Hainline et al. 2012; Morgan et al. 2012; Hainline et al. 2013; MacLeod et al. 2015; Morgan et al. 2018 ). The best-fit line from Morgan et al. (2018) is shown in purple with 1σ errorbars encompassed by the purple band. The luminosity-based size estimates are shown with black diagonal crosses with the best fit indicated by the black dotted line.
nosity at rest-frame 1350Å, which was not covered in the VLT spectra of WFI 2026-4536. Fortunately, Vestergaard & Peterson (2006) show that L λ (1450Å) can be directly substituted for L λ (1350Å). We measured continuum flux densities of f λ (1450 × (1 + z))= 1.3 × 10 −15 erg s −1 cm −2Å−1 for image B and 6.9 × 10 −15 erg s −1 cm −2Å−1 for image A. Allowing for the range of image magnifications spanned by the model sequence in Table 2 , and accounting for Galactic extinction along the line of sight, we find log(λL λ (1450Å)/ergs s −1 ) = 46.523 +0.388 −0.155 . Combined with the emission line width and using the prescriptions of Vestergaard & Peterson (2006) we estimate log(M BH /M ) = 9.18 +0.39 −0.34 , including in our uncertainty the 0.33 dex of scatter reported for their prescription. The black hole mass estimate is nearly identical if the prescriptions of Park et al. (2013) are adopted instead.
DISCUSSION AND CONCLUSIONS
The key measurement we have presented in this study is the accretion disk size of WFI2026, shown in Figure 6. Our findings with and without a prior on microlensing mass are consistent so this result is essentially independent of the unknown median microlensing mass. To compare our measurement to those from other studies on WFI2026, we convert this to a half-light radius, under the thin-disk assumption, to give a value of log{(r 1/2 /cm)[cos(i)/0.5] −1/2 } = 16.13 +0.34 −0.29 . Our estimate is smaller, but consistent with the findings of Blackburne et al. (2011) , log(r 1/2 /cm) = 16.46 ± 0.32, and larger than the estimate log(r 1/2 /cm) < 16 found by Bate et al. (2018) , but again, consistent within statistical bounds. The estimate from Bate et al. (2018) adjusts the half-light radius based on their empirical temperature slope rather than thin-disk slope. If instead, we adjust their scale size based on thin-disk scaling, their estimate increases to log(r 1/2 /cm) < 16.14, fully consistent with our measurement.
Although we found a well-constrained measurement of the physical accretion disk size, we did encounter a bimodal distribution in the effective radius and source velocity which was mitigated by the degeneracy between v e andr s . In any case, the application of a velocity prior validated these results.
We also reported the first spectroscopic measurement of the central black hole mass based on the C IV line width and the relation from Vestergaard & Peterson (2006) . This is a relatively large central black hole, the second most massive in our sample of 15 quasars. Our estimate of log(M BH /M ) = 9.18 +0.39 −0.34 is larger than the bolometric luminosity estimate from Blackburne et al. (2011) of log(M BH /M ) = 8.90 in accordance with their findings that luminosity-based estimates are systematically smaller than virial estimates that also use the broad emission line width.
With our black hole mass estimate, we compared our results from WFI2026 to the r µ vs. M BH relation from Morgan et al. (2010 Morgan et al. ( , 2018 . To match this study, we shifted our scale radius to λ rest = 2500Å, assuming a thin disk model, which gave log(r s /cm[cos(i)/0.5] −1/2 ) = 15.86 +0.34 −0.29 . This value is fully consistent with the estimate of log(r 2500 /cm) = 15.97 ± 0.12 predicted by the accretion disk size -M BH relation of Morgan et al. (2018) , as can be seen in Figure 8 . Figure 8 also displays that the microlensing sizes are systematically larger than the theoretical thin disk sizes one would predict using standard thin disk theory (see Morgan et al. (2010) for details). Following the same approach and using the Magellan i-band flux from Morgan et al. (2004) we estimated the luminosity size for WFI2026. Adopting an inclination angle of 60 • , we found log{(r L /cm)[cos(i)/0.5] −1/2 } = 15.08 ± 0.13, when re-scaled to a rest-frame wavelength of 2500Å. This estimate is smaller than the microlensing size measurements by 0.66 ± 0.33 dex, similar to the offset reported in previous microlensing studies.
The general consistency of these fifteen studies offers an opportunity to infer host quasar properties. In a forthcoming work, we will use the observed size offset and the framework developed in Morgan et al. (2010) to provide a robust observational constraint on the quasar accretion disk temperature profile.
This material is based upon work supported by the National Science Foundation under grant AST-1614018 to M.A.C. and C.W.M.
COSMOGRAIL is made possible thanks to the continuous work of all observers and technical staff obtaining the monitoring observations, in particular, at the Swiss Leonhard Euler telescope at La Silla Observatory, which is supported by the Swiss National Science Foundation. M.M., F.C. and V.B. acknowledge support from the Swiss National Science Foundation (SNSF) and through European Research Council (ERC) under the European Unions Horizon 2020 research and innovation programme (COSMICLENS: grant agreement No 787866).
MCB gratefully acknowledges support from the National Science Foundation through CAREER grant AST-1253702 to Georgia State University.
We are grateful to Christopher S. Kochanek for the use of his microlensing analysis code. TABLE   Table 4 . Reduced lightcurve for WFI2026. The heliocentric julian date (HJD) given is HJD-2,450,000 days. Images A=A1+A2, B, and C are given in magnitudes relative to the nearby reference stars. 
