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Abstract 
  
When an item on a test functions differently for subgroups of respondents with respect to 
an exogenous variable (or covariate) after conditioning on the latent variable of interest, the item 
is said to exhibit Differential Item Functioning (DIF). The 10-item Perceived Stress Scale 
(PSS10) is administered to respondents via MTurk to quantify “perceived stress” and identify if 
items on the scale function differently for specific subgroups defined by age, sex, race, marital 
status, number of children, employment status and social media usage.  
The purpose of this study was to compare traditional DIF detection approaches (Mantel-
Haenszel, logistic regression, likelihood ratio test and Raju’s area measure) with Rasch trees (a 
model-based recursive partitioning approach to DIF detection). The former are methods that can 
only compare two subgroups and so require continuous covariates to be arbitrarily dichotomized 
so the subgroups can be pre-specified; with the latter approach, subgroups do not need to be pre-
specified and as a result, DIF can be detected in combinations of covariates.  
Current results corroborate that while traditional methods are able to detect DIF in items 
based upon sex, race, employment status and social media usage, the Rasch tree approach is able 
to detect DIF resulting from a combination of employment and social media covariates.  
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Chapter 1 
Introduction 
 Stress is a widely researched phenomenon in psychology, education and health and as a 
result different aspects of stress (biological, environmental, occupational, psychological, etc.) 
have been defined. Psychological stress has been defined as a form of psychological pain, 
suffering that is not necessarily physical, that is a consequence of either internal or external 
factors known as stressors. In small amounts, stress has been proven to be quite useful and 
healthy. In fact, Selye (1974) identifies different forms of stress including both good stress 
(eustress) and bad stress (distress).  
 Perceived stress, according to Phillips (2013), involves the thoughts or feelings an 
individual has about how stressed they are at a particular time or over a period of time. Perceived 
stress does not measure frequencies of stressful situations in the individual’s life but, instead, 
how they feel and deal with general stress. The Perceived Stress Scale (PSS; Cohen, Kamarck & 
Mermelstein, 1983) is a self-reported instrument used in psychological research to quantify 
stress. It “measures the degree to which situations in one’s life are appraised as stressful” (Cohen 
et al., 1983, p. 385). The PSS is one of the most popular psychological instruments and it has 
been translated into over twenty-five languages including Arabic, French, Hebrew, Japanese, 
Lithuanian and Vietnamese (Cohen, 2014). It is widely used because it is relatively short and 
easy to administer, with respondents needing only a junior high school education. 
Perceived stress is an unobservable trait and so the PSS is one of many survey 
instruments developed to measure latent traits that cannot be assessed directly. Other examples 
of such survey instruments include those that are developed to measure intelligence, attitude, 
personality, or depression. These survey instruments are also called tests and are designed to 
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estimate an individual’s location on the continuum of the latent trait. Methods used have been 
primarily developed as part of educational and psychological research and so the term “ability” is 
used interchangeably with latent traits (Baker, 2001).  
The psychometric properties of the PSS have been evaluated across different languages 
including but not limited to, Greek (Andreou et al., 2011), French (Lesage, Berjot & Deschamps, 
2012) and Spanish (Remor, 2006). Samples used in the studies have also come from diverse 
populations including: undergraduate students (Roberti, Harrington & Storch, 2006), psychiatric 
patients (Hewitt, Flett & Mosher, 1992), workers (Lesage et al., 2012) and policewomen (Wang 
et al., 2011). Research has consistently shown that the PSS is a reliable and valid tool for 
assessing perceived stress. However, literature on the psychometric properties has mostly been 
focused on the PSS as a whole with few studies focusing on an item by item analysis. Item-level 
analysis involves assessing the quality of individual items on an instrument or scale. According 
to Taylor (2015), past studies have not assessed the fit of items on the PSS and so the author 
addresses the gap by fitting the items on to an item response theory model. Nielsen et al. (2016) 
perform an item-level analysis of the PSS in the process of testing for construct validity of the 
PSS. While one study did explore the possibility of DIF in the PSS (Sharp, Kimmel, Kee, 
Saltoun & Chang, 2007), the authors tested only for DIF attributable to race.  
An item analysis of a test is important because if a test is valid, all items on the test are 
expected to function the same way for all respondents regardless of group membership. Item-
level analysis of an instrument often involves testing for items that function differently for 
different groups of respondents. A statistical framework for identifying such items is known as 
differential item functioning (DIF) detection. DIF detection is employed in psychological 
research to test if respondents at the same level of ability i.e., at the same level of some latent 
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trait of interest have different probabilities of endorsing an item because they belong to different 
groups (or due to other factors that are irrelevant to what the scale is testing).  
Any item that unfairly favors one group over another is a biased item and so all items that 
are biased exhibit DIF. However, DIF is a necessary but not sufficient condition for item bias 
and so we can have items that exhibit DIF but that are not actually biased (Clauser & Mazor, 
1997). In some cases, respondents in the subgroups truly differ in terms of the latent trait and so 
it is expected that the probabilities with which they endorse an item rightly differ. Clauser and 
Mazor (1997) refer to this as item impact.  
The wide spread interest in detecting items that exhibit DIF on survey instruments, 
especially educational assessments, means that many procedures and methods have been 
developed to detect DIF in such tests. The Logistic Regression (Swaminathan & Rogers, 1990), 
Mantel-Haenszel (MH) method (Holland & Thayer, 1988), the Multiple Indicators Multiple 
Causes (MIMIC) model (Jöreskog & Goldberg, 1975), Raju’s Area (Raju, 1988, 1990), 
Likelihood Ratio Tests (Thissen, Steinberg & Wainer, 1988) and Lord’s Chi-square (Lord, 1980) 
are examples of the more popular DIF detection methods currently used. Modifications to these 
methods and the discovery of new ones remain an active field in measurement research.  
With respect to the PSS, the identification of DIF in items is important because this has 
not been done often in literature and when it has been done, DIF attributable to sex, race and 
education has been considered. Currently, stress is especially of interest to health professionals 
because of the negative effects on overall health. This study, as such, is a novel application of a 
fairly recently proposed DIF detection method, i.e., the Rasch tree method that will allow for the 
detection of DIF that is attributable to complex combinations of covariates without arbitrary 
splits (e.g., median-median). The goal of the present study then is to detect differential item 
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functioning in the PSS with methods that have heretofore not been considered. Two classes of 
methods are considered, a traditional approach based on latent and observed scores and the 
relatively newer approach based on model-based recursive partitioning.  
Problem Statement and Objectives 
The presence of DIF threatens the validity of an instrument because it implies that 
performance on an item is dependent on more than a respondent’s level of the latent trait. DIF 
analyses are particularly useful when the differences between groups are a result of deficiencies 
in the test design and not attributable to differing ability levels of respondents. Although the PSS 
as a whole has been established as a reliable and valid tool, the items on the PSS have not been 
sufficiently tested to see if they function differently for a range of exogenous variables. The main 
purpose of this study is to assess DIF in the PSS, while comparing two specific classes of DIF 
detection methods (traditional and model-based recursive partitioning approaches) using a 
sample of adults in the United States. The latter approach may offer the ability to detect DIF 
attributable to previously untested variables, including continuous variables. A secondary goal is 
to address the validity of the PSS. The specific objectives of the study are to: 
1. Compare observed score methods (Mantel-Haenszel and Logistic Regression) to latent 
score methods (Likelihood Ratio Test and Raju’s Area Measure). 
2. Compare traditional DIF detection approaches (observed and latent scores) to model-
based recursive partitioning methods (Rasch tree). 
Significance of Study  
Out of 143 countries sampled in a 2018 Gallup poll, more Americans reported feeling 
stressed than people from any other country tying with Greece, which has had the highest reports 
of stressed people over the past couple of years (Ray, 2019). According to the same article, 
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Americans between the ages of 15 and 49 are some of the most stressed. There was also a 
relationship between stress and income for Americans surveyed. The American Psychological 
Association (APA) reports in their Stress in America 2019 report that healthcare, presidential 
elections and mass shootings are some of the major sources of stress for Americans. Cohen and 
Janicki-Deverts (2012) report an association between psychological stress and sex, age, income, 
and education in their research on the distributions of psychological stress in the United States. 
Hampton, Rainie, Lu, Shin and Purcell (2015) also report a relationship between psychological 
stress and social media.  
It is imperative that any test or scale used in the measure of stress be fair to respondents 
regardless of age, sex, race, income, etc. In healthcare, this is particularly critical because DIF 
that limits the validity of a commonly used survey instrument or screening tool in a health setting 
can result in actual disparities in received care. True and fair assessments of perceived stress can 
only be done when the items on the test are proven not to function differently for subgroups of 
respondents.  
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Chapter 2 
Literature Review 
 In this chapter we examine relevant literature and research that has influenced the thesis 
statement and elaborate on subtopics and theories used in this study. 
Perceived Stress Scale  
There are three versions of the PSS currently available. It was originally developed as a 
14-item scale (PSS14) by Cohen et al. with an abridged 4-item scale (PSS4) also available for 
surveys that had considerable time limitations. The 10-item Perceived Stress Scale (PSS10) was 
developed years later by Cohen and Williamson (1988). All 14 items are presented in Table 1.  
Table 1 
Perceived Stress Scale 
Items 
1. In the last month, how often have you been upset because of something that happened 
unexpectedly?  
2. In the last month, how often have you felt that you were unable to control the important 
things in your life?  
3. In the last month, how often have you felt nervous and “stressed”?  
4. In the last month, how often have you dealt successfully with irritating life hassles? * 
5. In the last month, how often have you felt that you were effectively coping with important 
changes that were occurring in your life? * 
6. In the last month, how often have you felt confident in your ability to handle your personal 
problems? * 
7. In the last month, how often have you felt that things were going your way? * 
8. In the last month, how often have you found that you could not cope with all the things that 
you had to do? 
9. In the last month, how often have you been able to control irritations in your life? * 
10. In the last month, how often have you felt that you were on top of things? * 
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Table 1 (cont.) 
Items 
11. In the last month, how often have you been angered because of things that happened that 
were outside of your control? 
12. In the last month, how often have you found yourself thinking about things you have to 
accomplish? 
13. In the last month, how often have you been able to control the way you spend your time? * 
14. In the last month, how often have you felt difficulties were piling up so high that you could 
not overcome them? 
Note. PSS 10: Items 1 – 3, 6 – 11, 14 and PSS4: 2, 6, 7, 14 The PSS10 is used in this study. 
* Positively stated items 
 
 The PSS is unique from other stress assessment scales in the sense that the situations 
observed were not objective – respondents did not have to have suffered a “traumatic” life event. 
The questions or items on the scale are general and so need not be answered by respondents in 
any particular subgroup (Cohen & Williamson, 1988).  The PSS was also developed as the 
“global measure of perceived stress” (Cohen et al., 1983) because it differed from the specific 
subjective stress assessment measures such as the measures of perceived occupational stress 
(Kahn, Wolfe, Quinn, Snoek & Rosenthal, 1964).  
The items on the PSS scale were made in such a way to assess “the degree to which 
respondents found their lives unpredictable, uncontrollable, and overloading” (Cohen et al., 
1983, p. 387). As such, the items ask respondents questions relating to how often in the past 
month that they have felt upset, felt nervous, felt angry, felt unable to control important things in 
their lives, or felt on top of things, amongst many others. The PSS scale includes both negatively 
and positively worded items. The seven positively worded items require responses to be reverse 
coded. These positively worded items include items asking questions about how often 
respondents felt confident in their ability to handle their personal problems and how often they 
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felt things were going their way. The PSS consists of 5-point Likert-type items where 
respondents have the following answer choices: never (0), almost never (1), sometimes (2), fairly 
often (3), or very often (4).  
Psychometric Properties of the Perceived Stress Scale 
 Factor Structure. The factor structure or dimensionality of the PSS is important because 
it is expected that the scale measures what it claims to measure and just that, in this case 
perceived stress. Although Cohen et al. (1983) claimed the PSS14 was unidimensional, Cohen 
and Williamson (1988) have found, using principal component factor analysis with varimax 
rotation, that 10 items are loaded positively on one factor and four items (4, 5, 12 and 13) are 
loaded on another. Further analysis reveal that the negatively worded items have higher loadings 
for the first factor, which accounts for 25% of the variation, and some positively worded items 
that required reverse coding have higher factor loadings for the second factor, which accounts for 
15.7% of the variation.  A shorter scale, the PSS10, is developed by dropping the four items that 
had relatively low loadings. All ten items on the scale load positively on the first factor and just 
like in the case of the PSS14, Cohen and Williamson (1988) report two factors with eigenvalues 
greater than one but they conclude that the two factor model offers only a minimal improvement 
in the variance and reliability and so go ahead with the assumption of unidimensionality. The 
results from Cohen and Williamson (1988) and Cohen et al. (1983) have not been supported by 
subsequent studies. Roberti et al., (2006) proposed a two factor model (Perceived Helplessness 
Subscale [PHS] and Perceived Self-Efficacy Subscale [PSES]) for the PSS10 using confirmatory 
factor analysis. Hewitt et al., (1992) conclude that the PSS14 consists of two factors as well. A 
principal components analysis on the PSS4 reveals that 45.6% of the variance is accounted for by 
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one factor (Cohen & Williamson, 1988) and factor analysis of the PSS4 in Mitchel, Crane and 
Kim (2008) also reveals that a one-factor structure accounted for 65.2% of the variance.   
 Reliability. A reliable instrument or scale performs consistently and predictably and the 
scores produced by such an instrument should not change unless there has been a change in what 
the instrument is measuring (DeVellis, 2017). The reliability of an instrument is a theoretical 
property and so it can only be estimated from real data (Furr & Bacharach, 2013). There are 
different ways the reliability of a scale can be estimated: alternate forms reliability, test-retest 
reliability, inter-rater reliability and internal consistency reliability. 
The most common approach to estimating the reliability of the PSS is estimating the 
internal consistency reliability. The internal consistency reliability can be thought of as different 
items on a test measuring the same latent trait and this usually means that the items are correlated 
with each other. Cronbach’s alpha (coefficient of reliability) is the statistic reported most often 
for the internal consistency reliability and it is computed by using the number of items on the test 
and pairwise correlations between items. The Cronbach’s alpha values for the three samples (two 
college student samples and a smoking-cessation sample) in Cohen et al. (1983) are .84, .85 and 
.86 and .80 in Hewitt et al. (1992) for the PSS14. In the case of the PSS10, Cohen and 
Williamson (1988) report a coefficient of .78 for the sample and Roberti et al. (2006) report .89 
for undergraduate students. The PSS4 has a Cronbach’s alpha value of .60 in Cohen and 
Williamson (1988) and .67 in in Leung, Lam and Chan (2001). From the above and other studies 
(e.g., Remor, 2006; Wang et al., 2011; Lesage et al., 2012) the PSS is an established reliable 
scale showing acceptable (≥ .70) values of the Cronbach’s alpha for the PSS10 and PSS14. The 
reported values for the PSS4 are generally lower and this is in line with Furr and Bacharach’s 
(2013) claim that the internal consistency reliability of a test is affected by the length of the test. 
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Another approach to estimating reliability of the PSS is the test-retest method. In this 
method, respondents may be asked to take the same test twice over a period of time and the 
correlation between the two tests is measured. Because of the nature of the method, it is not a 
particularly good measure for traits like perceived stress but it works well for relatively more 
stable straits like intelligence. A lot of assumptions must be made in using this method, 
including: assuming that the respondents have the same true score for the two tests and both tests 
have the same error variance (Furr & Bacharach, 2013). Fewer papers have tested the test-retest 
reliability of the PSS, compared to measuring the internal consistency reliability (Lee, 2012).  
Cohen et al (1983) report a test-retest correlation of .85 for a two day interval and a correlation 
of .55 for respondents retest after six weeks. In Remor (2006), the test-retest correlation for the 
PSS14 and PSS10 were .73 and .77 respectively for a two week interval. 
Validity. Validity, defined in Standards for Educational and Psychological Testing, is 
“the degree to which evidence and theory support the interpretations of test scores for proposed 
use of a test” (American Educational Research Association [AERA], American Psychological 
Association [APA] & National Council on Measurement in Education [NCME], 2014, p. 11). A 
scale or a test is not necessarily valid or invalid but instead, validity is concerned with the 
interpretations and uses of the scores of the test (Furr & Bacharach, 2013). It is important that 
psychological tests, including the PSS, be valid because decisions made from tests that are not 
valid can or do have negative consequences. Types of validity include but are not limited to 
content validity, criterion validity, predictive validity, and construct validity. The AERA, APA 
and NCME (2014) outline five types of evidence that are important for establishing validity but 
not distinct types of validity. These are evidence based on test content, response processes, 
internal structure, relations to other variables and consequences of testing. A few of these types 
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of evidence as related to the PSS are discussed in more detail. The internal structure of the PSS is 
discussed in the Factor Structure section of the Literature Review chapter of this paper.  
An important aspect of validity is the relationship between the test scores and other 
variables. Instruments that measure similar constructs should be related and in the case of the 
PSS, it is expected that perceived stress should be related to variables connected to health, 
depression, anxiety, etc. In Cohen et al. (1983), there is a positive correlation between perceived 
stress and both social anxiety and health center utilization of college students. Higher PSS scores 
have been associated with failure to quit smoking (Glasgow, Klesges, Mizes & Pechacek, 1985) 
and failure to control blood sugar levels in diabetics (Frenzel, McCaul, Glasgow, & Schafer, 
1988). Higher levels of perceived stress have been reported by people who smoke compared to 
people who do not (Cohen and Williamson, 1988). Furthermore, perceived stress was also found 
to be associated with personality factors (Ebstrup, Eplov, Pisinger, & Jørgensen, 2011). Cohen 
and Williamson (1988) found a positive association between perceived stress and self-reported 
physical illness and a negative association between perceived stress and life satisfaction. There 
were also small but statistically significant correlations between high PSS scores and shorter 
sleep periods and increased alcohol consumption. Leung et al (2010) report a correlation between 
scores of the subscales (positive and negative worded items) of the PSS and anxiety and 
depression.  
The review of PSS research by Lee (2012) refers to structural (factorial) validity, 
criterion validity and known-groups validity as part of the psychometric properties of the PSS. 
Known-group validity, according to DeVellis (2017) involves showing that a test can 
differentiate between different members of one group from another based on their test scores. 
When the known-group validity approach is used to check the validity of a test, the test is taken 
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by two groups that are known to or logically should have different levels of the latent trait. If the 
test is valid, the difference should be reflected in the scores (Davidson, 2014). Research on the 
validity of the PSS using this approach have divided respondents into categories based on 
variables such as age, sex or gender, education, and marital status, usually “without prior 
determined expectation or evidence” (Lee, 2012, p. 126).  
Cohen and Williamson (1988) report the differences between the means of the perceived 
stress scores of different variables – sex, age, income, education, race, household composition, 
marital status and employment. There was a significant difference between the mean perceived 
stress for males and females, with the scores being higher for females. It is also reported that 
there is a significant negative correlation between age and perceived stress scores, older people 
tend to report lower levels of perceived stress. As income increases, respondents tend to report 
lower perceived stress scores. Respondents with less than a high school education reported 
higher perceived stress levels than respondents with at least a high school diploma. White 
respondents report lower perceived stress scores than the rest of the respondents. An increase in 
the number of people in a respondent’s household corresponded with an increase in perceived 
stress. Respondents who were unemployed and/or disabled also had higher levels of perceived 
stress. Other studies (Hewitt et al., 1992; Remor, 2006; Leung et al., 2010; Lesage et al., 2012; 
Andreou et al., 2011) have reported similar observations regarding differences in stress levels for 
gender, age, and marital status.  
 Summary. The PSS is a reliable and valid scale with acceptable psychometric properties. 
It has been established as a suitable scale that provides an adequate measurement of perceived 
stress. Granted a two-factor structure has generally been approved for both the PSS14 and 
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PSS10, the latter scale has been proven to offer an improvement in total explained variance and 
reliability and is the preferred scale (Cohen and Williamson, 1988).  
Differential Item Functioning 
It is expected that two individuals at the same level of a latent trait or ability, regardless 
of what group they belong to, will have the same probability of correctly or affirmatively 
responding to an item. If this is not true for an item, the item is said to be functioning differently. 
Differential Item Functioning (DIF) is observed when respondents of different subgroups have 
different probabilities of endorsing an item after conditioning on the latent trait. These groupings 
are defined by exogenous variables such as age, gender, race, education or marital status.  
Where DIF detection is a concern, respondents are usually divided into two groups, the 
reference group and the focal group. The reference group is the group hypothesized to have an 
unfair advantage (higher probability) of endorsing the item and the focal group is being 
investigated because it is suspected to be disadvantaged by the item. According to de Ayala 
(2009), the focal group is referred to in some literature as the “minority membership” group and 
the reference group as the “majority membership” group. Despite the terminology, the choice of 
groups is arbitrary and has no effect on computations. In the presence of DIF, the item is said to 
be functioning differentially against the focal group, which means that is it in favor of the 
reference group.  
Two theories, classical test theory (CTT) and item response theory (IRT), and their 
corresponding models have been developed to address item bias and other problems that arise in 
the measurement process. Item response theory can be summed up as “item based” in contrast to 
classical test theory that is “test based” and current research into the bias of instruments has 
moved from being test focused to focusing on items. Statisticians, psychometricians and other 
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measurement specialists have the option to choose between employing a classical test framework 
or an item response framework, or a combination of the two. DIF is however best explained in an 
IRT framework.  
Item Response Theory  
In item response theory, the goal is to examine how observable test performance relates 
to unobservable latent traits that are measured by the items in a test. IRT consists of methods and 
models that allow for analysis of particular items on a test and how they are responded to. It is 
widely regarded as an improvement on the classical test theory. Two of the common assumptions 
when considering IRT according to Hambleton and Jones (1993), relate to the dimension of the 
data and to the idea that the response can be modeled mathematically.  
Item Response Function 
Item response functions (IRFs) are mathematical functions that describes the relationship 
between the observed data and latent traits (Hambleton & Jones, 1993). All subjects taking the 
test can be thought of as having some level of the latent trait or ability and this ability score is 
denoted by θ. These functions, can be reported graphically and are known as item characteristic 
curves (ICCs). An item characteristic curve is an s-shaped curve that represents the probability 
that a subject on the ability scale selects the correct response for that particular item. An example 
of an ICC is provided in Figure 1.  
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Figure 1. An item characteristic curve.  
If a subject has a low level of the ability, then the probability of getting the item correct will be 
small and if the subject has a high level of the ability then the probability is expected to be high 
(Baker, 2001). A test characteristic function, the sum of item response functions, can also be 
computed. A test characteristic function is also known as a test response curve (TRC).The test 
characteristic function links the ability in IRT to true scores in classical test theory in the sense 
that a subject’s expected test score at a given ability level is their true score on that test 
(Hambleton & Jones, 1993). 
Item Information Function 
Another feature of IRT, is the item information function (IIF). In statistics, information is 
computed as I = 1/𝜎2 where 𝜎2 is the variance. In IRT, the goal is to estimate the ability level of 
a subject. The variance of these estimates can be computed and the information can therefore be 
computed. The item information function is a measure of how precisely the level of ability can 
be estimated since precision is related to the variance (Baker, 2001). If information computed is 
small it implies that the ability will not be estimated with precision. On the other hand, a large 
amount of information means ability estimates are more precise. Plots of IIFs can be constructed 
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and they are generally bell-shaped. An example of an IIF is provided in Figure 2. IIFs are also 
additive and so the test information function (TIF) can be computed by summing IIFs.  
 
Figure 2. An item information function 
Invariance 
According to Hambleton and Jones (1993), in as much as item and test response 
functions and item and test information functions are important components of IRT, the integral 
property of these functions, measurement invariance, is what is primarily important. The 
probability of a correct answer for a given ability level, should not depend on the number of 
subjects. The invariance property of IRT means that it is possible to estimate the parameters of 
an item from different groups of respondents because “the values of the item parameters are a 
property of the item, not of the group” (Baker, 2001, p54). It is also worth noting that the 
property of invariance holds when tests or items are used to measure the same latent trait.  
Item Response Theory Models 
IRT models are sometimes referred to as latent trait models, and the goal of an IRT 
model is to predict the probability of a subject selecting a particular response based on the 
subject’s location on the latent trait continuum. The models reveal where an item is doing its best 
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measurement on the ability scale and the exact relationship between item performance and 
ability. Rigorous assumptions are typically made in IRT models and so they are referred to as 
“strong models” because the underlying assumptions are less likely to be met with test data 
(Hambleton & Jones, 1993). Item response models can be categorized according to 
dimensionality – unidimensional models and multidimensional models. Unidimensional models 
require a single latent variable and are the most common form of IRT models due to the complex 
nature of multidimensional models. Models can also be categorized based on whether responses 
to items are dichotomous or polytomous.  
The models considered in this study satisfy the following assumptions: 
unidimensionality, models can be used with dichotomous data, and the relationship between item 
performance and ability is specified by either a one- , two, or a three-parameter logistic function. 
Three IRT models currently used that fit the assumptions above, are the 3-parameter logistic, 2-
parameter logistic, and 1-parameter logistic models (also known as the Rasch model).  These 
parameter models are different in the number of parameters they allow to vary, consequently, the 
results obtained are different even when the models are applied to the same data set.  
Model Parameters 
The item parameters are item difficulty (b), item discrimination (a) and the item guessing 
parameter (c). 
Item Difficulty Parameter. The difficulty parameter is sometimes referred to as the 
location parameter and is the point where the IRF has maximum slope. The values for b, 
typically range from -3 to +3 although they can range from -∞ to +∞. Items on the higher end of 
the range are “hard” items and subjects with low abilities have low probabilities of responding 
correctly. The difficulty parameter is the point of inflection and is the median probability point. 
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At this point, a subject has a 50% chance of choosing the correct response (Harris, 1989). 
Different difficulty parameters result in different item characteristic curves as seen in Figure 3. 
 
Figure 3. ICCs with different difficulty parameters. The difficulty parameters are different (b = -
1, 0, 1) and the discrimination parameter is constant for all three curves. The “hardest” item is 
the right most. 
 
Item Discrimination Parameter. Baker (1985) defines the discrimination parameter as 
the slope of the ICC at the point of inflection, which is the difficulty parameter (as cited in 
Harris, 1989). This parameter shows the extent to which items differentiate between subjects 
with different abilities. It is an indication of the steepness of the curve at the item’s location. In 
theory, the values of the discrimination parameter range from -∞ to +∞. The values, in practice 
range from 0 to 2, and are an indication of how strongly related an item is to the ability. Higher 
values are therefore better because the higher the value of the discrimination parameter, the more 
sharply it discriminates at the inflection point (Harris, 1989). Plots of ICCs with different 
discrimination parameters are shown in Figure 4. 
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Figure 4. ICCs with different discrimination parameters. The difficulty parameters are constant 
and the discrimination parameter differs (a =0.5, 1, 1.5).   
 
Item Guessing (Pseudoguessing) Parameter. The guessing parameter is the lower 
asymptote of the item response function. It is also known as pseudochance or pseudoguessing 
parameter and allows for subjects of all abilities to have a significant chance at correctly 
answering even hard questions (Harris, 1989). In theory, values of the guessing parameter range 
from 0 to 1 but in practice, values greater than .35 are not acceptable (Baker, 2001). Including c 
means that respondents on the lower side of the ability scale may still choose the correct answer 
because the value of the guessing parameter does not depend on ability. Figure 5 shows item 
characteristic curves with different guessing parameters. 
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Figure 5. ICCs with different guessing parameters. The difficulty and discrimination parameters 
are constant and the guessing parameter is different for each curve (c = 0, .15, .30). 
 
Logistic Function 
 The standard mathematical models used in IRT are the 3-parameter, 2-parameter and 1-
parameter models. These models all use a logistic function to relate the ability and item 
parameters to the probability of a subject endorsing, that is responding correctly, to an item 
(Harris, 1989). The logistic function has a lot of applications in a number of fields including but 
not limited to biology, political science, sociology, economics, and statistics. It has been the 
favored model for IRT since the late 1950s because of its simplicity (Baker, 2001). The 
mathematical logistic function as developed by Pierre François Verhulst is stated in Equation 1. 
The logistic function takes values in the range from −∞ to +∞ and the curve of the function is s-
shaped - this is how the ICC gets its shape. 
𝑓(𝑥) =
𝐿
1 +  𝑒−𝑘(𝑥− 𝑥0)
,                                                                                                                              (1) 
where: 𝑥0 is the x value of the curve’s midpoint,  
L is the curve’s maximum,  
k is the logistic growth rate or steepness of the curve.  
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In an IRT model, f(x) would be the probability of answering a question correctly based on a 
subject’s ability. Theoretically, the ability, like any input of a logistic function can range from 
−∞ to +∞ but the values of the ability are usually from −3 to +3. 𝑥0 would be the difficulty 
parameter, b, which is the point of inflection, L would be 1 since it is a probability function and k 
would be the discrimination parameter, a, which can be thought of as the slope.  
1-Parameter Logistic Model  
The 1-parameter logistic (1PL) model also assumes that items have no guessing 
parameter and that items have equivalent discrimination and so are only described by one 
parameter, the difficulty parameter. Mathematically,  
𝑃(𝜃) =  
1
1 + exp [−𝑎(𝜃 − 𝑏)]
,                                                                                                                 (2) 
where a is a constant for all the items on a test.  
In practice the 1PL model is the same as the Rasch model and the terms are used 
interchangeably. Conceptually, the two models were developed separately. While both resulted 
in the same logistic function and curve, shown in Figure 6, there are still some theoretical 
differences. One difference between the two is that the Rasch model constrains the 
discrimination to 1 while the 1PL does not. In this regard, the general 1PL model can be referred 
to as the unconstrained Rasch model.  
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Figure 6. A Rasch (1PL) model  
 
 
2-Parameter Logistic Model  
The 2-parameter logistic (2PL) model assumes there is no guessing while the difficulty 
(𝑏) and discrimination (𝑎) parameters vary. The model can be expressed mathematically as: 
𝑃(𝜃) =
1
1 + exp [−𝑎(𝜃 − 𝑏)]
,                                                                                                                  (3) 
where a and b are as defined above.  
The 2PL model is sometimes more preferable than the 3PL model because estimating 𝑐 in real 
data sets raises difficulties. A 2PL ICC is shown in Figure 7. 
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Figure 7.  A 2PL model 
3-Parameter Logistic Model  
The 3-parameter logistic (3PL) model has that name because it utilizes all three item 
parameters. Mathematically, the 3PL model is:  
𝑃(𝜃) = 𝑐 +  
(1 − 𝑐)
1 + exp [−𝑎(𝜃 − 𝑏)]
,                                                                                                         (4) 
where a, b and c are as defined above.  
The presence of the guessing parameter in the 3PL model means that it models for guessing and 
so is preferred and more appropriate for multiple choice items. The introduction of the guessing 
parameter means some mathematical properties of the logistic function no longer apply though 
the model is still known as the 3-parameter logistic model (Baker, 2001). Another effect of the 
guessing parameter is that the difficulty parameter is no longer the point at which the probability 
of correctly answering the item is .5. It is now (1+c)/2 and c is the lower limit of the ICC rather 
than 0. Figure 8 is a plot of the ICC of a 3PL model. 
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Figure 8. A 3PL model. Respondents on the lower end of the ability scale still have a .20 
probability of getting the correct response. 
Forms of Differential Item Functioning 
Assuming that responses are binary, where the correct response to an item is “1” and the 
wrong response is “0”, and an IRT framework, DIF can also be defined as a difference between 
the conditional probabilities of selecting the correct response for the focal and reference groups. 
DIF can also be represented graphically as the difference between the item characteristic curves 
of the focal and reference groups. If there is no DIF present, the two curves would be 
superimposed on each other. In this case, DIF can present in two forms – uniform and 
nonuniform DIF. Plots of items presenting uniform and nonuniform DIF are presented in Figures 
9 and 10 respectively. In uniform DIF, one group is advantaged throughout the range of the 
ability, that is, for the advantaged group, the probability of correctly responding to an item is 
consistently greater than for the other group. Items that show uniform DIF have different 
difficulty parameters for the groups meaning that the item is more difficult for one of the groups 
throughout the ability continuum. In the case when an item shows non-uniform DIF, members of 
one group find the item more difficult in one part of the ability continuum and then this is 
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reversed for another part of the ability continuum. Items that function differently in a non-
uniform way, have different discrimination parameters and potentially different difficulty 
parameters.  
 
Figure 9. An item presenting uniform DIF 
 
Figure 10. An item presenting non-uniform DIF. The ICCs of the focal and reference groups 
cross because the advantage is not uniform across the scale.  
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Differential Item Functioning in the Perceived Stress Scale 
 The PSS as discussed is a valid and reliable instrument for measuring perceived stress. 
Few studies (Cole, 1999; Sharp et al., 2007; Taylor, 2015) have assessed if the items on the 
English version of the PSS10 are biased or if they function differently for different respondent 
groups.  
Cole (1999) assesses differential item functioning in the PSS10 for sex, race, and 
education for a nationally representative US sample of 2264 people. The method used to detect 
DIF here is by first formulating the problem statement as  𝐼𝑖  ⊥  𝐸𝑗 | θ where 𝐼𝑖 is the item, 𝐸𝑗 is 
the exogenous variable, and θ is the latent variable. If there is no DIF, after conditioning on the 
latent variable, the items would not be associated with the exogenous variables. The next step is 
to use Kendall’s Tau-b (𝜏𝑏) statistic. “An independent association between any studied item and 
exogenous variable (𝜏𝑏  ≠ 0) provides evidence that item is functioning differently by level of 
the exogenous variable” (Cole, 1999, p. 319). Items 3, 6, 7, 8 and 10 exhibited DIF for sex, with 
women reporting higher levels of perceived stress. Items 3 and 4 functioned differently by 
ethnicity, with white respondents reporting higher levels of perceived stress. Items 3 and 9 
functioned differently by education, with respondents with more than a high school education 
reporting increased perceived stress while items 4 and 8 also displayed DIF, this time with 
respondents with lower than a high school education reporting increased levels of perceived 
stress. Although statistically significant DIF was reported in the five items, Cole (1999) 
concluded that all of the items appeared to be invariant to the exogenous variables and suggest 
that this has contributed to the widespread use of the PSS10. A limitation of this study is that 
unidimensionality must be assessed before using this method; the author concludes from Cohen 
and Williamson (1988) that the PSS10 is unidimensional but further research has supported a 
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two-factor structure for the PSS10. Furthermore, though Cole (1999) is reportedly using the 
PSS10, the items as presented in the study are just the first ten items of the PSS14, which is not 
what Cohen and Williamson (1988) recommend.  
 Sharp et al. (2007) explore the psychometric properties of the PSS10 in African 
American adults with asthma and low literacy. One of the objectives of the study is to use item 
response theory to identify items with “measurement equivalence across ethnic and literacy 
groups” (Sharp et al., 2007, p. 312). The DIF detection was done in WINSTEPS which started 
from Rating Scale Analysis (Wright & Masters, 1982) and is based on the Rasch model. Items 2, 
3, and 4 function differently by literacy level. For ethnic groups, items 7 and 10 are the items that 
exhibit DIF and respondents that were not African American were less likely to agree with the 
items compared to African Americans. From the DIF results and confirmatory factor analysis, 
Sharp et al. (2007) reduce the 10 item PSS to four items (1, 5, 8 and 9). This new scale has only 
one item in common with the PSS4 proposed by Cohen et al. (1983). No DIF was detected in the 
new 4 item scale by literacy and ethnicity levels.  
 As part of researching the psychometric properties of the PSS10, Taylor (2015) also tests 
for DIF in the scale. The items on the subscales of the PSS10, PHS and PSES, as proposed by 
Roberti et al. (2006) were tested for DIF by gender. Ordinal logistic regression (OLR) is the 
method used to test for both uniform and non-uniform DIF. Three proportional odds models, the 
uniform and non-uniform DIF models and the base model, were specified and estimated. To test 
for non-uniform DIF, the ratio of likelihoods (Δ𝐺2) between the nonuniform and uniform model 
was examined. Again, to test for uniform DIF, the ratio of likelihoods between the uniform and 
base model. Statistically significant Δ𝐺2 were further examined to determine the degree or 
magnitude of DIF. There is no statistically significant non-uniform DIF exhibited in the items, 
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however statistically significant uniform DIF is present in most of the items and the latter is 
attributed to the large sample size. A further examination of the items showing uniform DIF 
reveal that none exhibit moderate or severe DIF. In conclusion, although a concern about gender 
bias in the PSS has been raised, the author concludes that the DIF analysis provided no evidence 
that the PSS10 and the subscales defined are subjected to gender bias. 
Statistical Procedures for Detecting Differential Item Functioning  
Several statistical procedures to detect item-level DIF on a test have been developed. In 
this study we categorize the methods into two groups; latent score methods and observed score 
methods classified together as the traditional DIF detection methods and the relatively newer 
model-based recursive approach. These procedures and methods can be exploratory, 
confirmatory, or both. In considering a particular approach, assumptions of the method, strengths 
and limitations should be considered.   
DIF detection procedures can be thought of as a process of collecting evidence and 
interpreting that evidence requires careful judgment, there is no one right answer and it is 
dependent on the situation and circumstance at hand (Clauser & Mazor, 1997). The stages 
involved in DIF procedures require decisions to be made out of practical considerations and 
background of knowledge of data. When DIF is detected, it is up to the researcher to decide 
whether to remove the item from the test or revise the item.  
Not all items detected to be functioning differentially are regarded as the same, it is 
important to consider the magnitude of DIF. The Educational Testing Service (ETS) classifies 
items that exhibit DIF into three groups: negligible, moderate or large. Different statistical 
procedures measure the magnitude or degree of DIF differently but most use the ETS scale to 
categorize the degree of DIF.  
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Traditional DIF Detection Methods 
The methods considered as “traditional” are either based on the total scores observed as 
estimates of the latent trait or they are based on latent trait models in which the trait is estimated 
directly (Gao, 2019). In the applications of these methods, it is required that the focal and 
reference groups be pre-specified.  
Observed Score Methods. These methods are the methods usually based on using 
observed variables such as the total scores as estimates of the latent trait. There are various 
methods and each of them is varied in how DIF is detected. The advantage of these methods is 
that they are relatively easier to implement by people with little sophistication in statistics and 
computing skills (Clauser & Mazor, 1997).  The Logistic Regression, Mantel-Haenszel method, 
and the MIMIC model are examples of these non-IRT based methods.  
Latent Score Methods. The latent score methods used in this study are IRT based 
methods and they are one of the major statistical methods for analyzing DIF. This is a widely 
used approach and there is not one single IRT method for DIF detection but rather several 
different procedures based on item response theory. IRT as a basis for detecting DIF works 
because item response theory examines the one-to-one relationship between responses of 
respondents and ability. Clauser and Mazor (1997), define a broad framework that involves 
estimating item parameters separately for the reference and focal groups and placing them on the 
same scale, the item parameters from both groups can then be directly compared. If the 
parameters are the same, the item does not display DIF. As a result of the monotonic relationship 
between item response functions and item parameters, detection of DIF with IRT based methods 
have the null hypothesis that the item parameters are the same for the focal and reference groups 
(Steinberg & Thissen, 2006). Consequently, in the case of DIF items may differ across groups in 
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any or all of the parameters: difficulty (b), discrimination (a) and guessing (c), failing the 
assumption of invariance. A disadvantage of these methods is that since they are based on IRT, 
they need to satisfy the strong underlying assumptions of item response theory such as 
unidimensionality. Additionally, if the 2PL or 3PL model is used, sample sizes have to be 
sufficiently large for accurate parameter estimation. Examples of these IRT based DIF detection 
methods include Raju’s Area, Likelihood Ratio Tests and Lord’s Chi-square.  
Model Based Recursive Partitioning Methods 
The latent score (IRT based) DIF detection methods discussed are general and apply to 
all or any of the three types of models (one-, two- or three- parameter model). Here we consider 
a relatively new approach of detecting DIF that is specific to the Rasch model (i.e., a 1PL IRT 
model) as pioneered by Strobl, Kopf and Zeileis (2015). While this recently proposed method is 
not the first DIF detection procedure based on the Rasch model, it serves as a compromise 
between two major approaches for DIF detection in the Rasch model; the first approach is 
comparing item parameter estimates between pre-specified focal and reference groups and the 
second approach is testing for differences between all possible groups (Strobl et al., 2015). The 
method also has the advantages of both approaches; while groups need not be pre-specified, 
groups detected are easily interpreted.  
According to Strobl et al. (2015), “the idea of the new method is to recursively test all 
groups that can be defined based on (combinations of) the available covariates – thus preserving 
interpretability, but still exploring a very wide set of potential indicators of DIF” (p. 290). 
Model-based recursive partitioning aims to find differences in the parameters of a statistical 
model between subgroups of subjects, where the subgroups are defined by covariates such as 
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sex, race, etc. (including a combination of more than one). It is regarded as an improvement on 
classification and regression trees.  
To detect DIF with this new method, item responses are analyzed with respect to possible 
group differences in available covariates and the model (graphical output) that results from the 
analysis is called a Rasch tree (Strobl et al., 2015). The Rasch tree method not only tests for DIF 
but also tests if the Rasch model is sufficient for the sample it is applied to. One of the key 
features of applying model-based recursive partitioning to DIF detection, according to the 
authors, is not being required to pre-specify covariates or groups for DIF to be tested because the 
method automatically detects groups from the data in an exploratory way. Additionally, the 
method also creates cutpoints in the covariates associated with the strongest parameter difference 
(Strobl et al., 2015). This means the method is very flexible for DIF detection. Consequences of 
DIF detection with the model-based recursive partitioning method are no different than the 
traditional methods. If DIF is observed in a covariate, it is not ample reason to be interpreted as 
the sole causal source of DIF, the splitting variable may be serving as a proxy for the unobserved 
true cause (Strobl et al., 2015). 
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Chapter 3 
Methods 
 In Chapter 3, data preparation and the methods used to answer the research questions are 
clearly outlined and described.  
Research Design 
 A crowd-sourced online sample of 500 participants was recruited by administering the 
10-item Perceived Stress Scale (PSS10) on Amazon’s Mechanical Turk (MTurk). Micro-
batching, a technique that allows for segmented data collection was used to improve sample 
representativeness as recommended by Litman, Robinson and Abberbock (2017). The expected 
time for completion of the survey was ten minutes and the average and median times were 
approximately eight minutes. There was a 78% completion rate and participants received a 
compensation of $1.50.  
MTurk is a platform that provides crowdsourcing opportunities for individuals and 
employers (requesters) to outsource tasks (Human Intelligence Tasks [HITs]) that can be 
performed virtually by a workforce (workers) for a wage. It has gained much popularity as a 
source of participants for surveys and research. Workers are anonymous but are provided with a 
unique identification (MTurk ID). Since individual responses of workers cannot be linked to 
their identity, Institutional Review Boards (IRBs) typically exempt research utilizing MTurk 
from review (Paolacci, Chandler & Ipeirotis, 2010). MTurk IDs must be linked to a unique credit 
card reducing the possibility of multiple responses from an individual. Paolacci et al. (2010) 
conclude that MTurk should be considered as a viable alternative for data collection because not 
only does it save money and have an easy recruitment process, workers in MTurk perform no 
worse than subjects from traditional sources. An advantage of using MTurk to recruit 
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participants is that it offers a more representative sample than the usual college students 
recruited.  
Participants 
Participants over the age of 18, with satisfaction ratings of 90% or above on MTurk, as 
recommended by Goodman and Paolacci (2017), were recruited resulting in a nationally 
representative sample of people in the United States. The demographic breakdown of the 500 
participants were: age (81.16% between 24 and 45 years), sex (Female = 65.13% and Male = 
33.87%), race (Asian/Pacific Islander = 8.22%, African American = 11.62%, Hispanic = 9.2%, 
Native American = 1.40%, Other/Multiple Races = 3.2% and White/Caucasian = 75.55%), 
marital status (76.55% had a partner), education (High school or less = 21.84%, 
Associate’s/Bachelor’s = 61.32%, Postgraduate = 16.83%) and employment (63.13% full time 
workers). 
Instrumentation 
Participants completed the PSS10 on a 5-point Likert scale ranging from never (1), 
almost never (2), sometimes (3), fairly often (4), or very often (5). The items on the PSS10 in the 
order they were administered to the respondents is presented in Table 2. Items 1, 2, 8 and 9 are 
positively worded and total scores are computed by reverse coding them and summing the 10 
items. In addition to the PSS, participants also answered questions on demographics (age, sex, 
race, highest level of education, marital status, etc.) and questions related to their perception of 
their physical and emotional health. Consistent with previous PSS research, the Cronbach’s alpha 
for the sample was .84, indicating the scale is reliable. Because the DIF detection procedures 
considered are best suited for dichotomous data, the responses need to be converted into 
dichotomous items (stressed or not stressed). Responses of fairly often and very often were 
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recoded as “stressed” (1), while never, almost never and sometimes were recoded as “not 
stressed” (0) (see Table 3).  
Table 2  
Items on the PSS10 
Items 
Item 1   … been able to control life’s irritations … * 
Item 2   … felt that things were going your way… * 
Item 3   …angered because of things outside your control… 
Item 4   …felt difficulties were piling up… 
Item 5   …been upset because something unexpected happened… 
Item 6   … felt unable to control important things in life… 
Item 7   …felt nervous and “stressed”… 
Item 8   … felt confident about your ability to handle your personal problems … * 
Item 9   … felt you were on top of things … * 
Item 10  … felt you could not cope with all the things you had to do… 
Note. All items begin with “In the last month, how often…”  *Positively stated items  
 
Table 3 
Descriptive Statistics: Proportions for each level of response 
Items 0 (%) 1 (%) 
Item 3 68.34 31.66 
Item 4 70.34 29.66 
Item 5 72.34 27.66 
Item 6 69.54 30.46 
Item 7 52.30 47.70 
Item 10 72.95 27.05 
Note. Item 7 has the highest proportion of respondents who are “stressed” and Item 10 has the 
least. 
 
Both one and two factor structure models have been proposed for the PSS10 for different 
samples. Factor analysis in the present study begins with a parallel analysis (Horn, 1965). 
Parallel analysis is a preliminary part of factor analysis that is used to determine the number of 
factors to retain. This method compares the eigenvalues of the data to the eigenvalues of a 
simulated random sample. The number of eigenvalues of the empirical data that are greater than 
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the summary (usually 95th percentile) of the eigenvalues of the simulated data are the number of 
factors to retain. Running a parallel analysis on data suggests two factors and this is illustrated in 
the scree plot (plot of eigenvalues of factors or principal components) in Figure 11.  
 
Figure 11. Parallel analysis scree plot. The number of factors can also be decided by observing 
where there is a significant drop in the actual data, in this case it is when the factors are two.  
 
Factor analysis proceeds with the choice of two factors. To estimate the loadings of the 
items on the factors, ordinary least squares (OLS) is used to find the minimum residual solution. 
Other options are the principal component analysis, maximum likelihood method and the 
principal axis factoring. The minimum residual solution provides results that are similar to those 
produced by the more popular maximum likelihood method even for data that are badly behaved 
or do not fit a multivariate normal distribution (Revelle, 2019). According to Revelle (2020), an 
advantage of using the minimum residual solution is that the inverses of the correlation and 
model matrices do not need to be computed and so it can be run on non-positive or non-
invertible matrices. The PSS is supposed to measure one latent trait (perceived stress) and so 
even though there are two underlying factors, we assume they are related and so an oblique 
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rotation (oblimin specifically) is used. If factors are assumed to be uncorrelated, an orthogonal 
rotation (e.g., varimax) is used. The results of the factor analysis are provided in Figure 12.  
 
 
Figure 12. Factor analysis of the PSS10 
 From the factor analysis, in order of the magnitude of the factor loadings, items 4, 5, 6, 3, 
10 and 7 are loaded on one factor and items 8, 9, 2, and 1 are loaded on another. A moderate 
positive correlation (r = .6) exists between the two factors. The items loaded on the first factor 
are the negatively worded items and the items loaded on the second are the positively worded 
items. This is consistent with past research and Roberti et al. (2006) have named factors one and 
two “perceived helplessness” and “perceived self-efficacy” respectively. Sharp et al. (2007) have 
also referred to the factors as “negative stress” and “positive stress”. The proportion of the 
variation explained by the first factor is 64%. The root means square of the residuals (RMSR) is 
0.03 and the root mean square error of approximation (RMSEA) index is 0.001, these values 
show the two-factor structure of the PSS10 is acceptable.  
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However due to the unidimensionality requirements of the DIF detection procedures 
considered, we cannot proceed with the PSS10. Correlations between the total score of the full 
10-item scale and the reduced 6-item and 4-item scales are .94 and .80 respectively. In addition 
to accounting for the greater proportion of the variation in the instrument, the negatively worded 
items have good factor loadings and a higher number of items than the positively worded items 
and so we drop Items 1, 2, 8 and 9 and continue with the six items. The six item scale is also 
reliable, with a Cronbach’s alpha of .83. Confirmatory factor analysis (CFA) seeks to test how 
well observed/measured variables represent underlying factors. We run confirmatory factor 
analysis on the reduced PSS10 scale using maximum likelihood estimation to test if the data 
appropriately fits the hypothesized one-factor structure. Statistics reported as part of the CFA 
include: the comparative fit index (CFI; acceptable values > .9), Tucker Lewis Index (TLI; 
acceptable values > .9), RMSEA (acceptable values < 0.06) and information criterion for 
comparisons. The model fit was good with a CFI of 0.997, TLI of 0.994 and RMSEA of 0.027. 
CFA also tests the null hypothesis that the model-implied covariance matrix is equal to the 
observed covariance matrix. A p-value of .199 means we fail to reject the null hypothesis and so 
our model is not a bad model. In conclusion, the six negatively worded items of the PSS10 are 
unidimensional.  
Statistical Procedures for DIF Detection 
 To detect DIF in the PSS for the sample, traditional DIF detection procedures are 
compared to the model-based recursive partitioning method. The traditional procedures consist 
of observed score methods (Mantel-Haenszel and Logistic Regression) and latent score methods 
(Likelihood Ratio Test and Raju’s Area Measure).  
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Mantel-Haenszel Method 
The Mantel-Haenszel (MH) method is one of the most common and widely used 
contingency table based approaches to DIF detection. The Mantel-Haenszel procedure is 
effective with relatively small sample sizes, however a downside to this procedure is the inability 
to always detect non-uniform DIF.  
With respect to DIF detection, the aim of the MH method is to compare the probabilities 
of a correct response to an item between the focal and reference groups. Respondents are 
assumed to be at the same ability level when they have the same total score and a 2 Χ 2 
contingency table is constructed for each level of the total score (see Table 4).  
Table 4 
Contingency Table for jth  Total Score 
 Score on Item  
Group 1 0 Total 
Reference Aj Bj Nrj = Aj + Bj 
Focal Cj Dj Nfj= Cj + Dj 
Total M1j = Aj + Cj Moj = Bj + Dj Tj = Nrj + Nfj 
Note. A, B, C, D are the observed cell frequencies and j is the possible total score. 
The table represents the cross-classification of an item’s binary response and group 
membership and for a 0 or a perfect observed score, the table collapses to a single column of 
either 0 or 1, respectively (de Ayala, 2009). As an example, a test with five items having possible 
total scores ranging from 0 to 5 will have four 2 × 2 tables for the scores of 1, 2, 3 and 4. The 
odds ratio (𝛼𝑀𝐻) is then calculated where the formula for the estimate is given in Equation 5. 
The null hypothesis is that 𝛼𝑀𝐻 = 1 indicating that the odds of the reference group having a 
response of 1 is the same as the odds of the focal group. This means that values of the odds ratio 
not equal to 1 indicate the presence of DIF in the item and a value significantly greater than 1 
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favors the reference group while a value significantly less than 1, favors the focal group. The test 
statistic for the method, MH chi-square statistic and corresponding p-value, can also be 
computed and evaluated against standard chi-square critical values and significance levels. If the 
statistic is significant, DIF is present. 
?̂?𝑀𝐻 =  
∑ 𝐴𝑗𝐷𝑗/𝑇𝑗𝑗 
∑ 𝐵𝑗𝐶𝑗/𝑇𝑗𝑗
                                                                                                                                      (5) 
The values of 𝛼𝑀𝐻 range from 0 to ∞ and is on an asymmetrical scale. Holland and Thayer 
(1988) developed Δ𝑀𝐻 (Δ𝑀𝐻 =  −2.35 ln 𝛼), a natural logarithmic form of 𝛼𝑀𝐻 that ranges from 
-∞ to ∞. For Δ𝑀𝐻, a zero value indicates no DIF, a positive value indicates that the focal group is 
more likely to endorse the item (the item is less difficult) and a negative value indicates the 
reference group is more likely to endorse the item. The magnitude of  Δ𝑀𝐻 measures effect size 
and reflects the degree of DIF and can be classified as Negligible, Moderate or Large according 
to the ETS difficulty scale (Table 5).  
Table 5 
ETS Difficulty Scale for the MH Statistic 
Degree of DIF Value of  Δ𝑀𝐻 
Negligible (A)  Δ𝑀𝐻 < 1 
Moderate (B)  Δ𝑀𝐻  = | 1 to 1.5| 
Large (C)  Δ𝑀𝐻  ≥ 1.5 
 
 
Logistic Regression 
Logistic regression is another observed score method for DIF detection based on the 
logistic function. According to Clauser and Mazor (1997), the logistic regression approach can 
be thought of as a link between the contingency table methods and the IRT based methods. The 
MH method deals with discrete observed scores while the logistic regression method interprets 
continuous observed scores. When testing for uniform DIF, logistic regression produces 
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comparable results to using Mantel-Haenszel, but with nonuniform DIF, logistic regression is 
superior (Clauser & Mazor, 1997).  
Logistic regression in general models a binary dependent variable and independent 
variables based on the logistic function. The independent variables can be binary or continuous. 
In the application to DIF detection, logistic regression models the binary response of an item as 
the dependent variable and test scores, group membership and interaction between test scores 
and group membership as the independent variables. The model for predicting the probability of 
giving the correct response according to Swaminathan and Rogers (1990) is given in Equation 6. 
𝑃(𝜇 = 1|𝜃) =  
𝑒(𝛽0+ 𝛽1𝜃)
1 +  𝑒(𝛽0+ 𝛽1𝜃)
,                                                                                                                 (6) 
where μ is the binary response to the item, θ is the observed ability and 𝛽0 , 𝛽1 are the intercept 
and slope.  
The logistic regression is performed first on an item using respondents in the reference 
group and then on the same item using respondents in the focal group, with the slopes and 
intercepts estimated. 𝛽0𝑅 , 𝛽1𝑅 for the first and 𝛽0𝐹 , 𝛽1𝐹 for the second. If there is no DIF, the 
probability of correctly answering the question should be the same for both groups and so the 
intercept and slope parameters should also be equal. Consequently if any of the parameters are 
different then it indicates the presence of DIF. If the intercept parameters (𝛽0𝑅 𝑎𝑛𝑑 𝛽0𝐹) are the 
same but the slope parameters differ, then the item exhibits non-uniform DIF because the logistic 
regression curves have different slopes and so could possibly cross. On the other hand, if the 
slope parameters (𝛽1𝑅 𝑎𝑛𝑑 𝛽1𝐹) are equal and the intercept parameters differ then the item 
displays uniform DIF and the logistic regression curves are separate and parallel. In practice the 
two separate logistic regressions for the focal and reference groups are combined in a nested 
model (de Ayala, 2009). 
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 The effect size of items identified as functioning differently are measured with the 
difference between the Nagelkerke's R2 (Nagelkerke, 1991) of the two logistic regression models 
(Δ𝑅2 = 𝑅𝐹
2 −  𝑅𝑅
2).  Nagelkerke's R2 is used because the coefficient of determination (R2) is not 
as appropriate when the dependent variable is categorical. Two scales for assessing the effect 
size are provided: ZT (Zumbo & Thomas, 1997) and JG (Jodoin & Gierl, 2001). The 
classifications into negligible, moderate and large DIF are elaborated on in Table 6. 
Table 6 
ZT and JG Scales for Effect Size 
Degree of DIF ZT Scale JG Scale 
Negligible (A) 0 – 0.13 0 – 0.035 
Moderate (B) 0.13 – 0.26 0 – 0.07 
Large (C) 0.26 – 1 0.07 – 1 
 
Likelihood Ratio Test  
 The Likelihood Ratio Test (LRT) is an IRT based method that compares the fit of two 
IRT models, the compact and augmented models, using the likelihood ratio test. The compact 
model consists of an anchor set of items that are constrained to be DIF free, that is item 
parameters for the focal and reference groups are the same. The augmented model is the set of 
items in the compact model plus the item that is being tested for DIF and all items with the 
exception of the studied item have the same item parameters 
The formula for the likelihood ratio statistic, 𝐺2, is given in Equation 7.  
𝐺2 =  −2 log 𝐿𝑐 − (−2 log 𝐿𝐴),                                                                                                                 (7) 
where 𝐿𝑐 and 𝐿𝐴 are the likelihood functions for the compact and augmented models 
respectively.  
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 𝐺2 follows a chi-square distribution under the null hypothesis with the degrees of 
freedom dependent on the number of parameters in the model being used. A significant 𝐺2 
indicates the presence of DIF. Alternatively, the steps involved in the LRT have been outlined by 
de Ayala (2009) in the following way: fit an IRT model for the focal and reference group with all 
item parameters being the same except the item being tested for DIF, the IRT model is fitted 
again but this time all item parameters are constrained to be equal and finally the likelihood ratio 
statistic is calculated as the difference between the likelihood ratios of the two models. Greer 
(2004) measures the effect size of DIF detected with 𝐺2. The cutoffs for the different categories 
of the magnitude of DIF according to the ETS scale are listed in Table 7.  
Table 7 
Effect Size for the Likelihood Ratio Test 
Degree of DIF Value of 𝐺2 
Negligible (A) < 9.4 
Moderate (B) 9.4 to 41.9 
Large (C) > 41.9 
 
Raju’s Area Measure 
Another IRT based DIF detection procedure considered is Raju’s Area. This procedure is 
built on the premise of measuring the exact area (both signed and unsigned) between the item 
characteristic curves of the focal and reference groups. The absence of DIF in an item means the 
curves are coincident and so the area between them is 0 or negligible.  
Raju (1988) defines the signed area (SA) and unsigned area (UA) in Equations 8 and 9 
respectively. The signed area is also referred to as the difference between the curves while the 
unsigned area is the distance between them.  
𝑆𝐴 =  ∫ (𝐹1
∞
−∞
− 𝐹2) 𝑑𝜃,                                                                                                                              (8) 
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𝑈𝐴 =  ∫ |𝐹1
∞
−∞
− 𝐹2| 𝑑𝜃,                                                                                                                              (9) 
where 𝐹1 and 𝐹2 are the two ICCs under consideration and 𝜃 is the latent trait.  
More specifically, assuming that Y is the response to an item and F and R represent the 
focal and reference groups respectively. SA and UA have been defined by Penfield and Camilli 
(2006) as: 
𝑆𝐴 =  ∫ [𝑃(𝑌 = 1|𝜃, 𝐺 = 𝑅) − 𝑃(𝑌 = 1|𝜃, 𝐺 = 𝐹)]
∞
−∞
 𝑑𝜃,                                                            (10) 
𝑈𝐴 =  ∫ |𝑃(𝑌 = 1|𝜃, 𝐺 = 𝑅) − 𝑃(𝑌 = 1|𝜃, 𝐺 = 𝐹)|
∞
−∞
 𝑑𝜃.                                                            (11) 
Raju (1988) proves that for the 3PL model with the focal and reference groups having the 
same guessing parameter (c), the signed area is dependent only on the item difficulty parameters 
of the focal and reference groups (see Equation 12). When the guessing parameter is different, 
the values of the signed area will be infinite. In the case of the Rasch or 2PL model, Equation 12 
simplifies to 𝑆𝐴 = (𝑏𝐹 −  𝑏𝑅), assuming the discrimination parameters are identical.  
 𝑆𝐴 = (1 − 𝑐)(𝑏𝐹 − 𝑏𝑅),                                                                                                                         (12)  
where 𝑏𝐹 and 𝑏𝑅 are the difficulty parameters.   
The unsigned area is also dependent on the difficulty parameters only for a 3PL model, 
when both the guessing (c) and discrimination (a) item parameters for the reference and focal 
groups are identical (see Equation 13). Just like in the case of the signed area, when a Rasch or 
2PL model is used, 𝑈𝐴 = |𝑏𝐹 − 𝑏𝑅|.  
𝑈𝐴 = (1 − 𝑐)|𝑏𝐹 − 𝑏𝑅|                                                                                                                         (13)  
 Significance tests for signed and unsigned areas can be performed assuming the observed 
areas are normally distributed (Raju, 1990). This is to test if the observed area is different from 0, 
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which indicates the presence of DIF. The test statistic for the signed area test for the Rasch 
model is provided in Equation 14.  
𝑍 =  
𝑆𝐴 − 0
𝜎(𝑆𝐴)
=  
(𝑏𝐹 − 𝑏𝑅) − 0
𝑉𝑎𝑟(𝑏𝐹) + 𝑉𝑎𝑟(𝑏𝑅)
                                                                                                    (14) 
For the unsigned area test of significance, the test statistic in Equation 14 is not 
applicable because normality cannot be assumed in unsigned areas (Raju, 1990). When a Rasch 
model is used, the effect size ( Δ𝑅𝑎𝑗𝑢), similar to the Mantel-Haenszel effect size ( Δ𝑀𝐻) is also 
computed. This is the difference between the item difficulties of the reference and focal groups, 
multiplied by -2.35. The ETS scale in Table 5 is also used to classify the magnitude of DIF 
detected. Due to the constraints on the item guessing and discrimination parameters, this method 
is best used for detecting uniform DIF. Another disadvantage of this method is that it requires the 
direct estimation of the item parameters for each group (Penfield & Camilli, 2006).  
Rasch Tree 
 Regression and classification trees are examples of recursive partitioning methods and 
they are nonparametric approaches to regression. What regression and classification trees have in 
common is that they both recursively partition all possible combinations of the predictor 
variables into rectangular areas (or trees) that contain similar responses. When the response 
variable is numerical, it is a regression tree and when it is categorical, it is a classification tree. 
Model-based recursive partitioning is a recursive partitioning method that partitions all possible 
combinations of the predictor variables not in a way to identify groups that are related to the 
response variable but to identify groups that have similar association patterns (Strobl, Malley, & 
Tutz, 2009). 
 The model-based recursive partitioning method used in the present study is the Rasch tree 
method. The steps involved in inferring the structure of the Rasch tree are: (i) estimate item 
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parameters for the full sample, (ii) statistically assess stability of item parameters, (iii) split 
sample if there is significant instability, (iv) repeat the first three steps recursively until there are 
no more significant instabilities (Strobl et al., 2015).  
 In estimating the item parameters, the common conditional maximum likelihood is used. 
The authors denote 𝜃𝑖 as the person parameters, 𝛽𝑗as the item parameters and 𝑢𝑖𝑗 as the response 
of a subject (i) to an item (j). Under the Rasch model,  
𝑃(𝑈𝑖𝑗 =  𝑢𝑖𝑗|𝜃𝑖𝛽𝑗) =
exp [𝑢𝑖𝑗(𝜃𝑖 − 𝛽𝑗)
1 + exp [ 𝜃𝑖 − 𝛽𝑗]
,                                                                                            (15) 
and the raw scores, 𝑟𝑖 =  ∑ 𝑢𝑖𝑗
𝑚
𝑗=1  are sufficient statistics for the person parameters (i.e., the 
location of the respondent on the latent trait). Therefore the item parameters can be estimated 
with iterative procedures using the conditional likelihood in Equation 16.  
𝐿𝑐(𝛽|𝑟1, … , 𝑟𝑛) =  ∏ 𝐿𝑐(𝛽|𝑟𝑖)
𝑛
𝑖=1 =  ∏
exp[− ∑ 𝑢𝑖𝑗𝛽𝑗]
𝑚
𝑗=1
𝛾𝑟𝑖(𝛽)
𝑛
𝑖=1  ,                                                              (16)  
where 𝛾𝑟𝑖 is the symmetric function of order  𝑟𝑖. Strobl et al. (2015) also set the sum of the item 
parameters to be 0 and so there are m – 1 free parameters.  
 The next step in the method is to test if the parameters are stable using structural change 
tests. Typically structural change tests have been used to detect drops in stock returns and Strobl 
et al. (2015) have applied these tests to detect changes in the item parameters over person 
covariates. Item parameters are estimated for the full sample first and then deviations from the 
model for the full sample are ordered with respect to a covariate (e.g., age, gender, marital 
status). The orderings will exhibit a systematic change in the individual deviations if DIF is 
present in the covariate. Using artificial data, DIF is simulated in the age covariate and Strobl et 
al. (2015) illustrate the structural change present in Figure 13.  
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Figure 13. Structural change in the age covariate. From “Rasch Trees: A New Method for 
Detecting Differential Item Functioning in the Rasch Model” by C. Strobl, J. Kopf, and A. 
Zeileis, 2015, Psychometrika 80(2), p. 293 (https://doi.org/10.1007/S11336-013-9388-3). 
Copyright 2013 by Springer Nature. 
 
The individual contributions of each respondent in the artificial data are ordered with respect to 
the covariate age. The contributions in the absence of DIF should fluctuate randomly around the 
mean 0 but it is clear in Figure 13 that there is a systematic change at age 35 and as a result, the 
parameters for the joint model estimated in the first step are not sufficient – different estimates 
are required for respondents up to and above the age of 35 (Strobl et al., 2015). A test of 
significance to check deviations from the null hypothesis of parameter stability can also be 
performed using generalized M-fluctuation tests, which have been described as “a toolbox for the 
construction of parameter instability tests” (Zeileis & Hornik, 2007, p. 489).  
The goal is to compute subject-wise score contributions, these are deviations or 
departures from a joint model, and then from these scores obtain test statistics (and 
corresponding p-values) with known distributions. Visual inspections can show whether the null 
hypothesis needs to be rejected or not, as seen in Figure 13 but for a more computational 
approach, the individual contributions can be cumulated which results in the peak seen in the 
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rightmost plot in Figure 13. Under the null hypothesis, the cumulative sum is shown to converge 
and this is the basis for statistical inference (Strobl et al., 2015). Different test statistics can be 
computed depending on whether the covariate under consideration is numeric or categorical.  
When the test statistics and p-values are obtained, the covariate with the smallest p-value 
is split and the splitting is continued recursively. For the covariate selected for splitting, the 
optimal cutpoint, where the respondents are divided needs to be computed. Numerical covariates 
like age have many possible cutpoints. The exact cutpoint does not need to be pre-specified, the 
decision is made from the data. This is an advantage of the Rasch tree method because 
traditionally splits have been decided based on statistics like the median, however this is not 
always the optimal cutpoint for the data. The optimal cutpoint is computed by maximizing the 
sum of the log-likelihoods for observations up to and above the cutpoint. However, it is worth 
noting that other values close to the optimal cutpoint are also potential cutpoints if the values of 
the maximized log-likelihoods are close enough and as a result different samples from the same 
data might produce different cutpoints (Strobl et al., 2015). Categorical covariates on the other 
hand can be split into any pair of groups and the pair that maximizes the log-likelihood is chosen. 
 The final step in creating a Rasch tree, after estimating item parameters with a joint 
model, testing if the item parameters differ for any of the covariates and if they do split the 
sample, is to repeat the process until a stopping criterion is reached. Strobl et al. (2015) outline 
two types of stopping criteria. The first is to stop splitting only when there is no significant 
instability in any covariate according to the level of significance used and the second is to stop 
splitting when each node has a minimum number of subjects.  
Strobl et al. (2009) also explain that a weakness of simple trees is their instability to small 
changes. How observations are split into nodes depends on the choice of cutpoints and the exact 
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position of the cutpoint is dependent on the distribution of observations under consideration. As 
such, if there is a change in even the first cutpoint, the structure of the entire tree could change. 
This can be illustrated by drawing random samples from the data and testing if the trees built 
using those samples differ. For prediction of the dependent variable, the average of trees, rather 
than a single tree is used.  
Another possible issue to be considered in recursive partitioning is over-fitting. However, 
since model-based recursive partitioning is based on statistical inference tests and not just 
descriptive statistics, pruning branches of the trees that do not add to the prediction accuracy is 
not necessary, because the algorithm stops before over-fitting occurs (Strobl et al., 2015). The 
Rasch tree method has been described as a closed testing procedure, several tests are 
consecutively run but each test is only run if the test before has a significant result and so the 
method is not affected by chance because it is recursive (Strobl et al., 2015). This method is not 
immune to the problems associated with testing too many covariates however and so in the 
application of the method, p-values reported are Bonferonni-corrected.  
To make the Rasch tree comparable to other DIF detection methods considered in the 
study, the effect size is calculated for covariates or combinations of covariates found to exhibit 
DIF using the Mantel-Haenszel statistic.  
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Chapter 4 
Results 
 In this section new findings and the results of statistical procedures are presented.  
Variables tested for DIF 
 The variables selected to be tested for DIF are: age, sex, race, marital status, employment 
status and social media usage. These variables have been chosen for a mixture of reasons. Race, 
sex/gender have been tested in previous research for DIF (Cole, 1999; Taylor, 2015). In 
reviewing the psychometric properties of the PSS, Lee (2012) reports known-group validity of 
the PSS was assessed with the following variables: age (Remor, 2006), marital status (Cohen and 
Williamson, 1988), number of children (Lesage et al., 2012), and employment (Cohen & 
Williamson, 1988). Focal groups are typically hypothesized to be “disadvantaged” by test items 
if DIF is present. In education measurements, at the same level of ability, the focal group has a 
lower probability of correctly answering (or endorsing) an item that exhibits DIF. In the present 
study, responses have been dichotomized so “stressed = 1” and “not stressed = 0”. At the same 
level of perceived stress, the focal groups have a lower probability of endorsing an item that 
functions differently. The groups chosen as focal groups are believed to, for some reason 
unknown, have a lower probability of admitting stress even when matched on perceived stress. 
The focal and reference groups of the variables for procedures that need them to be pre-specified 
are presented in Table 8. 
Rasch Model 
 The latent score and model-based recursive partitioning methods used in this are IRT 
based and so require an IRT model to be fitted. In addition to being the underlying model for the 
Rasch tree method, the Rasch model is preferred over other dichotomous IRT models like the 
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2PL and 3PL because the latter models require a large sample size for accurate estimation of 
parameters (Clauser & Mazor, 1997). 
Table 8 
 Focal and Reference Groups 
Variable Focal Group Reference Group 
Age Less than 35 35 and older 
Sex Female Male 
Race White Non-white 
Marital Status Single Non-single 
Number of Children No child One child or more 
Employment Full time Other 
Social Media Other More than once a day 
 
The requirements of fitting the Rasch model include: the unidimensionality assumption, 
conditional or local independence assumption and functional form assumption (de Ayala, 2009). 
In the case where the data is unidimensional, conditional independence has been 
described by de Ayala (2009) as how the response of a respondent is determined only by the 
respondent’s location on the latent continuum. If any other thing is responsible for the response 
of a respondent, then unidimensionality cannot necessarily be proven. The unidimensionality of 
the 6 item subscale of the PSS and consequently the assumption of local independence have been 
proved. The last assumption that the data should meet is the specification of the model’s function 
(equal discrimination parameter, no error due to guessing), which is harder to prove in practice. 
However we go ahead and fit the model on the data because the Rasch model has been proven to 
still be accurate even with deviations from the assumptions (Sick, 2010). Two Rasch models are 
considered: constrained and unconstrained models.  
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Constrained Model 
 The constrained Rasch model assumes that the item discrimination parameter (a) is 
known and it is fixed at 1 i.e., a unit discrimination parameter. The estimates of the item 
difficulty parameter (b) are presented in Table 9. 
Table 9 
Item Difficulty Estimates for the Constrained Rasch Model 
Items b a 
Item 3 0.97 1 
Item 4 1.10 1 
Item 5 1.22 1 
Item 6 1.05 1 
Item 7 0.10 1 
Item 10 1.26 1 
Note. Item 7 has the lowest item difficulty parameters and Item 10 has the highest, validating the 
descriptive statistics. Because Item 7 is easier to endorse, it has the highest proportion of 
respondents endorsing stress on the item.  
 
Unconstrained Model 
 The unconstrained Rasch model assumes that the item discrimination parameters (a) 
identical for all items. The estimates of the item difficulty parameter (b) are presented in Table 
10. 
Table 10 
Item Difficulty Estimates for the Unconstrained Rasch Model 
Items b a 
Item 3 0.58 2.49 
Item 4 0.65 2.49 
Item 5 0.73 2.49 
Item 6 0.62 2.49 
Item 7 0.07 2.49 
Item 10 0.75 2.49 
Note. Similar to the constrained model, Item 7 and Item 10 have the lowest and highest difficulty 
parameters respectively.  
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Model Comparison 
 According to Rizopoulos (2006) to test the fit of the models, a parametric Bootstrap 
goodness-of-fit test using Pearson’s chi-square statistic is performed with the null hypothesis that 
data have been generated from the Rasch model. Goodness-of-fit statistics comparing the 
constrained and unconstrained Rasch models are provided. In addition, estimated goodness-of-fit 
indicators (Akaike Information Criterion [AIC] and Bayesian Information Criterion [BIC]) are 
reported in Table 11.  
Table 11  
Likelihood Ratio Table 
 
AIC BIC Log 
likelihood 
LRT df p-value 
Constrained 3152.50 3177.78 -1570.25    
Unconstrained 2933.89 2963.38 -1459.94 220.61 1 <0.001 
Note. From the results of the table, the unconstrained model is the appropriate model for the data. 
It also has lower AIC and BIC values.  
 
 The unconstrained Rasch model with item discrimination parameter, a = 2.49 , is a 
suitable model for the 6-item subscale of the PSS10 and we can go ahead and test for DIF using 
the IRT based methods. 
Statistical Procedures for DIF Detection 
 The results of running the traditional DIF detection methods and the model-based 
recursive partitioning method are presented here.  
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Traditional DIF Detection Procedures 
The traditional DIF detection procedures consist of the observed score methods (MH 
method and logistic regression) and latent score methods (LRT and Raju’s Area Measure) and 
the results for both approaches are presented in Tables 12 and 13 respectively. 
If DIF is present in an item, the reference group has a higher probability of endorsing the 
item. That is, although the focal and reference groups have the same perceived stress, reference 
group members are more likely to have responded to the items with “1” indicating more stress.  
Table 12 
Results from MH and Logistic Regression 
Variables Mantel-Haenszel Logistic Regression 
 Items with DIF Degree of DIF Items with DIF Degree of DIF 
Age No DIF — No DIF — 
Sex Item 7 C Item 4 
Item 7 
A 
A 
Race Item 7 C Item 7 A 
Marital Status No DIF — No DIF — 
Children No DIF — No DIF — 
Employment Item 7 C No DIF — 
Social Media Item 3 
Item 10 
C 
C 
Item 3 A 
Note. Degree of DIF interpretation: Negligible (A), Moderate (B) and Large (C). 
 
 The observed score methods identify DIF in Items 3, 4, 7 and 10 for sex, race, 
employment and social media. The two methods completely agree in three of the seven 
comparisons, and partially agree on two variables exhibiting DIF but identify a different number 
of items.  
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Table 13 
Results from LRT and Raju’s Area 
Variables Likelihood Ratio Raju’s Area 
 Items with DIF Degree of DIF Items with DIF Degree of DIF 
Age No DIF — No DIF — 
Sex Item 7 B No DIF — 
Race Item 7 B Item 7 B 
Marital Status No DIF — No DIF — 
Children No DIF — No DIF — 
Employment No DIF — No DIF — 
Social Media Item 3 
Item 7 
Item 10 
B 
A 
A 
No DIF — 
Note. Degree of DIF interpretation: Negligible (A), Moderate (B) and Large (C).  
 Latent score methods also identify Items 3, 7 and 10 as functioning differently for sex, 
race, and social media. The methods completely agree on items not exhibiting DIF for age, 
marital status, number of children, and employment; and Item 7 functioning differently for race.  
In Table 14, a summary of the items and which variables they function differently for as 
detected by the traditional methods is presented.  
Table 14 
 Items with DIF  
Item Variables with DIF 
Item 3 Social Media 
Item 4 Sex 
Item 5  
Item 6  
Item 7 Sex, Race, Employment, Social Media 
Item 10 Employment, Social Media 
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Model-Based Recursive Partitioning 
The results of the Rasch tree method are presented in Figure 14. 
 
Figure 14. Rasch tree. FT = Fulltime, PT = Part-time, HM = Home-maker, S = Student, PNS = 
Prefer not to say, SE = Self-Employed, UW = Unable to Work, UE = Unemployed. 
 
 
The Rasch tree exhibits DIF between respondents who fall in a class of employees (full 
time and part time workers, home makers and students) who use social media several times a 
day, employees in the same group that use social media less regularly and another class of 
employees (respondents who prefer not to state their employment and those that are unable to 
work, self-employed and unemployed respondents). 
The difficulty parameters are estimated and displayed in the terminal nodes of the tree 
and in Table 15. The item with the highest difficulty parameter for nodes 3, 4 and 5 are Item 10, 
Item 3 and Item 5 respectively. A visual inspection of the Rasch tree (Figure 5) reveals that 
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relative to the other items, Item 7 is easier for respondents in Node 3 and Node 5 compared to 
respondents in Node 4. 
Table 15 
 Estimates of Item Difficulty Parameters  
Item Nodes 
Node 3 Node 4 Node 5 
Item 3 -0.40 0.63 0.88 
Item 4 0.44 0.08 -0.57 
Item 5 0.31 0.14 1.31 
Item 6 0.12 0.08 0.30 
Item 7 -1.28 -0.89 -2.09 
Item 10 0.79 -0.04 0.16 
 
We recognize that the presence of more than one node indicates the presence of DIF. 
Rather than quantifying the level of DIF between the three latent subgroups by the difference in 
estimated difficulty parameters, which would not be directly comparable to the other methods, 
we perform three pairwise MH tests and report the degree of DIF using the ETS classification in 
Table 16. 
Table 16 
Results from Pairwise MH tests 
Nodes Items with DIF Degree of DIF 
Node 3 and Node 4 Item 3 
Item 10 
C 
C 
Node 3 and Node 5 Item 3 
Item 4 
Item 5 
C 
C 
C 
Node 4 and Node 5 Item 5 
Item 7 
C 
C 
Note. Degree of DIF interpretation: Negligible (A), Moderate (B) and Large (C).  
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Summary of Results  
 A summary of the main results and findings are presented below: 
1. Item 6 was the only item that did not function differently for any variable.  
2. DIF was detected in Item 7 most often. It functioned differently for sex, race, 
employment, and social media.  
3. Age, marital status and number of children did not contribute to items functioning 
differently.  
4. The Rasch tree method identified DIF in three groups that were a combination of 
employment status and social media usage.  
5. Raju’s area measure identified the least number of items functioning differently.  
6. The MH and LRT were tied for the amount of items detected with DIF.  
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Chapter 5 
Discussion 
 The main purposes of this study were to identify differential item functioning in the 10-
item Perceived Stress Scale using two classes of DIF detection methods and compare the 
different classes of methods. A strong requirement of unidimensionality in the methods resulted 
in a reduction of items used in the analysis from ten to six. The six items retained were the 
negatively worded items on the scale. Seven variables (age, sex, race, marital status, number of 
children, employment status and social media usage) were tested to see if the six items 
functioned differently for defined subgroups of the variables.  
The observed score methods detected DIF in four items for sex, race, employment status 
and social media usage. The items identified to have functioned differently were Item 3, Item 4, 
Item 7 and Item 10. The Mantel-Haenszel and the logistic regression methods agreed 57.14% of 
the time in their identifications of which items exhibited DIF. The MH method identified one 
more item exhibiting DIF than the logistic regression method. The latent score methods, LRT 
and Raju’s Area identified DIF also for sex, race, employment status and social media usage. 
Item 3, 7 and 10 were identified to have functioned differently. The two methods agreed 71.42% 
of the time. LRT identified DIF on five occasions and Raju’s area did only once.  
Item 3 asks “how often have you felt angered because of things outside your control?” 
For the traditional approaches, this item functioned differently across Social Media. It was 
detected by the Mantel-Haenszel, logistic regression and LRT methods with large, negligible and 
moderate effects respectively. The reference group consisted of respondents who use social 
media several times a day and the focal group was everyone else. The Δ𝑀𝐻 statistic is negative 
meaning that the item favors the reference group. When matched on the same level of perceived 
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stress, respondents that use social media several times a day had a higher probability of 
answering that they often felt angered because of things outside their control.  
“In the past month, how often have you felt difficulties were piling up so high that you 
could not overcome them?” is Item 4. This item functions differently for sex according to the 
logistic regression method. The focal group is female respondents. The effect size is small and 
classified as negligible meaning that while the item does function differently for male and female 
respondents, the difference is not practically significant.  
Item 7 asks “how often have you felt nervous and stressed?”  This item differs for sex, 
race, and employment and social media. The MH, logistic regression, and LRT indicate that this 
item functions differently for males and females. The Δ𝑀𝐻 is categorized as large by the MH 
approach and is positive, meaning that it favors the focal group. When matched on the same level 
of perceived stress, female respondents had a higher probability of answering that they easily felt 
nervous and stressed. 
All four traditional methods indicate that Item 7 functions differently for white 
respondents than it does for non-white respondents. MH concludes this is a large effect, LRT and 
Raju conclude a moderate effect and the logistic regression indicates a negligible effect. The 
Δ𝑀𝐻 is positive, indicating that the focal group, white respondents, were more likely to answer 
that they felt nervous and stressed.   
The next variable this item functions differently for is employment, indicated by the MH 
method. The degree of DIF according to the ETS classification is large. Δ𝑀𝐻 is negative and so 
Item 7 favors the reference group, all respondents apart from those who work full time.  
Item 7 is also identified as functioning differently for social media usage only by the LRT with a 
negligible magnitude of DIF so there is no practical significance.  
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 Item 10 was the question that asked respondents: “how often have you felt you could not 
cope with all the things you had to do?” This differed according to social media, according to the 
MH method. The effect size is classified as large and Δ𝑀𝐻 is negative, and so favors the 
reference group; respondents that used social media several times a day had higher probabilities 
of answering that they often felt they could not cope with all the things they had to do even when 
matched on the same level of perceived stress.  
Altogether, the traditional approaches to DIF detection identified DIF in Items 4 and 7 for 
Sex, Item 7 for Race, Item 7 for employment, and Items 3, 7 and 10 for social media usage. 
DIF is detected for a combination of the employment and social media covariates with 
the Rasch tree method. Three subgroups that have items functioning differently are revealed by 
the Rasch tree: a class of employees (full and part time workers, students and homemakers) who 
use social media more than once a day, respondents of the same type of employment status who 
use social media less frequently and the other class of employees (respondents who prefer not to 
state their employment status, those that are unable to work, self-employed and unemployed 
respondents). To make the degree of DIF comparable, pairwise comparisons between the 
respondents in the three nodes are run and Items 3, 4 and 5, 7 and 10 are found to function 
differently.  
It is worth noting that variables typically expected to contribute to DIF such as age, race, 
sex, etc. were not detected to have items functioning differently utilizing the Rasch tree method.  
Implications and Recommendations  
 We conclude that a two factor structure is better suited than a one factor structure for the 
ten-item Perceived Stress Scale. The six negatively worded items should be considered as having 
one underlying factor and the four positively worded items another. With the high positive 
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correlation between the full scale and the reduced six item scale, it can be used when time is a 
concern and a unidimensional scale is required. However, there is no evidence to suggest that the 
PSS is not valid because of the irregularity and inconsistency in DIF detection across methods. 
 The Rasch tree approach is recommended for exploratory DIF detection because of the 
ability to detect DIF in combinations of covariates that would not otherwise be pre-specified. 
The traditional methods are recommended for confirmatory purposes and also as a standard way 
of measuring effect size. Latent and observed score methods with the exception of Raju’s area 
measure may be used interchangeably with one approach not performing any better than the 
other. However, it is also clear that different items show DIF under different methods.  
The major objective of this study was to apply established DIF detection methods to the 
PSS and compare the similarities and differences between the findings. Identification of 
problematic or poorly performing items can be inferred from the study but further research will 
need to be conducted to recommend the removal or modification of the scale. The identification 
of DIF in the Perceived Stress Scale can help psychologists and other experts generate 
hypotheses about what could be causing the DIF in the items.  
Limitations 
 A probable limitation of this study is the limited sample size. While a large sample size is 
not a recommendation for any of the methods utilized in the current study, a larger and more 
representative sample would allow for greater generalizability of the results. 
Additionally, a better comparison of the methods can be done with simulated data. Large, 
moderate and even negligible DIF can be simulated in different items and the foreknowledge of 
items with DIF will make comparisons much accurate.   
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Finally the reduction of the scale from ten items to six items is another limitation that has 
prevented the employment of item purification during DIF analyses especially in the observed 
score methods. Item purification involves iteratively removing items with DIF in subsequent DIF 
analysis of other items but Scott et al., (2010) have concluded that item purification is not 
advisable for scales with a small number of items because it can affect the precision of the 
matching variable. 
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