The velocity-vorticity-pressure formulation of the steady-state incompressible Navier-Stokes equations in two dimensions is cast as a nonlinear least squares problem in which the functional is a weighted sum of squared residuals. A finite element discretization of the functional is minimized by a trust-region method in which the trustregion radius is defined by a Sobolev norm and the trust-region subproblems are solved by a dogleg method. Numerical test results show the method to be effective.
Introduction
An effective means of solving a system of partial differential equations is to minimize a nonlinear least squares functional representing the residuals in a first-order formulation of the equations. The least squares approach has numerous advantages over alternatives, especially when treated by a finite element method. The linear systems are symmetric and positive definite, the least squares functional serves as an error indicator, boundary conditions and more general side conditions are easily satisfied (in a weak sense) by including them in the functional, and a single set of basis functions can be used for all dependent variables; see, e.g., [3, 4, 9] . The standard velocity-pressure formulation of the Navier-Stokes equations involves second-order derivatives which are problematic for a least squares method. For mesh width the O( −2 ) condition number of the differential operator is squared in the least squares functional, and * E-mail: robert.renka@unt.edu the piecewise polynomial finite element approximation space must have square integrable second derivatives, implying continuous first derivatives. The C 1 continuity requirement adds significant complexity to the computational procedure, and is particularly onerous with a three-dimensional domain. Both problems are eliminated by converting the primitive equations to a first-order system. A popular method for this conversion is the velocity-vorticity-pressure formulation introduced in [8] . This formulation was compared with a formulation involving velocity, vorticity, and Bernoulli pressure, and found to have a small computational advantage in terms of requiring fewer iterations or a less accurate initial estimate for convergence in numerical experiments [10] . Our own experiments confirm this observation.
We treat the least squares problem by a trust-region method in which the trust-region radius is defined by a Sobolev norm. With the standard Euclidean norm or a norm associated with a diagonal matrix, the trust-region method is equivalent to the Levenberg-Marquardt method which is a blend of Gauss-Newton and steepest descent; see, e.g., [14] . It was observed in [15] , however, that using a Sobolev norm to define the trust-region radius makes the method equivalent to a blend of Gauss-Newton and steepest descent with a (discretized) Sobolev gradient. It was also shown that the Gauss-Newton method is a gradient descent method with a weighted Sobolev gradient. The key idea is that gradient descent with a Sobolev gradient is well defined in the Sobolev space, while the standard steepest descent method is not. The latter method therefore becomes less effective as the mesh width decreases. We refer to [13] for background on the Sobolev gradient method.
We describe the problem in the following section, and discuss the solution method in Section 3. Section 4 presents test results, and Section 5 concludes the paper.
Least squares minimization problem
In the first subsection below we describe the steady-state Navier-Stokes equations as a boundary value problem in terms of primitive variables with the usual nondimensionalization. In the second subsection we convert the equations to a first-order system involving vorticity along with velocity and pressure. The third subsection describes the least squares problem in the Sobolev space setting.
Steady-state Navier-Stokes equations
The steady-state incompressible Navier-Stokes equations in an open bounded two-dimensional domain Ω with boundary Γ are given by
with boundary conditions
for outward unit normal vector n, where u and denote velocity and static pressure, respectively, f u r u i are given functions, and Γ is partitioned into subsets associated with rigid walls Γ r , inflow Γ i , and outflow Γ o . If there is no outflow boundary, the pressure is determined only up to an arbitrary additive constant, and must be normalized by an additional constraint such as a zero value at a point or a zero mean value. Otherwise conservation of mass requires
The complexity of flow is characterized by the Reynolds number Re = 1/ν, where ν is proportional to the kinematic viscosity in nondimensionalized form. We refer to [2, 
Velocity-vorticity-pressure formulation
In order to gain the advantage of symmetric positive definite linear systems, we will treat the problem by a least squares finite element method rather than the more common Galerkin mixed finite element method which leads to saddle-point systems and compatibility constraints on velocity and pressure; see, e.g., [16] or [12] . To avoid squaring the condition number, we must first convert the equations to a first-order system. This entails the expense of additional degrees of freedom but avoids the need for C 1 functions in the finite element discretization. A popular method for converting the system is to introduce the vorticity ω = ∇ × u, where we take ∇ × u to mean the (scalar) third component of the vector cross product. The vorticity has physical significance and may be needed by the application. This choice also minimizes the increase in the number of degrees of freedom. Using the continuity equation ∇ · u = 0, we have ∇ × ω = −∆u. We thus replace (1) by the velocity-vorticity-pressure formulation
Note that ω × u = u · ∇u − ∇( u 2 /2), where u 2 /2 is the dynamic pressure. We denote the total pressure or Bernoulli pressure by = + u 2 /2. Then we have the alternative velocity-vorticity-Bernoulli-pressure formulation defined by (6)- (7), and
We retain the boundary conditions (2)-(4).
Nonlinear least squares functional
The usual procedure for least squares treatment of a first-order system of nonlinear equations is to linearize the equations by a Newton iteration or fixed-point iteration, and solve a linear least squares problem at each step; see, e.g., [10] . If a Newton iteration is used, the method is equivalent to applying a Gauss-Newton method to find a zero of the gradient of the nonlinear functional associated with the sum of squared residuals. Our approach is to start with the nonlinear least squares functional and seek a zero of its gradient by a trust-region method. This is generally more robust than a Gauss-Newton method and allows the additional flexibility of switching from the Gauss-Newton approximation of the Hessian to the actual Hessian when close enough to the solution that the Hessian is positive definite. The switch to a Newton iteration can provide a substantial improvement in efficiency when high accuracy is needed.
The least squares functional is a weighted sum of squared norms of the residual components. For momentum equation (8) and boundary conditions (2) and (3) involving specified velocity, the ADN theory [1] indicates that the appropriate choice of norms for obtaining optimal approximation of all variables results in the functional
for u ∈ H 2 (Ω) 2 , ω ∈ H 1 (Ω), and f ∈ L 2 (Ω) 2 [6] . The requirement for velocity components in H 2 (Ω), however, implies a C 1 finite element space which, as previously noted, is impractical. Deang and Gunzburger therefore recommend simulating · H 1 (
(Ω) for mesh width . They also suggest weighting the momentum equation by the Reynolds number 1/ν and weighting (7) by a constant in order to allow enhancement of mass conservation. We thus have a mesh-dependent functional
for > 0. The idea of replacing the H 1 norm by a mesh-dependent norm, along with the Stokes analog of (10) first appeared in [3] . In order to accommodate a nonuniform grid, which is required for the efficient treatment of boundary layers if not for the geometry of the domain Ω, our implementation allows to vary locally (with each element).
Note that with the modest assumptions on smoothness of the boundary of Ω required by Sobolev embedding theorems, a product of two H 1 functions is in L 2 but a product of an H 1 function and an L 2 function is not necessarily in L 2 (Ω). Hence (10) is well defined for H 1 velocity, but with the nonlinear term ω × u replaced by u · ∇u, it is not well defined. The alternative form of the momentum equation (5) would appear to require again u ∈ H 2 (Ω) 2 , and since we obtained better numerical performance with the velocity-vorticity-pressure formulation, we prefer (5) to (8) . An alternative to (9) which reduces the regularity requirement on the solution space and achieves the same balance among the residual components can be constructed by employing the H , we obtain an expression similar to (10):
This expression, while not well-defined for all u ∈ H 1 (Ω) 2 , should be a good choice for piecewise polynomial finite element approximations. Let V be a conforming finite element subspace of
(Ω) 12 , and
where u = ( ) and U = ( ω ). Note that, in a departure from standard notation, we omit superscripts at the elements of V . Throughout the remainder of the paper U = ( ω ) will denote a finite element approximation. We also omit the subscript at J . Now, with
where
The problem is to find a critical point of J that satisfies the boundary conditions (2)-(4). We require an initial solution estimate U 0 ∈ V that satisfies the boundary conditions, and we restrict perturbations to the linear subspace V 0 ⊂ V associated with homogeneous boundary conditions u r = u i = 0 so that U 0 + δU coincides with U on the boundary for all δU ∈ V 0 .
Gradient descent and trust-region method
In this section we describe our method and its MATLAB implementation. An important aspect of the Sobolev gradient method is that a boundary value PDE can be treated as an initial value ODE in a Sobolev space,
A discretization of this ODE results in a gradient descent iteration
where ∇J : V → V 0 denotes a gradient operator which depends on the metric (inner product) for V 0 . The inner product may depend on the current approximation U , resulting in a variable metric method, but consider first the standard
From (11) we also have
for all δU ∈ V 0 . In order to express the meaning of (13) in more familiar terms, note that J (U) is also represented by a gradient
(Ω) then we can integrate by parts on both sides of (13) to obtain
Note that, in general (14) and (15) are satisfied only in the weak sense of (13) but these equations are representative of the computational procedure with the gradients ∇ 0 J(U) and ∇ S J(U) taken to be vectors.
There are two ways to interpret (15) 
is a smoothing operator which constructs the Sobolev gradient by adding two orders of differentiability to the L 2 gradient. Secondly, ∇ 0 J(U) = 0 is a system of equations, and ∇ S J(U) = 0 is the corresponding preconditioned system, with preconditioner D * D as an approximation to the Hessian of J at U,
A better approximation to the Hessian is obtained by omitting the second term involving second partial derivatives of the residual components. This is the symmetric positive semidefinite Gauss-Newton approximation H GN (U).
To make these ideas more precise, we define four inner products corresponding to four types of iteration (12): ordinary steepest descent, the standard Sobolev gradient method, a Gauss-Newton iteration, and a Newton iteration. The last two cases correspond to weighted Sobolev inner products with H GN (U) and H N (U) as weights. The four bilinear forms on V 0 are
, and denote the Euclidean gradient of J(U) by E(U) ∈ (R N ) 4 . The components of E are projections of the gradient onto the basis functions
where {e ν } 4 ν=1 is the standard basis for R 4 , and the gradient ∇J(U) is defined by the choice of inner product · · . Substituting ∇J(U) = N =1 G φ into (17) results in a linear system of order 4N,
where the subscript * is defined by (16) . Note that L * and E must be modified to preserve the homogeneous boundary conditions required by elements of V 0 . The blocks of E are projected onto the appropriate subspaces of R N , and the corresponding rows and columns of L * are set to those of the identity matrix. For inner products (16a) and (16b), L * is independent of U and is block diagonal with uncoupled diagonal blocks so that (18) corresponds to four systems with order-N matrices that differ only to the extent the boundary conditions differ.
The spatial discretization of (12) with nodal values in place of functions and step-size ∆ = 1 has the form
The Levenberg-Marquardt method corresponds to a blend of the Gauss-Newton and ordinary
for λ ≥ 0. We prefer a blend of Gauss-Newton (or Newton) and the Sobolev gradient method,
Now consider the trust-region problem of minimizing the quadratic functional
where H is a symmetric positive definite approximation of the Hessian of J at U (Jacobian of E(U )) with the boundary condition modifications, the Sobolev norm · S is defined by (16b), and ∆ is the trust-region radius. As shown in [15] , a solution d = U +1 − U of this trust-region problem with H = L GN (the discretization of H GN ) satisfies (19) for some λ ≥ 0 implicitly defined by ∆, with λ = 0 if the constraint is not active. We use [14, Algorithm 4.1] to adjust the trust-region radius at each step. The ratio of the reduction of J relative to the reduction predicted by the quadratic model is 
and d is the unconstrained minimizer of in the (Sobolev)
The dogleg path intersects the trust-region boundary at most once, and the point of intersection is easily computed (as the largest of the two roots of a quadratic equation in the step size when it lies on the second leg).
We employ a triangulation with 6-node quadratic finite elements for all functions. The least squares functional and its gradient and Hessian are evaluated by a 3-point Gaussian quadrature rule, exact for polynomials of degree up to 2 and having error O( 3 ). For N vertices in the triangulation there are approximately 3N edges and hence 4N nodes (degrees of freedom per function), while the number of quadrature points is 3N ≈ 6N for N triangles. The systems are therefore overdetermined, and computed solutions depend on the weights W and the choice of in particular. Jiang avoids this dependence on weights by using underintegration with 1-node quadrilaterals [9] . We prefer the flexibility of triangle-based elements, but we encountered some loss of accuracy associated with insufficient weight on the continuity equation with the large Reynolds number. We elaborate on this in the next section.
The mass matrix L 0 and discretization L S of D * D involve products of quadratic basis functions and therefore require a quadrature rule that is exact for polynomial degree up to 4 in order to ensure invertibility. We use a 7-point rule, exact for degree up to 5 to evaluate these matrices. The mass matrix is used to compute an initial estimate of vorticity ω = ∇× u 0 for initial velocity u 0 when a better initial estimate is not available.
Test results
In our initial implementation we solved the linear systems for d in (20) by a preconditioned conjugate gradient method. A comparison of preconditioning methods is presented in the second subsection below. A scaled Sobolev preconditioner was found to be effective but the conjugate gradient iteration counts were quite large, particularly in the case of large Reynolds number, and we obtained better results using the MATLAB sparse Cholesky factorization with preordering by the approximate minimum degree algorithm. With this change in the code the cost of solving linear systems decreased from about 10 % to less than 2 % of the cost of each descent iteration (which is dominated by the cost of computing the Hessian or Hessian approximation). Test results for this method are described in the first subsection.
MATLAB direct solver method
We tested the method on the lid-driven cavity represented by the unit square Ω = [10] for dealing with these singularities, the domain was uniformly partitioned into an N by N grid of squares, and then the top layer was further partitioned into a layer of height 75/N and a layer of height 25/N as the new topmost layer. Each rectangular cell was then partitioned into a pair of triangles.
We tested with two grids: N = 50 with the sequence of Reynolds numbers Re = 100 400 1000, and 1500, and N = 100 with Reynolds numbers Re = 100 400 1000 3200, and 5000. We used a simple continuation method in which the solution for each value of Re served as initial estimate for the run with the succeeding value. The first run on each grid used initial velocity (1 0) on the top boundary, and (0 0) at the remaining vertices, initial pressure = 0, and initial vorticity computed as the curl of the initial velocity. The weight on the continuity equation was = 10, except in the case of Re = 3200 and 5000, where we needed more weight as noted below.
In order to assess the accuracy of our computed solutions we plotted the graph of horizontal velocity as a function of on the vertical centerline = 5, along with marker symbols representing selected data values from Ghia et al. [7] . Solutions on the coarse grid (N = 50) matched the data at least up to Re = 1000 as demonstrated in Figure 1 . For the finer grid our computed solutions appeared to be accurate up to Re = 1000, but there was a severe loss of accuracy at Re = 3200 as shown in Figure 2 . We more nearly matched the data by increasing the weight to 1000, resulting in the graph depicted in Figure 3 . For the case Re = 5000 we used = 10 4 with results similar to those of Figure 3 . . The code provides for a fallback to Gauss-Newton if an indefinite Hessian is encountered, but this never occurred in our tests. Table 1 contains iteration counts and execution times for each (N Re) pair. The headings are defined as follows: N is the number of cells horizontally defining the mesh width as = √ 2/N except in the top layer; Re is the Reynolds number; Iterations is the total number of descent steps; GN and Newton are Gauss-Newton and Newton iteration counts; and Time is the execution time in minutes on an Intel Core i7-920 2.66 GHz processor running MATLAB version 7.11 (R2010b). Execution times are elapsed times required for the entire run, including the startup time for reading and validity checking the input data. We also tested an implementation based on the formulation involving Bernoulli pressure and found it to be slightly but consistently less efficient for the driven cavity problem. The grid has 3012 triangles and 6194 nodes and was obtained by a uniform refinement of a 753-triangle grid. The boundary conditions were u = (0 0) on the disk boundary, and u = (1 0) on three sides of the rectangle, with the right side as an outflow boundary. The initial velocity was (0 0) except where the boundary values (1 0) were specified, the initial pressure was = 0, and the initial vorticity was computed from the initial velocity. Pressure contours for the computed solution with Re = 150 are depicted in Figure 5 . The solution required 33 iterations (27 Gauss-Newton, 6 Newton) and 1 47 minutes on the coarse grid, and 15 additional iterations (6 Gauss-Newton, 9 Newton) for a cumulative total of 5 81 minutes on the coarse and fine grids. Note that, unlike the lid-driven cavity problem in which the two grids were treated independently, we used the coarse-grid solution as initial estimate for the fine-grid problem in this case.
To test the advantage of allowing the switch to Newton's method, we ran the test with the switch disabled. This resulted in 41 Gauss-Newton iterations and 1 93 minutes on the coarse grid, and 30 iterations for a total of 10 15 minutes on the coarse and fine grids. These runs were done on a MacBook Air running MATLAB version 7.13 (R2011b).
As a final test we constructed a grid with 4736 triangles and 9952 nodes surrounding an NACA 4412 airfoil. The boundary conditions and initial values were the same as in the circular disk test. Figure 6 depicts the pressure contours computed with Re = 1000. The computation required 9 iterations (5 Gauss-Newton, 4 Newton) and 10 43 minutes. With the Newton iterations disabled, the iteration count was 24, requiring 26 67 minutes. The nonuniform grids were generated by an OpenGL code available from the author.
Preconditioned conjugate gradient method
The Sobolev preconditioner involves the discretization L S of D * D. This is the best constant approximation to the Hessian of J, retaining the zero structure and dependence on mesh width. We used sparse Cholesky factorizations of the blocks of L S , computed only once, so that the cost at each conjugate gradient iteration was that of eight order-N sparse triangular backsolves. Recall that the least squares functional J(U) was chosen to approximate
With fixed constants ν and the corresponding expression for the linearized equations is norm equivalent to
A preconditioner that is spectrally equivalent to the Hessian of a discretization of J −1 (u ω ) would therefore involve first partial derivatives of u but not of ω or :
and mass matrix M (discretization of I). This method, however, was found to be less effective than the use of L S = diag (K K K K ), even for ν = 1. Since we approximated the squared H −1 norm by scaling the squared L 2 norm by 2 , it seems reasonable to approximate the mass matrix by scaling the stiffness matrix by 2 , resulting in preconditioner (K K 2 K 2 K ), and this scheme was indeed found to be extremely effective for ν = 1. In the more general case, however, the scaling was less effective than no scaling at all. A method we found effective is based on inspection of the diagonal blocks of H GN :
The third diagonal block (which involves partial derivatives of r with respect to ω) has components with magnitude O(1/ 2 ) while the other three blocks have components with magnitude 1/ν 2 . We therefore scaled the third block of L S by (ν/ ) 2 :
This choice was found to be optimal in our testing. Note that the imbalance in the scaling of blocks of H GN does not occur with the alternative first-order formulation using total pressure, and the best choice of preconditioner would be different in that case.
We ran tests on the lid-driven cavity with N = 25 and continuation on the sequence of Reynolds numbers Re = 100 400 700 1000. Convergence of the conjugate gradient iteration was defined by an upper bound of 0 5 × 10 −5 on the Euclidean norm of the residual relative to that of the right hand side. Table 2 displays conjugate gradient iteration counts averaged over the outer Newton/Gauss-Newton iterations for each Reynolds number and each of three methods: scaled Sobolev preconditioning, unscaled Sobolev preconditioning, and Jacobi (diagonal) preconditioning. The ratios Unscaled/Scaled increase from about 2 to 10 as Re increases, while Jacobi/Scaled remains constant at about 2 5. Since application of the Jacobi preconditioner is cheaper than that of the Sobolev preconditioner, the latter does not have a significant advantage for this problem. In the case of Re = 1 we obtained the following iteration counts: 146 for diag (K K 2 K 2 K ), 693 for diag (K K K K ), and 1337 for diag (K K M M). Additional testing produced similar results, indicating that use of the mass matrix is not effective, but its approximation by scaling is effective in this case and probably in the case of the Stokes equations.
Conclusion
We have formulated the steady-state incompressible Navier-Stokes equations as a nonlinear least squares problem, and shown that the problem is effectively treated by a Sobolev-metric based trust-region method in which a dogleg method is used to solve the trust-region subproblems. This Sobolev trust-region method is a finite-dimensional emulation of a gradient system which is analyzed for existence, uniqueness, and asymptotic convergence in [11] . Test results were presented for the standard lid-driven cavity problem, flow past a circular disk, and flow past an airfoil. By treating the nonlinear least squares problem rather than beginning with linearization of the equations, we were able to combine Newton iterations with Gauss-Newton iterations, resulting in a significant gain in efficiency. The use of the Sobolev trust region makes the method quite robust. We have thus demonstrated the effectiveness of the Sobolev gradient method for treating a nonlinear least squares formulation of a system of PDEs.
