Abstract-This paper addresses the impact of Quality of Service on resource requirements in networks that implement exclusive bandwidth allocation, such as IntServ. The paper proposes a framework for pricing flows based on the impact of their reservations on the resources for which the network must be provisioned. The developed framework is analytical and is based on the economies associated with aggregating vs. segregating exclusive bandwidths that cater to customers demanding a specified Quality of Service.
INTRODUCTION
The Internet was initially designed as a best-effort network in which all user traffic is treated equally. However, the diversity of application demands and users' willingness to pay have made it imperative to develop techniques for providing a certain level of assurance of resource availability based on application or user requirements. This has stimulated the development of Quality of Service (QoS) techniques such as the Integrated Services architecture (IntServ) [1] , the Differentiated Services architecture (DiffServ) [2] and Multi-Protocol Label Switching (MPLS) [3] .
While a significant research effort has been put in the design of QoS mechanisms, no such attention has been given toward understanding the cost of guaranteed resource availability and its effect on service pricing. This has resulted in pricing schemes that do not necessarily map the cost to the price of providing the service. Various pricing schemes have been proposed ranging from the simplest flat-rate pricing [4, 5] to more sophisticated techniques such as usage-based pricing [6] , priority based pricing [7, 8] and congestion-based pricing [9, 10] .
Rather than proposing a specific pricing scheme, the purpose of this paper is to understand the actual cost of offering guaranteed resources to specific flows under different scenarios of traffic characteristics and to provide a framework that can be deployed in designing the appropriate pricing scheme depending on the traffic pattern in the target network. As shown in [11, 12] , the performance of shared communication channels is improved when traffic flows having disparate parameters (packet size and arrival rate) are segregated. Similarly, the performance for homogeneous flows is improved when these flows are aggregated. As a result, it is expected that aggregating heterogeneous flows or segregating homogeneous flows would impose some penalty. In the former case, the penalty occurs in the form of higher delay and jitter. In the latter case, the penalty occurs in the form of inefficient usage of bandwidth. In this paper, the IntServ QoS model will be used to study the effect of bandwidth reservation. IntServ uses the RSVP protocol to allocate bandwidth for each flow upon connection setup. The delay and jitter performance are compared before and after reservation to calculate the additional cost incurred on the network. In order to obtain tractable result, the M/M/1 queueing model is used for most of the analytical work. While the M/M/1 model facilitates simple calculations, it has been shown that selfsimilar stochastic models provide more accurate characterization of the Internet traffic [13] [14] [15] [16] . Some insights into the M/G/1 model are therefore provided in the appendices. The M/M/1 analyses are still necessary because they provide closed form representations that give better understanding of the cost requirements. In addition, it has been shown that the M/M/1 model is still applicable in heavy loaded networks [17] .
The reminder of this paper is organized as follows: Related studies on pricing models are reviewed in Section II. The IntServ model is briefly described in Section III with emphasis on the Controlled Load (CL) service class. The economies of scale of segregation versus aggregation of flows are reviewed in Section IV. Sections V and VI provide delay and jitter analysis, respectively, for segregated versus aggregated homogeneous flows sharing a common pool of bandwidth. The results obtained in Sections V and VI are then used to derive the proposed pricing framework in Section VII. Finally, the summary and conclusions are presented in Section VIII.
II. RELATED WORK
The subject of pricing of network services has been studied from different perspectives in the literature. In [5] , three different network design approaches have been compared. The first approach is to separate traffic based on the application demands into two distinct networks, regular and premium. The second approach is to combine all traffic into a single network that provides a uniformly high QoS for all types of traffic with flat rate pricing. The third approach is to provide a single network that combines all types of traffic but provides differentiated QoS. The paper concluded that the uniformly high QoS, flat-rate, approach is the most efficient one. The simplicity of this approach is said to pay for its extra cost. A more recent study [4] on flat-based versus usage-based pricing suggests a similar result. This study, however, is more focused on the web hosting market, both from the user and provider prospective. Another approach, based on the auction mechanism, is proposed in [7] . In this approach, the network offers a set of priority levels. The users submit their bids on how much they are willing to pay for the desired QoS level. The network then distributes the priority levels among users proportionally to their bid values.
A commonly used pricing scheme is congestion based pricing [10] . In this scheme, the price is adjusted according to the congestion status of the network. Typically, a higher price is charged when there is more congestion. One objective of this scheme is to encourage users to reduce their transmission demands during peak periods. The interval between pricing changes is an important parameter in congestion based pricing. An interesting result of [10] is that very small pricing intervals are required to provide appropriate congestion control for self-similar traffic networks due to the high fluctuations of traffic parameters.
The increased popularity of the Internet has been largely driven by its flat rate pricing. The introduction of QoS with usage based pricing might discourage users who prefer fixed charges or those who don't need QoS. To address this problem, a two-part tariff scheme has been explored in [6] . In this scheme, users can continue to pay only flat rate for basic, best effort traffic. Additional variable charge is incurred only for using the premium QoS class of traffic. The flat rate and two-part tariff schemes are compared using simulation analysis. It is shown that flat rate pricing can be more profitable to the service provider when the flat price is set to a value that is close to the fixed part of the two-part tariff. On the other hand, the two-part tariff can be more profitable if the fixed part is constrained to be lower than the flat rate price [6] .
In this paper, we provide a framework that covers a wide range of traffic scenarios. The flexibility of the twopart tariff scheme makes it more suitable to the proposed framework. The focus in this paper is on determining the criteria on which the variable part in the price is calculated.
III. THE INTEGRATED SERVICES ARCHITECTURE
The Integrated Service architecture [1] was developed by the IETF in the early 1990s to support the requirement of real-time applications. It is one of the first attempts to support QoS over the Internet [18] . IntServ is considered as a micro-level QoS model because it operates on a perflow basis. It is also considered as a hard QoS model because it requires end-to-end reservation of resources on each router along the path prior to data transmission [19] . Additionally, each router has to keep track of active flows during the lifetime of the connections.
Application Classes
IntServ classifies applications into three main categories [20] :
Elastic applications which can tolerate a wide range of data rates, delays and packet losses. Examples include email, File Transfer Protocol (FTP), Domain Name Service (DNS) [21] . Tolerant real-time applications which can tolerate some packet loss and limited delay. Multimedia streaming applications and Internet gaming applications fit into this class. Intolerant real-time applications such as voice and video conferencing. They have stringent bandwidth, delay and jitter requirements.
Service Classes
The IntServ architecture defines two service classes to accommodate the different application classes. Besides the default best effort behavior, which is suitable for elastic applications, the following service classes are defined [20] :
Controlled Load service (CL) class. This class emulates the behavior of a network with no or light load. It is intended to be better than best effort but can still have some occasional delay or packet loss. This service class is suitable for tolerant real-time applications. Guaranteed Service (GS) class. This class provides strict bounds on bandwidth and delay. It is intended for intolerant real-time applications. The analysis of this paper addresses the effect of implementing the CL class on other flows using the same communication channel.
IV. ECONOMIES OF SCALE OF SEGREGATED AND AGGREGATED FLOWS
The economic advantage of aggregating or segregating flows depends highly on the diversity of the parameters of those flows. In general, the economies of scale imply that when several flows share a common pool of bandwidth, the required bandwidth will be lower than the total bandwidth required to achieve the same performance if each flow is allocated an exclusive bandwidth. Previous studies have shown that this aggregation advantage diminishes as the disparity between the average packet sizes of the individual flows increases, if the utilization of the communication channel (or the total bandwidth remains constant?) is to be kept the same [22, 23] . A more efficient approach has been proposed in [11, 12] in which flows with closer average packet size are grouped into fewer number of channels. The analysis in [11, 12] has been performed on several queueing models, including M/G/1 and G/G/1 queues. Comparable results were obtained from all queue types. Figure 1 shows the relationship between the delay and the disparity of the average packet sizes of flows.
V. DELAY ANLYSIS Suppose homogeneous traffic served by an M/M/1 queuing system is split into n flows on a random basis. Each flow will have the same mean service time and will be identically distributed with Poisson arrivals [24] and exponential service times (Appendix A). In particular, if the distribution of the overall traffic is such that each arrival has an identical probability of falling in any one of the n flows, the utilization of all sub-channels will be the same. As discussed in Section IV, the segregation of traffic into separate channels improves the weighted mean delay when the different flows have disparate mean packet sizes. This is not the case, however, when the traffic is homogenous [25] . Table 1 summarizes the symbols used in this paper. We can formalize the split of traffic into n sub-channel as follows. Note that the suffixes 1,2,…,n represent each of the n channels into which traffic is distributed with identical probability. Thus, 1 2 n
The mean delay for the combined system, that includes the waiting time and the service time, is calculated as:
where,
For each sub-channel i, the mean delay is given by:
Comparing (5) and (7), we can see that:
In other words, the mean delay of n identically distributed M/M/1 systems is n times that of a single M/M/1 system serving the summation of the traffic using a bandwidth that is the sum of all the individual channels. This result is also valid for M/G/1 queues as shown in Appendix B.
VI. JITTER ANALYSIS
Jitter plays an important role in the quality of real-time traffic, such as voice or video communications. The mean opinion score (MOS) of telephony traffic, for example, is impacted by not only the fixed delay that the transmission system would impose, but also by the variability of delay, namely, jitter [26] . The jitter can be estimated by the variance of the delay [27, 28] . In this part, the variances of the mean delays for the single channel and the n subchannels are compared. The derivation of (9) is provided in Appendix C. Using (9) , the variance of the delay for each subchannel i is calculated as:
Delay comparison between Aggregated (Integrated), Segregated and Hybrid flows [11] . The variance of the combined system is calculated from (9) .
Comparing (9) and (10) :
This shows that the variance, and hence the jitter, is lower by a factor of n 2 in the fully shared system compared to that in the system with separate bandwidth reservation for each of the n flows.
VII. COMPENSATORY PRICING FOR GUARANTEED QUALITY OF SERVICE
The discussion in the previous sections shows that there is a performance penalty imposed by reserving exclusive bandwidth for each flow of traffic. Without such exclusive allocation of bandwidths for specific flows, the service provider is able to provide an average delay that is equal to 1/n times and a jitter that is 1/n 2 times that of the system with equal exclusive bandwidth allocation to each flow.
Individual Resource Requirements
This part provides the derivation required in order to estimate the resources consumed in individually reserved channels against that in a shared bandwidth system.
For the combined system, (5) can be rewritten as:
where = 1 + 2 +…+ n and T is the mean delay per packet Suppose it is required to achieve the same value of T for an individual flow in an exclusive bandwidth-allocated system. It is required to calculate the bandwidth 1 C that satisfies:
Note that /n is the arrival rate of any individual flow. Solving (13) yields:
Dividing both sides of (14) by C yields:
The stability of any queueing system implies that is always less than 1, yielding:
which is equivalent to:
The inequality in (17) is an important result. It shows that the capacity required for each individual flow in a bandwidth-reserved system serving n flows is always more than 1/n times the total available capacity if it is required to achieve the same delay as for a combined, shared-bandwidth system serving the same number of flows with the same total capacity. The exact amount of capacity required can be calculated from (14) .
Applying the same analysis to equate the variance (jitter) of the reserved bandwidth system with that of the bandwidth-shared system, (9) can be rewritten as:
The value of 1 C required to equate the variance should satisfy:
Solving (19) for 1 C yields:
which is the same value obtained in (14) . Equations (14) and (20) together point out the fact that the additional capacity needed to equalize the mean delays is both necessary and sufficient to equalize the variances of the delays of the two systems as well. We note that this is generally not true for systems other than M/M/n. Figure 2 shows channel capacity required by individual flows in order to maintain the same delay in the sharedbandwidth system divided by C/n, where C is the total channel capacity for the system and n is the number of flows. The plot is done for different system loads or utilization factors. The utilization factor is for the system before allocation. It is observed from Figure 2 that the capacity required for each flow to keep the same delay before allocation is higher if the utilization of the system before allocation is lower. This is because the delay is inversely related to the utilization. Therefore, more bandwidth is needed for a flow to match a delay of a lightly loaded shared-bandwidth system. This scenario is a typical implementation of the Controlled Load (CL) service class of IntServ, which emulates the behavior of a lightly loaded best effort system, as discussed in Section III.
Additional Cost Requirements
Whenever a customer or a flow of traffic in a shared system requests an exclusive bandwidth, it is expected that the other customers or flows will be affected. It can be seen from (17) that the separated flow takes more than simply its equal share of the total bandwidth. Thus, the other flows are likely to encounter more delay. In order to maintain the delay for the other flows without excluding some of them, the provider must increase the capacity. The flow requesting exclusive bandwidth should be charged for that increment. This is the main factor in the pricing framework proposed in this paper. Figure 3 shows an overview of the proposed pricing framework with the symbols used in the framework analysis.
In the M/M/1 system, suppose flow number 1 is to be allocated exclusive bandwidth. The additional capacity requirement can be calculated as follows: First, the delay for the remaining n-1 flows is: 
yielding:
Using (14) and (23), the new total capacity 1 C can be calculated as:
The additional capacity 1 x C is therefore equal to:
For each subsequent flow i to be allocated exclusive bandwidth, the procedure can be repeated as follows. The delay for the remaining n-i flows is:
C is determined by solving:
yielding: The new total capacity i C can be calculated as:
where i C denotes the new required capacity of the system after separating all flows from 1 to i. Since all flows are homogeneous, 1 , 2, , i C C i n . Using (14) it can be stated that the additional capacity xi C is therefore equal to:
Thus:
i.e., for each additional flow that requests exclusive bandwidth (equal to 1 C ), the extra capacity that needs to be added to maintain the same delay value for the remaining flows is always the same. The additional system capacity required depends only on the system load . The relation between additional capacity and system load is shown in Figure 4 .
Grouping Multiple Flows
Suppose it is required to combine multiple flows in the allocated channel. This can be done, for example, if a single user is requesting exclusive bandwidth for multiple flows or if the service provider wants to provide guaranteed service on a per-class level rather than perflow level. To maintain the same delay for the reserved channel as the shared bandwidth pool, the previous analysis can be revised as follows: Let g denote the number of flows to be grouped in the reserved channel, as shown in Figure 5 . It is required to calculate the bandwidth g C that satisfies:
Because of the similarity of the flow parameters, the combined arrival rate of the group flow is g /n. Solving (32) yields:
Suppose reserved channels have already been allocated for i flows. The additional capacity required for the grouped g flows can now be calculated as follows: First, the delay for the remaining n i g flows is: 
The new total capacity i g C can be calculated as:
The additional capacity required xg C is:
Interestingly, solving (37) yields: From (31) and (38), it can be seen that allocating exclusive bandwidth for group of flows incurs the same overhead as allocating exclusive bandwidth for a single flow.
Pricing Implementation
As a demonstration of the resource based pricing framework, let's consider the two-part tariff scheme discussed in Section II. In this implementation, there are two types of flows: regular flows that share the common bandwidth pool and premium flows, which request exclusive bandwidth.
The two-part tariff consists of a fixed part which both regular flows pay, and a variable part which only premium flows pay. The key factor in this implementation is to use only the extra capacity incurred by each premium flow to calculate the variable part for the price charged for that flow. Based on the analysis performed in this section, the extra bandwidth overhead xi C added by each flow is the factor to be used for calculating the variable part of the price. Let F denote the fixed part of the price and let R denote the tariff per unit capacity (e.g. bps). A two-part tariff implementation of the proposed pricing framework could calculate the price P i for the flow i as:
In the case where the reserved bandwidth is requested for a group g of flows rather than a single flow, we have shown in (38) that the additional overhead in the analyzed queuing model is the same as the overhead incurred by reserving a channel for a single flow. Thus, if the group of flows belongs to the same user, the pricing can still be calculated from (39). On the other hand, if the flows in the group belong to different users, the variable part of the price should be divided between those users, i.e.:
Using (39) and (40), one can compute the price for requesting exclusive bandwidth. This pricing framework will maintain an acceptable level of performance for all traffic flows in the system.
VIII. CONCLUSION
This paper has presented a new framework for computing the cost of providing identical channels out of a common pool of channels shared among multiple flows. Such a scheme is implemented, for example, in the IntServ system for providing a defined QoS to a set of requesting subscribers. We have shown that exclusive allocation of bandwidth has a performance penalty on delay and jitter. We derived the additional capacity required to maintain the desired performance parameters. The presented framework concludes that flows requesting exclusive bandwidth should be charged in proportion to the overhead incurred by the system if it were to satisfy the requirements of the premium flows, while maintaining the same average delay for other flows. An implementation of the presented framework has been demonstrated using the two-part tariff pricing scheme. Using the framework developed in this paper, a service provider can develop an effective mechanism for establishing tariff for IntServ customers under a wide variety of ambient conditions. APPENDIX A. SERVICE TIME DISTRIBUTION OF A QUEUE COMPOSED OF COMBINING INDIVIDUAL QUEUES Suppose X is a random variable representing the packet size of the shared combined queue. X i (i=1,…,n) represents the packet size of the individual queue i. We have: 
Since X 1 , X 2 , …, X n are of the same distribution and have identical mean and statistical properties. Then:
Substituting in (41) 1 1 Pr Pr
From (43), it can be stated that:
i.e., the combing multiple flows of traffic with identical packet size distributions result in a system with the same packet size distribution. Since the service time is simply the packet size divided by the channel capacity which is constant. The same can be said about the distribution of the service time.
APPENDIX B. DELAY ANALYSIS FOR M/G/1 QUEUEING SYSTEMS
The service time is determined from the packet size divided by the channel capacity. Thus, if X represents the packet size, then S =X/C is the service time for the combined queue and S i =X i /(C/n) is the service time for the individual queue. Using the proof in Appendix A, the distributions X and X i are identical.
From the basic statistics: 
The variance of the service time for individual queues is n 2 times greater than the combined queue when the bandwidth is equally split between them. This result is independent of the distribution of the packet size (or the service time). 
For all individual queues i, the delay T i is calculated as: 
This shows that the mean delay for the individual queues is n times greater than the mean delay for the combined queue if the total bandwidth is equally shared and all packet sizes have the same mean. This result is valid for M/G/1 queues regardless of the distribution of the packet sizes (or service times) provided that the service time variance has a finite value. 
Using these equations, the variance of the system delay can be calculated as follows: 
