Abstract This paper develops efficient ensemble Kalman filter (EnKF) implementations based on shrinkage covariance estimation. The forecast ensemble members at each step are used to estimate the background error covariance matrix via the Rao-Blackwell Ledoit and Wolf estimator, which has been specifically developed to approximate highdimensional covariance matrices using a small number of samples. Two implementations are considered: in the EnKF full-space (EnKF-FS) approach, the assimilation process is performed in the model space, while the EnKF reduce-space (EnKF-RS) formulation performs the analysis in the subspace spanned by the ensemble members. In the context of EnKF-RS, additional samples are taken from the normal distribution described by the background ensemble mean and the estimated background covariance matrix, in order to increase the size of the ensemble and reduce the sampling error of the filter. This increase in the size of the ensemble is obtained without running the forward model. After the assimilation step, the additional samples are discarded and only the model-based ensemble members are propagated further. Methodologies to reduce the impact of spurious 
Introduction
The ensemble Kalman filter (EnKF) is a sequential Monte Carlo method for state and parameter estimation with nonlinear dynamical models (Evensen 2003) . EnKF methods have gained wide popularity due to their theoretical formulation and relative ease of implementation (Gillijns et al. 2006) . The main idea behind these methods is to represent the background error statistics of any model state x ∈ R n×1 :
by an ensemble of model realizations:
where x b ∈ R n×1 is the background state, B ∈ R n×n is the background error covariance matrix, n is the dimension of the model state, x b[i] ∈ R n×1 is the ith ensemble member for 1 ≤ i ≤ N, and N is the number of ensemble members. The true moments of the background error distribution Eq. 1 are then approximated by the empirical moments of the ensemble (2):
and
where
and ⊗ denotes the outer product between two vectors; 1 N is the N-dimensional vector whose components are all ones. In operational data assimilation, the model dimension is typically much larger than the ensemble size (n N). As a consequence, Eq. 3b is rank-deficient and spurious correlations between distant model components are present. Localization methods are performed on Eq. 3b in order to attenuate long-distance correlations (Chatterjee et al. 2013; Cheng et al. 2010; Hollingsworth and Lonnberg 1986) . In general, two equivalent localization methodologies (Sakov and Bertino 2011) are popular in the context of data assimilation: direct covariance localization and domain localization. Direct implementation of the covariance matrix localization in realistic models is impractical since it requires the explicit representation of the entire sample covariance matrix (3b). In domain localization methods, a local box of radius r is built around each model component and the information within such sub-domain is used in order to assimilate local observations (Ott et al. 2004) . By doing this, distant observed components have zero contributions to the local innovation vectors. However, in operational data assimilation, observational grids are commonly sparse and/or observed components are unevenly distributed onto the observational network. Thus, when large values of r are used (i.e., to account for observations within the local boxes) the local innovations can still be impacted by spurious correlations.
In this work, we replace the sample covariance matrix Eq. 3b with an accurate and well-conditioned estimate of B. We define the proposed estimator as follows:
where T ∈ R n×n is known as the target matrix and γ ∈ [0, 1]. The selection of T is based on knowledge about the background error correlations. However, in the absence of prior information about the structure of B, T can be chosen to be the identity matrix, or a diagonal matrix whose diagonal elements are all equal to the trace of P b scaled by the dimension n. The optimal value of γ can be found via shrinkage covariance matrix methods that are developed to estimate high-dimensional covariance matrices from a small number of samples (Ledoit and Wolf 2004) . In this manner the, shrinkage methods decide automatically the contributions of T and P b used to build B. These methods have been successfully implemented in the context of data assimilation for parameter estimation in non-linear models (Elsheikh et al. 2013) .
The remaining part of the paper is organized as follows. Section 2 reviews ensemble based data assimilation and shrinkage covariance estimation. In Section 3, the two novel implementations of the ensemble Kalman filter based on shrinkage covariance estimation are proposed. Experimental results making use of a quasi-geostrophic model are given in Section 4. Section 5 summarizes the conclusions of this work.
Background
In this section, we review relevant concepts with regard to shrinkage covariance estimation and ensemble based methods in sequential data assimilation.
Covariance estimation
Many problems in science and engineering require an estimate of a covariance matrix and/or its inverse, where the matrix dimension n is large compared to the sample size N. Different applications ranging from variational (Cheng et al. 2010; Hoelzemann et al. 2001 ) to sequential (Chatterjee et al. 2013; Zupanski 2009 ) data assimilation rely on accurately estimated covariance matrices.
Let {s 1 , s 2 , . . . , s N } be a sample of independent identical distributed n-dimensional Gaussian vectors
A common approach is to estimate Q ∈ R n×n by the sample covariance matrix C s
C s is the maximum likelihood estimator when it is invertible (Ledoit and Wolf 2004) . However, under the condition n N, this is not the case. The simpler thing to do in order to deal with the rank-deficiency of C s is to impose some structure (i.e., localization in ensemble based methods). However, in the absence of prior information about the true structure of Q, C s will poorly describe the correlations between different components of the samples {s i } 1≤i≤N . In order to improve estimation of covariance matrices, many methods have been proposed in the literature based on tapering procedures (Cai et al. 2010; Chen et al. 2012) , minimizing the log-determinant divergence (Ravikumar et al. 2011) , and greedy methods (Johnson et al. 2012) . Another class of well-conditioned estimators is based on shrinkage approximations (Farebrother 1978; DeMiguel et al. 2013; Couillet and Matthew 2014; Park 2014; Bickel and Padilla 2014; Fisher and Sun 2011) . These approximations express the estimated covariance matrix as a weighted average of some target matrix T ∈ R n×n and the empirical covariance matrix (5). To better understand this assume that the components of s i are uncorrelated for 1 ≤ i ≤ N. A simple estimate of Q is given by
where I n×n is the identity matrix in the n-dimensional space. Note that this structure will reduce the variance but will increase the bias when the diagonal assumption is not fulfilled. A reasonable trade-off is achieved by the shrinkage of C s towards T and provides the followng class of estimators
where γ ∈ [0, 1]. The problem is then reduced to find an optimal value for γ in which the squared loss
is minimized, where • F denotes the Frobenius norm. There are many shrinkage-based estimators derived from the minimization of Eq. 7 subject to Eq. 6. We restrict our exploration to three well-accepted methods: the Ledoit and Wolf estimator (Ledoit and Wolf 2004) , the Rao-Blackwell Ledoit and Wolf estimator (Chen et al. 2010) , and the oracle approximating shrinkage estimator (Chen et al. 2010; Chen et al. 2011) . The distribution-free Ledoit and Wolf (LW) estimator (Ledoit and Wolf 2004) has been proven more accurate than the sample covariance matrix and some estimators proposed in finite sample decision theory. Moreover, it is better conditioned than the true covariance matrix (Ledoit and Wolf 2004) . The optimal γ value proposed by this estimator is
and the LW estimator C LW is obtained by using γ LW in Eq. 6. The Rao-Blackwell Ledoit and Wolf (RBLW) estimator (Chen et al. 2011; Chen et al. 2010) provably improves the LW method in a square loss sense under Gaussian assumptions. The motivation of this estimator is that, under Gaussian assumptions, all the information required in order to get a well-conditioned estimate of Q is contained in C s . The proposed value for γ is
and the corresponding estimator C RBLW is obtained by replacing Eq. 9 in the Eq. 6. In addition, in (Chen et al. 2011, Theorem 2) , it is proven that
which rigorously shows the RBLW estimator to be a better approximation of Q than the LW estimator under the Gaussian assumption. All the estimators presented in this section provide wellconditioned approximations to the unknown covariance matrix Q. We center our attention on the RBLW estimator since in high dimensional problems, such those found in data assimilation, this estimator can be implemented easily, and under the Gaussian assumption it provides better approximations than the LW estimator.
Sequential data assimilation methods
Ensemble data assimilation methods are widely used in applications to weather, oceanography, and climatology (Zupanski 2009 ). These methods represent the background error statistics by the empirical moments of the ensemble (2). The trajectory of each ensemble member and the dispersion of the overall ensemble around the background state provide meaningful information about the background error distribution (1). One of the most important advantages of ensemble DA is the flow-dependent forecast error covariance matrix (Buehner 2005) . Two ensemble-based implementations are widely used: the stochastic ensemble Kalman filter and the ensemble square root filter.
The stochastic formulation of the ensemble Kalman filter (EnKF) (Gillijns et al.2006; Evensen 2006 Evensen , 2003 performs the assimilation of a given observation y ∈ R m×1 by applying the Kalman filter equations to each ensemble member. In matrix form:
where R ∈ R m×m is the data error covariance matrix, m is the number of observed components from the model state, H : R n → R m is the observational operator, the innovation matrix is:
and the columns of Y s ∈ R m×N are formed by perturbed observations:
The use of perturbed observations Eq. 12 in the analysis provides asymptotically correct analysis-error covariance estimates for large ensemble sizes and makes the formulation of the EnKF statistically consistent (Whitaker and Hamill Thomas 2002) . However, it also has been shown that the inclusion of perturbed observations introduces sampling errors in the assimilation (Poterjoy et al. 2014; Anderson 2012) . One of the important problems faced by current ensemble-based methods is due to spurious correlations between distant components in the physical space, which leads to spurious analysis corrections. Better approximations of the background error covariance matrix are proposed in the literature in order to alleviate this problem. A traditional approximation of B is the Hollingworth and Lonnberg method (Hollingsworth and Lonnberg 1986) in which the difference between observations and background states are treated as a combination of background and observations errors. However, this method provides statistics of background errors in observation space, and requires dense observing networks (not the case in practice). Another method has been proposed by Benedetti and Fisher (Benedetti and Fisher 2007 ) based on forecast differences in which the spatial correlations of background errors are assumed to be similar at 24 and 48 h forecasts. This method can be efficiently implemented in practice; however, it does not perform well in data-sparse regions, and the statistics provided are a mixture of analysis and background errors. Another way to reduce the impact of spurious correlations is based on adaptive modeling (Lermusiaux 2007) . In this context, the model learns and changes with regard to the data collected (i.e., parameters values and model structures). This allows to calibrate, in time, the error subspace rank (i.e., number of empirical orthogonal functions used in the assimilation process), the tapering parameter (i.e., radius of influence of observed components), and the ensemble size, among others. Yet another method based on error subspace statistical estimation is proposed in (Lermusiaux and Robinson 1999) . This approach develops an evolving error subspace, of variable size, that targets the processes where the dominant errors occur. Then, the dominant errors are minimized in order to estimate the best model state trajectory with regard to the observations. Another set of robust background error covariance estimators are obtained by making use of spatial localization methods (Buehner 2011) . Two common choices of localization are widely used: covariance matrix localization and local analysis methods. Both localization methodologies are equivalent (Sakov and Bertino 2011) and therefore the decision on where to use one or the other is based on computational considerations. In the context of covariance matrix localization, spurious correlations are decreased by a component-wise multiplication between the sample covariance matrix Eq. 3b and the localization matrix ∈ R n×n :
where • denotes the Schur product. In this manner, the structure of B is enforced on P b . Typically, the localization functions are
where d (i, j ) is a function of the physical distance between the locations of the ith and j th model components, and f (r) is a function of the localization radius r. The estimator Eq. 13 requires the explicit computation of the sample covariance matrix P b which, in most of realistic cases, is prohibitive.
Local analysis methods (Ott et al. 2004; Keppenne 2000) perform the assimilation process for each model component. Typically, a sub-domain of radius r is built around each model variable (grid point), and the assimilation process is carried out within the local domain. Once the assimilation is completed, each local analysis component is mapped onto the global domain to obtain the global analysis. Figure 1 shows two local domain sizes with different radii of influence r. All the information contained within the sub-domain (i.e., observed components and local background error correlations) is used in the assimilation process.
One of the most widely used local implementation of the EnKF method is the local ensemble transform Kalman filter (LETKF) (Ott et al. 2004 ). In the global formulation of the filter, the matrix of member perturbation is computed:
in order to obtain an approximation of the analysis covariance matrix in the ensemble space:
where Q = H · U ∈ R m×N . The square root matrix of this formulation is given by:
from which the analysis ensemble is built as follows:
Here W = w a ⊗ 1
The LETKF makes use of the analysis Eq. 16 in order to perform the local analyses. Note that the background error covariance matrix approximation in the LETKF formulation is the sample covariance matrix Eq. 3b projected onto the ensemble space
and therefore for large radii of influence, such as those needed in sparse observational networks, the quality of the LETKF results can be impacted by spurious correlations. In this paper, we propose a different representation of the background error statistics by making use of shrinkage covariance estimation. The idea is to obtain a wellconditioned estimator B of the background error covariance matrix B by using all the possible information brought from the ensemble members. Additional samples from the normal distribution
are taken in order to better represent the error statistics and to increase the number of degrees of freedom. Two novel EnKF implementations based on the Rao-Blackwell Ledoit and Wolf estimator are presented in the next section.
Ensemble filters based on shrinkage covariance estimators
In this section, we propose two efficient implementations of the EnKF based on the RBLW estimator (9). Note that the information contained in the sample covariance matrix Eq. 3b is more than only background errors
where M ∈ R n×n is the covariance of model errors. Errors coming from different sources are assumed to be uncorrelated. We seek to exploit the information brought by ensemble members and use the RBLW covariance estimator Eq. 9 to build a covariance matrix that better represent error correlations. The standard form of this estimator depends on the explicit representation of P b . The efficient implementation for high-dimensional covariance matrices presented in Section 3.1 avoids the explicit computation of P b . Section 3.2 discusses two EnKF implementations based on the RBLW estimator. Section 3.3 develops an efficient sampling method in high dimensions for drawing samples from the prior error distribution based on the RBLW estimate. Finally, Section 3.5 discusses the similarities and differences between the two proposed implementations.
RBLW estimator for covariance matrices in high-dimensions
Consider the sample covariance matrix (3b). In the context of data assimilation, the RBLW estimator Eqs. 6 and 9 reads
Since the dimension of the model state is high (n ∼ BO10 7 ), the direct computation of Eq. 17a is impractical as it requires the explicit representation of the sample covariance matrix P b . An alternative manner to compute tr P b and tr [P b ] 2 is proposed. Consider the eigenvalue decomposition of P b
where P b ∈ R n×n is a diagonal matrix whose diagonal components σ i , for 1 ≤ i ≤ n, are the eigenvalues of P b and U P b ∈ R n×n is a set of orthogonal basis vectors spanning the ensemble space (since P b is rank deficient). By defini-
Since there are only N − 1 eigenvalues different from zero, we obtain:
and the computations in the set of Eq. 3.1 can be efficiently performed whenever the first N −1 eigenvalues of P b can be easily obtained. Consider the singular value decomposition (SVD) of the matrix of member deviations (4)
where S ∈ R n×N is a diagonal matrix holding the singular values σ i of S, for 1 ≤ i ≤ N. Likewise, U S ∈ R n×n and V S ∈ R N×N are the left and right singular vectors, respectively. Since
The computational effort of the SVD decomposition Eq. 19 is BON 2 · n. The traces in Eq. 3.1 can be computed without calculating the sample covariance matrix P b by making use of the inexpensive SVD decomposition of S. None of the singular vector of S are required, but only the singular values
The parameter values in Eq. 3.1 are computed as follows:
With ϕ = μ B · γ B and δ = 1 − γ B , the estimated covariance matrix Eq. 3.1 is
Clearly, B is a full rank estimator:
When the model is described in terms of multiple variables with (possibly) different magnitudes, the target matrix can be calculated making use of traces of sub-matrices. For instance, consider a model with two variables v 1 and v 2 , grid resolution
, and number of samples (ensemble members) equal to s. The estimated sample covariance matrix of background errors is:
where S u 1 ∈ R d×s and S u 2 ∈ R d×s are the matrix of member deviations for the variable u 1 and u 2 , respectively.
∈ R d×d are the sample covariance matrices of background errors for the variables u 1 and u 2 , respectively. The target matrix reads:
EnKF implementations based on the RBLW estimator
By replacing the estimated error covariance matrix Eq. 21 in Eq. 10, the EnKF analysis in matrix form becomes
where the matrix of innovations D ∈ R m×N is given in Eq. 11. We have
and Z B ∈ R m×N is given by the solution of the linear system
When H possesses a simple structure (e.g., indexes to observed components from vector states), the matrix also has a simple structure (since in practice R is block diagonal). The linear system (25c) can be efficiently solved via the iterative Sherman Morrison formula (ISFM) (Nino Ruiz et al. 2014) with no more than O(N 2 · m) computations. To summarize the above discussion, the implementation of the ensemble Kalman filter based on the RBWL estimator with the assimilation performed on the model space (EnKF-FS) consists of the following steps: 6. Perform the assimilation (24). 7. Propagate the ensemble members
Another efficient implementation of the filter based on the RBLW estimator can be obtained via the threedimensional variational (3D-Var) cost function in the ensemble space. Intuitively, the analysis state x a ∈ R n×1 lives in the space spanned by the ensemble members:
Any vector x ∈ R n×1 in this space can be written as:
where the set of basis vectors U ∈ R n×N is given by:
T N , and α ∈ R N×1 is the vector of weights in redundant coordinates. Recall the 3D-Var cost function:
Replacing Eq. 27 in Eq. 28 leads to the 3D-Var formulation in the ensemble space:
where = . y − H · x ∈ R m×N is the innovation vector and Q = H · U ∈ R m×N . This formula can be used to obtain the optimal value of α for each ensemble member by maximizing its posterior probability for a given perturbed observation y s [i] , for 1 ≤ i ≤ N. The 3D-Var cost function with the RBLW estimator reads:
and the optimal set of weights λ * ∈ R N×N is obtained by minimizing the cost function (30):
The resulting analysis ensemble reads:
When H is linear, the close form solution for λ * can be written as follows:
where Z BU ∈ R n×N is the solution of the linear system B · Z BU = U which can be efficiently solved, again, by making use of the ISMF in no more than O(n · N 2 ) long computations. Typically, in reduced space approximations, the quality of the analysis depends on the number of directions (degrees of freedom) in which the analysis state is sought. From a statistical point of view, a large number of degrees of freedom provides a better representation of the background error distribution, and therefore the impact of sampling errors is reduced. Each degree of freedom added to Eq. 26 depends on a full model propagation. In practice, the number of model realizations is small given the computational effort to propagate them in time. Since we have a well-conditioned estimator of the background error covariance matrix, a better representation of the background uncertainty can be obtained by taking K additional samples from the estimated normal distribution:
This yields a new ensemble formed of two kinds of members, real and synthetic. The real members {x b i } N i=1 are obtained by model propagation of the previous analysis ensemble. The synthetic members { x
are synthetically built by taking samples from the distribution Eq. 33 and do not require additional model runs.
The synthetic increase in the size of the ensemble is therefore a relatively inexpensive modality to bring in additional degrees of freedom in the solution of the optimization problem (30). Figure 2 exemplifies the effect of additional members using two-dimensional projections of ensemble member states from the Lorenz-96 model. Figure 2a shows the approximated background error distribution for the fifth model component based on 20 real members. Figure 2b shows the distribution when synthetic members are added to the background ensemble, resulting in a better representation of the background error and therefore a decrease in the sampling error.
The analysis state is now computed in the subspace spanned by both real and synthetic members:
where the extended ensemble reads:
with N k = N + K. A new set of basis vectors is built as follows:
where x b is given in Eq. 3a. Similar to Eq. 30, the 3D-Var cost function based on the RBLW estimator with real and synthetic members reads:
where λ ∈ R N k ×N is the matrix of weights whose ith column represents the coordinates of the ith ensemble member 
has the solution
The resulting analysis ensemble is
To summarize, the implementation of the EnKF based on the RBLW estimator with the assimilation performed in the reduced space Eq. 34 (EnKF-RS) consists of the following steps: 6. Compute the matrix of optimal weights (37). 7. Perform the assimilation (38). 8. Remove the synthetic members. 9. Propagate the physical ensemble members to the next assimilation step:
Even if the synthetic members Eq. 33 are used in the covariance approximation for the analysis step, according to Eq. 37, only the states of real members are adjusted. After the assimilation step, the synthetic members are discarded and only the real members form the analysis ensemble. This strategy does not increase the number of ensemble members to be propagated by model runs (and therefore, the computational effort). When more computational resources become available, or when some real members are lost due to hardware failures, selected synthetic members can be updated and propagated as well. In this case, they become real members during the next assimilation step. Moreover, some real members can be replaced by synthetic members in order to refresh the ensemble directions, e.g., such as to prevent filter divergence. This can be done as well by replacing analysis members by samples from the distribution:
where x a ∈ R n×1 is the empirical mean of the analysis ensemble and A ∈ R n×n is the RBLW estimator of the posterior ensemble. Other methodologies based on adding synthetic members in order to mitigate the impact of sampling errors can be found in the literature. One of them is the adaptative ensemble Kalman filter (AEnKF) (Song et al. 2010 ) in which, after each analysis step, a new member is added to the ensemble:
where δx * ∈ R n×1 is the optimal increment for x = x b + δx in Eq. 28 and can be written as follows (Lorenc 1986) :
is an approximation of the background error covariance matrix B, and ζ ∈ R is a tunable parameter: larger values of ζ shift the mean of the new ensemble toward a state that fits the observations. Alternatively, a set of new members can be added from partial solutions of the 3D-Var optimization problem, i.e., first conjugate directions. Samples can be taken from the posterior distribution as well by making use of a pseudo-square root of the posterior sample covariance matrix. Then, a second-order sampling procedure is used in order to build the synthetic members. The new directions are propagated making use of the fully non-linear model and therefore, in order to avoid increments in the computational effort of AEnKF, some real members must be replaced prior the model propagation. There are some clear differences between the EnKF-RS and AEnKF formulations: AEnKF samples the analysis distribution in order to refresh the set of directions of the ensemble and converge to directions where the states best fit observations; EnKF-RS samples the background distribution in order to increase the degrees of freedom of the ensemble space and therefore, to mitigate the effects of under-sampling during the assimilation process. EnKF-RS can also sample the analysis in order to refresh the set of directions; however, this is not the main purpose of sampling in the EnKF-RS formulation. Moreover, the sampling procedure in EnKF-RS is based on the wellconditioned background error covariance matrix estimator (Ledoit and Wolf 2004) , while the approximation used in the AEnKF context is a pseudo-square root rank-deficient approximation. Unlike AEnKF, there is no need to tune parameters in the EnKF-RS formulation, a highly desirable feature for real applications.
Sampling in high-dimensions based on the RBLW estimator
Both implementations discussed in Section 3.2 use samples from the distribution (33). Such samples can be generated as follows:
for 1 ≤ i ≤ K, where ξ i ∼ N (0 n , I n×n ). However, this computation requires the explicit representation in memory of the estimated error covariance matrix B, which is prohibitive for high-resolution models. Moreover, the square root matrix B 1/2 is required making the use of Eq. 40 impractical.
We need an equivalent strategy to obtain the samples Eq. 33 that requires a reasonable computational effort and does not use a full representation of the covariance matrix B. Toward this end, consider the random vectors
and let
We make the following substitution in Eq. 40
This does not change the statistics since
The synthetic ensemble members are obtained as follows: The estimated error covariance matrix is never represented explicitly in memory. Instead, the estimator B is represented via the triplet
which contains two scalars and one matrix of dimension n× N. In addition, the scalars ϕ and μ are computed making use only of the matrix S. This data is sufficient for sampling from the distribution (33).
Covariance inflation, localization, and four dimensional formulation
There are techniques the current literature that can be easily incorporated into our proposed implementations of the EnKF in order to provide better analysis corrections during the assimilation process. In this section, we address covariance inflation, localization, and extension to fourdimensional variational (4D-Var) framework.
Localization
Localization methods can be used in the context of the EnKF-FS and EnKF-RS implementations in order to mitigate the impact of spurious correlations. Direct covariance matrix localization is not possible in our context since it require the explicit computation of B, but one can still performing local analyses. Similar to the EnKF formulations (Ott et al. 2004; Keppenne 2000) , we choose a sub-domain of radius r around each model component and then, making use of the surrounding components, local background errors covariance matrices B r ∈ R n r ×n r are estimated, where n r is the number of components in the local domain. The assimilation process is carried out using only the observed components within the radius of influence r. An attractive feature of local analysis is that, typically, the sub-domain dimension is smaller than the ensemble size, and the local filter effectively uses N > n. This situation allows for new target matrices T r ∈ R n r ×n r in the formulation of B r . The structure of T r can be based on our knowledge about how the dynamics of the numerical model drive the background error correlations. Note that matrix computations in the sub-domain are inexpensive, and therefore other shrinkage covariance estimators such as those presented in Section 2.1 can be used as well.
Covariance inflation
While localization methods reduce the impact of spurious correlations, covariance inflation mitigates the impact of under-estimation of sample variances (Anderson and Anderson 1999) . The ensemble members are inflated about the ensemble mean x b by a factor of ρ ∈ R, e.g., before the assimilation process:
It can be seen that inflating each deviation by a factor of ρ has the following effect on B:
When the inflation is performed after the assimilation process, the current B does not change.
Four-dimensional EnKF-RS
When observations are available at multiple times, y k M k=0
where M + 1 is the total number of observation times, the EnKF-RS can be easily extended to incorporate all of them at once into the assimilation process. This is done via the four-dimensional variational (4D-Var) cost function (Lorenc 1986 ) in the ensemble space:
where Λ ∈ R N×N is the matrix of weights in redundant coordinates that need to be determined. At time 
whose columns include perturbed observations: 
When {H k } M k=0 are linear operators, the solution of Eq. 43 reads:
The 4D-EnKF-RS analysis state at time t k reads:
Since Eq. 45 represents an approximated solution, after the initial ensemble mean x a 0 is recovered, it is propagated forward in time to obtain an approximation of the optimal trajectory:
A very attractive property of this extension is that it is adjoint-free. Moreover, the computational effort of the assimilation process is O(n · N 2 ) computations which is equivalent to the computational cost of EnKF for a single assimilation step. Note that the ideas of local analyses can be easily extended to this 4D-EnKF-RS formulation. Local observations belonging to different observation times are assimilated via Eq. 44. Similar to the sequential case, all the local analysis components are mapped to the global domain in order to build the global analysis solution. Similarly, EnKF-FS can be extended to incorporate observations at different times; however, the adjoint model is needed.
Comparison of EnKF-FS and EnKF-RS versions of the filter
Although both EnKF-FS and EnKF-RS methods are based on the EnKF equations and RBLW estimator, their underlying theoretical properties are slightly different. To facilitate the comparison of the two proposed implementations, we bring the EnKF-FS analysis Eq. 23 to the form Eq. 38:
where the weights α B ∈ R n×N are given by
It is readily apparent from Eqs. 46 and 38 that EnKF-FS and EnKF-RS implementations differ in the number of degrees of freedom used in the assimilation process. In the EnKF-FS approach, the columns of B 1/2 serve as the basis set for generating an ensemble of background deviations. Since the estimated background error covariance matrix is full-rank, the optimal solution is searched in the full space:
where b [i] ∈ R n×1 , for 1 ≤ i ≤ n, is the ith column of B 1/2 . For this reason, the use of synthetic members in the EnFK-FS formulation can be avoided. The matrix identity
together with Eq. 46 reveal that the weighted covariance matrix of the EnKF-FS implementation
is related to the weighted covariance matrix of the EnKF-RS method by the relation
Therefore, when the size of the ensemble N k is increased (by adding real or synthetic members), more information from the matrix W is captured by its projection onto the N k -dimensional space. Note that when N k → n and U is orthonormal, we have that W ens → W. Consequently, the number of synthetic members will play an important role in the performance of the EnKF-RS implementation.
Experimental results
In this section, we study the performance of the proposed EnKF implementations. Two set of experiments are performed in order to assess the accuracy of the EnKF-FS and EnKF-RS methods. The first set of experiments address the impact of synthetic members on the accuracy of the EnKF-RS. In this initial set, the Lorenz-96 model is used as the forward model operator and a full observational network is considered with perfect observational operator. The last set of experiments address the impact of B in the accuracy of the proposed methods. In this case, the experiments are performed making use of a quasi-geostrophic model and, three sparse observational networks are used with, again, perfect observational operators. In general, the misestimation of background error correlations under sparse observational networks yields to improper innovations on (distant) unobserved model components. Thus, since no representativeness errors have place under both experimental settings, the quality of the analysis corrections will depend on how well B is estimated. The root mean square error (RMSE) is used
, as a metric of performance in terms of accuracy, where x a k and x ref k are the analysis and reference solution at time t k , respectively. The accuracy of the proposed methods is contrasted against that for the LETK implementation. In all the experiments, the covariance inflation factor is 1.04.
The impact of synthetic members in the EnKF-RS formulation
The Lorenz-96 model (Lorenz 2005 ) is described by the following set of ordinary differential equations:
where x j , for 1 ≤ j ≤ n, represent the spatial coordinates. This model has been heuristically formulated in order to account for properties of global atmospheric models such as the advection, dissipation, and forcing. The model Eq. 50 exhibits extended chaos when the external force F is 8. For this reason, the model is adequate to perform basic studies of predictability. We follow the experimental settings of Hunt et al. in (Ott et al. 2004) is built:
and then, it is propagated forward in time from t −2 to t −1 from which the background state 3. The initial ensemble at time t 0 is built by forward propagations of perturbed background states at time t −1 : for each ensemble member, a perturbed background state is built:
for 1 ≤ i ≤ N, and then it is propagated forward in time until time t 0 : Figure 3a shows that, for the LETKF implementation, the quality of the analysis innovations are strictly related to the radius sizes. Even for large ensemble sizes, the analysis means poorly estimates the reference solutions. Mainly, this occurs because the analysis innovations are considerably affected by spurious correlations when the radius of influence is large (i.e., 13). This is not surprising since the background error covariance matrix estimator in the context of LETKF is the ensemble covariance matrix P b . In Fig. 3b , the RMSE values for the EnKF-RS increases toward zones where N is small and r is large. However, modest ensemble sizes (i.e., N = 20) allows the use of large r with no significant impact in the quality of the analysis innovations. It can be easily seen from Fig. 3a , b that a better estimation of the background error correlations provides analysis innovations which are not highly affected by sampling errors (spurious correlations) For instance, the EnKF-RS analysis approximations are better than those obtained by the LETKF wherein the sample covariance matrix is used. On the other hand, the quality of the analysis innovations of the EnKF-FS implementation are not subject to the value of r, as can be seen in Fig. 3c . Again, this reveals the importance of B as the estimator of B: spurious correlations does not affect the quality of the analysis even for large radius sizes.
Notice, the EnKF-FS implementation outperforms the LETKF and the EnKF-RS methods in terms of accuracy. As we mentioned before, LETKF is outperformed since it uses the ensemble covariance matrix in order to approximate B. On the other hand, even though the EnKF-RS and the EnKF-FS implementations make use of the same B estimator, when no synthetic members are used, the EnKF-RS implementation projects B onto the ensemble space in order to compute the optimal analysis increments (perturbations) Thus, while the assimilation step of the EnKF-FS is performed onto the model space, the EnKF-RS does that in a reduce space whose dimension is much lower than the Figure 4a shows the RMSE values for different combinations of N and K. Note that the quality of the results when the ensemble size is N = 40 (40 model propagations) and K = 5 synthetic members are used is lower than those obtained by making use of N = 10 real members (only ten model propagations) and K = 50 synthetic ones (which do not require model propagations). The importance of synthetic members can be explained as follows: synthetic members provide useful directions consistent with the background error statistics. Thus, the set of relevant directions in which the analysis state is sought can be increased without the use of the forward model. However, in practice, domain localization (or decomposition) is needed in order to perform the assimilation owing to current operational model resolutions. In our second set of experiments, we explore the behaviour of the EnKF-RS for N = 10 model propagations (real members) and different localizations radii r in [1, 15] . We vary the number of synthetic members from 5 to 25. As can be seen in Fig. 4b , for 25 synthetic members, the size of the radius of influence does not affect the analysis innovations. Even more, the RMSE values in Fig. 4b are comparable to those shown in Fig. 3b wherein real members are used in order to increase the degrees of freedom of the sub-space. Thus, we can mitigate the impact of large radius of influences (spurious correlations) by making use of small number of real members and large number of synthetic ones. In the last set of experiments, we fix the number of synthetic members to 20 and the radii of influences are ranged in [1, 15] . The number of real members is varied from 10 to 40. The RMSE values for this test case are shown in Fig. 4c . The results reveal that a fixed number of synthetic members improve considerably the analysis innovations in the context of EnKF-RS. Notice, the RMSE values range in ∼ [1, 6] while when no synthetic members are used, the RMSE values range in ∼ [2, 10] (Fig. 3b) 
The importance of B in the assimilation process
The oceans form a complex flow system influenced by the rotation of the Earth, the density stratification due to temperature and salinity, as well as other factors. The quasigeostrophic (QG) model is a simple approximation of the real behavior of the ocean. It is defined by the following partial differential equation (Sakov and Oke 2008) :
, where x and y represent the zonal and meridional space components, ω is the vorticity, ψ is the stream function, J (ψ, ω) = ψ x · ω y − ψ y · ω x is the Jacobian of two fields, and Δ is the Laplacian operator. The coefficients k = 10 −5 and μ = 2 × 10 −11 are associated with the advection term and the biharmonic zonal friction, respectively. Moreover, the vorticity is related to the stream function by the elliptical equation: Δψ = ω. [2] , and H [3] are sparse observational errors in which 12, 6, and 4 % of the global model components are observed, respectively (Fig. 5) . Again, we make use of perfect observational operators and therefore, we expect the main source of error to come from the misspecification of background error correlations. We denote by p the percentage of components observed from the model state. In the context of EnKF-RS, we let the number of synthetic members to be K = 10.
The RMSE values and CPU-times in seconds (s) are reported in the Table 1 for different values of p, radius of influence r, and EnKF implementations. In general, for small radius of influences and dense observational Fig. 6 Plots of RMSE values of the EnKF-FS, the EnKF-RS, and the LETKF implementations for different values of p and radius sizes r networks, the solutions of the EnKF implementations are comparable in most of the assimilations steps. However, for sparse observational networks and large radii of influences, the solutions provided by the EnKF-FS approximation outperforms those obtained by the EnKF-RS and the LETKF implementations. As we mentioned before, the background error correlations are well-represented by B and therefore, when sparse observational networks are considered, the unobserved components are properly adjusted with regard to the observed ones via the background error correlations in B. Figure 6 shows the RMSE values across different observational times. In general, the EnKF-RS and the EnKF-FS provide analysis solutions which are more accurate than those obtained via the LETKF. Recall that, since the ensemble covariance matrix is sensitive to spurious correlations mainly owing to its rank-deficiency, the impact of observed components over unobserved ones is misspecified in P b . Thus, when the radius of influence is sufficiently large, spurious correlations affect the analysis innovation in the LETKF context. On the other hand, based on the results, we can infer that the impact of spurious correlations in the EnKF context can be mitigated by making use of the shrinkage covariance matrix estimator of background errors B as is proposed in the EnKF-FS and the EnKF-FS implementations.
Conclusions
This paper develops two new implementations of the ensemble Kalman filter (EnKF) based on shrinkage covariance estimation. The background error covariance matrices used in analysis are obtained via the Rao-Blackwell Ledoit and Wolf estimator, which has been proved optimal in the estimation of high-dimensional covariance matrices from a small number of samples. This covariance matrix together with the ensemble mean are the parameters of the estimated normal background error distribution. Two implementations are proposed: EnKF full-space (EnKF-FS) performs the analysis in the model space, while EnKF reduce-space (EnKF-RS) computes the analysis state in the space spanned by the ensemble members. In the EnKF-RS context, additional samples from the estimated normal background error distribution distribution are taken in order to decrease the sampling error, and to increase the number of degrees of freedom in the assimilation. Covariance localization and covariance inflation are discussed in the context of the proposed methods. Even more, an adjoint-free fourdimensional approximation is proposed for the EnKF-RS method. Two sets of experiments are carried out in order to assess the accuracy of the proposed EnKF implementations: in the first set of experiments, the Lorenz-96 model is used. The results reveals that the use of synthetic members can mitigate the impact of spurious correlations in the EnKF-RS context. In addition, the quality of the analysis innovations can be improved by increasing the number of synthetic members which do not require the use of the forward model operator. The solutions obtained by the EnKF-RS with small ensemble sizes (model propagations) and large synthetic members are of similar quality as those obtained by the LETKF with large ensemble sizes. Since the total computation time is dominated by the multiple model runs, considerable savings are expected from reducing the number of real ensemble members without deteriorating the quality of the results. In the second set of experiments, a quasi-geostrophic model is used. The results shows that the new implementations perform better than the widely popular local ensemble transform Kalman filter. The accuracy of the EnKF implementations is strictly related to the quality of the background error estimation since no representativeness errors are considered in the preparation of the synthetic data for the experiments. In general, the experimental results support the idea that shrinkage covariance matrix estimation can be exploited in order to reduce the impact of spurious correlations in the context of data assimilation.
