Abstract. Lavrik and the author gave uniform bounds of the error term in the approximate functional equation for the derivatives of the Hardy's Zfunction. We obtain a new bound of this error term which is much better for high order derivatives.
Introduction and main result
Let ζ be the Riemann zeta function, and Z the Hardy function defined by Z(t) = e iθ(t) ζ 1 2 + it where (1.1) θ(t) = arg π −i t 2 Γ 1 4 + i t 2 and the argument is defined by continuous variation of t starting with the value 0 at t = 0. The real zeros of Z coincide with the zeros of ζ located on the line of real part 1 2 . The function θ plays a central role in this paper and it is important to mention [4] A weak form of the celebrated Riemann-Siegel formula [4] asserts that
1 √ n cos(θ(t) − t log n) + O t and, concerning the derivatives of Z, the approximate functional equation reads
where R k (t) is the error term. Of particular interest is the set of integers k, which depends on t, such that, uniformly in k,
which means that R k (t) is a true error term. Lavrik [5] proved that (1.4) holds for 0 k c θ ′ (t) where c < 1 2 log 3 = 0.4551..., the author [1] extended this result to c < 1.7955... and numerical experiments suggested that (1.4) is probably true for larger k. For example |R k (10
In this paper, we prove that (1.4) holds for 0 k c θ ′ (t) 2 where c < 3, which is a consequence of Theorem 1.1. To simplify its proof, and since the case 0 k < θ ′ (t) is covered by [1] , we restrict our attention to the case k θ ′ (t).
Theorem 1.1. Let t be large enough and c > 1 be a fixed constant. Then, for
The notations used in this paper are standard : ⌊x⌋ and ⌈x⌉ stand for the usual floor and ceiling functions and {x} := x − ⌊x⌋. We denote by (x) n the Pochhammer symbol defined by (x) 0 = 1 and (x) n = x(x + 1) · · · (x + n − 1) for n ∈ N * . In the next section, we recall some results of the author used in the proof of Theorem 1 of [1] and we state the lemmas needed in the proof of our main result. Section 3 is devoted to the proofs.
Preliminary results

The functions
, p ∈ N and ℜ(s) > 1 have a meromorphic extension to ℜ(s) > 0 with a pole at s = 1 and, as a consequence of the Faà di Bruno formula [6] , we have
where (2.2)
The first step in our proof is to get an approximate functional equation for the functions η p (θ ′ (t),
In this paper, we fix a constant c > 1 and for t sufficiently large, we set N 0 = ⌈e d ⌉, N 1 = ⌊ce 2d ⌋ and for N > N 1 we split the sum
We use Lemmas 2.1 [2, 3] and 2.2 to transform the second sum in a short sum (Lemma 2.3), and Lemma 2.4 to apply the Euler-MacLaurin formula to the third sum (Lemma 2.5). 
where
Lemma 2.3. Let t be large enough and assume that θ
The next lemma prepares the application of the Euler-MacLaurin formula to the third sum of (2.4). In [1] 
Further, for t large enough, let
Lemma 2.5. Let t be large enough and assume that θ
Finally, the next lemmas are needed to make use of relation (2.1).
Lemma 2.6. Let t be large enough, c > 1 be a fixed constant and assume that
Lemma 2.7. Let θ be the function defined by (1.1) . Then, for ν 2 and t > 0 we have
Further, let t be large enough and assume that k ≪ t
where q p are the functions defined by (2.2).
Proofs
Proof of Lemma 2.2. By computing ϕ ′ p and ϕ ′′ p we see that
for x a and we complete the proof by noting that for p d and x ∈ [e d , ce 2d ] we have
and that
Proof of Lemma 2.3. We have
where l is an integer such that 2 l N 0 < N 1 2 l+1 N 0 , a r = 2 r N 0 for r = 0, . . . , l and a l+1 = N 1 . We introduce the functions ϕ p (x) = x
′ (t) and thanks to Lemma 2.2, the assumptions of Lemma 2.1 are satisfied with a = a r , b = a r+1 , H = H r := p 2 ϕ p−2 (a r+1 ), U = a r , A = a 2 r t and relation (2.5) reads ar <n ar+1
We sum the previous relations, noting that ⌊f ′ (a l+1 )⌋ = −1 and setting q = −f ′ (a 0 ), to get 0 r l ar <n ar+1
Further, using (1.3) and d = θ ′ (t), we have for 1 n q
and making use of (1.2) we get
Further, for m d − 2, the function ϕ m is increasing on [N 0 , N 1 ] and we have
and since
and e where γ(n, x) = x 0 e −t t n−1 dt is the lower incomplete gamma function. Setting
log c 2 and using integration by parts one checks that (3.8)
Using relations (3.5), (3.6), (3.7), (3.8) with m = p − 2 we get (3.9)
To complete the proof we make use of relations (3.1), (3.2), (3.3), (3.4), (3.9) and we observe that the sum over n such that 1 n < q can be replaced by the sum over n such that 1 n N 0 without changing the order of the error term. 
