Community search is a problem of finding densely connected subgraphs that satisfy the query conditions in a network, which has attracted much attention in recent years. However, all the previous studies on community search do not consider the influence of a community. In this paper, we introduce a novel community model called k-influential community based on the concept of k-core, which can capture the influence of a community. Based on the new community model, we propose a linear-time online search algorithm to find the top-r k-influential communities in a network. To further speed up the influential community search algorithm, we devise a linear-space index structure which supports efficient search of the top-r k-influential communities in optimal time. We also propose an efficient algorithm to maintain the index when the network is frequently updated. We conduct extensive experiments on 7 real-world large networks, and the results demonstrate the efficiency and effectiveness of the proposed methods.
INTRODUCTION
Many real-world networks, such as social networks and biological networks, contain community structures. Discovering communities in a network is a fundamental problem in network science, which has attracted much attention in recent years [12, 26] . Another related but different problem is community search where the goal is to find the most likely community that contains the query node [22, 10] . The main difference between these two problems is that the community discovery problem is to identify all communities in a network by optimizing some pre-defined criterions [12] , while the community search problem is a query-dependent variant of the community discovery problem, which aims to find the community that contains the query node [22] .
In all the previous studies on these problems, a community is defined as a densely connected subgraph which ignores another important aspect, namely the influence (or importance) of a community. However, in many application domains, we are interested in finding the most influential communities. Consider the following two scenarios. Assume that Alice is a database researcher. She may want to identify the most influential research groups from the coauthorship network of the database community, so as to be aware of the recent trends of database research from those influential groups. Another frequently encountered example is in online social net- work domain. Suppose that Bob is an online social network user. He may want to follow the most influential groups in the social network, so as to track the recent activities from those influential groups. Both of these issues need to find the most influential communities from a network.
In this paper, we study, for the first time, the influential community search problem in large networks. To study this issue, we present a new community model called k-influential community based on the well-known concept of k-core [21] . In our definition, we model a network as an undirected graph G = (V, E) where each node in G is associated with a weight, denoting the influence (or importance) of the node. A community is defined as a connected induced subgraph in which each node has degree at least k, where the parameter k measures the cohesiveness of the community. Unlike the traditional definition of k-core [21] , our definition of community is not necessary the maximal induced subgraph that satisfies such a degree constraint (i.e., each node has degree at least k). The influence value of a community is defined as the minimum weight of the nodes in that community. An influential community is one that has a large influence value. We call an influential community with parameter k a k-influential community.
The intuition behind our definition is that each node in an influential community should have a large weight, indicating that every member in an influential community is an influential individual. Another possible measure of influence of a community is the average weight of all the nodes. However, this measure has a drawback that it is not robust to the outliers, because by this measure, an influential community with a high average weight may include some low-weight nodes (outliers) which are not influential. Therefore, in this paper, we use the minimum weight to measure the influence value of a community, as it captures the intuitive idea of influential community. In addition, we require that a k-influential community cannot be contained in a super-k-influential community with equivalent influence value. Because if that is the case, the latter will dominate the former on both size and influence value. Based on this novel k-influential community model, the goal of the influential community search problem is to find the top-r k-influential communities with the highest influence value in a network.
Straightforward searching the top-r k-influential communities in a large network is impractical, because there could be a large number of communities that satisfy the degree constraint, and for each community, we need to check whether it is a k-influential community. By an in-depth analysis of the structure of k-influential communities, we discover that all the k-influential communities can be obtained by iteratively deleting the smallest-weight node of the maximal k-core. Based on this finding, we propose a depth-firstsearch (DFS) based algorithm to search the top-r k-influential communities online. We show that the DFS-based algorithm consumes linear time and space with respect to (w.r.t.) the graph size.
For very large graphs, however, the linear-time DFS-based algorithm is still inefficient. To further accelerate the influential com-munity search algorithm, we design a novel index structure, called ICP-Index, to index all the pre-calculated k-influential communities. The ICP-Index preserves all the k-influential communities, and it takes only linear space w.r.t. the graph size. Based on the ICP-Index, the query of the top-r k-influential communities can be computed in linear time w.r.t. the answer size only, thus it is optimal. To construct the ICP-Index, we devise an efficient algorithm that takes O(ρm) time and O(m) space, where ρ and m denote the arboricity [7] and the number of edges of a graph, respectively. Note that the arboricity of a graph is no larger than O( √ m) even in the worst case [7] , and it has shown to be much smaller than the worst case bound in many real-world sparse graphs [17, 14] . In addition, we also propose an efficient algorithm to incrementally maintain the index when the graph is frequently updated.
We conduct extensive experiments over six web-scale real-world graphs to evaluate the efficiency of the proposed algorithms. The results show that the ICP-Index-based algorithm is several orders of magnitude faster than the DFS-based online search algorithm. The query time of the ICP-Index-based algorithm is from one millisecond for small k and r to a few seconds for large k and r in four large graphs with more than one billion edges. Moreover, the results show that the ICP-Index is compact and can be constructed efficiently. The results also indicate that the proposed index maintenance algorithm is very efficient which is at least four orders of magnitude faster than the baseline algorithm in large graphs. In addition, we also conduct comprehensive case studies on a coauthorship network to evaluate the effectiveness of the k-influential community model. The results demonstrate that using our community model is capable of finding meaningful influential communities in a network, which can not be identified by using the k-truss community model [15] .
The rest of this paper is organized as follows. We formulate the influential community search problem in Section 2. The DFS-based algorithm is presented in Section 3. We design a new ICP-Index and propose two index construction algorithms in Section 4. We devise an efficient index update algorithm in Section 5. Extensive experiments are reported in Section 6. We review related work and conclude this paper in Section 7 and Section 8 respectively.
PROBLEM STATEMENT
Consider an undirected graph G = (V, E), where V and E denote the node set and edge set respectively. Denote by n = |V | the number of nodes, and by m = |E| the number of edges in
In this paper, we refer to an induced subgraph H such that each node v in H has degree at least
Note that the maximal k-core of a graph G is unique and can be a disconnected graph. For a node u ∈ V , the core number of u, denoted by cu, is the maximal k value such that a k-core contains u.
In the literature, the maximal k-core is widely used to represent cohesive communities of a graph [2, 22, 4, 16] . Instead of general cohesive communities, in this work, we seek to find influential communities in a graph. Specifically, in our setting, each node u in G has a weight wu (such as PageRank or any other user-defined attributes), indicating the influence (or importance) of u. Additionally, we assume without loss of generality that the weight vector W = (w1, w2, · · · , wn) forms a total order, i.e., for any two nodes vi and vj, if i ̸ = j, then wi ̸ = wj. Note that if that is not the case, we use the node identity to break ties for any wi = wj. Before proceeding further, we give the definition of influence value of an induced subgraph as follows. By Definition 1, if the influence value of an induced subgraph H (i.e., f (H)) is large, then the weight of every node in H should be a large value, indicating that H is an influential subgraph. Below, we give a brief discussion of why we define f as the minimum weight of the nodes. Regarding the choice of f (H), we need to consider functions that capture the influence (weight) of nodes in H. Moreover, we want the influence value f (H) to be a large value if the induced subgraph H is influential. Except the minimum weight of the nodes in H, one potential definition of f (H) is the average weight of the nodes in H, i.e., f (H) = ∑ u∈V H wu/|VH |. However, this definition has a drawback that it is not robust to outliers. Specifically, by this definition, an influential subgraph may include low-weight nodes (outliers), albeit it has a high average weight. Therefore, we focus on f (H) that is defined to be the minimum weight of nodes in H, which is robust to such low-weight nodes.
Intuitively, an influential community should not only have a large influence value, but it is also a cohesive induced subgraph. Based on this intuition, we give the definition of k-influential community, where the parameter k controls the cohesiveness of the community. 
DEFINITION 2. Given an undirected graph G = (V, E) and an integer k. A k-influential community is an induced subgraph
Clearly, the cohesiveness constraint indicates that the k-influential community is a k-core. With the connectivity and cohesiveness constraints, we can ensure that the k-influential community is a connected and cohesive subgraph. And with the maximal structure constraint, we can guarantee that any k-influential community cannot be contained in a super-k-influential community with equivalent influence value. Because if that is the case, the latter will dominate the former on both size and influence value. The following example illustrates the definition of k-influential community. EXAMPLE 1. Consider the graph shown in Fig. 1 In many practical applications, we are typically interested in the most influential communities whose influence values are larger than those of all other influential communities. In this paper, we aim to find such communities in a large graph efficiently. Below, we formulate two influential community search problems. Problem 1. Given a graph G = (V, E), a weight vector W , and two parameters k and r, the problem is to find the top-r k-influential communities with the highest influence value.
For Problem 1, a k-influential community may be contained in another k-influential community in the top-r results. For example, in Fig. 1 , we can easily verify that the top-2 2-influential communities are the subgraphs induced by {v13, v14, v15} and {v12, v13, v14, v15}, respectively. Clearly, in this example, the second 2-influential community contains the first 2-influential community. To avoid the inclusion relationships in the top-r results, in the following, we consider a problem of finding the top-r non-contained k-influential communities.
is a k-influential community that meets the following constraint.
• Non-containment:
We illustrate Definition 3 in the following example.
EXAMPLE 2. Let us reconsider the graph shown in Fig. 1 Problem 2. Given a graph G = (V, E), a weight vector W , and parameters k and r, the problem is to find the top-r non-contained k-influential communities with the highest influence value.
Note that with the Non-containment constraint, there is no inclusion relationship in the top-r non-contained k-influential communities, thus no redundant results are introduced. Challenges. A k-influential community is different from the maximal k-core in two aspects. First, a k-influential community must be a connected subgraph, whereas the maximal k-core does not impose such a constraint. Second, with the maximal structure constraint, a k-influential community H k requires that there is no supergraph of H k which is a connected k-core with influence value equivalent to f (H k ). However, the maximal k-core H only requires that there is no super-graph of H which is also a k-core. For a non-contained k-influential community, it further imposes a noncontainment constraint. Due to these differences, given a graph G, the maximal k-core of G is unique, whereas there are multiple (non-contained) k-influential communities in G. Thus, the methods for computing the maximal k-core cannot be directly used for computing the top-r (non-contained) k-influential communities.
A straightforward method to compute the top-r (non-contained) k-influential communities is first to compute the set of subgraphs that satisfy the connectivity and cohesiveness constraints. For each subgraph, we further check whether it satisfies the maximal structure constraint and the non-containment constraint (for noncontained k-influential communities). Finally, the top-r (non-contained) k-influential communities with the highest influence value are returned. Obviously, such a method is inefficient since the number of potential subgraphs that satisfy the connectivity and cohesiveness constraints can be exponentially large, and for each potential subgraph, we need to check the maximal structure constraint, which is costly. In the following sections, we will present several efficient algorithms to tackle these challenges.
ONLINE SEARCH ALGORITHM
In this section, we focus on developing online search algorithms for Problem 1, and then discuss how to generalize the proposed algorithms for Problem 2. Before we proceed further, we give three useful lemmas as follows. Due to space limit, all the proofs are deferred to the full version of this paper. LEMMA 1. For any graph G, each maximal connected component of the maximal k-core of G is a k-influential community. Based on the above lemmas, we are ready to devise efficient algorithms for Problem 1 and Problem 2. Below, we first develop a basic algorithm for our problems, and then propose an optimized algorithm based on depth-first search (DFS), which is much more efficient than the basic one.
The basic algorithm
The basic idea of our algorithm is described below. First, for a given k, we compute the maximal k-core of the graph G denoted by C k (G). Then, we iteratively invoke the following procedure until the resulting graph does not contain a k-core. The procedure consists of two steps. Let Gi be the resulting graph in the i-th iteration, and C k (Gi) be the maximal k-core of Gi. The first step is to delete the smallest-weight node in C k (Gi−1), which results in a graph Gi. The second step is to compute the maximal k-core C k (Gi) of Gi. The detailed description is outlined in Algorithm 1. Below, we first show that all the H k (j) (0 ≤ j ≤ i−1) obtained by Algorithm 1 are k-influential communities. Then, based on this fact, we will prove that Algorithm 1 correctly outputs the top-r kinfluential communities in Theorem 2.
THEOREM 2. Algorithm 1 correctly finds the top-r k-influential communities.
According to Theorem 2, we have a corollary as shown below.
COROLLARY 1. Given a graph G with n nodes. For a given k, the number of k-influential communities in G is bounded by n.
We analyze the time and space complexity of Algorithm 1 in the following theorem. Note that we can slightly modify Algorithm 1 to obtain the topr non-contained k-influential communities. Specifically, we only need to add one line behind line 6 in Algorithm 1 to check whether
is a non-contained k-influential community, and we mark such a H k (i) as a candidate result. Finally, in line 9, we only output the top-r results that are marked as candidate results. It is easy to show that the time and space complexity of this algorithm is the same as those of Algorithm 1. 5: Let u be the node with the smallest weight in H k (i); 6: DFS(u); 7:
Algorithm 2 The DFS-based algorithm
Input: G = (V, E), W , r, and k Output: The top-r k-influential communities 1: i ← 0; 2: Compute the maximal k-core C k (G) of G; 3: while C k (G) ̸ = ∅ do 4: Let H k (i) be the maximal connected component of C k (G)i ← i + 1; 8: Output H k (i), · · · , H k (i − r + 1) if i ≥ r, otherwise output H k (i), · · · , H k (1). 9: Procedure DFS (u) 10: for all v ∈ N (u, C k (G)) do 11: Delete edge (u, v) from C k (G); 12: if d(v, C k (G)) < k then 13: DFS(v); 14: Delete node u from C k (G);
The DFS-based algorithm
As shown in the previous subsection, Algorithm 1 is very expensive which is clearly impractical for most real-world graphs. Here we present a much more efficient algorithm based on depth-firstsearch (DFS). The detailed description of the algorithm is shown in Algorithm 2. Similar to Algorithm 1, Algorithm 2 also iteratively computes the k-influential communities one by one. Unlike Algorithm 1, in each iteration, Algorithm 2 does not recompute the maximal k-core. Instead, in each iteration, Algorithm 2 recursively deletes all the nodes that are definitely excluded in the subsequent k-influential communities. In particular, when Algorithm 2 deletes the smallest-weight node in the k-influential community H k (i) (line 6), the algorithm recursively deletes all the nodes that violate the cohesiveness constraint by a DFS procedure (lines [9] [10] [11] [12] [13] [14] . This is because, when we delete the smallest-weight node u, the degrees of u's neighbor nodes decrease by 1. This may result in that some of u's neighbors violate the cohesiveness constraint, thus they cannot be included in the subsequent k-influential communities, and thereby we have to delete them. Similarly, we also need to verify the other hop (e.g., 2-hop, 3-hop, etc.) neighbors whether they satisfy the cohesiveness constraint. Clearly, we can use a DFS procedure to identify and delete all those nodes. The correctness of Algorithm 2 is shown in Theorem 4.
THEOREM 4. Algorithm 2 correctly finds the top-r k-influential communities.
The complexity of Algorithm 2 is analyzed in Theorem 5.
THEOREM 5. The time complexity and space complexity of Algorithm 2 are both O(m + n).
Similarly, we can easily modify Algorithm 2 for Problem 2. In particular, we only need to add one line behind line 6 in Algorithm 2 to check whether all nodes in H k (i) are deleted or not. If that is the case, H k (i) is a non-contained k-influential community (by Lemma 3), and we mark such a H k (i) as a candidate result. Finally, in line 8, we only output the top-r results that are marked. It is easy to show that the time complexity and space complexity of this algorithm are the same as those of Algorithm 2.
INDEX-BASED SEARCH ALGORITHM
Although Algorithm 2 is much more efficient than Algorithm 1, it takes O(m + n) time for each query which is still inefficient for very large graphs. In this section, we present an index-based algorithm whose time complexity is proportional to the size of the top-r results, thus it is optimal. The general idea is that the algorithm first pre-computes all k-influential communities for every k, and then uses a space-efficient structure to index all such k-influential communities in memory. Based on the index, the algorithm outputs the top-r results in optimal time. The challenges of this algorithm are twofold: (1) how to devise a space-efficient structure to store all the k-influential communities, and (2) how to efficiently construct such an index. This is because there could be O(n) k-influential communities for each k (see Corollary 1), and thus there could be O(kmaxn) k-influential communities in total, where kmax is the maximal core number of the nodes in G. Obviously, it is impractical to directly store all such k-influential communities for very large graphs. To tackle these challenges, we will present a novel linear-space structure, called ICP-Index (influential-community preserved index), to compress and store all the k-influential communities, and then we propose two algorithms to efficiently construct the ICP-Index.
The novel ICP-Index
The idea of the ICP-Index is based on the following observation. Observation. For each k, the k-influential communities form an inclusion relationship. Based on such an inclusion relationship, all the k-influential communities can be organized by a tree-shape (or a forest-shape) structure.
Recall that Lemma 2 implies an inclusion relationship in the kinfluential communities. More specifically, based on Lemma 2, we can see that a k-influential community H k contains all sub-kinfluential communities which are the MCCs of the maximal k-core of H k \{u}, where u is the smallest-weight node in H k . Note that all these sub-k-influential communities are disjoint, because they are different MCCs. Clearly, we can use a two-level tree structure to characterize the inclusion relationships among all these kinfluential communities. The parent vertex is H k , and each child vertex is a MCC of the maximal k-core of H k \{u} which is also a k-influential community. Note that the result of Lemma 2 can be recursively applied in each sub-k-influential community. Thus, we can obtain a tree structure for an initial k-influential community, where each vertex of the tree corresponds to a k-influential community. To organize all the k-influential communities of a graph G, we can set the initial k-influential communities as the MCCs of the maximal k-core of G. As a consequence, we are able to use a tree (or forest 1 ) structure to organize all the k-influential communities, where the root vertex of a tree is a MCC of the maximal k-core of G. Additionally, by Lemma 3, it is easy to see that each leaf vertex in such a tree corresponds to a non-contained k-influential community. To avoid confusion, in the rest of this paper, we use the term vertex to denote a node in a tree. Compression method. Based on the inclusion relationship between the parent vertex and child vertex in the tree (or forest) structure, we can compress all k-influential communities. Our compression solution is described as follows. For each non-leaf vertex in the tree which corresponds to a k-influential community, we only store the nodes of the k-influential community that are not included in it's sub-k-influential communities (i.e, it's child vertices in the tree). The same idea is recursively applied to all the non-leaf vertices of the tree following a top-down manner. For each leaf vertex which corresponds to a non-contained k-influential community, we store all the nodes of that non-contained k-influential community. The following example illustrates the tree organization of all the k-influential communities. EXAMPLE 3. Reconsider the graph shown in Fig. 1 . Let us consider the case of k = 2. Clearly, the entire graph is a connected 2-core, thus it is a 2-influential community. Therefore, the root vertex of the tree corresponds to the entire graph. After deleting the smallest-weight node v1, we get three 2-influential communities which are the subgraphs induced by the node sets {v3, v4, v5}, 
Let H k (j) be the maximal connected component of C k (G) with the smallest influence value;
6:
Let u be the node with the smallest weight in H k (j);
7:
DFS(u) {The same DFS procedure as invoked in Algorithm 2};
8:
Let S j be a set of nodes that are deleted in DFS(u);
9:
Add a vertex S j in IT i ;
10: Fig. 2 shows the tree organization for all k for the graph shown in Fig. 1 .
We refer to the above tree-shape structures for all k from 1 to kmax as the ICP-Index. Below, we analyze the space complexity of the ICP-Index in Theorem 6.
THEOREM 6. The space complexity of the ICP-Index is O(m).
By Theorem 6, the ICP-Index takes linear space w.r.t. the graph size, thus it can be used for very large graphs. Below, we present two algorithms to construct the ICP-Index.
The basic index construction algorithm
The basic index construction algorithm is to invoke Algorithm 2 kmax times, where kmax is the maximal core number of the nodes in G. Specifically, the basic algorithm consists of two steps. In the first step, the algorithm iteratively calls Algorithm 2 to compute all the tree vertices for each k (k = 1, · · · , kmax). Then, in the second step, the algorithm invokes a tree construction algorithm to build the ICP-Index. The detailed description of the algorithm is outlined in Algorithm 3. Note that in line 8 of Algorithm 3, all the nodes deleted after invoking DFS(u) must be stored in a tree vertex. The reason is that the nodes deleted by DFS(u) are excluded in any subk-influential communities of the current k-influential community. Moreover, only these nodes in the current k-influential community are excluded in its sub-k-influential communities. Thus, by our compression method, we need to create a tree vertex that contains all these nodes (line 9 of Algorithm 3). After generating all the tree Algorithm 4 ConstructTree() 1: for i = 1 to kmax do 2: Create a signal-vertex tree for each vertex in IT i ; 3: for all node u in G sorted in decreasing order of wu do 4: for all v ∈ N (u, G) s.t. wv > wu do 5:
for i = 1 to min{cu, cv} do
6:
Su ← the root node of the tree in IT i containing u;
7:
Sv ← the root node of the tree in IT i containing v; 8:
Merge the trees rooted at Su and Sv in IT i by adding Sv as a child vertex of Su; Table 1 : The tree vertices for all k vertices for all k, the algorithm calls Algorithm 4 to construct the ICP-Index (line 11 of Algorithm 3).
Specifically, Algorithm 4 works in a bottom-up manner. To build a tree (or forest) structure for each k (k = 1, · · · , kmax), the algorithm first builds a single-vertex tree for each tree vertex generated in the previous step (lines 1-2 of Algorithm 4). Then, for each k, the final tree (or forest) structure can be obtained by iteratively merging two subtrees (lines 3-9). Here the merge operation between two subtrees T1 and T2 is defined as follows. Let r1 and r2 be the roots of subtrees T1 and T2 respectively. Assume that f (r1) < f (r2) where f (ri) = minu∈r i {wu} for i = 1, 2. Then, the merge operation between T1 and T2 is to set the root of T2 as a child vertex of the root of T1. Note that this subtree merge operation can be efficiently implemented by using a union-find structure [9] . Moreover, we find that such a bottom-up tree construction algorithm for all k can be done via traversing the graph once, following a decreasing order of the node weight (lines 3-9 of Algorithm 4). The detailed implementation is depicted in Algorithm 4. We prove the correctness of Algorithm 4 in Theorem 7.
THEOREM 7. Algorithm 4 correctly creates the tree-shape structures for all k (k = 1, · · · , kmax).
The correctness of Algorithm 3 can be guaranteed by Theorem 4 and Theorem 7. Below, we give an example to show how Algorithm 3 works. EXAMPLE 4. Consider the graph shown in Fig. 1 O(ρm) respectively, where ρ is the arboricity [7] of a graph G. In addition, it is easy to derive that the space complexity of Algorithm 3 is O(m + n), which is linear w.r.t. the graph size.
Algorithm 5 The new index construction algorithm

The new index construction algorithm
As shown in previous subsection, the time complexity of the basic index construction algorithm is O(kmax(m + n)) which is inefficient when the graph size and kmax are very large. Here we propose a much more efficient algorithm to construct the ICP-Index.
Recall that in Algorithm 3, the most time-consuming step is to generate all the tree vertices for all k. Thus, to reduce the time overhead, we strive to reduce the time cost of the tree vertices generation procedure. Unlike Algorithm 3 which creates all tree vertices following the increasing order of k (i.e., k = 1, · · · , kmax), the key idea of our new algorithm is that it generates all tree vertices following the increasing order of node weights. Specifically, the new algorithm iteratively deletes the nodes following the increasing order of their weights. When the algorithm removes a node u in an iteration, the algorithm will generate the tree vertices containing u for all k. Thus, if all the nodes are deleted, all tree vertices are generated. After creating all tree vertices, the algorithm calls Algorithm 4 to build the ICP-Index. The rationale behind the new algorithm is as follows. We observe in Algorithm 3 that for each k, all the tree vertices are generated based on the increasing order of node weights. Since all the tree generation procedures for k = 1, · · · , kmax share the same node order, we can simultaneously create all the tree vertices for all k by following this order.
The challenge of the new algorithm is how to correctly create the tree vertices for all k when deleting a node. Note that a node u with core number cu is included in cu different vertices in the trees with k = 1, 2, · · · , cu respectively. Thus, if u is deleted, the new algorithm must simultaneously creates cu different tree vertices. Since each tree vertex containing u may also include other nodes, the algorithm also needs to find these nodes and add them into the tree vertex that includes u. Furthermore, after deleting a node, the core numbers of some other nodes may be updated. Therefore, when the algorithm deletes node u, the current core number of u denoted bycu may not be the original cu, as it may be updated after a node is deleted. This gives rise to a new challenge to devise such a tree vertices generation algorithm.
To overcome the above challenges, we develop an algorithm that can correctly create the tree vertices for all k when deleting a node. The idea of our algorithm is that when the algorithm deletes a node u in an iteration, it createscu (i.e., the current core number of u) tree vertices and dynamically maintains the core numbers of the other nodes after deleting u. By an in-depth analysis of our algorithm, we can show that all the tree vertices containing u that are not created in this iteration have already been generated before deleting u. The detailed description of our algorithm is shown in Algorithm 5.
xv ← xv − 1;
9:
if xv <cv then 10:cv ←cv − 1; 11:
Algorithm 7 UpdateSupport(U ) 1: for all u ∈ U do 2: xu ← 0; 3: ifcu = −1 then 4:
ifcv ≥cu then
7:
xu ← xu + 1;
Algorithm 5 iteratively deletes the nodes by following the increasing order of their weights (line 5). In each iteration, the algorithm createscu tree vertices when deleting u, wherecu is the updated core number of node u (lines 6-7). Note that in Algorithm 5, the algorithm does not explicitly delete a node. Instead, the algorithm sets the core number of a node to −1, indicating that the node is deleted (line 8). After deleing a node, the algorithm calls Algorithm 6 and Algorithm 7 to dynamically maintain the core numbers of the remaining nodes (lines 10-11). Notice that Algorithm 6 and Algorithm 7 generalize the core maintenance algorithm independently proposed in [16, 20] to handle the case of node deletion 2 . Here we implement this core maintenance algorithm by dynamically updating the support of each node u (denoted by xu), which is defined as the number of neighbors whose updated core numbers are no smaller thancu. When the support of a node u is smaller than it's current core number (i.e., xu <cu), the core number of u must be updated (lines 9-11 of Algorithm 6). Note that the core numbers of all the remaining nodes decrease by at most 1 after removing a node. In addition, after deleing a node u, the neighbor nodes of u with core numbers larger thancu may need to update their core number (line 4 of Algorithm 6). Moreover, in the core number maintenance procedure (Algorithm 6), the algorithm also needs to add the nodes whose core numbers are updated into the corresponding tree vertices (line 2 of Algorithm 6). The correctness of Algorithm 5 is shown in Theorem 9. THEOREM 9. Algorithm 5 correctly creates the ICP-Index.
The following example illustrates how Algorithm 5 works. EXAMPLE 5. Consider the graph shown in Fig. 1 [7] , the arboricity of a graph is never larger than O( √ m) in the worst case, and it has shown to be very small in many real-world graphs [17, 14] . Thus, the time cost of Algorithm 5 is much lower than the worst case bound, which is also confirmed in our experiments.
. In the first iteration of Algorithm 5, the algorithm processes node v1. Sincẽ c1 = 3, the algorithm creates three tree vertices that include v1, which is denoted by S1(v1), S2(v1), and S3(v1) respectively (lines 6-7). Note that here Si(v1) (i = 1, 2, 3) denotes a tree vertex that belongs to the tree of k = i. Subsequently, the algorithm sets the core number of v1 to −1, indicating that v1 is deleted. Then, the algorithm invokes Algorithm 6 to update the core numbers of the remaining nodes. After invoking Algorithm 6, we can find that v2 is inserted into the tree vertex S2(v1), and v8 is added into the tree vertex S3(v1
In addition, it is very easy to show that the space complexity of Algorithm 5 is O(m + n).
Query processing algorithm
Based on the ICP-Index, the query processing algorithm is straightforward. For Problem 1, to compute the top-r k-influential communities, the algorithm first finds the tree corresponding to k from the ICP-Index, and then outputs the nodes in the top-r subtrees with the highest weights (the weight of a subtree is the minimum weight of nodes in its root vertex). This is because in our ICPIndex, the nodes included in a subtree of the tree corresponding to k exactly form a k-influential community. Similarly, for Problem 2, the algorithm outputs nodes in the top-r leaf vertices with the highest weights in the tree corresponding to k, as the nodes in each leaf vertex form a non-contained k-influential community. The time complexity of the query processing algorithm for both Problem 1 and Problem 2 is linear w.r.t. the answer size 3 , thus it is optimal.
UPDATE IN DYNAMIC NETWORKS
Many real-world networks are frequently updated. Clearly, when the network is updated, both the ICP-Index and the top-r results also need to be updated. The challenge is that a single edge insertion or deletion may trigger updates in a number of tree vertices of the ICP-Index. This can be an expensive operation because the corresponding tree vertices need to be recomputed. For example, consider a graph shown in Fig. 1. After inserting an edge (v10, v11) , the tree vertex {v9, v10, v11} in the tree of k = 1 (See Table 1 ) needs to be split into two tree vertices {v9} and {v10, v11}. In the tree of k = 2, the two tree vertices {v7, v10} and {v8, v9, v11} are updated by three tree vertices which are {v7}, {v8}, and {v9, v10, v11}. In the tree of k = 3, no update is needed. To overcome this challenge, we will propose an efficient algorithm for dynamically maintaining the tree vertices of the ICP-Index when the network is updated. Note that we can also efficiently answer the query by using the tree vertices only (without the tree structure). Specifically, we can first find the top-r tree vertices, and then only search the neighbors of the nodes in the tree vertices to construct the answer (i.e., the tree structure is implicitly constructed online). It is easy to show that the time complexity of this algorithm is the same as the time complexity of the previous tree-based algorithm to construct the top-r results (include edges). Therefore, in this paper, we mainly focus on updating the tree vertices. Below, we consider two types of updates: edge insertion and edge deletion.
Before we proceed further, we define some useful and frequently used notations. Let rmax be the maximal r in the queries posed by the users. For example, we can assume rmax = 100, 000, because users typically are not interested in the results beyond top-100, 000. For convenience, we refer to the tree of k = i in the ICP-Index as tree-i. Letru be the rank of u in the sorted list of nodes with the increasing order by weights. For simplicity, we assume that the rank of a node is based on the property of the node itself, which is independent of edge updates. For each tree-i (i = 1, · · · , kmax), we assign a timestamp for every tree vertex when it is generated by Algorithm 2. Here the timestamp is an integer ranging from 1 to ni, where ni denotes the number of vertices in tree-i. Note that by definition, a tree vertex with a large timestamp implies that the tree vertex has a large influence value. Denote by R (i) u the timestamp of the tree vertex that contains node u in tree-i. For convenience, we also refer to R max be the rank of the smallest weight node in the tree vertex with timestamp ni − rmax + 1. For example, reconsider the graph shown in Fig. 1 . We can see that rv 9 = 9. In tree-1, R
(1) v 9 = 8, because v9 is included in the tree vertex {v9, v10, v11} whose timestamp is 8 (See Table 1 ). Assume that rmax = 4. Then,r
(1) max = 9, because in tree-1, the tree vertex with timestamp n1 − rmax + 1 (equals 8) is {v9, v10, v11}, where the rank of the smallest weight node (v9) is 9.
Handling Edge Insertion
Here we consider the case of inserting an edge (u, v). The straightforward method is to re-compute all tree vertices using Algorithm 5 when the graph is updated. Clearly, this method is inefficient for large graphs. Below, we first present two basic updating rules, and then propose a minimum tree re-computation method to further reduce the computational cost for edge insertion. The basic updating rules: we give two basic updating rules below. Rule 1: let cmin = min{cu, cv} (i.e., the minimum core number of u and v). Then, after inserting (u, v), every tree-i for i > cmin + 1 will not be updated. This is because when inserting an edge, the core numbers of the nodes increase by at most one [16] . As a result, each i-influential community for i > cmin +1 does not change, and thus every tree-i remains unchanged. Rule 2 (Lazy update): the key idea of the lazy update rule is that we only maintain the tree vertices when they affect the top-r results for r ≤ rmax. Formally, we have the following lemma. Based on the above lemma, when inserting an edge (u, v), we first check the conditionsru <r
max. If one of them holds, we do not perform any update operation for the tree vertices in tree-i, because their updates do not affect the top-r results for r ≤ rmax. The minimum tree re-computation method: Besides the basic updating rules, here we present a method which can achieve minimum tree re-computation when an edge is inserted. The method, as verified in our experiments, can largely reduce the computational cost for edge insertion even after Rule 1 and Rule 2 are applied. Recall that after inserting an edge (u, v), all tree-i with i > cmin+1 do not change (by Rule 1), thus we only need to update all tree-i with i = 1, · · · , cmin + 1. Specifically, we consider two cases: (1) all tree-i with i = 1, · · · , cmin, and (2) tree-(cmin + 1).
For case (1), we let l i w be the number of w's neighbors whose timestamps are no less than w after inserting (u, v), i.e., l i
w }|. By this definition, l i w denotes the degree of w in the i-core after deleting all nodes whose timestamps are smaller than w. We assume without loss of generality that R
u ] be the tree vertex containing u andū be the smallest weight node in ITi[R On the other hand, if node u fails to be removed by the DFS procedure, then we re-compute all the tree vertices for tree-i. Below, we give a sufficient and necessary condition for updating the tree vertices in tree-i.
LEMMA 5. For each tree-i with i = 1, · · · , cmin, the tree vertices in tree-i need to be updated after inserting (u, v), if and only if u is not deleted by the DFS procedure.
By Lemma 5, a sufficient and necessary condition for updating the tree vertices in tree-i is that u is not deleted by the DFS procedure. Thus, our algorithm, which is based on such a sufficient and necessary condition, is optimal in the sense that the number of tree re-computations by our algorithm is minimum.
For case (2) (tree-(cmin + 1)), if u or v's core number is updated, we use Rule 2 to update the tree vertices in tree-(cmin + 1). Otherwise, no update is needed.
The algorithm for handling edge insertion is depicted in Algorithm 8, which integrates both the basic updating rules and the minimum tree re-computation method. In lines 4-5 and lines 9-10, we use Rule 2 for updating. In lines 6-7, we apply the minimum tree re-computation method to update the tree vertices. In the main loop (line 3), we use Rule 1 for updating. In lines 11-17, the procedure IsRecompute is used to determine whether u (assume 
du). In the experiments, we will show that our algorithm is at least four orders of magnitude faster than the straightforward re-computation based algorithm in large graphs.
Handling Edge Deletion
Consider the case of deleting an edge (u, v). Similarly, we have two basic updating rules. First, for Rule 1, each tree-i with i > cmin (cmin = min{cu, cv}) will not be updated after deleting an edge (u, v), because all i-influential communities for i > cmin remain unchanged after removing (u, v). Second, for Rule 2, we can also use Lemma 4 to handle the edge deletion case. To further improve the efficiency, we also propose a minimum tree recomputation method. For each tree-i with i = 1, · · · , cmin, we let l Recompute all tree vertices for tree i;
10:
Recompute all tree vertices for tree c min + 1;
Algorithm 9 EdgeDeletion(u, v) 
8:
Recompute all tree vertices for tree i;
w }|. Below, we give a sufficient and necessary condition for updating the tree vertices.
LEMMA 6. For each tree-i with i = 1, · · · , cmin, the tree vertices in tree-i need to be updated after deleing (u, v), if and only if
Based on Lemma 6, we can use l i u and l i v to determine whether the tree vertices in tree-i need to be updated. The algorithm for handling edge deletion is outlined in Algorithm 9, which integrates both the basic updating rules and the minimum tree re-computation method. In lines 4-5, we use Rule 2 for updating, and in lines 6-8, we use the minimum tree re-computation method to update the tree vertices. In the main loop (line 3), we use Rule 1 for updating. The time complexity for checking all re-computation conditions in Algorithm 9 (lines 6-7) is O(du + dv). In addition, it is worth mentioning that both Algorithm 8 and Algorithm 9 do not increase the space complexity for top-r k-influential communities search.
PERFORMANCE STUDIES
We conduct extensive experiments to evaluate the proposed algorithms. To construct the ICP-Index, we implement both the basic (Algorithm 3) and the new (Algorithm 5) algorithms, denoted by Basic and New respectively. For query processing, we implement four algorithms, named Online-All, Online-NCT, Index-All, and Index-NCT, respectively. Online-All and Online-NCT are the DFS-based online search algorithms (Algorithm 2) which are used to compute the top-r k-influential communities and the top-r noncontained k-influential communities respectively; Similarly, IndexAll and Index-NCT are the ICP-Index based algorithms used to compute the top-r k-influential communities and the top-r noncontained k-influential communities respectively. Note that we do not implement the basic online search algorithm (Algorithm 1), as it is impractical for many real-world graphs. All algorithms are implemented in C++. All experiments are conducted on a computer with 3.46GHz Intel Xeon X5690 (6-core) CPU and 96GB memory running Red Hat Enterprise Linux 6.4 (64-bit). In all experiments, both the graph and the ICP-Index are resident in main memory. Datasets. We use six web-scale real-world graphs in our experiments. The detailed statistics of our datasets are shown in Table  2 . The first five datasets in Table 2 are downloaded from (ht tp://law.di.unimi.it/datasets.php), and the FriSter dataset is downloaded from (http://snap.stanford.ed u). Among the six graphs, UK, Arabic, WebBase, and SK are web graphs, and Twitter and FriSter are social networks. Parameters. In all the experiments, without otherwise specified, we use the PageRank score of node u to denote its weight, as PageRank is a widely-used model to measure the influence (or importance) of the nodes. For each dataset, we vary 4 parameters: r (denoting the parameter of top-r), k (denoting the parameter of k-influential community), the percentage of nodes n, and the percentage of edges m. The range of the parameters and their default values are shown in Table 3 . When varying m (or n) for scalability testing, we extract subgraphs of 20%, 40% 60%, 80% and 100% edges (or nodes) of the original graph with a default value of 100%. When varying a certain parameter, the values for all the other parameters are set to their default values. Exp-1: Index Construction. We build the ICP-Index for six graphs using both Basic and New. The index-construction time is shown in Fig. 3(a) . New is 5 to 10 times faster than Basic in all datasets. Moreover, we can see that New is very efficient which takes only 1,477 seconds ( < 25 minutes) in the Twitter dataset (more than 1 billion edges and 41 million nodes). This is because New can avoid computing influential communities for all k values one by one, which saves much computational cost. The result is also consistent with the theoretical analysis shown in Theorem 8 and Theorem 10. We further compare the size of the ICP-Index with the size of the original graph. The results are depicted in Fig. 3(b) . Over all the datasets, the sizes of ICP-Index are almost the same as the size of the original graph. This result confirms the theoretical analysis shown in Theorem 6. Exp-2: Query Processing (Vary k). We vary k from 2 to 256 and evaluate the query processing time for the four proposed algorithms by fixing r = 40. The results are reported in Fig. 4 . In all datasets, when k increases, the processing time of Online-All and Online-NCT decreases. This is because when k increases, the size of the maximal k-core decreases, and the time complexity of Online-All and Online-NCT is dominated by traversing the maximal k-core. Instead, when k increases, the processing time of both Index-All and Index-NCT increases. This is because when k increases, the size of the top-r results increases, and thus it takes more time to calculate the top-r results for both Index-All and Index-NCT. When k is small, Index-All and Index-NCT is several orders of magnitude faster than Online-All and Online-NCT, respectively. When k is large, the advantages of Index-All and Index-NCT are not significant. The reason is that, when k increases, the time cost for traversing the k-core decreases, while the time spent on outputting the top-r results increases. For instance, in UK, when the core number increases to 256, the time overhead for outputting the top-r results dominates the whole query processing time for all algorithms. Thus, the processing time of all the algorithms are similar. Exp-3: Query Processing (Vary r). We vary the parameter r from 5 to 320 and evaluate the query processing time of the four algorithms by fixing k = 16. The results are shown in Fig. 5 . Over all datasets, we can see that the processing time of all the algorithms increases with increasing r. For Online-All and Online-NCT, the processing time increases very slowly. This is because for both Online-All and Online-NCT, the dominant cost is spent on traversing the maximal k-core other than outputting the top-r results. For Index-All and Index-NCT, when r is small, the processing time increases slowly. However, when r is large, the processing time of Index-All increases while the processing time of Index-NCT still keeps stable. The reason is that when r increases, the size of the r-th answer in the top-r results for the Index-All algorithm tends to increase. Thus, when r is large, a large number of redundant subgraphs are outputted in the top-r results. For Index-NCT, when r increases, the size of the r-th answer in the top-r results does not significantly increase, thus the processing time of Index-NCT keeps stable. For example, in the FriSter dataset, when r increases to 320, the processing time of Index-All approaches the processing time of Online-NCT and Online-All, indicating that a large number of redundant subgraphs are computed in Index-All. However, in this case, Index-NCT is still very efficient, which is four orders of magnitude faster than Index-All. Exp-4: Scalability for Indexing. We vary the number of edges (m) and nodes (n) in Twitter, SK, and FriSter datasets to study the scalability of the index construction algorithms: Basic and New. The results are reported in Fig. 6 . As can be seen, both Basic and New scale near linearly in most datasets. Moreover, we can see that New is around one order of magnitude faster than Basic, which is consistent with the previous observations. In addition, we also report the scalability results for index size in Fig. 7 . We can see that the index size is nearly the same as the graph size over all testing cases, which confirms the theoretical analysis shown in Section 4. Exp-5: Scalability for Query Processing. We vary the number of edges (m) and nodes (n) in Twitter, SK, and FriSter datasets to evaluate the scalability of the proposed query processing algorithms. Fig. 8 depicts the results. As desired, the query processing time for the online search algorithms (Online-All and Online-NCT) increases with increasing graph size. However, for the index-based algorithms (Index-All and Index-NCT), the query processing time does not significantly increase when the graph size increases. The reason is that the processing time of Index-All and Index-NCT are mainly dependent on the size of the top-r communities, and the size of the top-r communities is not largely affected by the size of the graph. As a result, in all testing cases, Index-All and Index-NCT are at least one order of magnitude faster than Online-All and Online-NCT, respectively. Exp-6: Dynamic Update. In this experiment, we evaluate the efficiency of the proposed index updating algorithms. We compare three algorithms which are Ba, Ne, and Recompute. Ba is the algorithm using two basic updating rules; Ne is the algorith- Figure 10 : Top-3 results using labels for weights (k = 6) Figure 11 : Four truss communities containing "Jiawei Han" to re-compute all tree vertices when the graph is updated by an edge insertion/deletion. In all testings, we set rmax = 100, 000. For each dataset, we randomly delete 1K edges, and update the index after every deletion, and then we insert the same 1K edges and update the index after every insertion. The average update time per edge insertion/deletion is reported in Table 4 . From Table 4 , we can make the following observations. Compared to Recompute, Ba can significantly reduce the cost of maintaining the tree vertices. For example, in WebBase, Ba only takes 0.5 seconds to maintain all the tree vertices for either insertion or deletion, while Recompute requires more than 330 seconds. However, only applying the basic updating rules may be still inefficient. For example, in Twitter, Ba needs more than 60 seconds for each edge insertion/deletion which is inefficient. Ne, however, can significantly cut the updating time of Ba by applying the minimum tree re-computation method. For instance, in the Twitter dataset, by using Ne, the updating time for an edge insertion/deletion is reduced from 66.5/64.9 seconds to 0.035/0.001 seconds. For Ne, handling edge deletion is more efficient than handling edge insertion, because checking the re-computation condition for edge insertion needs to invoke a DFS procedure (see Algorithm 8) . In general, we can see that the updating time of Ne is several orders of magnitude faster than the straightforward re-computation based method (Recompute) over all datasets, which confirms the theoretical analysis in Section 5.
Case studies
We use a co-authorship network extracted from ArnetMiner (ht tp://arnetminer.org) for case studies. The dataset consists of authors in different research areas including database, data mining, semantic web, machine learning, information retrieval, Bayesian network, and so on. The graph contains 5411 nodes and 17,477 edges. Each author (node) is associated with a label, denoting the research area of that author. Based on this dataset, we conduct three various case studies to evaluate the effectiveness of the k-influential community model. Results for different k and r. In this case study, we use the number of publications to denote the weight of an author. We vary k from 4 to 10, and generate the top-3 non-contained k-influential communities for each k value. The results are depicted in Fig. 9 . As can be seen, for a certain k, the top results of the non-contained k-influential communities tend to cover high influential researchers in different research areas. For example, when k = 4, the top-1 result includes high-influential researchers in database area, the top-2 result contains high-influential researchers in data mining area, and the top-3 result consists of high-influential researchers in semantic web area. The researchers in each community are highly connected with each other, and each of them plays an leading role in the specific research area. These results indicate that the k-influential community model is indeed capable of capturing both influence and cohesiveness of a community.
In addition, we can see that the parameter k can balance the tradeoff between influence and cohesiveness of a community. In general, the influence value of a community decreases with increasing k. For instance, comparing Fig. 9(a) with Fig. 9(d) , when k increases from 4 to 6, some high influential researchers such as "H. V. Jagadish" and "Beng Chin Ooi" leave the community, while some other researchers are added into the community, forming a more cohesive but relatively lower influential community. The reason is that when k increases, the cohesiveness constraint in the kinfluential community model becomes more strict, which may exclude some high influential nodes from the community, and thus may reduce the influence of the community. For a practical recommendation, if the user wants to find a high influential community, a small k is preferred, while if the user aims at finding a high cohesive but relatively low influential community, a large k is preferred. Using labels for weights. In this case study, we use the labels for weights to study the effectiveness of the k-influential community model. Specifically, we first give different weights for different labels. Then, we rank the nodes based on the weights, and break ties based on the number of publications. Fig. 10 reports the results for k = 6 given that the weights of different labels are ranked as "Machine Learning (ML)" > "Information Retrieval (IR)" > "Bayesian Network (BN)", and so on. Similar results can also be observed for different k values (e.g., k = 8) and different weighting methods. From Fig. 10 , we can see that the top-3 results are consistent with our weighting method (the top-1 result is a "Machine Learning" community, the top-2 result is a "Information Retrieval" community, and the top-3 result is a "Bayesian Network" community). These results suggest that the k-influential community model can also capture user-specified definition of influence. In practice, the users can define the influence based on their preferences, and our proposed methods can be applied to identify the influential communities based on user-defined influence.
Comparison with truss community. Here we compare the proposed community model with the truss community model [15] , which is successfully applied to find query-dependent cohesive communities in a large network. For a fair comparison, we compare the k-influential community with the k + 1 truss community. This is because a k +1 truss is a k-core [24] , and our k-influential community is based on k-core. Below, we consider the case when k = 4. Similar conclusions can also be made for other k values. Fig. 11 depicts four 5-truss communities containing "Jiawei Han". From Fig. 11 , we can see that the 5-truss communities mainly contains professor Jiawei Han's students or research fellows. However, in our 4-influential community model, professor Jiawei Han's community (see Fig. 9(b) ) includes many other influential researchers in data mining area who have a co-author relationship with "Jiawei Han". The reason is that the k-truss community only captures the cohesiveness of a community, while our k-influential community not only captures the cohesiveness, but it also considers the influence of a community. Therefore, in practice, if the users wants to find the influential communities in a network, our community model is much better than the k-truss community model.
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