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Abstract
Surface roughness is an important parameter to describe materials’ topography. This parame-
ter has been widely studied and presents important tasks in many engineering applications.
The development of non-contact-based roughness measurement techniques for engineering
surfaces has received much attention. However, stylus-based equipments are still dominating
this measurement task. Stylus techniques have great inherent limitations as they were origi-
nally intended to acquire 2D surface topography. Therefore, 3D surface roughness data can
only be obtained from stylus equipment executing multiple scans of the surface. This task
takes a lot of time to achieve a satisfactory result, may make micro-scratches on surfaces
and can only evaluate a small area in a reasonable amount of time.
In this work a new automated methodology for obtaining a 3D reconstruction model of sur-
faces using scanning electron microscope (SEM) images based on stereo-vision is proposed.
The 3D models can then be used to evaluate the surface roughness parameters. The horizon-
tal stereo matching step is done with a robust and efficient algorithm based on semi-global
matching. Since the brightness change of corresponding pixels is negligible for the small tilt
involved in stereo SEM, and the cost function relies on dynamic programming, the matching
algorithm uses a sum of absolute differences (SAD) over a variable pixel size window and an
occlusion parameter which penalizes large depth discontinuities, that in practice, smooths
the disparity map and the corresponding reconstructed surface. This step yields a disparity
map, i.e. the differences between the horizontal coordinates of the matching points in the
stereo images. The horizontal disparity map is finally converted into heights according to
the SEM acquisition parameters: tilt angle, magnification and pixel size. A validation test
was first performed using a microscopic grid with manufacturer specifications as reference.
Finally, some surface roughness parameters were calculated within the model.
Keywords: Roughness, Scanning Electron Microscopy, 3D reconstruction, Stereo-Vision,
Dynamic Programming.
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Resumen
La rugosidad superficial es un para´metro importante para describir la topograf´ıa de los ma-
teriales. Este para´metro ha sido ampliamente estudiado y es utilizado en importantes tareas
en varias aplicaciones de ingenier´ıa. El desarrollo de te´cnicas de medida de rugosidad basadas
en me´todos de no contacto para superficies han recibido mucha atencio´n. Sin embargo, los
equipos basados en te´cnicas de contacto siguen dominando las tareas de medida. Las te´cnicas
basadas en instrumentos de contacto tienen grandes limitaciones inherentes debido a que en
principio fueron disen˜adas para adquirir superficies topogra´ficas en 2D. As´ı, informacio´n de
la rugosidad superficial en 3D solo puede ser obtenida con equipos de contacto ejecutando
mu´ltiples barridos de la superficie. Esta tarea toma mucho tiempo para obtener un resultado
satisfactorio, puede producir microrayones sobre la superficie, y solo puede evaluar pequen˜as
a´reas en un tiempo razonable.
En este trabajo se propone una nueva metodolog´ıa usando visio´n por computador. Con ella
se busca obtener un modelo de reconstruccio´n 3D de superficies usando ima´genes de mi-
croscopio electro´nico de barrido (MEB) basadas en visio´n este´reo, y as´ı evaluar para´metros
de rugosidad superficial. El paso de asociacio´n horizontal este´reo es hecho con un algoritmo
robusto y eficiente basado en asociacio´n semiglobal. Debido a que el cambio en el brillo de los
pixeles correspondientes es despreciable para las pequen˜as inclinaciones utilizadas en MEB
este´reo y la funcio´n de costo se basa en programacio´n dina´mica, el algoritmo de asociacio´n
usa la suma de diferencias absoluta (SAD en ingle´s) sobre una ventana de taman˜o variable en
pixeles y un para´metro de oclusio´n el cual penaliza grandes discontinuidades de profundidad
y, en pra´ctica, suaviza el mapa de disparidad, y la superficie reconstruida correspondien-
te. Este paso produce un mapa de disparidad, es decir, la diferencia entre las coordenadas
horizontales de los puntos correspondientes en las ima´genes este´reo. El mapa de disparidad
es finalmente convertido en alturas de acuerdo a los para´metros de adquisicio´n del MEB:
a´ngulo de inclinacio´n, magnificacio´n y taman˜o de pixel. Una prueba de validacio´n fue llevada
a cabo usando como referencia una cuadr´ıcula microsco´pica con especificaciones de fa´brica.
Finalmente, con el modelo son calculados algunos para´metros de rugosidad.
Palabras Clave: Rugosidad, Microscopio Electro´nico de Barrido, Reconstruccio´n 3D,
Visio´n Este´reo, Programacio´n Dina´mica.
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Part I.
Preliminaries
1. Motivation
1.1. Materials Science
Materials science is a part of natural sciences with a strong interdisciplinary character in-
timately connected with physics, chemistry, metallurgy and mineralogy [24, 35]. It includes
the synthesis and purification of materials, the characterization of material’s properties as
well as the development of new materials with tailored properties [3]. The field of materials
science has an extended past and it is believed to have a long and promising future as well
[50, 54].
Understanding the relationships between micro-structure and mechanical properties have
always been one of the primary goals of metallurgy and materials science [35]. Since ancient
times, materials were used primarily for structural applications; thus, the mechanical proper-
ties of structural materials have always been of great importance to our society [3, 35, 54].
This focus on understanding the mechanical properties of structural materials has stimu-
lated a large amount of research that has led to a deep understanding of the microscopic
processes responsible for the mechanical behavior of materials [3, 35]. It has also led to the
development of an impressive array of advanced, high-performance structural materials[24].
1.2. Roughness
The surface of the bodies are very complex objects [35]. The chemical composition and the
atomic arrangement are very different on the surfaces. From the point of view of science and
materials engineering, the topography describes the set of natural or artificial geometrical
particularities that characterize a surface. One of the concepts used by the topography for
describing the irregularities on the surfaces is the roughness [35, 44, 38].
The surfaces can be seen in a different way depending on the scale. A surface texture that
is regular at large length scales, can be random at small length scales [35]. The geometric
characteristics of the surfaces can be categorized from the smallest scale to the largest scale
as follows: the atomic scale roughness is the roughness of the atoms on the surface of the
solid. Roughness is composed by the irregularities characterized by hills and valleys [44].
These surface features typically have random spacing, heights and depths. The waviness are
the surface irregularities with a much larger spacing than the roughness features and with a
1.3 Scanning Electron Microscope 3
small statistical variation of spacing and amplitude [38]. And finally, the errors of form are
flaws that occur during manufacturing or later misuse of the part.
The surface description above is common, but there also exist other topographies that do
not simply fit in this category (regular at all length scales or random at all length scales).
1.3. Scanning Electron Microscope
A Scanning Electron Microscope (SEM) is a tool used in a broad range of scientific and
engineering applications [30]. SEM is useful to observe and characterize different kind of
materials from nanometer (nm) to micrometer (µm) scale [21]. SEM can provide information
on surface topography, crystalline structure, chemical composition and electrical behavior of
the top 1µm or so of the specimen [7]. The capability of SEM to obtain three-dimensional-
like images of the surfaces is very appreciated. This characteristic makes SEM very popular
in a wide variety of media, from scientific journals to popular magazines to the movies [21].
In general, SEM is composed by an electron column, a sample chamber, different kind of
detectors and a viewing system [7, 21] as seen in Figure 1-1.
All SEM are composed of an electron column, that creates a beam of electrons; a sample
chamber, where the electron beam interacts with the sample; detectors, that monitor different
signals resulting from the beam-sample interaction (secondary and backscattered electrons,
and X-rays) [30, 55]; and a viewing system, that constructs an image from the signals. An
electron gun at the top of the column generates the electron beam. In the gun, an electrostatic
field directs electrons emitted from a very small region on the surface of an electrode, through
a small spot called the crossover. Then, the gun accelerates the electrons down the column
toward the sample with energies typically ranging from a few hundreds to tens of thousands
of electron volts. Several types of electron guns like tungsten, LaB6 (lanthanum hexaboride)
and field emission [7, 21, 55] use different electrode materials and physical principles, but
all share the common purpose of generating a directed electron beam bearing both stable
and sufficient current, while remaining as small as possible in size. The electrons emerge
from the gun as a divergent beam. A series of magnetic lenses and apertures in the column
assemble and focus the beam into a demagnified image of the crossover. Near the bottom of
the column, a set of scan coils deflect the beam in a scanning pattern over the sample surface
[21]. The final lens focus the beam into the smallest possible spot on the sample surface. The
beam exits from the column into the sample chamber. The chamber incorporates a stage
for manipulating the sample, a door or airlock for inserting and removing the sample, and
access ports for mounting various signal detectors and other accessories. As the electrons
penetrate the sample they give up energy, which is emitted from the sample in a variety of
ways. Each emission mode is potentially a signal from which to create an image [30].
Unlike the light in an optical microscope, the electrons in an SEM never form a real image of
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Figure 1-1.: Scanning Electron Microscope diagram [26].
the sample [7]. Instead, the SEM constructs a virtual image from the signals emitted by the
sample. It does this by scanning its electron beam line by line through a rectangular (raster)
pattern on the sample surface. The scan pattern defines the area represented in the image.
At any instant in time the beam impacts only a single point in the pattern. As the beam
moves from point to point, the measured signals vary in strength, indicating variations in
the sample surface [55]. The output signal is thus a serial data stream. Modern instruments
include digital imaging capabilities that convert the analog data from the detector into a
series of numerical values. These values are then manipulated as desired [30].
1.4. 3D Stereo Reconstruction
Stereo matching has been one of the fundamental and most widely studied problems in
computer vision [47]. It has been successfully used in a variety of applications, including
robot navigation, space missions, etc. [27].
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Stereo matching is the process of taking two or more images from different viewpoints of
the same scene simultaneously and estimating a 3D model by finding matching pixels in the
images and converting their 2D positions into 3D depths [27, 52].
The basic principle involved in the recovery of depth is triangulation. A correspondence
between the features from two images needs to be established. The major steps involved in
the process are pre-processing, correspondence establishment, and depth recovery [12].
The solution may be represented as a disparity field specifying the positional differences of
corresponding feature points regarding the image coordinate systems. The distance to the
scene may then be computed from the disparity field, and from knowing the rigid transfor-
mation relating the two image coordinate systems[40].
A key problem in stereo analysis is to detect disparities over a large range of values. To
reduce the search space it is common to assume that the epipolar line geometry is known.
This helps in reducing the search space to a line segment [40].
2. State of the Art
The measurement of surface roughness is one of the most important steps in the analysis of
the contact between two surfaces, and is very important for quality control [38]. Due to the
importance of surface topographies, a wide variety of techniques have been developed over
the years for measuring surface topographies. The choice of a given measuring tool often
depends on the length scale for which topographical information is wanted.
In order to approximate the surface roughness over a large area of the sample without too
much precision, an optical technique is typically used. For an area smaller than a few millime-
ters in size, a simple line scan is all that is needed, and a mechanical stylus profilometer can
be used. For the highest possible resolution in a relatively small area (< 100µm across), a
scanning probe such as the scanning tunneling microscope (STM) or atomic force microscope
(AFM) is used [35, 38].
The alternatives for roughness measurement fall into two broad categories: Contact methods
and Non-contact methods [31, 35, 48]. Contact methods assess surface finish by the means
of stylus type devices and require interruption of the machining process, and sometimes,
cleaning of the part prior to inspection. These devices are very sensitive, but the sharp
diamond stylus can make micro-scratches on the surfaces [48, 49]. A common drawback of
these techniques is that only a small portion of the sample can be evaluated each time. Some
examples are stylus profilometry and scanning probe microscopy.
In the last few years the increasing demand on product quality and the automation of
production processes [31] has allowed a significant development of non-contact methods
[48]. Although some of them have good resolution and are being applied in fields where
mechanical measuring methods had previously enjoyed clear predominance, most of them
are too complex, too expensive and too hard to handle for practical use. Some examples are
optical interference, optical scattering and scanning electron microscopy [35].
Nowadays, with the advent of new, more advanced measuring equipment, 3D surface mea-
surement techniques are more frequently used. These techniques are often based on optical
and stereo-vision rather than contact methods and bring great benefits if used correctly [38].
Although they capture more data from the surface, often these techniques cause some ar-
tifacts and errors which influence the surface data captured. It has already been indicated
in literature that the surface measurements performed with 3D surface measurement tech-
niques may differ from the ones performed by Atomic Force Microscopy (AFM). It has been
established previously that roughness parameters, such as root mean square roughness, Rq,
and average roughness, Ra, reveal a difference depending on whether the surface has been
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measured with AFM or a Non-Contact method [37, 42]. The differences in measured rough-
ness parameters were explained by the occurrence of optical effects or artifacts introduced by
the technique, such as multiple light scattering, crater effects, a response to different angles,
sensitivity to vibrations, surface reflectivity and diffraction effects at sharp edges. It was also
found that sub-micron details can be smoothed due to optical system or detector limitations
[49].
2.1. Contact Methods
Profilometry, atomic force microscopy (AFM) and surface roughness tester are the three
most common paths to measure surface topography [35]. In these techniques, a sharp stylus
is placed at the end of a flexible cantilever and then dragged over the surface with a low
contact force [38]. As the stylus traces over the surface, its up and down motion is recorded
to provide a 1D profile of the surface topography [35] as seen in Figure 2-1. By repeatedly co-
llecting parallel traces separated by a small distance, a 3D representation of the topography
can be generated. These profile traces can then be analyzed with a computer to determine
parameters that describe the surface roughness [35, 38].
Figure 2-1.: Contact Methods Model [13].
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2.2. Non-contact Methods
2.2.1. Optical Methods
In an optical method, a laser beam is used to illuminate the surface under measurement.
The intensity distribution curve of a laser beam reflected from the surface of materials can
be broadened with increasing surface roughness. The roughness can be evaluated from the
broadness of the reflected beam intensity curve [38, 60].
There are some optical methods with different kind of specifications. The taper sectioning
technique give quantitative information, but it is not capable to generate 3D data. It has
a spatial resolution of 500 nm and a vertical resolution of 25 nm. Some limitations are
that it is destructive and has a tedious specimen preparation. The light sectioning technique
has limited quantitative information, can obtain 3D data and has a spatial resolution of
500 nm and a vertical resolution from 0,1 to 1 nm. The main limitation of this technique is
that it is qualitative, so it can not record accurate values. On the other hand, the Optical
interference technique give quantitative information, 3D data, has a spatial resolution from
500 to 1000 nm and a vertical resolution from 0,1 to 1 nm and does not have significant
limitations [38].
The main shortcoming of optical techniques is the horizontal resolution, which is limited by
the wavelength of the used light. The horizontal resolution reported is typically in the 0,4 to
0,5µm range. This value is unacceptable for making accurate measurements on submicron
features. Conventional optical microscopes have poor vertical resolution due to their rela-
tively large depth of focus of around 1,0µm. Thus, instruments with higher resolution are
needed [31].
2.2.2. Scanning Electron Microscopy
Scanning Electron Microscopy (SEM) is widely used in science to characterize the surfa-
ce roughness of materials. Continuous efforts are carried out in the search of estimators
of different surface characteristics [8]. Although some 3D information appears in a single
SEM image, more sophisticated techniques are needed to recover accurately the 3D surfa-
ce roughness. 3D information can be obtained with SEM based on stereo-vision techniques
[45]. SEM is a very versatile tool [31], the method of stereo-microscopy gives quantitative
information, 3D data, a spatial resolution of 5 nm, and a vertical resolution of 50 nm [8, 38].
The resolution of the result is the same resolution of the SEM images [15].
A SEM-computer system can be considered as an adequate instrument of surface analy-
sis with capabilities to measure morphology and quantitative roughness, as well as surface
roughness evaluation [60]
3D reconstruction from stereoscopic images (acquired at varying specimen tilt angles) is
based on the measurement of the disparity (parallax), which is the shift (in pixels) of the
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specimen features from one image to the other [43]. There is a long list of experiments perfor-
med with the aim of generating stereo-vision by electron microscopy such as [9, 28, 39, 45, 53].
Currently, the extraction of 3D data using SEM stereo techniques is carried out most of the
time semi-automatically. For instance, the matching of corresponding points in the stereo pair
must be performed manually, which is a tedious task for the operator. Automatic methods
exist but require severe image acquisition constraints.The SEM must possess a high-quality
stage so that the specimen can be rotated accurately and eucentrically (i.e., the midpoint of
the specimen surface have to be positioned, so that it is centered on the axis of rotation),
unfortunately this is not easy to do because precise alignment is required to get satisfactory
3D reconstructions [45].
2.3. Use of Non-contact Methods versus Contact
Methods
The development of non-contact-based roughness measurement techniques for engineering
surfaces have received much attention. However, stylus-based equipment is still dominating
this measurement task [2, 35, 38]. Stylus techniques have a great inherent limitation as they
were originally intended to acquire 2D surface topography. Therefore, 3D surface roughness
data can only be obtained from stylus equipment by executing multiple scans of the surface.
However, this task is relatively slow in comparison to a non-contact method [31, 49]. As a
result, most research efforts have focused on 2D roughness measurements for industrial use,
and very few articles in the literature have comprehensively handled 3D surface roughness
measurements. In recent years, the modeling and prediction problems of surface roughness of
a work-piece by computer vision have received increasing attention [8, 9, 15, 28, 39, 43, 45, 53].
However, most of the published work focuses on surface roughness assessment in turning
operations. This is due to the relaxed requirements for data processing, where only one line
across an image could be sufficient to evaluate the surface texture [2].
Also, 3D surface measurements are increasingly being used not only to calculate roughness
parameters, but also as an input of surface topography into tribological simulations. Often
contact mechanics simulations use these 3D surface measurements [49].
3. Objectives
3.1. General Objective
To estimate 3D models and surface roughness values through automatic three-dimensional
reconstruction using SEM stereo imaging.
3.2. Specific Objectives
To implement a stereo vision robust algorithm to find a disparity map and a three-
dimensional reconstruction model of SEM images.
To evaluate the measurements and the time used to obtain roughness values of the
three-dimensional reconstruction of SEM images.
To compare the measurements obtained by the three-dimensional reconstruction and
the values obtained by a surface roughness gage.
Part II.
Materials and Methods
4. 3D Stereo Reconstruction
4.1. Stereo Pair Acquisition
3D reconstruction from stereoscopic images (acquired at varying specimen tilt angles [31])
is based on the measurement of the disparity, which is the shift (in pixels) of the specimen
features from one image to the other [43].
In SEM, images are formed by scanning a focused electron beam rectilinearly over the sam-
ple surface and simultaneously detecting one of the signals generated by the beam-specimen
interaction processes [34]. There exist two main kinds of detection principles for imaging sur-
faces: secondary electron emission and backscattered electron emission. Secondary electrons,
which produce an emission from less than ∼ 10nm below the surface, are usually preferred
since they provide topographies with an optimal signal-to-noise ratio (SNR) and eventually
with very high resolution [21, 34]. Viewing an object from two separated viewpoints which
subtend an angle θ at that object is equivalent to taking two images from a single viewpoint,
but rotating the object through the same angle θ between the images (Figure 4-1). This is
the procedure that is usually employed in SEM [21]. To produce a stereoscopic reconstruc-
tion, it is necessary to tilt the sample a few degrees to acquire two images (stereopair), and
capture approximately the same region of interest [21, 34, 45].
To facilitate the acquisition of the images, it is recommended to use a SEM with a manual
or automatic specimen stage [39], with movement along five axes (x, y, z, tilt and rotation).
For simplicity in further calculation, we take the two images with equal tilt, but different sign.
4.2. Stereo Correspondence
4.2.1. 3D Reconstruction using Optical Flow
At the beginning of this research, a methodology using optical flow was implemented [23].
However, the result was not satisfactory because the 3D model was not alike the surfaces
we tried to build, we had some difficulties with the integration process of the results, and
the optical flow process was not accurate with large movement between images. That is why
optical flow was not considered as the best option later on.
Optical Flow estimation can be carried out by using a differential approach, in which case
the process typically involves three steps: image smoothing, spatial and time derivatives
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Figure 4-1.: Tilt concept to acquire a stereo pair [45].
approximation and integration of the calculated derivatives [29].
For a 2D+ t case, a pixel placed at (x, y, t) with an intensity I (x, y, t), moving ∆x, ∆y in ∆t
between two frames of a scene, and under the assumption that the intensity is preserved in
the stereo pair [5, 17, 29], we used the optical flow expression
∂I
∂x
∆x
∆t
+
∂I
∂y
∆y
∆t
+
∂I
∂t
= 0 (4-1)
to compute the disparity map of the stereo pair.
We used a Gaussian low-pass filter for extracting the structure of the signal and improve
the SNR [29]. With the Gaussian filter we prevented issues regarding indetermination of
the derivatives at the edges. We used a large rotationally symmetric Gaussian low-pass filter
with standard deviation SD = 25 pixels (SD depends on several factors such as noise, degree
of roughness, etc.).
To calculate the derivative with respect to x (space) in Equation (4-1), we applied a 3 × 3
Sobel filter in the x direction to each image. This filter acts as a discrete differentiation
operator [22]. The derivative with respect to t (time) is computed as the difference between
the two images.
Derivative components regarding x and t can be calculated using the filtered images, with
Equation (4-1), and therefore velocity can be obtained. Local velocity can be used to find
disparities between the two stereo images, which are directly related to the 3D surface relief
[45].
In Figure 4-2, it can be seen that despite the similarity, the result is unstable, the plot of the
profiles shows a huge variation of depth, and the disparity map shows that in homogeneous
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Figure 4-2.: (a) Original image, (b) Pseudo-color disparity map, (c) 3D estimation, (d)
Mean profile of the sample and (e) All the profiles of the 3D estimation.
areas there are different values of depth. The mean profile shows that the algorithm has
some issues in the borders, and even if the result is integrated, the large peaks in the edges
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can disturb the calculation of roughness parameters.
In spite of the encouraging results of the optical flow methodology, we wanted our algorithm
to be robust and stable in all situations. That is why we decided to implement a stereo
correspondence algorithm based on dynamic programming to achieve better results.
4.3. 3D Reconstruction using Dynamic Programming
Image 
Acquisition Preprocessing
Dynamic 
Programming
Disparity 
map
Height 
estimation
Figure 4-3.: Block diagram.
4.3.1. Preprocessing
Before the stereo matching, it is necessary to assure two main characteristics in the stereo
pair to obtain accurate results: brightness constancy and alignment.
Histogram Matching
The global histogram contrast must be similar for both images. A histogram matching was
chosen to assure the same brightness and contrast in both images while preserving relative
positions of edges and other textural characteristics [39]. Specifically, the mean and standard
deviation of one image is matched regarding the other.
The first step was to set one image as the reference image, and the other one as the work
image. To equalize the histograms, it was necessary to obtain the difference between each
pixel of the work image and its mean. Then the result was divided by the standard deviation
of the work image. This step makes it so that the work image has a mean equal to zero and
a standard deviation equal to 1. Finally, the resulting image was multiplied by the standard
deviation of the reference image, and its mean value was added to the equalize work image.
Thus, both images have approximately the same brightness and contrast as it can be seen
in Figure 4-4.
Image Alignment
There is uncertainty during the acquisition process that can produce image misalignments
in the stereo pairs. Alignment is needed to ensure that only the parallax displacement com-
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Figure 4-4.: (a) and (c) are the original images, (b) and (d) are their respective histograms,
and (e) and (f) are the result after the histogram matching.
ponents will be measured [39]. Aiming to correct such misalignments, a geometric transfor-
mation that aligns the stereo pair is approximated.
Image alignment algorithms can find the correspondence relationships among images with
varying degrees of overlap [51].
To obtain a reasonable alignment between two images, it is necessary to find corresponding
points between the stereo pair. With this information, it is possible to calculate a geometric
transformation, and finally use the obtained matrix to align one image with respect to the
other.
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The correspondence problem consists in finding correct point-to-point correspondences bet-
ween images [14]. We have two images of the same 3D scene, each image tilted a few degrees.
The objective is to find a set of distinctive features in one image which can be identified as
the same features in the other image.
Extracting distinctive features from each image and matching them can be used to establish
a global correspondence, and to then estimate the geometric transformation between the
images [51].
To search image point correspondences, the task can be divided into three main steps. Interest
points are selected at distinctive locations in the image. Next, the neighborhood of every
interest point is represented by a feature vector. This descriptor has to be distinctive and
at the same time robust to noise, detection displacements and geometric and photometric
deformations. Finally, the descriptor vectors are matched between different images [4].
Speeded-Up Robust Features (SURF) algorithm is used to find landmarks in the stereo pair.
The landmarks detected in the two images are matched, producing a set of corresponding
points.
SURF algorithm is a scale- and rotation-invariant detector. The descriptor is based on Haar
wavelets and makes an efficient use of integral images [4, 45].
Using the corresponding points between the two images obtained with SURF, it is possible
to find a geometric transformation.
Figure 4-5.: (a) and (b) show the corresponding points found between the stereo pair.
We estimate an affine geometric transformation, which returns a transformation function,
that can be applied to the positions of the corresponding points in one image to align them
with the positions in the other image.
An Affine Transformation is any transformation that can be expressed in the form of a matrix
multiplication (linear transformation) followed by a vector addition (translation).
The Affine Transformation preserves collinearity (i.e., all points lying on a line initially still
lie on a line after transformation) and ratios of distance (e.g., the midpoint of a line segment
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remains the midpoint after transformation).
Geometric contraction, expansion, dilation, reflection, rotation, shear, similarity transforma-
tions, spiral similarities, and translation are affine transformations, as are their combinations
[56].
In figure 4-5, they are some points that are not visible on both images. The Random Sample
Consensus (RANSAC) algorithm is used to find this kind of outliers in the set of points. This
algorithm makes it so that the points considered as outliers can not be used to determine the
geometric transformation. RANSAC is capable of interpreting/smoothing data containing a
significant percentage of gross errors, and is thus ideally suited for applications in automated
image analysis where interpretation is based on the data provided by error-prone feature
detectors [16]. With this constraint, the transformation can be more accurate.
Finally the estimated matrix is applied to align one image with respect to the other using
an image transformation.
4.3.2. Stereo Matching and Dynamic Programming
Stereo matching has been one of the fundamental and most widely studied problems in
computer vision [47]. It has been successfully used in a variety of applications, including
robot navigation, space missions, etc. [27].
Stereo matching is the process of taking two or more images from different viewpoints simul-
taneously and estimating a 3D model of the scene by finding matching pixels in the images
and converting their 2D positions into 3D depths [27, 31, 52].
The basic principle involved in the recovery of depth using passive imaging is triangulation.
The major steps involved in the process are preprocessing, establishing correspondence, and
recovering depth [12].
The solution is represented as a disparity map specifying the positional differences of corres-
ponding feature points relative to the image coordinate systems. The distance to the scene
may then be computed from the disparity field, and from knowledge on the transformation
relating the two image coordinate systems[40].
A main problem in stereo analysis is to detect disparities over a large range of values. To
reduce the space search it is commonly assumed that the epipolar line geometry is known.
This knowledge reduces the space search to a line segment [40, 45].
In this work we assume that after alignment of the images of the stereo pair the epipolar
lines are horizontal and therefore the search for corresponding points can be limited to an
horizontal line.
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Dynamic Programming
Dynamic programming solves problems by combining the solutions of subproblems [10]. The
idea behind dynamic programming is that, given a problem, one can solve different parts of
it (subproblems) and then combining the solutions to achieve an overall solution. Dynamic
programming is applied to optimization problems. Such problems can have many possible
solutions. Each solution has a value, and the objective is to find a solution with the optimal
(minimum or maximum) value.
For every pixel in the left image, the goal is to find corresponding pixel in the right image
(a match). Matching single pixels is nearly impossible, therefore every pixel is represented
by a small region containing it, called correlation window. The window is centered around
the pixel and has a constant size [36].
The choice of the size of the window has some drawbacks. If the window is too small, it
is going to find small details, but the result is going to be noisy. On the other hand, if the
window is too big, it is not going to be noisy, but the result will be smoothed [47]. In general,
the robustness of matching is increased with large areas. The dimensions of the correlation
window have to be uneven, otherwise there would be an offset of half a pixel between the
disparity map and the left image [36].
The matching cost is calculated for a left image pixel from its intensity and the suspected
correspondence in the right image. We used a sum of absolute differences (SAD) to correlate
the windows of both images. Pixel-wise cost calculation is generally ambiguous and wrong
matches can easily have a lower cost than correct ones, due to noise, etc [25]. An additional
constraint that supports smoothness is added; it works by penalizing changes of the neigh-
boring disparities. Finally, the matching cost consist of three terms: the first term is the sum
of all pixel matching costs for the disparities, the second term adds a constant penalty for
all pixels in the neighborhood of a pixel, for which the disparity changes a little bit, and a
third term adds a larger constant penalty, for all larger disparity changes [25, 45].
The problem of stereo matching can now be formulated as finding the disparity image that
minimizes the cost function.
The cost function values are stored in memory in a cuboid (Figure 4-6) whose dimensions are
given by the width and the height of the images and the disparity (d) search range from dmin
to dmax. Every position (x, y, d) in the volume contains a similarity or correlation measure
between the window representing position (x, y) in the left image and the one representing
(x+ d, y) in the right image [36].
The disparity image that corresponds to the left image is determined by selecting for each
pixel the disparity that corresponds to the minimum cost. For subpixel estimation, a qua-
dratic curve is fitted through the next higher and lower disparity, and the position of the
minimum is calculated [25].
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Figure 4-6.: Disparity space volume defined by the dimensions of the left image and the
disparity search range [36].
The horizontal disparity map is finally converted into heights according to the acquisition
parameters: tilt angle, magnification and pixel size, with simple trigonometric equations. If
the tilt angles are different, the trigonometric equations show a much complicated relation
between disparity and height [12]. To simplify, we use symmetrical stereo pair. Height h and
disparity d in microns are related by the following equation [12, 45, 52]: d = 2 · h · sin ( θ
2
)
.
Therefore, the height h (in microns) of a point whose disparity is d (in pixels) is:
h =
d · p
2 sin
(
θ
2
) (4-2)
where θ is the total tilt angle and p the pixel size in sample units (e.g. microns). The latter
can be obtained from the scale provided by the SEM system or a calibration object (e.g.
a microscopic grid) used for that purpose. Missing or hidden pixels can be estimated by
interpolation.
In the example of the Figure 4-7, the size of the correlation window was 5 pixels, with a
disparity of 2 pixels and with a value of occlusion of 0,2.
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Figure 4-7.: (a) Disparity map obtained with the stereo reconstruction algorithm (b) 3D
reconstruction of the calibration grid.
5. Roughness Estimation
All surfaces are composed by different types of imperfections and irregularities. These charac-
teristics can be divided into diverse categories which defines their effects on macro geometrics
and micro geometrics [38].
The measurement of surface roughness produces a primary profile (Profile P). This profile can
be divided in two sub-profiles of irregularities. The first sub-profile (Profile W) is composed
by the waviness. It can be produced from machine or work deflections, chatter, residual
stress, vibrations, or heat treatment. The other sub-profile (Profile R) is composed by the
roughness, it has the micro geometric imperfections [35, 44, 38].
After obtaining the Profile R of the sample’s surface, the data can be analyzed to determine
parameters that describe the surface roughness [35].
Surface roughness parameters are normally categorized into three principal groups according
to their functionality. These groups are defined as amplitude parameters, spacing parameters
and hybrid parameters [19].
5.1. The Amplitude Parameters
Amplitude parameters are the most important in order to characterize surface topography.
They are used to measure the vertical characteristics of the surface deviations [19, 35].
The most used roughness parameters, the Average Roughness (Ra) and the Root-Mean-
Square Roughness (Rq) [44] do not provide any type of information on the local variability
of the surface profile. Therefore, quite different profiles can present the same average rough-
ness. To overcome this limitation, other roughness parameters were proposed, taking into
consideration the location and the spacing between peaks and valleys. These parameters are,
in general, evaluated at five different sampling lengths (SL), each one corresponding to a fifth
of the evaluation length (EL), and then taken as the average values of these [46].
5.1.1. Arithmetic Average Height (Ra)
The arithmetic average height parameter (Ra), is the most universally used roughness pa-
rameter for general quality control. It is defined as the average absolute deviation of the
roughness irregularities from the mean line over one sampling length. This parameter is easy
to define, easy to measure, and gives a good general description of the height variations [19].
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The average roughness is the mean distance between the roughness profile and its mean line
[38].
The mathematical definition of the arithmetic average height parameter is [2, 6, 19, 35, 38,
41, 44, 46]
Ra =
1
SL
L∫
0
|z (x) | dx (5-1)
Which can be expressed for the digital implementation as
Ra(z) =
1
n
n∑
i=1
|zi| (5-2)
5.1.2. Root Mean Square Roughness (Rq)
This parameter is also known as RMS. It represents the standard deviation of the distribu-
tion of surface heights, so it is an important parameter to describe the surface roughness by
statistical methods.
The mathematical definition of the root mean square roughness parameter is [2, 6, 19, 35,
38, 41, 44, 46]
Rq =
√√√√√ 1
SL
L∫
0
(z (x))2 dx (5-3)
Which can be expressed for the digital implementation as
Rq(z) =
√√√√ 1
n
n∑
i=1
z2i (5-4)
5.1.3. Maximum Height of Peaks (Rp)
Rp is defined as the maximum height of the profile above the mean line within the assessment
length [2, 19, 35, 38, 41, 46].
Rp(z) = max z (5-5)
5.1.4. Maximum Depth of Valleys (Rv)
Rv is defined as the maximum depth of the profile below the mean line within the assessment
length [2, 19, 38, 46].
Rv(z) = min z (5-6)
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5.1.5. Mean Height of Peaks (Rpm)
Rpm is defined as the mean of the maximum height of the peaks (Rpi) obtained for each
sampling length of the assessment length [19, 38].
This parameter can be calculated as [6, 19, 38, 46]
Rpm(z) =
1
n
(
n∑
i=1
Rpi(z)
)
(5-7)
where n is the number of samples along the assessment length of the profile.
5.1.6. Mean Depth of Valleys (Rvm)
Rvm is defined as the mean of the maximum depth of valleys (Rvi) obtained for each sampling
length of the assessment length [19, 38].
This parameter can be calculated as [2, 19, 38, 46]
Rvm(z) =
1
n
(
n∑
i=1
Rvi(z)
)
(5-8)
5.1.7. Maximum Height of the Profile (Rt or Rmax)
Rt or Rmax is defined as the vertical distance between the highest peak and the lowest valley
along the assessment length of the profile [2, 6, 19, 35, 38, 41, 46].
Rt(z) = Rmax(z) = Rp(z) +Rv(z) (5-9)
5.1.8. Mean of Maximum Peak to Valley Height (Rtm)
Rti is the vertical distance between the highest peak and the lowest valley for each sampling
length of the profile. Depending on the number of samples along the assessment length of
the profile, the maximum peak to valley height can be defined as [2, 19]
Rti(z) = Rpi(z) +Rvi(z) (5-10)
where i ranges from 1 to the number of divisions.
Rtm is defined as the mean of all maximum peak to valley heights obtained within the
assessment length of the profile [19].
The mathematical definition of this parameter is [2, 19, 38]
Rtm(z) =
1
n
n∑
i=1
Rti(z) (5-11)
where n is the number of the samples along the assessment length of the profile.
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5.1.9. Largest Peak to Valley Height (Ry)
This parameter is defined as the largest value of the maximum peak to valley height para-
meters (Rti) along the assessment length [19, 46].
Ry(z) = max Rti(z) (5-12)
5.2. SEM Images
To evaluate our methodology, two validation tests were first performed using as reference a
microscopic grid with manufacturer specifications (10µm step width and 2µm step height),
and a precision roughness specimen with manufacturer specifications (Ra = 2,97µm). The
microscopic grid was imaged at x1000 magnification and the roughness specimen was imaged
at x500 magnification, both with a scanning electron microscope (Jeol and FEI respectively).
The ideal reference for testing 3D SEM reconstruction should fulfill some conditions: the
sample has to be conductive, it is suitable for characterization with other quantitative me-
trological techniques for comparison purposes, it must present different step heights in order
to test the instrument under different conditions and, finally it has to have a quantifiable
number of features used for the estimation of disparities and eventually, for reconstruction
[34].
Two set of images were used to test the performance of the methodology: corneal and hi-
droxyapatite compressed powder images.
Corneal Images
Human globes unsuitable for transplantation were obtained from an eye bank (Banque
d’Yeux du Que´bec,Montreal, Quebec, Canada) within 24 hours after death and preserved
at 4◦C in a humid chamber for a maximum of 48 hours. Corneas were mechanically dee-
pithelialized, and a stromal lamellar dissection was performed with a femtosecond laser or
a microkeratome. In the thesis were used 6 samples with their corresponding stereo pairs.
For the laser lamellar cuts, globes were placed in a holder with an 18,0mm diameter round
opening and pressurized at 18mmHg by injecting saline solution into the vitreous. An ap-
planation suction ring was applied to the anterior surface of the cornea, and saline solution
was pipetted to maintain humidity of the surface. A femtosecond laser (Visumax, Carl Zeiss
Meditec AG) was used to perform an 8,0mm diameter lamellar cut at an intended depth of
220mm from the anterior surface; the cut had a superior hinge. The flap was then excised
and the corneoscleral button dissected and fixed in 10 % formaldehyde. For microkeratome
lamellar cuts, the corneoscleral buttons were dissected and mounted on an artificial chamber
(ALTK/DSAEK CBm microkeratome system, Moria). A 300mm footplate was used to cut
a free cap. First-use and second-use blades were used to obtain a wider range of surface
quality. After the cut, corneas were unmounted and fixed in 10 % formaldehyde.
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A quarter of each corneoscleral button was processed for SEM. Tissues were rinsed, dehy-
drated in ascending concentrations of ethanol (25 %, 50 %, 75 %, and 100 %), infiltrated with
3 changes of hexamethyldisilazane, and dried overnight. Samples were then coated with a
20nm layer of gold by vacuum resistive thermal evaporation. The stromal bed of each spe-
cimen was examined using a scanning electron microscope (Jeol JSM-6300F, Jeol Ltd.) at
5kV . Samples were placed on an xyz translation stage, which allowed tilt with respect to
the beam axis. Different regions were visualized on each sample using a ×1000 magnification
and 15,0mm working distance. All SEM images had a 100nm/pixel scale and were saved in
an 8-bit format. Stereoscopic pairs of SEM images were then acquired for 3D reconstruction
of the corneal surfaces. Two images of the same region captured from 2 opposite angles were
acquired by tilting the sample +3 degrees and −3 degrees with respect to the electron beam
axis [33, 45].
Hidroxyapatite Compressed Powder Images
Two kind of hidroxyapatite powders were made: natural and synthetic powders. The synthe-
tic hydroxyapatite powders were made using the following chemical precursors: tetrahydrated
calcium nitrate (CA(NO3)2,4H2O) 98 % purity (Panreac) and ammonium monobasic phosp-
hate ((NH4)H2PO4) 99 % purity (Panreac). The calcium nitrate solution was worked at 1
molar concentration, while the ammonium monobasic phosphate solution was worked at 0.6
molar concentration, with the objective to obtain the relation Ca/P = 1.67.
Chemical precipitation was used to obtain hidroxyapatite, where the base was the calcium
nitrate solution, and the ammonium monobasic phosphate was added drop by drop. The
pH was above 8 during all reaction adding ammonium (NH4) when the pH decreased. The
reaction temperature was set to 37◦C ± 3◦C. Then the product was left in magnetic stirring
during 3 hours and in aging for 64 hours. The mass obtained by precipitation was vigorously
washed trying to eliminate the ammonium in excess that was added during the reaction.
Finally, the mass was filtered and dried at 80◦C during 12 hours. After that, a milling process
was made with an agate mortar [18].
The natural hidroxyapatite powders were made using pork femur bones with slaughter age of
approximately 6 months. At the beginning, the bone is subject to a deproteinization process
to eliminate all the organic matter, first by conventional boiling where the lipid membrane
and the tissue are eliminated. Later the cooked bone is crushed to take off the bone marrow,
and the product is put in a microwave to remove the remaining lipids of the bone. Finally
it is washed with oxalic acid.
The clean bone splinters are milled with a ball mill until the grain size is about 38µm. A
heat treatment at 800◦C during 24 hours is carried out with the powders [18].
The natural and synthetic powders were compacted using a press applying a pressure of
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100MPa, equivalent to 11kN of force, and using a compression dice of 13mm of intern
diameter.
During the compression process 0,5grams were used for the natural hidroxyapatite and
0,3grams for the synthetic hidroxyapatite. The size of the tablet was of 13mm of diameter
and 2mm of thickness.
The tablets were subject to a heat treatment in a muﬄe furnace at 800◦, 1000◦ and 1200◦
applying a temperature ramp of 10◦/minute. Also, the final temperature was kept during 2
hours with air work atmosphere [18].
Six tablets were processed for SEM. The samples were coated with a layer of gold using
a sputtering. Each sample was examined using a scanning electron microscope (QUANTA
250, FEI) at 15kV . Samples were placed on an xyz translation stage, which allowed tilt
with respect to the beam axis. Different regions were visualized on each sample using ×500
magnification and 10,0mm working distance.
Stereoscopic pairs of SEM images were then acquired for 3D reconstruction of the hidroxya-
patite compressed powder tablet surfaces. Two images of the same region captured from two
opposite angles were acquired by tilting the sample −3 degrees and +3 degrees with respect
to the electron beam axis.
5.3. Measurements
All the tests, measurements and algorithms were made using the software Wolfram Mathematica R© 10.
5.3.1. Disparity Maps and 3D Reconstruction
Some examples of the disparity maps and the reconstructed surfaces of the corneal samples
are shown. The range of the surface heights goes from −5µm to +5µm.
To evaluate the results of the 3D reconstruction, the software MountainsMap R© Premium
created by Digital Surf was used. The software takes two comparable images which must be
rotated along the x− or y− axis. To calculate the disparity of the landmark points of the
first image, the software searches the same point in the second image. This “point matching”
algorithm uses a search window and a comparison window . The point matching algorithm
compares the comparison windows in the first and second images. It finds the best match
between the comparison window and the searching window in both images.
To compare the results, the parameter to evaluate the performance of the algorithms is the
time used to obtain the disparity map of the calibration grid sample. In the Tables 5-1,
5-2, 5-3 and 5-4 the time used to obtain the disparity maps is shown. Three values of
maximal disparity were used (2 pixels, 10 pixels and an automatic value of disparity) by
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Figure 5-1.: (a) Pseudo-color disparity map on the SEM image computed with the dyna-
mic programming algorithm, (b) Gray level disparity map, (c) Histogram of
disparities and (d) Profiles of the sample.
the MountainsMap R© program. Those values were also used in the dynamic programming
algorithm to make the comparison. The original resolution of the of the image was 1292×800
pixels
5.3 Measurements 29
Figure 5-2.: (a) Disparity map obtained with the dynamic programming algorithm imple-
mented and (b) Disparity map obtained with the program MountainsMap R©.
The maximal disparity value used in both images was 7 pixels
Table 5-1.: Values of time at resolution 1:4.
Time(s)
Resolution 1:4
Disparity 10 Disparity 2 Disparity(Auto)
MountainMap R© 16.52 17.86 > 180
3D Algorithm 32.41 31.86 32.21
Table 5-2.: Values of time at resolution 1:3.
Time(s)
Resolution 1:3
Disparity 10 Disparity 2 Disparity(Auto)
MountainMap R© 26.40 34.25 > 180
3D Algorithm 34.80 34.55 33.08
Table 5-3.: Values of time at resolution 1:2.
Time(s)
Resolution 1:2
Disparity 10 Disparity 2 Disparity(Auto)
MountainMap R© 57.56 56.10 > 180
3D Algorithm 41.75 40.16 37.39
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Table 5-4.: Values of time at resolution 1:1.
Time(s)
Resolution 1:1
Disparity 10 Disparity 2 Disparity(Auto)
MountainMap R© > 180 > 180 > 180
3D Algorithm 81.53 73.56 58.02
Discussion
The results obtained by the algorithm are really helpful to understand the topography of
the studied surface. It is possible to analyze the histogram of the disparities to know what is
the best disparity value to reduce computing time and obtain accurate results. The pseudo-
color or gray disparity image shows the distributions of heights on the sample, giving some
information about its texture. With the disparity map the 3D model can be obtained by using
the Equation (4-2), and with the model is easy to obtain different profiles of the sample.
Figure 5-1 shows the result of the microscopic grid. At the top left of the figure, the pseudo-
color disparity map shows how the algorithm found a stable disparity map with two heights
(top and bottom) as we can expect from a grid. The areas of equal height are discriminated
according to the physical characteristics of the grid. At the top right of the figure, the gray
scale disparity map shows that, despite the edges being usually difficult to compute, the
algorithm has an acceptable performance and gives valuable information of the surface of
interest, without smoothing the borders. At the bottom left, the histogram of the disparities
values shows two large picks representing the two disparity values of the image. Finally,
at the bottom right, an image of three profiles of the disparity map shows the stability of
the results. This image was acquired after the computation of the Equation (4-2) using the
disparity map obtained with the stereo matching algorithm. The values of the bottom of
the grid are noisy because the different kinds of details, forms, and disparity information,
make the profiles change between them. The scale of the heights is correct according to the
manufacturer specifications.
The comparison between the 3D reconstruction algorithm and the MountainMaps R© soft-
ware shows important differences. In Figure 5-2 the difference between the disparity maps
obtained by the two methods using a resolution 1:2 are presented. At the left of the figure,
the disparity map of the algorithm shows definition at the edges, and stability at the top
and the bottom of the surface, giving a similar result to the physical description of the grid.
At the right of the figure, the disparity map of the software shows a noisy surface. Despite
the contour of the grid can be seen, it is not clear where are the edges, and at the top and
the bottom of the grid the results are really unstable, so it is difficult to say if heights are
at the same or at different elevations.
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Figure 5-3.: (a), (d) and (g) are SEM images of the corneal samples. (b), (e) and (h) are
Disparity maps. (c), (f) and (h) are 3D surface estimations. The disparity maps
and the 3D surface estimations were obtained with the dynamic programming
method.
In tables 5-1, 5-2, 5-3 and 5-4 the time that took each methodology to generate the disparity
map of a given stereo pair is compared. We used the same disparity and the same resolution
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Figure 5-4.: (a), (d) and (g) are SEM images of the corneal samples. (b), (e) and (h) are
Disparity maps. (c), (f) and (h) are 3D surface estimations. The disparity maps
and the 3D surface estimations were obtained with the dynamic programming
method.
in both methodologies to calculate the time.
In table 5-1, MountainsMaps R© shows better results for the maximal disparity range of 2 and
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10 pixels, but takes more than 180 seconds to find a disparity map in the automatic mode.
However, the results of the 3D reconstruction algorithm are really stable, and regardless of
the value of the disparity, the time to build the disparity map is similar in the three cases.
The result in table 5-2 for the 10 pixels disparity is better for the software, but with 2 pixels
both results are almost equal, and in automatic mode the algorithm has better behavior and
uses less time.
When both, the algorithm and the software use the highest resolutions, the results of the
tables 5-3 and 5-4 are better for the algorithm than for the software. That is because the
use of dynamic programming in the algorithm makes the matching faster. The only issue
with the algorithm with respect to the time, and that is why with the resolution 1:4 and
1:3 is slower, is because we use a built-in function of Wolfram Mathematica R© 10 to find the
corresponding points and the geometric transformation. That makes the algorithm slower
than the software. This aspect of the algorithm can be improved implementing a function
with a compilation target in C, using OpenCV or another programming language.
Some examples of the corneal samples are shown. The performance of the algorithm can be
seen in Figures 5-3 and 5-4. The figures are divided in three columns to show the original
image, the disparity map and the 3D model. The details of the 3D model in each image
show the ability of the algorithm to describe accurately the surface of the samples and give
valuable information of the topography.
5.3.2. Roughness Measurements
Using the 3D model obtained with the stereo pair and the dynamic programming algorithm,
and adjusting the data with the Equation (4-2) to make the measurements in a micrometric
scale, the profile of the surfaces were acquired to calculate roughness parameters on the
hidroxyapatite compressed powder samples.
To compare the values obtained with the 3D model, surface roughness parameters of the
samples were measured with a surface roughness tester (SJ-201P, Mitutoyo). The Surftest SJ-
201P is a shop-floor type surface roughness measuring instrument, which traces the surfaces
of various materials, calculates their surface roughness based on standards, and displays the
results. A stylus attached to the detector unit of the instrument will traces the irregularities
of the workpiece surface. The vertical stylus displacement during the trace is processed and
digitally displayed on the liquid crystal display of the SJ-201P [1].
With the surface roughness tester, we measured four principal parameters on the samples:
Ra, Rq, Ry and Rt. However, using the profile are also calculated: Rp, Rv, Rpm, Rvm and
Rtm.
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Figure 5-5.: (a) Image, (b) 3D model and (c) Profile of the precision roughness specimen.
Table 5-5.: Comparison between the cali-
bration results and the 3D pro-
file results.
Roughness Parameters (µm)
Method
Ra Rq Ry Rt
SJ-201P 2.97 3.40 9.30 9.30
Algorithm 2.71 2.80 6.00 6.00
% error 8.70 17.64 35.41 35.41
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Table 5-6.: Comparison between the SJ-
201P results and the 3D re-
construction algorithm results
in Sample 1.
Roughness Parameters (µm)
Sample 1
Ra Rq Ry Rt
SJ-201P 0.28 0.35 1.66 1.66
Algorithm 0.12 0.16 0.70 0.82
% error 57.1 54.2 57.8 50.6
Table 5-7.: Comparison between the SJ-
201P results and the 3D re-
construction algorithm results
in Sample 2.
Roughness Parameters (µm)
Sample 2
Ra Rq Ry Rt
SJ-201P 0.28 0.39 1.54 1.54
Algorithm 0.26 0.31 1.33 1.43
% error 7.1 20.5 13.6 7.1
Table 5-8.: Comparison between the SJ-
201P results and the 3D re-
construction algorithm results
in Sample 3.
Roughness Parameters (µm)
Sample 3
Ra Rq Ry Rt
SJ-201P 0.47 0.67 4.06 4.06
Algorithm 0.17 0.21 0.97 1.02
% error 63.8 68.7 103.1 75.0
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Table 5-9.: Comparison between the SJ-
201P results and the 3D re-
construction algorithm results
in Sample 4.
Roughness Parameters (µm)
Sample 4
Ra Rq Ry Rt
SJ-201P 0.47 0.60 3.31 3.31
Algorithm 0.20 0.26 1.48 2.10
% error 57.4 56.7 55.3 36.5
Table 5-10.: Comparison between the SJ-
201P results and the 3D re-
construction algorithm results
in Sample 5.
Roughness Parameters (µm)
Sample 5
Ra Rq Ry Rt
SJ-201P 0.39 0.57 2.41 2.41
Algorithm 0.70 0.99 2.03 2.50
% error 79.5 73.7 15.8 1.7
Table 5-11.: Comparison between the SJ-
201P results and the 3D re-
construction algorithm results
in Sample 6.
Roughness Parameters (µm)
Sample 6
Ra Rq Ry Rt
SJ-201P 0.89 1.14 5.41 5.41
Algorithm 0.23 0.32 2.12 2.02
% error 74.1 71.9 60.8 62.6
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Table 5-12.: Other parameters calculated with the
3D reconstruction algorithm.
Samples (µm)
Parameters
S1 S2 S3 S4 S5 S6
Rp 0.37 0.67 0.33 0.88 1.10 0.77
Rv 0.51 0.66 0.69 1.22 1.41 1.06
Rpm 0.17 0.42 0.21 0.43 0.74 0.51
Rvm 0.40 0.41 0.43 0.35 0.91 0.24
Rtm 0.59 0.85 0.64 0.79 1.65 0.75
Discussion
To validate the results, a precision roughness manufactured specimen is used. In figure 5-5
is shown the image of the roughness specimen, the 3D model and the profile.
The difference between the measurements in Table 5-5 can be due to the SEM can induce
some artifacts, caused by local steep slopes in the surface, and thereby lowering electron
emission, resulting in an overestimation of surface roughness [37]. Also, the parameters Ra
and Rq are very sensitive to large deviation of peaks from the mean line.
It has already been indicated in literature that the surface measurements performed with 3D
surface measurement techniques may differ from the ones by contact techniques. Roughness
parameters reveal a difference depending on which instrument the surface has been measured
with [49]. Due to the difficulty to evaluate the same area with both techniques, and due to
the variation on the surface of the samples, it is hard to find exactly the same values in the
measured parameters. Because the measurements were averaged, the error in them is high
in some samples and low in other samples.
Finally, in Table 5-12 the results of some useful parameters to characterize sample’s surface
are shown. In this case the values are given to have an idea of the different characteristics
that can be evaluated in a surface profile.
5.3.3. Another Application: Wear Measurements
Wear is the loss of material from one or both of the contacting surfaces when subjected to
relative motion [35]. Wear is a complex process, making it one of the most difficult aspects
of tribology. It is the basis of the oldest manufacturing processes, dating back to when hu-
mans created their first tools by cutting, grinding, and chipping various sticks and stones
they found lying around into more useful shapes [20]. Now, sophisticated grinding, cutting,
and polishing processes can fabricate parts with highly controlled shapes and surface fi-
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nishes [54]. In some industries, parts are machined with nanometer dimensional tolerances
with only a few angstroms of roughness. In other situations, however, wear is poorly con-
trolled and detrimental to contacting surfaces [3]. The “wearing out” of contacting parts
has widespread economic consequences (for example: the cost of replacement parts, machine
downtime, and lost business) [35, 54, 3]. Despite the technological importance of wear, no
simple and universal model has been developed to describe it [35, 54]. As with many other
tribological phenomena, the multitude of physical mechanisms contributing to wear makes
it difficult to develop a general understanding of how wear occurs at the nanoscale [35]. The
wear behavior of a material has been traditionally related only to hardness. As Archard’s
equation describes, the volume loss (V) of a material due to wear is inversely proportional
to its hardness (H) and linearly proportional to the sliding distance (S) and normal load
(L), that is [32, 11, 59, 58]
V ∝ L · S
H
(5-13)
or
V = K · L · S
H
(5-14)
where K is a dimensionless constant known as the wear coefficient.
The measurement of wear can be improved by using SEM and the 3D reconstruction algo-
rithm. The information acquired is significant for understanding the films and its properties,
and it is an interesting option to avoid the inherent disadvantages of techniques like AFM
and profilometry.
Figure 5-6.: (a) 3D model and (b) Profile of the calibration grid, supposing it as a sample
of wear.
If we suppose the calibration grid in Figure 5-6 as a wear sample, and knowing the values
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of H, S and L in Archard’s equation, it is easy to calculate the volume loss of the 3D
model, and obtain the value of wear coefficient K. This method can give accurate results
because conventional measurements use only one scanned line along the sample, so it is not
a representative measure of the wear surface. On the other hand, with the 3D model the
area to be evaluated is large and has a lot of information about the behavior of the sample
after wear tests.
6. Conclusions
SEM is an excellent tool to obtain information from micro to nano scale. It is robust and
has a lot of applications and modules that make it an instrument widely used in research
and industry. However, the three-dimensional information that can be obtained from it is
limited and it needs further analysis to generate accurate 3D models.
In this work, we studied a method using stereo-vision and dynamic programming to analyze
SEM stereo pairs and generate 3D models from them. Implementing the 3D reconstruction
algorithm, it was possible to estimate 3D models and surface roughness values using SEM
stereo imaging. At the beginning,an optical flow algorithm was used to find the disparity
map but the results were not accurate enough for our application. The algorithm uses the
basics of stereo vision. Using dynamic programming the algorithm finds the disparity map
between the stereo pairs, that allows the calculation of the 3D values through a trigonometric
equation, from the geometry of the acquisition. The 3D values are then used to plot the 3D
model.
Having the 3D models, the results of the reconstruction was compared in shape and time with
the software MountainMaps R© . The time and shape, using the same variables (disparity,
window size, resolution), were improved at high resolution, and were comparable at low
resolution. The 3D reconstruction algorithm has an issue at the moment of the searching
of corresponding points and the calculation of the geometric transform. That is due to the
built-in function used in the algorithm. The dynamic programming part works really good,
has stability in the results and in comparison with the software, it is more time efficient.
The 3D model of the calibration grid gave an accurate result, showing the values that the
manufacturer set. The results in edges and homogeneous areas were satisfactory and the
algorithm made an excellent differentiation between the two heights of the sample. The
results of the reconstruction of the corneal samples show how the methodology used gave
the 3D models with all the details of the surface, and depending how the surface is, the
algorithm can be adjusted to improve the performance and the quality of the details.
The 3D model can be used to obtain some profiles of the samples, and by using them it is
possible to find roughness parameters. The model of the roughness calibration sample used
to calibrate the methodology had an acceptable performance. Some difference in the measu-
rements can be justified with some artifacts like low electron emission, charged samples, etc.
that could affect the acquisition. The measurements of hidroxyapatite compressed powders
samples were apparently unstable. Some samples had a large error and some samples had a
good performance. This variation in the results is understandable. First, because the sam-
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ple’s surface were really flat and the details can not be well determined by the algorithm,
and second, because we cannot assure that the areas measured with the surface tester were
the same areas measured with SEM. That is why the results may vary, and the error in
some samples is too high. However, it is clear that the main idea of the methodology (i.e.
the estimation of some roughness parameters ) was achieved.
Finally, another application of the methodology was shown. The wear coefficient calcula-
tion using Archard’s equation is possible. The computation of the volume is a task that
can be performed using the algorithm, and with the stereo pair of a wear sample, the 3D
reconstruction of the model is a minor task.
Academic Discussion
J. C. Henao, J. Meunier, J. B. Go´mez-Mendoza and J. C. Rian˜o-Rojas. SEM Surface
Reconstruction using optical flow and Stereo Vision. Proceedings of the 2014 Interna-
tional Conference on Image Processing, Computer Vision, and Pattern Recognition -
IPCV’14, 574 - 577. 2014.
6.1. Future Work
From the attained results and the drawbacks found along the process, the following theore-
tical and experimental topics could be explored:
Regarding the issues in time searching the corresponding points and the geometric
transform we expect to implement the functions using as compilation target the pro-
gramming language C to improve the time used in this task. Try another programming
language to see if the performance and the speed are improved while the results remain
accurate.
New kind of calibration samples to assure the measurements and accuracy of the algo-
rithm.
Alternatives materials and geometries on the sample’s surface to test the algorithm
and set the acquisition parameters according to the sample.
Aiming to improve the roughness profile analysis, the waviness profile and some filters
can be implemented to obtain a clear profile of the samples, and with it, accurate
roughness parameters.
Having the 3D model, it is possible to start to work with 3D at the same time of 2D
roughness parameters, improving the algorithm and adding the required variables.
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At the end of the work was proposed a methodology to measure wear coefficients using
the 3D model. This methodology is going to be explored to evaluate surface wear in
samples.
A. Appendix A: Affine Transformation
An Affine Transformation is any transformation that can be expressed in the form of a matrix
multiplication (linear transformation) followed by a vector addition (translation).
The Affine Transformation preserves collinearity (i.e., all points lying on a line initially still
lie on a line after transformation) and ratios of distance (e.g., the midpoint of a line segment
remains the midpoint after transformation).
Geometric contraction, expansion, dilation, reflection, rotation, shear, similarity transforma-
tions, spiral similarities, and translation are affine transformations, as are their combinations
[57].
Definition 1. Affine Transformation in 2D space
Consider a point x = (x, y). Affine transformations of x are all transforms that can be written
x′ =
 ax+ by + c
dx+ ey + f

where a through f are scalars.
Example 2. Affine transformations
If a, e = 1, and b, d = 0, then we have a pure translation
x′ =
 x+ c
y + f

If b, d = 0 and c, f = 0 then we have a pure scaling
x′ =
 ax
ey

If a, e = cos θ, b = − sin θ, d = sin θ, and c, f = 0, we have a rotation
x′ =
 x cos θ − y sin θ
x sin θ + y cos θ

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Finally, if a, e = 1, and c, f = 0 we have the shear transform
x′ =
 x+ by
y + dx

B. Appendix B: Horizontal Disparity into
Heights
Figure B-1.: Image and sample reference.
The heights of the 3D models are calculated using the tilt of the sample during the image
acquisition. Using the reference plane concept, a point in the image located on the reference
plane remains at the same position after the tilting. On the other hand, a point above or
below the reference plane will have an horizontal displacement.
Having in mind the relation between the points in the two frames of inclination, it is possible
to establish the following relation
∆a+ ∆c = ∆a′ + ∆c′ → |∆a−∆a′| = |∆c−∆c′| = r (B-1)
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Knowing the angles and one side of the triangle made with the red line in Figure B-1, it is
possible to obtain the height
r/2
h
= tan(θ/2)→ h = r
2
cot(θ/2) (B-2)
and finally, changing to the image plane
h =
d · p
2 sin
(
θ
2
) (B-3)
where h is the height, d the disparity in microns, θ is the total tilt angle and p the pixel size
in sample units (e.g. microns)
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