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Resumo
Ao usar conhecimentos de Matema´tica Financeira em combinac¸a˜o com conhecimen-
tos de Programac¸a˜o Matema´tica, aparecem formas de definir o problema da escolha de
carteiras de investimento como um modelo de Programac¸a˜o Matema´tica.
Neste trabalho, descrevem-se quatro modelos para obter carteiras de investimento oti-
mizadas: o modelo de Markowitz, o modelo de Konno e outros dois que sa˜o formulac¸o˜es
robustas do modelo de Markowitz. Todos estes modelos baseiam-se em minimizar uma
medida de risco, ou equivalente, de modo a que sejam satisfeitas condic¸o˜es sobre o re-
torno, direta ou indiretamente, e sobre o montante de investimento. Todos os modelos
referidos foram resolvidos utilizando ate´ treˆs software diferentes desde que o escolhido
fosse capaz disso; e finalmente, compararam-se resultados sobre o retorno das carteiras
obtidas de cada modelo com objectivo de identificar algum comportamento interessante.




When using knowledge from Financial Mathematics in combination with knowledge
from Mathematical Programming, ways to define the porfolio selection problem, show
up as a Mathematical Programming model.
In this work, four models to get an optimal portfolio are described: Markowitz’s model,
Konno’s model and another two models that are robust formulations of the Markowitz’s
model. All of these models are based upon minimizing a risk measure, or equivalently,
in such a way that conditions over the return, directly or indirectly, and over the amount
to invest are satisfied. All the referred models were solved using up to three softwares,
as long as they were capable of such; finally, results on the return of the portfolios
obtained from each model were compared, in order to identify some interesting be-
haviour.
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1 Introduc¸a˜o
Todos os investidores enfrentam o dilema de retorno contra risco, ou seja, normalmente,
um investimento numa carteira que prometa produzir um retorno grande tem associado
um risco elevado, por outro lado, um investimento que origine um retorno mais baixo, sera´
menos arriscado. Portanto, o investidor tem que decidir em que activos deve investir, ou
seja, quais devera˜o fazer parte da sua carteira, depois quanto investir em cada um desses e,
finalmente, quando investir.
Para todas estas questo˜es, existem duas opc¸o˜es: uma e´ o investidor seguir o seu instinto.
Outra e´ procurar algum instrumento que ajude na sua decisa˜o. Ate´ aos dias de hoje, foram
realizados muitos estudos para desenvolver modelos que ajudam a decidir e que trazem pal-
pites sobre os poss´ıveis resultados do investimento. Tambe´m importante para dar resposta
ao dilema de retorno contra risco e´ definir estes conceitos, de retorno e risco, de forma
adequada.
Markowitz define, para os seus modelos, o retorno de uma carteira como a me´dia do seu re-
torno [3] e Konno, tambe´m, usa essa mesma definic¸a˜o para o seu modelo [9]. Para a medida
de risco, Markowitz sugeriu que fosse a variaˆncia do retorno da carteira [14] e Konno sugere
a me´dia absoluta dos desvios [9]. Resumindo, o problema da escolha de uma carteira de
investimento e´ alocar o capital para investimento em activos com o objectivo de minimizar
o risco e de maneira a obter um certo retorno.
Os problemas de otimizac¸a˜o, em particular estes problemas da escolha de carteiras de inves-
timento, complicam-se bastante quer em termos teo´ricos, quer em termos computacionais,
quando se tenta torna´-los mais pro´ximos da realidade. Uma forma de aproximar estes pro-
blemas a` realidade e´ considerar que a informac¸a˜o a que se tem acesso e´ incerta, quer isto
dizer que na˜o ha´ garantia de que um valor que se verificou hoje, se venha a verificar amanha˜,
ou daqui a uma semana, por exemplo. No contexto de carteiras de investimento, pode-se
considerar a existeˆncia de factores que influenciam o mercado financeiro, ou a variac¸a˜o do
valor do dinheiro com o passar do tempo e de alguma forma, incluir estes no modelo. A
resoluc¸a˜o computacional de um destes modelos pode na˜o ser fa´cil e pode na˜o existir ou estar
em desenvolvimento algum algoritmo que resolva estes problemas de forma eficiente. No
modelo de Markowitz e no modelo de Konno considera-se que a informac¸a˜o esta´ completa.
Mas na verdade, como foi dito ha´ pouco, na˜o se tem conhecimento garantido dos valores
futuros e aqui surge uma nova questa˜o: a soluc¸a˜o o´tima de um problema de otimizac¸a˜o
e´ sens´ıvel a oscilac¸o˜es nos valores dos paraˆmetros, o que significa que mesmo alterando-se
ligeiramente o valor de um ou mais paraˆmetros no problema original, ha´ restric¸o˜es que
deixam de ser satisfeitas e, portanto, a soluc¸a˜o deixa de ser via´vel, logo deixa de ser o´tima.
Aparece, assim, o desafio de desenvolver modelos cuja soluc¸a˜o o´tima na˜o seja afectada pela
incerteza nos dados, daqui os nomes de modelo robusto e soluc¸a˜o robusta. Soyster [13]
foi o primeiro a desenvolver me´todos para contornar este problema, mais tarde, Ben-Tal e
Nemirovski [1], [2], [3] e El-Ghaoui e Lebret [6], deram o seu contributo para a teoria de
otimizac¸a˜o robusta. Por volta desta altura, Bertsimas e Sim [4] desenvolvem uma forma
geral de escrever um problema de otimizac¸a˜o na forma robusta, como um problema linear.
Os objectivos neste trabalho sa˜o estudar modelos de otimizac¸a˜o para o caso particular da
escolha de carteiras de investimento, resolveˆ-los com o aux´ılio de software e comparar os
resultados obtidos de cada modelo.
Este trabalho esta´ organizado da seguinte forma: no primeiro cap´ıtulo sa˜o referidos alguns
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conceitos de Matema´tica Financeira, de destacar sa˜o o juro, taxa de juro e retorno.
No segundo cap´ıtulo, apresenta-se alguma teoria de Programac¸a˜o Matema´tica que foi con-
siderada relevante para o trabalho. No terceiro cap´ıtulo, sa˜o descritos quatro modelos para
obter carteiras de investimento otimizadas. No quinto cap´ıtulo, expo˜em-se alguns resul-
tados da aplicac¸a˜o computacional dos modelos e, finalmente, no sexto sa˜o feitos alguns
comenta´rios finais.
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2 Elementos de Matema´tica Financeira
Em Matema´tica Financeira, os dois conceitos mais importantes sa˜o juros e taxas de juro.
Quando se faz um depo´sito a prazo no banco, por exemplo, o que acontece e´ a trans-
formac¸a˜o do capital inicial em capital e juros ao longo do prazo definido. A isto chama-se
capitalizac¸a˜o.
2.1 Juro e Taxas de Juro
Nos processos de capitalizac¸a˜o, como o do exemplo anterior, existem treˆs regras, as chama-
das regras de ouro da Matema´tica Financeira, que teˆm de ser respeitadas [5]:
• o juro e´ igual a 0 se e so´ se na˜o ha´ capital ou ainda se esta´ no in´ıcio da capitac¸a˜o;
• operac¸o˜es entre capitais so´ sa˜o poss´ıveis se os mesmos dizem respeito ao mesmo per´ıodo
de tempo;
• seja rk a taxa de juro no per´ıodo k. O juro no per´ıodo k, jk, e´ dado pelo produto de
rk e o capital no per´ıodo anterior, Ck−1:
jk = rkCk−1
Tendo isto em conta, pode-se concluir que o valor do dinheiro, ou capital, varia com o passar
do tempo e, assim, uma taxa juro serve como uma taxa de conversa˜o entre valor do dinheiro
hoje e o valor do dinheiro amanha˜, ou vice-versa.
No que toca a taxas de juro, e´ importante saber o regime da taxa. Se se trata de uma
situac¸a˜o de assincronismo, encontrar uma taxa equivalente; se o problema for partir do fim
do prazo para o dia do depo´sito, qual o desconto ou actualizac¸a˜o que deve ser aplicado e,
finalmente, o tipo de taxa.
Os regimes de taxa de juro sa˜o os seguintes: regime simples, onde o capital acumulado ao
fim de n per´ıodos de tempo e´ dado por:
Cn = C0(1 + nr)






Ha´ ainda um outro regime: o regime ”dito” simples em que o capital acumulado ao fim de






Em particular, se a taxa de juro r e´ constante em todos os per´ıodos de tempo, tem-se:
Cn = C0(1 + nr)
que coincide, com a definic¸a˜o de regime simples.
As taxas de juro veˆm em treˆs tipos:
• real, ou deflacionado, ou a prec¸os constantes, a` taxa r;
• compensato´rio, a` taxa de inflac¸a˜o i;
• nominal, ou aparente, ou a prec¸os correntes, a` taxa r′.
A capitalizac¸a˜o sob a taxa nominal de um montante C0 durante um per´ıodo tem dois
crescimentos: um devido a` taxa de inflac¸a˜o e outro devido a` taxa de juro real. Daqui,
resulta a relac¸a˜o entre as treˆs taxas:
C0 = (1 + r) = C0(1 + i)(1 + r
′)⇔ r = r′ + i+ r′i
Para n per´ıodos tem-se:
C0 = (1 + r)
n = C0(1 + i)
n(1 + r′)n
A situac¸a˜o de assicronismo pode acontecer de duas formas:
• o per´ıodo correspondente a` taxa de juro na˜o coincide com o per´ıodo de capitalizac¸a˜o;
• o processo dura um nu´mero na˜o inteiro de per´ıodos de capitalizac¸a˜o.
Esta duas situac¸o˜es podem acontecer em simultaˆneo.
Para resolver este problema, de usar a taxa de juro adequada, aplica-se uma taxa equiva-
lente se a taxa de juro for efectiva, ou aplica-se uma taxa proporcional se a taxa de juro for
nominal.
Quando se aplica uma taxa de equivaleˆncia deve-se poder verificar o seguinte: taxas equi-
valentes aplicadas ao mesmo capital inicial, durante o mesmo prazo, devem gerar o mesmo
capital acumulado, independentemente do per´ıodo de refereˆncia das taxas ou do per´ıodo de
capitalizac¸a˜o.
Seja r uma taxa de juro, x o per´ıodo de refereˆncia de r, em unidades elementares de tempo
(exemplo: dia) e u uma taxa de juro por unidades de x.
Atendendo a` regra enunciada antes, u e r sa˜o taxas de juro equivalentes se:
C0(1 + u)
k = C0(1 + r)⇔ 1 + u = (1 + r)1/x
Seja r′ outra taxa de juro, com per´ıodo de x′ unidades de tempo. Da mesma forma:
1 + u = (1 + r′)1/x
′
A relac¸a˜o de equivaleˆncia entre r e r′ e´ dada por:
1 + r′ = (1 + r)x
′/x
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Quanto a actualizac¸a˜o ou desconto, o que acontece e´ o seguinte: no instante n, u´ltimo
instante do per´ıodo, esta´ dispon´ıvel o capital Cn, qual e´ o capital que lhe equivale num
instante precedente m? Durante todo o processo, e´ assumido um regime de juro composto.
A esta capitalizac¸a˜o e´ que se chama actualizac¸a˜o ou desconto.
Fazendo m = 0, o problema e´ saber qual e´ o capital inicial sabendo qual e´ o capital final:
C0 = Cn(1 + r)
−n
Em qualquer outro momento, m 6= 0, o desconto e´ dado por:
Cm = Cn(1 + r)
−n+m
Cm e´, enta˜o, o capital do momento n para um momento m, qualquer.
2.2 Estrutura de Capital de uma Empresa
A estrutura de capital numa empresa divide-se em duas categorias: capital pro´prio, que
pertence a so´cios e accionistas da empresa, e capital de terceiros, que corresponde a d´ıvidas
e fontes de financiamento.
2.3 Carteiras de Investimento
Uma carteira de investimento consiste na alocac¸a˜o de capital num conjunto de empresas ou
activos de interesse para o investidor. Em particular, quando o investidor compra acc¸o˜es de
uma empresa, esta´ a assumir posic¸a˜o como accionista, e portanto, fica detentor de capital
pro´prio dessa empresa. A notac¸a˜o a usar para carteira de investimento sera´ x = (x1, ..., xn),
onde xi, i = 1, ..n e´ a percentagem de capital dispon´ıvel para investimento ou quantitativo
investido na empresa ou activo i. Diz-se que a carteira de investimento x define a posic¸a˜o
do investidor no mercado financeiro.
2.4 Retorno
Sejam vit o valor de uma unidade do activo i, no instante t. O retorno de uma unidade do




, t = 1, ..., T
onde vit−1 o valor de uma unidade do activo no instante t− 1.
Em alguns casos, pode ser conveniente, em vez do retorno, usar o logaritmo do retorno da
seguinte forma:
ln(1 + rit) = ln(1 +
vit+1 − vit
vit
) = ln(1 +
vit+1
vit
− 1) = ln(vit+1
vit
) = ln(vit+1)− ln(vit)
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Em geral, ln(rit) ≈ rit.
E´ comum assumir que, os retornos de um activo em cada instante seguem uma distribuic¸a˜o
normal. Sejam r1, ..., rT os retornos desse activo. Aplicando o logaritmo a esses retornos da
seguinte forma:
ln((1 + r1)(1 + r2)...(1 + rT )) = ln(1 + r1) + ln(1 + r2) + ...+ ln(1 + rT )
Se cada ln(1 + rt), t = 1, ..., T , tiver distribuic¸a˜o normal, enta˜o acima tem-se a soma
de distribuic¸o˜es normais, que e´ tambe´m uma distribuic¸a˜o normal. Enta˜o, tem-se uma
distribuic¸a˜o normal do logaritmo do retorno, para qualquer instante da janela de tempo
considerada.
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3 Elementos de Programac¸a˜o Matema´tica
Programac¸a˜o Matema´tica e´ o estudo de um problema de determinac¸a˜o de um ma´ximo ou
mı´nimo de uma func¸a˜o de va´rias varia´veis de modo a que sejam cumpridas certas restric¸o˜es
para essas varia´veis. Os problemas de Programac¸a˜o Matema´tica aparecem em diversos
sectores da actividade humana: planeamento econo´mico, planeamento de produc¸a˜o, controlo
de stock, etc . Estes problemas sa˜o tanto maiores quanto maior for o nu´mero de restric¸o˜es
e varia´veis.
Um problema de Programac¸a˜o Matema´tica tem a forma geral:
max{f(x)|x ∈ S ⊂ Rn}
onde S e´ a regia˜o admiss´ıvel e e´ determinada por um conjunto de restric¸o˜es, por exemplo:
S = {x|gi(x) ≤ bi, i = 1, ...,m}
Existem problemas lineares e na˜o lineares, de entre os quais sera˜o abordados o problema de
Programac¸a˜o Linear, o problema de Programac¸a˜o Quadra´tica e ainda o problema Cone de
Segunda Ordem (SOCP).
Quando as func¸o˜es f e gi sa˜o todas lineares, tem-se um problema de Programac¸a˜o Linear.
A forma geral de um problema de Programac¸a˜o Linear e´:
max{cTx|Ax ≤ 0, x ≥ 0}
Destes os mais comuns sa˜o:
• se for exigido que x tome valores inteiros, tem-se um problema de Programac¸a˜o Inteira
e escreve-se, em geral:
max{cTx|Ax ≤ b,x ≥ 0 e inteiro}
• Programac¸a˜o 0-1 ou Booleana se e´ exigido que x tome os valores 0 ou 1, com a
formulac¸a˜o geral:
max{cTx|Ax ≤ b, xj = 0 ou 1 para j = 1, ..., n}
• Programac¸a˜o Inteira Mista se algumas varia´veis de estudo sa˜o inteiras e as restantes
na˜o teˆm, necessariamente, de ser inteiras, por exemplo:
maximizar pTx + qTy
s. a Ax + Qy ≤ b
x ≥ 0
y ≥ 0 e inteiro
Neste exemplo, x pode tomar qualquer valor maior ou igual a 0 e y tem que ser inteiro e
maior ou igual a 0. Existem ainda, problemas de programac¸a˜o discreta, que surgem se f e gi
sa˜o descont´ınuas ou algumas das varia´veis so´ tomar valores discretos. Por u´ltimo, supondo
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que os coeficientes cj , bj ou aij em vez de serem valores fixos, sa˜o dados por uma distribuic¸a˜o
de probabilidade conhecida, tem-se enta˜o um problema de Programac¸a˜o Estoca´stica.





s. a Ax = b
x ≥ 0
onde A e´ uma matriz m× n, D e´ uma matriz quadrada n× n, b e´ um vector de dimensa˜o
m, x e c teˆm dimensa˜o n.
Por u´ltimo, define-se o Problema Cone de Segunda Ordem (SOCP) [10], que e´ um problema
de otimizac¸a˜o com a forma:
minimizar fTx
s.a ‖Aix+ bi‖ ≤ cTi + di, i = 1, ..., N
onde x ∈ Rn e´ o vector das varia´ves de decisa˜o e os paraˆmetros do problema sa˜o f ∈ Rn,
Ai ∈ R(ni−1)×n, bi ∈ Rni−1, ci ∈ Rn e di ∈ R e a norma na restric¸a˜o, e´ a norma euclideana.
Existe um conceito importante em Programac¸a˜o Matema´tica: o conceito de dual de um
problema. Dado um problema de Progamac¸a˜o Matema´tica, designado por primal, a partir
deste pode-se escrever, um outro problema, o seu dual. O problema primal e o seu dual
formam o que se chama de par t´ıpico. Para o caso do problema linear e´, relativamente,
directa a formulac¸a˜o do seu dual. Seja o seguinte problema linear o problema primal
max z = cTx, Dx ≤ d,x ≥ 0
o correspondente dual pode ser escrito como
min Z = dTw, DTw ≥ c,w ≥ 0
Os pares t´ıpicos sa˜o u´teis, pois em alguns casos o problema dual pode ter uma resoluc¸a˜o
mais fa´cil que o primal e tambe´m existem algoritmos que se baseam na teoria da dualidade.
3.1 Condic¸o˜es necessa´rias e suficientes para a existeˆncia de
uma soluc¸a˜o de um problema de Programac¸a˜o Matema´tica
Considere-se o problema
maximizar z = f(x)
sujeito a gi(x) = bi, i = 1, ...,m
umres (1)
onde f , gi sa˜o de classe C
1 e, em geral, m < n e supondo que as restric¸o˜es sa˜o independentes.
SejaG =‖ ∂gi/∂xj ‖ a matriz formada pelas derivadas ∂gi/∂xj . A func¸a˜o lagrangeana, neste
caso, e´:
F (x, λ) = f(x) +
m∑
i=1
λi[bi − gi(x)] (2)
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onde λi sa˜o os multiplicadores de Lagrange. Igualando a 0 as derivadas parciais desta func¸a˜o












(x0) = 0, j = 1, ..., n
∂F
∂λi
= gi(x0)− bi = 0, j = 1, ...,m
(3)
Para qualquer x0 soluc¸a˜o de (3) os multiplicadores de Lagrange sa˜o determinados de forma
u´nica se a caracter´ıstica de G, car(G) = m em x0.
Por outro lado, se car(G) 6= m em x0 na˜o e´ garantido que uma soluc¸a˜o x0 de (1) satisfac¸a
as condic¸o˜es (3).
Sejam f e gi func¸o˜es de classe C
2. Uma condic¸a˜o suficiente para a existeˆncia de um ma´ximo
local ligado da func¸a˜o f(x) e´ d2f < 0 no ponto o´timo, sujeito a dgi = 0 e d
2gi = 0 com







d2f = dxTHf (x0)dx + [∇f(x0)]Td2x < 0
(4)







(x0)dxj = 0, i = 1, ...,m
E tambe´m deve satisfazer
d2gi = dx
THgi(x0)dx + [∇gi(x0)]Td2x = 0
Uma condic¸a˜o suficiente alternativa para um ma´ximo local de f, pode ser obtida usando a
matriz hessiana da func¸a˜o lagrangeana.
3.2 Interpretac¸a˜o do multiplicadores de Lagrange
Novamente, e´ procurado o o´timo global de z = f(x) sujeito a gi(x) = bi (i = 1, ...,m).
Sejam x∗ a soluc¸a˜o deste problema, λ∗ o vector dos multiplicadores de Lagrange associados
a x∗. Em geral, a soluc¸a˜o e os correspondentes multiplicadores de Lagrange dependem dos
termos independentes bi.
Supondo que cada x∗j e λ
∗
j e´ uma func¸a˜o cont´ınua e diferencia´vel de b = (b1, ..., bm)
T numa
vizinhanc¸a de b0, derivando z
∗ = f(x∗) em relac¸a˜o aos bi em pontos de b que pertencem a
























































Isto significa que a derivada parcial do o´timo global em relac¸a˜o a bi e´ o multiplicador de
Lagrange λ∗i calculado em b.
Na maioria dos casos, z sera´ um lucro ou um custo, bi sera´ o nu´mero de unidades de algum
recurso. Neste contexto, λ∗i e´ medido em unidades moneta´rias por unidade do recurso i,
por outras palavras λ∗i pode ser visto como um prec¸o ou valor por unidade do recurso i. Ou
ainda, λ∗i da´ a alterac¸a˜o do lucro ma´ximo, ou custo mı´nimo, se a quantidade do recurso i
aumentar uma unidade.
3.3 Breve descric¸a˜o de algoritmos para resoluc¸a˜o de proble-
mas lineares e quadra´ticos
Existem algoritmos importantes para resoluc¸a˜o de problemas lineares, entre os quais, o
me´todo simplex e me´todo simplex dual. Para resolver problemas quadra´ticos o me´todo
mais comum e´ alguma variac¸a˜o do me´todo do ponto interior. Estes tera˜o, de seguida uma
breve descric¸a˜o.
Me´todo Simplex.
Considere-se o problema linear na forma padra˜o:
max z = cTx
s. a Ax = b
x ≥ 0
(9)
onde A e´ uma matriz com m linhas, n colunas, m ≤ n, e os vectores b,c e x teˆm dimensa˜o
apropriada para o problema ser va´lido.
Seja B a matriz formada por m colunas de A linearmente independentes. As colunas
bi(i = 1, ...,m) desta matriz B constituem uma base de E
m. Enta˜o, qualquer coluna aj da
matriz A pode ser escrita como combinac¸a˜o linear de bi. Sejam yij os coeficientes dessa
combinac¸a˜o linear e yj , o vector dos coeficientes yj = (y1j , ..., ymj). Escreve-se enta˜o:





Assim pode-se escrever yj = B
−1aj . Seja N a matriz m× (n−m) formadas pelas colunas
de A que na˜o esta˜o em B. Decompondo de forma apropriada o vector x, Ax=b pode
escrever-se como:
BxB + NxN = b
Fazendo xN = 0:
BxB = b⇐⇒ xB = B−1b
Se xB ≥ 0, i = 1, ...,m, a base B e´ admiss´ıvel assim como a soluc¸a˜o ba´sica a ela associada.











Pode-se ainda definir o valor zj como sendo uma combinac¸a˜o linear de cBi , onde os coefici-







O me´todo simplex e´ um me´todo iterativo cujos passos sa˜o os seguintes: conhecidos uma
soluc¸a˜o ba´sica admiss´ıvel associada a uma base B, z o valor da func¸a˜o objectivo e zj − cj e
yj tal que, para cada coluna aj se tem aj = Byj :
1. observar zj − cj :
• todos os zj − cj ≥ 0: a soluc¸a˜o ba´sica admiss´ıvel e´ o´tima;
• um ou mais dos zj − cj < 0, e para pelo menos um ak para o qual zk − ck < 0, todos
os yik ≤ 0: existe uma soluc¸a˜o na˜o limitada;
• um ou mais zj − cj < 0 e cada um deles tem yij > 0 para pelo menos um i: escolher
um destes vectores, seja ak, para inserir na base







, yik > 0
}
A coluna br da base deve ser substitu´ıda por ak.









A expressa˜o para zˆ e´:

























bˆi = bi, i 6= r
bˆi = ak{




Finalmente, para obter zˆj − cj usa-se a definic¸a˜o:




























A partir de um problema linear, designado por problema primal, pode-se escrever um
outro problema linear: o seu dual. Estes dois formam, enta˜o, um par t´ıpico de problemas
duais e partilham propriedades teo´ricas que permitiram o desenvolvimento de algoritmos
para resolver problemas lineares, entre os quais, o me´todo simplex dual, a seguir descrito.
Considere-se o seguinte problema linear
min Z = bTw
s. a ATw ≥ c (10)
este problema e´ o dual do problema (9). Conhecida uma soluc¸a˜o ba´sica do primal com
um ou mais xBi < 0, mas com zj − cj ≥ 0 para todo o j. Tal como no me´todo simplex,
desta soluc¸a˜o passa-se para uma soluc¸a˜o o´tima mudando apenas um vector da base em cada
iterac¸a˜o. Os crite´rios para mudanc¸a de base sa˜o:
• vector a sair: escolher
xBR = min
i
{xBi , xBi < 0}
a coluna br sai da base e xBr e´ levada a zero.








, yrj < 0}
Se θ = 0, Z na˜o muda e tem-se um caso de degeneresceˆncia dual. Se θ na˜o for u´nico,
na iterac¸a˜o seguinte um ou mais zj − cj = 0 para vectores na˜o pertencentes a` base
primal e aparece degeneresceˆncia dual. Se o primal tiver soluc¸a˜o na˜o limitada, o dual
na˜o tem soluc¸a˜o.
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4 Modelos para obter Carteiras de Investimento
Otimizadas
Este tema e´ objecto de estudo ja´ ha´ va´rias de´cadas e, como tal, existem muitos modelos
propostos para obter carteiras de investimento otimizadas. De forma geral, estes modelos
baseiam-se em minimizar uma medida risco ou maximizar o valor esperado de uma func¸a˜o
de utilidade µρ(x)−1/2R(x), de modo a que eTx = 1, onde como sera´ definido mais adiante
ρ(x) e´ o retorno da carteira e R(x) e´ o risco da carteira, µ e´ um paraˆmetro de compensac¸a˜o
entre o risco e o retorno e e e´ um vector coluna com n uns.
Existem modelos de per´ıodo u´nico, isto e´, consideram-se apenas dois instantes: o instante
inicial t = 0 e o instante final t = 1, para representar a situac¸a˜o onde se escolhe a carteira em
t = 0 e obte´m-se o retorno em t = 1; e modelos multipero´dicos, que sa˜o uma generalizac¸a˜o
dos modelos de per´ıodo u´nico. Alguns destes podem ser vistos nos Anexos A1.
Ira˜o ser apresentados quatro modelos, em per´ıodo u´nico, e em nenhum se considera a
variac¸a˜o do valor do dinheiro.
Para comec¸ar, define-se, para o modelo de Markowitz, o retorno da carteira que valera´
tambe´m para os outros treˆs modelos mais adiante e depois a medida de risco, que sera´ a
variaˆncia do retorno da carteira. Seja r ∈ Rn um vector aleato´rio dos retornos dos activos.
Supondo que r e´ dado por uma distribuic¸a˜o de probabilidade conjunta com valor esperado
r¯ = E[r] e matriz de covariaˆncia Σ = E[(r − r¯)(r − r¯T )] = E[rrT ] − r¯r¯T , o retorno da
carteira e´ dado pela me´dia do seu retorno
ρ(x) = E[rTx] = r¯Tx (11)
E o risco e´, como dito anteriormente, dado pela variaˆncia do retorno
R(x) = E[(rTx− E(rTx))2] = E[xT (r − r¯)(r − r¯)Tx] = xTΣx
4.1 Modelo de Markowitz







s.a. eTx = 1
r¯Tx ≥ ρ
(12)
Neste modelo, pretende-se encontrar a carteira, x, com variaˆncia mı´nima, de modo a que,
o capital dispon´ıvel para investimento seja esgotado e o retorno da carteira seja pelo menos
ρ.
4.2 Modelo de Konno
O modelo de Konno surge como resposta a duas dificuldades da altura do seu desenvol-
vimento: embora, o modelo de Markowitz (12) seja teoricamente interessante, em termos
computacionais e´ dispendioso resolver um problema de programac¸a˜o quadra´tica quando
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existem muitas varia´veis e, consequentemente, uma matriz de covariaˆncia muito grande.
E a outra dificuldade tem a ver com os modelos de equil´ıbrio [7], [12] onde se partia de
pressupostos pouco razoa´veis em relac¸a˜o a` realidade, para tirar concluso˜es sobre as ta-
xas de retorno dos activos e sobre o mercado. Portanto, o modelo de Konno surge como
uma alternativa ao modelo de Markowitz e apresenta vantagens em relac¸a˜o aos modelos
de equ´ılibrio. O modelo de Konno [9] consiste em minimizar a me´dia absoluta dos desvios
(MAD) e formula-se da seguinte forma:















onde Rj e´ o retorno do activo j, M0 e´ o montante total inicial para investimento, ρ e´ retorno
mı´nimo desejado pelo investidor e xj corresponde ao capital investido no activo j.
Uma observac¸a˜o interessante e´ que se os retornos dos activos tiverem distribuic¸a˜o normal
multivariada, minimizar w(x) e´ equivalenta a minimizar o desvio-padra˜o dos retornos. Esta
forma do modelo de Konno na˜o e´ direta em termos de implementac¸a˜o computacional, por
esta raza˜o, vai-se transformar este problema num outro equivalente e mais compreens´ıvel.
Seja rjt o retorno do activo j, no per´ıodo do t, t = 1, ..., T . Supondo que o valor esperado
de Rj e´ aproximado pela me´dia dos retornos rjt, enta˜o, fazendo:





































Para contornar o mo´dulo da func¸a˜o objectivo faz-se a mudanc¸a de varia´vel yt =
∑nj=1 ajtxj
e acrescentam-se estas duas restric¸o˜es yt +
∑n
j=1 ajtxj ≥ 0 e yt −
∑n
j=1 ajtxj ≥ 0, t =






















Este e´ o modelo de Konno utilizado nos resultados mais adiante. A seguir, apresentam-se
duas verso˜es robustas do modelo de Markowitz.
4.3 Modelo de Markowitz Robusto
A principal motivac¸a˜o para o desenvolvimento de modelos robustos e´ a existeˆncia de incer-
teza na informac¸a˜o, dados, medic¸o˜es, etc. E quando se resolve um problema de otimizac¸a˜o,
a soluc¸a˜o obtida e´ o´tima de acordo com os dados usados no problema. Em geral, havendo
alterac¸o˜es de alguns valores dos dados, a soluc¸a˜o tambe´m se altera. Com os modelos robus-
tos pretende-se tornar a soluc¸a˜o resistente a variac¸o˜es nos dados.
Ha´, ainda, uma discussa˜o sobre soluc¸o˜es do modelo robusto contra o valor da func¸a˜o
objectivo do modelo original e o que acontece e´ que muitas vezes a soluc¸a˜o o´tima para o
modelo robusto na˜o e´ o´tima para o modelo original [2], o que pode ser um inconveniente
em problemas que envolvem minimizar um custo ou maximizar um lucro, por exemplo.
No modelo de Markowitz robusto, define-se o retorno por
r = µ+ VTf +  (14)
onde µ ∈ Rn e´ o vector com as me´dias dos retornos de cada activo, f ∼ N(0,F) ∈ Rm e´ um
vector com o retorno dos factores que influenciam o mercado, V ∈ Rm×n e´ a matriz dos
pesos dos mesmos factores e  ∼ N(0,D) e´ o vector dos retornos residuais, F ∈ Rm×m e´ a
matriz de covariaˆncia dos factores, V ∈ Rm×n a matriz dos pesos dos factores em relac¸a˜o a
cada activo.
Supondo que  e´ independente de f e que a matriz F e´ definida positiva e D = diag(d) e´
semi-definida positiva.
Assim r ∼ N(µ,VTFV + D). O conjunto de incerteza para os elementos de D, Sd, e´ dado
por
Sd = {D : D = diag(d), di ∈ [d−i , d+i ], i = 1, ..., n}
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As colunas da matriz V, que correspondem aos pesos de cada activo, supo˜em-se que sa˜o
aproximadamente conhecidos. O conjunto de incerteza de V, Sv, e´ dado por
Sv = {V : V = V0 + W, ‖Wi‖g ≤ αi, i = 1, ..., n}
Onde V0 e´ o estimador dos mı´nimos quadrados para V, Wi e´ a i-e´sima columa de W e
‖w‖g =
√
wTGw e´ a norma el´ıptica de w com respeito a uma matriz sime´trica e definida
positiva G.
Finalmente, para o vector µ, supo˜e-se que o seu conjunto de incerteza, Sm e´ dado por
Sm = {µ : µ = µ0 + ξ, |ξi| ≤ γi, i = 1, ..., n}
Mais a` frente, mostra-se uma forma de escolher G, αi, γi, d
−, d+, i = 1, ..., n. A forma









Neste problema, o objectivo e´ minimizar o pior caso da variaˆncia da carteira de modo a que
o pior caso do valor esperado da mesma seja pelo menos ρ.












Como d−i ≤ di ≤ d+i , enta˜o xTDx ≤ xT D¯x. Como a matriz de covariaˆncia F e´ definida
positiva a func¸a˜o ‖w‖f : w →
√
wTFw define uma norma em Rm. Assim, o problema
anterior e´ equivalente ao problema robusto dos mı´nimos quadrados
minimizar max
{V ∈Sv}





Introduzindo varia´veis auxiliares ν e δ este problema pode ser reformulado do seguinte
modo:











Se os conjuntos de incerteza Sv e Sm forem finitos, com s e r elementos, respectivamente,









T ≥ ρ k = 1, ..., r
eTx = 1
Se os conjuntos de incerteza para V e µ forem os definidos anteriormente o pior caso da
me´dia dos retornos para uma carteira fixa x e´ dado por
min
{µ∈Sm}
µTx = µT0 x− γT |x| (18)
E o pior caso da variaˆncia e´ dado por
maximizar ‖(V0 + W)x‖2f
s.a ‖Wi‖g ≤ αi, i = 1, ..., n
(19)











Os ca´lculos anteriores sugerem o seguinte problema:
maximizar ‖V0x + w‖2f
s.a ‖w‖g ≤ r
(20)
onde r = αT |x| = ∑ni=1 αi|xi| e o valor o´timo de (20) e´ pelo menos o valor o´timo de (19).
A func¸a˜o objectivo neste u´ltimo problema e´ convexa, por isso, a soluc¸a˜o o´tima w∗ pertence
a` fronteira da regia˜o admiss´ıvel (‖w∗‖g = r).

















∗. Assim a soluc¸a˜o o´tima em (19) e (20) e´ a mesma.
Fixando uma carteira x, o pior caso da variaˆncia e´ no ma´ximo ν se e so´ se
max
{y:‖y‖g≤r}
‖y0 + y‖2f ≤ ν (21)
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onde y0 = V0x e r = α
T |x|. Uma restric¸a˜o hiperbo´lica, zT z ≤ xy, x, y > 0 pode ser escrita
como uma restric¸a˜o cone de segunda ordem [11]
zT z ≤ xy ⇐⇒ 4zT z ≤ (x+ y)2 − (x− y)2 ⇐⇒
∥∥∥∥ 2zx− y
∥∥∥∥ ≤ x+ y
Usando treˆs resultados teo´ricos em [8] teˆm-se as formulac¸o˜es seguintes.
Aplicando estes resultados, o modelo fica
minimizar ν + δ
s.a
∥∥∥∥2D¯1/2x1− δ
∥∥∥∥ ≤ 1 + δ
µT0 x− γT |x| ≥ ρ
αT |x| ≤ r
eTx = 1
(r; ν;x) ∈H (V0,F,G)
Para tirar o mo´dulo das restric¸o˜es faz-se Ψ = |(x)| e acrescentam-se as restric¸o˜es
Ψ− x ≥ 0 e Ψ + x ≥ 0. Finalmente, modelo de Markowitz robusto, na forma de SOCP e´:
minimizar ν + δ
s.a
∥∥∥∥2D¯1/2x1− δ
∥∥∥∥ ≤ 1 + δ
µT0 x− γTΨ ≥ ρ
Ψi ≥ xi, i = 1, ..., n
Ψi ≥ −xi, i = 1, ..., n
eTx = 1
(αTΨ; ν;x) ∈H (V0,F,G)
(22)
onde (αTΨ; ν;x) ∈H (V0, F,G) significa que existem σ, τ > 0 e t ∈ Rm+ tais que:
τ + eT t ≤ ν,
σ ≤ 1
λmax(H)
,∥∥∥∥ 2rσ − τ
∥∥∥∥ ≤ σ + τ,∥∥∥∥ 2wi1− σλi − ti
∥∥∥∥ ≤ 1− σλi + ti i = 1, ...,m
onde QΛQT e´ a decomposic¸a˜o espectral de H = G−1/2FG−1/2, Λ = diag(λi) e
w = QTH1/2G1/2V0x.















o vector dos retorno do activo i nos p
per´ıodos, xi =
[










vector dos retornos residu-
ais do activo i nos p per´ıodos. A equac¸a˜o anterior escreve-se como
yi = Axi + i
O estimador x¯i dos mı´nimos quadrados para xi e´ a soluc¸a˜o de
ATAx¯i = A
T yi ⇐⇒ x¯i = (ATA)−1AT yi
Substituindo yi = Axi + i
x¯i − xi = (ATA)−1AT i ∼ N(0,Σ)





(x¯i − xi)T (ATA)(x¯i − xi) ∼ χ2m+1
A variaˆncia σ2i e´ desconhecida. Mas, por um resultado da teoria de regressa˜o, pode-se
substituir em cima, σ2i por (m+ 1)s
2
i , onde s
2
i e´ o estimador da variaˆncia σ
2








(x¯i − xi)T (ATA)(x¯i − xi)
seguindo a distribuic¸a˜o F com m+ 1 graus de liberdade no numerador e (p−m− 1) graus
de liberdade no denominador. Sejam 0 < ω < 1 e FJ a func¸a˜o de distribuic¸a˜o cumulativa
da distribuic¸a˜o F com J graus de liberdade no numerador e (p−m− 1) graus de liberdade
no denominador, define-se cJ(ω) como a soluc¸a˜o de FJ(cJ(ω)) = ω.
Finalmente, uma poss´ıvel escolha para os valores de γ, α, G e V0 e´ a seguinte [8]:
V0 = V¯, G = BB
T − 1
p







i , i = 1, ..., n
(23)
4.4 Modelo de Bertsimas e Sim
Considere-se a restric¸a˜o i de um problema linear aTi x ≤ bi. Seja Ji o conjunto dos coefi-
cientes aij , j ∈ Ji sujeitos a incerteza, isto e´, a˜ij , j ∈ Ji teˆm uma distribuic¸a˜o sime´trica
no intervalo [aij − aˆij , aij + aˆij ] com me´dia aij . Para cada i introduz-se o paraˆmetro Γi,
com valores no intervalo [0, |Ji|]. Com este paraˆmetro pretende-se ajustar robustez contra
conservadorismo da soluc¸a˜o e ter a garantia de que a soluc¸a˜o do problema se mante´m o´tima
desde que no ma´ximo se alterem bΓic coeficientes na restric¸a˜o i, que esta˜o sujeitos a incer-
teza.
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Bertsimas propoˆs uma versa˜o robusta mais simples para o modelo de Markowitz: um mo-
delo linear robusto.
















onde σi e´ o desvio-padra˜o dos retornos do activo i, Φ e´ um paraˆmetro de controlo entre o
risco e o retorno da carteira e xi e´ o investimento no activo i. Seja x
∗ a soluc¸a˜o o´tima.
Este problema pode ser escrito como um problema linear, na forma robusta proposta por
Bertsimas e Sim [4]:
max z













σjxj + (Γ− bΓc)σt|xt|
}














Para aplicac¸a˜o computacional foram utilizados treˆs software: Excel, Lingo e Matlab.
O u´nico modelo experimentado nos treˆs software, foi o de Markowitz e em termos de carteira
o resultado foi o mesmo, mas em termos de objectivo houve pequenas diferenc¸as (na ordem
de 10−4). Segue-se agora uma descric¸a˜o dos dados usados para a aplicac¸a˜o de quatro dos
modelos atra´s abordados. Apo´s uma breve descric¸a˜o dos software usados, mostrar-se-a˜o
alguns resultados dos retornos das carteiras obtidas e comparac¸o˜es entre os mesmos.
5.1 Dados
Os dados utilizados para aplicac¸a˜o dos modelos sa˜o os valores de fecho dia´rios de empresas
portuguesas pertencentes ao PSI20 nos anos de 2003 a 2015, mas os resultados que sera˜o
expostos sa˜o relativos aos per´ıodos de 2010 a 2015, portanto, os relativamente mais recentes.
As experieˆncias foram feitas usando retornos dia´rios e semanais (a` sexta-feira) das empresas
consideradas para a composic¸a˜o da carteira. Por causa de ca´lculos envolvendo o modelo
de Markowitz robusto, foram selecionadas sete empresas no PSI20, para a composic¸a˜o das
carteiras.
5.2 Software
Os software utilizados foram Excel, Lingo e Matlab. O Excel, e´ capaz de resolver proble-
mas lineares com o me´todo simplex e problemas quadra´ticos com o me´todo do Gradiente
Reduzido Geral (GRG). Um inconveniente do solver do Excel e´ que na˜o consegue resolver
o problema de optimizac¸a˜o se o nu´mero de varia´veis for muito grande (mais de 200), o que
se verificou com o modelo Konno.
O Lingo utiliza tanto o me´todo simplex, por defeito, como o me´todo simplex dual para re-
solver problemas lineares e me´todos do ponto interior para resolver problemas quadra´ticos
[22].
A` semelhanc¸a do Lingo, o Matlab, atrave´s do pacote linprog, usa o me´todo simplex dual
para problemas lineares, havendo tambe´m a possibilidade de usar o me´todo simplex, ou o
me´todo do ponto interior, desde que seja especificado [19]. Este u´ltimo e´ o me´todo utilizado
pelo pacote quadprog para resolver problemas quadra´ticos [18]. O modelo de Markowitz
robusto foi resolvido, apenas no Matlab, usando os pacotes SeDuMi e YALMIP, sendo o
SeDuMi o pacote preparado para resolver problemas do tipo SOCP usando te´cnicas de
incorporac¸a˜o auto-dual sugeridas por Ye, Todd e Mizuno [17]. O YALMIP permite que
o problema seja representado simbolicamente, da mesma forma que se escreve em papel.
O YALMIP identifica o tipo de problema (linear, quadra´tico, SOCP, etc..) e procura por
algum pacote, que esteja instalado no Matlab e que consiga resolver esse tipo de problema.
Em particular, no caso de ser um problema do tipo SOCP, o YALMIP prepara-o para ser
resolvido pelo SeDuMi, ou outro pacote, desde que esteja instalado no Matlab [20]. Os
modelos de Konno e de Bertsimas e Sim, tambe´m foram resolvidos no Matlab e no Lingo,
visto tratarem-se de problemas lineares e quadra´ticos.
Exemplos dos comandos em Lingo e Matlab podem ser vistos nos Anexos A2 e A3.
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5.3 Resultados e Comparac¸o˜es
Agora sera˜o expostos alguns resultados da aplicac¸a˜o dos modelos de Markowitz, Konno,
Markowitz robusto e modelo de Bertsimas e Sim. O objectivo sera´ observar como varia o
retorno da carteira, de semana para semana, no ano em que foi aplicada.
Foram pre´-definidos um retorno de 0.00001 para as carteiras, assim como, o montante inicial
de investimento de 10000, para todos os modelos. Assim, o retorno da carteiras e´ calculado
multiplicando o retorno da carteira pelo montante inicial de investimento. Para o modelo
de Markowitz robusto definiu-se, ale´m do retorno pretendido, o paraˆmetro ω que foi obtido
por tentativas e para um conjunto de dados so´ era encontrada uma soluc¸a˜o para ω = 0.4
mas noutros casos houve soluc¸a˜o para ω = 0.9. O crite´rio de escolha foi que o maior valor
de ω que produzisse uma soluc¸a˜o era o considerado para resolver o problema. Para factor
do mercado foi considerado o retorno do PSI20 que tambe´m foi usado para comparar com as
carteiras como se pode ver nos gra´ficos a seguir e o resto dos paraˆmetros foram calculados
como em (23) e D = 0.1diag(VTFV) [8]. No modelo de Bertsimas e Sim foram usados
Φ = 10 e Γ = 6.5. Apresentam-se, a seguir, quatro gra´ficos onde cada um dos modelos
produziu uma carteira com melhor comportamento em termos de retorno, do que os outros
treˆs, mas outros comenta´rios podem ser feitos.
Houve casos em que nenhuma das carteiras foi particularmente boa, um exemplo disso
e´ a figura 2, embora os retornos das carteiras dos modelos robustos tenham um melhor
comportamento. Acontece muitas vezes a curva correspondente aos retornos de PSI20 ter
um comportamento oposto a`s curvas dos retornos das carteiras, isto significa que as empresas
consideradas para a composic¸a˜o da carteira podem ter sido bem ou mal escolhidas, ou seja,
num dado instante o PSI20 tem um retorno positivo e a carteira tem um retorno negativo,
enta˜o a composic¸a˜o da carteira foi mal escolhida. O contra´rio tambe´m pode acontecer,
onde o retorno da carteira e´ positivo e o retorno do PSI20 e´ negativo e nesse caso, foram
escolhidas as melhores empresas para a composic¸a˜o da carteira, por exemplo, figura 1.
Na figura 3, as melhores carteiras parecem ser a do modelo robusto de Markowitz e a
do modelo de Bertsimas.
Na figura 4, apresenta-se um exemplo onde o modelo de Markowitz e o modelo de Konno
produziram as melhores carteiras, em termos de retorno. Ainda se pode observar no gra´fico
de baixo que o modelo de Markowitz robusto e o de Bertsimas e Sim produziram a mesma
carteira e portanto, estas tiveram o mesmo retorno.
As experieˆncias feitas sugerem que o modelo de Bertsimas e Sim identifica qual e´ a
empresa que teve maior me´dia de retorno e indica um investimento de todo o montante
inicial nessa empresa. Isto explica porque e´ que em muitos dos gra´ficos o retorno associado
a carteira obtida deste modelo e´ semelhante, sena˜o igual, embora se tratem de dados de
per´ıodos diferentes. Isto tambe´m pode reflectir uma das desvantagens de usar janelas de
tempo extensas, por exemplo, dois anos de dados, pois nem toda a informac¸a˜o de que se
dispo˜e pode ser relevante, como pode ser visto na figura 5.
Mais gra´ficos deste tipo podem ser vistos em Anexos A4 e sobre esses podem-se tirar
concluso˜es ideˆnticas.
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Figura 1: Retornos das carteiras obtidas dos dados dia´rios do primeiro semestre de 2015 no
segundo semestre de 2015.
Figura 2: Retornos das carteiras obtidas dos dados dia´rios dos primeiros nove meses de
2015 no u´ltimo trimestre de 2015.
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Figura 3: Retornos das carteiras obtidas com os dados dia´rios e semanais (sexta-feiras) de
2014 em 2015.
Figura 4: Retornos das carteiras obtidas com os dados dia´rios e semanais (sexta-feiras) de
2013 em 2015.
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Figura 5: Retornos das carteiras obtidas dos dados dia´rios e semanais (sextas-feiras) dos




De forma geral, os modelos parecem detectar quais as empresas que teˆm as me´dias de retorno
maiores e, para a composic¸a˜o da carteira, essas levam maior percentagem de capital. Este
deve ser um cuidado a ter, verificar se a soluc¸a˜o do modelo mostra concordaˆncia com os
dados, pois podem haver situac¸o˜es onde minimizar a func¸a˜o objectivo obriga a que haja um
investimento num activo com retorno negativo, por exemplo. Por isso, na˜o se deve olhar,
sem cr´ıtica, para o que sai do modelo; tambe´m, e´ preciso ter atenc¸a˜o aos dados.
De todos os gra´ficos que foram expostos na˜o houve um modelo que fosse globalmente melhor
que os restantes, excepto em certos per´ıodos de tempo, ou seja, depende do per´ıodo de tempo
e do per´ıodo dos dados usados para os modelos houve um que foi melhor que os outros, mas
nunca o mesmo.
Tanto o modelo de Markowitz, como o de Konno, produziram carteiras mais diversificadas
em termos do nu´mero de activos onde investir, enquanto que os modelos robustos indicaram
no ma´ximo dois. O modelo de Bertsimas e Sim pareceu detectar a empresa com maior me´dia
de retorno e indicou um investimento total nessa mesma empresa. O modelo de Markowitz
robusto na maioria dos casos, indicou cerca 0.99 na empresa com maior me´dia de retorno e
0.01 na segunda maior.
Investir em va´rias empresas e em diferentes sectores pode ser mais sensato do que investir
so´ em duas empresas, por exemplo. Supondo que ha´ perdas de capital em alguma da
composic¸a˜o da carteira, a parte da carteira que gerou, realmente, retorno no fim compensa
a parte da carteira que gerou perdas e, assim, o investimento na˜o e´, totalmente, perdido.
Enquanto que, se isto acontecer investindo so´ em duas empresas o risco de perda e´ maior.
Por outro lado, este tipo de carteiras foram obtidas de modelos robustos, e portanto, na˜o
sa˜o ta˜o afectadas por alterac¸o˜es nos dados. Houve um resultado curioso, onde o modelo
de Bertsimas e Sim produziu a mesma soluc¸a˜o que o modelo Markowitz robusto, um caso
onde problemas diferentes tiveram a mesma soluc¸a˜o o´tima o que pode sugerir que sejam
problemas equivalentes, pelo menos para o conjunto de dados usados, neste caso especifico.
Os modelos estudados sa˜o u´teis; de facto, sugerem palpites plaus´ıveis do ponto de vista
teo´rico, mas do ponto de vista da realidade, do ponto de vista do investidor, pode na˜o
ser de todo seguro seguir o modelo, ate´ porque, como sugerido nos gra´ficos, os modelos
resultam so´ num certo momento ou intervalo de tempo, querendo isto dizer que, se hoje
investir numa certa carteira e obter um retorno satisfato´rio, e fizer o mesmo investimento,
por exemplo, amanha˜, o resultado do investimento seria diferente, para melhor ou para pior.
E, enquanto, na˜o se consegue prever o futuro com exactida˜o, o melhor que se tem a fazer e´
construir modelos que deˆem uma ideia sobre o que possa vir a acontecer.
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A.1 Variantes do Modelo de Markowitz
Os modelos seguintes sa˜o todos variantes do modelo de Markowitz [14], assim, em todos
trata-se de minimizar a variaˆncia da carteira em diferentes cena´rios, no caso de per´ıodo
u´nico e no caso multiperio´dico.







s.a. eTx = 1
onde µ e´ um paraˆmetro de compensac¸a˜o entre o risco, xTΣx, e o retorno, r¯Tx.
2. Acrescentando ao modelo anterior uma conta banca´ria, xc, com retorno determin´ıstico
r¯c. A composic¸a˜o da carteira fica assim (x, xc) e x, r, r¯, Σ referem-se apenas a parte com
risco da carteira.
A covariaˆncia associada a` conta banca´ria desaparece e o risco fica xTΣx e o retorno da

















s.a. eTx+ xc = 1
rTx+ rcxc = ρ
3. No modelo anterior, e´ poss´ıvel passar a restric¸a˜o sobre o retorno da carteira para a
func¸a˜o objectivo, associando-lhe um paraˆmetro de compensac¸a˜o, µ, entre esse retorno e o






s.a. e∗x+ xc = 1
4. Acrescentando ainda, um activo com perda total garantida, xl. O risco de uma carteira












s.a. eTx+ xc + xl = 1, xl ≥ 0
rTx+ rcxc = ρ
5. Analogamente, ao que foi feito entre 2 e 3, passando a restric¸a˜o sobre o retorno para a







s.a. eTx+ xc + xl = 1, xl ≥ 0
Agora, seguem-se os modelos de Markowitz para risco em queda. Para uma func¸a˜o ω de
um vector aleato´rio r com distribuic¸a˜o P , o risco em queda de ordem q > 0 com retorno
pretendido τ ∈ R e´:




6. Minimizar o risco em queda Rq(x, x
c) para activos de risco, dinheiro e perda, com um







min(rTx+ rcxc − ρ, 0)2dP
s.a. eTx+ xc = 1, xl ≥ 0
r¯Tx+ rcxc = ρ
7. Minimizar o risco em queda Rq(x, x
c, xl) para activos de risco, dinheiro e perda, com







min(rTx+ rcxc − ρ, 0)2dP
s.a. eTx+ xc + xl = 1, xl ≥ 0
r¯∗x+ rcxc = ρ








min(r∗x+ rcxc − ρ, 0)2dP
s.a. eTx+ xc = 1
r¯∗x+ rcxc = ρ+ θ, θ ≥ 0
Agora, seguem os modelos de Markowitz multiperio´dicos. Seja T + 1 o nu´mero de per´ıodos
de investimento. Estes per´ıodos podem na˜o ser todos iguais. A carteira e´ escolhida em
t = 0 e restruturada nos per´ıodos seguintes t = 1, ..., T As carteiras e vectores de retorno
sa˜o xt, rt+1 ∈ Rn produzindo o capital rtxt−1 imediatamente antes da decisa˜o no tempo





dispon´ıvel e´ ωt = rtxt−1, ou se houver dinheiro, ωt = rtxt−1 + rctxct . Os retornos associados
a` conta banca´ria sa˜o conhecidos a` priori, enquanto que os retornos associados a activos sa˜o
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aleato´rios.
A decisa˜o no tempo t e´ feita depois da observac¸a˜o das realizac¸o˜es de r1, ..., rt, mas antes da
observac¸a˜o de rt+1, ..., rT+1.
Supondo que, a distribuic¸a˜o dos retornos ate´ T e´ dada por uma a´rvore de cena´rio: cada rt
tem va´rias realizac¸o˜es rj com probabilidade pj > 0, j ∈ Lt, tal que Lt forme um n´ıvel na
a´rvore. O conjunto dos no´s, V , e´ a unia˜o dos Lt, t = 0, ..., T e o conjunto das folhas, cada uma
cada uma representando um cena´rio e´ LT = L. A esperanc¸a condicional r¯T = E(rT+1|LT )
e a sua matriz covariaˆncia
ΣT = E[(rT+1 − r¯T )(rT+1 − r¯T )T |LT ] = E(rT+1rTT+1|LT )− r¯T r¯TT
definem varia´veis aleato´rias no mesmo espac¸o, com realizac¸o˜es r¯j ,Σj em LT .
O retorno e o risco sa˜o definidos como me´dia e variaˆncia do capital final ωT+1, respetiva-
mente. Na auseˆncia de dinheiro vivo, escrevem-se
ρ(x) = E(rTT+1xT ) = E(r¯
T







R(x) = E[(rTT+1xT − ρ(x))2]
















r˜Tj xj = ρ
10. Sejam rc1 o retorno do dinheiro no per´ıodo 1, r
c
2 o retorno do dinheiro no per´ıodo
2, rc := rc1r
c
2 o retorno combinado, r˜j = pj r¯j ,Σ˜j = pj(Σj + r¯j r¯
[
j∗]), r˜cj = pjr2j e supondo
que Σj > 0, r¯j 6= rct+1e, para algum j e rc 6= 0. O modelo de Markowitz multi-per´ıodico





























































































j = ρ+ θ, θ ≥ 0













































i , ∀j, xlj ≥ 0∑
j





13. Incluindo activos de perda nas folhas e escrevendo o problema com retornos de cena´rio,





































Seguem-se os comandos para a aplicac¸a˜o dos modelos de Markowitz e Konno, no LINGO.
Para o modelo de Markowitz
MODEL:
SETS :
C/ 1 . . 1 7 / : media ,X;
PAIRS(C,C) : Covar ianc ia ;
ENDSETS
MIN=@SUM(PAIRS( I , J ) :X( I )∗X( J )∗ Covar ianc ia ( I , J ) ) / 2 ; ! funcao o b j e c t i v o ;
@SUM(C:X) = 1 ; ! soma das percentagens = 1 ;
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@SUM(C:X∗media ) >= rho ; ! r e to rno dese jado ;
DATA:
rho =0.001;
Covariancia , media = @OLE( ’ caminho para ficheiro EXCEL ’ ,
’ nome das c e lu l a s cova r i anc i a ’ , ’ nome das ce lu las media ’ ) ;
ENDDATA
END
Para o modelo de Konno
MODEL:
SETS :
PERIODOS/ 1 . . 6 / : Y; ! 6 pe r i odos
INVESTIMENTOS/ 1 . . 4 / : X, media ; 4 empresas
DESVIOS(PERIODOS,INVESTIMENTOS) : a j t ;
ENDSETS
MIN=@SUM(PERIODOS:Y)/np ; ! funcao o b j e c t i v o ;
@FOR(PERIODOS( I ) :
Y+@SUM(DESVIOS( I , J ) : a j t ∗X( J))>=0);
@FOR(PERIODOS( I ) :
Y−@SUM(DESVIOS( I , J ) : a j t ∗X( J))>=0);
@SUM(INVESTIMENTOS: media∗X) >= rho∗M0;
@SUM(INVESTIMENTOS:X) = M0;
DATA:
rho =0.005; ! r e to rno pretend ido
np=6; ! numero de per i odos
M0=10000; ! montante i n i c i a l
a j t , media = @OLE( ’ caminho para o f icheiro EXCEL ’ , ’ nome das c e l u l a s a j t ’ ,
’ nome das ce lu las media ’ ) ;
ENDDATA
END
Para o modelo de Bertsimas e Sim
MODEL:
SETS :
INVESTIMENTOS/ 1 . . 7 / : X, media , dp ;
ENDSETS
MAX=@SUM(INVESTIMENTOS: media∗X)−Phi∗@SUM(INVESTIMENTOS: ( dp∗X) ˆ 2 ) ; ! o b j e c t i v o ;
@SUM(INVESTIMENTOS:X)=1;
DATA:
Phi = 10 ;
media , dp = @OLE( ’ caminho para o f icheiro EXCEL ’ , ’ nome das ce lu la s med ia ’ ,






INVESTIMENTOS/ 1 . . 7 / : X, dp , Zj ;
ENDSETS
MAX = @SUM(INVESTIMENTOS: dp∗X∗Zj ) ;
@SUM(INVESTIMENTOS: Zj)<=GAMMA;
@FOR(INVESTIMENTOS( I ) :
Zj ( I )>=0);
@FOR(INVESTIMENTOS( I ) :
Zj ( I )<=1);
DATA:
GAMMA = 6 . 5 ;
dp = @OLE( ’ caminho para o f icheiro EXCEL ’ , ’ nome das c e lu l a s dp ’ ) ;
ENDDATA
END
Deste sai β = β(x∗,Γ) e substitui em baixo
MODEL:
SETS :
INVESTIMENTOS/ 1 . . 7 / : Xz ;
ENDSETS
MAX = Z ;
Z − @SUM(INVESTIMENTOS: media∗Xz) <= −beta ;
@SUM(INVESTIMENTOS:XZ) = 1 ;
@FOR(INVESTIMENTOS( I ) :
Xz( I ) >=0);
DATA:




Aqui esta˜o exemplos scripts usados para resolver os modelos de Markowitz, Konno, Mar-
kowitz robusto e Bertsimas.
Modelo de Markowitz
r e t o rno s = x l s r e ad ( ’ nome do ficheir EXCEL ’ , numero da fo lha ,
’ i n t e r v a l o de c e l u l a s ’ ) ;
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[ p , n ] = s i z e ( r e t o rno s ) ;
Covar ianc ia = cov ( r e t o rno s ) ;
media = ze ro s (1 , n ) ;
f o r i =1:n
media ( i ) = mean( r e t o rno s ( 1 : end , i : i ) ) ;
end
rho = 0 . 0000 1 ;
f = ze ro s (n , 1 ) ;
A = −media ;
Aeq = ones (1 , n ) ;
b = −rho ;
beq = 1 ;
lb = f ;
ub = [ ] ;
[ x , f v a l ] = quadprog ( Covariancia , f ,A, b , Aeq , beq , lb , ub )
re to rno = media∗x
Modelo de Konno
a j t = x l s r e ad ( ’ nome do ficheiro EXCEL ’ , numero da fo lha ,
’ i n t e r v a l o de c e l u l a s ’ ) ;
[T, J ] = s i z e ( a j t ) ;
r j = ze ro s (1 , J ) ;
f o r i = 1 : J
r j ( i ) = mean( a j t ( 1 : end , i : i ) ) ;
end
rho = 0 . 0000 1 ;
M = 10000 ;
%c o e f i c i e n t s da funcao o b j e c t i v o
f = [ ones (1 ,T) z e ro s (1 , J ) ] ;
%matr iz A das de s i gua ldade s
A = [−1∗ eye (T) −a j t ; −1∗eye (T) a j t ; z e r o s (1 ,T) −r j ] ;
b = [ z e r o s (2∗T,1) ;− rho∗M] ; %b das de s i gua ldade s
Aeq = [ z e ro s (1 ,T) ones (1 , J ) ] ; %matr iz A das iguadades
beq = M; %b das igua ldades
lb = ze ro s ( J+T, 1 ) ;
[ x , f v a l ]= l i n p r o g ( f /T,A, b , Aeq , beq , lb , [ ] )
c a r t e i r a = x (T+1:T+J )
Para o modelo de Markowitz robusto
r e t o rno s = x l s r e ad ( ’ nome do f i che i ro−EXCEL’ , numero da fo lha ,
’ i n t e r v a l o de c e l u l a s ’ ) ;
[ p , n ] = s i z e ( r e t o rno s ) ;
38
m = 1 ; % numero de f a c t o r e s
w t i l = 0 . 8 4 ;
cmwtil = f i n v ( wt i l ,m, p−m−1);
rho = 0 . 0000 1 ; %retorno pretend ido
% c a l c u l o da media dos r e t o rno s de cada ac t i vo
mu emp = ze ro s (1 , n ) ;
f o r i =1:n
mu emp( i ) = mean( r e t o rno s ( 1 : end , i : i ) ) ;
end
f = x l s r e ad ( ’ nome do ficheiro EXCEl ’ , numero da fo lha , ’ i n t e r v a l o de c e l u l a s ’ ) ;
%pd . f = f i t d i s t ( f , ’ Normal ’ ) ; a ju s t a uma d i s t r i b u i c a o ao r e to rno s em f
F = 0 . 018ˆ 2 ; % v a r i a n c i a da d i s t r i b u i c a o normal de f
%V0 = ones (1 , n ) ; est imador dos pesos dos f a c t o r e s do mercado (1 x 3)
B = f ’ ; % matr iz dos r e t o rno s dos f a c t o r e s em cada p e r o d o
A = [ ones (p , 1 ) B ’ ] ;
AtA = A’∗A;
iAtA = inv (AtA ) ;
% v a l o r e s de xbarra um para cada ac t i vo /empresa
xbarra = ze ro s (m+1 ,1 ,n ) ;
f o r i =1:n
xbarra ( : , : , i )=iAtA∗A’∗ r e t o rno s ( 1 : end , i : i ) ;
end
% Calculo do s ˆ2
s2 = ze ro s (n , 1 ) ;
f o r i =1:n
s2 ( i ) = (1/( p−m−1))∗norm( r e to rno s ( 1 : end , i : i )−A∗xbarra ( : , : , i ) ) ˆ 2 ;
end
%V0 est imador de V
V0 = ze ro s (1 , n ) ;
f o r i =1:n
V0( i ) = xbarra (2∗ i ) ;
end
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G = B∗B’−(1/p )∗ (B∗ ones (p , 1 ) ) ∗ (B∗ ones (p , 1 ) ) ’ ; % matr iz t a l que . . .
H = Gˆ(−1/2)∗F∗Gˆ(−1/2); % H = Gˆ(−1/2)∗F∗Gˆ(−1/2)
[Q, Lambda ] = e i g (H) ; % diag ( v a l o r e s p rop r i o s de H)+ matr iz t a l Q’∗Lambda∗Q
w = Q’∗Hˆ(1/2)∗Gˆ(1/2)∗V0 ; %W = Q’∗G∗F∗V0∗x
% c a l c u l o dos a lphas
alpha = ze ro s (1 , n ) ;
f o r i = 1 : n
alpha ( i ) = s q r t (m∗ cmwtil∗ s2 ( i ) ) ;
end
%c a l c u l o de gamma
Gamma = ze ro s (1 , n ) ;
f o r i = 1 : n
Gamma( i ) = s q r t ( iAtA (1 ,1 )∗ cmwtil∗ s2 ( i ) ) ;
end
%mu0 est imador de mu emp
mu0 = ze ro s (1 , n ) ;
f o r i =1:n
mu0( i ) = xbarra (2∗ i −1);
end
D = 0.1∗ diag ( diag (V0’∗F∗V0 ) ) ; % suge r ido no a r t i g o
%formulacao do modelo
sdpvar nu d e l t a x (n , 1 ) Psi (n , 1 ) sigma tau t
% cones
R = [ cone ( [ 2∗ s q r t (D)∗x;1− d e l t a ] ,1+ d e l t a ) : ’ Cone1 ’ ] ; %(1)
R = [R, cone ( [ 2∗ alpha ∗Psi ; sigma−tau ] , sigma+tau ) : ’ Cone2 ’ ] ; %(2)
R = [R, cone ( [ 2∗w∗x;1− sigma∗Lambda−t ] ,1− sigma∗Lambda+t ) : ’ Cone3 ’ ] ; %(3)
R = [R, (mu0∗x − Gamma∗Psi >= rho ) : ’ retorno ’ ] ; % (4)
R = [R, −x(1)+ Psi (1)>=0];
R = [R, −x(2)+ Psi (2)>=0];
R = [R, −x(3)+ Psi (3)>=0];
R = [R, −x(4)+ Psi (4)>=0];
R = [R, −x(5)+ Psi (5)>=0];
R = [R, −x(6)+ Psi (6)>=0];
R = [R, −x(7)+ Psi (7)>=0];
R = [R, x(1)+ Psi (1)>=0];
R = [R, x(2)+ Psi (2)>=0];
R = [R, x(3)+ Psi (3)>=0];
R = [R, x(4)+ Psi (4)>=0];
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R = [R, x(5)+ Psi (5)>=0];
R = [R, x(6)+ Psi (6)>=0];
R = [R, x(7)+ Psi (7)>=0];
R = [R, (sum( x ) == 1 ) : ’ Capita l ’ ] ; %(7)
R = [R, (0 <= sigma <= 1/Lambda ) : ’ sigma ’ ] ; % (8)
R = [R, [ tau+t <= nu , tau>=0]: ’ tau ’ ] ; % (9)
R = [R, (x>=0): ’ noshort ’ ] ; % x>=0
% o b j e c t i v o
o b j e c t i v o = nu+d e l t a ;
% r e s o l v e r
s o l = so lve sdp (R, o b j e c t i v o )
min = double (nu+d e l t a )
so lucao = [ double (nu ) ; double ( d e l t a ) ; double ( x ) ; double ( Psi ) ; double ( sigma ) ;
double ( tau ) ; double ( t ) ]
c a r t e i r a = double ( x )
re to rno = double (mu0∗ c a r t e i r a )
Para o modelo de Bertsimas e Sim
r e t o rno s = x l s r e ad ( ’ nome do ficheiro EXCEL ’ , numero da fo lha ,
’ i n t e r v a l o s de c e l u l a s ’ ) ;
[ t , n]= s i z e ( r e t o rno s ) ;
% r e s o l v e r o problema quadrat i co o r i g i n a l
Phi = 10 ; % maior que 0
%va lo r esperado dos r e t o rno s
p = ze ro s (1 , n ) ;
f o r i =1:n
p( i ) = mean( r e t o rno s ( 1 : end , i : i ) ) ;
end
%desvio−padrao dos r e t o rno s
sigma = ze ro s (1 , n ) ;
f o r i =1:n
sigma ( i )=std ( r e t o rno s ( 1 : end , i : i ) ) ;
end
% r e s o l v e o problema o r i g i n a l
H = Phi∗diag ( sigma . ˆ 2 ) ;
f = −p ;
A = [ ] ; % matr iz das r e s t r i c o e s de des igua ldade
b = [ ] ; % b das de s i gua ldade s
Aeq = ones (1 , n ) ; % matr iz das i gua ldades
41
beq = 1 ; % b das igua ldades
lb = ze ro s (1 , n ) ; %l i m i t e i n f e r i o r
ub = [ ] ; % l i m i t e s u p e r i o r
x a s t=quadprog (H, f ,A, b , Aeq , beq , lb , ub ) ;
% encontra beta (x ,GAMMA)
% n de v a r i v e i s s u j e i t a s a i n c e r t e z a
J=n ;
% GAMMA um va lo r em [ 0 , J ]
GAMMA = 6 . 5 ;
% c a l c u l o de beta = beta (x ,GAMMA)
c = −sigma ( 1 : 1 , 1 : J ) . ∗ ( x a s t ( 1 : J , 1 : 1 ) ’ ) ;
Abeta = [ ones (1 , J ) ; −eye ( J ) ; eye ( J ) ] ;
bbeta = [GAMMA; ze ro s (J , 1 ) ; ones (J , 1 ) ] ;
[ z j , beta ] = l i n p r o g ( c , Abeta , bbeta ) ;
% r e s o l u c a o do modelo de bert s imas ap l i cado a c a r t e i r a s
z = [−1 z e ro s (1 , n ) ] ;
Ax = [ z e ro s (n , 1 ) −eye (n ) ] ;
bx = ze ro s (n , 1 ) ;
Az = [ 1 −p ; Ax ] ;
bz = [−beta ; bx ] ;
Aeqz = [ 0 ones (1 , n ) ] ;
beqz = 1 ;
[ x , zva l ] = l i n p r o g ( z , Az , bz , Aeqz , beqz )
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A.4 Excerto dos Dados Usados
Abaixo, esta´ um excerto dos dados utilizados referentes aos retornos a` sexta-feira do ano
de 2015.
Tabela 1: Retornos dos primeiros nove meses de 2015, a` sexta-feira
6a EDP JMT NBA NOS PTI RED SNC PSI ret
02/01/2015 0,014295 -0,0114 0,004525 0 -0,00971 0 0,158621 -0,03134
09/01/2015 -0,0183 -0,01976 0,013393 0,014317 -0,01274 0 -0,01361 0,004003
16/01/2015 0,007405 0,02171 0,022222 0,001832 0 -0,72368 0,028902 0,008209
23/01/2015 0,008236 -0,00488 -0,01778 0,02039 0,017647 0 0 0,011214
30/01/2015 -0,04388 -0,03367 0,008969 0,010394 -0,00829 0 0,020942 0,013371
06/02/2015 -0,00919 0,000489 -0,00858 -0,01071 0,00545 0 0,016043 -0,00834
13/02/2015 0,000309 -0,00082 -0,01681 0,016527 -0,00535 0 0,025773 0,000433
20/02/2015 0,023077 0 0 -0,00932 0,005435 0 0 0,00449
27/02/2015 0,015846 0,00715 0 -0,01069 0,012853 0 0,014851 -0,00749
06/03/2015 -0,02924 0,013539 -0,00402 0,011094 0,007614 0 0,034826 7,03E-05
13/03/2015 0,01086 0,015945 -0,01976 0,00896 0,007229 0 -0,00926 0,008364
20/03/2015 0,009949 0,023364 -0,00418 0,002462 0,019417 0 0,009346 0,00309
27/03/2015 -0,00056 0,019531 -0,02128 0,007156 0,012077 0 0 0,00066
02/04/2015 0,004 0,006667 0 0,004558 0 0 -0,00472 0,00956
10/04/2015 -0,00431 0,02351 -0,01702 -0,00522 -0,00641 0 -0,00474 0,000805
17/04/2015 -0,0069 -0,01131 -0,00417 -0,0263 -0,01007 0 -0,01501 0,006613
24/04/2015 0,014188 0,031692 0,054167 -0,01622 0,013528 0 0,007889 0,015603
30/04/2015 0,016795 0,070255 -0,04509 0,007752 -0,00884 0 0,030588 0,017797
08/05/2015 0,03959 0,008567 0,004167 0,03393 -0,0746 0 0,023546 0,006111
15/05/2015 -0,00587 -0,00192 0 -0,00356 -0,00202 0 -0,00446 -0,00233
22/05/2015 -0,00277 0,001146 0,011905 -0,0034 0,003948 0 0,006912 -0,0183
29/05/2015 -0,00559 -0,01534 -0,00348 -0,00547 -0,02756 0 0,002299 -0,00034
05/06/2015 -0,01853 -0,00766 -0,00314 -0,00582 -0,01654 0 0 -0,02666
12/06/2015 -0,00817 0,00081 0,01432 -0,01265 -0,0226 0 -0,02266 -0,02327
19/06/2015 0,00444 -0,00746 -0,00398 0,019082 0,025111 0 0,044776 0,021761
26/06/2015 -0,00197 0,019892 0,011952 -0,00055 0,007555 0 0,014151 -0,05217
03/07/2015 -0,00488 -0,01869 -0,00592 -0,01237 0,005464 0 -0,02235 -0,03809
10/07/2015 0,025397 0,019383 0,016667 0,025787 -0,00272 0 0,011628 0,018007
17/07/2015 -0,00358 0,000841 -0,0012 -0,0053 0,021448 0 0,01856 0,000181
24/07/2015 0,005018 -0,0032 0,004202 -0,00444 -0,00761 -0,03509 -0,00179 -0,01963
31/07/2015 -0,03881 0,03125 0,016393 0,000259 0 0 0,003066 0,005406
07/08/2015 -0,00323 0,007156 0,011789 -0,0094 -0,00719 0 0 0,005192
14/08/2015 -0,00477 0,031475 0 0,001063 0,002375 0 -0,00442 0,008108
21/08/2015 -0,04262 -0,0417 -0,02019 -0,00415 0,002404 0 -0,00184 -0,05803
28/08/2015 0,000318 -0,01765 -0,02009 -0,012 0,028571 0 0,002304 -0,00474
04/09/2015 -0,01447 -0,01815 0,017727 -0,00141 -0,0154 0 -0,00141 -0,00541
11/09/2015 -0,00327 0,009824 -0,01267 -0,01178 -0,01335 0 0 -0,00592
18/09/2015 -0,01032 0,000414 -0,00395 -0,01082 -0,00884 0 0,030675 0,011712
25/09/2015 0,039042 0,034959 0 0,030405 -0,0746 0 0,041271 -0,01844
43
Tabela 2: Retornos dos u´ltimos treˆs meses de 2015, a` sexta-feira
EDP JMT NBA NOS PTI RED SNC PSI ret
02/10/2015 0,018914 0,017198 0,006871 0,00614 -0,00202 0 -0,00274 0,034715
09/10/2015 0,010405 -0,01458 0,028531 -0,00299 0,003948 0 0,006977 -0,03048
16/10/2015 0,007111 0,018623 0,004505 -0,00056 -0,02756 0 -0,01643 0,000848
23/10/2015 0,008274 0,000779 0 0,024363 -0,01654 0 0,005766 -0,00213
30/10/2015 0,003277 0,001959 -0,00536 -0,00053 -0,0226 -0,18182 0,002342 0,00696
06/11/2015 -0,00728 0,00989 -0,00604 -0,01181 0,025111 0 0,002364 -0,0405
13/11/2015 0,009579 -0,0121 0,017778 -0,00818 0,007555 0 0,01381 0,007278
20/11/2015 0,012158 0,00425 0,000874 0,008531 -0,00826 0 -0,00047 -0,0019
27/11/2015 0,002477 -0,00039 0 0,002983 0,013467 0 0,000931 -0,00189
04/12/2015 -0,00768 -0,0136 -0,00131 -0,00774 -0,01074 0 -0,00419 -0,00102
11/12/2015 -0,01471 -0,03003 -0,00845 -0,01346 -0,01107 0 -0,01402 -0,01244
24/12/2015 0,004984 -0,00167 -0,02232 0,002318 0,007377 0 -0,02142 -0,01017
31/12/2015 0,007279 -0,00786 -0,0172 -0,00726 -0,0398 0 0 0,000119
A.5 Outros Resultados da Aplicac¸a˜o Computacional
Figura 6: Retornos das carteiras obtidas com os dados dia´rios e semanais (sexta-feiras) de
2012 em 2015.
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Figura 7: Retornos das carteiras obtidas com os dados dia´rios e semanais (sexta-feiras) de
2011 em 2015.
Figura 8: Retornos das carteiras obtidas com os dados dia´rios e semanais (sexta-feiras) de
2010 em 2015.
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Figura 9: Retornos das carteiras obtidas com os dados dia´rios e semanais (sexta-feiras) de
2013 em 2014.
Figura 10: Retornos das carteiras obtidas com os dados dia´rios e semanais (sexta-feiras) de
2012 em 2014.
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Figura 11: Retornos das carteiras obtidas com os dados dia´rios e semanais (sexta-feiras) de
2011 em 2014.
Figura 12: Retornos das carteiras obtidas com os dados dia´rios e semanais (sexta-feiras) de
2010 em 2014.
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Figura 13: Retornos das carteiras obtidas com os dados dia´rios e semanais (sexta-feiras) de
2012/2013 em 2014.
Figura 14: Retornos das carteiras obtidas com os dados dia´rios e semanais (sexta-feiras) de
2012 em 2013.
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Figura 15: Retornos das carteiras obtidas com os dados dia´rios e semanais (sexta-feiras) de
2011 em 2012.
Figura 16: Retornos das carteiras obtidas com os dados dia´rios e semanais (sexta-feiras) de
2010 em 2011.
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Figura 17: Retornos das carteiras obtidas com os dados dia´rios e semanais (sexta-feiras) de
2010/2011 em 2012.
Figura 18: Retornos das carteiras obtidas com os dados dia´rios e semanais (sexta-feiras) de
2011/2012 em 2013.
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