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Abstract
By using Mawhin’s continuation theorem of coincidence degree theory, we derive a sufficient condition for the existence of at
least one positive periodic solution of a generalized prey–predator model with harvesting term.
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1. Introduction
In recent years, the existence of positive periodic solutions of the prey–predator model has been widely studied,
see [1–4]. Models with harvesting terms are often considered for study. Generally, the model with harvesting terms is
described as follows:
·
x= x f (x, y)− h, ·y= yg(x, y)− k,
where x and y are functions of time representing the densities of prey and predator, respectively; h and k are harvesting
terms (see [5]). In particular, a non-autonomous prey–predator model with a harvesting term is described by the
following system of ordinary differential equations.
·
x= x
(
a − bx − cy
my + x
)
− h, ·y= y
(
−d + f x
my + x
)
, (1)
where a, c, d, f,m are the prey intrinsic growth rate, capture rate, death rate of predator, conversion rate, and half-
saturation parameter, respectively. We always assume that all the parameters of model (1) are positive constants. For
the detailed biological meaning, we may refer to [6–8] and the references cited therein.
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Since realistic models require the inclusion of the effect of a changing environment, recently, Tian and Zeng [9]
considered the model
x ′(t) = x(t)
(
a(t)− b(t)x(t)− c(t)y(t)
m(t)y(t)+ x(t)
)
− h(t),
y′(t) = y(t)
(
−d(t)+ f (t)x(t)
m(t)y(t)+ x(t)
)
,
(2)
where a, b, c, d, f,m, h are continuous positive ω-periodic functions.
In this paper, we will study the model
x ′(t) = x(t)
(
ϕ(t, x(t))− c(t)y(t)
ψ(t, x(t), y(t))
)
− h(t),
y′(t) = y(t)
(
−d(t)+ f (t)x(t)
ψ(t, x(t), y(t))
)
,
(3)
where c, d, f, h are the same as in model (2), and ϕ(t + ω, x) = ϕ(t, x) and ψ(t + ω, x, y) = ψ(t, x, y) are
continuous.
When ϕ(t, x) = a(t)− b(t)x and ψ(t, x, y) = m(t)y+ x , (3) becomes (2). In (2), ϕ and ψ are linear in x (and y).
In (3), ϕ and ψ can be non-linear.
Our aim in this paper is to establish a sufficient condition for the existence of at least one positive ω-periodic
solution of model (3). We will apply the continuation theorem of coincidence degree theory, which was proven in [10]
by Gaines and Mawhin. For convenience, we will summarize below a few concepts and results from [10].
Let X, Z be normed spaces, and L : Dom L ⊂ X → Z be a linear mapping. The mapping L is called a
Fredholm mapping of index zero if dimKer L = codim Im L < ∞ and Im L is closed in Z . If L is a Fredholm
mapping of index zero, there exist continuous projectors P : X → X and Q : Z → Z , such that Im P = Ker L ,
Ker Q = Im L = Im(I − Q). The mapping L|Dom l∩Ker P : Dom L ∩Ker P → Im L is invertible, and we denote the
inverse of that map by K p. Let Ω be an open bounded subset of X , and N : Ω¯ → Z be a continuous mapping. The
mapping N is called L-compact in Ω¯ , if QN (Ω¯) is bounded and K p(I − Q)N : Ω¯ → Dom L ∩ Ker P is compact.
Since dim Im Q = dimKer L , there exists an isomorphism J : Im Q → Ker L .
In the proof of our existence theorem, we will use the continuation theorem from Gaines and Mawhin [10].
Lemma 1 (Continuation Theorem). Let L be a Fredholm mapping of index zero and N be L-compact on Ω¯ . Suppose
that
(a) For each λ ∈ (0, 1), every solution of Lx = λNx is such that x∈¯∂Ω ∩ Dom L.
(b) QNx 6= 0 for each x ∈ ∂Ω ∩ Ker L and
deg {J QN ,Ω ∩ Ker L , 0} 6= 0.
Then Lx = Nx has at least one solution in Dom L ∩ Ω¯ .
2. Main result
Let x(t) = eu1(t), y(t) = eu2(t). Then system (3) becomes
u′1(t) = ϕ(t, eu1(t))−
c(t)eu2(t)
ψ(t, eu1(t), eu2(t))
− h(t)e−u1(t)
u′2(t) = −d(t)+
f (t)eu1(t)
ψ(t, eu1(t), eu2(t))
.
(4)
It is easy to see that if system (4) has an ω-periodic solution (u˜1(t), u˜2(t))T, then (˜x(t), y˜(t))T = (eu˜1(t), eu˜2(t))T is a
positive ω-periodic solution of system (3).
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Let
U = V = {u(t) = (u1(t), u2(t))T ∈ C(R, R2) | u(t + ω) = u(t)},
Dom L = {u(t) ∈ U | u(t) ∈ C1(R, R2)},
‖u‖ = max
t∈[0,ω]
|u1(t)| + max
t∈[0,ω]
|u2(t)|,
equipped with its norm, U is a Banach space. Let L : Dom L ⊂ U → U be defined as L(u1(t), u2(t))T =
(u′1(t), u′2(t))T and let N : U → U be defined as
N
(
u1(t)
u2(t)
)
=
ϕ(t, e
u1(t))− c(t)e
u2(t)
ψ(t, eu1(t), eu2(t))
− h(t)e−u1(t)
−d(t)+ f (t)e
u1(t)
ψ(t, eu1(t), eu2(t))
 .
Define projections P and Q by
P
(
u1(t)
u2(t)
)
= Q
(
u1(t)
u2(t)
)
=

1
ω
∫ ω
0
u1(t)dt
1
ω
∫ ω
0
u2(t)dt
 , for (u1(t)u2(t)
)
∈ U.
Obviously, Ker L = Im P = R2 and Im L = Ker Q = {(u1(t), u2(t))T ∈ U : u¯1 = u¯2 = 0} is closed in U , where
u¯i = 1
ω
∫ ω
0
ui (t)dt, i = 1, 2.
Hence, L is a Fredholm operator of index zero.
For simplicity, for a continuous ω-periodic function f , let
f ∗ = max
t∈[0,ω]
f (t), f∗ = min
t∈[0,ω] f (t).
For λ ∈ (0, 1), we consider the operator equation
Lu = λNu,
i.e., 
u′1(t) = λ
(
ϕ(t, eu1(t))− c(t)e
u2(t)
ψ(t, eu1(t), eu2(t))
− h(t)e−u1(t)
)
, (i)
u′2(t) = λ
(
−d(t)+ f (t)e
u1(t)
ψ(t, eu1(t), eu2(t))
)
. (ii)
(5)
Let (u1(t), u2(t))T be an ω-periodic solution of system (5) for some λ ∈ (0, 1), and let
ui (ξi ) = max
t∈[0,ω]
ui (t), ui (ηi ) = min
t∈[0,ω] ui (t), for i = 1, 2.
Then,
u′i (ξi ) = u′i (ηi ) = 0, for i = 1, 2. (6)
From (5) and (6), we obtain
ϕ(ξ1, eu1(ξ1))− c(ξ1)e
u2(ξ1)
ψ(ξ1, eu1(ξ1), eu2(ξ1))
− h(ξ1)e−u1(ξ1) = 0, (i)
−d(ξ2)+ f (ξ2)e
u1(ξ2)
ψ(ξ2, eu1(ξ2), eu2(ξ2))
= 0, (ii)
(7)
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and 
ϕ(η1, eu1(η1))− c1(η1)e
u2(η1)
ψ(η1, eu1(η1), eu2(η1))
− h(η1)e−u1(η1) = 0, (i)
−d(η2)+ f (η2)e
u1(η2)
ψ(η2, eu1(η2), eu2(η2))
= 0. (ii)
(8)
Below we give the main result in this paper.
Theorem 1. In system (3), let c, d, f, h be continuous positive ω-periodic functions and let ϕ(t, x) and ψ(t, x, y) be
continuous and ω-periodic in t . Assume that:
(H1) For fixed t ∈ [0, ω], ϕ(t, x) is decreasing in x.
(H2) For any t ∈ [0, ω] and x, y > 0,ψ(t, x, y) > 0, also for fixed t ∈ [0, ω], y > 0 (x > 0),ψ(t, x, y) is increasing
in x (in y). For fixed t ∈ [0, ω], y > 0, and x/ψ(t, x, y) is increasing in x.
(H3) There is a constant A such that for t ∈ [0, ω] and u1 ≥ A, we have
ϕ(t, eu1) ≤ 0.
(H4) There is a constant B such that for t ∈ [0, ω] and u2 ≥ B,
d∗ ≥ f
∗eA
ψ(t, 0, eu2)
.
(H5) There is a constant C such that for t ∈ [0, ω] and u2 ≤ C,
d∗ ≤ f∗h∗/ϕ
∗
ψ(t, h∗/ϕ∗, eu2)
,
where
ϕ∗ = max
t∈[0,ω]
ϕ(t, 0).
Then system (4) has at least one ω-periodic solution.
Proof. From (i) of (7), and the fact that c(t), h(t), ψ(t, eu1(t), eu2(t)) are positive functions, we have
ϕ(ξ1, eu1(ξ1)) > 0.
From (H3), for t ∈ [0, ω],
u1(t) ≤ u1(ξ1) < A. (9)
From (i) of (8) and (H1),
ϕ(η1, 0) > ϕ(η1, eu1(η1)) > h(η1)e−u1(η1) ≥ h∗e−u1(η1).
It follows that,for t ∈ [0, ω],
u1(t) ≥ u1(η1) > ln h∗
ϕ(η1, 0)
≥ ln h∗
ϕ∗
. (10)
From (ii) of (7) and (H2),
d(ξ2) <
f ∗eA
ψ(ξ2, 0, eu2(ξ2))
.
In view of (H4), we have
u2(t) ≤ u2(ξ2) < B. (11)
From (ii) of (8) and (H2),
d(η2) >
f∗h∗/ϕ∗
ψ(η2, h∗/ϕ∗, eu2( eta2))
.
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In view of (H5), for t ∈ [0, ω],
d(η2) ≤ d∗ ≤ f∗h∗/ϕ
∗
ψ(t, h∗/ϕ∗, eu2)
.
Then
u2(t) ≥ u2(η2) > C. (12)
Assume that
Ω1 =
{
u = (u1, u2)T ∈ U, | u1 ∈
(
ln
h∗
ϕ∗
, A
)
, u2 ∈ (C, B)
}
.
Obviously, Ω1 is a bounded open subset in U . We will prove that N is L-compact on Ω1. In fact, K p : Im L →
Ker P ∩ Dom L is given by
K p
(
u1(t)
u2(t)
)
=

∫ t
0
u1(s)ds − 1
ω
∫ ω
0
∫ t
0
u1(s)dsdt∫ t
0
u2(s)ds − 1
ω
∫ ω
0
∫ t
0
u2(s)dsdt
 ,
and
QN
(
u1(t)
u2(t)
)
=

1
ω
∫ ω
0
[
ϕ(t, eu1(t))− c(t)e
u2(t)
ψ(t, eu1(t), eu2(t))
− h(t)e−u1(t)
]
dt
1
ω
∫ ω
0
[
−d(t)+ f (t)e
u1(t)
ψ(t, eu1(t), eu2(t))
]
dt
 .
It is not difficult to show that QN and K p(I − Q)N are both continuous on Ω1, QN (Ω1) is bounded on Ω1 and
K p(I − Q)N is compact. Hence, N is L-compact. The isomorphism J from Im Q into Ker L can be the identity
mapping since Im Q = Ker L . From the above proof we see that condition (a) of Lemma 1 is satisfied.
We will show that
QNu 6= (0, 0)T for u ∈ ∂Ω1 ∩ Ker L = ∂Ω1 ∩ R2.
If not, there exists (u1, u2) ∈ ∂Ω1 ∩ R2 such that
1
ω
∫ ω
0
[
ϕ(t, eu1)− c(t)e
u2
ψ(t, eu1 , eu2)
− h(t)e−u1
]
dt = 0,
1
ω
∫ ω
0
[
−d(t)+ f (t)e
u1
ψ(t, eu1 , eu2)
]
dt = 0.
(13)
Using the mean value theorem for the integral Eqs. (13), for some t1, t2 in [0, ω], we have
ϕ(t1, eu1)− c(t1)e
u2
ψ(t1, eu1 , eu2)
− h(t1)e−u1 = 0,
−d(t2)+ f (t2)e
u1
ψ(t2, eu1 , eu2)
= 0.
(14)
Using the same method as in the above, we obtain
u1 ∈
(
ln
h∗
ϕ∗
, A
)
,
and
u2 ∈ (C, B),
which are contrary to (u1, u2)T ∈ ∂Ω1 ∩ R2. 
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In order to prove deg{QNu,Ω1 ∩ Ker L , (0, 0)T} 6= 0, we will establish the following lemmas.
Lemma 2. Assume that
φ1 : Dom L ∩ Ω1 × [0, 1] → U,
φ1(u1, u2, λ1) =

1
ω
∫ ω
0
[
ϕ(t, eu1)− λ1 c(t)e
u2
ψ(t, eu1 , eu2)
− h(t)e−u1
]
dt
1
ω
∫ ω
0
[
−d(t)+ f (t)e
u1
ψ(t, eu1 , eu2)
]
dt
 . (15)
We prove that φ1(u1, u2, λ1) is a homotopic mapping.
Proof. For (u1, u2)T ∈ ∂Ω1 ∩ Ker L , we see that (u1, u2)T ∈ R2. Hence it is enough to prove that when u1 ≥ A or
u1 ≤ ln h∗ϕ∗ , and u2 ≥ B or u2 ≤ C for ln h∗ϕ∗ < u1 < A, we have
(u1, u2)
T 6= (0, 0)T.
When λ1 = 1, φ1(u1, u2, λ1) = QNu, clearly (u1, u2) 6= (0, 0)T for u ∈ ∂Ω ∩Ker L . Thus it is enough to prove that
for λ1 ∈ [0, 1), φ1(u1, u2, λ1) 6= (0, 0)T.
Let (u1, u2)T satisfy that
1
ω
∫ ω
0
[
ϕ(t, eu1)− λ1 c(t)e
u2
ψ(t, eu1 , eu2)
− h(t)e−u1
]
dt = 0,
1
ω
∫ ω
0
[
−d(t)+ f (t)e
u1
ψ(t, eu1 , eu2)
]
dt = 0.
(16)
Using the mean value theorem for an integral, for some t1, t2 in [0, ω], we have
ϕ(t1, eu1)− λ1 c(t1)e
u2
ψ(t1, eu1 , eu2)
− h(t1)e−u1 = 0, (i)
−d(t2)+ f (t2)e
u1
ψ(t2, eu1 , eu2)
= 0. (ii)
(17)
If u1 ≥ A, from (H3) for t ∈ [0, ω], ϕ(t, eu1) ≤ 0, and so
ϕ(t, eu1)− λ1 c(t1)e
u2
ψ(t, eu1 , eu2)
− h(t1)e−u1 < 0,
which contradicts (i) of (17).
If u1 ≤ ln h∗ϕ∗ , from (i) of (17), we have
ϕ∗ = h∗ · ϕ
∗
h∗
≤ h∗e−u1 ≤ h(t1)e−u1 ≤ ϕ(t1, eu1) < ϕ(t1, 0) ≤ ϕ∗
the above cannot hold.
If (17) holds, from (ii) of (17) and ln h∗
ϕ∗ < u1 < A, we have
d∗ ≤ d(t2) < f
∗eA
ψ(t2, 0, eu2)
.
If u2 ≥ B, this contradicts (H4). In the same way, when u2 ≤ C for ln h∗ϕ∗ < u1 < A, (ii) of (17) cannot be satisfied.
Hence, if u ∈ ∂Ω1 ∩ Ker L , then φ1(u1, u2, λ1) 6= (0, 0)T, and so φ1(u1, u2, λ1) is a homotopic mapping on Ω¯1.
Hence,
deg{QNu,Ω1 ∩ Ker L , (0, 0)T}
= deg{φ1(u1, u2, 1),Ω1 ∩ Ker L , (0, 0)T}
= deg{φ1(u1, u2, 0),Ω1 ∩ Ker L , (0, 0)T}
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= deg
{[
1
ω
∫ ω
0
[
ϕ(t, eu1)− h(t)e−u1] dt, 1
ω
∫ ω
0
[
−d(t)+ f (t)e
u2
ψ(t, eu1 , eu2)
]
dt
]T
,
Ω1 ∩ Ker L , (0, 0)T
}
.  (18)
In order to establish the second homotopic mapping, we require the following auxiliary lemma.
Lemma 3. Consider the system of algebraic equationsa − be
u1 − he−u1 = 0, (i)
−d + f e
u1
meu2 + eu1 = 0, (ii)
(19)
where a, b, h, d, f,m are positive constants. If f > d and a2 > bh, then
u1 ∈
(
ln
h
a
, ln
a
b
)
, (20)
u2 ∈
(
ln
h( f − d)
adm
, ln
a f
bdm
)
. (21)
The proof is simple, and hence is omitted.
By using Lemma 3, we obtain
(1) a − beu1 < 0 for u1 ≥ ln ab ; (22)
(2) a − he−u1 < 0 for u1 ≤ ln ab ; (23)
(3) − d + f e
u1
meu2
< 0 for u2 ≥ ln a fbdm and u1 ∈
(
ln
h
a
, ln
a
b
)
; (24)
(4) − d + f e
u1
meu2 + eu1 > 0 for u2 < ln
h( f − d)
adm
and u1 ∈
(
ln
h
a
, ln
a
b
)
. (25)
We will prove (4). Clearly, f xmy+x is increasing for positive x , since
∂
∂x
(
f x
my+x
)
= f my
(my+x)2 > 0. Hence
−d + f e
u1
meu2 + eu1 > −d +
f · h/a
m
(
h( f−d)
adm
)
+ h/a
= 0.
Let R1 = ln ha ≤ ln h∗/ϕ∗, and
R2 = max
{
A, ln
a
b
}
, R3 = min
{
C, ln
h( f − d)
adm
}
, R4 = max
{
B, ln
a f
bdm
}
.
Assume that
Ω2 = {u = (u1, u2)T ∈ U |u1 ∈ (R1, R2), u2 ∈ (R3, R4)}.
Clearly,
Ω1 ⊂ Ω2.
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Lemma 4. Let φ2 : Dom L ∩ Ω2 × [0, 1] → U be defined as
φ2(u1, u2, λ2) = λ2

1
ω
∫ ω
0
[
ϕ(t, eu1)− h(t)e−u1] dt
1
ω
∫ ω
0
[
−d(t)+ f (t)e
u1
ψ(t, eu1 , eu2)
]
dt
+ (1− λ2)
a − beu1 − he−u1−d + f · eu1
meu2 + eu1
 . (26)
Then φ2(u1, u2, λ2) is a homotopic mapping on Ω2.
Proof. We will prove the following two affirmations.
Affirmation 1. Let t1 ∈ [0, w], and u1, u2 ∈ R such that
ϕ(t1, eu1)− h(t1)e−u1 = 1
ω
∫ ω
0
[
ϕ(t, eu1)− h(t)e−u1] dt,
and let
λ2[ϕ(t1, eu1)− h(t1)e−u1 ] + (1− λ2)(a − beu1 − he−u1) = 0. (27)
Then,
u1 ∈ (R1, R2).
If not, let u1 ≥ R2. In view of (H3), ϕ(t1, eu1) ≤ 0 for t1 ∈ [0, w]. From (22),
λ2[ϕ(t1, eu1)− h(t1)e−u1 ] + (1− λ2)(a − beu1 − he−u1) < (1− λ2)(a − beu1) < 0. (28)
If u1 ≤ R1, from (23) we have
λ2[ϕ(t1, eu1)− h(t1)e−u1 ] + (1− λ2)(a − bu1 − he−u1)
< λ2[ϕ(t1, 0)− h∗ϕ∗/h∗] + (1− λ2)(a − he−u1) < 0. (29)
(28) and (29) contradict (27).
Affirmation 2. Let t2 ∈ [0, ω], and u1, u2 ∈ R such that, for u1 ∈ (R1, R2),
−d(t2)+ f (t2)e
u1
ψ(t2, eu1 , eu2)
= 1
ω
∫ ω
0
[
−d(t)+ f (t)e
u1
ψ(t, eu1 , eu2)
]
dt
and let for u1 ∈ (R1, R2),
λ2
[
−d(t2)+ f (t2)e
u1
ψ(t2, eu1 , eu2)
]
+ (1− λ2)
(
−d + f · e
u1
meu2 + eu1
)
= 0. (30)
Then
u2 ∈ (R3, R4).
In fact, let u2 ≥ R4 for u1 ∈ (R1, R2), and t2 ∈ [0, ω]. Then from (H4) and (24),
λ2
[
−d(t2)+ f (t2)e
u1
ψ(t2, eu1 , eu2)
]
+ (1− λ2)
(
−d + f · e
u1
meu2 + eu1
)
< λ2
[
−d∗ + f
∗eA
ψ(t2, 0, eu2)
]
+ (1− λ2)
(
−d + f · e
u1
meu2
)
< 0. (31)
If u2 ≤ R3 for u1 ∈ (R1, R2), and t2 ∈ [0, ω], from (H5) and (25), we have
λ2
[
−d(t2)+ f (t2)e
u1
ψ(t2, eu1 , eu2)
]
+ (1− λ2)
(
−d + f · e
u1
meu2 + eu1
)
> λ2
[
−d∗ + f∗ · h∗/ϕ
∗
ψ(t2, h∗/ϕ∗, eu2)
]
+ (1− λ2)
(
−d + f ·
h
a
meu2 + ha
)
> 0. (32)
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Obviously, (31) and (32) contradict (30). Hence, we prove that ϕ2(u1, u2, λ2) 6= (0, 0)T for (u1, u2)T ∈ ∂Ω2 ∩
Ker L , λ2 ∈ [0, 1], and so the proof is complete. Then,
deg
{[
1
ω
∫ ω
0
[
ϕ(t, eu1)− h(t)e−u1] dt, 1
ω
∫ ω
0
[
−d(t)+ f (t)e
u1
ψ(t, eu1 , eu2)
]
dt
]
,Ω2 ∩ Ker L , (0, 0)T
}
= deg{φ2(u1, u2, 1),Ω2 ∩ Ker L , (0, 0)T}
= deg{φ2(u1, u2, 0),Ω2 ∩ Ker L , (0, 0)T}
= deg
{[
a − beu1 − he−u1 ,−d + f · e
u1
meu2 + eu1
]T
,Ω2 ∩ Ker L , (0, 0)T
}
. 
Lemma 5. Assume that f > d, bh < a2 < 2bh. Then
deg
{[
a − beu1 − he−u1 ,−d + f · e
u1
meu2 + eu1
]
,Ω2 ∩ Ker L , (0, 0)T
}
6= 0. (33)
Proof. Let
α = a − beu1 − he−u1 , β = −d + f · e
u1
meu2 + eu1 .
Then their Jacobian
∂(α, β)
∂(u1, u2)
=
∣∣∣∣∣∣
−beu1 + he−u1 , 0
· · · − f me
u1+u2
(meu2 + u2)2
∣∣∣∣∣∣
= f me
u2(be2u1 − h)
(meu2 + eu1)2 .
Hence
sgn
∂(α, β)
∂(u1, u2)
= sgn(be2u1 − h).
From (i) of (19)
a − beu1 − he−u1 = 0,
which implies
be2u1 + h = aeu1 . (34)
If we let
be2u1 − h = 0, (35)
then (33) and (34) imply
u1 = ln a2b , (36)
we obtain that u1 ∈ (R1, R2) from a2 < 2bh. Here,
sgn
∂(α, β)
∂(u1, u2)
6= 0,
and so (33) holds. 
Remark 1. φ1(u1, u2, λ1) is a homotopic mapping on Ω2.
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It should be noted that φ1(u1, u2, λ1) is also a homotopic mapping on Ω2 since Ω1 ⊂ Ω2. In fact, we have already
proven that
φ1(u1, u2, λ1) 6= (0, 0)T for (u1, u2)T ∈ R2 \ Ω1,
and
φ1(u1, u2, λ1) 6= (0, 0)T for (u1, u2)T ∈ R2 \ Ω2.
The latter statement implies that φ1(u1, u2, λ1) is a homotopic mapping on Ω2.
Remark 2. With respect to the parameters in the auxiliary system of algebraic equations, we can assume that the
conditions f > d , bh < a2 < 2bh and ha ≤ h∗ϕ∗ hold. Hence, we do not need additional conditions in Theorem 1.
To sum up, we have already completed the proof of Theorem 1. From Theorem 1, system (4) has at least one
ω-periodic solution (˜u1(t), u˜2(t))T. And so system (3) has at least one positive ω-periodic solution (xˆ(t), yˆ(t))T =
(eu˜1(t), eu˜2(t))T.
3. An example
Below we apply Theorem 1 to system (2).
First, we observe (Hi ), i = 1, 2, 3, 4, 5, which gives the meaning for system (2). Here,
ϕ(t, x(t)) = a(t)− b(t)x(t) = a(t)− b(t)eu1(t),
and
ψ(t, x(t), y(t)) = m(t)y(t)+ x(t) = m(t)eu2(t) + eu1(t).
Obviously, (H1) and (H2) are satisfied.
Condition (H3) holds provided u1 ≥ ln a∗b∗ .
If u2 ≥ ln f ∗eAm∗d∗ = ln
f ∗a∗
m∗b∗d∗ , then (H4) holds.
If
f∗ > d∗ and u2 ≤ ln
[
h∗
a∗
(
f∗
d∗
− 1
)/
m
]
, (37)
then (H5) holds.
Clearly, for system (2), ϕ∗ = a∗.
Choose A ≥ ln a∗b∗ such that ln h∗a∗ < A, and choose
B ≥ ln f
∗a∗
m∗b∗d∗
, C ≤ ln
[
h∗
a∗
(
f∗
d∗
− 1
)
/m
]
such that C < B.
So if f∗ > d∗, we can apply Theorem 1 to system (2), and so we have the following result.
Corollary 1. If f∗ > d∗, then system (2) has at least one positive ω-periodic solution.
Remark 3. When system (3) has time delay, i.e.,
x ′(t) = x(t)
[
ϕ(t, x(t))− c(t)y(t − τ2)
ψ(t, x(t − τ1), y(t − τ2))
]
− h(t),
y′(t) = y(t)
[
−d(t)+ f (t)x(t − τ1)
ψ(t, x(t − τ1), y(t − τ2))
]
,
(38)
where τ1, τ2 are non-negative constants, using the same method as the above in the main, we can prove that system
(37) has at least one positive ω-periodic solution.
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