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ON SOME MEAN VALUE RESULTS FOR THE
ZETA-FUNCTION AND A DIVISOR PROBLEM II
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Abstract. Let d(n) be the number of divisors of n, let
∆(x) :=
∑
n6x
d(n)− x(log x+ 2γ − 1)
denote the error term in the classical Dirichlet divisor problem, and let ζ(s) denote
the Riemann zeta-function. It is shown that
∫ T
0
∆(t)|ζ( 1
2
+ it)|2 dt≪ T (logT )4.
Further, if 2 6 k 6 8 is a fixed integer, then we prove the asymptotic formula
∫ T
1
∆k(t)|ζ( 1
2
+ it)|2 dt = c1(k)T
1+ k
4 log T + c2(k)T
1+k
4 +Oε(T
1+ k
4
−ηk+ε),
where c1(k) and c2(k) are explicit constants, and where
η2 = 3/20, η3 = η4 = 1/10, η5 = 3/80, η6 = 35/4742, η7 = 17/6312, η8 = 8/9433.
The results depend on the power moments of ∆(t) and E(T ), the classical error
term in the asymptotic formula for the mean square of |ζ( 1
2
+ it)|.
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1. Introduction
As usual, let
(1.1) ∆(x) :=
∑
n6x
d(n)− x(log x+ 2γ − 1) (x > 2)
denote the error term in the classical Dirichlet divisor problem (see e.g., Chapter
3 of [4]). Also let
(1.2) E(T ) :=
∫ T
0
|ζ( 12 + it)|2 dt− T
(
log
( T
2π
)
+ 2γ − 1
)
(T > 2)
denote the error term in the mean square formula for |ζ( 12 + it)|. Here d(n) is
the number of all positive divisors of n, ζ(s) is the Riemann zeta-function, and
γ = −Γ′(1) = 0.577215 . . . is Euler’s constant. In the first part of this work [9],
the first author proved several results involving the mean values of ∆(x), E(t) and
(1.3)
∆∗(x) : = −∆(x) + 2∆(2x)− 12∆(4x)
= 12
∑
n64x
(−1)nd(n)− x(log x+ 2γ − 1),
which is the “modified” divisor function, introduced and studied by M. Jutila [12],
[13]. In view of F.V. Atkinson’s classical explicit formula [1] for E(T ), which shows
analogies between ∆(x) and E(T ), it turns out that ∆∗(x) is a better analogue of
E(T ) than ∆(x) itself. Namely, M. Jutila (op. cit.) investigated both the local
and global behaviour of the difference
(1.4) E∗(t) := E(t)− 2π∆∗( t
2π
)
,
and in particular he proved that
(1.5)
∫ T+H
T
(E∗(t))2 dt ≪ε HT 1/3 log3 T + T 1+ε (1 6 H 6 T ).
Here and later ε denotes positive constants which are arbitrarily small, but are
not necessarily the same ones at each occurrence, while a(x) ≪ε b(x) (same as
a(x) = Oε(b(x))) means that the |a(x)| 6 Cb(x) for some C = C(ε) > 0, x > x0.
The significance of (1.5) is that, in view of (see e.g., [4, Chapter 15])
(1.6)
∫ T
0
(∆∗(t))2 dt ∼ AT 3/2,
∫ T
0
E2(t) dt ∼ BT 3/2 (A,B > 0, T →∞),
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it transpires that E∗(t) is in the mean square sense of a lower order of magnitude
than either ∆∗(t) or E(t). A similar mean square formula holds for ∆(t) as well,
and actually sharper formulas are known in all three cases; for this see the paper
of Lau–Tsang [15]. We also refer the reader to the review paper [21] of K.-M.
Tsang on this subject.
Thus it seemed interesting to study the interplay between ∆∗(t) (and ∆(t))
and ζ(s). Mean values (or moments) of |ζ( 1
2
+ it)| represent one of the central
themes in the theory of ζ(s), and they have been studied extensively. There
are two monographs dedicated solely to them: the author’s [7], and that of K.
Ramachandra [18]. In [9] it was proved that, for T 2/3+ε 6 H = H(T ) 6 T , we
have
(1.7)
∫ T+H
T
∆∗
( t
2π
)|ζ( 12 + it)|2 dt ≪ HT 1/6 log7/2 T.
It was also proved that if C is a suitable positive constant, then
(1.8)
∫ T
0
(
∆∗
( t
2π
))2|ζ( 1
2
+it)|2 dt = C
4π2
T 3/2
(
log
T
2π
+2γ− 2
3
)
+Oε(T
17/12+ε),
and if D is another suitable positive constant, then
(1.9)
∫ T
0
(
∆∗
( t
2π
))3|ζ( 1
2
+ it)|2 dt = DT 7/4
(
log
T
2π
+ 2γ − 4
7
)
+Oε(T
27/16+ε).
The proofs of (1.8) and (1.9), given in [9], exploited the special structure of ∆∗
(
t
2π
)
and could not be readily extended to deal with ∆∗(αt) or ∆(αt) for a given α > 0.
2. Statement of results
This paper is a continuation of the first author’s paper [9] and the second
author’s papers [24], [25], where he investigated the high-power moments of ∆(x)
and E(t).
Namely it is conjectured that the asymptotic formula
(2.1)
∫ T
0
∆k(t) dt = CkT
1+k/4 +Oε(T
1+k/4−c(k)+ε)
holds with an explicit constant Ck and some c(k) > 0, when k > 1 is a given
natural number. An asymptotic formula analogous to (2.1) is also conjectured for
the moments of E(t). The case k = 2 (the mean square) of (2.1) is classic, and it
is now known that (see Lau–Tsang [15])
(2.2)
∫ T
0
∆2(t) dt = C2T
3/2 +O(T log3 T log log T ),
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with
C2 = (6π
2)−1
∞∑
n=1
d2(n)n−3/2 = (6π2)−1ζ4(3/2)/ζ(3) = 0.25045 . . . ,
and a formula analogous to (2.2) holds for the mean square of E(t). A detailed
discussion concerning the integral in (2.1) in the general case is to be found in the
second author’s paper [24], Part II, where (2.1) is established for 5 6 k 6 9, with
explicit values of c(k). For k = 3 the best known value is c(3) = 7/20 (Ivic´–Sargos
[11]) and for k = 4 it is c(4) = 3/28 (W. Zhai [24]), and K.-L. Kong [14] has
just obtained c(4) = 1/8. Like in the problem of the evaluation of the moments∫ T
0
|ζ( 1
2
+ it)|k dt and similar problems, the problem becomes progressively more
difficult as k increases. It is curious that, for 2 6 k 6 9, when it is as present
known that the asymptotic formula (2.1) holds, all the constants Ck are positive
for odd k, implying that the values of ∆(t) are more biased towards positive values.
Whether this phenomenon will also happen for odd k > 9, should (2.1) continue
to hold, is unclear.
In this paper we are interested in a similar, but more involved problem, namely
the asymptotic evaluation of the integrals of ∆k(t)|ζ( 12 + it)|2 when k ∈ N is fixed.
We succeeded in applying the existing results on the moments of ∆(t) and E(t) to
the evaluation of the integrals of ∆k(t)|ζ( 12 + it)|2. Our methods at present work
for 1 6 k 6 8, and the results are as follows.
THEOREM 1. We have
(2.3)
∫ T
0
∆(t)|ζ( 1
2
+ it)|2 dt ≪ T (log T )4.
THEOREM 2. If k is a fixed integer for which 2 6 k 6 8, then we have
(2.4)
∫ T
1
∆k(t)|ζ( 12 + it)|2 dt = c1(k)T 1+
k
4 log T + c2(k)T
1+k
4 +Oε(T
1+k
4
−ηk+ε),
where c1(k) and c2(k) are explicit constants, and where
η2 = η3 = η4 = 1/10, η5 = 3/80, η6 = 35/4742, η7 = 17/6312, η8 = 8/9433.
Note that the values of η2, η3, η4 in Theorem 2 are identical, which is due to the
general argument used in the proof in Section 5. However, we can combine the
arguments of Theorem 1 and Theorem 2 to obtain improvements on the values of
η2 and η3. We shall give the details only for η2, while the case of η3 is technically
quite complicated. The result is
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THEOREM 3. When k = 2, we can take η2 = 3/20 in Theorem 2.
Remark 1. Note that, for H = T , (2.3) improves (1.7) a lot. It is an open
problem to find the lower bound for the integral in (2.3), since it is well-known
that ∆(x) changes sign in every interval of the form [T, T + A
√
T ] for a suitable
A > 0 and T > T0 (see the first author’s paper [6]). On the other hand, one has
(by (3.1) and (3.7) of [4]) that
∫ X
1
∆(x) dx = 14X +O(X
3/4).
Using this formula it may be conjectured that
(2.5)
∫ T
1
∆(t)|ζ( 1
2
+ it)|2 dt = T
4
(
log
T
2π
+ 2γ − 1
)
+Oε(T
3/4+ε),
however obtaining any asymptotic formula for the integral in (2.5) is difficult.
Corollary 1. We also have
(2.6)
∫ T
0
E∗(t)|ζ( 12 + it)|2 dt ≪ T (log T )4.
This follows from (1.4), (2.1) (since it will hold with ∆∗(t/(2π)) instead od ∆(t)),
(2.7)
∫ T
0
E(t)|ζ( 12 + it)|2 dt = πT
(
log
T
2π
+ 2γ − 1
)
+ U(T ),
where
(2.8) U(T ) = O(T 3/4 logT ), U(T ) = Ω±(T 3/4 logT ).
The asymptotic formulas (2.7)–(2.8) are due to the first author [5]. They show,
up to the numerical constants which are involved, the true order of magnitude of
the function U(T ). Here the symbol f(x) = Ω±(g(x)) has its standard meaning,
namely that both lim sup
x→∞
f(x)/g(x) > 0 and lim inf
x→∞ f(x)/g(x) < 0 holds.
The analogy between (2.5) and (2.7) is obvious, however the latter is much less
difficult. Namely the defining relation (1.2) yields, by differentiation,
(2.10) |ζ( 12 + it)|2 = log
( t
2π
)
+ 2γ + E′(t),
and one can easily integrate Ek(t)E′(t) (k ∈ N). Thus the integral in (2.4) is more
difficult to evaluate than the corresponding problem when ∆k(t) is replaced by
Ek(t).
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Remark 2. The methods of proof of (2.4) allow one to carry over the results
of Theorem 1, Theorem 2 and Theorem 3 to integrals where ∆(t) is replaced by
∆(αt) or ∆∗(αt) for any given α > 0.
Remark 3. It would be interesting to analyze the error term in (2.4) and see
how small it can be, i.e., to obtain an omega-result (recall that f(x) = Ω(g(x))
means that f(x) = o(g(x)) does not hold as x→∞).
Remark 4. For k = 2 one can compare (2.4) with the corresponding result of
the first author [5], where it was obtained that
∫ T
0
E2(t)|ζ( 12 + it)|2 dt = D2T 3/2
(
log
T
2π
+ 2γ − 2
3
)
+O(T log6 T ),
where
D2 =
2ζ4(3/2)
3
√
2πζ(3)
.
Remark 5. Finally we indicate two possible generalizations of our results. Let,
as usual, r(n) =
∑
n=a2+b2 1 denote the number of ways n may be represented as
a sum of two integer squares, and let ϕ(z) be a holomorphic cusp form of weight
κ with respect to the full modular group SL(2,Z), and denote by a(n) the n-th
Fourier coefficient of ϕ(z). We suppose that ϕ(z) is a normalized eigenfunction for
the Hecke operators T (n), that is, a(1) = 1 and T (n)ϕ = a(n)ϕ for every n ∈ N.
The classical example is a(n) = τ(n) (κ = 12), the Ramanujan τ -function defined
by
∞∑
n=1
τ(n)xn = x
{
(1− x)(1− x2)(1− x3) · · ·}24 ( |x| < 1).
If P (x) :=
∑
n6x
r(n)−πx denotes then the error term in the classical circle problem
and A(x) :=
∑
n6x
a(n), then Theorem 2 can be generalized to integrals
(2.11)
∫ T
0
P k(t)|ζ( 1
2
+ it)|2 dt,
∫ T
0
Ak(t)|ζ( 1
2
+ it)|2 dt,
more precisely if A(t) replaced by the normalized function A∗(t) :=
∑
n6t
a(n)n
1−κ
2 ,
since a(n) behaves similarly to n(κ−1)/2d(n). For the analogues of Lemma 4 to
P (x) and A(x) the reader should see e.g., section 3 of [8]. The analogue of (3.1) for
∆(x) will hold with a poorer θ (with θ = 1/3 in case of A∗(x)), and the analogues
of the exponents ηk will not be as good as those of Theorem 2.
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3. The necessary lemmas
In this section we shall state some lemmas needed for the proof of our theorems.
The proofs of the theorems themselves will be given in Section 4, Section 5 and
Section 6.
LEMMA 1. There exists a constant θ such that 1/4 6 θ < 1/3 and
(3.1) ∆(x)≪ε xθ+ε, E(t)≪ε tθ+ε.
In particular, we can take θ = 131/416 = 0.3149 · · · .
The proofs of the bounds in (3.1) are due to M.N. Huxley [3] and N. Watt [23],
respectively, and they are the sharpest ones known. It is commonly conjectured
that θ = 1/4 is permissible, but this is out of reach at present. It is known that
θ < 1/4 cannot hold (see e.g., [4], Chapter 13 and Chapter 15).
LEMMA 2. Suppose θ is the constant in Lemma 1. Then for any A satisfying
0 6 A 6 11 we have
(3.2)
∫ T
1
|∆(x)|A dx≪ε T 1+M(A)+ε
and
(3.3)
∫ T
1
|E(t)|A dt≪ε T 1+M(A)+ε,
where
(3.4) M(A) := max
(
A
4
, θ(A− 2)
)
.
We note that, for real k ∈ [0, 9], the limits
(3.5) Ek := lim
T→∞
T−1−k/4
∫ T
0
|E(t)|k dt
exist. The analogous result holds also for the moments of ∆(t). This was proved
by D.R. Heath-Brown [2], who used (3.4) in his proof. He also showed that the
limits of moments (both of ∆(t) and E(t)) without absolute values also exist when
k = 1, 3, 5, 7 or 9. The merit of (3.5) that it gets rid of “ε” and establishes the
existence of the limit (but without an error term).
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LEMMA 3. We have
(3.6)
∫ T
0
|ζ( 12 + it)|4 dt = TQ4(logT ) +O(T 2/3 log8 T ),
where Q4(x) is an explicit polynomial of degree four in x with leading coefficient
1/(2π2).
This result was proved first (with error term O(T 2/3 logC T )) by Y. Motohashi
and the author [10]. The value C = 8 was given by Y. Motohashi in his mono-
graph [17]. We shall not need the full strength of (3.6), but just the upper bound
O(T log4 T ) for the integral in question.
LEMMA 4. For 1 6 N ≪ x we have
(3.7) ∆(x) =
1
π
√
2
x
1
4
∑
n6N
d(n)n−
3
4 cos(4π
√
nx− 14π) +Oε(x
1
2
+εN−
1
2 ).
and
(3.8) ∆∗(x) =
1
π
√
2
x
1
4
∑
n6N
(−1)nd(n)n− 34 cos(4π√nx− 14π) +Oε(x
1
2
+εN−
1
2 ).
The expression (3.8) for ∆∗(x) (see [4], Chapter 15) is the analogue of the
classical truncated Vorono¨ı formula (3.7) for ∆(x) (ibid. Chapter 3), only the sum
in the expression for ∆∗(x) has an additional factor (−1)n. Actually G.F. Vorono¨ı
[22] proved long ago an explicit formula for ∆(x) as a series containing the Bessel
functions K1 and Y1 (see e.g., [4], Chapter 3). However, to avoid the questions of
convergence it is in practice usually more expedient to work with (3.7), which is
sufficient for many purposes.
LEMMA 5. For Q≫ x≫ 1 we have
(3.9) ∆(x) =
1
π
√
2
x
1
4
∑
n6Q
d(n)n−
3
4 cos(4π
√
nx− 14π) + F (x),
where F (x)≪ x−1/4 if ||x|| ≫ x5/2Q−1/2, and we always have F (x)≪ε xε.
This result (||x|| denotes as usual the distance of x to the nearest integer) is
due to T. Meurman [16]. It shows that, unless x is close to an integer, the error
term in the truncated Vorono¨ı formula for ∆(x) is small.
LEMMA 6. Let k > 2 be a fixed integer and δ > 0 be given. Then the number
of integers n1, n2, n3, n4 such that N < n1, n2, n3, n4 6 2N and
|n1/k1 + n1/k2 − n1/k3 − n1/k4 | < δN1/k
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is, for any given ε > 0,
(3.10) ≪ε Nε(N4δ +N2).
Lemma 6 was proved by analytic methods by Robert–Sargos [19]. When k = 2,
it represents a powerful arithmetic tools which is essential in the analysis when
the biquadrate of exponential sums involving
√
n appears.
LEMMA 7. We have
(3.11)
∑
n6x
d2(n) =
1
π2
x log3 x+O(x log2 x).
This is a well-known elementary formula; see e.g., page 141 of [4]. It follows
from the series representation
∞∑
n=1
d2(n)n−s =
ζ4(s)
ζ(2s)
(ℜs > 1).
LEMMA 8. For 1 6 r ≪ x we have∑
n6x
d(n)d(n+ r)≪
∑
d|r
1
d
· x log2 x.
This follows e.g., from a theorem of P. Shiu [20] on multiplicative functions.
LEMMA 9 . Let 0 < A < A′ be any two fixed constants such that AT < N <
A′T , and let N ′ = N ′(T ) = T/(2π) +N/2− (N2/4 +NT/(2π))1/2. Then
E(T ) = Σ1(T ) + Σ2(T ) +O(log
2 T ),
where
Σ1(T ) = 2
1/2(T/(2π))1/4
∑
n6N
(−1)nd(n)n−3/4e(T, n) cos(f(T, n)),
Σ2(T ) = −2
∑
n6N ′
d(n)n−1/2
(
log
T
2πn
)−1
cos
(
T log
( T
2πn
)
− T + 14π
)
,
with
f(T, n) = 2Tarsinh
(√πn
2T
)
+
√
2πnT + π2n2 − 1
4
π
= −14π + 2
√
2πnT + 16
√
2π3n3/2T−1/2 + a5n5/2T−3/2 + a7n7/2T−5/2 + . . . ,
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e(T, n) = (1 + πn/(2T ))−1/4
{
(2T/πn)1/2arsinh
(√πn
2T
)}−1
= 1 +O(n/T ) (1 6 n < T ),
and ar sinhx = log(x+
√
1 + x2 ).
This is the famous formula of F.V. Atkinson [1]; proofs can be also found in [4]
and [7].
LEMMA 10. Let p1, p2, . . . , pr > 0 and f1(x), f2(x), . . . , fr(x) > 0 be continu-
ous functions in [a, b] (a < b). Then if
1
p1
+
1
p2
+ . . .+
1
pr
= 1,
we have
∫ b
a
f1(x) . . . fr(x) dx 6
(∫ b
a
fp11 (x) dx
)1/p1
· · ·
(∫ b
a
fprr (x) dx
)1/pr
.
This is the classical Ho¨lder inequality for integrals, the case r = 2, p1 = p2 = 1/2
being the Cauchy-Schwarz inequality. It will be repeatedly used in the proofs.
4. Proof of Theorem 1
It suffices to consider in (2.3) the integral over [T, 2T ], to replace then T by
T2−j (j = 1, 2, . . . ) and sum the resulting estimates. We suppose T 6 t 6 2T ,
take Q = T 7 in Lemma 5 and write
(4.1) ∆(t) = ∆1(t) + ∆2(t) + F (t),
where F (t) is as in Lemma 5, and
(4.2)
∆1(t) :=
t1/4
π
√
2
∑
n6T
d(n)n−3/4 cos(4π
√
nt− π
4
),
∆2(t) :=
t1/4
π
√
2
∑
T<n6Q
d(n)n−3/4 cos(4π
√
nt− π4 ).
Therefore∫ 2T
T
∆(t)|ζ( 12 + it)|2 dt =
∫ 2T
T
(∆1(t) + ∆2(t) + F (t))|ζ( 12 + it)|2 dt.
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By the Cauchy-Schwarz inequality (Lemma 10) it is seen that the term F (t) in
(4.1) makes a contribution of O(T 3/4 logT ). The contribution containing ∆2(t) is,
by the first derivative test (see e.g., Lemma 2.1 of [4]), Lemma 3 and Lemma 7,
(4.3)
≪ T 1/4
{∫ 2T
T
∣∣∣ ∑
T<n6Q
d(n)n−3/4 cos(4π
√
nt− π4 )
∣∣∣2 dt ∫ 2T
T
|ζ( 12 + it)|4 dt
} 12
≪ T 3/4 log2 T
{
T 1/2 log3 T + T 1/2
∑
T<m 6=n6Q
d(m)d(n)
(mn)3/4|√m−√n|
} 1
2
.
In the double sum in in (4.3), the contribution when m > 4n or n > 4m is
≪ log3 T . The contribution of the remaining terms is, supposing m > n, setting
m = n+ r and using Lemma 8,
≪
∑
r≪Q
1
r
∑
n6Q
d(n)d(n+ r)
n
≪
∑
r≪Q
1
r
∑
d|r
1
d
log3 T ≪ log4 T.
Therefore the contribution containing ∆2(t) is
≪ T 3/4 log2 T (T 1/2 log4 T )1/2 = T log4 T.
Further we have, by (2.10),
(4.4)
∫ 2T
T
∆1(t)|ζ( 12 + it)|2 dt
=
∫ 2T
T
t1/4
π
√
2
∑
n6T
d(n)n−3/4 cos(4π
√
nt− π4 )
(
log t2π + 2γ + E
′(t)
)
dt
= I1(T ) + I2(T ),
say, where by the first derivative test
I1(T ) : =
∫ 2T
T
t1/4
π
√
2
∑
n6T
d(n)n−3/4 cos(4π
√
nt− π4 )
(
log t2π + 2γ
)
dt
≪ T 1/4 log T ·
∑
n6T
d(n)n−3/4T 1/2n−1/2
≪ T 3/4 log T,
since
∑
n>1
d(n)n−α converges for α > 1. The integral I2(T ), namely
I2(T ) :=
∫ 2T
T
E′(t)
t1/4
π
√
2
∑
n6T
d(n)n−3/4 cos(4π
√
nt− π4 ) dt,
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is integrated by parts. Since E(t)≪ t1/3 (see e.g., Chapter 15 of [4], also follows
trivially from Lemma 1), the integrated terms are trivially
≪ T 13+ 14T 14 logT ≪ T 56 logT.
There remains a multiple of
(4.5)
− 1
4
∫ 2T
T
t−3/4E(t)
∑
n6T
d(n)n−3/4 cos(4π
√
nt− π4 ) dt
+ 2π
∫ 2T
T
t−1/4E(t)
∑
n6T
d(n)n−1/4 sin(4π
√
nt− π4 ) dt.
Both integrals in (4.5) are estimated analogously, and clearly it is the latter which
is larger. We replace E(t) by the expression given by Atkinson’s formula (see
Lemma 9). Thus, taking N = T in Atkinson’s formula,
∫ 2T
T
t−1/4E(t)
∑
n6T
d(n)n−1/4 sin(4π
√
nt− π4 ) dt = J1(T ) + J2(T ) + J3(T ),
say, where
J1(T ) : =
∫ 2T
T
t−1/4
∑
1
(t)
∑
n6T
d(n)n−1/4 sin(4π
√
nt− π
4
) dt,
J2(T ) : =
∫ 2T
T
t−1/4
∑
2
(t)
∑
n6T
d(n)n−1/4 sin(4π
√
nt− π
4
) dt,
J3(T ) : =
∫ 2T
T
t−1/4O(log2 T )
∑
n6T
d(n)n−1/4 sin(4π
√
nt− π4 ) dt.
The Cauchy-Schwarz inequality gives
(4.6)
J2(T ) + J3(T )
≪ T−1/4


∫ 2T
T
(∑2
2
(t) + log4 T
)
dt
∫ 2T
T
∣∣∣∑
n6T
d(n)n−1/4e4πi
√
nt
∣∣∣2 dt


1/2
.
But (see Chapter 15 of [4])
∫ 2T
T
∑2
2
(t) dt ≪ T log4 T,
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since
∑
2(t) is essentially a Dirichlet polynomial of length ≍ T . In the other
integral in (4.6) we square out the sum and integrate. The contribution is
≪ T
∑
n6T
d2(n)n−1/2 +
∑
m 6=n6T
d(m)d(n)
(mn)1/4
∫ 2T
T
e4πi(
√
m−√n)√t dt
≪ T 3/2 log3 T + T 1/2
∑
m 6=n6T
d(m)d(n)
(mn)1/4|√m−√n| ,
by the first derivative test and Lemma 7. Note that if m 6 n/2, then |√m −√
n|−1 ≪ n−1/2, while if m > 2n, then |√m−√n|−1 ≪ m−1/2. When m ≍ n the
contribution is estimated, as in (4.3), by Lemma 6. In this way it is seen that
(4.7)
∫ 2T
T
∣∣∣∑
n6T
d(n)n−1/4e4πi
√
nt
∣∣∣2 dt ≪ T 3/2 log3 T,
and we obtain
J2(T ) + J3(T )≪ T−1/4T 1/2 log2 T · T 3/4 log3/2 T ≪ T (logT )7/2.
It remains to deal with (c is a constant)
J1(T ) = c
∫ 2T
T
∑
m6T
(−1)md(m)
m3/4
e(t,m) cos f(t,m)
∑
n6T
d(n)
n1/4
cos(4π
√
nt− π4 ) dt.
We split the sums over m,n into O(log2 T ) subsums with the ranges of summation
M < m 6 M ′ 6 2M,N < n 6 N ′ 6 2N , respectively. We write the cosines as
exponentials and then obtain ≪ log2 T sums of the form
(4.8)
∑
M<m6M ′
(−1)md(m)
m3/4
∑
N<n6N ′
d(n)
n1/4
×
×
∫ 2T
T
e(t,m) exp
(
4πi
√
nt− i
√
8πmt− ia3m3/2t−1/2 − . . .
)
dt.
There is also the expression with + in place of − in the exponential, and their
conjugates, but it is (4.8) that is the relevant sum. The smooth function e(t,m) (=
1 + O(m/T )) may be removed on applying integration by parts. Furthermore, if
N > 100M , then by the first derivative test the contribution of the expression in
(4.8) is
(4.9) ≪ T 1/2
∑
M<m62M
d(m)m−3/4
∑
N<n62N
d(n)n−3/4 ≪ T log2 T,
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and the same bound as in (4.9) holds when M > 100N . These sums in total make
a contribution which is ≪ T log4 T .
There remains the case when N/100 < M < 100N . Then we use the Cauchy-
Schwarz inequality for integrals. The contribution is
(4.10)
≪
{∫ 2T
T
∣∣∣ ∑
N<n6N ′
d(n)
n1/4
e4πi
√
nt
∣∣∣2 dt
×
∫ 2T
T
∣∣∣ ∑
M<m6M ′
(−1)md(m)
m3/4
e(t,m)eif(t,m)
∣∣∣2 dt
}1/2
.
Here the first integral is estimated as in (4.7), more precisely by
O(TN1/2 log3 T + T 1/2N log3 T ).
The second integral is, by the first derivative test and Lemma 7,
≪ T
∑
m>M
d2(m)
m3/2
+
∑
M<k 6=m6M ′
d(k)d(m)e(t, k)e(t,m)
(km)3/4
max
t∈[T,2T ]
1
|f ′(t,m)− f ′(t, k)| .
We have
f ′(t, ℓ) =
∂f(t, ℓ)
∂t
= 2ar sinh
√
πℓ
2t
,
so that by the mean value theorem we obtain
|f ′(t,m)− f ′(t, k)| ≍ |
√
k −√m|√
T
(k 6= m, T 6 t 6 2T ).
Hence the last expression above is
≪ TM−1/2 log3 T + T 1/2 log4 T.
It is seen then, since M ≍ N , that the expression in (4.10) is
≪
(
(TM1/2 log3 T + T 1/2M log3 T )(TM−1/2 log3 T + T 1/2 log4 T )
)1/2
≪ (T 2 log6 T + T 3/2M1/2 log7 T )1/2.
Taking M = T2−j and summing over j we obtain that the contribution of J1(T )
is O(T log4 T ), since M ≍ N in the relevant cases. This gives∫ 2T
T
∆(t)|ζ( 12 + it)|2 dt≪ T log4 T,
and thus completes the proof of Theorem 1.
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5. The proof of Theorem 2
Like in the proof of Theorem 1 it suffices to prove the result for the integral
over [T, 2T ], where T (> 10) is large. Henceforth let
(5.1) T 6 t 6 2T, T 1/2 ≪ y = y(T )≪ T,
where y will be determined later. Write
(5.2) ∆(t) = ∆1(t, y) + ∆2(t, y),
where
(5.3) ∆1(t, y) :=
t1/4√
2π
∑
n6y
d(n)
n3/4
cos(4π
√
nt− π4 ),
and by Lemma 4 (with N = y)
(5.4) ∆2(t, y)≪ε T 1/2+εy−1/2 (≪ε T 1/4+ε).
Then we have
(5.5)
∫ 2T
T
∆k(t)|ζ( 12 + it)|2 dt
=
∫ 2T
T
(
∆1(t, y) + ∆2(t, y)
)k
|ζ( 12 + it)|2 dt
=
∫
1
+ O
(∫
2
+
∫
3
)
,
where ∫
1
:=
∫ 2T
T
∆k1(t, y)|ζ( 12 + it)|2 dt,∫
2
:=
∫ 2T
T
|∆k−11 (t, y)∆2(t, y)||ζ( 12 + it)|2 dt,∫
3
:=
∫ 2T
T
|∆2(t, y)|k|ζ( 12 + it)|2 dt.
In order to estimate
∫
3
we need (5.4) and
(5.6)
∫ 2T
T
|∆2(t, y)|2 dt≪ε T 3/2+εy−1/2,
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which follows as in the proof of (4.3). From (5.4), (5.6), the fourth power moment
of ζ( 1
2
+ it) and the Cauchy-Schwarz inequality (Lemma 10) we obtain
(5.7)
∫
3
≪ε
(
T 1/2+ε
y1/2
)k−1 ∫ 2T
T
|∆2(t, y)||ζ( 12 + it)|2 dt
≪ε
(
T 1/2+ε
y1/2
)k−1(∫ 2T
T
|∆2(t, y)|2 dt
)1/2(∫ 2T
T
|ζ( 12 + it)|4 dt
)1/2
≪ε T
2k+3
4
+εy−
2k−1
4 .
Now we evaluate
∫
1
. We write (2.10) as
|ζ( 1
2
+ it)|2 = log t+ C + E′(t),
where henceforth we set C = 2γ − log 2π for brevity. Therefore we have
(5.8)
∫
1
=
∫ 2T
T
∆k1(t, y)(log t+ C) dt+
∫ 2T
T
∆k1(t, y)E
′(t) dt
=
∫
11
+
∫
12
,
say. We bound first
∫
12
. Using integration by parts and Lemma 1 we obtain
(5.9)
∫
12
= ∆k1(t, y)E(t)
∣∣∣2T
T
−k
∫ 2T
T
∆k−11 (t, y)∆
′
1(t, y)E(t) dt
≪ε T (k+1)θ+ε +
∣∣∣∣
∫ ∗
12
∣∣∣∣ ,
say, where ∫ ∗
12
:=
∫ 2T
T
∆k−11 (t, y)∆
′
1(t, y)E(t) dt.
In order to bound
∫ ∗
12
, we need upper bounds for the second and the fourth
moment of ∆′1(t, y). It is easily seen that
(5.10)
∆′1(t, y) =
t−3/4
4
√
2π
∑
n6y
d(n)
n3/4
cos(4π
√
nt− π4 )
−
√
2t−1/4
∑
n6y
d(n)
n1/4
sin(4π
√
nt− π4 )
≪ t−1|∆1(t, y)|+ t−1/4
∣∣∣∣∣∣
∑
n6y
d(n)
n1/4
e(2
√
nt)
∣∣∣∣∣∣ .
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Since ∆2(t, y)≪ T 1/4+ε, by (5.4), it follows that
∆1(t, y)≪ε |∆(t)|+ T 1/4+ε.
Thus by Lemma 2 we have, for any 0 6 A 6 11,
(5.11)
∫ 2T
T
|∆1(t, y)|A dt≪ε
∫ 2T
T
|∆(t)|A dt+ T 1+A/4+ε
≪ε T 1+M(A)+ε,
where M(A) is as in (3.4) of Lemma 2. For the mean square of ∆′1(t, y) we have,
by (5.10),
(5.12)∫ 2T
T
|∆′1(t, y)|2 dt≪
∫ 2T
T
t−2|∆1(t, y)|2 dt
+
∫ 2T
T
t−1/2
∣∣∣∣∣∣
∑
n6y
d(n)
n1/4
e(2
√
nt)
∣∣∣∣∣∣
2
dt
≪ T−1/2 + T−1/2
∑
m,n6y
d(m)d(n)
(mn)1/4
∣∣∣∣∣
∫ 2T
T
e(2(
√
m−√n)
√
t ) dt
∣∣∣∣∣
≪ T 1/2
∑
n6y
d2(n)
n1/2
+ T−1/2
∑
m 6=n6y
d(m)d(n)
(mn)1/4
∣∣∣∣∣
∫ 2T
T
e(2(
√
m−√n)
√
t ) dt
∣∣∣∣∣
≪ T 1/2
∑
n≤y
d2(n)
n1/2
+
∑
m 6=n6y
d(m)d(n)
(mn)1/4|√m−√n|
≪ (yT )1/2 log3 T,
where we used the first derivative test and Lemma 8.
For the fourth moment of ∆′1(t, y) we have, by (5.10), that
∫ 2T
T
|∆′1(t, y)|4dt≪
∫ 2T
T
t−4|∆1(t, y)|4 dt
+
∫ 2T
T
t−1
∣∣∣∣∣∣
∑
n≤y
d(n)
n1/4
e(2
√
nt)
∣∣∣∣∣∣
4
dt
≪ε T−2 + T−1+ε
∫ 2T
T
∣∣∣∣∣
∑
n∼N
d(n)
n1/4
e(2
√
nt)
∣∣∣∣∣
4
dt
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for some 1≪ N ≪ y. Therefore we have (a ∼ b means that b 6 a 6 b′ 6 2b)
(5.13)
∫ 2T
T
|∆′1(t, y)|4 dt≪ε T−2 + T−1+ε
∫ 2T
T
∣∣∣∣∣
∑
n∼N
d(n)
n1/4
e(2
√
nt)
∣∣∣∣∣
4
dt
≪ε T−2 + T−1+ε
∑
n1,n2,n3,n4∼N
d(n1)d(n2)d(n3)d(n4)
(n1n2n3n4)1/4
×
∣∣∣∣∣
∫ 2T
T
e
(
2(
√
n1 +
√
n2 −√n3 −√n4 )t
)
dt
∣∣∣∣∣
≪ε T
−1+ε
N
∑
n1,n2,n3,n4∼N
min
(
T,
√
T
|Ω|
)
,
Here we used trivial estimation and the first derivative test, and we set
Ω :=
√
n1 +
√
n2 −√n3 −√n4.
Note that min
(
T,
√
T/|Ω|) = T if |Ω| 6 T−1/2. In this case the contribution to
the last sum in (5.13) is, by (3.10) of Lemma 6,
≪ε T
−1+ε
N
T (T−1/2N7/2 +N2)≪ε (T−1/2N5/2 +N)T ε
≪ε (T−1/2y5/2 + y)T ε ≪ε T−1/2+εy5/2,
on noting that y ≫ T 1/2. If |Ω| > T−1/2, then min(T,√T/|Ω|) = √T/|Ω|. By
Lemma 6 again, the contribution is
≪ε max
T−1/2<η≪N1/2
T−1/2+ε
Nη
∑
|Ω|∼η
1
≪ε max
T−1/2<η≪N1/2
T−1/2+ε
Nη
(ηN7/2 +N2)
≪ε (T−1/2y5/2 + y)T ε ≪ε T−1/2+εy5/2.
Inserting the above two estimates into (5.13) we obtain
(5.14)
∫ 2T
T
|∆′1(t, y)|4 dt ≪ε T−1/2+εy5/2.
Now we bound
∫ ∗
12
. When k = 2, 3, 4, by Ho¨lder’s inequality, (5.11), (5.12) and
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Lemma 1 we have
(5.15)
∫ ∗
12
=
∫ 2T
T
∆k−1(t, y)∆′(t, y)E(t) dt
≪
(∫ 2T
T
|∆′1(t, y)|2dt
) 1
2
(∫ 2T
T
|∆1(t, y)|2k dt
) k−1
2k
×
(∫ 2T
T
|E(t)|2k dt
) 1
2k
≪ε T k4+ 34+εy 14 .
When k = 5, 6, 7, 8, by Ho¨lder’s inequality again, (5.11), (5.14) and Lemma 1
we have
(5.16)
∫ ∗
12
≪
(∫ 2T
T
|∆′1(t, y)|4 dt
) 1
4
×
(∫ 2T
T
|∆1(t, y)| 4k3 dt
) 3k−3
4k
×
(∫ 2T
T
|E(t)| 4k3 dt
) 3
4k
≪ε T 58+ 34M( 4k3 )+εy 58 .
In (3.4) we have M(A) = A/4 for A 6 262/27 = 9, 703, and M(A) = 131(A −
2)/416 for 262/27 6 A 6 11. Thus by Lemma 2, inserting (5.15) and (5.16) into
(5.9) we obtain
(5.17)
∫
12
≪ε T (k+1)θ+ε +


T
k
4
+ 3
4
+εy
1
4 , if k = 2, 3, 4,
T
5
8
+ k
4
+εy
5
8 , if k = 5, 6, 7,
T
171
64
+εy
5
8 , if k = 8.
Now we evaluate
∫
11
(see (5.8)). Using ∆1(t, y) = ∆(t)−∆2(t, y), we have
∫
11
=
∫ 2T
T
∆k1(t, y)(log t+ C) dt =
∫
4
+O
{∫
5
+
∫
6
}
,
say, where
(5.18)
∫
4
=
∫ 2T
T
∆k(t)(log t+ C) dt,
∫
5
=
∫ 2T
T
|∆k−1(t)∆2(t, y)|(log t+ C) dt,∫
6
=
∫ 2T
T
|∆k2(t, y)|(log t+ C) dt.
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From (5.4) and (5.6) we infer that
∫
6
≪ε
(
T 1/2+ε
y1/2
)k−2 ∫ 2T
T
|∆2(t, y)|2 dt≪ε T
k+1
2
+εy−
k−1
2 .
By Cauchy’s inequality, (5.6) and Lemma 2 we have, if k = 2, 3, 4, 5, that
(5.19)
∫
5
≪ logT
(∫ 2T
T
|∆2(t, y)|2 dt
)1/2(∫ 2T
T
|∆(t)|2k−2dt
)1/2
≪ε T 1+k/4+εy−1/4.
Similarly we obtain by Ho¨lder’s inequality, when k = 6, 7, 8,
(5.20)
∫
5
≪ logT
(∫ 2T
T
|∆2(t, y)|4 dt
)1/4(∫ 2T
T
|∆(t)|4(k−1)/3 dt
)3/4
≪ε T ε
(
T
y
∫ 2T
T
|∆2(t, y)|2 dt
)1/4(∫ 2T
T
|∆(t)|4(k−1)/3 dt
)3/4
≪ε T ε
(
T 5/2
y3/2
)1/4 (
T 1+(k−1)/3
)3/4
= T 9/8+k/4+εy−3/8,
where we used M(4(k − 1)/3) = (k − 1)/3 by Lemma 2, since 4(k − 1)/3 6 28/3.
Namely, for k 6 8 we have (4k − 4)/3 6 28/3, and by (3.4) with θ = 131/416 one
obtains M(A) = A/4 for A 6 262/27 = 9.70370 . . . , while 28/3 = 9.3333 . . . .
Combining (5.19) and (5.20) with the above estimate for
∫
6
, we obtain
(5.21)
∫
5
+
∫
6
≪ε
{
T 1+k/4+εy−1/4, if k = 2, 3, 4, 5,
T 9/8+k/4+εy−3/8, if k = 6, 7, 8.
From (5.1), (5.17) and (5.21) we have
(5.22)
∫
1
=
∫ 2T
T
∆k(t)(log t+ C) dt+Oε
{
Gk1(T, y)T
ε +Gk2(T, y)T
ε
}
,
say, where we have set
(5.23) Gk1(T, y) :=
{
T 1+k/4+εy−1/4, if k = 2, 3, 4, 5,
T 9/8+k/4+εy−3/8, if k = 6, 7, 8,
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and
(5.24) Gk2(T, y) := T
(k+1)θ+ε +


T
k
4
+ 3
4
+εy
1
4 , if k = 2, 3, 4,
T
5
8
+ k
4
+εy
5
8 , if k = 5, 6, 7,
T
171
64
+εy
5
8 , if k = 8.
Now we estimate
∫
2
(see (5.5)). Taking k = 2, 4, 6 in the estimate (5.22)–(5.24)
we obtain
(5.25)∫ 2T
T
|∆1(t, y)|k|ζ( 12 + it)|2 dt≪ε T 1+k/4+ε (k = 2, 4, 6; T 1/2 ≪ y ≪ T 3/5).
Similarly, taking k = 8 in (5.22)–(5.24) we obtain
(5.26)
∫ 2T
T
|∆1(t, y)|8|ζ( 12 + it)|2 dt≪ε T 3+ε (T 1/2 ≪ y ≪ T 21/40),
which combined with Ho¨lder’s inequality implies, for any 2 6 A 6 8, that
(5.27)
∫ 2T
T
|∆1(t, y)|A|ζ( 12 + it)|2 dt
≪
(∫ 2T
T
|∆1(t, y)|8|ζ( 12 + it)|2 dt
)A
8
(∫ 2T
T
|ζ( 12 + it)|2 dt
)1−A
8
≪ε T 1+A/4+ε
if T 1/2 ≪ y ≪ T 21/40.
When k = 2, 3, 4, from (5.7) with k = 2, (5.25) and the Cauchy-Schwarz in-
equality we obtain, for T 1/2 ≪ y ≪ T 3/5, that
∫
2
≪
(∫ 2T
T
|∆2(t, y)|2|ζ( 12 + it)|2 dt
)1/2
×
(∫ 2T
T
|∆1(t, y)|2k−2|ζ( 12 + it)|2 dt
)1/2
≪ε T 98+ k4+εy− 38 .
When k = 5, 6, 7, from (5.7) with k = 4, (5.25) and Ho¨lder’s inequality we have,
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for T 1/2 ≪ y ≪ T 21/40, that
∫
2
≪
(∫ 2T
T
|∆2(t, y)|4|ζ( 12 + it)|2 dt
)1/4
×
(∫ 2T
T
|∆1(t, y)|4(k−1)/3|ζ( 12 + it)|2 dt
)3/4
≪ε T 1916+ k4+εy− 716 .
When k = 8, from (5.7) with with k = 8, (5.27) with A = 8 and Ho¨lder’s
inequality we have, for T 1/2 ≪ y ≪ T 21/40,
∫
2
≪
(∫ 2T
T
|∆2(t, y)|8|ζ( 12 + it)|2 dt
)1/8
×
(∫ 2T
T
|∆1(t, y)|8|ζ( 12 + it)|2 dt
)7/8
≪ε T 10332 +εy− 1532 .
By combining the above three estimates it follows that
(5.28)
∫
2
≪ Gk3(T, y) :=


T
9
8
+ k
4
+εy−
3
8 , when k = 2, 3, 4,
T
19
16
+ k
4
+εy−
7
16 , when k = 5, 6, 7,
T
103
32
+εy−
15
32 , when k = 8.
From (5.5), (5.7), (5.22) and (5.28) we have
(5.29)
∫ 2T
T
∆k(t)|ζ( 12 + it)|2 dt =
∫ 2T
T
∆k(t)(log t+ C) dt
+Oε

 3∑
j=1
Gkj(T, y)T
ε + T
2k+3
4
+εy−
2k−1
4

 ,
where Gkj(T, y) (j = 1, 2, 3) was defined in (5.23), (5.24) and (5.28), respectively.
It is easy to see that
(5.30)
3∑
j=1
Gkj(T, y)≪


T
9
8
+ k
4 y−
3
8 + T
3
4
+ k
4 y
1
4 + T (k+1)θ, when k = 2, 3, 4,
T
19
16
+ k
4 y−
7
16 + T
5
8
+ k
4 y
5
8 + T (k+1)θ, when k = 5, 6, 7,
T
103
32 y−
15
32 + T
171
64 y
5
8 + T 9θ, when k = 8.
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Now taking
y =


T
3
5 , when k = 2, 3, 4,
T
21
40 , when k = 5, 6, 7,
T
1
2 , when k = 8,
we obtain
(5.31)
3∑
j=1
Gkj(T, y) + T
2k+3
4 y−
2k−1
4 ≪ T 1+ k4−η∗∗k ,
where
(5.32) η∗∗k :=


1/10, when k = 2, 3, 4,
27/640, when k = 5, 6, 7,
1/64, when k = 8.
In the case when k = 2, 3, 4, 8 we equalize the terms containing y in (5.30), and
(k+1)θ < 1+k/4−η∗∗k holds. In the case when k = 5, 6, 7, note that T
19
16
+ k
4 y−
7
16 >
T
5
8
+ k
4 y
5
8 for T 1/2 6 y 6 T 9/17 but as y ≪ T 21/40 has to hold and 21/40 < 9/17,
we take y = T
21
40 to obtain (5.31) in this case as well.
From (5.29)-(5.32) we obtain
∫ 2T
T
∆k(t)|ζ( 1
2
+ it)|2 dt =
∫ 2T
T
∆k(t)(log t+ C) dt+Oε
(
T 1+
k
4
−η∗∗k +ε
)
,
which implies that
(5.33)
∫ T
1
∆k(t)|ζ( 1
2
+ it)|2 dt =
∫ T
1
∆k(t)(log t+ C)dt+Oε
(
T 1+
k
4
−η∗∗k +ε
)
.
From (5.33), (2.1) and integration by parts we have (η∗k ≡ c(k))
∫ T
1
∆k(t)|ζ( 12 + it)|2 dt
= Ck
(
1 +
k
4
)∫ T
1
t
k
4 (log t+ C) dt+Oε
(
T 1+
k
4
−η∗k+ε + T 1+
k
4
−η∗∗k +ε
)
= CkT
1+ k
4
(
log T + C − 4
k + 4
)
+Oε
(
T 1+
k
4
−η∗k+ε + T 1+
k
4
−η∗∗k +ε
)
= c1(k)T
1+k
4 logT + c2(k)T
1+k
4 +Oε
(
T 1+
k
4
−ηk+ε
)
,
24 Aleksandar Ivic´ and Wenguang Zhai
where
c1(k) = Ck, c2(k) = Ck
(
C − 4
k + 4
)
,
ηk = min(η
∗
k, η
∗∗
k ) (2 6 k 6 8),
so that
η2 = η3 = η4 = 1/10, η5 = 3/80, η6 = 35/4742, η7 = 17/6312, η8 = 8/9433.
This ends the proof of Theorem 2.
6. Proof of Theorem 3
We retain the notation of Section 5. The main task is to evaluate∫
11
:=
∫ 2T
T
∆21(t, y)(log t+ C) dt
and to bound ∫ ∗
12
:=
∫ 2T
T
∆1(t, y)∆
′
1(t, y)E(t) dt.
By using (5.3) we have
(6.1)
∫
11
=
1
2π2
∑
m,n6y
d(m)d(n)
(mn)3/4
×
∫ 2T
T
t1/2(log t+ C) cos(4π
√
mt− π/4) cos(4π
√
nt− π/4) dt.
We use the identity
cosα cosβ = 12
(
cos(α+ β) + cos(α− β)
)
with α = 4π
√
mt − π/4, β = 4π√nt − π/4. The terms coming from cos(α + β)
make, by the first derivative test, a contribution which is ≪ T log5 T . The same
bound holds for the terms coming from cos(α−β) when m 6= n. Finally, the terms
m = n contribute
1
4π2
∑
n6y
d2(n)n−3/2
∫ 2T
T
t1/2(log t+ C) dt
=
1
4π2
∞∑
n=1
d2(n)n−3/2
∫ 2T
T
t1/2(log t+ C) dt+O(T 3/2y−1/2 log4 T ).
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It follows that
(6.2)
∫
11
=
1
4π2
∞∑
n=1
d2(n)n−3/2
∫ 2T
T
t1/2(log t+ C) dt
+O(T 3/2y−1/2 log4 T ) +O(T log5 T ).
Now we estimate
∫ ∗
12
. Here we use the method of proof of Theorem 1 and replace
E(t) by Lemma 9 (Atkinson’s formula with N = T ). We write
(6.3)
∫ ∗
12
=
∫ ∗
121
+
∫ ∗
122
,
∫ ∗
121
=
∫ 2T
T
∆1(t, y)∆
′
1(t, y)
∑
1
(t) dt,
∫ ∗
122
=
∫ 2T
T
∆1(t, y)∆
′
1(t, y)
(∑
2
(t) +O(log2 t)
)
dt.
By Ho¨lder’s inequality we obtain
(6.4)
∫ ∗
122
≪
{∫ 2T
T
(∑
2
(t) +O(log2 t)
)2
dt
}1/2
×
{∫ 2T
T
|∆′1(t, y)|3 dt
}1/3{∫ 2T
T
|∆1(t, y)|6 dt
}1/6
≪ε T 11/12+εy1/2.
Here we bounded the mean square of Σ2(t) as after (4.6), used the bound
∫ 2T
T
|∆′1(t, y)|3 dt≪ε T εy3/2,
which follows from the Cauchy-Schwarz inequality from (5.12) and (5.14), and
(5.11) with A = 6,M(6) = 3/2.
Having in mind (5.10), we see that the major contribution to
∫ ∗
121
comes from
a multiple of
(6.5)
∫ 2T
T
∑
1
(t)
∑
n6y
d(n)n−1/4 sin(4π
√
nt− π4 )
×
∑
m6y
d(m)m−3/4 cos(4π
√
mt− π
4
) dt.
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We use the explicit expression for
∑
1 given by Lemma 9. By a splitting argument
one sees that the integral in (6.5) can be written as O(log3 T ) integrals of the form
I := I(T ;L,M,N) =
∫ 2T
T
t1/4
L3/4M3/4N1/4
∑
L<ℓ62L
c1(ℓ)e(t, ℓ) cos(f(t, ℓ)
×
∑
M<m62M
c2(m) cos(4π
√
mt− π/4)
∑
N<n62N
c3(n) sin(4π
√
nt− π/4) dt,
say, where the coefficients cj satisfy
c1(ℓ)≪ d(ℓ), c2(m)≪ d(m), c3(n)≪ d(n),
and the functions e(t, ℓ), f(t, ℓ) are as in Lemma 9.
We consider separately several cases.
Case 1. L > 100max(M,N).
In this case I can be written as a linear combination of integrals
I ′ =
1
L3/4M3/4N1/4
∑
L<ℓ62L
c1(ℓ)
∑
M<m62M
c2(m)
∑
N<n62N
c3(n)
×
∫ 2T
T
t1/4e(t, ℓ) exp
(
if(t, ℓ)± 4πi
√
mt± 4πi
√
nt
)
dt.
Then the derivative of the function in the exponential is ≫ √ℓ/T and (this is
similar to the discussion regarding (4.8) and (4.9)), by the first derivative test, we
obtain
(6.6) I ≪ T 3/4y3/4 log3 T.
Case 2. M > 100max(L,N).
Case 3. N > 100max(L,M).
These cases are analogous to Case 1, and thus the analogue of (6.6) will hold.
Case 4. N < 100max(L,M), L < 100max(N,M), M < 100max(L,N).
In this case, like in (4.10) in the proof of Theorem 1, we shall use mean value
estimates. To this end let
U1(t) :=
∑
L<ℓ62L
c1(ℓ)e(t, ℓ) cos
(
f(t, ℓ)
)
,
U2(t) :=
∑
M<m62M
c2(m) cos(4π
√
mt− π/4),
U3(t) :=
∑
N<n62N
c3(n) sin(4π
√
nt− π/4).
On some results for |ζ( 12 + it)| and a divisor problem II 27
We need the bounds
(6.7)
∫ 2T
T
|U1(t)|2 dt ≪ TL log4 T
and
(6.8)
∫ 2T
T
|U1(t)|4 dt ≪ε T ε(T 1/2L7/2 + TL2).
Note that (6.7) follows directly by squaring out the integrand and integrating,
while (6.8) follows by the use of (3.10) of Lemma 6 with k = 2, similarly as in
(5.13) in the proof of Theorem 2. We also note that the analogues of (6.7) and
(6.8) hold for the corresponding integrals of Uj(t) (j = 2, 3).
If Case 4 holds, then we must have
Case 4.1. L≪M,L≪ N,M ≍ N , or
Case 4.2. M ≪ L,M ≪ N,L ≍ N , or
Case 4.3. N ≪ L,N ≪M,L ≍M .
Let us consider first the case 4.1. Using (6.7)–(6.8) and its analogues, and
Ho¨lder’s inequality, we have
I ≪ T
1/4
L3/4M3/4N1/4
∫ 2T
T
|U1(t)U2(t)U3(t)| dt
≪ T
1/4
L3/4M3/4N1/4
(∫ 2T
T
|U1(t)|4 dt
) 14(∫ 2T
T
|U2(t)|4 dt
) 14(∫ 2T
T
|U3(t)|2 dt
) 12
≪ε T
1/4+ε
L3/4M3/4N1/4
(T 1/8L7/8 + T 1/4L1/2)(T 1/8M7/8 + T 1/4M1/2)T 1/2N1/2
≪ε T ε(TL1/8M3/8 + T 9/8L1/8 + T 9/8M3/8L−1/4 + T 5/4L−1/4).
By using the trivial estimate U1(t)≪ L logL we also have, since M ≍ N ,
I ≪ T
1/4L1/4 logL
M
∫ 2T
T
|U2(t)U3(t)| dt
≪ T
1/4L1/4 logL
M
(∫ 2T
T
|U2(t)|2 dt
∫ 2T
T
|U3(t)|2 dt
)1/2
≪ T 5/4L1/4 log5 T.
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From the last two estimates for I we infer that, when L≪M,L≪ N,M ≍ N ,
(6.9)
I ≪ε T ε
(
TL1/8M3/8 + T 9/8L1/8 + T 5/4L−1/4 +min
(T 9/8M3/8
L1/4
, T 5/4L1/4
))
≪ε T ε(Ty1/2 + T 19/16y3/16 + T 5/4),
since min(a, b) 6
√
ab for a, b > 0.
In the case 4.2, the argument is the same, only the orders of L and M are
changed. Consequently the bound (6.9) will hold again. Finally in the case 4.3 we
obtain
(6.10)
I ≪ T
1/4
L3/4M3/4N1/4
(∫ 2T
T
|U1(t)|4 dt
)1/4
×
(∫ 2T
T
|U2(t)|4 dt
)1/4(∫ 2T
T
|U3(t)|2 dt
)1/2
≪ε T
1/4+ε
L3/4M3/4N1/4
T 1/2N1/2(T 1/8M7/8 + T 1/4M1/2)(T 1/8L7/8 + T 1/4L1/2)
≪ε T
3/4+εN1/4
M3/2
(T 1/4M7/4 + T 1/2M)
≪ε T 1+εN1/4M1/4 + T 5/4+εN1/4M−1/2 ≪ε T 1+εy1/2 + T 5/4+ε.
Hence (6.9) and (6.10) yield
I ≪ε T ε(Ty1/2 + T 19/16y3/16 + T 5/4).
Combining the estimates for I in all four cases we have
(6.11)
I ≪ε T ε(T 3/4y3/4+Ty1/2+T 19/16y3/16+T 5/4)≪ε T ε(Ty1/2+T 19/16y3/16+T 5/4),
since T 3/4y3/4 6 Ty1/2. Using (6.11) to bound the expression in (6.5) we obtain
(6.12)
∫ ∗
121
≪ε T 1+εy1/2 + T 19/16+εy3/16 + T 5/4+ε.
From (5.8), (6.2) and (6.12) we have
(6.13)
∫ ∗
12
≪ε T 1+εy1/2 + T 19/16+εy3/16 + T 5/4+ε,
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and this gives in (5.9) (note that k = 2)
(6.14)
∫
12
≪ε T 1+εy1/2 + T 19/16+εy3/16 + T 5/4+ε.
From (5.8), (6.2) and (6.14) it follows that
(6.15)∫
1
=
1
4π2
∞∑
n=1
d2(n)n−3/2
∫ 2T
T
t1/2(log t+ C) dt
+Oε(T
3/2+εy−1/2) +Oε(T 1+εy1/2) +Oε(T 19/16+εy3/16) +Oε(T 5/4+ε).
It remains yet to deal with
∫
2
and
∫
3
in (5.5) when k = 2. In this case (5.7) yields
(6.16)
∫
3
≪ε T 7/4+εy−3/4.
Now we bound
∫
2
. We have∫ 2T
T
|∆2(t, y)|3 dt≪ε T 1/2+εy−1/2
∫ 2T
T
|∆2(t, y)|2 dt≪ε T 2+εy−1.
We use (5.11) with A = 6, Lemma 3 and Ho¨lder’s inequality to obtain that
(6.17)
∫
2
≪
(∫ 2T
T
|ζ( 1
2
+ it)|4 dt
)1/2(∫ 2T
T
|∆2(t, y)|3 dt
)1/3
×
(∫ 2T
T
|∆1(t, y)|6 dt
)1/6
≪ε T 19/12+εy−1/3.
Thus from (6.15)–(6.17) it follows that
(6.18)
∫ 2T
T
∆2(t)|ζ( 12 + it)|2 dt =
1
4π2
∞∑
n=1
d2(n)n−3/2
∫ 2T
T
t1/2(log t+ C) dt
+Oε
(
T ε(T 19/12y−1/3 + Ty1/2 + T 19/16y3/16 + T 5/4)
)
,
since T 3/2y−1/2 ≪ Ty1/2 for y ≫ T 1/2. Finally, taking
y = T 7/10
it is seen that all the error terms in (6.18) are ≪ε T 27/20+ε, and we obtain from
(6.18) ∫ T
1
∆2(t)|ζ( 1
2
+ it)|2 dt
=
1
4π2
∞∑
n=1
d2(n)n−3/2
∫ T
1
t1/2(log t+ C) dt+Oε(T
27/20+ε)
= c1(2)T
3/2 log T + c2(2)T
3/2 +Oε(T
3/2−3/20+ε),
which is the assertion of Theorem 3.
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