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OCHA AND LEIBNIZ PAIRS, TOWARDS A KOSZUL DUALITY
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Abstract. In this paper we study the homology of 2 versions of the swiss-cheese operad.
We prove that the zeroth homology of these two versions are Koszul operads and relate this
to strong homotopy Lebiniz pairs and OCHA, defined by Kajiura and Stasheff in [13].
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1. Introduction
In the 1963’s famous paper of Gerstenhaber [7] is built a Gerstenhaber bracket (Lie bracket
up to a shift) on the Hochschild complex C(A,A) of an associative algebra A, and then a
Gerstenhaber structure on the Hochschild cohomology of an associative algebra HH(A).
Later on, this leads to the Deligne’s conjecture, telling us that since the homology of the
liltle disk operad C acts on HH(A) then there should be an operad weakly equivalent to the
singular chain complex of C that acts on C(A,A). Different proofs of this fact were given in
the last decade by McClure and Smith, Tamarkin, Kontsevich and Soibelman, Berger and
Fresse and others.
Shifting the Hochschild complex by one, one gets a differential graded Lie algebra structure
on C(A,A)[1]. Given a Lie algebra (concentrated in degree 0 with zero differential), the pair
(L,A) together with a degree 0 morphism of dgLie algebras φ : L → C(A,A)[1] is called
a Leibniz pair and has been studied by Flato, Gerstenhaber and Voronov in [4]. Indeed
C(A,A)[1]0 = End(A) and φ has its image in Der(A). So the latter is equivalent to a pair
(L,A) together with a Lie algebra morphism φ : L→ Der(A). Following the general idea of
deforming structure maps, Kajiura and Stasheff in [13] and [14], defined the notion of open-
closed homotopy algebras (OCHA) inspired by Zwiebach’s open closed string field theory.
On the way to the definition of OCHA the notion of L∞-algebras acting on a A∞-algebra
appeared known also as strong homotopy Lebiniz pairs (SHLP).
Let A be an A∞-algebra. One can still define its deformation complex, which is bigraded
Ck,n(A,A) =
∏
i homk((A
⊗k)i, Ai−n) endowed with a differential of total degree −1, induced
by the A∞-structure. This complex is still endowed with the Gerstenhaber bracket Ck,n ⊗
Ck
′,n′ → Ck+k′−1,n+n′ and one can shift the first degree by one in order to obtain a dg Lie
algebra. We denote by C>0(A,A) the truncated complex where k > 0. The shifted complex
C>0(A,A)[1] is a Lie subalgebra of the shifted deformation complex.
An SHLP (Strong Homotopy Leibniz Pair) consists of an L∞-algebra L, an A∞-algebra
A and an L∞-morphism L → C>0(A,A)[1], called A∞-algebras over L∞-algebras by Ka-
jiura and Stasheff. If we consider the full complex C∗(A,A), then an L∞ morphism:
L→ C∗(A,A)[1] is an OCHA (Open Closed Homotopy Algebra).
Given an operad P , one can define, under some assumptions, its Koszul cooperad P ¡.
When the operad P is Koszul one gets a quasi-isomorphism
Ω(P ¡)→ P
where Ω is the cobar construction for cooperads. The operad Ω(P ¡) is often denoted P∞
and algebras over this operad are called strong homotopy P-algebras. In the appendix of
[13], Markl showed that SHLP correspond to algebras over the operad Ω(LP ¡) where LP
is the operad for Lebiniz pairs. But he did not prove that the operad is Koszul. In [3],
Dolgushev showed that OCHA correspond to algebras over Ω(D), where D is a cooperad
that will be specified later, but without proving that D is Koszul. The aim of our paper is
to prove that the operads involved are Koszul, justifying completely that SHLP and OCHA
are “strong homotopy” algebras over an operad. It is important to remark that though the
case of SHLP is rather classical in the theory of operads (binary quadratic colored operads)
the case OCHA is less classical because the operads involved are not quadratic. The technics
used are the ones employed by Galvez-Carillo, Tonks and Vallette in the case of BV-algebras
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in [6]. In order to prove those theorems we use also the relation made by the second author
between the swiss-cheese operad and OCHA in [12]. This relation is analogous to the relation
between strong homotopy Lie algebras and the little disk operad.
The plan of the paper is the following. In section 2, we review some facts on colored
operads and Koszul duality that will be needed for the paper. In section 3 we describe the
topological operads involved: the Voronov’s swiss-cheese operad SCvor and the Kontsevich’s
swiss-cheese operads SC. These two different versions are analogous to the difference between
the truncated deformation complex of an associative algebra C>0(A,A) and the deformation
complex C(A,A). Sections 4 and 5 are devoted to the study of SHLP and the zeroth
homology of SCvor. We define Leibniz pairs and its associated colored operad LP and
prove that its Koszul dual operad is H0(SCvor). We prove that LP is a Koszul operad.
Consequently SHLP’s are algebras over the cobar construction of the Koszul dual cooperad
of LP which is a minimal resolution of LP . We give also an interpretation of SHLP’s in
terms of square zero coderivations. Sections 6 and 7 are devoted to the study of OCHA and
the zeroth homology of SC. One has that the operad H0(SC) is not quadratic but can be
expressed with linear-quadratic relations, so that we can apply results of [6]. We prove in
theorem 6.2.3 that H0(SC) is a Koszul operad. This means that one has a quasi-isomorphism
Ω(H0(SC)¡)→ H0(SC)
where the left hand side is not a minimal model since there is a linear differential coming
from the one on H0(SC)¡. Nevertheless, taking the Koszul dual operad of H0(SC), denoted
H0(SC)! we prove that there is a quasi-isomorphism
Ω(D)→ H0(SC)!,
whereD is a suspension of the cooperadH0(SC)∗. The left hand side of the quasi-isomorphism
is minimal and algebras over it are OCHA as pointed out by Dolgushev in [3] (see section
7.1). The result, however, is not totally satisfying because H0(SC)! is a differential graded
operad and one would like to replace it by its homology. We prove in section 7 that there is
a sequence of quasi-isomorphisms
Ω(D)→ H0(SC)! → H∗(H0(SC)!),
not of operads but of algebras in the category of 2-collections. We use plainly that all
these operads are multiplicative operads. We prove also that the last quasi-isomorphism
can not be a quasi-isomorphism in the category of operads. We interpret H∗(H0(SC)!) as a
suspension of the “top homology” of the swiss-cheese operad, completing the analogy with
the little disks operad C. In fact, up to some suspension, one has that Ω(Com∗) = Ω(H0(C))
is quasi-isomorphic to Lie, which in turn is a suspension of the top homology of C.
Notation. We work on a field k of characteristic 0.
• The category dgvs is the category of lower graded k-vector spaces together with a
differential of degree −1. We will consider the category of vector spaces and the one
of graded vector spaces as full subcategories of dgvs. The vector space homk(V,W )
denotes the k-linear morphisms between two vector spaces V and W . When V and
W are objects in dgvs, the differential graded vector spaces of maps from V to W is
Homi(V,W ) =
∏
n
homk(Vn,Wn+i)
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together with the differential (∂f)(v) = dW (f(v))− (−1)|f |f(dV v).
The graded linear dual of V in dgvs is V ∗ = Hom(V,k), where k is concen-
trated in degree 0 with 0-differential. Consequently (V ∗)n = (V−n)∗ and ∂f(x) =
−(−1)nf(dV x) for any f ∈ (V ∗)n and x ∈ V−n+1.
• Let V be in dgvs. The free non-unital commutative algebra generated by V is denoted
by S(V ), whereas the free unital commutative algebra generated by V is denoted by
S+(V ). Similarly for the notation T (V ) and T+(V ) for the free non-unital or unital
associative algebra generated by V .
• The symmetric group acting on n elements is denoted by Sn. An element σ ∈ Sn
will be denoted by its image notation (σ(1) . . . σ(n)). An S-module is a collection of
objects (M(n))n≥0 in dgvs such that each M(n) is endowed with an action of the
symmetric group Sn.
• The Koszul dual cooperad of an operad P , when it is defined is denoted by P ¡. Its
Koszul dual operad is denoted by P !. Similarly, the koszul dual algebra of a coalgebra
C , when it is defined is denoted by C ¡. The notation B stands for the bar construction
(of operads or algebras) and Ω for the cobar construction (of cooperads or coagebras).
All these notation will be specified in the text.
2. Colored operads, 2-colored operads
This section is devoted to a short summary concerning 2-colored operads. We give here
the notation, definitions and theorems needed for the sequel. We refer mainly to [24] for the
general theory of colored operads. One can found also some comments on colored operads
in [18]. We will refer to [5] and [17] for the general treatment of Koszul duality for operads.
We explain in this section how this can be adapted to the colored case.
2.1. Colored operads.
Definition 2.1.1 ([24]). Let I be a set. The category FinI is the category whose objects
(X, x0; i : X → I) are pointed, non-empty finite sets together with a map i, and whose
morphisms are pointed bijections commuting with i. An I-collection is a contravariant
functor from FinI to dgvs. An I-colored operad is an I-collection P together with natural
transformations, called composition maps
◦x : P(X, x0; iX)⊗ P(Y, y0; iY )→ P(X ∪x Y, x0; iX ∪X iY )
for any x ∈ X \ {x0} such that iX(x) = iY (y0), where iX ∪x iY : X ∪x Y → I is the
map induced by iX and iY . These natural transformations are associative, that is, for
any I-sets (X, x0; iX), (Y, y0; iY ) and (Z, z0; iZ) and α ∈ P(X, x0; iX), β ∈ P(Y, y0; iY ) and
γ ∈ P(Z, z0, iZ) one has
(α ◦x β) ◦y γ = α ◦x (β ◦y γ), if iX(x) = iY (y0) and iY (y) = iZ(z0),
(α ◦x β) ◦x′ γ = (α ◦x′ γ) ◦x β, if iX(x) = iY (y0) and iX(x′) = iZ(z0).
Furthermore, for any I-set {x, x0, i} such that i(x) = i(x0) there exists a map k→ P({x, x0, i})
which is a right and left identity for the composition maps.
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2.2. 2-colored operads. In this article, we work with 2-colored operads only. Most of the
time the colours will be denoted by c (for closed) and o (for open). Let us consider the
category Sk2 whose objects are (n,m;x) with n,m ∈ N and x ∈ {c, o} and morphisms
Sk2((n,m;x); (n
′,m′;x′)) =
{
Sn × Sm if n = n′,m = m′, x = x′
∅ else.
A 2-collection is a contravariant functor from Sk2 to dgvs. There is an equivalence be-
tween the category of 2-collections and the category of {c, o}-collections as defined in defi-
nition 2.1.1. The equivalence of categories goes as follows. Let P : Fin{c,o} → dgvs be a
contravariant functor. To the object (n,m;x) ∈ Sk2 one associates the object J{n,m;x} =
{0, 1, . . . , n+m} ∈ Fin{c,o}, with the structure map
j : J{n,m;x} → {c, o}
0 7→ x
1 ≤ k ≤ n 7→ c
n+ 1 ≤ k ≤ n+m 7→ o.
This defines a functor J : Sk2 → Fin{c,o}. Note that the category Sk2 is the skeleton of the
category Fin{c,o}. The functor P 7→ P ◦ J gives one map of the equivalence between the two
categories.
Conversely, let P be a 2-collection. Let (X, x; i) be an object in Fin{c,o} and let n be
the number of elements in i−1(c) \ x and m be the number of elements in i−1(o) \ x. The
associated {c, o}-collection is given by
P(X, x; i) =
 ⊕
Fin{c,o}((X,x;i),(J{n,m;x},j))
P(n,m;x)

Sn×Sm
,
where the coinvariant are taken under the simultaneous action of Sn × Sm on
Fin{c,o}((X, x; i), (J{n,m;x}, j)) and P(n,m;x).
A 2-colored operad is a 2-collection together with composition maps which are equivariant
with respect to the action of the symmetric group, and identity maps Ic : k → P(1, 0; c)
and Io : k→ P(0, 1; o) which are unit for the composition maps . We will use the following
notation for the compositions
◦ci : P(n,m;x)⊗ P(n′,m′; c)→ P(n+ n′ − 1,m+m′;x), for 1 ≤ i ≤ n
◦oi : P(n,m;x)⊗ P(n′,m′; o)→ P(n+ n′,m+m′ − 1;x), for 1 ≤ i ≤ m
A 2-colored operad is reduced if P(0, 0;x) = 0 and P(1, 0; c) = k = P(0, 1; o). The
2-collection defined by
I(n,m;x) =

k if n = 1,m = 0, x = c,
k if n = 0,m = 1, x = o,
0 elsewhere,
has the trivial 2-colored operad structure. A 2-colored operad P is augmented if there is a
morphism of operads P → I. We denote by P the kernel of the augmentation map.
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Definition 2.2.1. In the 2-colored case, we will consider (colored) pairs of differential graded
vector spaces V = (Vc , Vo). Let P be a 2-colored operad. An algebra over P or a P-algebra
is a pair V = (Vc , Vo) in dgvs, together with evaluation maps
P(n,m;x)⊗Sn×Sm (V ⊗nc ⊗ V ⊗mo )→ Vx
satisfying associativity and unit conditions. Giving a P-algebra is the same as giving a mor-
phism of 2-colored operads P → EndV where EndV is the 2-colored operad EndV (n,m;x) =
Hom(V ⊗nc ⊗ V ⊗mo , Vx) with the natural action of the symmetric group and the natural com-
positions maps. The forgetful functor from P-algebras to pairs in dgvs admits a left adjoint,
the free P-algebra functor which takes the following form: let V = (Vc , Vo) be a pair in dgvs.
For x ∈ {c, o}, one has
(1) P(V )x =
⊕
n,m
P(n,m;x)⊗Sn×Sm (V ⊗nc ⊗ V ⊗mo ).
The forgetful functor from 2-colored operads to 2-collections admits a left adjoint, the free
2-colored operad functor and is denoted by F(E) for E a 2-collection. It can be described in
terms of 2-colored trees (where the edges of the trees are colored) and has a natural weight
grading F (w)(E) where w is the number of the vertices of the trees.
2.3. Quadratic 2-colored operad. As pointed out in [18] and [24], in order to treat Koszul
duality for I-colored operads it is more convenient to view colored operads as K-operads as
was originally defined by Ginzburg and Kapranov in [10] by setting K to be the semi-simple
algebra K = ⊕c∈Ikc. The vector space P(n) =
∑
(X,x;i)||X|=n+1P(X, x; i) is then a K−K⊗n-
bimodule. It is also an Sn-module and the collection (P(n))n forms an S-module.
Thus the usual theory of Koszul operads applies in the colored context. Most of the papers
dealing with Koszul operads, have binary quadratic operads as inputs. In Fresse’s paper [5],
general quadratic operads are considered, though with no linear operations. In the last part
of our paper, we have linear operations, and we refer to the book of Loday and Vallette [17]
for the treatment of those operads.
Definition 2.3.1. A quadratic 2-colored operad is a 2-colored operad of the form F(E)/(R)
where E is a 2-collection, R is a S-submodule of F (2)(E) and (R) is the ideal generated by
R. There are analogous notions of 2-colored cooperads, of free 2-colored cooperads denoted
by F c(E), and of 2-colored cooperads cogenerated by a 2-collection V with corelation R
denoted by C(V,R). Any quadratic 2-colored operad P admits a Koszul dual cooperad P ¡,
given by the relation
for P = F(E)/(R), one defines P ¡ = C(sE, s2R),
where sE denotes the suspension of the vector space E, that is, (sE)n = En−1.
We say that the operad is binary quadratic if it is of the above form with E binary, that is,
concentrated in arity 2. Namely, E = Ec ⊕Eo with Ex = E(c, c;x)⊕E(c, o;x)⊕E(o, c;x)⊕
E(o, o;x). The action of the symmetric group S2 is internal in E(c, c;x) and E(o, o;x) and
permutes the components E(c, o;x) and E(o, c;x). In particular, if E is finite dimensional
then dim(E(o, c;x)) = dim(E(c, o;x)).
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Definition 2.3.2. If E is binary and of finite dimension, the quadratic Koszul dual operad
of P = F(E)/(R) is P ! := F(E∨)/(R⊥) where E∨ = E∗ ⊗ sgn2 where sgn denotes the sign
representation and R⊥ denotes the orthogonal of R under the induced pairing F (2)(E) ⊗
F (2)(E∨) as defined by Ginzburg and Kapranov (see also [17][chapter 7]). Let Λ be the
S-module suspension, that is, for any S-module V
Λ(V )(k) = s1−kV (k)⊗ sgnk.
Recall that if ◦ denotes the plethysm for S-modules, then
ΛV ◦ ΛW = Λ(V ◦W ).
Moreover, if P is an operad , then A is a P-algebra if and only if sA is a ΛP-algebra. One
has the relation: (F(E)/(R))¡ = (Λ(F(E)/(R))!)∗.
In the non-binary case, the above definition generalizes. Let us define the Koszul dual
operad P ! of a finite dimensional quadratic operad P as
(2) P ! := (ΛP ¡)∗ or equivalently P ¡ = (ΛP !)∗ = Λ−1((P !)∗)
Loday and Vallette prove that if one starts with a quadratic operad P then P ! is again
quadratic.
Proposition 2.3.3. [17, Proposition 724] Let P = F(E)/(R) be a quadratic operad. The
operad P ! is quadratic and
P ! = F(s−1Λ−1E∗)/(R⊥).
Note that if E is binary, then Λ−1E∗ = Λ−1E∗(2) = sE∗⊗sgn2 so we recover the usual case.
If a binary operation has degree k in P then the corresponding operation has degree −k in P !
and k+ 1 in P ¡. Note that if E is linear, that is, concentrated in arity 1, then s−1(Λ−1E∗) =
s−1E∗. Consequently if a unary operation has degree k in P then the corresponding operation
has degree −k − 1 in P ! and degree k + 1 in P ¡.
Convention 2.3.4. For a 2-colored operad P , when dealing with P-algebras we will prefer the
notation of section 2.2, that is, the notation P(n,m;x) and compositions ◦xi . When dealing
with the Koszul duality of operads we will prefer the notation of section 2.1 and 2.3. Here
is an example of notation: P(c, c, o, c; o) and compositions ◦i.
Remark 2.3.5. All the definitions above make sense if we replace the category dgvs by the
category of topological spaces, except for the equivalence of category between 2-collections
and {c, o}-collections, where one replaces
P(X, x; i) =
 ⊕
Fin{c,o}((X,x;i),(J{n,m;x},j))
P(n,m;x)

Sn×Sm
by
P(X, x; i) = Fin{c,o}((X, x; i), (J{n,m;x}, j))×(Sn×Sm) P(n,m;x).
Given a 2-colored operad in topological spaces, its singular chain complex with coefficients
in k, or its cellular chain complex if the topological operad is an operad in CW-complexes,
is an operad in dgvs. Moreover its homology with coefficients in k is an operad in graded
vector spaces. And its degree 0 homology with coefficients in k is an operad in vector spaces.
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3. The Voronov’s swiss-cheese and the Kontsevich’s swiss-cheese
Here we provide two definitions for the swiss-cheese operad. The difference between the
two will be explored in correspondence with the difference between OCHAs and Leibniz
Pairs. The swiss-cheese as originally defined by Voronov [25] will be denoted by SCvor and
called the Voronov’s swiss-cheese operad. With a minor modification, we get another operad
denoted SC which is homotopy equivalent to the operad of Kontsevich’s compactification of
the configuration space of points in the upper closed half plane, introduced in [16]. We call
it the swiss-cheese operad or the Kontsevich’s swiss-cheese operad.
Voronov has shown that algebras over H(SCvor) are pairs (G,A) where G is a Gerstenhaber
algebra and A is an associative algebra with the structure of an algebra over G (viewed as a
commutative ring). In the case of H(SC), the structure of algebra over G is given by a unit,
i.e., a central algebra homomorphism w : G→ A. Note that being unital as an algebra over
G does not mean that A is unital as an algebra over the groud field k.
3.1. Little disks. Let D2 denote the standard unit disk in the complex plane C. By a
configuration of n disks in D2 we mean a map
d :
∐
16s6n
D2s → D2
from the disjoint union of n numbered standard disks D21, . . . , D
2
n to D
2 such that d, when
restricted to each disk, is a composition of translations and dilations, and such that the
images of the different components are disjoint. The image of each such restriction is called
a little disk. The space of all configurations of n disks is denoted D2(n) and is topologized
as a subspace of (R2×R+)n containing the coordinates of the center and radius of each little
disk. The symmetric group acts on D2(n) by renumbering the disks. For n = 0, we define
D2(0) = ∅. The S-module D2 = {D2(n)}n>0 admits a well known structure of operad given
by gluing configurations of disks into little disks, see [19] for the original definition.
Definition 3.1.1. For m,n > 0 such that m+ n > 0, let us define SC(n,m; o) as the space
of those configurations d ∈ D2(2n+m) such that its image in D2 is invariant under complex
conjugation and exactly m little disks are left fixed by conjugation. A little disk that is fixed
by conjugation must be centered at the real line, in this case it is called open. Otherwise, it
is called closed. The little disks in SC(n,m; o) are labelled according to the following rules:
i) Open disks have labels in {1, . . . ,m} and closed disks have labels in {1, . . . , 2n}.
ii) Closed disks in the upper half plane have labels in {1, . . . , n}. If conjugation interchanges
the images of two closed disks, their labels must be congruent modulo n.
There is an action of Sn × Sm on SC(n,m; o) extending the action of Sn × {e} on pairs
of closed disks having modulo n congruent labels and the action of {e} × Sm on open disks.
Figure 1 illustrates a point in the space SC(n,m; o).
Definition 3.1.2 (swiss-cheese operad). The 2-colored operad SC is defined as follows.
For m,n > 0 with m + n > 0, SC(n,m; o) is the configuration space defined above and
SC(0, 0; o) = ∅. For n > 0, SC(n, 0; c) is defined as D2(n) and SC(n,m; c) = ∅ for m > 1.
The operad structure in SC is given by:
◦ci : SC(n,m;x)× SC(n′, 0; c)→ SC(n+ n′ − 1,m;x), for 1 6 i 6 n
◦oi : SC(n,m;x)× SC(n′,m′; o)→ SC(n+ n′,m+m′ − 1;x), for 1 6 i 6 m
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n
1 2 m
n+1
n+2
2n
. . .
. . .
. . .
Figure 1. A configuration in SC(n,m; o)
When x = c and m = 0, ◦ci is the usual gluing of little disks in D2. If x = o, ◦ci is defined by
gluing each configuration of SC(n′, 0; c) in the little disk labelled by i and then taking the
complex conjugate of the same configuration and gluing the resulting configuration in the
little disk labelled by i + n. Since SC(n,m; c) = ∅ for m > 1, ◦oi is only defined for x = o
and is given by the usual gluing operation of D2.
Definition 3.1.3 (Voronov’s swiss-cheese operad). There is a suboperad SCvor of SC defined
as follows:
SCvor(n,m;x) :=
{ SC(n,m;x), if x = c or m > 1
∅, otherwise.
The operad SCvor is the 2-colored operad originally defined by Voronov in [25]. On the
other hand, SC is the 2-colored operad defined by Kontsevich in [15], except that, according
to his definition, the operad reduces to the one point space when n = 0 and m = 1. The
above definition says that SC(0, 1; o) is the space of all configurations containing only one
disk centered at the real line, a contractible space.
3.2. Configurations of points in the upper closed half-plane. Here we describe the
Fulton-MacPherson compactification of the configuration space of points in the upper closed
half-plane introduced by Kontsevich in [16]. We assume the reader has familiarity with the
Fulton-MacPherson compactification of points in the complex plane (see [1, 9, 20]). In the
case of points in the upper closed half-plane, a compactification following the guidelines of
Fulton-MacPherson was introduced by Kontsevich and will be referred to as the Kontsevich’s
compactification in accordance with the terminology used in [20]).
Let p, q be non-negative integers satisfying the inequality 2p + q > 2. We denote by
Conf(p, q) the configuration space of marked points on the upper closed half-plane H = {z ∈
C | Im(z) > 0} with p points in the interior and q points on the boundary (real line):
Conf(p, q) = {(z1, . . . , zp, x1, . . . , xq) ∈ Hp+q | zi1 6= zi2 , xj1 6= xj2 Im(zi) > 0, Im(xj) = 0.}
The above configuration space Conf(p, q) is the cartesian product of an open subset of
Hp and an open subset of Rq and, consequently, is a 2p + q dimensional smooth manifold.
Let C(p, q) be the quotient of Conf(p, q) by the action of the group of orientation preserving
affine transformations that leaves the real line fixed: C(p, q) = Conf(p, q)
/
(z 7→ az + b)
where a, b ∈ R, a > 0. The condition 2p + q > 2 ensures that the action is free and thus
C(p, q) is a 2p+q−2 dimensional smooth manifold. In the case of points in the complex plane
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we have: Conf(n) = {(z1, . . . , zn) ∈ Cn | zi 6= zj,∀i 6= j} and C(n) = Conf(n)
/
(z 7→ az + b)
where a ∈ R, a > 0 and b ∈ C. The manifold C(n) is 2n − 3 dimensional and its Fulton-
MacPherson compactification is denoted by C(n).
Let φ be the embedding φ : C(p, q) −→ C(2p+ q) defined by
(3) φ(z1, . . . , zp, x1, . . . , xq) = (z1, z¯1, . . . , zp, z¯p, x1, . . . , xq)
where z¯ denotes complex conjugation. The Fulton-MacPherson compactification of C(p, q)
is defined as the closure in C(2p+ q) of the image of φ and is denoted by C(p, q).
Both compactifications C(n) and C(p, q) have the structure of manifolds with corners
whose boundary strata are labelled by trees (see [11, 16, 20]). Such labelling by trees defines
a 2-colored operad structure denoted by H2. The set of colors is {o, c} and
H2(p, q;x) :=
 C(p, q), if x = o and 2p+ q > 2,C(p), if x = c, q = 0 and p > 2,∅, if x = c and q > 1.
In addition, we define H2(1, 0; c) and H2(0, 1; o) as the one point space. The labelling by
trees in the boundary strata of C(p, q) and C(n) gives H2 the structure of a 2-colored operad.
The operads H2 and SC have the same homology and they are weakly equivalent. The proof
is similar to the one given by P. Salvatore in [22, Prop 4.9] for the weak equivalence between
the little disk operad C and the Fulton-MacPherson operad.
In the sequel, we will use indifferently the operads H2 and SC. The operad H2 will be our
geometric model.
4. The operad H0(SCvor) and Leibniz pairs
We prove in this section that the operad H0(SCvor) is a quadratic Koszul operad with
Koszul dual the operad of Leibniz pairs.
4.1. The homology of the Voronov swiss-cheese operad. The homology of the swiss-
cheese operad has been computed by Voronov in [25], using the earlier computation of F.
Cohen in [2] of the homology of the configuration space of p points on the complex plane.
We begin by presenting the operad H(SCvor) in terms of generators and relations using the
language of trees.
For presenting a 2-colored operad using trees, we need colored edges. We will adopt the
colors wiggly and straight corresponding, respectivelly, to closed and open.
The space SCvor(2, 0; c) is homotopy equivalent to S1, the action of S2 being the Z/2Z-action
on S1 via the antipodal map, henceH(SCvor(2, 0; c)) has one commutative generator in degree
0 denoted by f2 =
1 2
◦ and another commutative one, in degree 1 denoted by
1 2
• . The
space SCvor(0, 2; o) is homotopy equivalent to 2 points and the action of S2 is free. The planar
tree e0,2 =
1 2
• is a generator of the S2-module H0(SCvor(0, 2; o)) = H(SCvor(0, 2; o)).
The space SCvor(1, 1; o) is contractible and the only generator of H(SCvor(1, 1; o)) is denoted
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by e1,1=
1 1
• . The above elements generate the operad H(SCvor). Using the result of F.
Cohen about algebras over H(Dn), A. Voronov has proven that algebras over H(SCvor) are
equivalent to a pair of vector spaces (G,A) with the structure described in the following
theorem.
Theorem 4.1.1 (A. Voronov [25]). An algebra over H(SCvor) is a pair (G,A) where G is a
Gerstenhaber algebra and A is an associative algebra over the commutative ring G.
We observe that any Gerstenhaber algebra is a commutative ring in particular. In the
above theorem, the notion of algebra over G corresponds to a map ρ : G⊗A→ A satisfying
the properties stated in the next corollary
Corollary 4.1.2 (H0(SCvor)-algebras). An H0(SCvor)-algebra consists in the following data:
a commutative algebra C and an associative algebra A which is a C-module, i.e. there is a
map ρ : C ⊗ A→ A satisfying
(4) ρ(cc′, a) = ρ(c, ρ(c′, a)) = ρ(c′, ρ(c, a)).
In addition, The structure map ρ satisfies the condition
(5) ρ(c, aa′) = ρ(c, a)a′ = aρ(c, a′).
Using the trees described above, relations (4) and (5) correspond respectively to:
1 2
◦ 1
• =
1
2 1
•
• =
2
1 1
•
• and
1
1 2
•
• =
1 1
• 2
• =
1
1 2
•
• .
The next corollary is a consequence of corollary 4.1.2 and formula (1).
Corollary 4.1.3 (Free H0(SCvor)-algebras). Let V = (Vc , Vo) be a pair of graded vector
space. The free H0(SCvor)-algebra generated by the vector space V has the following form:
H0(SCvor)(V )c =S(Vc),(6)
H0(SCvor)(V )o =S+(Vc)⊗ T (Vo),(7)
where S(Vc) is the free commutative algebra and H0(SCvor)o is the associative algebra obtained
as the tensor product of the two associative algebras S+(Vc) and T (Vo). The module structure
is given by
S(Vc)⊗ (S+(Vc)⊗ T (Vo)) → S+(Vc)⊗ T (Vo)
x⊗ (u⊗ v) 7→ xu⊗ v
The next corollary is the transcription of corollary 4.1.2 in terms of quadratic operads
defined in section 2.3.
Corollary 4.1.4 (Operad description). The operad H0(SCvor) has a binary quadratic pre-
sentation F(Ev)/(Rv) where
Ev = kf2︸︷︷︸
=Ev(c,c;c)
⊕ k[S2]e0,2︸ ︷︷ ︸
=Ev(o,o;o)
⊕ k[S2]e1,1.︸ ︷︷ ︸
=Ev(c,o;o)⊕Ev(o,c;o)
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The action of the symmetric group on f2 is the trivial action. The representation k[S2] is
the regular representation. The element e1,1 forms a basis of Ev(c, o; o) and e1,1 · (21) a basis
of Ev(o, c; o). The vector space Rv is the submodule of the S3-moduleF (2)(Ev) generated by
the relations:
• associativity of f2: f2 ◦2 f2 − f2 ◦1 f2,
• associativity of e0,2: e0,2 ◦2 e0,2 − e0,2 ◦1 e0,2,
• e1,1 is an action:
e1,1 ◦o1 e1,1 − e1,1 ◦c1 f2,
e1,1 ◦o1 e0,2 − e0,2 ◦o1 e1,1 and e1,1 ◦o1 e0,2 − (e0,2 ◦o2 e1,1) · (213).
4.2. Leibniz pairs.
Definition 4.2.1. A Leibniz pair consists in the following data: a Lie algebra L, an asso-
ciative algebra A and a Lie morphism L→ Der(A).
From the definition of a Leibniz pair one can build the colored operad LP which is binary
quadratic of the form F(Elp)/(Rlp) so that LP-algebras are Leibniz pairs. The collection
Elp has the following description:
Elp = k[sgn]l2︸ ︷︷ ︸
=Elp(c,c;c)
⊕ k[S2]n0,2︸ ︷︷ ︸
=Elp(o,o;o)
⊕ k[S2]n1,1︸ ︷︷ ︸
Elp(c,o;o)⊕Elp(o,c;o)
,
where sgn denotes the signature representation.
The S3-submodule Rlp ∈ F (2)(Elp) is generated by the following relations:
(J) The Jacobi relation (l2 ◦c1 l2) · (id + (231) + (312)),
(A) The associativity relation n0,2 ◦o1 n0,2 − n0,2 ◦o2 n0,2,
(D) The derivation relation n1,1 ◦o1 n0,2 − (n0,2 ◦o2 n1,1) · (213)− n0,2 ◦o1 n1,1,
(M) The Lie algebra morphism relation n1,1 ◦c1 l2 − (n1,1 ◦o1 n1,1) · (id− (213)).
Lemma 4.2.2. The Koszul dual operad of LP is the operad H0(SCvor).
Proof. The operad LP is binary quadratic and we can use definition 2.3.2. The Koszul dual
operad of LP is LP ! = F(E∨lp)/(R⊥lp). From
Elp = k[sgn]l2 ⊕ k[S2]n0,2 ⊕ k[S2]n1,1,
one gets
E∨lp = kf2 ⊕ k[S2]e0,2 ⊕ k[S2]e1,1 = Ev.
The pairing between Ev and Elp induces a pairing between F (2)(Elp) and F (2)(Ev) (see [17,
chapter7]). One gets that R⊥lp(c, c, c; c) is the orthogonal of the Jacobi relation for l2, that is,
the associativity relation for f2. Similarly R
⊥
lp(o, o, o; o) is the orthogonal of the associativity
relation for n0,2, that is, the associativity relation for e0,2.
The space F(Elp)(c, c, o; o) has dimension 3 and Rlp(c, c, o; o) has dimension 1 which is
relation (M). As a consequence the dimension of R⊥lp(c, c, o; o) is 2 and corresponds to rela-
tion (4).
The space F(Elp)(c, o, o; o) has dimension 6 and Rlp(c, o, o; o) has dimension 2 which is
relation (D). As a consequence the dimension of R⊥lp(c, o, o; o) is 4 and corresponds to rela-
tion (5). 
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Lemma 4.2.3. Let V = (Vc , Vo) be a pair of graded vector space. The free LP-algebra
generated by V has the following form:
LP(V )c =Lie(Vc),
LP(V )o =T (T+(Vc)⊗ Vo).
The Lie algebra structure on Lie(Vc) is the free one, and the associative structure on LP(V )o
is the free one. The action by derivation of LP(V )c on LP(V )o is uniquely determined by
the action of Vc on T
+(Vc)⊗ Vo and is induced by the concatenation Vc ⊗ T+(Vc)→ T+(Vc).
Proof. We prove that the structure defined above satisfies the universal property with respect
to the Leibniz pair structure. Let (L,A) be a Leibniz pair. Let us denote by l : L⊗ L→ L
the Lie bracket, by µ : A ⊗ A → A the associative product and by α : L ⊗ A → A the
action of L on A. Let φ : Vc → L and ψ : Vo → A be two linear maps. One has to build a
unique pair (φ˜ : Lie(Vc) → L, ψ˜ : LP(V )o → A) such that φ˜ is a morphism of Lie algebras
extending φ, such that ψ˜ is a morphism of associative algebras extending ψ and such that
the following diagram is commutative:
LP(V )c ⊗ LP(V )o
φ˜⊗ψ˜

n1,1 // LP(V )o
ψ˜

L⊗ A α // A
Since LP(V )c is the free Lie algebra generated by Vc , φ˜ is the unique morphism of Lie
algebras extending φ. Since LP(V )o is the free associative algebra generated by T+(Vc)⊗Vo
the morphism ψ˜ is uniquely determined by its value on T+(Vc) ⊗ Vo. Besides T+(Vc) ⊗ Vo
is the free Lie(Vc)-module generated by Vo for the universal enveloping algebra of Lie(Vc) is
T (Vc) and the action on T
+(Vc)⊗Vo is defined as the free action. Consequently ψ˜ is uniquely
determined by its value on 1⊗Vo which is ψ. The commutativity of the diagram follows. 
4.3. The operad LP is Koszul. There are different methods for proving that an operad
P is Koszul. One of them is to compute the P-homology of a free P-algebra and prove that
it is concentrated in degree 0. Though this method is not always the more efficient, it has
the advantage in our case to recover the (co)homology theory for Leibniz pairs as defined by
Flato, Gerstenhaber and Voronov in [4].
Let P be a binary quadratic operad and A be a P-algebra. The P-homology of A,
denoted by HP∗ (A), is the homology of the complex ((P !)c(sA), ∂), where (P !)c(sA) is the
free P !-coalgebra cogenerated by the suspension of A, and ∂ is the unique coderivation of
P !-coalgebra extending the P-algebra structure of A. Thus, given a Leibniz pair (L,A), the
complex computing HLP∗ (L,A) is
C∗(L,A) = (LP !c(s(L,A)), ∂) = (H0(SCvor)c(s(L,A)), ∂).
In proposition 4.3.2 we recognize the complex introduced in [4] and in theorem 4.3.3 we
prove that the operad LP is Koszul.
The first step of our study is to describe the inverse map of the bijection
Coder(H0(SCvor)c(V ))→ Hom(H0(SCvor)c(V ), V ),
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when V = (Vc , Vo) is a pair of vector spaces. Recall that H0(SCvor)c(V )c = Sc(Vc) and
H0(SCvor)c(V )o = (Sc)+(Vc)⊗ T c(Vo) where Sc denotes the free cocommutative functor and
T c the free coassociative functor. Denote by v¯[n] the element v1 ⊗ . . .⊗ vn in Sc(V ). For any
subset A = {a1, . . . , ak} ⊂ {1, . . . , n} the element va1 ⊗ . . .⊗ vak ∈ Sc(V ) is denoted by v¯A.
For w1, . . . , wm ∈ W and 1 ≤ k ≤ l ≤ m, the element wk ⊗ . . .⊗ wl of T c(W ) is denoted by
w(k;l).
Lemma 4.3.1. Let V = (Vc , Vo) be a pair of vector spaces. The inverse map of the bijection
Coder(H0(SCvor)c(V ))→ Hom(H0(SCvor)c(V ), V )
has the following form. For ψ : H0(SCvor)c(V )c → Vc and φ : H0(SCvor)c(V )o → Vo the
H0(SCvor)c(V )-coderivations ψ˜ : H0(SCvor)c(V )c → H0(SCvor)c(V )c and φ˜ : H0(SCvor)c(V )o →
H0(SCvor)c(V )o are described by
(8) ψ˜(v¯[p]) =
∑
AunionsqB={1,...,p},
A 6=∅
ψ(v¯A)v¯B,
(9) φ˜(v¯[p] ⊗ w(1;q)) =
∑
AunionsqB={1,...,p},
A 6=∅
ψ(v¯A)v¯B ⊗ w(1;q)+
∑
AunionsqB={1,...,p},
0≤i<j≤q
v¯A ⊗ (w(1;i)φ(v¯B ⊗ w(i+1;j))wj+1;q).
Proof. The projection of ψ˜ onto Vc is ψ and the projection of φ˜ onto Vo is φ. Hence it is
enough to prove that (ψ˜, φ˜) is a coderivation of the 2-colored coalgebra (H0(SCvor)c(V )). The
map ψ˜ is a coderivation of the cofree cocommutative coalgebra Sc(Vc). Let us prove that φ˜
is a coderivation of the coassociatvie coalgebra (H0(SCvor)c(V ))o = (Sc)+(Vc)⊗ T c(Vo). Let
∆o : (H0(SCvor)c(V ))o → (H0(SCvor)c(V ))o ⊗ (H0(SCvor)c(V ))o
v¯[p] ⊗ w(1;q) 7→
∑
AunionsqB=[p],
1≤i≤q−1
(v¯A ⊗ w(1;i))⊗ (v¯B ⊗ w(i+1;q))
be the dual of the associative product defined in corollary 4.1.3. The relation ∆oφ˜ = (φ˜ ⊗
1 + 1⊗ φ˜)∆o is a direct computation. Let
γc,o : (H0(SCvor)c(V ))o → (H0(SCvor)c(V ))c ⊗ (H0(SCvor)c(V ))o
v¯[p] ⊗ w(1;q) 7→
∑
AunionsqB=[p],
A 6=∅
v¯A ⊗ (v¯B ⊗ w(1;q))
be the dual of the module structure defined in corollary 4.1.3. The relation γc,oφ˜ = (ψ˜⊗ 1 +
1⊗ φ˜)γc,o is also a direct computation. 
Proposition 4.3.2. Let (L,A) be a Leibniz pair. Let C∗(L,A) be the complex computing the
homology HLP∗ (L,A). The closed component C∗(L,A)c is the Chevalley-Eilenberg complex
CCE∗ (L; k). The open component C∗(L,A)o is the bicomplex
Cp,q(L,A)o = C
CE
p (L,C
Hoch
q (A)),
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where CHochq (A) is the Hochschild complex computing the Hochschild homology of the non-
unital associative algebra A with coefficients in k.
Proof. Denote by [−,−] the Lie bracket of L as well as the Lie action on A. The Leibniz
pair structure on V = (L,A) induces a natural map H0(SCvor)c(sV ) → sV which is given
componentwise by
φ : Sc(sL) → sL
sl1 ⊗ sl2 . . .⊗ sln 7→
{
s[l1, l2], if n = 2,
0, otherwise,
and
ψ : (Sc)+(sL)⊗ T c(sA) → sA
sl1 ⊗ . . .⊗ sln ⊗ sa1 ⊗ . . . sak 7→

s[l1, a1], if n = k = 1,
s(a1 · a2), if n = 0 and k = 2,
0, otherwise.
Since L and A are concentrated in degree 0, then sL and sA are concentrated in degree 1.
Hence one can use the isomorphism Sn(sL) ' Λn(L). Formula (8) gives the differential on
the closed component of the complex dc : Cn(L,A)c = Λ
n(L)→ Λn−1(L), by
dc(l1 ∧ . . . ∧ ln) =
∑
1≤i<j≤n
(−1)i+j−1[li, lj] ∧ l1 . . . ∧ lˆi ∧ . . . ∧ lˆj ∧ . . . ∧ ln
which is the complex computing the Chevalley-Eilenberg homology of the Lie algebra L with
trivial coefficients.
Formula (9) gives the differential on the open component of the complex do : Cn(L,A)o =
⊕p+q=nΛp(L)⊗ T q(A)→ Cn−1(L,A)o by
do(l1∧ . . .∧ lp⊗a1⊗ . . .⊗aq) =
∑
1≤i<j≤p
(−1)i+j−1[li, lj]∧ l1 . . .∧ lˆi∧ . . .∧ lˆj ∧ . . .∧ lp⊗a(1;q)+
+
p∑
i=1
q∑
j=1
(−1)p−i+j−1l1 . . . ∧ lˆi ∧ . . . ∧ lp ⊗ (a1 ⊗ . . . aj−1 ⊗ [li, aj]⊗ . . .⊗ aq)
+
q−1∑
i=1
(−1)p+il[p] ⊗ a1 ⊗ . . .⊗ ai · ai+1 ⊗ . . . aq

Theorem 4.3.3. The operad LP is Koszul, so is the operad H0(SCvor).
Proof. Consider the free LP-algebra generated by V = (Vc , Vo) given in lemma 4.2.3: LP(V )c =
Lie(Vc) and LP(V )o = T (T+(Vc) ⊗ Vo). The homology of the complex C∗(LP (V ))c is con-
centrated in degree 0 with value Vc , because it is the Chevalley-Eilenberg homology of the
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free Lie algebra Lie(Vc). Let us compute the homology of the bicomplex
Cp,q (LP(V ))o = CCEp
(Lie(Vc), CHochq (LP(V )o)) .
Since LP(V )o is a free associative algebra its Hochschild homology is concentrated in degree
0 with value M = T+(Vc) ⊗ Vo. The induced Lie-module structure is the free Lie module
structure. Consequently HCE∗ (Lie(Vc);T+(Vc) ⊗ Vo) is concentrated in degree 0 with value
Vo. The spectral sequence converging to H∗(LP(V ))o collapses at page 2 and H0(LP(V ))o =
Vo, Hn(LP(V ))o = 0, n > 0. Since H0(SCvor) is the Koszul dual operad associated to LP it
is also Koszul. 
5. Strong Homotopy Leibniz Pairs
Because LP is Koszul and LP ! = H0(SCvor), it follows from the theory that the cobar
construction of the cooperad LP ¡ = (ΛH0(SCvor))∗ (see definition 2.3.2), is quasi-isomorphic
to LP . Namely, one has the quasi-isomorphism
Ω[(ΛH0(SCvor))∗] ∼−→ LP ,
where Ω(C), the cobar construction of a cooperad C, is the free operad generated by s−1C
with differential defined as the unique derivation extending the cooperad product in C. We
will denote the operad Ω[(ΛH0(SCvor))∗] by LP∞. Algebras over this operad are called
Strong Homotopy Leibniz Pairs (or SHLP for short).
In this section we recognize SHLP as pair (L,A) where L is an L∞-algebra and A is
an A∞-algebra with an L∞-morphism L → C>0(A,A)[1], where C>0(A,A), the truncated
deformation complex of A has been defined in the introduction and in [13].
Consequently SHLP is the minimal model of Leibniz pairs as suggested by Martin Markl
in the appendix of [13].
5.1. Description of LP∞ in terms of trees. From corollary 4.1.3 one gets that the 2-
collection structure of H0(SCvor) is such that H0(SCvor)(n, 0; c) is the trivial representation
k of Sn, for n > 1 and H0(SCvor)(p, q; o) is the tensor product k ⊗ k[Sq] of the trivial
representation of Sp and the regular representation of Sq, for p+ q > 1 and q > 0.
A Partially Planar Tree is an isotopy class of trees embedded in the Euclidean 3 dimen-
sional space R3 such that the straight (or planar) edges are constrained to be in a fixed
plane, say the xy-plane. The planar edges will also be called open while the wiggly (or
spatial) edges will be called closed. We will say that a spatial (resp. planar) edge has color
closed (resp. open). In the next figure we show the partially planar corollae that are relevant
to our operad. The action of the symmetric group is given by reordering the labels.
ln =
1 2 · · · n
• , np,q =
1 2
...
p 1 2 q...
•
.
The vector space generated by the above trees with n > 1, p + q > 1 and q > 0 defines a
2-collection isomorphic to H0(SCvor).
Since LP∞ is the free operad generated by s−1(ΛH0(SCvor))∗, it follows that LP∞ is
generated by the above corollae ln and np,q for all n > 2, p+ q > 2 and q > 0, of degree n−2
and p+ q − 2.
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The symmetric group action on LP∞ is given by reordering labels and multiplying by
the signature of the permutation. The grading on LP∞ is defined as follows. For each tree
T ∈ LP∞, its degree is |T | = #l −#i − 2, where #l denotes the number of leaves and #i
denotes the number internal edges of T . Notice that |T ◦xi S| = |T |+ |S| for any label i and
color x.
The differential on LP∞ is the unique derivation extending the cooperad structure of
(ΛH0(SCvor))∗. It is not difficult to check that it coincides with the vertex expansion operator
on partially planar trees:
dT =
∑
T=T ′/e
±T ′.
Taking into account the operadic suspension Λ, the signs are given explicitly in the following
formulae.
(10) d
...
• =
∑
[p]=I1unionsqI2
|I1|>1,|I2|>0
(−1)|σ|
I1︷ ︸︸ ︷
...
•
I2︷︸︸︷...
•
and
(11) d
1 2
...
p 1 2 q...
• =
∑
[p]=I1unionsqI2
06i6q−1
i+16j6q
(−1)|σ|+i+|I1|+i|I2|
I1︷ ︸︸ ︷ 1 i
I2︷︸︸︷... i+1 j...
• j+1 q... ... ...
• +
+
∑
[p]=I1unionsqI2
|I1]>1
(−1)|σ|
I1︷ ︸︸ ︷
...
• I2︷︸︸︷... 1 2 q...
•
where σ ∈ Sp is the unshuffle partitioning [p] into I1 unionsq I2 with ordered subsets I1 and I2 and
|Ij| denotes the number of elements in Ij.
From the Koszulity of LP it follows that the counit map χ : LP∞ → LP taking l2,
n1,1 and n0,2 to the corresponding generators in LP and the remaining corollae to zero is a
quasi-isomorphism of operads.
Comparing with definition 10 in [13] one gets
Corollary 5.1.1. SHLP are A∞-algebras over L∞-algebras, where SHLP are algebras over
the minimal resolution of LP.
5.2. Coderivations on Sc(L) and (Sc)+(L)⊗ T c(A).
Recall from the operad theory that when P is a Koszul operad, a structure of strong
homotopy P-algebra on a dgvs A is equivalent to a square zero coderivation on the cofree P ¡
coalgebra cogenerated by A which is the same as the cofree P !-coalgebra cogenerated by sA.
(see [17, section 10.1] for further details). In our case, we are in the context of colored operads,
which does not increase the difficulty. Using the description of coderivations in lemma
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4.3.1, one can use the general theory to describe SHLP in terms of square zero 2-colored
coderivation. Here we give another description in the spirit of second author’s paper [11].
Namely we would like an alternative description that does not use 2-colored coderivation.
In other words, we give a description of strong homotopy Leibniz pair structures on a pair
(L,A) by studying the coderivations with respect to the coassociative coalgebra structures
of Sc(L) and (Sc)+(L)⊗ T c(A).
It is well known that an L∞-algebra structure on L is equivalent to a degree−1 coderivation
D in Coder(Sc(sL)) such that
[D,D] = 0,
where the bracket denotes the commutator of coderivations. We will give an analogous
description for SHLPs using Coder(Sc(sL)) and Coder((Sc)+(sL)⊗ T c(sA)).
Notation 5.2.1. We will denote by Lp the subspace of weight p elements in (Sc)+(L) and
by L∧p the subspace of weight p elements in the exterior coalgebra (Λc)+(L). In other
words, the weight grading of those coalgebras will be denoted by (Sc)+(L) =
⊕
p>0 L
p and
(Λc)+(L) =
⊕
p>0 L
∧p.
We first note that a map g : Lp ⊗ A⊗q → A with q > 1, can be lifted to a coderivation in
Coder((Sc)+(L)⊗ T c(A)) as follows. For any v¯[n]⊗w(1;m) ∈ (Sc)+(L)⊗ T c(A), we have that
g˜(v¯[n] ⊗ w(1;m)) is zero if n < p or m < q, otherwise it is given by:
g˜(v¯[n] ⊗ w(1;m)) =
∑
AunionsqB={1,...,n}, 0≤i<j≤m
#B=p, j−i=q
± v¯A ⊗ (w(1;i)g(v¯B ⊗ w(i+1;j))w(j+1;m)),
here the sign ± is given by the action of permutations on v¯[n] ⊗ w(1;m) and each wi in
w(1;m) = w1 ⊗ · · · ⊗ wm ∈ A⊗m is homogeneous of degree |wi|.
We denote by CoderA((S
c)+(L)⊗T c(A)) the subvector space of Coder((Sc)+(L)⊗T c(A))
spanned by those coderivations obtained by lifting maps g : (Sc)+(L)⊗ T c(A)→ A. Hence,
as vector spaces we have:
CoderA((S
c)+(L)⊗ T c(A)) ∼= Hom((Sc)+(L)⊗ T c(A), A).
Since, Hom((Sc)+(L)⊗T c(A), A) = Hom((Sc)+(L),Hom(T c(A), A)) and Hom(T c(A), A) ∼=
Coder(T c(A)), we have the following isomorphism of vector spaces:
(12) CoderA((S
c)+(L)⊗ T c(A)) ∼= Hom((Sc)+(L),Coder(T c(A)))
Let lG denote the Lie bracket in Coder(T
c(A)) given by the commutator of coderivations,
i.e., the Gerstenhaber bracket. Since (Sc)+(L) is a cocommutative coalgebra with coproduct
∆, the convolution bracket given by:
[f, g] = lG ◦ (f ⊗ g) ◦∆,
defines a graded Lie algebra structure on Hom((Sc)+(L),Coder(T c(A))). Then the isomor-
phism (12) is an isomorphism of graded Lie algebras.
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5.2.1. Semi-direct Product. Let us briefly recall the definition of the semi-direct product of
Lie algebras. Given two graded Lie algebras g and h, a representation by derivations of g on
h is a degree zero Lie algebra morphism:
ρ : g→ Der(h)
where Der(h) denotes the Lie algebra of derivations on h.
Definition 5.2.2. If ρ : g→ Der(h) is a Lie algebra representation by derivations of the Lie
algebra g on the Lie algebra h, then their semi-direct product is the Lie algebra structure
defined on g⊕ h by the following bracket:
[(X1, Y1), (X2, Y2)] = ([X1, X2], ρ(X1)Y2 − (−1)|X2||Y1|ρ(X2)Y1 + [Y1, Y2]).
The semi-direct product will be denoted by gn h.
A natural Lie algebra representation of Coder(Sc(L)) on Hom((Sc)+(L),Coder(T c(A))) is
defined by
ρ(φ)f = f ◦ φ,
for any φ ∈ Coder(Sc(L)) and f ∈ Hom((Sc)+(L),Coder(T c(A))). Notice that:
ρ([φ1, φ2], f) = ρ(φ2, ρ(φ1, f))− (−1)|φ1||φ2|ρ(φ1, ρ(φ2, f)),
and ρ(φ, [f, g]) = lG(f ⊗ g)∆ ◦ φ = lG(f ⊗ g)(φ⊗ 1 + 1⊗ φ)∆ = [ρ(φ, f), g] + [f, ρ(φ, g)],
hence ρ is a representation by derivations of Coder(Sc(L)) on Hom((Sc)+(L),Coder(T c(A))).
In view of the isomorphism (12), there is a Lie algebra action by derivations of Coder(Sc(L))
on CoderA((S
c)+(L)⊗ T c(A)).
Theorem 5.2.3. An SHLP structure on a pair (L,A) is equivalent to a degree −1 element
D ∈ Coder(Sc(sL))n CoderA((Sc)+(sL)⊗ T c(sA))
such that [D,D] = 0.
Proof. Using the description of LP∞ in terms of trees, an algebra over LP∞ consists of two
families of maps {ln : L∧n → L}n>2 and {np,q : L∧p ⊗ A⊗q → A}p+q>2. The maps ln and
np,q correspond respectively to the corollae ln and np,q. So, their degrees must be given by
|ln| = n − 2 and |np,q| = p + q − 2 and they must verify the identities corresponding to
the definition of the differential operator of LP∞ given by formulas (10) and (11), which in
terms of maps becomes:
(13) ∂ln(v¯[n]) =
∑
AunionsqB={1,...,n}, #A=p
± ln−p+1(lp(v¯A)v¯B)
and
(14) ∂nn,m(v¯[n] ⊗ w(1;m)) =
∑
AunionsqB={1,...,n}, #A=p
± nn−p+1,m(lp(v¯A)v¯B ⊗ w(1;m)) +
+
∑
AunionsqB={1,...,n}, 0≤i<j≤m
#B=p, j−i=q
± nn−p,m−q+1(v¯A ⊗ (w(1;i)np,q(v¯B ⊗ w(i+1;j))wj+1;m)),
where the summation runs over all ordered partitions A unionsq B = {1, . . . , n} into two sets
containing at least two elements and the sign ± is obtained by multiplying the signs in
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formulas (10) and (11) by the one given by the action of the permutation on v¯[n] and on
v¯[n] ⊗ w(1;m).
A coderivation D ∈ Coder(Sc(sL)) n CoderA((Sc)+(sL) ⊗ T c(sA)) of degree −1 is given
by:
D =
∑
p>1
l˜p +
∑
p>0, q>1
n˜p,q.
Since suspension converts the symmetric algebra into the exterior algebra and the coderiva-
tion D has degree −1 on the suspension (sL, sA), it follows that the components of D
can be viewed as maps lp : L
∧p → L and np,q : L∧p ⊗ A⊗q → A of degrees |lp| =
p − 2 and |np,q| = p + q − 2. Denoting DL =
∑
p>1 l˜p and DA =
∑
p>0, q>1 n˜p,q, we
have that D = DL + DA. Using the definition of the bracket in the semi-direct product
Coder(Sc(sL))n CoderA((Sc)+(sL)⊗ T c(sA)), it follows that:
[D,D] = [DL +DA,DL +DA] = [DL,DL] + 2[DL,DA] + [DA,DA],
where [DL,DL] ∈ Coder(Sc(sL)) and [DL,DA] + [DA,DA] ∈ Coder((Sc)+(sL) ⊗ T c(sA)).
The equation [D,D] = 0 is equivalent to [DL,DL] = 0 and 2[DL,DA] + [DA,DA] = 0. Up to
a factor of 2 the first identity gives relation (13) for the maps lp while the second identity
gives relation (14) for the maps lp and np,q with differentials dL = l1 and dA = n0,1. 
6. The operad H0(SC) is Koszul
In this section we follow closely the article by Imma Galvez-Carrillo, Andy Tonks and
Bruno Vallette [6] in order to prove that the operad H0(SC) is Koszul. Indeed this operad
is not quadratic, and we need first to give a description by generators and relations so that
it is quadratic and linear. By projecting the relations onto the quadratic part we obtain an
operad qH0(SC) which turns out to be Koszul. By definition [6, Appendix A.3] one has that
H0(SC) is Koszul.
6.1. The homology of SC. Let us recall that an algebra A over a commutative ring R is
unital if there is a central ring homomorphism u : R→ A that is also R-linear. As mentioned
before, being unital as an R-algebra, does not imply that A is unital as a k-algebra. The
following theorem is an easy consequence of both F. Cohen and A. Voronov’s computation.
Theorem 6.1.1. An algebra over H(SC) is a pair (G,A) where G is a Gerstenhaber algebra
and A is a unital associative algebra over the commutative algebra G.
For our pourposes, it is useful to present the degree zero homology H0(SC) using trees.
Corollary 6.1.2. The operad H0(SC) can be presented as follows:
F
( 1 2
• ,
1 2
◦︸ ︷︷ ︸
commutative
,
1
•
)/
R
where R is the ideal generated by the following relations:
a) The generators
1 2
• and
1 2
◦ satisfy associativity;
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b)
1 2
◦
•
=
1
•
2
•
• and
1
• 1
• =
1
1
•
• .
It follows from the above theorem that an H0(SC)-algebra is a pair (C,A) where A is an
associative unital algebra over the commutative algebra C.
6.2. H0(SC) is a quadratic-linear operad.
Let us recall first the theory explained in [6] for quadratic-linear operads. A quadratic-
linear operad is of the form F(E)/(R) with R ⊂ F (1)(E) ⊕ F (2)(E). Such an R is called
quadratic-linear. We ask also that the presentation satisfies
(ql1) R ∩ E = {0} and
(ql2) (R⊗ E + E ⊗R) ∩ F (2)(E) ⊂ R ∩ F (2)(E).
Let q denote the projection F(E)  F (2)(E) and let qR be the image of R under this
projection. The operad F(E)/(R) is Koszul if it satisfies (ql1) and (ql2) and if F(E)/(qR)
is a Koszul quadratic operad. Its Koszul dual cooperad is (F(E)/(qR))¡ together with a
differential that will be explained in the next section.
In order to apply the theory, one needs to express H0(SC) as a quadratic-linear operad,
which is not the presentation given in corollary 6.1.2. Indeed, in the presentation given
in corollary 6.1.2, the relation “being a morphism of algebras” is a quadratic-cubical rela-
tion, that is, lies in F (2)(E) ⊕ F (3)(E). We add a new generator in the description of the
operad H0(SC) in order to replace the quadratic-cubical relation by quadratic-linear rela-
tions. This new generator e1,1, will correspond at the level of algebras to the operation
ρ(c; a) := f(c)a. Consequently one introduces also new relations in the operad translating
the relations f(c)a = af(c) = ρ(c; a) and ρ(c; f(c′)) = f(cc′) = f(c)f(c′) present in the
algebra setting.
Proposition 6.2.1. The operad H0(SC) has a presentation F(E)/(R) where
E = kf2︸︷︷︸
=E(c,c;c)
⊕ k[S2]e0,2︸ ︷︷ ︸
=E(o,o;o)
⊕ k[S2]e1,1︸ ︷︷ ︸
=E(c,o;o)⊕E(o,c;o)
⊕ kα︸︷︷︸
=E(c;o)
The action of the symmetric group on f2 is the trivial action and k[S2] denotes the regular
representation. The element e1,1 forms a basis of E(c, o; o) and e1,1 · (21) a basis of E(o, c; o).
The space of relations R is the submodule of F (1)(E)⊕F (2)(E) defined by R = Rv⊕R(α)
where Rv, defined in corollary 4.1.4, describes the relations in the presentation of the operad
H0(SCvor) and R(α) is the S2-submodule of F(E) generated by the following relations:
• two quadratic-linear relations: e0,2 ◦1 α− e1,1 and (e0,2 · (21)) ◦1 α− e1,1,
• a new quadratic relation: e1,1 ◦o α− α ◦1 f2.
Moreover this presentation satisfies (ql1) and (ql2).
The projection of R = Rv ⊕ R(α) onto F (2)(E) is qR = Rv ⊕ R′(α) where R′(α) is the
submodule of F (2)(E) generated by the relations
• e0,2 ◦1 α and e0,2 ◦2 α,
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• e1,1 ◦2 α− α ◦1 f2.
Consequently an algebra over this operad is an algebra (C,A) over the operad H0(SCvor)
together with a linear map f : C → A satisfying f(c)a = af(c) = 0 for all c ∈ C, a ∈ A and
ρ(c; f(c′)) = f(cc′) for all c, c′ ∈ C. As in [6], the operad qH0(SC) is obtained as the result
of a distributive law between the operad H0(SCvor) and P (α) where P (α) is a free colored
operad generated by a 1-dimensional vector space V with basis α ∈ V (c; o). The distributive
law is given by
(15)
H0(SCvor) ◦ P (α) → P (α) ◦H0(SCvor)
e0,2 ◦1 α, e0,2 ◦2 α 7→ 0
e1,1 ◦2 α 7→ α ◦1 f2.
We sum up the result in the next proposition.
Proposition 6.2.2. The operad qH0(SC) is the operad P (α) ◦H0(SCvor), with the compo-
sition given by the distributive law (15).
Theorem 6.2.3. The operad H0(SC) is Koszul.
Proof. From [17, Chapter8], one has that qH0(SC) = P (α)◦H0(SCvor) is Koszul forH0(SCvor)
and P (α) are Koszul colored operads. 
The Koszul dual cooperad of the operad qH0(SC) = P (α) ◦H0(SCvor) is
(qH0(SC))¡ = H0(SCvor)¡ ◦ P (α)¡,
where H0(SCvor)¡ = (ΛLP)∗ and where P (α)¡ is the cofree 2-colored cooperad cogenerated
by an element α of degree 1 in P (α)¡(c; o).
6.3. The Koszul dual of H0(SC) and it’s Koszul resolution. In the proof of theorem
6.2.3 we have considered the operad qH0(SC) = F(E)/qR, where qR is the image of R
by the projection q : F(E)  F (2)(E). Furthermore, we have seen that algebras over the
operad qH0(SC) are H0(SCvor)-algebras (C,A) endowed with a map f : C → A such that
f(c)a = af(c) = 0 and ρ(c, f(c′)) = f(cc′).
Let ϕ : qR→ E defined by
(16)

ϕ(e0,2 ◦1 α) = ϕ((e0,2 · (21)) ◦1 α) = e1,1,
ϕ(Rv) = 0,
ϕ(e1,1 ◦2 α− α ◦1 f2) = 0.
The Koszul dual cooperad of qH0(SC) is qH0(SC)¡ = C(sE, s2qR), with the notation of
definition 2.3.1. To ϕ is associated the composite map
qH0(SC)¡  s2qR s
−1ϕ−−−→ sE.
There exists a unique coderivation d˜ϕ : qH0(SC)¡ → F c(sE) which extends this map.
Moreover, d˜ϕ induces a square zero coderivation dϕ on the Koszul dual cooperad qH0(SC)¡.
The Koszul dual cooperad of H0(SC) is by definition
H0(SC)¡ = (C(sV, s2qR), dϕ).
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The Koszulity of the operad H0(SC) implies the quasi-isomorphism (see [6, Theorem 38])
(17) Ω(H0(SC)¡) ∼−→ H0(SC).
Note that Ω(H0(SC)¡) is not a minimal model of H0(SC) since its differential has a linear
part coming from the differential on H0(SC)¡.
In order to understand the differential in the cooperad H0(SC)¡ it is usually more conve-
nient to understand the Koszul dual operad H0(SC)!. Recall from (2) that
qH0(SC)! = (Λ(qH0(SC)¡))∗ = F(s−1Λ−1E∗)/(qR)⊥,
with a derivation δϕ which is the unique derivation of operads extending the map
tϕ : s−1Λ−1E∗ → F(s−1Λ−1E∗)
where tϕ is a combination of transpose and signed suspension of ϕ. Namely, H0(SC)! is a
differential graded operad and one has
Proposition 6.3.1. A differential graded algebra over H0(SC)! consists in the following data
(a) a differential graded Lie algebra (L, [, ], dL),
(b) a differential graded associative algebra (A, dA)
(c) A degree 0 action ρ : L⊗ A→ A satisfying the relations
ρ(l, aa′) =ρ(l, a)a′ + (−1)|l||a|aρ(l, a′)
ρ([l, l′], a) =ρ(l, ρ(l′, a))− (−1)|l||l′|ρ(l′, ρ(l, a))
(d) a degree −1 map f : L→ A satisfying the relations
f([l, l′]) =(−1)|l|ρ(l, f(l′))− (−1)|l||l′|+|l′|ρ(l′, f(l))
dA(f(l)) =− f(dLl)
(e) the relation
dAρ(l, a) = ρ(dLl, a) + (−1)|l|ρ(l, dAa) + f(l)a− (−1)|a|(|l|+1)af(l).
Proof. From qH0(SC)¡ = H0(SC)¡ ◦P(α)¡, one obtains that a graded algebra over H0(SC)! is
a graded Leibniz pair (L,A, ρ) (thus (a), (b), (c) of the proposition) together with a degree −1
map f : L → A. The first relation of item (d) comes from the transpose of the distributive
law (15). The derivation δϕ is non-zero only when ρ is involved, as seen in the definition of
ϕ in (16). If P is a differential graded operad and A is a differential graded P-algebra then
dA(µ(a1, . . . , an)) = (dP(µ))(a1, . . . , an) +
∑
±µ(a1, . . . , dAai, . . . , an).
As a consequence if dP(µ) = 0 then µ preserves the differential on A. This is the reason why
L is a differential graded Lie algebra, A is a differential associative algebra and f preserves
the differential. The relation (e) comes from the definition of δϕ. 
Equivalently, the next proposition gives a presentation of the operad H0(SC)! in terms of
generators and relations.
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Proposition 6.3.2. The differential graded operad H0(SC)! can be presented as follows:
F
( 1 2
• ,
1 2
• ,
1 1
• ,
1
•
)/
R
where n1,0 =
1
• has degree −1 and all the others generators have degree 0 and where
l2 =
1 2
• is antisymmetric. The ideal R is generated by the following relations:
a) The generator
1 2
• satisfies Jacobi identity;
b) The generator n0,2 =
1 2
• satisfies associativity;
c) The generator n1,1 =
1 1
• is an action, that is, satisfies
the Leibniz rule: 1
1 2
•
•
=
1 1
• 2
•
+ 1
1 2
•
•
the Lie algebra morphism condition:
1 2
• 1
•
= 1
2 1
•
•
− 2
1 1
•
•
d) “The Eye” relation (see Figure 2):
1 2
•
•
=
1
2
•
•
− 2
1
•
•
e) The differential d : H0(SC)! → H0(SC)! is defined by: d
1 1
• =
1
• 1
•
− 1
1
•
•
and is zero on all the others generators.
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The definition of the differential d : H0(SC)! → H0(SC)! says that the map f : L → A
(corresponding to
1
•) is central up to homotopy having the map ρ : L⊗A→ A (corresponding
to
1 1
• ) as the homotopy operator (see Figure 3).
Equivalently, the next proposition gives another description of the operad H0(SC)! as a
composition of two operads together with a distributive law between them.
Proposition 6.3.3. The differential graded operad H0(SC)! is the operad LP◦F(n1,0), where
n1,0 has degree 1 and is a generator of F(n1,0)(o; c), with the operadic composition given by
the distributive law
F(n1,0) ◦ LP → LP ◦ F(n1,0)
n1,0 ◦1 l2 7→ n1,1 ◦2 n1,0 − (n1,1 ◦2 n1,0) · (21)
and the differential given by d(n1,1) = n0,2 ◦1 n1,0 − (n1,1 ◦2 n1,0) · (21) and 0 elsewhere.
7. Open Closed Homotopy Algebras
In analogy to what we have done in section 5, in this section we will show that an OCHA
is an algebra over the operad Ω[(ΛH0(SC))∗]. Here again we will introduce the operad OC∞
using partially planar trees and will show that this operad coincides with Ω(ΛH0(SC)∗). It
is then a minimal operad. We prove in theorem 7.1.2 that it is a resolution of the differential
graded operad H0(SC)!. Finally we compute its homology, prove that is it a resolution of
it in the category of algebras in 2-collection in theorem 7.2.4, but not in the category of
operads.
7.1. The OCHA operad. The OCHA operad OC∞ is generated by the partially planar
corollae ln and np,q with n > 2 and 2p+ q > 2. Those corollae are exactly the same we used
for the operad LP∞. The only difference is that in the case of OC∞ we have generators of
the form np,0:
np,0 =
1 2 · · · p
• .
In other words, we drop the condition q > 0 that we had in the case of strong homotopy
Leibniz pairs. The operadic composition, symmetric group action and differential of OC∞
are similar to the ones of LP∞. The argument used in section 5.1 also applies to the following
proposition.
Proposition 7.1.1. The operad OC∞ coincides with Ω(ΛH0(SC)∗).
Theorem 7.1.2. There is a quasi-isomorphism OC∞ → H0(SC)!.
Proof. Since H0(SC) is Koszul, one has the quasi-isomorphism (17):
Ω(H0(SC)¡) ∼−→ H0(SC)
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where H0(SC)¡ is a differential graded cooperad related to H0(SC)! by:
H0(SC)¡ = (ΛH0(SC)!)∗.
There is an adjunction (Ω, B) between cooperads and operads, where B denotes the bar
construction of an operad and Ω the cobar construction of a cooperad. The unit of the
adjunction is a quasi-isomorphism and the bar construction B preserves quasi-isomorphism
(see e.g. [8]). Furthermore, in the case of finite dimensional operads one has BP = Ω(P∗)∗.
Combining these results with equation (17) one gets:
ΛH0(SC)¡ ∼−→ BΩ(ΛH0(SC)¡) ∼−→ BΛH0(SC) = Ω(ΛH0(SC)∗)∗
dualizing the quasi-isomorphism, one gets:
Ψ : OC∞ = Ω(ΛH0(SC)∗) ∼−→ (ΛH0(SC))¡)∗ = H0(SC)!. 
Because of the definition of the unit of the adjunction, the quasi-isomorphism
(18) Ψ : OC∞ → H0(SC)!
can be given explicitly in terms of trees in the following way: on the generators l2, n1,1, n0,2
and n1,0 it acts as the identity map and it vanishes on all the others generators of the free
operad OC∞.
7.2. The homology of the OCHA operad.
The aim of this section is to prove analogous results for the swiss-cheese operad to the
following one for the little disks operad C
• The zeroth homology of C is Koszul dual to the top homology. More precisely H0(C)
is the operad Com for commutative algebras. For any n, H∗(C(n)) has top homology
in degree n− 1. It is thus suboperad of H(C) denoted by Htop(C) and coincides with
Λ−1Lie where Lie is the operad for Lie algebras.
• One has that Lie∞ = ΩLie¡ = Ω((ΛCom)∗) = Ω((ΛH0(C))∗) → Lie is a quasi-
isomorphism.
These two items express the same theorem: Lie and Com are Koszul dual operads. But
the first one gives a geometric interpretation of this fact, whereas the second one gives an
interpretation in deformation theory.
We have seen in theorem 7.1.2 that H0(SC) is Koszul and that there is a quasi-isomorphism
of differential graded operads OC∞ = Ω((ΛH0(SC))∗)→ H0(SC)!. It gives a solution to the
second item for the swiss-cheese operad, except that H0(SC)! is a differential graded operad
and can not be obtained as a suboperad of H(SC). Nevertheless we introduce the operad
OC that plays the role of the top homology in H∗(SC). It does not work as smoothly as
for the little disks operad because if we would only take top homology in H∗(SC), then we
would not obtain an operad. We prove in Theorem 7.2.4 that, up to some suspension, the
homology of H0(SC)! is OC. As a consequence, we have that H∗(OC∞) = OC. If one had
a quasi-isomorphism of operads OC∞ → OC, then one would have the exact analogy with
the little disks case. The non-formality proved in proposition 7.2.6, states that such a quasi-
isomorphism does not exist. Nevertheless, corollary 7.2.5 shows that there is another struc-
ture, algebras in the category of 2-collections, such that OC∞ → OC is a quasi-isomorphism
of algebras.
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The quasi-isomorphism OC∞ → OC in the category of L∞-modules has been studied by
the second author in [12]. It obviously depends on the fact that the homology of OC∞ is OC.
Unfortunatelly the proof of the that fact presented in [12] contains a mistake. The results of
the present section constitute a correct proof of the above fact, hence the quasi-isomorphism
as L∞-modules holds as well.
Definition 7.2.1. We will denote by OC the suboperad of H(SC) generated by top dimen-
sional homology classes, that is, by the generators of H1(SC(2, 0; c)), H0(SC(0, 2; o)) and
H0(SC(1, 0; o)).
Before we proceed, it is necessary to introduce the concept of suspension with respect to a
color. We will restrict attention to 2-collections, but it is not difficult to extend the definition
to a more general context.
Definition 7.2.2. Given a 2-collection P , the suspension with respect to the color c will be
denoted by ΛcP and is defined as follows:
ΛcP(n,m;x) =
{
s1−nP (n,m;x)⊗ (sgnn ⊗ k) if x = c,
s−nP (n,m;x)⊗ (sgnn ⊗ k) if x = o.
where (sgnn⊗k) is the one dimensional representation of Sn×Sm given by the tensor product
of the signature representation of Sn and the trivial representation of Sm.
It is readily seen that a structure of P-algebras on the pair (Vc , Vo) is equivalent to a
structure of ΛcP-algebra on the pair (sVc , Vo).
The next lemma follows from the description of H(SC) given in theorem 6.1.1.
Lemma 7.2.3. The operad ΛcOC has the following presentation
F
( 1 2
• ,
1 2
• ,
1
•
)/
R
where the generator l˜2 =
1 2
• has degree 0 and is antisymmetric, the generator n˜0,2 =
1 2
• has degree 0 and the generator n˜1,0 =
1
• has degree −1.
The ideal R is generated by the following relations:
a) The generator
1 2
• satisfies associativity and
1 2
• satisfies Jacobi identity;
b)
1
• 1
•
− 1
1
•
•
= 0, the centrality of
1
• .
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Theorem 7.2.4. The homology of the operad H0(SC)! is the operad ΛcOC.
Proof. Let P denote the differential graded operad H0(SC)!. The proof goes in several steps.
The first step consists in proving that there is a map of operads φ : ΛcOC → H∗(P) inducing
a map of algebras in the category of {c, o}-collections. In the second step, we identify the
algebra P with the cobar construction of a coalgebra C in the category of {c, o}-collections.
The third step consists in proving that C is a Koszul coalgebra, inducing that the algebra map
ψ : P = ΩC → C ¡ is a quasi-isomorphism, where C ¡ is the Koszul dual algebra associated to
C, following ideas of Priddy in [21]. In the fourth step we identify C ¡ with ΛcOC and prove
that ψφ is the identity morphism. Consequently, φ is an isomorphism of algebras, thus an
isomorphism of operads.
First step. Because dl2 = dn0,2 = dn0,1 = 0 in P , one has a well defined morphism of operads
from F (˜l2, n˜0,2, n˜0,1)→ H∗(P). Because dn1,1 = n0,2◦1n0,1−n0,2 ·(21)◦1n0,1, this morphism of
operads is well defined on the quotient by the ideal of relations in ΛcOC, yielding an operad
morphism φ : ΛcOC → H∗(P). It is clear also that the closed part of φ is an isomorphism.
So in the sequel we focus on the open part φo of the morphism. We will prove that given
any object α : (X, o) → {c, o} in Fin{c,o}, the map φ(X,o) is an isomorphism. Let us denote
the triple (X, o, α) by (I, J) where I = α−1(c), J = α−1(o). Contravariant functors from the
full subcategory of Fin{c,o} generated by these objects will be called open 2-collections.
Algebras in the category of open 2-collections. The category of open 2-collections is endowed
with a coproduct (F ⊕G)(I, J) = F (I, J)⊕G(I, J) and a symmetric tensor product
(F ⊗G)(I, J) =
⊕
I1unionsqI2=I,
J1unionsqJ2=J
F (I1, J1)⊗G(I2, J2)
with the unit U(I, J) = k if I = J = ∅ and is 0 elsewhere. This tensor product is bilinear
with respect to the coproduct. Consequently it makes sense to consider associative algebras,
commutative algebras, coassociative coalgebras in this category. In the sequel we will use
the terminology associative algebras, coassociative coalgebras for associative algebras and
coalgebras in the category of open 2-collections. Furthermore given an open 2-collection V
one can define an open 2-collection T (V ) and T+(V ) as T (V ) = ⊕n≥1V ⊗n and T+(V ) =
U ⊕ T (V ). The open 2-collection T (V ) is endowed with the concatenation product so that
it becomes the free associative algebra generated by V .
Because n˜0,2 and n0,2 are associative elements in ΛcOC and P , those operads are associative
algebras in the category of 2-collections, so is H∗(P). The morphism φ is then a morphism
of associative algebras.
Second step. Recall from proposition 6.3.3 that P = LP ◦ F(n1,0). Let µn ∈ LP(0, n; o)
denote the (n − 1)-th composite of n0,2 (no matter the way we compose since n0,2 is an
associative operation). Let γk ∈ LP(k, 1; o) be defined by induction as{
γ0 = 1o;o
γk+1 = γk ◦o n1,1.
Recall from lemma 4.2.3 that the open part of the free Leibniz pair generated by a pair
V = (Vc , Vo) is LP(V )o = T (T+(Vc) ⊗ Vo). Consequently, any element in LP(I, J ; o) writes
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µn(γl1 , . . . , γln) · (σ, τ) where n = |J |, l1 + . . .+ ln = |I|, and σ and τ are bijections between
I and {1, . . . , |I|} and between J and {1, . . . , n} respectively. Let
κk+1 = γk ◦o n0,1 ∈ P(k + 1, 0; o).
Then any element in P(I, J ; o) writes
µn(l1 , . . . , ln) · (σ, τ),
where k ∈ {γk, κk} and |J | = |{r|lr = γlr}| and |I| = l1 + . . . + ln. We recall that γk and
µn are of degree 0 while κk is of degree -1.
Let Xc be the 2-collection defined by Xc(I, J) = k in degree 0, if |I| = 1, |J | = 0 and 0
elsewhere. Let Xo be the 2-collection defined by Xo(I, J) = k of degree 1 if |I| = 0, |J | = 1
and 0 elsewhere.
With this notation, the algebra P is the free associative algebra generated by the 2-
collection s−1C with
C = (T+(Xc)⊕ T+(Xc)⊗Xo).
Recall that the differential on P is a derivation of the operad P . Consequently it is a
derivation of algebras:
d(µn(l1 , . . . , ln)) =
n∑
i=1
(−1)riµn(l1 , . . . , dli , . . . , ln),
where ri is the sum of the degrees of lk for k < i. Let us describe dγn and dκn.
Let I = {1, . . . , n}. An element in T (Xc)(I, ∅) is uniquely determined by a sequence
i[n] = (i1, . . . , in) of degree 0. One has s
−1i[n] = κn ·σ in P(n, 0; o), where σ is the permutation
j 7→ ij. Similarly, an element in (T+(Xc) ⊗ Xo)(I, {x}, o) writes (i[n];x) = (i1, . . . in;x) of
degree 1. One has s−1(i[n];x) = γn · (σ, 1) in P(n, 1; o). For a set A = {a1 < . . . < ak} ⊂
{1, . . . , n} we denote by iA the sequence (ia1 , . . . , iak) and (iA;x) the sequence (ia1 , . . . , iak ;x).
One has
d(s−1i[n]) =
⊕
AunionsqB=[n]
A,B 6=∅
s−1iA ⊗ s−1iB(19)
d(s−1(i[n];x)) =
⊕
AunionsqB=[n]
A 6=∅
s−1iA ⊗ s−1(iB;x)− s−1(iB;x)⊗ s−1iA(20)
The proof is by induction on n. We assume that i[n] = (1, . . . , n). Consequently s
−1i[n] =
κn and s
−1(i[n];x) = γn.
Assume n = 2. One has dκ1 = dn0,1 = 0, hence (19) is proved. One has dγ1 = dn1,1 =
n0,2 ◦1 n0,1 − n0,2 · (21) ◦1 n0,1 which writes ds−1(i[1];x) = i[1] ⊗ (∅;x) − (∅;x) ⊗ i[1], proving
(20).
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Let n > 2. Assume we have proven the second relation for n−1. The relation γn = γ1◦oγn−1
and γ1 ◦o n0,2 = n0,2 ◦2 γ1 · (213) + n0,2 ◦1 γ1 gives
ds−1(i[n];x) =d(s−1(i[1];x)) ◦x s−1(i{2,...,n};x)+
s−1(i[1];x) ◦x
∑
AunionsqB={2,...,n}
s−1iA ⊗ s−1(iB;x)− s−1(iB;x)⊗ s−1iA
=s−1(i[n])⊗ s−1(∅;x)− s−1(∅;x)⊗ s−1(i[n];x)+∑
AunionsqB={2,...,n}
s−1i{1}∪A ⊗ s−1(iB;x) + s−1iA ⊗ s−1(i{1}∪B;x)−∑
AunionsqB={2,...,n}
s−1(i{1}∪B;x)⊗ s−1iA − s−1(iB;x)⊗ s−1i{1}∪A
=
⊕
AunionsqB=[n]
A 6=∅
s−1iA ⊗ s−1(iB;x)− s−1(iB;x)⊗ s−1iA,
which proves (20). Using κn = γn ◦o κ1 one gets (19).
As a corollary, because d2 = 0, C is a coassociative coalgebra where the coproduct is given
by
∆ : C → C ⊗ C
i[n] 7→
⊕
AunionsqB=[n]
iA ⊗ iB
(i[n];x) 7→
⊕
AunionsqB=[n]
iA ⊗ (iB;x) + (iB;x)⊗ iA
and P = ΩC = (T (s−1C¯), d) where d is the unique derivation that lifts the coproduct on C.
Third step: C is a Koszul coalgebra. From the definition of ∆, one sees that C = D ⊗M
where D = T (Xc) is the unshuffle coalgebra and M = U⊕Xo is the coalgebra with coproduct
∆(1) = 1⊗ 1 and ∆(x) = 1⊗ x+ x⊗ 1. Following S. Priddy in [21], if D and M are Koszul
coalgebras, so is C and C ¡ = D¡ ⊗M ¡. From C. Stover in [23], D is the enveloping algebra
of the free Lie algebra Lie(Xc) which is a free cocommutative coalgebra cogenerated by
Lie(Xc). But this is a Koszul coalgebra and its Koszul dual is S(s−1Lie(Xc)). Hence D is
Koszul. Following the notation of [17, section 3], if C(V,R) denotes the quadratic coalgebra
cogenerated by V with corelation R then C(V,R)¡ = A(s−1V, s−2R) is the associative algebra
generated by s−1V with relations s−2R. Since M = C(Xo, 0) then M ¡ = A(s−1Xo, 0) is the
free associative algebra generated by s−1Xo, which is also Koszul. Consequently C is Koszul
and its dual Koszul algebra is
C ¡(I, J) = S(s−1Lie(Xc))(I, ∅)⊗ T (s−1Xo)(∅, J),
with the concatenation product. The Koszul duality implies that the algebra map ΩC →
C ¡ is a quasi-isomorphism.
Fourth step. Recall that the operad ΛcOC is generated by n˜0,2, l˜2 of degrees 0 and n˜0,1 of
degree −1 subject to the associativity relation for n˜0,2, the Jacobi relation for l˜2, and the
centrality relation for n˜0,1. Any element in ΛcOC([n], [l]; o) writes µ˜p(li1 , . . . , lip) ⊗ (µ˜l · τ)
with
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• lij = n˜0,1 ◦ l˜ij ∈ s−1Lie(Ij) where l˜ij is an iterated composition of l˜2 combined with
permutations, which is called a Lie element in ΛcOC;
• unionsq1≤j≤kIj = [n];
• τ ∈ Sl.
Furthermore, the centrality of n˜0,1 implies that the product µ˜p is invariant under the action
of the symmetric group. The algebra structure follows and one has ΛcOC = C ¡ as an algebra.
Consequently
ψ : H0(SC)¡ = ΩC → C ¡ = ΛcOC
is a quasi-isomorphism of algebras and H∗(ψ) : H∗(P)→ ΛcOC is an isomorphism.
The map φ : ΛcOC → H∗(P) is an algebra map. It suffices to prove that H∗(ψ) ◦ φ is the
identity on a Lie element of type n˜0,1 ◦ l˜ij . Because of the eye relation in P this Lie element
is sent exactly to a Lie element in Lie(Xc) ⊂ Ωs−1ScLie(Xc), hence to n˜0,1 ◦ l˜ij via H∗(ψ).
Finally, φ is an isomorphism of algebras. 
From the above proof one gets the following corollary.
Corollary 7.2.5. The operads OC∞, H0(SC)! and ΛcOC are multiplicative operads, hence
are associative algebras in the category of 2-collections. The maps OC∞ → H0(SC)! → ΛcOC
are quasi-isomorphisms of associative algebras.
As an application of what we have done, we can show that the OCHA operad OC∞ is non-
formal. In particular there is no hope for the second map defined in the previous corollary
to be a quasi-isomorphism of operads.
Proposition 7.2.6. The OCHA operad OC∞ is non-formal.
Proof. Since OC∞ is a minimal operad whose homology is ΛcOC, its formality would imply
the existence of an operad morphism OC∞ → ΛcOC inducing an isomorphism in homology.
Note that n1,1 ∈ OC∞ is an element of degree 0. But all elements in ΛcOC(1, 1; o) have
degree −1 because they can only be obtained by composing n˜1,0 and n˜0,2. Hence, any quasi-
isomorphism OC∞ → OC would take n1,1 to 0. On the other hand, since l2 and n1,0 are
generators of the homology of OC∞ they cannot be taken to zero by any quasi-isomorphism.
The “Eye Law” says that n1,0 ◦1 l2 = n1,1 ◦2 n1,0 + (n1,1 ◦2 n1,0) · (21), a contradiction. 
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Figure 2. The manifold H2(2, 0; o) also called “The Eye” and its boudary
strata labelled by partially planar trees.
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Figure 3. The manifold H2(1, 1; o) is an interval which parametrizes the up
to homotopy centrality of f : L→ A.
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