In this paper a boundary value problem for the heat equation with solutiondependent boundary conditions is examined in the case when the dependence is of stochastic type.
In an earlier paper [3] , a boundary value problem for the heat equation was examined, in which a deterministic relation was imposed between the interior and boundary values of the solution. In this paper we turn to the case when this relation is of stochastic form. In Section 1 we introduce the notation to be used and define our problem. In Section 2 various lemmas, necessary for our later work, are presented. The existence of a solution to the problem is proved in Section 3. In Section 4 we turn to the asymptotic behavior of the solution and its connection with the solution to a dctcrministic problem.
NOTATION AND STATEMENT OF THE PROBLEM
Following the work of [3] , we will examine the heat equation ut = %,
for a function II -= 11(x, t) defined for t > 0, x > 0; we adjoin to (1) the initial condition 24(x, 0) = f(x).
Here f(x) is a given continuous function of x for which I fj(x) dx c:. co.
Let x0 > 0 be a given fixed point. Then the boundary condition for x = 0 will be chosen of the form up, t) = F(u(x, , t>, t). (4) In [3] , F, j represented given deterministic functions. In contrast to this earlier work, we will now assume that F represents a time-dependent stochastic process F = F([, t), -cc < 5 < cc, t > 0, which for every value of 5, t constitutes a random variable, while for each value x > 0, j(x) is a random variable. In this case, the problem (l)-(4) yields as its solution a random function u(x, t) arrived at after the introduction of variable solution-dependent "noise" via F. Such would be the case for a thermostat control unit whose performance differs for differing temperatures and exhibits a process of ageing. Within the context of this paper, a solution will constitute a stochastic process found in a space of such processes which have bounded second moments. We will USC the following notation.
DEFINITION.
We will let (Q, A,p) denote a probability measure space, where Q is a nonempty set known as the sample space, A a u-algebra, and p a complete probability measure on A. R+, R will represent the positive real number line and the real number line, respectively. L,(Q, A,p) will denote the collection of all random variables x on the measure space (52, A, p) with bounded second moments E[x"] = I, x2 dp < 30.
The norm of x in the spaceL,(Q, A, p) is
By C = C(R+,L,(Q, A, p)) we will denote the Banach space of all real-valued random functions x(t) satisfying the following conditions (see [6] ): The norm in C is defined by 1 x Ic = sup I WL,o?.".s) < co. 00 (6) DEFINITION. By C(RxR+, L,(Q, A, p)), C(R+xR-, La(Q, A, p)) we denote respectively the collection of random functions F(f, t) belonging for all I, t, to L,(R, A, p), where (f, t) E (RxR-), (6, t) E (Rf, Rf), respectively.
We will consider the following problem: Given a function F(f, t) such that 
exists. Here the integral in Bl is a stochastic integral (see [6] ) and
(f) u(0, f, w) = F(u(x o, t, w), t) a.e. for x0 > 0 a fixed point.
2. SOME FUNDAMENTAL LEMMAS LEMMA 1. Let y(f, w), w E Q, t 3 0, be (I function which for all t > 0 beZongs to (52, A,p). Then X,(t) 7 F(y(t, w), t, w) is u random Fariuble for all t.
Proof. For fixed t, y(t, W) is a random variable defined on the space (Q, A,p); hence [5] , there exists a sequence of discrete random variables xk for which xk(w) + y(t, w), w E 52. For fixed K, define X, = F(xk(w), t, u); clearly, X, is a random variable since the set B, ::: [a~: X,(w) < a] for 01 E R belongs to the o-algebra A. B, is the union of countably many measurable sets B, = (Ji"r (w/F(uj , t, W) < a}. Here, F(aj , t, w) is a random variable and uj is the set of values of xk . By the Holder continuity and from the convergence of .Q(w) to y(t, W) we obtain X,(w) = qxrc(W), h w) -F(Y(b, WI, 4 w) = X,(4 for each w E 52, which implies that X,(t) is a random variable.
To obtain more useful results about X,(t), we will need the following assumption:
(A2) For each y(t) E&(Q, A, p), there exists a positive continuous function H such that (9 WYy(f, ~1, 4 ~11 ,< W * WA6 w)),
Then we will prove the following LEMMA 2. Suppose Al-A2 hold and C(t) is bounded, then X,(t) = F(y(t, w), t, W) belongs to L,(Q, A, p) for each t > 0 and y(t, w) EJ&(Q, A, p).
Proof. Let y+(t) = max(y(t), 0), y-(t) = min(y(t), 0). From Lemma 1, X,(t) is a random variable, and from (A2) we obtain = =$ C(t) j WY+(~)) 4 L yg C(t) s,+<. WY+(~)) 4'. (7) Vf>U \ From the continuity of H we obtain I H(y+(t)) dp < NP(y+ < CL) for every fixed p.
v+<u
For the second term, from A2 we obtain I Y+>U WY+) 4 = ( f--v+>lr (WY+) -dy+* dp + d jy+>v~+2 4 1 < cp[y+ > p] + dEy+(t)* < c f dEy(t)*.
Here, d > 0 is a constant such that lim,,,(H(t) -dt*) = 0, and l > 0 is arbitrarily small, hence WY(~)) = j-rj>o WY(~)) 4~ + s,tt,<, WY(~)) 4 < 3~ + d&W*) (10) and EX,"(t) < 2 sum C(t)(c -1.. dE[y(t)2]) < cc. 
E{(X,(t i-h) -&(t))*) < @G(w) I At + h) -y(t)l"* + Lb) h1'*12 < (EG")'l'{E(y(t + h) -y(t))'}'/'
+ 2h{E 1 y(t -j--h) -y(t)1 E(G*L*)}"* + hEL*.
(15)
But since G2, L* E L,(Q, A, p) and y(t) E C(R+, L*(Q, A, p)), we see that as h-0 E(X,(t + h) -X&t))" + 0.
Hence, we obtain X,(t) E C(R+, L,(Q, 4 P)).
Before we prove the existence of the solution to the problem, let us examine some particular functions F($, t, W) satisfying Al-A2: (IV) F([, t, w) satisfies Al; moreover, if F(0, t, w) = 0, t > 0, w E Q, then E(F(y(t, w), t, w)*} < (EG4)1'2(Ey2)1:2.
THE EXISTENCE OF A SOLUTION
By reduction of the problem (l)-(3) to a stochastic integral equation (see [4] ), we obtain u(x, t, w) = h(x, t, w) + j" K(x, t -T) F(u(x,, , T, w), T, w) dr, Let y(t) denote the stochastic solution at the point so, y(t) = u(x~, t); then Y@) = 4(t) + jot f% , t -7) F(~(T), 7, w) dT, where 4(t) = h(xo, t) is a stochastic function.
We will prove the existence of a solution of (20) belonging to C(R+, L,(Q, A, p)). This implies (see [4] ) that u(x, t, w) satisfies Eq. (d), and it is easily seen that u(x, f, w) satisfies the conditions (a)-(f). 
THEOREM 1. Assume that 4(t) E C(R'-, L,(L?, A, p)) and that F(.& t, w) satisfies

THE ASYMPTOTIC BEHAVIOR OF THE SOLUTION
In this section we will examine the asymptotic behavior of the solution and its relation to the deterministic solution. First, we will consider the following theorem. THEOREM 2. Suppose that f(x) = 0 a.e. Moreover, assume that Al-A2 are satisfied, 1 G2 1 < 1, and that sup,>, C(T) 2d < 1. Then y(t, w) = 0 a.e.
Proof. From the integral equation (20), we obtain [6] EYV> I= jot jo* ( K xc, , t -7) K(x, , t -s) W(Y(T, w), 7) F(y(s, w), 4) do 4 using the Schwartz inequality we have (24)
and from A2 and (11)
The maximum exists since Ey2(t) is a continuous function of t and therefore is bounded
Hence,
which implies for each t > 0, Ey2(t, W) = 0, and, hence, y(t, w) = 0 a.e. For the asymptotic behavior we consider the following theorem. Proof. From the integral equation (20) we obtain
From Theorem 2 WC know that the third term is bounded, and from the Schwarz inequality we obtain 
We will now turn to the asymptotic behavior of the solution and its connection with the deterministic problem. From the nonlinearity of F([, t, w), it is clear that, in general, the solution of the averaged equation is not the average solution of the random equation in our problem. Specifically, we will consider the following problem:
Averaged problem. Find II = u(x, t) such that (4 f4 = u,, 1 (4 40, t) = EWx, , th t) = J'oW, , 11, t), where EF(f, t) = F,(t, t),
This is a deterministic problem for which r(t) = #(x0, t) will denote the solution value at x0 , x0 > 0. Proof. From [3] , there exists an asymptoticy(co) solution of the averaged problem. Furthermore, from the continuity of $ (F([, t) ), for t sufficiently large the quantity 1 $ (F( r(t), t) -u2(F( ~(a, t) )l is arbitrarily small, and from the assumption that u2(F) --, 0 for t + CO, we conclude that the quantity u2(F( y(t), 2)) + 0 for t -+ 00. WC now consider the stochastic problem (a)-(f) as compared to (r)-(t). From Lemma 4, we see that it is sufficient to examine the term E (I t K(x, > t -7) V'(Y(T, W), T) -F(y(T). 7))~~)~ dT. 
