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it in order to do simulations, readers should be aware of the right choice. Therefore, the
deduction of the correct boundary condition is done here, and a mathematical study of
the well-posedness of the corresponding problem is presented.
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Lithium-ion batteries have become very popular in recent years as a source of energy in multiple portable electronic
devices. A mathematical model showing the key factors of the battery operation can be very helpful for the design and opti-
mization of new models and also for the real-time control of battery performance.
On the basis of a macrohomogeneous approach developed by Newman [1], several mathematical models have been
developed for these purposes [2–11], and include the main physics present in charge/discharge processes. A fully mathemat-
ical model is presented in Section 2, including a system of boundary value problems for the conservation of lithium and con-
servation of charge in the solid and electrolyte phases, together with an initial value problem for the conservation of energy.
In the literature [9,10,12,8,6,7], one can find numerical computations of the model (or simplifications of it), with parameters
corresponding to actual devices, that help to highlight the structure of this highly coupled model and show the relevance to
the applications.
In recent years, several authors have written articles in different journals including a boundary condition that is not cor-
rect (see Remark 5). Although the authors probably used the correct boundary condition when solving the model in order to
do simulations, the reader should be aware of the right choice. In this article it is shown why that condition is not only phys-
ically incorrect (see Section 3) but also mathematically incorrect, since it is proved (see Section 4, Remark 7) that the cor-
responding system of boundary value problems modeling the conservation of charge does not have any solution
(therefore the system is not well-posed). Some results regarding the uniqueness and existence of a solution (with the correct
boundary condition) for a simplified version of the model are given in Section 4.
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2.1. Generalities
A typical lithium-ion battery cell has three regions: a porous negative electrode, a porous positive electrode, and an
electron-blocking separator. Furthermore, the cell contains an electrolyte, which is a concentrated solution containing
charged species that can move along the cell in response to an electrochemical potential gradient.
The negative electrode is an intercalated lithium compound usually made from carbon (typically graphite), with LiyC6
active material. Here y 2 ½0;1 is the stoichiometric value of the material, which changes during charging and discharging.
For instance, during discharge, lithium ions inside solid LiyC6 particles diffuse to the surface, where they react and transfer
from the solid phase into the electrolyte phase [6,7]. During charging, they move in the opposite way. Theoretically, in a fully
charged lithium-ion battery this compound is LiC6 (lithiated graphite; Li saturation; y ¼ 1), in a semicharged/discharged bat-
tery it is LiyC6, with y 2 ð0;1Þ, and in a fully discharged battery it is just carbon (lithium depletion; y ¼ 0). In practical oper-
ating cases, y never attains the extreme value of 0 and 1. The corresponding negative reaction equation is as follows:yLiþ þ ye þ 6C $ LiyC6 ð0 6 y 6 1Þ:
The positive electrode is usually a metal oxide or a blend of multiple metal oxides [9] such as lithium cobalt oxide
(Li1yCoO2), lithium iron phosphate (Li1yFePO4), or lithiummanganese oxide (Li1yMn2O4), with y 2 ½0;1. For instance, dur-
ing discharging, the positively charged ions travel via diffusion and migration through the electrolyte solution to the positive
electrode, where they react and are inserted into solid metal oxide particles [6,7]. During charging, they move in the opposite
way. Theoretically, in a fully charged lithium-ion battery, y ¼ 1 (lithium depletion), in a semicharged/discharged battery,
y 2 ð0;1Þ, and in a fully discharged battery, y ¼ 0 (lithium saturation). Again, in practical operating cases, y never attains
the extreme value of 0 and 1. The corresponding positive reaction equations for the examples described above are as follows:LiCoO2 $ Li1yCoO2 þ yLiþ þ ye ð0 6 y 6 1Þ;
LiFePO4 $ Li1yFePO4 þ yLiþ þ ye ð0 6 y 6 1Þ;
LiMn2O4 $ Li1yMn2O4 þ yLiþ þ ye ð0 6 y 6 1Þ:
Therefore, considering both the negative reaction and the positive reaction, we have the following corresponding total reac-
tion equations:LiCoO2 þ 6C$ Li1yCoO2 þ LiyC6 ð0 6 y 6 1Þ;
LiFePO4 þ 6C$ Li1yFePO4 þ LiyC6 ð0 6 y 6 1Þ;
LiMn2O4 þ 6C $ Li1yMn2O4 þ LiyC6 ð0 6 y 6 1Þ:
A 1D electrochemical model is considered for the evolution of the lithium concentration ceðx; tÞ (mol m3) and the electric
potential /eðx; tÞ (V) in the electrolyte and the electric potential /sðx; tÞ (V) in the solid electrodes, along the x-direction, with
x 2 ð0; LÞ and L ¼ L1 þ dþ L2 being the cell width (m). We assume that ð0; L1Þ corresponds to the negative electrode,
(L1; L1 þ dÞ corresponds to the separator, and ðL1 þ d; LÞ corresponds to the positive electrode. This is coupled with a 1D
microscopic solid diffusion model for the evolution of the lithium concentration csðx; r; tÞ in a generic solid spherical elec-
trode particle (situated at point x 2 ð0; L1Þ [ ðL1 þ d; LÞ) along the radial r-direction, with r 2 ½0;Rs and Rs (m) the average
radius of a generic solid active material particle. This 1D approximation is valid since the characteristic length scale of a typ-
ical lithium-ion cell along the x-axis is on the order of 100 lm, whereas the characteristic length scale for the remaining two
axes is on the order of 100,000 lm or more [9]. Rs can be different at each electrode, and therefore we considerRs ¼ RsðxÞ ¼
Rs;- if x 2 ð0; L1Þ;
Rs;þ if x 2 ðL1 þ d; LÞ:
The percentage of available local energy at time t (s) and radius r of a generic negative electrode particle situated at point
x 2 ð0; L1Þ in the cell x-direction is the same as its stoichiometric value y ¼ yðx; r; tÞ, which can be computed asyðx; r; tÞ ¼ csðx; r; tÞ
cs;-;max
;where cs;-;max (mol m3) is the maximum possible concentration in the solid negative electrode and csðx; r; tÞ (mol m3) is the
lithium concentration at time t, radius r, and point x. Therefore, the bulk state of charge (SOC) for the negative electrode (it
can also be expressed for the positive electrode, but both are related and, therefore, it suffices to use only one of them) isSOCðtÞ ¼ 3
L1ðRsÞ3
Z L1
0
Z Rs;-
0
r2
csðx; r; tÞ
cs;-;max
drdx: ð1Þ
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csðx; r; tÞ is not easy, but we can use the mathematical model below (see, e.g., [9,2,6,7]) to compute it. From a theoretical point
of view, the SOC could have a value between 0 and 1, but, as mentioned above, in practical operating cases it never attains
the extreme value of 0 or 1. Therefore intermediate values y0%; z0%; y100%, and z100% are used for each electrode to refer to 0%
or 100% SOC.
2.2. A full mathematical model
On the basis of the models appearing in the literature [2–11] and under the assumption of constant electrolyte diffusion
and activity coefficients, a full mathematical model for the performance of a battery, also including heat transfer dynamics, is
given by the system of Eqs. (2)–(6):ee @ce@t  De @@x epe @ce@x
  ¼ 1t0þF jLi; in ð0; LÞ  ð0; tendÞ;
@ce
@x ð0; tÞ ¼ @ce@x ðL; tÞ ¼ 0; t 2 ð0; tendÞ;
ceðx;0Þ ¼ ce;0ðxÞ; x 2 ð0; LÞ;
8><
>: ð2Þ
For each x 2 ð0; L1Þ [ ðL1 þ d; LÞ :
@cs
@t  Dsr2 @@r r2 @cs@r
  ¼ 0; in ð0;RsðxÞÞ  ð0; tendÞ;
@cs
@r ðx;0; tÞ ¼ 0; Ds @cs@r ðx;Rs; tÞ ¼ RsðxÞ3esðxÞF j
Li
; t 2 ð0; tendÞ;
csðx; r;0Þ ¼ cs;0ðx; rÞ; in ð0;RsðxÞÞ
8>>><
>>:
ð3Þ
For each t 2 ð0; tendÞ :
 @
@x e
p
ej @/e@x
 þ ð1 2t0þÞ RTF @@x epej @@x ln ceð Þ  ¼ jLi in ð0; LÞ;
@/e
@x ð0; tÞ ¼ @/e@x ðL; tÞ ¼ 0;
8><
>: ð4Þ
For each t 2 ð0; tendÞ :
esr @
2/s
@x2 ¼ j
Li in ð0; L1Þ [ ðL1 þ d; LÞ;
esð0Þrð0Þ @/s@x ð0; tÞ ¼ esðLÞrðLÞ @/s@x ðL; tÞ ¼  IðtÞA ;
@/s
@x ðL1; tÞ ¼ @/s@x ðL1 þ d; tÞ ¼ 0;
8>>><
>>:
ð5Þ
MCp dTdt ¼ hAs T  Tambð Þ þ qr þ qj þ qc þ qe; t 2 ð0; tendÞ;
Tð0Þ ¼ T0:
(
ð6ÞIn the above system of equations, ce ¼ ceðx; tÞ (mol m3) at time t (s), cs ¼ csðx; r; tÞ (mol m3), /e ¼ /eðx; tÞ (V),
/s ¼ /sðx; tÞ (V), T ¼ TðtÞ is the temperature of the cell (K), I ¼ IðtÞ is the applied current (A),ee ¼ eeðxÞ ¼
ee; if x 2 ð0; L1Þ;
ee;sep if x 2 ðL1; L1 þ dÞ;
ee;þ if x 2 ðL1 þ d; LÞ
8><
>:is the volume fraction of the electrolyte, p is the Bruggeman porosity exponent (nondimensional constant), De is the elec-
trolyte diffusion coefficient (m2 s1), t0þ (dimensionless and assumed here to be constant) is the transference number of Li
+,Ds ¼ DsðxÞ ¼
Ds;- if x 2 ð0; L1Þ;
Ds;þ if x 2 ðL1 þ d; LÞ
is the solid-phase lithium diffusion coefficient (m2 s1),es ¼ esðxÞ ¼
es; if x 2 ð0; L1Þ;
es;þ if x 2 ðL1 þ d; LÞ
is the volume fraction of the active materials in the electrodes, j ¼ j ceðx; tÞ; TðtÞð Þ is the electrolyte phase ionic conductivity
(S m1), A (m2) is the cross-sectional area (also the electrode plate area),rs ¼ rsðxÞ ¼
rs; if x 2 ð0; L1Þ;
rs;þ if x 2 ðL1 þ d; LÞ
is the electrical conductivity of solid active materials in an electrode (S m1), andjLi ¼ jLi x;/sðx; tÞ;/eðx; tÞ; csðx;RsðxÞ; tÞ; ceðx; tÞ; TðtÞð Þ
118 A.M. Ramos / Applied Mathematical Modelling 40 (2016) 115–125is the reaction current resulting in production or consumption of lithium (A m3) at point x and time t. For jLi the Butler–
Volmer equation is usually used (see, e.g., [2,4,6–9,11]):jLi x;/s;/e; cs; ce; Tð Þ ¼
3esðxÞ
RsðxÞ i0 exp
aaF
R T g
  exp acFR T g   if x 2 ð0; L1Þ [ ðL1 þ d; LÞ;
0 if x 2 ðL1; L1 þ dÞ
(
ð7Þ(here, for the sake of simplicity, we have considered the solid/electrolyte interfacial film resistance to be zero and it is there-
fore not included in the above equation), where asðxÞ ¼ 3esðxÞRsðxÞ is the specific interfacial area of electrodes (m
1), i0 ¼ i0ðx; cs; ceÞ,i0ðx; cs; ceÞ ¼ kðceÞ
aa ðcs;-;max  csÞaa ðcsÞac if x 2 ð0; L1Þ;
kþðceÞaa ðcs;þ;max  csÞaaðcsÞac if x 2 ðL1 þ d; LÞ
(
ð8Þis the exchange current density of an electrode reaction (A m2), k and kþ are kinetic rate constants (A m2þ6aaþ3ac
mol2aaac ), aa and ac (dimensionless constants) are anodic and cathodic transfer coefficients for an electrode reaction,g ¼ g x;/sðx; tÞ;/eðx; tÞ; csðx;RsðxÞ; tÞ; TðtÞð Þ;
g x;/s;/e; cs; Tð Þ ¼
/s  /e  Uðx; cs; TÞ; if x 2 ð0; L1Þ [ ðL1 þ d; LÞ;
0 if x 2 ðL1; L1 þ dÞ
is the surface overpotential (V) of an electrode reaction, and Uðx; cs; TÞ is the equilibrium potential (V) at the solid/electrolyte
interface (i.e., the open circuit voltage). One way of expressing U is as follows [10]:Uðx; c; TÞ ¼
U ccs;-;max
 
þ @U
@T
c
cs;-;max
 
T  Trefð Þ if x 2 ð0; L1Þ;
Uþ ccs;þ;max
 
þ @Uþ
@T
c
cs;þ;max
 
T  Trefð Þ if x 2 ðL1 þ d; LÞ;
8><
>:where U;Uþ; @U@T , and
@U
@T are functions typically obtained from fitting experimental data, and cs;þ;max (mol m
3) is the max-
imum possible concentration in the solid positive electrode.
Remark 1. For low overpotential cases, the Butler–Volmer Eq. (7) can be simplified to the following linearized version [8]:jLi x;/s;/e; cs; ce; Tð Þ ¼
3esðxÞ
RsðxÞ i0
ðaaþacÞF
R T g; if x 2 ð0; L1Þ [ ðL1 þ d; LÞ;
0; if x 2 ðL1; L1 þ dÞ:
(Regarding heat transfer, Eq. (6), M (kg) is the mass of the battery, Cp (J kg1 K1) is the specific heat capacity, h
(Wm2 K1) is the heat transfer coefficient for convection, As (m2) is the cell surface area exposed to the convective cooling
medium (typically air), Tamb is the (ambient) temperature of the cooling medium,qr ¼ qrðtÞ ¼ A
Z L
0
jLigdxis the total reaction heat, qj ¼ qjðtÞ,qjðtÞ ¼ Aes;-r
Z L1
0
@/s
@x
	 
2
dxþ Aes;þrþ
Z L
L1þd
@/s
@x
	 
2
dxþ A
Z L
0
epej
@/e
@x
	 
2
þ ð2t0þ  1Þ
R T
F
epej
@ ln ce
@x
	 

@/e
@x
	 
" #
dxis the ohmic heat due to the current carried in each phase and the limited conductivity of that phase,qc ¼ qcðtÞ ¼ IðtÞ2
Rf
Ais the ohmic heat generated in the cell owing to contact resistance between current collectors and electrodes, Rf (Xm2) is the
film resistance of the electrodes, andqe ¼ qeðtÞ ¼ TA
Z L1
0
jLi
@U
@T
csðx;Rs;-; tÞ
cs;-;max
	 

dxþ
Z L
L1þd
jLi
@Uþ
@T
csðx;Rs;þ; tÞ
cs;þ;max
	 

dx
 is the reversible heat caused by the reaction entropy change (see [13,10] for a simpler formulation of qeðtÞ).
Heat sources qr; qj, and qc are always positive and, as explained in [6], the second term inside the last integral of qj is gen-
erally negative. On the other hand, qe can be either positive or negative.
Remark 2. The second term on the left-hand side of system (4) is often written in the literature with ð1 t0þÞ (see [2,3]) or
2ð1 t0þÞ (see [4,6–9,11]), instead of ð1 2t0þÞ, which is the correct term (see [1, page 250]). We remind ourselves that we are
assuming here that t0þ is constant and is given by [1]
A.M. Ramos / Applied Mathematical Modelling 40 (2016) 115–125 119t0þ ¼
D0;þ
D0; þ D0;þ ;where D0; and D0;þ are transport coefficients related to the diffusion of Li+ cations and the corresponding anions,
respectively.Remark 3. Many authors (see, e.g., [6,10]) use some physiochemical parameters involved in the model depending on T and
use the Arrhenius equation to express such a dependency, which needs the corresponding activation energies. The depen-
dency of some parameters on T can sometimes be estimated. For instance, Kim et al. [11] give formulae for
jðce; TÞ;Deðc; TÞ, and t0þðc; TÞ.Remark 4. This system of equations does not have a unique solution (if /sðx; tÞ and /eðx; tÞ are solutions, then /sðx; tÞ þ cðtÞ
and /eðx; tÞ þ cðtÞ are also solutions, for any function cðtÞ). One way of avoiding this is to set a reference value of /sðx; tÞ or
/eðx; tÞ at some point x. For instance, we can impose /sð0; tÞ ¼ 0 for any t 2 ½0; tend (see Remark 12). Some results regarding
the existence and uniqueness of a solution are given in Section 4.
After solving the above model, we can get SOCðtÞ by using (1) and the cell voltage VðtÞ (A), at time t, given byVðtÞ ¼ /sðL; tÞ  /sð0; tÞ 
Rf
A
IðtÞ: ð9ÞWe calculate the battery pack voltage by multiplying the single cell voltage of Eq. (9) by the number of serially connected
cells in the battery.
3. Correct boundary conditions in (5)
Remark 5. In [6–8,11], the following boundary conditions at x ¼ 0 and x ¼ L arre used instead of those presented in (5):es;-r @/s
@x
ð0; tÞ ¼ es;þrþ @/s
@x
ðL; tÞ ¼ IðtÞ
A
: ð10ÞGomadam et al. [4] use the following boundary conditions at x ¼ 0 and x ¼ L:es;-r @/s
@x
ð0; tÞ ¼ es;þrþ @/s
@x
ðL; tÞ ¼  IðtÞ
A
: ð11ÞIn Section 3.1 it is proved that both conditions are not correct from a physical point of view, because the resulting system
of equations does not model battery performance. Then, in Section 4.1 it is proved that they are also mathematically incor-
rect, because, in fact, the corresponding system of boundary value problems modeling the conservation of charge does not
have a solution (therefore the system is not well-posed) unless IðtÞ  0 (see Remark 7).3.1. Deduction of system (5)
Given an external current IðtÞ (A) applied to the battery (IðtÞ > 0 when the battery is discharging), according to Kirchoff’s
law I ¼ Is þ Ie, where Is and Ie are the current (A) in the solid electrode and the electrolyte, respectively. Now, by Ohm’s law,Isðx; tÞ ¼ ArðxÞ @/s
@x
ðx; tÞ ¼ IðtÞ  Ieðx; tÞ: ð12ÞThen, for each t 2 ð0; tendÞ, taking into account the porous nature of the solid electrodes (only a fraction of the volume
contribute to the conductivity) and using@Ie
@x
ðx; tÞ ¼ AjLi; ð13Þwe obtain the following equation for the conservation of charge in the electrode solid phase:esr @
2/s
@x2
¼ jLi; in ð0; L1Þ [ ðL1 þ d; LÞ:We point out that Isðx; tÞ ¼ 0 (and therefore Ieðx; tÞ ¼ IðtÞ) for all x 2 ðL1; L1 þ dÞ and Ieð0; tÞ ¼ IeðL; tÞ ¼ 0. This provides,
with (12), the following boundary conditions:esð0Þrð0Þ @/s
@x
ð0; tÞ ¼ esðLÞrðLÞ @/s
@x
ðL; tÞ ¼  IðtÞ
A
;
@/s
@x
ðL1; tÞ ¼ @/s
@x
ðL1 þ d; tÞ ¼ 0;
120 A.M. Ramos / Applied Mathematical Modelling 40 (2016) 115–125which completes the deduction of system (5). Therefore, if, for instance, the battery is discharging, jLi > 0 (respectively,
jLi < 0) if x 2 ð0; L1Þ (respectively, if x 2 ðL1 þ d; LÞ), and the graph of /sð; tÞ for some time t 2 ðt; tendÞ could be qualitatively
(not necessarily quantitatively) similar to that shown in Fig. 1.
3.2. Deduction of system (4)
Disregarding deviations of the electrolyte solution from ideal behavior, we have (see [1])Ieðx; tÞ ¼ Aj @/e
@x
ðx; tÞ þ Að1 2t0þÞ
RT
F
j
@
@x
ln ceðx; tÞð Þ:The first term on the right-hand side is due to Ohm’s law (as in (12)), and the second term accounts for concentration
variations.
Then, for each t 2 ð0; tendÞ, taking into account the porous nature of the solid electrodes and again using (13), we obtain
the following equation for the conservation of charge in the electrode solid phase: @
@x
epej
@/e
@x
	 

þ ð1 2t0þÞ
RT
F
@
@x
epej
@
@x
ln ceð Þ
	 

¼ jLi; in ð0; LÞ;together with boundary conditions Ieð0; tÞ ¼ IeðL; tÞ ¼ 0—that is,jðceð0; tÞÞ @/e
@x
ð0; tÞ þ ð1 2t0þÞ
2T
F
jðceð0; tÞÞ @
@x
ln ceð0; tÞð Þ ¼ 0;
jðceðL; tÞÞ @/e
@x
ðL; tÞ þ ð1 2t0þÞ
2T
F
jðceðL; tÞÞ @
@x
ln ceðL; tÞð Þ ¼ 0;which, if we take into account the boundary conditions in (2), are equivalent to@/e
@x
ð0; tÞ ¼ @/e
@x
ðL; tÞ ¼ 0:4. Existence and uniqueness of a solution of system (4) and (5)
Let us study some properties regarding the existence and uniqueness of a solution of (4) and (5). We will focus here only
on the equations involving conservation of charge.
Even if coupling with the concentrations of lithium is not included in the analytic work, the system studied is interesting
and not trivial. It is interesting because suitable numerical schemes of the full model will probably be needed to solve sys-
tems of this kind at each time step of a time-discretized version of the full model. It is nontrivial because it is a system of
three boundary value problems, defined and coupled over three different domains. Moreover, as we will see below, the sys-
tem does not have a unique solution except if the parameters involved in the system satisfy a compatibility condition (which
is satisfied when the parameters come from the full model) and we add an extra boundary condition (which is equivalent to
set a reference potential value and, therefore, consistent with the physics of the problem). The existence result shown in
Section 4.3 is not standard, since it requires the use of functional analysis techniques.0 0.2 0.4 0.6 0.8 1
−1
0
1
2
3
4
5
x/L
φ s
 (x
,t)
Fig. 1. Typical graph of /sð; tÞ for some time t 2 ðt; tendÞ.
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Let us suppose ðce; cs;/e;/s; TÞ is a solution of the full model. Given t 2 0; tendð Þ, let us denote uðxÞ ¼ /eðx; tÞ and
vðxÞ ¼ /sðx; tÞ. Then, ifEðx;wÞ ¼ exp aaF
RT
w f ðxÞð Þ
	 

 exp acF
RT
w f ðxÞð Þ
	 

;u and v must satisfy the following system of equations equivalent to (4) and (5): ddx rðxÞ dudx ðxÞ
 þ m ddx rðxÞ ddx lnðcðxÞÞ 
¼
kbðxÞEðx; vðxÞ  uðxÞÞ; if x 2 ð0; L1Þ;
kþbþðxÞEðx; vðxÞ  uðxÞÞ; if x 2 ðL1 þ d; LÞ;
0; if x 2 ðL1; L1 þ dÞ;
8><
>:
du
dx ð0Þ ¼ dudx ðLÞ ¼ 0;
8>>>><
>>>:
ð14Þ
 d2vdx2 ðxÞ ¼ qbðxÞEðx;vðxÞ  uðxÞÞ; if x 2 ð0; L1Þ;
 d2vdx2 ðxÞ ¼ qþbþðxÞEðx;vðxÞ  uðxÞÞ; if x 2 ðL1 þ d; LÞ;
 dv
@x ð0Þ ¼ d; dv@x ðLÞ ¼ dþ; dvdx L1ð Þ ¼ dvdx L1 þ dð Þ ¼ 0;
8><
>: ð15Þ
rðxÞ ¼ eeðxÞpjðceðx; tÞ; TðtÞÞ; cðxÞ ¼ ceðx; tÞ; m ¼ ð1 2t0þÞ
2TðtÞ
F
;
bðxÞ ¼ 3esðxÞRsðxÞ ðceðx; tÞÞ
aa ðcs;;max  csðx;Rs; tÞÞaa ðcsðx;Rs; tÞÞac ;
q ¼
k
er
; d ¼ 1es;r
IðtÞ
A
; f ðxÞ ¼ Uðx; csðx;Rs; tÞ; TðtÞÞ: ð16ÞRemark 6. Applying the divergence theorem, we can easily show that any solution of (14) and (15) must satisfyk
Z L1
0
bðxÞEðx;vðxÞ  uðxÞÞdxþ kþ
Z 1
L1þd
bþðxÞEðx;vðxÞ  uðxÞÞdx ¼ 0;
q
Z L1
0
bðxÞEðx;vðxÞ  uðxÞÞdx ¼ d;
qþ
Z L
L1þd
bþðxÞEðx;vðxÞ  uðxÞÞdx ¼ dþ:Therefore, a necessary compatibility condition for the existence of a solution of system (14) and (15) is kdq ¼
kþdþ
qþ
, which
is true if (16) holds, because kdq ¼
IðtÞ
A .Remark 7. If we use boundary condition (10) or (11), the corresponding compatibility condition will be kdq ¼ 
kþdþ
qþ
, or
equivalently IðtÞ ¼ IðtÞ, which is satisfied only if IðtÞ  0.
Since the function rðxÞmay not be smooth (at least in a general situation), system (14) and (15) (or, equivalently, (4) and
(5)) may not have a classical solution. Therefore, we look for what is commonly known as aweak solution. To find the require-
ments that this solution should satisfy, we use the following functional analysis framework.
Let us consider the Hilbert spaceH ¼ H1ð0; LÞ  H1ð0; L1Þ \ H1ðL1 þ d; LÞ
 
;with the norm given bykðu;vÞk2V ¼ kuk2H1ð0;LÞ þ kvk2H1ð0;L1Þ þ kvk
2
H1ðL1þd;LÞ
¼
Z L
0
uðxÞ2 þ du
dx
ðxÞ
	 
2" #
dxþ
Z L1
0
vðxÞ2 þ dv
dx
ðxÞ
	 
2" #
dxþ
Z 1
L1þd
vðxÞ2 þ dv
dx
ðxÞ
	 
2" #
dx:
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dx
2 L2ða; bÞ
 
;where Lpða; bÞ (with pP 1) is the set of all measurable functions from ða; bÞ to R whose absolute value raised to the pth
power has finite integral, and d/dx denotes the derivative of / in the sense of distributions.
Multiplying (14) (duality product h; iðH1ð0;LÞÞ0H1ð0;LÞ) by the function u 2 H
1ð0; LÞ and similarly multiplying (15) by the
function w 2 H1ð0; L1Þ \ H1ðL1 þ d; LÞ, we getZ L
0
rðxÞdu
dx
ðxÞdu
dx
ðxÞdxþ
Z L1
0
dv
dx
ðxÞdw
dx
ðxÞdxþ
Z L
L1þd
dv
dx
ðxÞdw
dx
ðxÞdx k
Z L1
0
bðxÞEðx;vðxÞ  uðxÞÞuðxÞdx
 kþ
Z L
L1þd
bþðxÞEðx;vðxÞ  uðxÞÞuðxÞdxþ q
Z L1
0
bðxÞEðx;vðxÞ  uðxÞÞwðxÞdxþ qþ
Z L
L1þd
bþðxÞEðx; vðxÞ
 uðxÞÞwðxÞdx ¼ m
Z L
0
rðxÞ
cðxÞ
dc
dx
ðxÞdu
dx
ðxÞdx dwð0Þ þ dþwð1Þ:This equality can be rewritten asa ðu; vÞ; ðu;wÞ½  ¼ l ðu;wÞ½ ;
where a ðu;vÞ; ðu;wÞ½ , and l ðu;wÞ½  are the left-hand side and right-hand side, respectively, of the previous expression.
According to this, we have the following definition of a weak solution (which we will call solution in the following).
Definition 8. A (weak) solution of system (14) and (15) is a couple of functions ðu;vÞ 2 H such that
a ðu; vÞ; ðu;wÞ½  ¼ l ðu;wÞ½ ; 8 ðu;wÞ 2 H: ð17Þ4.2. The uniqueness of solution of system (14) and (15)
For simplicity let us study system (14) and (15), which is equivalent to system (4) and (5).
Proposition 9. If ðu1;v1Þ and ðu2;v2Þ are two solutions of (14) and (15), then there exists a constant s 2 R such that
u2ðxÞ  u1ðxÞ  s; 8 x 2 ð0; LÞ;andv2ðxÞ  v1ðxÞ  s; 8 x 2 0; L1ð Þ \ L1 þ d; Lð Þ:Proof. Let us suppose ðu1;v1Þ and ðu2;v2Þ are two solutions of (14) and (15)—that is, they satisfy (17). Then, using
ðu;wÞ ¼ ðu2  u1;v2  v1Þ in (17), withv iðxÞ ¼
k
q
v iðxÞ if x 2 0; L1ð Þ;
kþ
qþ
v iðxÞ if x 2 L1 þ d; Lð Þ;
8<
: ði ¼ 1;2Þ;we havea ðu2;v2Þ; ðu2  u1;v2  v1Þ½   a ðu1;v1Þ; ðu2  u1;v2  v1Þ½  ¼ 0;
which is equivalent toZ L
0
rðxÞ dðu2  u1Þ
dx
ðxÞ
	 
2
dxþ k
q
Z L1
0
dðv2  v1Þ
dx
ðxÞ
	 
2
dxþ kþ
qþ
Z L
L1þd
dðv2  v1Þ
dx
ðxÞ
	 
2
dx
þ k
Z L1
0
bðxÞðEðx; v2ðxÞ  u2ðxÞÞ  Eðx; v1ðxÞ  u1ðxÞÞÞ v2ðxÞ  u2ðxÞð Þ  v1ðxÞ  u1ðxÞð Þð Þdx
þ kþ
Z L
L1þd
bþðxÞ Eðx; v2ðxÞ  u2ðxÞÞ  Eðx; v1ðxÞ  u1ðxÞÞð Þ v2ðxÞ  u2ðxÞð Þ  v1ðxÞ  u1ðxÞð Þð Þdx ¼ 0:Hence, from the monotonicity properties of the exponential function,Z L
0
rðxÞ dðu2  u1Þ
dx
ðxÞ
	 
2
dxþ k
q
Z L1
0
dðv2  v1Þ
dx
ðxÞ
	 
2
dxþ kþ
qþ
Z L
L1þd
dðv2  v1Þ
dx
ðxÞ
	 
2
dx ¼ 0
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v2ðxÞ  u2ðxÞð Þ  v1ðxÞ  u1ðxÞð Þ ¼ 0 8 x 2 0; L1ð Þ \ L1 þ d; Lð Þ;which implies that there exists a constant s 2 R such that
u2ðxÞ  u1ðxÞ  s; 8 x 2 ð0; LÞand
v2ðxÞ  v1ðxÞ  s; 8 x 2 0; L1ð Þ \ L1 þ d; Lð Þ: Corollary 10. If ðu1; v1Þ and ðu2;v2Þ are two solutions of (14) and (15), then v1ðxÞ  u1ðxÞ ¼ v2ðxÞ  u2ðxÞ for all
x 2 0; L1ð Þ \ L1 þ d; Lð Þ and, therefore,Eðx;v1ðxÞ  u1ðxÞÞ ¼ Eðx; v2ðxÞ  u2ðxÞÞ:Corollary 11. If we add the boundary conditionvð0Þ ¼ 0 ð18Þ
(or vðxÞ ¼ s 2 R or uðxÞ ¼ s 2 R, with x and s arbitrarily chosen), then if system (14), (15), and (18) has a solution, it is unique.Remark 12. According to the mathematical results shown in Proposition 9, Corollaries 10, and 11, one way of getting the
property of uniqueness of solution of system (4) and (5) (see the nonuniqueness results in Remark 4) is by setting a reference
potential value for /s or /e for each t 2 ð0; tendÞ. For instance,/sð0; tÞ ¼ 0 ðor/sðx; tÞ ¼ sðtÞ 2 R; x and sðtÞ arbitrarily chosenÞ: ð19Þ4.3. The existence of a solution of system (14), (15), and (18)
Let us study the existence of a solution for the following linearized approximation (see Remark 1) of system (14), (15), and
(18): ddx rðxÞ dudx ðxÞ
 þ m ddx rðxÞ ddx lnðcðxÞÞ 
¼
kbðxÞ vðxÞ  uðxÞ  f ðxÞð Þ; if x 2 ð0; L1Þ;
kþbþðxÞ vðxÞ  uðxÞ  f ðxÞð Þ; if x 2 ðL1 þ d; LÞ;
0; if x 2 ðL1; L1 þ dÞ;
8><
>:
du
dx ð0Þ ¼ dudx ðLÞ ¼ 0;
8>>><
>>>>:
ð20Þ
 d2vdx2 ðxÞ ¼ hbðxÞ vðxÞ  uðxÞ  f ðxÞð Þ; x 2 ð0; L1Þ;
 d2vdx2 ðxÞ ¼ hþbþðxÞ vðxÞ  uðxÞ  f ðxÞð Þ; x 2 ðL1 þ d; LÞ;
 dvdx ð0Þ ¼ d; dvdx ð1Þ ¼ dþ; dvdx L1ð Þ ¼ dvdx L1 þ dð Þ ¼ 0;
8>><
>: ð21Þ
vð0Þ ¼ 0 ðorvðxÞ ¼ s 2 R; with x and s arbitrarily chosenÞ; ð22Þ
wherek ¼ k ðaa þ acÞFRT ; h ¼ q
ðaa þ acÞF
RT
:Remark 13. The results in Proposition 9 are also valid for the solutions of (20) and (21). Therefore, if system (20)–(22) has a
solution, then it is unique.
Multiplying (20) (duality product h; iðH1ð0;LÞÞ0H1ð0;LÞ) by the function u 2 H1ð0; LÞ and similarly multiplying the first and
second equations of (21) by the functions kh w and
kþ
hþ
w, respectively, with w 2 H1ð0; L1Þ \ H1ðL1 þ d; LÞ, we obtain the following
equality:Z L
0
rðxÞdu
@x
ðxÞdu
dx
ðxÞdxþ k
h
Z L1
0
dv
dx
ðxÞdw
dx
ðxÞdxþ kþ
hþ
Z L
L1þd
dv
dx
ðxÞdw
dx
ðxÞdxþ k
Z L1
0
bðxÞ vðxÞ  uðxÞð Þ wðxÞ uðxÞð Þdx
þ kþ
Z L
L1þd
bþðxÞ vðxÞ  uðxÞð Þ wðxÞ uðxÞð Þdx ¼ k
Z L1
0
bðxÞf ðxÞ uðxÞ  wðxÞð Þdxþ kþ
Z L
L1þd
bþðxÞf ðxÞ uðxÞ  wðxÞð Þdx
þ m
Z L
0
rðxÞ
cðxÞ
dc
dx
ðxÞdu
dx
ðxÞdx kd
h
wð0Þ þ kþdþ
hþ
wð1Þ:
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where a ðu;vÞ; ðu;wÞ½ , and l ðu;wÞ½  are the left-hand side and right-hand side, respectively, of the previous expression.
According to this, we have the following definition of a weak solution (which we will call solution in the following).
Definition 14. A (weak) solution of system (20) and (21) is a couple of functions ðu;vÞ 2 H such that
a ðu; vÞ; ðu;wÞ½  ¼ l ðu;wÞ½ ; 8 ðu;wÞ 2 H: ð23ÞIt is easy to show that, in this case, a : H  H ! R is bilinear and continuous and l : H ! R is linear and continuous. To be
able to apply the Lax–Milgram theorem we need to show that a : H  H ! R is coercive, but this is not true (otherwise we
would get a unique solution of system (20) and (21), which, as we pointed out in Remark 13, is not true). Let us try to over-
come this problem by changing H by a suitable closed subspace.
Let H ¼ fu 2 H1ð0; LÞ : R L0 uðxÞdx ¼ 0g  H1ð0; L1Þ \ H1ðL1 þ d;1Þ . It is known that fu 2 H1ð0; LÞ : R L0 uðxÞdx ¼ 0g is a
closed subspace of H1ð0;1Þ and there exists a constant a > 0 such that, for any function u in that set,Z L
0
rðxÞ duðxÞ
dx
ðxÞ
	 
2
dxP a
Z L
0
uðxÞ2dx:Proposition 15. There exists a unique couple of functions ðu;vÞ 2 H satisfying
a ðu; vÞ; ðu;wÞ½  ¼ l ðu;wÞ½ ; 8 ðu;wÞ 2 H: ð24ÞProof. It is easy to show that a : H  H ! R is bilinear and continuous and l : H ! R is linear and continuous. Hence, to be
able to apply the Lax–Milgram theorem we need to show that a : H  H ! R is coercive. Now,a ðu;wÞ; ðu;wÞ½  ¼
Z L
0
rðxÞ du
dx
ðxÞ
	 
2
dxþ k
h
Z L1
0
dw
dx
ðxÞ
	 
2
dxþ kþ
hþ
Z L
L1þd
dw
dx
ðxÞ
	 
2
dxþ k
Z L1
0
bðxÞ wðxÞ uðxÞð Þ2dx
þ kþ
Z L
L1þd
bþðxÞ wðxÞ uðxÞð Þ2dxP r2
Z L
0
du
dx
ðxÞ
	 
2
dxþ ra
2
Z L
0
uðxÞ2dxþ k
h
Z L1
0
dw
dx
ðxÞ
	 
2
dx
þ kþ
hþ
Z L
L1þd
dw
dx
ðxÞ
	 
2
dxþ kb
Z L1
0
wðxÞ2 þuðxÞ2  2uðxÞwðxÞ
 
dxþ kþbþ
Z L
L1þd
wðxÞ2 þuðxÞ2  2uðxÞwðxÞ
 
dx;with r ¼ infx2ð0;1ÞfrðxÞg > 0 and b ¼ infx2ð0;1ÞfbðxÞg > 0. Using the Young inequality, for any b > 0 and bþ > 0, we getwðxÞ2 þuðxÞ2  2uðxÞwðxÞ
 
P wðxÞ2  bwðxÞ2 þuðxÞ2 
1
b
uðxÞ2
	 

:Then, if we take b and bþ defined byra
6
þ kb ¼ kb 1b
;we have b 2 ð0;1Þ; bþ 2 ð0;1Þ, anda ðu;wÞ; ðu;wÞ½ P r
6
Z L
0
du
dx
ðxÞ
	 
2
dxþ ra
2
Z L
0
uðxÞ2dxþ k
h
Z L1
0
dw
dx
ðxÞ
	 
2
dxþ kþ
hþ
Z L
L1þd
dw
dx
ðxÞ
	 
2
dxþ kbð1 bÞZ L1
0
wðxÞ2dxþ kþbþð1 bþÞ
Z L
L1þd
wðxÞ2dx;Pmin r
6
;
ra
2
;
k
h
;
kþ
hþ
; kbð1 bÞ; kþbþð1 bþÞ
 
jjðu;wÞk2H;which proves the coercivity property and finishes the proof. hTheorem 16. If ðu;vÞ 2 H is the solution of (24), then ðuþ c;v þ cÞ 2 H is a solution of (20) and (21) for any c 2 R.Proof. We have to prove that ðu;vÞ ¼ ðuþ c;v þ cÞ satisfies (23) for any c 2 R. Now, for any ðu;wÞ 2 H,ðu;wÞ ¼ u 1
L
Z L
0
uðxÞdx;w 1
L
Z L
0
uðxÞdx
	 

2 H:
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kþdþ
hþ
¼ IðtÞA , we havea½ðuþ c; v þ cÞ; ðu;wÞ ¼ a ðu;vÞ; u 1
L
Z L
0
uðxÞdx;w 1
L
Z L
0
uðxÞdx
	 
 
¼ l u 1
L
Z L
0
uðxÞdx;w 1
L
Z L
0
uðxÞdx
	 

¼ l u;wð Þ þ kd
h
 kþdþ
hþ
	 

1
L
Z L
0
uðxÞdx ¼ l u;wð Þ;which concludes the proof. hCorollary 17. There exists a unique solution of (20)–(22).5. Conclusions
A fully mathematical model for the simulation of a lithium-ion battery was presented, based on a macrohomogeneous
approach developed by Newman [1] It includes a system of boundary value problems for the conservation of lithium and
conservation of charge in the solid and electrolyte phases, together with an initial value problem accounting for the conser-
vation of energy. This model can be very helpful for the design and optimization of new batteries and also for the real-time
control of their performance.
In recent last years, several authors have used similar models with an incorrect boundary condition. In this article, we
showed, from a physical and a mathematical point of view, why such a boundary condition is incorrect. To show that, we
proved that the system of equations including that boundary condition does not have a solution. Then, we deduced the cor-
rect boundary condition and we gave some results regarding the uniqueness and existence of a solution of the corresponding
problem.
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