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In defining localization of noncommutative rings, there are two specific 
situations which must be included in the scope of the definition: One is of 
course the well-known process of localizing a commutative ring R by i 
multiplicative subset S C R to obtain the ring of fractions Rs . The second- 
and less obvious-specific situation is provided by the theory of hereditary 
orders over a discrete rank-one valuation ring R in a simple algebra Z over 
its quotient field [2], [a, [14]. 
A maximal order r over R in ,Z is quasi-local and heredit.ary, i.e., if N is 
the Jacobson radical of r, then r/N is a simple ring with minimum condition, 
and gl dim (.F) = 1. Moreover, if /l C Z is a hereditary order, then there is a 
one-one correspondence between maximal orders over L! and maximal two- 
sided ideals in (1. 
In studying these two situations, we find two common properties which 
we incorporate into the definition of a localization. Specifically, a ring 
homomorphism 01 : R -+ S will be called a left ZocaZization if (1) OL is an 
epimorphism in the category of rings; and (2) (Y induces on S the structure 
of a flat right R-module. (These definitions are explained in Section 1.) 
A left localization induces a localization functor from the category of left 
R-modules to the category of left S-modules. This functor is very similar 
to the localization defined by Gabriel [22] and studied by the Walkers [23]. 
The major difference in point of view is that the theory of quotient categories 
begins with Abelian categories, with rings as a specific example, while we 
find it more rewarding to study localizations as phenomena internal to the 
category of rings. The two theories do coincide at some specific points, which 
can be easily discovered by the reader interested in quotient categories. 
It is useful to emphasize here a point which occurs many times in the 
body of the paper, namely that a left localization need not be a right localiza- 
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tion. It is here that the main distinction between the commutative and non- 
commutative cases resides. 
In Section 1 we discuss formal properties of left localizations. Section 2 
begins with a review of the so-called Morita theorems on endomorphism 
rings of finitely generated (f.g.) projective modules. This seems the most 
useful way to present the notion of a finite left localization, which is derived 
from the example of hereditary orders. A left localization (Y : R -+ S is 
called$&e if LX induces on S the structure of a f.g. projective right R-module. 
If R is commutative, every finite localization of R is a map R -+ Re, e E R 
idempotent element. Such maps are not interesting. However, a maximal 
order is a finite localization of a hereditary suborder, and this is quite non- 
trivial. 
In Section 3, we restrict our attention to semilocal rings. We obtain 
criteria for the existence of a finite left localization of a semilocal ring R at a 
maximal two-sided ideal p and prove the uniqueness of such a localization 
in case it exists. It is easy to see that such a localization may not exist in 
specific cases, for example if R is a commutative semilocal domain. 
In Section 4, we define a semilocal ring R to be finitely localizable if there 
exist finite left localizations R + Ri at every maximal two-sided ideal pi of R, 
and each R + Rx is also a finite right localization (although not at pi in 
general). We find that finitistic homological dimension is preserved, but 
global dimension is not preserved in general, by localization of localizable 
rings. We end Section 4 with a characterization of finitely localizable algebras 
of finite global dimension over a discrete rank-one valuation ring. 
In Section 5, we apply the theory of finite localizations to prove the follow- 
ing theorem: If (1 is an order over a discrete rank-one valuation ring R in a 
simple algebra .Z over its quotient field, and every maximal order I’ with 
fl C r C Z is left A-projective as a module, then /l is hereditary. 
In this paper, all rings have a unit and all algebras, ring homomorphisms 
and modules are unitary. The reader is assumed to be familiar with standard 
notions of commutative rings [24] and homological algebra [S]. 
1. FORMAL PROPERTIES OF LOCALIZATIONS 
We begin with some remarks about epimorphisms in the category of 
rings. If % is any category, a morphism cy : A-+ B in V is called an epa’mor- 
phism if given fir , /3a : B + C, morphisms in V such that /&LX = j3+, we have 
/3r = /3a. The following proposition is essentially well known, but we sketch 
a proof for convenience. 
PROPOSITION 1.1. A morphism (Y : R + S is an epa’morphism in the category 
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of rings if and only if the canonical map S OR S + S induced by the multiplica- 
tion in S is an isomorphism. 
Proof. Let j3r , ,6a : S -+ T be ring maps such that /3ia = /3sa and suppose 
that S OR S + S is an isomorphism. Then fli @ /?s : S OR S + T is a well- 
defined map of R-bimodules, and pi(x) = &(x) for all x E S since 
x@l=l@xinS@RS. 
To prove the converse, consider an S - S bimodule M, and suppose that 
there is some m E M such that rm = mr for all r E R, but sm # ms for some 
s E S. We consider the ring structure on S @ M given by (si , m,) (s2 , m,) = 
srss , slm2 + m,s,), and define maps pi , /?s : S -+ S 0 M, &(s) = (s, 0), 
hs(s) = (s, sm - nts). Then /3i~ = &a but fir # /?a , hence c1 is not an epi- 
morphism.Thus{m~Mjrm=mrforr~R}={m~M~sm=msfors~S). 
Now with M = S OR S, 1 @ 1 E S @JR S, we have s @ 1 = 1 @I s for all 
s E S, so that S OR S -+ S is an isomorphism. This completes the proof. 
COROLLARY 1.2. Let OL : R + S be an epimorphism. Then 
(1) 01 maps the center of R into the center of S. 
(2) If R is commutative, then S is commutative. 
(3) If R is a commutative field and 01 # 0, then OL is an isomorphism. 
Proof. (1) If  C is the center of R, then S OR S is a C-module under 
& 0 JJ = SIC 0 $2 , since C is commutative. Then S & S + S is an 
isomorphism, so that c(s @ 1 - 1 @ s) = 0 for c E C, s E S, i.e., 
SC @ 1 = 1 @ cs, so SC = cs, and the statement is clear. 
(2) As above, R commutes with S. In this case S OR So is a ring, where 
So denotes the “opposite” ring of S, and S is a natural S OR So-module under 
(sl @ SZ) s = s1ss2 . However, the isomorphism of 1.1 gives also an isomor- 
phismS~~Ss-+S,sothats~l-l@s”=OinS@RSoforalls~S. 
Thus 0 = (s @ 1 - 1 @ so) s’ = ss’ - s’s for all s, s’ E S, and S is commu- 
tative. 
(3) For x E S, consider the subring R[x] of S generated by R and x. 
Since R is a field, one can easily see that R -+ R[x] is an epimorphism using 
the criterion of 1.1. If  x is transcendental over R, then j? : R[x] -+ R[x] 
defined by fi( f (x)) = f (0) agrees on R with the identity map of R[x]. So x 
cannot be transcendental over R by definition of an epimorphism. Finally, 
if [R[x] : R] < co, then by 1.1, [R[x] : RI2 = [R[x] : R], so [REX] : R] = 1 
and x E R. Hence OL is an isomorphism as desired. 
Proposition 1.1 allows the construction of many examples of epimorphisms. 
For instance, let 2 be the integers in the rational field Q, and n E 2, n > 1. 
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Then 2 + Q x Z/n2 is an epimorphism. Our main interest here is not with 
such pathological examples, however. 
We define a ring epimorphism a : R + S to be a left localization of R if (Y 
induces on S the structure of a flat right R-module, i.e., the functor 
M -+ S OR M is an exact functor from left R-modules to left S-modules [S]. 
Remark. If R is a commutative domain with quotient field K, then the 
localizations of R are exactly the intermediate rings R C S C K such that S 
is a flat R-module. These are the generalized quotient rings of [Z9]. In fact, 
if R + S is a localization, then the diagram 
R- S 
I I 
K----+S@K 
R 
is a push-out diagram in the category of rings, so that K + S OR K is an 
isomorphism, or zero. But S is R-flat, hence S + S @R K is manic, hence 
SCS@RKNK. 
It should be noticed that it follows from [13] that every generalized quo- 
tient ring of a dedekind domain R is an actual quotient ring if and only if the 
ideal class group of R is torsion. 
COROLLARY 1.3. Let a : R -+ S be an epimorphism of rings. If M, M’ are 
S-modules, then S@RM-+M, Horn, (M, M’) -+ HomR (M, M’) 
are isomorphisms. Furthermore, ;f a is a left localization, then 
Exts (M, M’) w ExtR (M, M’), and left gl. dim (S) < left gl. dim (R). 
Proof. We have M w S OS M, so 
S@M+@S)@MiaS@M. 
R R S R 
Then by adjointness ([8], 11.5.2), 
HomR (M, M’) w Horns (S @ M, MI) es Horns (M, M’). 
R 
To prove the last statement, we note that the functor S & (*) converts 
an R-projective resolution of M into an S-projective resolution of M when a 
is a left localization. The assertion now follows by standard methods. 
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LEMMA 1.4. Let a: : R + S be a left localixation, M a left R-module, and 
consider oi : M--t S OR M. Then there is a 1-l correspondence between 
(S-submodules E C S OR M} and {a-l(E) / E C S OR M, an S-submod- 
ule}. 
Proof, It is enough to show that S OR a-l(E) = E for any EC S OR M: 
But clearly, 01 induces an isomorphism E/a-l(E) -+ E + ol(M)/ol(M), and 
S OR (E + ol(M)/or(M)) = 0, therefore S OR E/or-l(E) = 0, as desired. 
COROLLARY 1.5. 01 : R -+ S a left localization, M a simple left R-module. 
Then either S OR M = 0, or else M + S OR M is manic, in which case 
S OR M is a simple left S-module. 
Proof. It follows easily from 1.4. See the remarks after 3.7 for further 
information about simple modules. 
PROPOSITION 1.6. A left localization 01 : R + S induces a l-l correspond- 
ence between {a C R left ideal 1 0 -+ R/a ---f S OR R/a is exact} and 
(b C S left ideal}. In particular, if R is left Noetherian (Artinian), then S 
is left Noetherian (Artinian). 
Proof. It is clear that for a C R, 0 + R/a + S OR R/a is exact if and 
only if a = ol-l(S OR a), so the first assertion follows easily from 1.4. The 
second statement requires only an easy manipulation with the chain condi- 
tions. 
We recall that a morphism /3 : A + B in a category V is called essential if /3 
is a monomorphism such that given y  : B -+ C in %, y  is a monomorphism if 
and only if yfl is such. 
PROPOSITION 1.7. Let 01 : R -+ S be a left localization and M a left 
R-module such that 0 -+ M + S OR M is exact. Then: 
(1) M+ S OR M is essential; 
(2) if M -+ M’ is an essential morphism of R-modules, then 
0 --+ M’+ S OR M’ is exact; 
(3) the injective envelope E of M is an S-module in a canonical and unique 
way, extending the given action of R. 
Proof. (1) This follows from the same techniques as in 1.4, i.e., one 
shows easily that S OR E/E n M = 0 for any R-submodule E of S OR M. 
In particular, if E f  0, then E n M # 0. 
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(2) Consider the commutative diagram 
M----+S@M 
R 
I I 
M’-S@M’ 
R 
Let K = ker (Ml-+ S OR M’). Then K n M is mapped to zero under the 
monomorphism M + S @R M -+ S @a M’, so K n M - 0. Then K y  0 
since M -+ M’ is essential. 
(3) Since E is injective and E + S @R E is essential by (2), then 
R+ S @a E is an R-isomorphism. But S OR E is an S-module, E has an 
S-module structure extending the given R-module structure. The uniqueness 
is obvious if one notes that an S-module-structure on E is simply a ring 
map S + End, (E). 
For any ring R, we define with Gabriel the “spectre” Sp (R) to be the set 
of isomorphism classes of indecomposable (left) R-injective modules. 
COROLLARY 1.8. Let OL : R -+ S be a left localization. Then OL induces a 
map Sp (S) + Sp (R) which maps Sp (S) bzjectively onto the set of &morphism 
classes of indecomposable R-injective modules E such that E -+ S @R E is manic. 
Proof. I f  E is S-injective, then E is R-injective simply because S is a 
flat right R-module. If  E is an indecomposable S-module, it is clear that E 
is an indecomposable R-module, since E FW E, @ E, entails 
E w S @a E, @ S @a E, , and S @a Ei w Ei as in the proof of 1.3. 
The relation among the two-sided ideals in R and S is understandably 
more diflicult. Only partial answers are available at this stage. To clarify 
these results, we recall the following definitions: 
An R-module M # 0 is called a prime module if Ann (M) = Ann (M’) 
for every nonzero submodule M’ of M. It is clear that the prime ideals of A 
may be characterized as the annihilators of prime R-modules. Also, R/P 
is a prime module if and only if p is prime. (These arc the “unircsidual” 
elements of [Za). The assassin&or (or set of associated primes) Ass (M) is 
given by {Ann (M’), M’C M prime submodule}. One retrieves the usual 
“tertiary” decomposition theory [Z7] using these notions. 
PROPOSITION 1.9. Let u : R + S be a left localization. Let M be a p-prime 
R-module such that 0 - M - S OR M is exact. Then S @R M is a prime 
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S-module whose annihilator is Arms (S OR R/p) N Horn: (S, S OR p). 
Moreover, 0 + R/p -+ S OR R/p is exact. 
Proof. If N is a nonzero S-submodule of S OR M, then M’ = N n M # 0 
by 1.7( 1). Moreover, by 1.4, S @JR M’ -+ N is an isomorphism. Since 
M’ is also a p-prime module, it suffices to prove that Arms (S OR M) = 
Arms (S OR R/p). For a E Anns(S @R R/p), we have aSCSp, so 
a(S OR M) C Im (Sp OR M + S OR M) = 0. On the other hand, 
we have Sn n R C Arms (M) = p since M + S OR M is manic, so 
0 + R/p -+ S OR R/p is exact. Then a E Ann (S OR M) entails 
SaS n R C Arms (S OR M) n R C p, so SaS = S(SaS n R) C Sp, and 
aS C Sp. 
To show that Arms (S OR R/p) cr! Horn; (S, S @JR p), we consider the 
exact sequence of R-bimodules 0 -+ p + R + R/p -+ 0, which leads to an 
exact sequence of S-bimodules, 
0 + Horn: (S, S @ p) + Horn; (S, S) + Horn: (S, S 0,:) , 
R 
since S is right R-flat. By 1.4, it is clear that this is the same as 
O-+Hom~(S,S@n)+S+End&,(S6J~), 
R 
so that 
Horn; (S’S Tn) = ker (S + End&, (S T$)) = Arms (S T+) . 
COROLLARY 1.10. a : R-+S a left localization. If p C R is 
a prime ideal such that 0 -+ R/p + S @R R/p is exact, then 
Arms (S @R R/p) z Horn: (S, S @R p) is a prime ideal of S. Moreover, 
af p is a maximal two-sided ideal of R, then Arms (S @R R/p) is a muximal 
two-sided ideal of S. 
Proof. Follows from 1.9 and the fact that R/p is a prime R-module. The 
last statement is clear - for example, p is the annihilator of a simple R- 
module (see 1.5). 
PROPOSITION 1.11. OL : R -+ S a left localization, Man R-module such that 
0 --+ M-F S @R M is exact. Then for every p E hR (M), 0 -+ R/p + S @R R/p 
is exact, and 
AS+ (S FM) = /Arms (S 9 -f-) 1 P E ASSR (Ml\ - 
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Proof. If M’ C M is a p-prime submodule, then 0 + M’ -+ S OR M’ is 
exact, so 0 -+ R/p + S OR R/p is exact, and 
Ann,(S,+) =Anns(STM’), 
S OR M’ a prime S-submodule of S & M, all by 1.8. Now let q be a prime 
of S with q E Asss (S OR M). Let NC S @R M be a q-prime submodule, 
and M’ = N n M. By 1.5, M’ # 0. Let M” be a p-prime submodule of M’, 
sopEAssR(M).ThenO+M”-tS@RM”isexactandO#S@RM”C N. 
Thus Arms (N) = Arms (S OR M”) = Arms (S OR R/p) as desired. 
COROLLARY 1.12. R left Noetherian. Let (Y : R + S be a left localization. 
Then every prime ideal q of S is of the form 
where Q is a prime of R such that 0 + R/Q + S OR R/Q is exact. 
Proof. Let a = q n R, and let b 1 a be an ideal such that b/a is a prime 
submodule of R/a for some prime Q of R. Such b exists because 
R is left Noetherian. Then S OR b/a is a prime submodule of S/q, and 
Arms (S OR b/a) = Arms (S OR R/Q) by 1.10. Hence Arms (S @a R/Q) = q. 
An important class of noncommutative rings is those rings for which 
every finitely generated left R-module M satisfies the following hypothesis: 
Given any submodule M’ C M, there are elements 
xl ,..., x,, E M’ such that Ann (M’) = ‘6 Ann (xi). 
f-l 
For example, R satisfies (H) if either (1) R is left Artinian, (2) R is left 
Noetherian and every ideal of R is two-sided, (3) R is an algebra which is a 
iinitely generated module over a commutative Noetherian ring in its center. 
One important consequence of (H) is that there is a one-to-one correspond- 
ence between indecomposable left R-injective modules and two sided prime 
ideals in R [Z2], [Z7]. 
PROPOSITION 1.13. Suppose R satkjies the hypothesis (H) for j%teb 
generated lef R-modules. Let R ---c S be a lef locahkation, Q C R a prime ideal. 
Then~~O~Rlp~SORRIQiSex4CtOTe~eSORRIQ=0. 
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Proof. Clearly, R/p is a prime R-module. Thus if 
then Ann (M) = p. Using (H), choose xi ,... x, E M such that 
p = ni Ann (xi). Define 
by f  (6) = (uxl , ax2 ,..., wJ> 
where d denotes the residue class modulo p of a E R, and 0” M denotes the 
direct sum of n copies of M. Clearly, f  is a monomorphism, since f  (6) = 0 
if and only if a E ni Ann (xi) = p. Since S OR M = 0, it follows that 
S OR R/p = 0, as desired. 
Remarks. (1) It is an open question whether the property (H) is 
inherited by a left localization, except for finite localization (see Section 3). 
(2) In general, it is not known whether the correspondence established 
by 1.12 is a bijection. It is not difficult to show that it is a bijection in the 
case that R is commutative Noetherian, generalizing the well-known result 
on rings of fractions. This is accomplished by referring to the injective 
modules (see [18]; also Theorem 2.14 below. 
(3) The generalization of Proposition 1.11 to include the case where 
M -+ S OR M is not necessarily manic is difficult. The most naive generaliza- 
tion is false. For example, one can construct a left localization R -+ S and a 
left R-module M with Ass (M) = {p} such that S OR R/p = 0 and 
S OR M # 0. This would be impossible if R were commutative. However, 
if all of the decompositions of R-modules are “primary” in the sense of 
Lesieur-Croisot [27], this could not arise. 
(4) Of course, the statements made here would hold just as well for right 
localizations. The main problem is that a left localization need not be a right 
localization, even for very reasonable rings. For example, let R be the ring 
of 2 x 2 (upper) triangular matrices over a field k. Let e E R be the idempo- 
tent Err , p = Re R. Then n is a prime ideal and R -+ R/p is a right localiza- 
tion but not a left localization. See also Section 4. 
(5) A left localization 01 : R -+ S could be said to be a left localization of 
R at n if p is the unique largest two-sided ideal of R in the set 
I 
aCRleftideals(O-+~+S$)~isexact . 
I 
It is then easy to show that Arms (S OR R/p) is the unique maximal two- 
sided ideal in S. 
The existence and uniqueness of such a localization is an open question. 
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2. PROJECTIVE MODULES AND THEIR ENDOMORPHISM RINGS 
Before considering the special case of finite localizations, it is necessary 
to examine further the relation between a ring R and the endomorphism 
ring of a finitely generated R-projective module. We begin with a summary 
of the Morita theorems [2], [3]. 
If P is a right R-module and T = EndR (P), we will consider P as a left 
T-module in the usual way. There are two canonical pairings, 
p : P @ Horn, (P, R) -+ Horn, (P, P), 
R 
7:HomR(R,R)@P-+R, 
T  
defined as follows for X, y E P, f E HomR (P, R) : p( f @ X) (y) = f (y) * x; 
G-(X of) =f(~). It is clear that p is a map of T-T bimodules, 7 a map of 
R-R bimodules. 7 is called the trace mapping of the R-module P. The image 
TV of 7 is called the trace ideal of P. The following propositions are well- 
known. Proofs can be found in the Appendix of [2]. 
PROPOSITION 2.1. The following are equivalent for a right R-module P: 
(1) P is f.g. right R-projective; 
(‘4 P : p @R HomR (p, R) -+ HomR (P, P) is an isomorphism; 
(3) p is onto; 
(4) There exist x1 ,..., x, E P, p1 ,..., vn E Horn, (P, R) such that for 
every X E P, X = Cy=l X@i(X)* 
PROPOSITION 2.2. Let P be a Jg. right R-module, T = End, (P). If 
rR(P) = R, then P is f.g. left T-projective. 
PROPOSITION 2.3. Let P be a$g. right R-projective module, T = End, (P), 
S = EndT (P). Then the canonical maps P @R S + P and Horns (P, S) + 
Horn, (P, S) are isomorphisms. 
PROPOSITION 2.4. Let P be a f.g. right R-projective module, T = End, (P), 
S = EndT (P). Then 
(1) TV is an idempotent two-sided ideal of R and P * TR(P) = P. 
(2) TT(P) = T and P is f.g. right S-projective. If moreover, 7R(P) = R, 
then P is a f.g. left T-projective module. 
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(3) Q(P) = R if and only if P is a generator for the category of right 
R-modules, i.e., Horn, (P, M) = 0 only if M = 0. 
(4) Q(P) = R if and only if P is faithfully R-projective, i.e., P OR M = 0 
only if M = 0. 
(5) If Q(P) = R, then the functors M -+ P OR M and N -+ HomT (P, N) 
establish an isomorphism between the Abelian categories of left R-modules and 
left T-modules. Moreover, the ring homomorphism R + Endr (P) is an iso- 
morphism. 
For the purposes of localization, it is convenient to consider a situation 
somewhat more general than that of 2.4. Namely, we consider the case 
where P is a f.g. left T-projective module, but Q(P) does not necessarily 
equal R. If R is commutative, this is always true. However, as we shall see 
later, it is not always so in the noncommutative case. 
First we will prove a theorem describing more completely the role of the 
trace ideal. 
THEOREM 2.5. Let P be a f.g. r&ht R-projective module w&h J = Q(P), 
T = EndR (P). Then there is a commutative diagram of R&modules 
O-K ___+ Hom,(P, R)@PA J-0 
I “1 
1 
I 
“a 
0 -----+ To&VI, J> - JFJ -J------+0 
in which all the vertical maps are isomorphisms. 
Proof. K is defined to be ker 7. The bottom row is obtained from the 
exact sequence 0 + J- R + RI J -+ 0 by applying the functor OR J. We 
note next that in the exact sequence below, r @ 1 is an isomorphism, 
0-K@P*- P*@P@P*--=+ JFP *-0 
R T R 
+ 
HOm, (f’s R) - H“mR (p, J), 
where P* = HomR (P, R). This follows easily from the commutativity of 
the given square of maps, all of which are isomorphiims. Thus K & P* = 0, 
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K @R P* @r P = 0, and K ox J = 0. We now define a2 to be the com- 
posite of the isomorphisms 
P*@P+P*@P@J=J@J. 
T  T  R R 
The theorem is now clear. 
LEMMA 2.6. Let F : d -+ 93 and G :&3--t d be additive functors of 
Abelian categories. Suppose that F is a left-&joint for G and that the natural 
transformation Q : 1~ + GF is an equivalence. Then for any object A of &, 
the ring homomorphism End, (A) -+ Ends (FA) is an isomorphism. (See [IO] 
for definitions and notation.) 
Proof. By hypothesis, the natural maps 
9Y(B, B) 1,O(B, GF(B)) : &(P(R), F(R)) 
are isomorphisms, where 8 is the adjointness isomorphism. Given f E 3?(R, B), 
we get the commutative diagram 
where the vertical maps are induced by composition with f. It follows that 
e(cso f) = F( f), applying both paths in the diagram to es E a(B, GF(B)). 
Now, applying the first remark in the proof, we are done. 
COROLLARY 2.7. Let P be a f.g. right R-projective module, TR(P) = J, 
EndR (P) = T, EndT (P) = S. Then S M End; (J @R J) as rings and 
R-bimodules, S M Horn; (J @R J, R) as R&modules. It follows that the 
ring homomorphism R + S depends only on J, i.e., given another f.g. right 
R-projective module P’ with TR(P’) = J, T’ = EndT(P’), S’ = End,(P’), 
there is a ring isomorphism S --t S’ and a commutative diagram 
S-S’ 
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Proof. Use Lemma 2.6 with ~2 = left R-modules, 39 = left T-modules, 
PA = P @a A, GB = P* OTB. It is easy to check that these functors 
satisfy the hypotheses of the lemma. Then by 2.6 and 2.5, we get canonical 
isomorphisms 
End,(P)-+Endi(P*qP)-*Endi(J@$J), 
aa desired. The other statements are straightforward. 
LEMMA 2.8. Let P be a f.g. right R-projective module with T = EndR (P). 
For a right T-module M, M is T-projective if and only if M&P is 
R-projective. 
Proof. If M is T-projective, then clearly M QT P is R-projective. On 
the other hand, given the exact diagram 
M 
E-E”-0 
of right T-modules, we get an exact commutative diagram 
M@P 
T  
/’ Ir’ I 
E@P-----+ E”@P-0 
T  T  
of right R-modules, using the fact that M @r P is right R-projective. We 
then get the exact commutative diagram 
M@P@HomR(P, R) 
T  R 
R@P@Hom,(P,R) -R”@P@HomR(P,R)-----+O 
T  R T  R 
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of right T-modules. One then uses the isomorphism of 2.1(2) to complete 
the proof. 
Remark. The above lemma is a special case of Theorem 4.1, p. 17 of [IO]. 
LEMMA 2.8a. Let P be a finitely generated right R-projective module, 
T = EndR (P), J = Q(P). Th ere is a natural lattice isomorphism between 
(all left T-submodules of P} and {left R-submodules MC J OR J 1 JM = M}. 
In particular, if R is left Noetherian, then P is a Noetherian T-module. 
Proof. Write P* = HomR (P, R). For NC P a left T-submodule, we 
get a left R-submodule M of P* @r P by M = im (P* mT N + P* or P). 
Then JM = M because JP* = P*. On the other hand, if M C P* @r P is a left 
R-submodule, then P OR MC P OR P* &P w P is a left T-submodule. 
One quickly verifies that im (P* & (P OR M) + P* @T P) = JM, so 
that the required lattice isomorphism is established. The last statement 
follows easily. 
THEOREM 2.9. R left Noetherian, J C R an idempotent two-sided ideal 
which is the trace of a f.g. R-projective module. Then the following statements 
are equivalent: 
(1) For every fg. right R-projective module P with Q(P) = J, P is a fg. 
left End, (P)-projective module. 
(2) For some fg. right R-projective module P with Q(P) = J, P is a f.g. 
left EndR (P)-projective module. 
(3) For somefg. right R-projective module P with rk(P) = J, S OR J N S, 
where S = Endsr,dtp) (P). 
(4) J OR J is left R-projective. 
Proof. (1) 3 (2) is trivial. (2) * (3) follows easily from the fact that 
P OR J N P, using 2.1(2) for the left T = Ends (P)-module P. To prove 
(3) * (4), we note that 2.3 with (3) entails that T,(P) = S, using the result 
J & J m HomR (P, R) @r P from 2.5. Since P is f.g. S-projective by 
2.4(2), we can apply the Morita theorems to conclude that P is f.g. T-pro- 
jective, so that J OR J is f.g. left R-projective by 2.8. 
Finally, (4) 3 (1) follows from 2.3, 2.8, and 2.8a, using also the fact that 
T = EndR (Horns (P, R)). 
We next demonstrate how the situation described in the equivalent state- 
ments of 2.9 give rise to all the finite localizations of R. For the convenience 
of the reader, we recall here that a left localization R + S is called Jinite if S 
is a f.g. right R-projective module. 
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PROPOSITION 2.10. Let P be a f.g. right R-projective module, 
T = Ends (P), S = End,(P), and suppose that P is f.g. left T-projective. 
Then 
(1) P is f.g. right S-projective and TV = S. 
(2) R -+ S is a Jinite left localization, and T:(S) = q(P). 
Proof. (1) follows from 2.4 applied to the T-module P. 
To prove (2), let OL : P OR S -+ P denote the canonical isomorphism. 
We then consider the commutative diagram 
HomR(P,R)@P@S 2 HomR (P, R) @P 
T R T  
S@S l S 
R 
It is clear from this that R --+ S is an epimorphism of rings by 1.1. Moreover, 
S=HomT(P,P)l!H omT (P, T) & P by 2.1, so S is f.g. right R-projective 
by 2.7. The last statement is clear since P is faithfully right S-projective. 
Remark. If R + S is a finite left localization, then S = End& (S) by 
1.3. From this it is clear that every finite left localization of a left Noetherian 
ring arises in the manner of 2.9. 
For the rest of this section, we will assume that all rings are left Noetherian. 
The following result is known for the case of hereditary orders over 
Dedekind domains ([A, Appendix to Section 2). M. Harada’s proof of 
Theorem 8 in [25j can be used to eliminate the hypothesis that R be left 
Noetherian. 
COROLLARY 2.11. Let R be bft hereditary, i.e., R has left global dimension 
one, P a f.g. right R-projective module. Then P is EndR (P)-projective. Conse- 
quent2y, gl. dim (EndR (P)) < 1. 
Proof. Let J = Q(P). J is left R-projective by hypothesis, so that P is 
T = EndR (P)-projective by 2.9. Then S = EndT (P) is left hereditary by 
1.3 since R + S is a finite left localization by 2.10. The corollary follows 
from 2.4. 
Theorem 2.9 has a simplification which can be regarded as considerable 
in the case that R is a prime ring, i.e., 0 is a prime ideal. 
PROPOSITION 2.12. Let J C R be an idempotent two-sided ideal. If J is 
left R-projective then J & J+ J is an isomo?phism. Moreover, if R is a prime 
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ring, then J @R J is k$ R-projective ;f and only if J is kft R-projective, and 
in this case, J OR J N J. 
Proof. The only nontrivial statement is to prove that J OR J 
is left R-projective entails J & J 11 J. We have the exact sequence 
0 + Torf (R/J, J) + J @R J + J- 0 and Torf (R/J, J) is annihilated 
by J. But since R is a prime ring, it is easy to see that every nonzero submodule 
of an R-projective (or even R-reflexive) module has zero annihilator, hence 
TorlR (R/J, J) = 0 and J OR J N J as desired. 
COROLLARY 2.13. Let R be apime ring and R -+ S ajinite kft localiaatim. 
Then R-+Sismonic,andSisaprimering. 
Proof. By 2.12, J = r;(S) = H omC, (S, R) is left R-projective and 
S = Horn: (J, R) by 2.7. Then from 0 + J+ R + R/J-+ 0 we get 
0 + Homf, (R/J, R) + R + S by applying the functor Horn: (- , R). But 
Horn: (R/J, R) = 0 since R is a prime ring, hence R --f S is manic. Then S 
is a prime ring by 1.10. 
In the case of a finite left localization, we can answer the question posed 
by 1 .lO and Remark 2 at the end of Section 1: 
THEOREM 2.14. R kft Noetherian. Let R + S be a finite kft localization. 
Then there is a l-l correspona%nce between 
I R R pCRprimeIO+-+S@-exact P RP 
rmdtheptimeideaLFofS,wheretopCRptimesuchthatO-cR/p~S~RRlp 
is exact, there corresponds the prime Arms (S & R/p) s Horn: (S, S @R p) 
of s. 
Proof. Everything follows from 1.10, etc., except to show that given 
pi , ns primes of R such that 0 + RIpi + S & R/pi is exact, i = 1, 2 and 
Arms (S @R R/p,) = Arms (S @R R/p,) (= a), then pl = ps . Let MC S/a 
be the left R-submodule given by the image in S/a of 
Horn; (S, R) --c Horn 
under the canonical map. M-+ S/a factors through Horn; (S, R/p,), 
i = 1, 2, and M maps isomorphically onto Horn; (S, R/pi) since S is f.g. 
right R-projective. 0 + R/pi + S & R/p, is exact, so it is clear that 
Ann (M) = pi = ps , and we are done. 
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When the hypothesis (H) holds for finitely generated left R-modules (see 
1.13), we can get more satisfactory information about the behavior of primes 
in a finite left localization: 
PROPOSITION 2.15. Let R ---f S be a finite left localization, and 
suppose R satis$es (H). Let J = 71;(S). Then for a prime ideal p of R, 
0 --f R/p -+ S OR R/p is exact if and only af J $ p. 
Proof. I f  J C p, then RI J-+ R/p -+ 0 leads to S OR RR/J -+ S OR R/p ---f 0’ 
Since S OR RI J = 0 by 2.4, we have S OR R/p = 0. 
On the other hand, if R/p -+ S OR R/p has a nontrivial kernel, then 
S @x R/p = 0 by 1.13. Thus S OR p s S since S is a f.g. right R-projective 
module. It is clear that this entails n > T:,(S) = J, and the proof is done. 
COROLLARY 2.16. Let R -+ S, J be as in 2.15. Then the prime ideals of S 
are 
= /Ann,(S(5$+) lpCRprime,p $I]. 
Remark. The results here stated for f.g. right R-projective modules and 
finite left localizations have their analogs for f.g. left R-projective modules 
and finite right localizations. 
3. FINITE LOCALIZATIONS OF SEMILOCAL RINGS 
A ring R will be called semilocal if R/N is a semisimple ring with minimum 
condition, where N denotes the Jacobson radical of R. Throughout this 
section, R will denote a semilocal ring with Jacobson radical N. Let n C R 
denote a maximal two-sided ideal. A finite left localization of R at p is a 
finite left localization R + S such that S OR R/p # 0 and S OR R/p’ = 0 
for every maximal two-sided ideal p’ # p. We consider in this section the 
existence, uniqueness, and formal properties of finite localizations of semi- 
local rings. As indicated by Section 2, we will continue to treat this matter 
from the point of view of finitely generated projective modules. 
PROPOSITION 3.1. Let R be a semilocal ring with radical N. Let P be a f.g. 
right R-projective module, J = rR(P), and a = Ann (P/PN). Then J + a = R, 
Jna_CN. 
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Proof. Let M1 ,..., M, be all the distinct simple right R-modules with 
HomR (P, Mi) = 0, i = l,..., t. Let M=P/PN@M,@**.@M,. Then 
M is a faithfully projective module over the semisimple ring R/N. Now 
Mia = Mi for i = l,..., t, (P/PN) J = (PJ + PN)/PN = PjPN by 2.4(l), 
so that M. (J + a) = M. Hence J + a + N = R, so J + a = R by 
Nakayama’s lemma. On the other hand, 
Mj J = Im (Mi @ Horn, (P, R) BP’+ M’) 
R R 
=Im HomR(P,Mi)@P+Mi 
( =O R 1 
by definition of the Mi . Thus Mi( J n a) = 0, and J n a C N, completing the 
proof. 
PROPOSITION 3.2. Let Pi be f.g. right R-projective modules, Ti = EndR (Pa), 
Si = EndTf (P,), i = 1, 2. If AImR (P,/P,N) = AnnR (P,/P,N), then 
S, N S, as “R-algebras”, i.e., there is an isomorphism S, + S, making the 
diagram 
commutative. 
Proof. AnnR (P,/P,N) = A nnR (P,/P,N) entails TR(P~) = TR(P~). 
This can be seen by noticing that P,/P,N is a direct summand of a direct 
sum of copies of P,IP,N, so that P1 is a direct summand of a direct sum of 
copies of Pe by standard methods of Nakayama’s lemma and projective 
covers [4], [9]. One can also prove this directly from 3.1 in the special case 
when the Krull intersection theorem holds in R, since we would have 
TR(P~) + N = 7R(P2) + N. See, for example, [24], Lemma 3.2. 
COROLLARY 3.3. Let R + & be jinite left localizations of R, i = 1, 2. If 
Ann* (S,/S,N) = AnnR (Ss/S,N), then S, M S, as R-algebras. 
Proof. This follows from 3.2. See the remark after the proof of 2.10. 
COROLLARY 3.4. A finite left localization of R at a maximal two-sided 
ideal p is unique. 
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We next turn to the question of existence of a finite left localization of R 
at p. This is a more delicate matter because the answer is not always aflirm- 
ative-for example, consider a commutative semilocal domain. Summarizing 
earlier results, we can state the following immediately. 
PROPOSITION 3.5. Let R be a left Noetherian semilocal ring with radical N. 
Let p C R be a maximal two-sided ideal. The following statements are equivalent: 
(1) There exists a finite left localization R -+ S of R at p. 
(2) There exists an idempotent two-sided ideal J C R such that J + p = R, 
J n p C N, and J & J is .f.g. left R-projective. 
(3) For some integer n, 0” R/p has a projective cover P + 0” R/p + 0 
as right R-modules, and P is f.g. left EndR (P)-projective. 
Proof. (1) 5 (2) follows from 3.1 and 2.5, since S/SN N S/Sp entails 
p = Ann (S/SN), S = End; (S). 
(2) + (3): Let P be a f.g. right R-projective module with trace J. Then 
P is f.g. left EndR (P)-projective by 2.9 and PJ = P by 2.4(l). Thus it is 
clear that Ann (P/PN) = p. Also, P+ P/PN is a projective cover by 
Nakayama’s lemma. Now (3) follows easily, 
(3) +- (1): Let P be as in (3), T = EndR (P), S = Endz (P). We will 
show that R + S is a finite left localization of R at p. Indeed, R + S is a finite 
left localization of R by 2.10, and 
S@E=Homr(P, T)@P@E,S@ 
R 
RN T RN- R? 
and we are done. 
PROPOSITION 3.6. Let R be a semilocal ring and P a f.g. r&ht R-projective 
module. The following numbers are the same: 
(1) the number of maximal two-sided s&ah of T = Enda (P); 
(2) The number of distinct simple R-&modules of PJPN; 
(3) the number of maximal two-sided ideals p C R such that P OR R/p # 0; 
(4) the number of maximal two-sided ideals of R not containing J = r,(P). 
In addition, if P is fg. T-projective, then these numbers are the same as 
(5) the number of mammal two-sided ideaLF of S = End=(P); 
(6) the number of mammal two-sided ideals p C R such that S OR R/p # 0. 
Proof. It is well-known that the radical of T is Homz (P, PN), N the 
radical of R (see for example [a], p. 11, from which it follows easily). Then 
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T/Y(T) N n Homz (P, P/Pp) where the direct product is taken over those 
maximal two-sided ideals p CR with P/Pp # 0, and this is a direct product 
of simple rings. It follows that the maximal two-sided ideals of T are of the 
form Horn, (P, P @z R/p), P @s R/p # 0. Thus it is clear that the numbers 
(l), (2), and (3) are the same. 
If p 1 J, then P = P J C Pp so P 8s R/p = 0. Conversely, if Pp = 0 
then Homz (P, R/p) = Horns (P OR R/p, R/p) = 0, so p 1 Q(P) = J, so 
(4) is the same as (l), (2), (3). 
If P is f.g. T-projective, since we have already TAP) = T by 2.4, then 
(1) and (5) are the same, by [2], Theorem A.5. Finally, we note that 
S @R R/p N Homr (P, P) @R R/p 1~ Homr (P, T) @r P OR R/p, and 
P&S @z R/v _NP 8s R/p, so that S @z R/p = 0 if and only if 
P OR R/p = 0, and thus (3) and (6) are the same. 
DEFINITION. A semilocal ring R is called quasi-local if R has exactly 
one maximal two-sided ideal, i.e., R/N is a simple ring with minimum 
condition. The following is clear. 
COROLLARY 3.7. Let R be a semilocal ring, R + S a finite left localization. 
If S is quasi-local, then there is a unique maximal two-sided ideal p of R such 
that R + S is a jnite left localization of R at p. 
Remark 1. Let R be a semilocal ring, and R + S a finite left localization 
at a maximal two-sided ideal n. If S is also f.g. left R-projective, then R 4 S 
is a finite right localization of R at a maximal two-sided ideal n’. In general, 
n’ # p. In fact, let J C R be an idempotent two-sided ideal such that 
Jfp=R, JnpCN. Th en if p’ = p’ we have by 2.9 and 3.5 that the 
canonical maps J @z J- S @z J @z J and S OR J @z J--+ S are isomor- 
phisms. Then the composition of the inverse map S+ J @z J with 
J @a J + J and J -N R give an R-bimodule splitting to the ring map R -+ S. 
Hence R-+ S is onto and splits as rings, so S = Re, e E R a central idempo- 
tent. 
Remark 2. A similar phenomenon occurs when R + S is a finite left 
localization of R at p and R/p -+ S & R/p is an isomorphism, i.e., R/p is a 
left S-module. Then S-+ S @a R/p + R/p is a nonzero element of 
HomA (S, R/p), so R/p OR S # 0. If R -+ S is also a finite right localization, 
then we have by 3.7 that R + S is both a finite left and right localization of R 
at p, so Remark 1 applies here again. 
These remarks show that a simple S-module is not a simple R-module in 
general, in distinction with the commutative case. See also 1.5. 
PROPOSITION 3.8. Let R + S be a jinite left localization of a semi- 
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local ring R. Let J = r:(S). The maximal two-sided ideals of S are 
Womk(S,SORp)Ip$ J maximal two-sided ideal of R) and its radical is 
Horn: (S, S OR N). 
Proof. This is clear because S g End,’ (S) is the endomorphism ring 
of a f.g. projective R-module. See the proof of 3.6. 
Remark. From the exact sequence O-+ p + R--+ R/p -+ 0, we get 
0 --f Horn: (S, S OR p) + S -+ End; (S OR R/p) -+ 0, so that 
Ho4 (8 S OR P) = Arms (S OR R/P), and this description coincides with 
the description of 1.10. Note also the comparison with 2.15. 
COROLLARY 3.9. Let R --+ S be aJinite left localixatimt of a prime semilocal 
ring R, and J = T:(S). Then, 
(1) The natural maps J@R J- J, J+ J@RS and SgR J-S are 
isomorphisms. 
(2) The radical of S is SNJ. 
(3) The maximal two-sided ideals of S are (Sp J / p $ J maximal two-sided 
ideal of R). 
Proof. (1) See 2.10. We know then that J M J OR J is left R-projective 
and J is a right S-module. Hence J -+ J OR S is an isomorphism by 1.3, 
and S @JR J- S is an isomorphism by 2.9. So (2) and (3) follow directly if 
we identify R C S by 2.12 and use 3.8. 
The most important application of these results is to orders in simple 
algebras, i.e., let R be a commutative Noetherian domain with quotient 
field K and Z a finite simple K-algebra. An R-subalgebra A of Z is an order 
over R in Z if A is a f.g. R-module and A OR K + Z is an isomorphism. 
An order is hereditary if it has homological dimension one. We can 
rephrase Harada’s main theorem ([Id], Th eorem 1.7) for hereditary orders 
in the language of localizations: 
PROPOSITION 3.10 (Harada). Let A be a hereditary order over a local 
dedekind domain R in a finite simple algebra Z over the quotient $eld K of R. 
For every set (pl , pz ,..., p,} of prime ideals of A, there is a$nite left localization 
A + r (necessarily unique) such that 0 -+ A/p --+ r & A/p is exact if and 
only if p is among {pl ,..., p,}. In particular, A admits a jinite left localization 
A ---f A, at every prime ideal pi of A. Moreover, A -+ A, is afinite right localiza- 
tion of A at some pi , uniquely determined by pi . 
Proof. By [14], Lemma 3.2, some power J of n {p C A prime, p # pi, 
i = l,..., n} is idempotent. Then J is left A-projective. Then if r = End; (J), 
we apply 2.9, 2.7, and 2.10 to conclude A + r is a finite left localization. 
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r& n/p = 0 if and only if p ~{p~ ,..., p,} by the proof of 3.6. Finally, 
we note that r is isomorphic to an ideal in A by definition of order, so that r 
is also f.g. left cl-projective. Then the last statement follows from the analogue 
of 3.7 for right localizations. 
PROPOSITION 3.11. Let R, K, A, Z be as in 3. IO. The finite left localizations 
of A are exactly the intermediate or&s A C rC Z, andeveryjnite left localiza- 
tion of A is a finite right localization. Moreover, the correspondence of 3.10 
dejines a one-to-one inclusion-reversing correspondence between finite left 
localizations of A and sets of prime ideals in A. 
Proof. This is clear from 3.10. The precise statements of Harada follow 
easily from the results of Sections 2 and 3. 
4. LOCALIZABILITY 
In this section, we study the interaction among the finite localizations of a 
semilocal ring R. We begin by considering the example of the ring R of 
triangular tt x n matrices over a field k. It is well-known that gl. dim (R) = 1, 
and that for every prime p C R, there is one idempotent, left and right R- 
projective ideal J with J I- p = R, J n p C N. By 3.5, R admits a fmite 
left and right localization at every prime p. By 1.3 and 1.6, the localizations 
are quasi-local artinian rings of finite global dimension. It is well known that 
such rings are simple, and thus have global dimension zero. Hence gl. dim (R) 
is strictly greater than the supremum of the global dimensions of its local- 
izations. (See also Remark 4 at the end of Section 1). 
The following definition is motivated by this example and a desire to 
extract homological information from the localizations. 
Dejnition : Let R be a semilocal ring with maximal two-sided ideals 
Pi Y i - l,..., n. A complete set of finite left localizations for R is a set 
(R -+ Ri; i A l,..., n}, where R + Ri is a finite left localization of R at pi . 
R is said to be finitely localizable if each Ri is also a finitely generated left 
R-projective module, i.e., R - Ri is also a right localization at some pj by 
3.7. It is easy to verify that a direct product R x T of finitely localizable rings 
is finitely localizable. 
PKOPOSITION 4.1. Let R be a semilocal ring and {R + R,} be a complete set 
o/finite left lvcalizutions of R. For a left R-module M, M = 0 I.. und only if 
R, OR M = 0 for i = l,..., n. 
4w711-5 
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Proof. Let li = ok then 
o=R,OM=(JiOJi)ORiOM=J,OJ,OM 
R R R R R R 
Since Ii @R J5 gg Horn; (& , R) is a right &module (see 2.7). Thus 
/; @R M = 0, i = I,..., n. By 3.5, Ji + pi = R, so that J1 + *.* + Jm 
is a two-sided ideal contained in no pi , hence JI + *.a + J,, = R. Thus 
there is an exact sequence JI @ .a* @ J,, -+ R + 0, yielding the exact 
sequence J1 OR M @ **a @ J,, OR M-+ M-+ 0. The Proposition is now 
clear. 
COROLLARY 4.2. Let R be a commutative Noetherian local ring. Let A 
be an R-algebra which is a f.g. R-module. Then A is semilocal. Let {A -+ Ai , 
i = l,..., n} be a complete set of $nite left localizations of A and M a f.g. leji 
A-module such that Ass* (M) consists of maximal two-sided ideals. Then 
O=i)ker(M+ni@M) 
i-l A 
is a tertiary decomposition of zero in M. 
Proof. By [ZZ], corollary to Proposition 12, p. 4321, it follows that M has 
finite length as a A-module. One reasons as follows: A satisfies (H) by [Z2], 
p. 422. Therefore the injective envelope of M is written as a direct sum 
I = uJti where each 1, is the injective envelope of a simple left A-module. 
Thus any f.g. A-submodule of 1, has finite length by the reference quoted 
above, so M has finite length. 
Now let Mi = ker (M -+ Ai @I~ M). We have nEr Mi = 0 by 4.1. Also, 
M/M* has finite length, and it follows easily that all the associated primes of 
M/M, are maximal-for example, one may consider a Jordon-Holder series 
for M/M,. Since we have an exact sequence 0 -+ M/M, --+ Ai @ M/M, , 
we can apply 1.11. Then 
Since Ai is quasi-local, and all primes associated to M/M, are maximal, it 
follows that Ass4 (M/M,) = pi . Thus 0 = nE1 Mi is a tertiary decomposi- 
tion as desired. 
Remark 1. It is clear from the proof that the statement of 4.2 is true 
whenever A is a semilocal left Noetherian ring satisfying (H) such that the 
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injective envelope of a simple left A-module has descending chain condition 
on submodules. 
This does not hold for all left Noetherian rings with (H). An example 
given in [20] actually shows a left Artinian ring R (which satisfies (H) by 
[12], p. 422) such that R is quasi-local and the injective envelope of a simple 
left R-module has neither chain condition. 
Remark 2. We can give a direct proof of the fact that the injective 
envelope of a simple A-module has descending chain condition, where A, 
R are as in 4.2. From [II], A/N is a Frobenius R-algebra, i.e., there is a left 
A-isomorphism t : A/N -+ Horn, (A/N, R), R the residue class field of R. 
Let R --+ E be an injective envelope. Then we define a monomorphism 
A/N -+ HomR (A, E) by the composition of 
$&Homa($ ,R) + Horn, (A, R) -+ Horn, (A, E). 
Horn, (A, E) is A-injective by a simple application of adjointness ([8], 
11.2.5), and has descending chain condition (d.c.c.) by [18], Theorem 4.2, 
since E has d.c.c. as an R-module and A is a f.g. R-module. Thus every 
simple A-module is embedded in an injective with d.c.c., and our assertion 
follows. 
THEOREM 4.3. Let R be a semilocal ring which is$nitely localizable, and let 
{R --+ R,; i = l,..., n} be a complete set of finite left localizations of R. Then 
for any left R-module M, dh,(M) > supi {dh,t(R, OR M)} and equality 
holds if dh,(M) < 00. 
Proof. The inequality is obvious by 1.3. Let S denote the direct product 
ni Ri and R -+ S the product map. S is f.g. left and right R-projective. 
We have an exact sequence 
O+M+S@M+M+O 
R R 
for any left R-module M, since 
ker(M+S@M)=fiker(M+R,OM)=O 
R i-l R 
by 4.1. Hence S/R is right R-flat and finitely presented, [6, Chapt. I, Section 2, 
No. 81 and thus SIR is f.g. right R-projective. Similarly, SIR is f.g. left R- 
projective, and 0 + R + S + SIR +O is exact. (This sequence splits as 
left and right R-modules, but not as bimodules.) 
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Now let &z,(M) = n < co. Then Exti (M, M’) # 0 for some left 
R-module M’. I f  P + M’-+ 0 is exact with P left R-projective, then we get 
Ext; (M, P) --f Ext; (M, M’) + 0 exact, so Exti (M, P) f  0. Then 
0 + P + S OR P -+ S/R OR P + 0 is an exact sequence of left R-modules, 
and is split since S/R OR P is left R-projective. Thus 
Ext; (M, S @ P) s Ext,” (M, P) @ Ext; (M, ; @ P) # 0. 
R R 
But we have also 
Exti (M, S G+ IJ) GX %e E=G (MS Ri $G P) 
by 1.3, so we have dkR,(Ri @R M) 2 71 for some i. This completes the proof. 
We define the Jinitistic left global dimension (flgd) of a ring R to be 
flgd (R) = sup {hdR(M) ] M = left R-module, kdR(M) < w} 
We have immediately. 
COROLLARY 4.4. Let {R-t R,; i = l,..., n} be a complete set of finite 
localizations of a localizable semilocal ring R. Then 
1. gl. dim (R) > supi (1. gl. dim (Ri)} and flgd (R) = supi {flgd (R,)}. 
Remark. The inequality of 4.3 cannot be improved. For example, let A 
be a hereditary order over a discrete valuation ring R such that a maximal 
order containing A is R-separable [I]. It is clear that A is localizable by 3.10 
and 3.11. Let (A + ri; i = l,..., n} be a complete set of finite localizations of 
A. Then it is easy to check that A/m/l = d is localizable, and {A--+ pi; 
i = l,..., n} is a complete set of finite localizations of A, where m is the 
maximal ideal of R. Then pi is R-separable from [I]. In particular, r, is 
semisimple. However, A is not semisimple if A is not maximal [A, [15]. 
Thus gl. dim (A) = co and gl. dim (rd) = 0, i = l,..., 12. 
Another example may be obtained using crossed-product algebra con- 
structions. By the main theorem of [22], one can obtain an order A over a 
discrete rank-one valuation ring R such that gl. dim (A) = co, but A is 
localizable and the localizations are all maximal orders, hence hereditary. 
The remainder of this section consists of what may be called “applications” 
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for want of a better name. The author is indebted to S. Chase for many 
suggestions. 
The general problem is to find some relation between homological dimen- 
sion and Krull dimension [12] for finite algebras over commutative rings. 
In the commutative case, we have K dim (R) < gl. dim (R) and equality 
holds if gl. dim (R) < co [21]. Equality cannot hold in general for non- 
commutative rings, as can be easily seen from the example of triangular 
matrices over a field, which have Krull dimension 0 and global dimension 1. 
It is tempting to conjecture that the equality holds when R is local, hence 
when R is finitely localizable, and also when R is an order over a commutative 
Noetherian ring in its center. 
Some trivial cases of these conjectures can be verified by standard methods 
of homological algebra. We are concerned with this problem for the remainder 
of this section. 
It is very easy to prove that the finitely localizable algebras of finite global 
dimension f.g. over a field are exactly the semisimple algebras. The same 
statement can be made for general Artin rings. 
We begin with a lemma. 
LEMMA 4.5. Let R be a local ring. Let A be an R-algebra which is a f.g. 
R-module, N the Jacobson radical of A. Let M be a f.g. left A-module. For 
an integer q > 0, the following are equivalent: 
(1) dh,(M) < q, 
(2) Ext;+’ (M, A/N) = 0, 
(3) Tort+:, (A/N, M) = 0. 
Proof. Let R denote the completion of R [24]. The completion of 
ExtT’ (M, A/N) is Extff’ (H, cl/N)- by [2], Prop. 2.4. Similarly, the com- 
pletion of Tori+:, (M, A/N) is Torf+:, (A?, A/N). Since a f.g. R-module is 
contained in its completion, it suffices to prove the lemma when R is complete. 
But then the category of f.g. left fl-modules satisfies the axioms of [9], so the 
lemma follows from [9], Theorem 11. 
COROLLARY 4.6. R, A as in 4.5. Then 
gl. dim (A) = dh, ($) = inj. dim ($) 
= inf ( q j Exty’ (-+g-) =o) 
= inf(qITorf+,($,$) =O). 
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COROLLARY 4.7. R, A as in 4.5, and suppose A is quasi-local and 
gl. dim (A) < 03. If M is any left A-module which contains a simple module 
M’, then gl. dim (A) = dh,(M). 
Proof. A/N is isomorphic to a direct sum of copies of M’, thus by 4.6, 
gl. dim (A) = inf {q j Ext>+’ (M’, A/N) = 01. From 0 -+ M’-+ M --+ M” -+ 0, 
we get 
Ext;(M,+Ext;(M’,+Ext>+‘(M”,+) 
exact for any q. The corollary now follows easily using q = gl. dim (A). 
COROLLARY 4.8. Let R, A as in 4.7. nt the maximul ideal of R. Then 
gl. dim (A) = dh, (A/d). 
Proof. A/ntA has a simple submodule. 
PROPOSITION 4.9. Let R be a local ring and A an R-algebra which is a 
f.g. free R-module. Then dh,(A/mA) = gl. dim (R). 
Proof. Let X=(...-Xi-Xi-l~...-XO-R/m-O} be a mini- 
mal R-free resolution of R/m [9] of length n, where R may be infinite. By 
4.5, n = gl. dim (R). I f  0 - Ki -+ Xi - X,-r is exact, then Ki is R-free 
if and only if i=n + 1. 
Now A @a X is a A-free resolution of A/mA, since A is R-free and hence 
R-flat. Hence dh,,(A/mcl) < n. But 0 -+ A @ I& + A & X, -+ A OR XtSl 
is exact and A OR Ki is A-projective if and only if Ki is R-projective, since A 
is R-free. As is well-known, dh,(A/mA) < n if and only if A @R Ki is 
A-projective for some i < n + 1. Hence dhn(A/mrl) = n as desired. 
THEOREM 4.10. Let R be a regular local ring and A a quasi-local 
R-algebra which is f.g. free R-module. I f  gl. dim (A) < w, then gl. dim (A) = 
gl. dim (R). 
Proof. Combine 4.8 and 4.9. 
These techniques yield information about algebras which are f.g. modules 
over a discrete rank-one valuation ring. 
LEMMA 4.11. Let R be a d&rete rank-one valuution ring and A a quasi- 
local R-algebra f.g. over R with 0 < dim (A) < w. Then A is an R-free 
module. Hence dim (A) = 1. 
Proof. We know that A is R-free if and only if A is a torsion-free R- 
module. Let MC A be the torsion submodule. If  M # 0, then A contains a 
simple A-submodule M’, since M has finite length. Then from 4.7, 
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gl. dim (A) = dh,(A) = 0, a contradiction. The last statement follows 
from 4.10. 
PROPOSITION 4.12 (Chase). Let R be a discrete rank-one valuation ring 
with quotient field K. Let A be an R-algebra which is a f.g. torsion-free (hence 
free) R-module. If gl. dim (A) = 1, then A @R K is semisimple. 
Proof. Suppose not. Then 0 # N’ n A = N, where N’ is the Jacobson 
radical of A 8s K. Let 71 be a uniformizing parameter for R. Then we have 
?rA n N = TN, since ?rA n N/rrN C vA/rrN, ?TA n N/rrN is R-torsion, and 
rrA/rrN z A/N is R-torsion-free. 
Now consider the exact sequence 0 + M-F A @ N 2 nA + N + 0 
where a(X, n) = ?TX + n, M= nA n N = TN # 0, and it is clear that 
M = {(n, - m) 1 ft EN}. Thus MC r(A) (A @ N), and we have a minimal 
resolution [9] of rrA + N. On the other hand, ?rA + N is A-projective, so 
the sequence splits. By the properties of a minimal resolution, M = 0, 
contradiction. 
Remark. It would be interesting to know if the above proposition could 
be generalized to say that if gl. dim (A) = n, then gl. dim (A @R K) = n - 1. 
This seems true in all the examples I know. 
THEOREM 4.13. Let R be a discrete rank-one valuation ring, A un R-algebra 
that is a f.g. R-module with gl. dim (A) < co. Then A is jnitely localizable ;f 
and only if A z A, x A, where A, U a semisimple algebra over the residue 
class field R of R and A, is a hereditary order over R in a semisimple algebra 
over the quotient $eld K of R. 
Proof. By 3.10, 3.11, and remarks earlier in this section, any algebra of 
the type A, x A, is finitely localizable. Also, by 4.3, gl. dim (A) < 1. Let 
a CA be the set of R-torsion elements. Then a is a two-sided ideal of A, and 
A/a is a torsion-free R-algebra. Let {A+ ri; i = l,..., n> be a complete 
set of finite localizations. By 4.11 and 4.12, we can choose this numbering 
such that Pi ,..., r, are simple R-algebras, and I’,,, ,..., r, are hereditary 
orders over R in a simple K-algebra. 
Next we note that A/a is left and right A-projective by 4.3. To see this, 
note that for i = l,..., t, I’i &, A/a is left I’,-projective since r, is simple. 
For i = t + l,..., n, ri a,, a is a torsion submodule of ri , so ri & a = 0, 
i = t + l,..., n, and r, @,, A/a= P, for i = t + l,.,.,n. Then A/a is 
hereditary, and torsion-free over R, so A/a is a hereditary order over R in 
a semi-simple K-algebra Z by 4.12. 
Let /+ = 72(ri). Then any ideal sum of the /i is idempotent, left and 
right A-projective. In particular, consider J = CT-LPt+l Ji . Since Jt is right 
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F,-projective by 2.7 and 2.4(2). Ji . is a t orsion-free R-module, i = t + l,..., n. 
Since Jt+i @ ... @ Jn -+ J- 0 splits as right A-modules, J is a torsion-free 
R-module. Thus J n a = 0. 
Hence J+ A --f A/a maps J isomorphically onto an idempotent two- 
sided ideal J of A/a which is left and right A/u-projective. We claim that 
J = A/a. This follows because {A/a-+ ri; i = t + l,..., n} is a complete 
set of finite left localizations of A/a, any finite localization of A/a is a fortiori 
a finite localization of A, a hereditary order is finitely localizable-and 
J = TA,Jrt+l @ *** 0 r,) = A/a. 
Then the isomorphism J-+ A/a is a map of A-bimodules, so the inverse 
map A/a --t J- A gives a two-sided A-splitting to A -+ A/a -+ 0, and 
A g A/a x a as R-algebras. To see that a is semi simple, note that a + I’, 
is a zero map for i = t + l,..., n, and thus r, ,..., rt is a complete set of 
finite localizations of a. Then gl. dim (a) < gl. dim (A) < CO, so a is semi- 
simple by 4.3. This completes the proof. 
5. AN APPLICATION 
The purpose of this section is to prove the following theorem. 
THEOREM 5.1. Let R be a discrete rank-one valuation ring with quotient 
Jield K. Let A be an order over R in a simple K-algebra .Z. If every maximal 
order .F3 A is left A-projective, then A is hereditary. 
Remark. (1) The converse of this theorem follows easily from the 
fact that r is isomorphic to a two-sided ideal of A. 
(2) This can be regarded as a considerable strengthening of [24], 
Theorem 5.3. 
(3) We note from [2] that each r is quasi-local, so the localization theory 
is a natural tool. 
Proof of Theorem. (1) Every maximal order r1 A is a finite right 
localization of A. In fact, from 0 -+ r + 2, we get 0 --f r @A r + .Z & r 
since r is left A-projective, and ,?Y @A rr K OR A &, rz Z. Thus 
r @A r+ r is manic, so A -+ r is a finite right localization by 1.1. 
This implies that there are only a finite number of maximal orders r r) A, 
for J = Horn: (r, A) = Ti(r) is a minimal idempotent two-sided ideal 
by 3.7 and 3.5, I’= Horn> (J, A) by 2.7 and 2.12. There are only a finite 
number of possibilities for J, by [I4], Lemma 3.2. 
(2) Every maximal order r r) A is right A-projective. J s Horn; (r, A) 
is a left ideal of r, so J is left r-projective because r is hereditary. Thus J 
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is left A-projective. Thus A + Endj (J) is a finite left localization by 2.7, 
and r’ = End: (J) = End: (J) is a maximal order, by classical techniques 
or by [I]. Then r’ is right A-projective. Since there are only a fmite number 
of maximal orders, it follows that every maximal order containing A is right 
A-projective. 
(3) Let rz denote the number of maximal orders containing A. It is clear 
that n < the number of maximal two-sided ideals of A. We will prove the 
theorem first under the assumption that A has 71 maximal two-sided ideals. 
We proceed by induction on n. For n = 1, (1 is quasi-local. Then any 
finite localization A + r is an isomorphism, since we must have am = A. 
Then A is maximal, so A is hereditary. 
For 1z > 1, let I’, ,..., r,, be the maximal orders containing A. We note 
that A is localizable and {A + ri; i = l,..., n} is a complete set of finite 
localizations of A. Also A = fly-r r, . 
We note next that the induction hypothesis implies that every order Q 
properly containing A is hereditary, left and right A-projective. To see this, 
consider the faithfully left Q-projective module D & (r, @ *a* @ r,). 
Renumbering if necessary, let r, ,..., rt 3 9, rt+l ,..., I’, $ G? Then 
and 
But for i > t, D an ri is a left module over some maximal order rj con- 
taining Q, i.e., 1 <i < t. Then ~#2 8” ri) = Th(rJ C rA(rr @ ... @ rt); 
~0~2 = T;(rl 0 --. @ r,). It follows that (.Q + ra; i = l,..., t} is a complete 
set of finite right localizations for Q. 52 has t < n maximal two-sided ideals, 
for t = 7t would entail Q C nF=r ri = A. Moreover, every maximal order 
containing D is left Q-projective, so Q is hereditary by the induction hypo- 
thesis. Q is left A-projective because Q is a left Q-direct summand of a direct 
sum of copies of r, @ *.. @ rt. Similarly, JJ is right A-projective. 
(4) By Lemma 4.5, it suffices to show that every maximal two-sided ideal 
p C A is right A-projective. From the above, it suffices to show that End: (p) 
is an order properly containing A, since p is a right ideal of End; (p). 
Let A + r be a finite left localization of A at p; e.g., r is some maximal 
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order containing A, and such A + F exists because A is localizable. Since 
r On p E r &, N, the radical of I’ is isomorphic to Horn> (I’, r @A p) 
by 3.8, and is an invertible two-sided ideal of r by [2]. Then the natural map 
r-t Horn: (Horn; (r, r On p), r) defined by right1 multiplications of r 
is not onto. Thus, rd r a,, Horn) (r &, p, r) G r & Horn: (p, A) &., r 
is not onto, using the fact that r is f.g. left and right A-projective. Then 
A -+ Horn; (p, A) is not onto. 
We claim also that Horn; (p, p) + Horn; (p, A) is an isomorphism, i.e., 
that 7;(p) = p. Since p is maximal, it suffices to show 7: (p) # A. Consider 
the commutative diagram 
a 
I T 
7 
p2 0 Hod (IL Horn; (P, 4) A p2 0 Hom,i W, 4, 
where all tensor products are over A, and 
+I 0 x2 Of2 OfJ =fic%f2(~2N; 
4x10 x2 Of2 Ofd = 332 0 df2 Ofih 
go : HomA (P, A) @ Hodi (P, A> + Hod (P, Horn,! (P, 4) 
A 
is given by 
d f-2 Ofd (Y2) * (n> =fi(rlf2(Y2)); rs(x 0 g) = z 0 a?); 
# : Horn,: (p, Horni (p, A)) + Homf, (p2, A) 
is given by vW (4 = g(y) ( x an is well-defined since A is a prime ring > d 
entails Horn; (pa, A) -+ Homf, (p @, p, A) is an isomorphism; 7 is the trace 
map. The commutativity of the diagram entails that T&I”) = A if T:(P) = A. 
By iterating this process, we find that rA(p”) = A for every integer m. 
However, by the proof of [24], Lemma 2.2, some power of p is idempotent, 
a contradiction since I idempotent has G-,,(I) = I. Then we have T;(P) = n. 
We conclude that End; (p) g Homf, (p, fl) properly contains A, so 
that p is right A-projective, and A is hereditary. 
(5) We turn now to the general case where the number of maximal orders 
containing A is perhaps smaller than the number of maximal two-sided 
ideals of A. Let r, @ ..* @ I” = P, considered as a left A-module. Then 
Q = Endf (P) has n maximal two-sided ideals. Let PI Q be a maximal 
order. Then P’ = Horn, (Homo (P, Q), r’) is a right P-projective 
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module, and r = Endre (P’) is a maximal order l’, 3 A. Then 
I’ @,, P = Endr, (P’) @I,, P can be easily shown to be isomorphic with P’, 
and r’ = End, (r & P). AS Q-bimodules, I” = Horn: (P, I’ @A P) SO 
r’ is left G-projective, since r &, P is isomorphic to a direct summand of a 
direct sum of copies of P as left A-modules. Moreover, there are exactly tl 
maximal orders containing Sz. This follows easily from the construction of r’. 
Then Sz satisfies the hypotheses of the first part of the proof, and Q is here- 
ditary. Then P is right G-projective, and A + EndR (P) is a finite right 
localization by 2.10, Endo (P) = I’, n a*. n r, is left Q-projective. Similarly, 
r, n --. n r,, is right Q-projective. 
Moreover, the idempotent two-sided ideal 
J=T~(r,o...or,)=T~(r,o...or,) 
is left and right A-projective, and we have 
Now by [14], Corollary 1.9, A = I’, n ... n I’,, , and thus by the above 
construction, A has n maximal two-sided ideals. The proof is now complete. 
ACKNOWLEDGMENT 
The author wishes to express his thanks to Professor D. S. Rim, who suggested 
that maximal orders might be viewed as localizations of hereditary orders, and to 
John Beck, Steve Chase George Rinehart, and Alex Rosenberg for many stimulating 
conversations. 
RRFERENCES 
1. AUSLANDER, M. AND GOLDMAN, 0. The Brauer group of a commutative ring. 
Trims. Am. Math. Sot. 97 (1960), 367-409. 
2. AUSLANDBR, M. AND GOLDMAN, 0. Maximal orders. Trans. Am. Math. Sot. 
97 (1960), l-24. 
3. BASS, H. The Morita Theorems. Mimeographed notes, University of Oregon. 
4. BASS, H. Finitistic dimension and a homological generalization of semi-primary 
ring. Trans. Am. Math. Sot. 95 (1960), 466-488. 
5. BOURBAKI, N. “Algkbre,” Chapter 8. (ActualitCs Scientifiques et Industrielles 
#1261). Hermann, Paris, 1958. 
6. BOURBAKI, N. “Alg&bre Commutative,” Chapters 1 and 2 (ActualitCs Scientifiques 
et Industrielles #1290). Hermann, Paris, 1962. 
7. BRUMW, A. Hereditary Orders. Doctoral dissertation, Princeton University, 
1964. 
8. CARTAN, H. AND EILENEIERG, S. “Homological Algebra.” Princeton, University 
Press, Princeton, New Jersey, 1956. 
9. EILENBERC, S. Homological dimension and syzygies. Ann. Math. 64 (1956), 
328-336. 
76 SILVER 
10. EILENBERG, S. AND MOORE, J. C. Foundations of relative homological algebra. 
Mem. Am. M&h. Sot. No. 55, 1965. 
II. EILENBERG, S. AND NAKAYAMA, T. On the dimension of modules and algebras. II. 
Nagoya J. Math. 9 (1955), l-16. 
12. GABRIEL, P. Des categories Abeliennes. Bull. Sot. Math. France 90 (1962), 323-448. 
13. GOLDMAN, 0. On a special class of Dedekind domains. TopoZogy 3, Suppl. 1. 
(1964), 113-118. 
14. HARADA, M. Hereditary orders. Trans. Am. Math. Sot. 107 (1963), 273-290. 
15. HARADA, M. Structure of hereditary orders over local rings. J. PoZytech., Osaka 
Univ. 14 (1963), l-22. 
16. JACOBSON, N. “Structure of Rings” (American Mathematical Society Colloquium 
Publications No. 37, Providence, Rhode Island, 1956. 
17. LESIEUR, L. AND CROISOT, R. “Algebre Noctherienne non-Commutative” (MC- 
morial des Sciences Mathtmatiques No. 154). Gauthier-Villars, Paris, 1963. 
18. MATLIS, E. Injective modules over Noetherian rings. Pacific 1. Math. 8 (1958), 
51 l-528. 
19. RICHMAN, F. Generalized quotient rings. Proc. Am. Math. Sot. 16 (1965), 794-799. 
20. ROSENBERG, A. AND ZELINSKY, D. Finiteness of the injective hull. Math. Z. 70 
(1959), 372-380. 
21. SERRE, J. P. Sur la dimension homologique des anneaux et des modules noethe- 
riennes. Proc. Intern. Symp. Algebraic Number Theory, 175-190. Nikko, Tokyo, 
1955. 
22. SILVER, L. Tame orders, tame ramification and Galois cohomology (to appear in 
Illinois J. Math.) 
23. WALKER, C. L. AND WALKER, E. A. Quotient categories and rings of quotients 
(to be published). 
24. ZARISKI, 0. AND SAMUEL, P. “Commutative Algebra,” Vol. II. Van Nostrand, 
Princeton, New Jersey, 1960. 
25. HARADA, M. Note on the global dimension of modules and algebras. J. Polytech. 
Osaka Univ. 7 (1956), 17-27. 
