Abstract. Let G be a complex semisimple Lie group, K a maximal compact subgroup and τ an irreducible representation of K on V . Denote by M the unique closed orbit of G in P(V ) and by O its image via the moment map. For any measure γ on M we construct a map Ψγ from the Satake compactification of G/K (associated to V ) to the Lie algebra of K. If γ is the K-invariant measure, then Ψγ is a homeomorphism of the Satake compactification onto the convex envelope of O. For a large class of measures the image of Ψγ is the convex envelope. As an application we get sharp upper bounds for the first eigenvalue of the Laplacian on functions for an arbitrary Kähler metric on a Hermitian symmetric space.
Introduction
Let M be a closed manifold of dimension n and let M (M ) be the set of Riemannian metrics on M . For g ∈ M (M ) denote by λ 1 (M, g) the first eigenvalue of −∆ g , where ∆ g is seminegative the Laplace-Beltrami operator on functions. The 2000 Mathematics Subject Classification. 32M10; 53C35; 58J50. The first author was supported by the Project MIUR "Geometric Properties of Real and Complex Manifolds" and by GNSAGA of INdAM. The second author was supported by the PRIN 2007 MIUR "Moduli, strutture geometriche e loro applicazioni" and by GNSAGA of INdAM. . quantity λ 1 (M, g) vol(M, g) 2/n is scale invariant. In 1970 Hersch [20] proved that sup g∈M (S 2 ) λ 1 (S 2 , g) vol(S 2 , g) = 8π.
A similar inequality was proved by Yang and Yau [37] on higher genus surfaces.
On the other hand Colbois and Dodziuk [11] proved that if n ≥ 3, the quantity λ 1 (M, g) vol(M, g) 2/n is not bounded above (see also [6] , [8] and [12] ). If M is a Kähler manifold and a ∈ H 2 (M ), denote by K (a) the set of Kähler metrics with Kähler form in a. It makes sense to study I(a) := sup g∈K (a) λ 1 (M, g).
(1)
In 1994 Bourguignon, Li and Yau proved that I(a) < +∞ for a large class of pairs (M, a) (including all projective ones) and gave an estimate of I(a) in terms of holomorphic maps M → P n . The main tool in their proof is an interesting geometric construction relating the symmetric space SL(n + 1, C)/ SU(n + 1) to the set of positive definite Hermitian matrices with trace 1. By the spectral theorem the latter set is the convex hull of the image of the "Veronese embedding", that is the map which sends a line ℓ ∈ P n to the orthogonal projection on ℓ. If one uses the obvious isomorphism to substitute Hermitian matrices with trace 1 with tracefree skew-Hermitian matrices, the "Veronese embedding" becomes just the moment map. This interpretation was already used in a different direction in [2] . Hence the construction of Bourguignon, Li and Yau relates SL(n + 1, C)/ SU(n + 1) to the convex hull of the coadjoint orbit corresponding to P n . The present paper has two purposes: 1) generalize this construction by replacing P n with an arbitrary flag manifold (i.e. a homogeneous space G/P with G a complex semisimple Lie group and P a parabolic subgroup); 2) get sharp upper bounds for λ 1 on any Hermitian symmetric space.
The generalization (1) is as follows. Let M = G/P be a flag manifold. The space SL(n + 1, C)/ SU(n + 1) is replaced by the symmetric space X = G/K, where K is a maximal compact subgroup. Let ω be a K-invariant integral Kähler form, Φ : M → k * the moment map, O = Φ(M ) the corresponding coadjoint orbit and denote by O the convex hull of O. (M, ω) is the unique closed orbit of G in P(V ) for some irreducible representation τ : G → GL(V ). Using τ one can construct a Satake compactification X In particular a Satake compactification of a symmetric space G/K of Cartan type IV (i.e. G = K C ) is homeomorphic to the convex body Ω := int O in k. This fact is not new: Korányi [26] recently showed that for any symmetric space not necessarily of type IV a Satake compactification X S τ is homeomorphic to a convex body in p where g = k ⊕ p. Already for P 1 the map used by Korányi is different from Ψ µ and the proofs are completely different as well. Our main tool is the moment map and the main point is the link between X S τ and the flag manifold M , as described below.
It would be interesting to generalize this construction to Satake compactifications of symmetric spaces not necessarily of type IV, by replacing flag manifolds by real flag manifolds. We leave this to further inquiry.
Following the strategy of Bourguignon, Li and Yau we apply Theorem 3 to get the following result.
Theorem 4.
If M is a Hermitian symmetric space of the compact type, then I(2π c 1 (M )) = 2. The bound is attained by the symmetric metric.
This bound was previously known in the following special cases: M = S 2 , proven by Hersch [20] , M = P n proven by Bourguignon, Li and Yau [10] , M the complex Grassmannian, proven by Arezzo, Loi and second author [2] , M an irreducible symmetric space whose automorphism group is a classical group, proven in [7] . We remark that in the statement above M can be reducible. It would be interesting to know if this bound holds more generally for any flag manifold. Our proof breaks down since in such generality Lemma 93 is false and the form α is not even closed.
We now describe the contents of the paper. Consider a set of data G, K, τ, ·, · , where G is a connected semisimple complex Lie group, K is a maximal compact subgroup, τ : G → GL(V ) is an irreducible representation with finite kernel and ·, · is a K-invariant Hermitian product on V . Out of these data one can construct a flag manifold on one side and a Satake compactification X S τ of X = G/K on the other. This is recalled with some detail in § §2.1-2.2. Next ( §2.3) we study the relaton between the compactification X S τ and the flag manifold M . The boundary components of X S τ have been described in terms of root data in the pioneering work of Satake [31] . We recast Satake's analysis in more geometric terms. In particular µ τ -connected subsets of the simple root are replaced by τ -connected subspaces W ⊂ V , a class of subspaces that are particularly well adapted to M , e.g. the intersection M W := M ∩ P(W ) is a smaller flag manifold. By means of the moment map we show that the submanifolds M W capture much of the information contained in W . Eventually X S τ can be embedded in the set of rational self-maps of M and the boundary component corresponding to M W corresponds to the rational maps M M W ( §2.4). §2.5 is probably the most technical part. Using the Atiyah-Guillemin-Sternberg convexity theorem and a computation in terms of root data, we show that each τ -connected subspace W determines a subset C W ⊂ k * defined by linear inequalities, see (54), such that O ⊂ C W . If E W denotes the set where these inequalities become equalities, then O ∩ E W = Φ(M W ) (Theorem 57). In words, each τ -connected subspace W gives rise to some inequalities satisfied by O and is responsible for a part of its boundary. The Bourguignon-Li-Yau map is defined in §3.1. The interpretation of X S τ in terms of rational maps immediately yields the extension of Ψ γ to X S τ , while the results of §2.5 allow to prove that if γ is τ -admissible, then Ψ γ maps the boundary of X S τ to the boundary of O. In 3.2 we show that for γ = µ (i.e. the K-invariant measure) the restriction of Ψ µ to X is a local diffeomorphism. This finally allows to complete the proofs of Theorems 2 and 3. As a byproduct of Theorem 2 we also get a short proof (only for type IV) of a theorem by Moore [28] , stating that Satake and Furstenberg compactifications coincide ( §3.3). In §4 we give the application to λ 1 and prove Theorem 4.
After completing this work we became aware of preprint [30] by Sanyal, Sottile and Sturmfels, which is devoted to the study of orbitopes, which are by definition the convex hulls of orbits of a compact group acting linearly on a real vector space. Our O is an example of orbitope in the adjoint representation. Although there is no real overlap between [30] and the present paper and although the points of view are rather different, we believe that their more general approach should in the future shed some light on our constructions and conversely the approach in this paper should be of interest also for more general orbitopes.
Flag manifolds and compactifications
2.1. Flag manifolds. Let G be a connected complex semisimple Lie group and K ⊂ G a maximal compact subgroup. Denote by θ : G → G the Cartan involution, such that K = Fix(θ). Let g and k be the Lie algebras and let θ denote also the involution on g. Consider an irreducible complex representation τ : G → SL(V ) and a Hermitian product ·, · on V , which is invariant by K. This means that for
We will always assume that ker τ is finite, i.e. that τ is nontrivial on any simple factor of G.
G, K, τ and ·, · are the basic data for the construction of two different objects: a G-homogeneous complex manifold with a K-invariant Hodge metric on the one side and a compactification of the space X = G/K on the other side. The first one is a flag manifold, the second is a Satake compactification. In this § we describe the flag manifold. The definition of the Satake compactification will be recalled in §2.2.
Remark 6. If we compose τ with the natural map SL(V ) → PGL(V ) and factor by the (finite) kernel of the composition, we get a faithful projective representation of some finite quotient of G. Conversely, any faithtul representation of G can be lifted to a linear representation of some finite covering of G. Strictly speaking the basic object in the construction of flag manifolds and Satake compactifications is the projective representation, see [31, p. 85 
]).
For simplicity we will deal with the representation τ : G → SL(V ).
The K-invariant Hermitian product on V gives rise to a K-invariant Kähler metric on P(V ), namely the Fubini-Study metric associated to ·, · . Since τ is irreducible, in P(V ) there is exactly one closed orbit of G, which coincides with the unique complex orbit of K (see [21, p. 124] ). We denote this orbit by M and endow it with the restriction ω of the Fubini-Study metric. Thus (M, ω) is a Kähler manifold and K acts transitively, symplectically and almost effectively on M . Let ξ v ∈ X(M ) denote the fundamental vector field corresponding to v ∈ k. Since M is simply connected and K is connected and semisimple the action of K is Hamiltonian with a unique moment map Φ : M → k * (see e.g. [17, Thm. 26.1 pp. 185-187]), that for any v ∈ k and any a ∈ K satisfies
Φ is a diffeomorphism of M onto a coadjoint orbit of K that we denote by O := Φ(M ) (see e.g. [17, Thm. 32.17 p. 260] ). We call M , endowed with all these structures, the flag manifold associated to G, K, τ and ·, · .
Denote by B the Killing form of g and by
t is the Lie algebra of a maximal torus T ⊂ K and h = t ⊕ a. Denote by ∆(g, h) the root system of (g, h). Let Π be a system of simple roots for (g, h). Then we say that (h, Π) is a root datum. (By this we also understand that h is θ-stable.) We denote by ∆ + = ∆ + (h, Π) the corresponding set of positive roots and put ∆ − = −∆ + . For α ∈ ∆ let H α ∈ h be such that α(X) = B(X, H α ) for any X ∈ h. Also we transfer B| h×h to a bilinear form on h * by the definition
for α, β ∈ h * . Denote by b + (h, Π) the standard positive Borel subalgebra:
Given a set I ⊂ Π of simple roots put
(E.g. p ∅ = b + (h, Π) and p Π = g.) Then p I is a parabolic subalgebra of g and any parabolic subalgebra containing b + (h, Π) is of this form. There is a decomposition h = h I ⊕h I which is B-orthogonal. u I is a nilpotent ideal of p I , while s I is a semisimple subalgebra of g which commutes with h I . Denote by P I , U I and S I the connected subgroups of G with Lie algebras p I , u I and s I respectively. They are closed subgroups, P I is parabolic, U I is the unipotent radical of P I , while S I is semisimple. Moreover h I ⊕ s I is a reductive subalgebra and one has the Chevalley (or algebraic Levi) decomposition p I = u I ⊕ h I ⊕ s I (see e.g. [34, p. 32] ).
Once a root datum (h, Π) has been fixed, the representation τ determines the line x 0 = Cv τ spanned by any highest weight vector v τ and M = G · x 0 = K · x 0 . The stabilizer of x 0 in G is a parabolic subgroup P which does not contain any simple factor of G, and K 0 = K ∩ P is the centralizer of a subtorus of T [33, Thm. 1]. The following computation is well-known (see e.g. [38] or [5, p.63] , that has the opposite sign convention for Φ). We recall the proof for the reader's convenience.
Proposition 12. Let µ τ be the highest weight of τ and let v τ be a highest weight vector. Set x 0 = [v τ ] and for any X ∈ g write X = X h + α∈∆ X α where X h ∈ h and X α ∈ g α . Then
Proof. Fix on P(V ) the Fubini-Study metric induced by ·, · . The moment map Φ P(V ) of (P(V ), ω F S ) with respect to the SU(V )-action is given by the formula
Since the inclusion M ֒→ P(V ) is K-equivariant and symplectic
This yields the result.
Satake compactifications.
Assume given a real semisimple Lie group G, a maximal compact subgroup K ⊂ G and an infinitesimally faithful irreducible representation τ of G on a complex vector space V , which is endowed with a K-invariant Hermitian product. With these data Satake [31] constructed a compactification X S τ of the symmetric space X = G/K. In this paper we are concerned only with the case in which G = K C (i.e. X is of Cartan type IV). In this case the Lie theoretic data simplify considerably since the restricted roots of the real Lie algebra g R underlying g coincide with the roots of the complex Lie algebra g. We wish to recall the construction of the Satake compactifications and some of their relevant properties restricting to this particular class of symmetric spaces and taking advantage of this simplication. Proofs can be found in the general case in the book [9, §I.1] which we follow for most of the notation. Put
Denote by π : H(V ) − {0} → P(H(V )) the canonical projection and set
P(V ) consists of points [A] such that A is invertible and all its eigenvalues have the same sign.
Definition 15. For G, K, τ, ·, · as at p. 4 set
The Satake compactification of X associated to τ and ·, · is the space X S τ := i τ (X). The closure is taken in P(H(V )).
Since SL(V ) and hence G act on P(H(V )) by conjugation, X S τ is a G-compactification. We stress that X S τ depends only on G, K, τ and ·, · . Satake gave a thorough description of the boundary ∂X S τ := X S τ − i τ (X) in terms of root data. We will now recall this description in our simplified setting. In §2.3 we will reinterpret this description in a way that does not depend on the root data.
Definition 17. Fix a root datum (h, Π).
A subset E ⊂ a * is connected if there is no pair of disjoint subsets D, C ⊂ E such that D ∪ C = E, and B(λ, µ) = 0 for any λ ∈ D and µ ∈ C.
(A thorough discussion of connected subsets can be found in [28, §5] .) Connected components are defined as usual. For example the connected components of Π are the subsets corresponding to the simple roots of the simple ideals in g. Denote by µ τ the highest weight of τ with respect to (h, Π) and let v τ be a highest weight vector. For example ∅ = supp(µ τ ) and Π is µ τ -connected since τ is nontrivial on any simple factor of G. Given λ ∈ h * denote by V λ the corresponding eigenspace and set
Lemma 20 ([31, Lemma 8 p. 89]). Let S I be the subgroup of G defined in (11) . Then τ (g)(V I ) ⊂ V I for any g ∈ S I and the representation τ I : S I → GL(V I ) gotten in this way is irreducible. The highest weight of τ I is µ τ | h I and v τ ∈ V I is a highest weight vector.
′ the collection of all simple roots orthogonal to {µ τ } ∪ I. The set J := I ∪ I ′ is called the µ τ -saturation of I.
The largest µ τ -connected subset contained in J is I.
Fix a µ τ -connected subset I. If A ∈ End(V I ), let A ⊕ 0 denote the extension of A that is trivial on V ⊥ I . If π I : V → V I denotes orthogonal projection and j I : V I ֒→ V denotes the inclusion, then A ⊕ 0 = j I • A • π I and the map (23) embeds P(V I ) in P(V ). Note that K I = S I ∩ K is a maximal compact subgroup of S I and S I is a semisimple complex Lie group. Therefore X I = S I /K I is again a symmetric space of type IV. Hence we have a map i τI : X I → P(V I ) defined as in in (16) . Finally define 2.3. τ -connected subspaces. We wish to interpret the construction of Satake compactifications more intrinsically, i.e. independently of the root data. Given a subspace W ⊂ V , W = {0}, set
The subgroup P W is closed.
Definition 26. W is a τ -connected subspace if P W is parabolic and acts irreducibly on W .
Lemma 27. If W is τ -connected, thenK W is connected and contains a maximal torus of K. There is a Cartan subalgebra h of g such that θ(h) = h and h ⊂ p W .
Proof.
Therefore it is connected and contains a maximal torus T . If t = Lie T , then h := t ⊕ it is a Cartan subalgebra with the required properties.
Corollary 28. For any τ -connected subspace W there are a root datum (h, Π) and a subset J ⊂ Π such that
(p J is as in (11) .) There are many choices for (h, Π). If one choice is fixed, then J is unique.
Denote by R W the Zariski closure ofK W . It is a complex connected subgroup of G with Lie algebra r W =k W ⊗ C. LetS W = (R W , R W ) be the commutator subgroup of R W . It is a connected complex semisimple Lie group. Therefore it splits as a product of simple factorsS W = S 1 × · · · × S r . We can reorder the factors in such a way that the action of S 1 , . . . , S q on W be nontrivial, while the remaing factors S q+1 , . . . , S r act trivially on W . Set Proposition 31. Let W ⊂ V be a τ -connected subspace and let (h, Π) and J be as in (29) . Then
Ji is a Cartan subalgebra of Lie S i = s Ji and h
Ji is a Cartan subalgebra ofs W .
Assume by reordering that S Ji acts nontrivially on W if and only if i ≤ q. Set
Denote by µ τ the highest weight of τ with respect to (h, Π). Then
α ∈ J} is a system of simple roots for (s J , h J ) and Π ′′ := {α| h I : α ∈ I} is a system of simple roots for (s W , h I ).
v τ is also a highest weight vector ofτ W with respect to (h J , Π ′ ) and of τ W with respect to (h
Proof. 
⊕ h J , the second statement follows. Next observe that h J ⊂ h I , since I ⊂ J, and I ′ ⊥ I, so h
This proves the third statement and the same argument yields the fourth. (i) In passing from τ toτ W we restrict both the group and the space. Therefore some care is needed since a priori we don't know that v τ belongs to the smaller space, i.e. W . So we start by fixing a highest weight vector w ∈ W ofτ W with respect to h J . Since any element of h J acts on W by scalar multiplication, w is an eigenvector of h = h J ⊕ h J . To check that w is a highest weigth of τ with respect to h and Π we need to show that τ (g α )w = 0 for any α ∈ ∆ + . If α ∈ ∆ + , then g α ⊂ p W so either g α ⊂ u J or g α ⊂ s W = s J . In the first case τ (g α )w = 0 since τ is trivial on u J by (b). In the second case τ (g α )w = 0 since w is the highest weight vector ofτ W and α ∈ ∆ J,+ . This shows that τ (g α )w = 0 for any α ∈ ∆ + and since τ is irreducible we get that w is also a highest weight of τ , so we denote it by v τ . In passing fromτ W to τ W we only restrict the group (not the representation space!) so it is immediate that v τ is also a highest weight vector of τ W with respect to
We need to show that µ τ is orthogonal to J i iff i > q. By [16, p.197] there are irreducible representations σ i :
The factor S i acts trivially on W iff σ i is the trivial representation, which is equivalent to µ τ | h J i = 0 i.e. to µ τ being orthogonal to
So both W and V I are irreducible S I -submodules of V . Since v τ belongs to both, they must coincide.
In Theorem 41 we will show that equality holds in (j).
Proof. M W is a nondegenerate subvariety of P(W ) since it contains the closed orbit S W · x 0 of the irreducible representation τ W . The result follows.
Proposition 33. Let (h, Π) be a root datum and let µ τ be the highest weight of τ . Fix a µ τ -connected subset I ⊂ Π and g ∈ G.
where J is the µ τ -saturation of I.
Proof. It follows from Lemmata 20 and 22 and from the analysis in the proof of Proposition 31 that V I is a τ -connected subspace and that S VI = S I ,
acts irreducibly on W , so W is τ -connected. This proves (a) and (b). (c) follows immediately.
Corollary 34. Let (h, Π) be a root datum and let µ τ be the highest weight of τ . A subspace W ⊂ V is τ -connected if and only if W = τ (a)V I for some a ∈ K and for some µ τ -connected subset I ⊂ Π. In this case P W = aP J a −1 and S W = aS I a −1 , where J denotes the µ τ -saturation of I.
We can now reformulate Satake's analysis of the boundary of X S τ . If W ⊂ V is a τ -connected subspace, the data S W , K ∩ S W , τ W , ·, · are again of the type described at p. 4. So we can set X W := S W /K ∩ S W and there is an embedding analogous to (16) 
where ψ is as in (23) . Theorem 24 and Lemma 25 can be rephrased in the following way. 
2.4. Projections and rational maps. In this § we will study the projection
where W is a τ -connected subspace. Next we will interpret elements of X S τ as rational self-maps of M .
For any τ -connected subspace W , denote by π W : V → W the orthogonal projection and byπ W its projectivization:
Let (h, Π), µ τ , v τ , x 0 , I and J be as in Proposition 31. Let P be the stabilizer of x 0 and let E ⊂ Π be such that P = P E . Set
By construction u I,− ⊂ u − . Let µ : u − → u I,− be the projection according to the root space decomposition: if X = X β ∈ u − with X β ∈ g β , then
All the β i 's are negative roots, so if one of them has nonzero component in the direction of some α ∈ I, this component survives in the sum. Hence supp(
On the other hand
This proves the lemma.
Set
Lemma 40. u − and u I,− are nilpotent subalgebras of g. U − and U I,− are closed connected algebraic subgroups of G and S W = S I respectively. U − ∩ P = {e}. The maps exp : u − → U − and exp : Theorem 41. For any τ -connected subspace W ,
and the sums are finite since τ (X) and τ (µ(X)) are nilpotent. Using Lemma 39 we get
This proves that
Hence it follows from (42) thatπ
On the other hand S W preserves P(W ), so S W · v τ ∩ W ⊥ = ∅ and
This proves thatπ
We can now give the interpretation in terms of rational maps. For technical reasons that will become clear later (Theorem 85) we prefer to take a square root. Recall the following elementary fact.
Lemma 44. Let V be a Hermitian vector space and set S (V ) = {A ∈ H(V ) :
Proof. It is enough to prove that q : S (V ) → S (V ), q(A) = A 2 is a homeomorphism. q is of course continuous and using the spectral theorem one easily proves that it is bijective. It is enough to show that q is proper. Let {A n } be a sequence in S (V ) such that q(A n ) = A 2 n → B. Then tr A * n A n = tr A 2 n → tr B. Therefore tr A * n A n is bounded and A n admits a subsequence that converges to some A, which necessarily lies in S (V ) since S (V ) is closed in H(V ).
Let G, K, τ and ·, · be as at p. 4. Then
is a submanifold of G, exp : ik → P is a diffeomorphism with inverse log : P → ik, the map g → √ g := exp log g 2 is a diffeomorphism of P onto itself and the map P → X, g → gK is a diffeomorphism. Set
Then a = ρ(g) −1 g ∈ K and g = ρ(g) · a is the polar decomposition of g.
be the rational map induced by the endomorphism √ A ∈ S (V ), i.e. R p is defined outside of P(ker A) and for
For this to make sense we need to show that M intersects the domain of definition of R p and that
and R p is the rational map defined by the endomorphism √ A ∈ End V . Therefore the indeterminacy locus is P(ker A) = P(W ⊥ ). (b) and (c) are obvious.
is a well-defined rational map and by (e) its image is contained in M . The rest is just a restatement of (e). (g) This follows from (e) and Corollary 32.
2.5. τ -connected subspaces and the moment map. In this § we study τ -connected subspaces from the point of view of the coadjoint orbit O = Φ(M ). We will show that to each τ -connected subspace W there corresponds a set of affine inequalities that are satisfied by the points of the coadjoint orbit. Moreover the points where the equalities hold are exactly the points of Φ(M W ).
Definition 49. Let W be a τ -connected subspace and let (h, Π) be a root datum. We say that (h, Π) is a W -datum if θ(h) = h and b + (h, Π) ⊂ p W . The set of W -data will be denoted by D(W ).
By Corollary 28 any τ -connected subspace admits a W -datum, which in general is not unique. If a W -datum is fixed, then the following objects are well-defined: a subset J ⊂ Π such that p W = p J , a subset I ⊂ J such that W = V I , a highest weight µ τ ∈ h * and a line x 0 = [v τ ] ∈ M of highest weight vectors. When we use these symbols we understand that a W -datum has been chosen and that they refer to that particular choice. By (i) of Prop. 31 x 0 ∈ M W . Any point x 0 ∈ M W is obtained in this way from a W -datum, but in general in many ways. In other words, the map (h, Π) → x 0 from the set of W -data to M W is surjective, but in general non-injective.
Lemma 50. Let W ⊂ V be a τ -connected subspace and let (h, Π) be a W -datum. Then the nonzero weights of the adjoint representation of z g (r W ) on p W coincide with the nonzero restrictions to z g (r W ) of elements of ∆ + (h, Π). In particular the set of these restrictions does not depend on the choice of (h, Π), but only on W .
Proof. By (a) of Prop. 31 z g (r W ) = h J . The decomposition
is clearly ad h J -invariant. For λ ∈ h * J denote by U λ the corresponding weight space of ad : h J → gl(p W ). If α ∈ ∆, then α| hJ = 0 if and only if α ∈ ∆ J . So U 0 = r W and for λ a nonzero weight U λ = α∈∆+:α| h J =λ g α .
Let W be a τ -connected subspace and let (h, Π) be a W -datum. Let k ′ W be as in (30) . Set
By definition c W depends only on W , while c W,h,Π does in general depend also on (h, Π).
Pick x ∈ M W and set
By the previous lemma E W does not depend on the choice of x ∈ M W . Similarly, for a W -datum (h, Π) define
(As usual x 0 is the line thorough the highest weight vector determined by (h, Π).)
Lemma 53.
Note that c − W,h,Π = {v ∈ c W,h,Π : iα(v) ≤ 0 for all α ∈ Π − I}, since c W,h,Π = ∩ α∈I ker iα ∩ k. Moreover {iα : α ∈ Π} is a basis of t * and {iα| c W,h,Π : α ∈ Π − I} is a basis of c * W,h,Π . Therefore c − W,h,Π is just a (higher dimensional) quadrant, so in particular it is a convex cone with nonempty interior spanned by a finite number of rays. Put
Proof. The choice of x is irrelevant, by Lemma 51 since v ∈ c W . The first statement follows directly from the definitions of C W and A W . Moreover c
So the second statement follows from Lemma 53. Put in another way, the linear span of A W is c W .
For v ∈ k set h v := Φ, v . h v is a component of the moment map and it is the Hamiltonian function of ξ v , i.e. −i ξv ω = dh v . Let H µτ be as in (9) .
Lemma 56. Let W ⊂ V be τ -connected and let (h, Π) be a W -datum.
Proof. Since K is transitive on M any w ∈ T x0 M can be written as w = ξ u (x 0 ) for some u ∈ k. Set α(t) = exp(tu) · x 0 and γ(t) = Ad(exp(−tu))v. Then
, so using (13) 
This proves the second statement.
Proof. By the definition (54) of C W , to prove the first part of the theorem we need to show that O = Φ(M ) ⊂ C W,h,Π for any W -datum (h, Π). Let (h, Π) be such a datum. It is enough to show that for any v ∈ c − W,h,Π the maximum of h v on M is attained at x 0 . We know (see e.g. [22, pp. 352ff] ) that it is possible to choose vectors X β ∈ g β for β ∈ ∆ in such a way that as β varies in ∆ + the vectors
describe a (−B)-orthonormal basis of the orthogonal complement of t = k ∩ h inside k. This means that
where u t ∈ t. Then for any H ∈ h
Applying this formula with H = H µτ and then with H = v ∈ c − W,h,Π ⊂ h, using (59) and applying the computation of the previous lemma, we get 
Recalling definition (52) one immediately recognizes that
We start by showing that F = M W . Set for simplicity t I := c W,h,Π . The subgroup T I = exp t I is a closed torus in K since t I ⊗ C = h I is a Cartan subalgebra of s I . The moment map for the action of T I on M is
Set λ = Φ I (x 0 ). It is immediate that F = Φ . By the Atiyah-Guillemin-Sternberg convexity theorem F is a connected (symplectic) submanifold. By Lemma 51 we have Φ(x), v = Φ(x 0 ), v for any x ∈ M W and any v ∈ t I , so Φ I (M W ) = {λ}, i.e. M W ⊂ F . Since M W and F are compact connected submanifolds, to conclude that F = M W it is enough to check that T x0 F = T x0 M W . Denote by P the stabilizer of x 0 and by L = P ∩ K its stabilizer in K. Since x 0 is the line of highest weight vectors b + (h, Π) ⊂ p, so P = P E for some subset E ⊂ Π. Let m denote the orthogonal complement of l inside k. Then there is an isomorphism m ∼ = T x0 M given by v → ξ v (x 0 ). Since F is the connected component of the fixed point set of T I through x 0 , the tangent space T x0 F is the fixed set of the isotropy representation of T I on T x0 M . Via the isomorphism m ∼ = T x0 M the isotropy representation is identified with the restriction of Ad T I on m. So T x0 F = z(t I ) ∩ m. We claim that
To check this it is enough to show that
This follows from the following fact: if T is the maximal torus corresponding to h, then k W and l are T -invariant subspaces of k since T ⊂ L and k W = k I . So also m is T -invariant. Therefore both summands on the right in (61) are T -invariant subspaces and t ∩ m = {0}. Hence (61) follows from the uniqueness of the real root decomposition. We have proved that T x0 F = z(t I ) ∩ m and T x0 M W = k W ∩ m. To show that T x0 F = T x0 M W , we have to check that z(t I ) ∩ m = k W ∩ m. Recall (58) and set k β = RA β + RB β and t I = h I ∩ k. Then
We claim that
To prove this it is enough to check that if β ∈ ∆ + then β| hI = 0 if and only if β ∈ ∆ I . The collection {α| hI : α ∈ I} is a basis of h * I . If β = α∈Π m α α and β| hI = 0 then α ∈I m α α| hI = 0 so m α = 0 for any α ∈ I and β ∈ ∆ I . The opposite implication is trivial, so the claim is proved. From it we get
. Using Lemma 53 we get
This concludes the proof of the theorem. 
The two spaces it I , it I are orthogonal to each other and
Θ W is an injective affine map.
Lemma 64.
a) The map Θ W does not depend on the choice of
This proves (a). (b) is simply a restatement of the fact that for any
3. The Bourguignon-Li-Yau map 3.1. Definition and boundary behaviour. In this section we introduce the Bourguignon-Li-Yau map in the most general case and we investigate its boundary behaviour in the case of a flag manifold. Let K be a connected compact Lie group (not necessarily semisimple) and let G = K C be its complexification. Set X = G/K, k = Lie K, g = Lie G and denote by θ the Cartan involution. Let (M, J, g, ω) be a compact Kähler manifold and assume that G acts holomorphically and almost effectively on M (i.e. only finitely many elements of G act trivially on M .) Assume also that the action of K is Hamiltonian with moment map Φ : M → k * .
Definition 65. Given a probability measure γ on M the Bourguignon-Li-Yau map Ψ γ : X → k * is defined by
where ρ(g) = gθ(g −1 ) as in (45).
Recall the following notation: if F : M → N is a measurable map between measurable spaces and µ is a measure on M , then F # µ denotes the push-forward or image measure. This means that for a measurable subset E ⊂ N we have
For any measurable function ϕ on N the following change of variable formula holds true 67) (see e.g. [19, p.163] , [23, p.221] ). In particular, if M and N are differentiable manifolds, F is a diffeomorphism and µ is the measure associated to a smooth top dimensional form η, then F # µ is the measure associated to the form (F −1 ) * η.
Lemma 68. Ψ γ (X) is contained in the convex envelope of Φ(M ) inside k * .
Proof. Let F : M → M denote multiplication by ρ(g). By formula (67)
(Φ•F ) # γ is a probability measure supported on Φ(M ) and Ψ γ (gK) is its barycenter, which of course lies in the convex envelope of Φ(M ).
Let G, K, τ, ·, · be as at p. 4, and let M be the associated flag manifold. Then M is endowed with all the structures needed to define the Bourguignon-Li-Yau map, so for any probabily measure γ on M there is a map Ψ γ :
* is a coadjoint orbit and that Φ : M → O is an equivariant symplectomorphism. Let O denote the convex hull of O and let Ω denote the interior of O.
for some u i , w i ∈ k, so by the equivariance of the moment map
On the other hand, on a compact symplectic manifold Poisson brackets have zero mean:
Hence any component h v of the moment map has zero mean. Therefore if v = 0 the function h v necessarily changes sign. This shows that O is not contained in any halfspace with the origin on its boundary, which proves (a). (b) and (c) immediately follow. To prove (d) it is enough to observe that O is compact.
Definition 70. We say that a probability measure γ on M is τ -admissible if it does not charge the hyperplane sections of
This condition is of course satisfied by any measure that is absolutely continuous with respect to the Riemannian measure. More generally, if Z ⊂ M is a complex submanifold such that Z ⊂ P(V ) is full (i.e. Z is not contained in any hyperplane) and γ is a smooth measure on Z, then γ, seen as a measure on M , is τ -admissible.
Lemma 71. Assume that p n → p in X S τ and letp n ,p be as in (47). If γ is τ -admissible, thenp n →p γ-a.e.
Proof. By Lemma 14 (c) we can find unique
. This concludes the proof.
Theorem 72. For any τ -admissible probability measure γ on M the map Ψ γ admits a continuous extension to X S τ that we still denote by Ψ γ . The extension is unique and satisfies
. By Lemma 48 (a) the rational mapp is defined outside
on M and is bounded, hence integrable w.r.t. γ. This shows that formula (73) yields a well-defined map from Lemma 74. For any q ∈ X W ,
whereγ := (π W ) # γ is the push-forward probability measure on M W and Θ W is defined in (63). If γ is the K-invariant probability measure on M , thenγ is the K W -invariant probability measure on M W .
Using Lemma 64 we get
This proves (75). To prove the last statement it is enough to take into account that the mapπ W is K W -equivariant.
Remark 77. If we use the scalar product −B to identify k * with k, then formula (75) becomes simply Ψ γ (p) = Ψ W γ (p) + iZ W . This means that the restriction of Ψ γ to any piece of the form i W (X W ) is just a translation (by iZ W ) of the BourguignonLi-Yau map on the corresponding M W with respect to a suitable measure. In the case where γ is the K-invariant probability measure on M , this is particularly neat, since in that caseγ is just the K W -invariant probability measure on M W .
This proves the first part of the theorem. Next we wish to show
Fix a datum (h, Π) and let x 0 be the line through the highest weight vector. Then by the definition of E W we have
Let v 1 , . . . , v r be a basis of t I such that v j ∈ c − W,h,Π for any j. By Theorem 57
We claim that the projective subspace generated byπ
, so the subspace generated is contained in
Since γ(M − E) = 1 we get
This proves the first equality in (79). The second one follows from Satake analysis of the boundary components.
It is useful to recall a few definitions and results regarding convex bodies (see e.g. [32] ). If V is a real vector space and E ⊂ V the relative interior of E, denoted relint E is the interior of E in its affine hull. If E is a convex set in V a face of E is a convex subset F ⊂ E with the following property: if x, y ∈ E and relint[x, y]∩F = ∅ then [x, y] ⊂ F . The extreme points of E are the points x ∈ E such that {x} is a face. If E is compact the faces are closed [32, p. 62] . If F is a face of E we say that relint F is an open face of E.
Lemma 80. Let V be a finite-dimensional real vector space and let E ⊂ V be a compact convex set. Let {λ α } α∈A be a family of linear functionals on V and let a α ∈ R be such that E ⊂ {v ∈ V : λ α (v) ≤ a α for any α ∈ A}. Then F := {v ∈ E : λ α (v) = a α for any α ∈ A} is empty or a face of E.
Proof. Fix α ∈ A and x, y ∈ E. If relint[x, y] ∩ F = ∅, the affine function λ α takes its maximum at an interior point of [x, y] . Therefore it must be constant on [x, y].
Theorem 81 ( [32, p. 62] ). If E is a compact convex set and F 1 , F 2 are distinct faces of E then relint F 1 ∩ relint F 2 = ∅. If G is a nonempty convex subset of E which is open in its affine hull, then G ⊂ relint F for some face F of E. Therefore E is the disjoint union of its open faces.
Lemma 82. Let V be a finite-dimensional real vector space, E ⊂ V a compact convex set and A ⊂ E a convex set. Assume that A is dense in E and is open in its affine hull. Then A = relint E.
Lemma 83.
(a) For any τ -connected subspace W the set 
Using again Theorem 57 we get that
By Corollary 32 this implies that
Theorem 84. Let γ be a τ -admissible measure. Then
Proof. By Theorems 24 and 36 the boundary of X S τ is the disjoint union of i W (X W ) as W varies over all proper τ -connected subspaces. By Proposition 78 for any such
3.2. The case of the K-invariant measure. Let G, K, τ. ·, · be as at p. 4, and let M be the associated flag manifold. Let µ denote the unique K-invariant probability measure on M , i.e. the Riemannian volume normalized to be of unit mass. Set Ψ := Ψ µ .
Theorem 85. Ψ| X is a diffeomorphism of X onto the interior of O.
Proof. Consider the map
Fix g ∈ G, v ∈ k and setμ = g # µ. Denote by R g : G → G the right translation and set w := (dR g )(e)(iv) ∈ T g G.
Sinceμ is a smooth measure with strictly positive density, if dF (g)(w) = 0, then ξ v ≡ 0 and v = 0. This shows that the restriction of dF (g) to (dR g )(e)(ik) ⊂ T g G is an isomorphism. In particular dF (g) is onto and F is a submersion. Let g = ρ(g)a be the polar decomposition, i.e. a ∈ K. Since a # µ = µ 
, is an open convex domain in Θ W (k * W ) which is its affine hull. Lemma 82 implies that (88) holds true and concludes the proof of (b). Now we wish to prove that Ψ is injective on the boundary. By the above it is injective on X and also on each Theorem 89. Let γ be a τ -admissible measure. Then the Bourguignon-Li-Yau map is Ψ γ : X S τ → O is surjective. Proof. Set γ t := (1 − t)µ + tγ and . By a classical topological argument this yields the surjectivity of H(·, 1) = Ψ γ .
3.3. Furstenberg compactifications. Another way to compactify X = G/K was found by Furstenberg [13] in his search for an analogue of the Poisson formula for the unit disc. We recall very briefly the definition in the case of type IV symmetric spaces (see [9, §I.6 ] for the general case). Let G be a connected complex semisimple Lie group and K a maximal compact subgroup. A homogeneous space M = G/P is called a Furstenberg boundary of G if for every probability measure ν on M , there exists a sequence g j ∈ G and a point x ∈ M such that g j # ν ⇀ δ x . Using Iwasawa structure theory, Moore [28, Thm. 1] proved that G/P is a boundary if and only if P is parabolic. In this case K acts transitively and M has a unique K-invariant probability measure µ. For any topological space Z, let P(Z) denote the set of Borel probability measures on Z provided with the weak topology. Since µ is K-invariant the map
, which is injective iff P does not contain simple factors of G (see [28, Thm. 4] 
is called the Furstenberg compactification of X associated to the the faithful boundary M . Fix an irreducible complex representation τ : G → GL(V ) such that P is the stabilizer of some x 0 ∈ P(V ) and ker τ is finite. Such representations always exist. Then M can be identified with the orbit G · x 0 , which is the unique closed orbit in P(V ). If a K-invariant Hermitian product is fixed on V , M becomes a flag manifold, so we are back to the previous setting.
Theorem 91. The map
Proof. For any p ∈ X S τ the rational mapp : M M is defined µ-a.e., since µ does not charge linear sections of M ⊂ P(V ). Therefore Γ(p) =p # µ is well-defined for any p ∈ X S τ . If p n → p, thenp n →p µ-a.e. by Lemma 71. It follows that Γ(p n ) ⇀ Γ(p). So Γ is continuous. Moreover Γ • i τ = i M (see (16) for the definition of i τ ). Indeed by Lemma 48 (f), if
Since X S τ is compact it follows that Γ is surjective. Consider now the following maps
B(ν) is just the barycenter of ν. Now B • F • Γ = Ψ. Since Ψ is a homeomorphism, Γ is injective. As P(M ) is a Hausdorff space, Γ is a homeomorphism. Moreover
By continuity it is equivariant also on the compactifications.
Application to eigenvalue estimates
In this section we apply Theorem 89 to a problem in spectral geometry. Let M be a complex manifold and g a Kähler metric. Denote by ∆ g :
It is well-known that −∆ g is a positive elliptic operator with eigenvalues 0 ≤ λ 1 (g) ≤ λ 2 (g) ≤ · · · . Assume that M is a Fano manifold and g KE is a Kähler-Einstein metric with Kähler class ω KE ∈ 2π c 1 (M ) (i.e. Ric(g KE ) = g KE ). Denote by k the Lie algebra of Killing vector fields and by g the algebra of holomorphic vector fields (considered as real fields). The map v → Jv endows g with the structure of complex Lie algebra. For u ∈ C ∞ (M, R) let X u denote the Hamiltonian vector field such that du = −i Xu ω KE .
Theorem 92. Let M be a Fano manifold and let g KE be a Kähler-Einstein metric as above. Then (a) k is a real form of g;
is a moment map for the action of Isom(M, g KE ).
This Assume now that M is a Hermitian symmetric space of the compact type. We are interested in upper bounds for λ 1 (g) that hold for any Kähler metric in 2π c 1 (M ). Using the notation (1) of the introduction, we wish to estimate I(2π c 1 (M )). Let g KE be the symmetric Kähler-Einstein metric with Ric(g KE ) = g KE and let ω KE be its Kähler form. Let K denote the connected component of the identity of Isom(M, g KE ). K acts transitively on M . Set n := dim C M . Proof. Let g KE , ω KE , K, k and g have the same meaning as above. Let G denote the connected component of the identity of the automorphism group of M . By Theorem 92 K is a maximal compact subgroup of G. Set X := G/K. Since K acts transitively the norm |Φ| is constant. Therefore, using the notation of Lemma 93 and setting l := dim K, The anticanonical bundle −K M is very ample. Set V := H 0 (M, −K M ) * . Since −K M is G-equivariant there is an obvious representation τ : G → GL(V ). The metric g KE induces an L 2 -scalar product ·, · on V which is K-invariant. By the Borel-Weil theorem the representation τ is irreducible and the map ϕ : M → P(V ) induced by the linear system | − K M | is a biholomorphism onto the unique closed orbit in P(V ). Let g F S be the Fubini-Study metric on P(V ) induced by ·, · , and let ω F S be its Kähler form. Since M is a compact symmetric space any cohomology class contains a unique invariant form [36, Thm. 8.5. We have to estimate the right hand side. Since K is transitive, the norm |Φ| is constant. By Lemma 93
Recall that for any u ∈ C ∞ (N, R)
Since α is closed and G is connected the form a * α is cohomologous to α. Therefore Using (100) we get the result.
Remark 101. We wish to compare this result with those contained in [2] which deal with a similar situation in the case of the Grassmannian. Let V be a vector space of dimension k. Denote by M the Grassmannian of r-planes in V , by U → M the tautological bundle (U x = x) and by O M (1) the hyperplane bundle of the Plücker embedding. Then
Assume that E → N is a globally generated holomorphic vector bundle of rank r with H 0 (N, E) = V * . Consider the map F : N → M , F (x) = Ann({s ∈ V * : s(x) = 0}). By construction E = F * (U * ). We claim that if the map F satisfies the condition of Theorem 96, i.e. no section of −K M vanishes on F (N ), then the Gieseker point T E is stable. Indeed, since −K M = O M (k), no section of O M (1) vanishes on F (N ), hence the map F * : H 0 (M, O M (1)) = H 0 (M, Λ r U * ) → H 0 (N, Λ r E) is injective and the Gieseker points of E and U * are related by T E = F * • T U * . It follows that T E is stable. So in this particular case, where F is the map corresponding to the full linear system of sections of E, our Theorem 96 is a consequence of Theorem 1.1 in [2] .
More generally, assume that N is a manifold, M is the Grassmannian of r-planes in some V and F : N → M is some map satisfying the assumption of Theorem 96. * is "ω-balanced" (see [2, p. 380] ). This does not imply that the whole space H 0 (N, E) be ω-balanced (which is equivalent to T E being stable). So for general F the hypothesis of Theorem 96 is weaker than the assumption of Theorem 1.1 in [2] .
Corollary 102. Let M be a Hermitian symmetric space of compact type. If g is a Kähler metric with Kähler form ω ∈ 2π c 1 (M ), then
The bound is attained by the symmetric metric.
Proof. To get the estimate it is enough to apply the theorem with N = M , F = Id and a = 2π c 1 (M ). The bound is attained by g KE by Theorem 92.
