Abstract: In this paper, we consider a two-layer hierarchical Model Predictive Control (MPC) for building energy management systems. The upper layer implements a long term economical optimization that takes into account the energy price and the requirements of the occupants. The lower layer is used to ensure the tracking of the optimal scheduling plan predicted by the upper layer with a shorter prediction horizon and a higher sampling rate. The proposed work focuses on the interactions between the two levels, and investigates different strategies to project the results of the upper layer at the lower one. Comparisons of these strategies are provided, highlighting their impact on the closed-loop behaviour.
INTRODUCTION
The main goal of most of the research works in energyefficient building automation is to design a control strategy that is able to maximize the comfort of occupants and minimize the costs of energy consumption, guaranteeing the requirements of the occupants and the limitation of the appliances, see Shaikh et al. (2014) . Under these conditions, Model Predictive Control (MPC) approaches have gained a significant attention due to its ability to consider available energy price, weather, and occupancy predictions, and to guarantee the respect of power and comfort constraints, see e.g the review paper Killian and Kozek (2016) .
Among the applied MPC methods, hierarchical multilayer concepts have been extensively used in the technical control literature for large-scale complex systems as long as it is able to decompose the original control task into hierarchically well-defined simpler subtasks, e.g Findeisen (1980), and Tatjewski (2008) . In dealing with building energy management scenarios, this kind of structure tries to offer a balanced trade-off between computation time and optimality allowing to tackle the problem at different levels of abstraction and different time scales. In this way, each layer can focuses on a specific role, being easier to specify policies and rules, and to design controllers that does not have to deal with two or more conflicting objectives in the same optimization problem, see Mayer et al. (2017) .
Two basic categories of hierarchical multi-layer MPC can be applied to the energy management problem: Hierarchical Multi-time Scale Control and Hierarchical Multi-layer Control for Real-time Scheduling. The essential idea of the first one is to divide the energy management problem into slow and fast dynamics, and to perform the optimization in different time scales, see the concept in Würth et al. (2011) . The second approach consists of a scheduling higher layer that usually implements the operating decisions over a global economic objective in a long time scale horizon, and a direct dynamic tracking lower layer performed at a higher frequency in a short time horizon. For example, Yu et al. (2013) has presented a multi-time scale stochastic optimization to a building scenario where a slow time scale distributes hourly power expenditure to different devices and a fast time scale layer determines detailed power allocation of the loads individually.
However, the design of multi-layer MPC control systems implies important concepts as synchronization, consistency, and integration between layers at different sampling instants, see the discussion in Picasso et al. (2010) and in Zanoli and Pepe (2016) . In most of cases, the upper level is responsible to provide the information needed to configure the targets and the constraints of the lower level controller. Consequently, the inter-layer interactions are an essential feature of the structure, which can heavily affect the quality of the final optimization. Concerning residential energy management scenarios, Lefort et al. (2013) proposed a two-layer MPC control where a scheduling layer periodically communicates to a piloting layer the optimal trajectories and the maximal amount of energy that should be consumed for each controllable system (electrical heater, water heater tank). The first information is used as the set-point and the later as the energy constraint for the piloting optimal problem. A similar scheduling architecture was considered in Yu et al. (2013) , but only the limit of power expenditure of the devices is sent to the lower layer and used as a constraint to compute the future control sequence of the system.
However, the design of multi-layer MPC control systems implies important concepts as synchronization, consistency, and integration between layers at different sampling instants, see the discussion in Picasso et al. (2010) and in Zanoli and Pepe (2016) . In most of cases, the upper level is responsible to provide the information needed to configure the targets and the constraints of the lower level controller. Consequently, the inter-layer interactions are an essential feature of the structure, which can heavily affect the quality of the final optimization. Concerning residential energy management scenarios, Lefort et al. (2013) proposed a two-layer MPC control where a scheduling layer periodically communicates to a piloting layer the optimal trajectories and the maximal amount of energy that should be consumed for each controllable system (electrical heater, water heater tank). The first information is used as the set-point and the later as the energy constraint for the piloting optimal problem. A similar scheduling architecture was considered in Yu et al. (2013) , but only the limit of power expenditure of the devices is sent to the lower layer and used as a constraint to compute the future control sequence of the system. Another important issue of this kind of architecture is the projection of the smaller resolution references computed by the slower layer into the higher resolution problem of the faster layer. Dealing with discrete optimization MPC schemes, the scheduling layer, which has a lower frequency, is myopic regarding to the variation of the decision variables during two consecutive periods of the fast layer. If the discrete lower level step time does not overlaps the higher level step time the correspondence between the references is not always evident. For example, in Beaudin et al. (2014) the authors interpolates the scheduled energy states between two discrete time steps to get the lower layer targets. Other authors as Brdys and Tatjewski (2005) proposed to use the upper energy reference as a sort of average value to be respected at the lower layer.
The first goal of this paper is to formalize the two-layer scheduling optimization problem for building energy management systems, highlighting some important topics of the inter-layer interactions as the selection of the variables exchanged and the temporal correspondence between them. The second one is to determine how different implementations of the inter-layer informations can affect the global optimization results in a closed loop control. More specifically, in a two-layer MPC scheme, we study different strategies to set the references and the constraints of the lower controller taking into account the optimization results of the higher layer.
The remaining of this paper is organized as follows. In section 2, the two-layer hierarchical control structure is presented. In section 3, the MPC optimal problem of the first layer is formalized. In section 4, the projection of the smaller resolution results of the first layer into the higher resolution problem of the second layer is depicted. In section 5, the MPC optimal problem of the second layer is formalized and 6 different two-layer controllers are proposed. Finally, in section 6, the proposed controllers are applied to manage an electric heating system and the simulation results are presented.
TWO-LAYER HIERARCHICAL CONTROL STRUCTURE
The proposed energy management control system, which is schematically represented in Fig. 1 layer output trajectory vector W Y (K c ) and the interlayer power profile vector W P (K c ). These vectors are used to characterize the set-points and the constraints of the comfort optimization problem of CL. The optimal command u(k c ) corresponding to the first control step of the CL optimization is applied to the system and the real response of the controlled variables is used to update the inter-layer references fixed by ILM . This feedback includes the current output y(k c ) and the power consumption p(k c ).
The closed loop structure is also used to refresh the MPC problem of SL and CL with the current state of the system noted by x(k c ). Discrete-time state-space models are implemented in both optimization layers to predict the response of the system.
SCHEDULING LAYER
The optimization problem of SL is applied to a discretetime linear dynamical system represented by (1):
Where k is the optimization time step, x s (k+1) is the state vector, u s (k) the input vector, y s (k) the output vector, and p s (k) the power consumption of the system. Given the vector of the electricity price denoted by P rice(K s ) and the vector of the set-point references denoted by W S(K s ), the optimization problem is formulated as follows: min (2) The decision variables vector is composed byû s (K s ), which is the set of the optimal control moves over the horizon H s , and the slack variable vector ε(K s ). This
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