Modeling the Firm-Size Distribution Using Box-Cox Heteroscedastic Regression by YANG, Zhenlin & TSE, Yiu Kuen
Singapore Management University
Institutional Knowledge at Singapore Management University
Research Collection School Of Economics School of Economics
3-2004
Modeling the Firm-Size Distribution Using Box-
Cox Heteroscedastic Regression
Zhenlin YANG
Singapore Management University, zlyang@smu.edu.sg
Yiu Kuen TSE
Singapore Management University, yktse@smu.edu.sg
Follow this and additional works at: https://ink.library.smu.edu.sg/soe_research
Part of the Econometrics Commons
This Working Paper is brought to you for free and open access by the School of Economics at Institutional Knowledge at Singapore Management
University. It has been accepted for inclusion in Research Collection School Of Economics by an authorized administrator of Institutional Knowledge
at Singapore Management University. For more information, please email libIR@smu.edu.sg.
Citation
YANG, Zhenlin and TSE, Yiu Kuen. Modeling the Firm-Size Distribution Using Box-Cox Heteroscedastic Regression. (2004).
10-2004, 1-25. Research Collection School Of Economics.
Available at: https://ink.library.smu.edu.sg/soe_research/784
 
 
ANY OPINIONS EXPRESSED ARE THOSE OF THE AUTHOR(S) AND NOT NECESSARILY THOSE OF 
THE SCHOOL OF ECONOMICS & SOCIAL SCIENCES, SMU 
 
SMU  ECONOMICS  &  STATISTICS  
WORKING  PAPER  SERIES 
 
 
 
 
 
 
 
 
Modeling Firm-Size Distribution Using Box-Cox 
Heteroscedastic Regression 
 
 
 
 
 
 
 
Zhenlin Yang and Yiu Kuen Tse 
   March 2004 
 
 
 
 
 
 
 
   Paper No. 10-2004 
Modeling Firm-Size Distribution Using Box-Cox
Heteroscedastic Regression
Z. L. Yang and Y. K. Tse
School of Economics and Social Sciences
Singapore Management University
469 Bukit Timah Road
Singapore 259756
Email addresses: zlyang@smu.edu.sg, yktse@smu.ed.sg
March 2004
Abstract: Using the Box-Cox regression model with heteroscedasticity, we exam-
ine the size distribution of firms. Analyzing the data set of Portuguese manufacturing
firms as in Machado and Mata (2000), we show that our approach compares favorably
against the Box-Cox quantile regression method. In particular, we are able to answer
the key questions addressed by Machado and Mata, with the additional advantage that
our empirical quantile functions are monotonic. Furthermore, confidence intervals of
the regression quantiles are easy to compute, and the estimation of the Box-Cox het-
eroscedastic regression model is straightforward.
Key Words: Box-Cox transformation, Firm-size distribution, Quantile regression.
JEL Classification: C1, C5, L11
Acknowledgment: We are indebted to the Portuguese Ministry of Employment and
Jose Mata for making the data available, and Chenwei Li for excellent research assistance.
Research support from the Wharton-SMU Research Center, Singapore Management
University, is gratefully acknowledged.
1 Introduction
In a recent article, Machado and Mata (2000) (MM hereafter) analyzed the size distribu-
tion of manufacturing firms in Portugal. Using the Box-Cox quantile regression (BCQR)
method they examined and tested some implications of Gibrat’s Law, including the pre-
diction that firm sizes are log-normally distributed. They argued that the usual linear
regression model is unable to give a complete picture of the conditional size distribution,
and that the shifts in the conditional location and scale are not suﬃciently captured by
incorporating heteroscedasticity into the model.
MM provided some arguments for the use of the BCQR method. First, they pointed
out that the usual regression analysis focuses on only one aspect of the conditional
size distribution, namely, its mean. Thus, it gives “an incomplete picture for a set of
distributions”. In contrast, the BCQRmethod provides the linkage between the quantile
function and the covariates. Second, the marginal eﬀects of the covariates on the shape of
the size distribution are expected to vary at diﬀerent points of the distribution. MM gave
the example that “international trade may lead to increases in the size of the smallest
firms in the economy while reducing the size of the largest”. As the regression analysis
considers only the eﬀects of the covariates on the conditional mean of firm size, it is
not flexible enough to allow for these diverse eﬀects. Third, the Box-Cox transformation
encompasses the linear and log-linear transformations. It provides flexibility to allow the
shape of the transformation to vary at diﬀerent points of the distribution. Fourth, the
BCQR method can be used to estimate the impact of the covariates on other measures
of the conditional distribution, such as the scale, skewness and kurtosis. They attributed
the flexibility of being able to estimate these quantities in a distribution-free way as a
“distinctive and advantageous feature of the quantile regression”.
Fitting a linear regression model with heteroscedasticity to the logarithmic firm-size
data of Portugal, MM rejected the hypothesis that the standardized errors are normally
distributed. Furthermore, they found significant diﬀerence between the standardized
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residuals of the heteroscedastic log-linear regression model and the BCQR model. Thus,
they concluded that the heterogeneity in firm size is not captured by shifts in conditional
location and scale.
MM established many interesting results for firm-size distribution. Their analysis
covers aspects of the quantiles as well as other attributes of the conditional distribution.
In particular, they propose the use of marginal eﬀect as a measure of the impact of
the changes in the covariates on the quantile. They did their analysis using the BCQR
model and suggested that classical linear regression models are unable to provide similar
results.
The purpose of this paper is to re-examine the use of the heteroscedastic regression
model in capturing the firm-size distribution. Instead of imposing the logarithmic trans-
formation, however, we adopt the flexible Box-Cox transformation. Thus, we consider
the Box-Cox heteroscedastic regression (BCHR) model. We show that the BCHR model
fits the firm-size data well and is able to answer the key questions addressed by MM
using the BCQR model. In particular, while the empirical conditional quantile function
estimated using the BCQR method is not monotonic, this drawback is rectified using
the BCHR method. Furthermore, the estimated marginal eﬀects of the covariates on
the quantiles using the BCHR method are smooth functions, whereas estimates using
the BCQR method are irregular. Finally, the BCHR method is computationally easier
than the BCQR method.
The rest of the paper is organized as follows. Section 2 summarizes the BCQRmethod
and MM’s results on analyzing the Portuguese firm-size distribution. Section 3 discusses
the BCHR method. We outline the estimation method, as well as the calculation of the
confidence intervals of the quantiles and the marginal eﬀects of the covariates. The data
and the empirical results are described in Section 4. Section 5 contains the conclusions.
2
2 MM’s BCQR Analysis of Firm Size
Let y denote the response variable of interest and x a vector of k covariates. The
p-quantile of y at x is defined by
yp(x) = inf{y|F (y|x) ≥ p}, (1)
where F (y|x) is the cumulative distribution function of y for given x. Consider a sample
of data {yi, xi} for i = 1, ...n, the quantile regression model with transformation specifies
that
h(yp(xi),λp) = x

iβp, (2)
where h(·) is a monotonic one-to-one transformation that depends on a parameter λp,
and βp is a vector of regression coeﬃcients. Note that in the above model both the
regression parameter βp and transformation parameter λp vary with p. A common
example of the transformation h(·) is the well-known Box-Cox transformation. If we let
g be the inverse of h, we have
yp(xi) = g(x

iβp,λp).
The parameters of the model are estimated as follows. First, for a given λ, βp is
estimated by minimizing
n−1
n[
i=1
ρp(h(yi,λ)− xiβ) (3)
with respect to β, where
ρp(u) =
+
pu for u ≥ 0
(p− 1)u for u < 0 .
Denoting the solution by βˆp(λ), then λp is estimated by minimizing
n−1
n[
i=1
ρp(yi − g(xiβˆp(λ),λ)) (4)
with respect to λ. MM used a two-step procedure to estimate the parameters. They
solved (3) over a grid of values of λp and searched for the pair {βˆp(λp),λp} that yields
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the smallest value for (4).1 The details regarding the variance-covariance matrix of the
parameter estimates, and a consistent estimate of it can be found in Machado and Mata
(2000).
Given a covariate vector x, the marginal eﬀect on the p-quantile under the BCQR
model is defined as
mp(x) =
∂yp(x)
∂x
=
%
∂g(t,λp)
∂t
&
βp. (5)
Note that mp(x) is a k-element vector, the jth element of which is the change in the
p-quantile per unit increase in the jth covariate. It describes the marginal eﬀects of the
covariates at diﬀerent quantile points of the size distribution and is one of the main aims
of modeling firm-size distribution using the BCQR approach proposed by MM.
MM’s data set consist of manufacturing firms in Portugal in 1983 and 1991. There
are 18,552 firms in 1983 and 26,515 firms in 1991. These firms were operating in 155
industries. The response variable is the size of the firm (as measured by employment) and
the covariates are: Age, Growth, Patents, Imports, Exports, MES (minimum eﬃcient
scale), Turbulence, Size and State.2 MM focused on the conditional distribution and
quantile function evaluated at the sample mean of the covariates.3 Their empirical
results are summarized as follows:
1. The 1991 quantile function lies below that of 1983. Thus, the firm-size distribution
in 1991 has shifted to the left of 1983. In other words, at each quantile, firms are
smaller in 1991. MM’s estimated quantile functions, however, are not monotonic
in p.
2. The quantile function computed using the quantile regression estimates of 1983
1This procedure was originally suggested by Chamberlain (1994) and subsequently used by, among
others, Buchinsky (1995).
2Age (of the firm) aﬀects size through Gibrat’s Law. MES and (market) Size reflects economies of
scale. Patents measures product diﬀerentiation. Imports and Exports capture the international trade
environment. Growth (of industry employment) and Turbulence (a measure of entry and exit rates)
measure the industry’s dynamics. State is a proxy for state intervention. See Machado and Mata (2000)
for the details. Except for Age, which is firm-specific, all other covariates are industry-specific.
3The term “quantile function” refers to yp(x¯), i.e., the conditional quantile evaluated at the mean
of the covariates. This notion of conditional quantiles will be adopted in subsequent discussions.
4
evaluated at the mean of the covariates in 1991 is close to that of 1983. Thus, the
change in the size distribution is mainly due to the changes in the impact of the
covariates rather than the firm and environment characteristics.
3. The marginal eﬀects of the covariates evaluated at their sample mean are estimated
according to equation (5). The marginal-eﬀect functions, however, are irregular
and not smooth in p.
4. Other characteristics of the conditional distribution are computed from the quan-
tile function. These include the scale, skewness and kurtosis, which are defined as
functions of the quantiles.
MM’s analysis of the conditional distribution depends on the estimated quantiles
using the BCQR method. In the next section, we show that the quantiles can also be
estimated using the BCHR method. As a consequence, we can compute other character-
istics of the conditional distribution, as well as the marginal eﬀects of the covariates, as
proposed by MM. An important advantage of the BCHR method is that the empirical
quantile functions are monotonic. Thus, we overcome the anomaly encountered by MM
in Items 1 and 3 above.
3 The BCHR Model
The BCHR model specifies the following equation for the response variable
h(yi,λ) = x

i(λ)β + σω(vi, γ)ei, i = 1, · · · , n, (6)
where xi(λ) = {x1i, x2i(λ)} is the covariate vector. Thus, x1i is the vector of covariates
which are not transformed (these may include dummy variables and time trend) and
x2i(λ) is the vector of covariates which are transformed (with the same parameter as the
response variable). The model allows for heteroscedasticity, with vi being the vector of
weighting variables and ω the weighting function with parameter γ. Note that vi may
or may not overlap with xi. We assume ei are i.i.d. N(0, 1).
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DefiningΩ
1
2 (γ) = diag{ω(v1, γ), · · · ,ω(vn, γ)}, and writing (6) in matrix form h(Y,λ) =
X(λ)β + σΩ
1
2 (γ)e, the constrained MLE of β and σ for given γ and λ are given by
βˆ(γ,λ) = (X(λ)Ω−1(γ)X(λ))−1X(λ)Ω−1(γ)h(Y,λ), (7)
σˆ2(γ,λ) =
1
n
h(Y,λ)M(γ,λ)Ω−1(γ)M(γ,λ)h(Y,λ), (8)
where M(γ,λ) = In − X(λ)(X(λ)Ω−1(γ)X(λ))−1X(λ)Ω−1(γ). The concentrated log-
likelihood function of γ and λ is
c(γ,λ) = −
1
2
(log(2π)− 1) + n log

J˙(λ)/ω˙(λ)

− n
2
log σˆ2(γ,λ), (9)
where ω˙(λ) and J˙(λ) are the geometric means of ω(vi, γ) and Ji(λ) = ∂h(yi,λ)/∂yi,
respectively.. Maximizing c(γ,λ) over γ and λ gives the MLE γˆ and λˆ of γ and λ,
respectively. Substituting γˆ and λˆ back into βˆ(γ,λ) and σˆ2(γ,λ) we obtain the uncon-
strained MLE of β and σ2, denoted by βˆ(γˆ, λˆ) and σˆ2(γˆ, λˆ), respectively.
Let yp(xi, vi) be the p-quantile of y at xi and vi, and zp be the p-quantile of ei. As ei
are i.i.d., zp is a constant across i. As h is a one-to-one transformation, we have
h(yp(xi, vi),λ)) = x

i(λ)β + σω(vi, γ)zp,
which implies, after an inverse transformation, yp(xi, vi) = g(xi(λ)β + σω(vi, γ)zp,λ). A
point estimator for yp(xi, vi) can be obtained by plugging the MLE for the parameters.
Thus, we have
yˆp(xi, vi) = g(x

i(λˆ)βˆ + σˆω(vi, γˆ)zp, λˆ), (10)
which is a consistent estimate of the conditional quantile. Note that yˆp(xi, vi) is a
monotonic function of p. Yang and Tse (2002) proposed a corrected plug-in method for
constructing a confidence interval for the conditional quantile. Their method, though
developed for a model with no transformed exogenous variables, can be easily extended
to the model considered in this paper. See the Appendix for the details. Following Yang
and Tse (2002), the 100(1− α)% corrected plug-in quantile limits (CPQL) for yp(xi, vi)
is given by
q
g(L∗(γˆ, λˆ), λˆ), g(U∗(γˆ, λˆ), λˆ)
r
, (11)
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where
L∗(γˆ, λˆ) = xi(λˆ)βˆ(γˆ, λˆ) +
gC∗m(ψ)− t
1−α/2
n−k (−δi(γˆ, λˆ)) gCs(ψ)
σˆ∗(γˆ, λˆ)
κni(γˆ, λˆ)
,
U∗(γˆ, λˆ) = xi(λˆ)βˆ(γˆ, λˆ) +
gC∗m(ψ)− t
α/2
n−k(−δi(γˆ, λˆ) g)Cs(ψ)
σˆ∗(γˆ, λˆ)
κni(γˆ, λˆ)
,
with tαν (d) being the α-quantile of a noncentral t with ν degrees of freedom and non-
centrality parameter d, and σˆ∗(γˆ, λˆ) = σˆ(γˆ, λˆ)
t
n/(n− k). The exact expressions for
gC∗m(ψ), gCs(ψ), δi(γˆ, λˆ) and κni(γˆ, λˆ) are given in the Appendix. Note that formula (11)
can also be used to calculate a confidence interval for the quantile of an out-of-sample
covariate vector x0 and weighting vector v0.
To measure the eﬀects of the covariates on the firm-size distribution, we calculate
the marginal eﬀects of the covariates on the p-quantile, i.e., mp(x, v) = ∂yp(x, v)/∂x.
From equation (10) we obtain
mp(x, v) = (1+λ[x
(λ)β+σω(v, γ)zp])
(1−λ)/λ[(∂x(λ)/∂λ)β+σzp(∂v/∂x)(∂ω(v, γ)/∂v)],
(12)
where  is the Hadamard product of two vectors (i.e., the elementwise multiplication
operator).
Finally, the scale, skewness and kurtosis of the conditional distribution can be calcu-
lated from the conditional quantiles. Abbreviating yp for yp(x¯, v¯), i.e., the p-conditional-
quantile evaluated at the sample mean of the covariates and weighting vectors, we have,
following MM,
Scale = (y0.75 − y0.25)/(y0.75 + y0.25) (13)
Skewness = (y0.75 + y0.25 − 2y0.5)/(y0.75 − y0.25) (14)
Kurtosis = (y0.90 − y0.10)/(y0.75 − y0.25). (15)
4 Empirical Results
We estimate the BCHR model for the two years of data. The Box-Cox transformation
is applied to the response variable and the covariate Size. Multiplicative heteroscedas-
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ticity is assumed, in which the weighting function equals the exponential function, i.e.,
(ω(vi, γ))
2 = exp(viγ). We assume the weighting variables vi consist of the whole set
of covariates xi. This assumption is not expected to aﬀect the main conclusions of the
study. As seen below, most of the covariates are indeed significant weighting variables.
4.1 The Estimated BCHR Models
Table 1 summarizes the results of the estimated BCHRmodels for 1983 and 1991. Almost
all covariates are significantly diﬀerent from zero at the 5% level (the only exception is
State in 1983). All the weighting variables are statistically significant at the 5% level
except for Growth and Imports.4 The null hypothesis of homoscedastic errors (i.e.,
all the weighting variables are statistically insignificant) is soundly rejected for both
years as the likelihood ratio statistic (p-value in the square brackets) has a value of
390.99 [< 0.0001] for 1983 and 430.69 [< 0.0001] for 1991. Thus, a model that assumes
homoscedasticity is misspecified. The null hypothesis of a linear functional relationship
(i.e., λ = 1) is strongly rejected with the LR statistic being 187.67 [< 0.0001] for 1983
and 229.53 [< 0.0001] for 1991. Also, the null hypothesis of a log-linear functional
relationship (i.e., λ = 0) is soundly rejected with the LR statistic being 11.80 [0.0006]
and 17.36 [< 0.0001] for 1983 and 1991, respectively. The regression coeﬃcients of the
covariates over the two years are quite similar, except for Turbulence and State. We will
consider the tests for the equality of the marginal eﬀects of the covariates later.
We also estimate the Box-Cox regression model with heteroscedasticity by imposing
the logarithmic transformation (i.e., λ = 0). Figure 1 plots the standardized residuals of
the log-normal heteroscedastic regression model. It can be seen that the distribution is
far from a standard normal, which is an indication that the log-normal heteroscedastic
regression model is not acceptable. For comparison, Figure 2 plots the standardized
residuals of the Box-Cox heteroscedastic regression model. It appears that there is good
4This is true for both years. It is interesting to observe that Exports is significant for the het-
eroscedasticity but not Imports, which appears to be reasonable.
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improvement in the fitness of the model as the distribution is very close to a standard
normal. These results show that the imposition of the logarithmic transformation on
the heteroscedastic regression model (as performed in MM) is not justified.
Figure 3 plots the quantile functions evaluated at the sample means of the covari-
ates, i.e., yˆp(x¯, v¯). Apart from the conditional quantile functions for the 1983 and 1991
data, we also plot the conditional quantile function based on the estimated 1983 model
evaluated at the sample mean of the 1991 data, labelled as 1983_91. It is clear from
the plots that the distribution of firm size has shifted to the left from 1983 to 1991. In
other words, there were (conditionally) more smaller firms in 1991 than in 1983. It can
be seen that, however, the graph for 1983_91 has shifted upwards versus the graph for
1983, which suggests that the diﬀerence between 1983 and 1991 is due to the change in
the eﬀects of the covariates on the firm size rather than the changes in the covariates.
Figure 3 provides similar result to that of MM (see Figure 3 of MM). However, one
important drawback of MM’s empirical conditional quantile is that it is not monotonic.
Table 2 summarizes some summary statistics of the conditional (on the sample mean
of the covariates) distributions.5 This can be compared against Table II of the BCQR
results of MM. Similar to MM, the location has shifted to the left, the scale has become
smaller, and the tail has become thicker. In contrast to MM, however, the skewness has
slightly shifted to the right. Thus, similar to the BCQR method, the BCHR method is
able to provide additional information about the shape of the conditional distribution.
Table 3 provides the point estimates as well as the 95% confidence intervals of the
conditional quantiles. We observe that the confidence intervals get wider for larger p.
Also, the intervals for the 30th to 70th percentiles over the two years do not overlap,
showing that these quantities are significantly diﬀerent. In contrast, the confidence
intervals of the conditional quantiles are not available in MM. It should be noted that
the quantile confidence intervals for the BCQR method can be obtained using the delta
5The set of values p chosen follow those of MM. This is to facilitate comparison with MM’s results.
This remark applies to other tables below.
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method. Yang and Tse (2002) show that the plugged-in method used in this paper has
good empirical coverage probability. Their Monte Carlo results, however, suggest that
the delta method is likely to perform poorly.
4.2 Marginal Eﬀects of the Covariates
MM provided a method to estimate the marginal eﬀects of the covariates on the con-
ditional quantiles using the BCQR model. They argued that these estimates constitute
useful applications of the model. We have outlined in equation (12) the estimation of
these marginal eﬀects using the BCHR model. Table 4 presents the estimated eﬀects at
selected values of p, with standard errors in parentheses. The results can be compared
against Table III of MM. It can be seen that the marginal eﬀects of all covariates are sta-
tistically significant at the 5% level except for Size and State. While Size is insignificant
in the higher quantiles, State is significant in the higher quantiles. In contrast, MM’s
results show “considerable diversity”, finding almost all the possible cases, ranging from
variables which are significant at all quantiles to those which are significant at a single
quantile, and some which are significant only in the middle range.
Figure 4 plots the marginal eﬀects of various covariates against p and can be compared
against Figure 4 of MM. Overall the shapes of the marginal-eﬀect curves of the two
methods are similar. However, while the BCHRmethod provides smooth marginal-eﬀect
curves, those computed using the BCQR method are erratic. This appears to arise from
the instability of the algorithm rather than the nature of the underlying structure. Note
that similar to MM, we find that the covariates Turbulence and Size have quite diﬀerence
marginal-eﬀect curves compared to others. First, the marginal eﬀects of Turbulence are
diﬀerent over the two years. Second, the marginal eﬀect of Size in 1991, unlike other
covariates, is not monotonic. These conclusions are also apparent in MM’s results.
Following MM, we provide results of tests for the equality of marginal eﬀects over
adjacent quantiles as well as over the two diﬀerent years. The results are summarized in
Tables 5 and 6, which provide the t-ratios of the tests. Similar results using the BCQR
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method can be found in Tables IV and V of MM. Table 5 shows that most t-ratios are
significant at the 5% level, except for the covariate Size. In contrast, many of the t-
ratios in MM’s results are statistically insignificant. In particular, none of the marginal
eﬀects between the 50th and 75th percentiles are statistically significant in 1991. In
view of the diﬀerences in the results between 1983 and 1991, as well as the results in
other quantiles, this finding appears to be anomalous. Indeed, MM commented that
“the majority of the covariates exert rather disparate eﬀects across the distribution and
that these have changed over time”. In contrast, we note that the BCHR results are
quite stable across diﬀerent quantiles. Furthermore, the computation of the asymptotic
variance in the BCHR model is quite straightforward, while that of the BCQR method
requires the delta method. It is not sure whether the apparent anomaly is due to the
computational instability.
From Table 6 we can see that the marginal eﬀects of Age, Growth, MES and Tur-
bulence are largely significantly diﬀerent over the two years. This result is in agreement
with that of MM. Our results, however, show coherency and consistency in signs, while
this cannot be said of MM’s BCQR results. For example, there are several irregular
changes in signs of the t-ratios in Table V of MM.
Finally, Table 7 summarizes the marginal eﬀects of the covariates on the scale, skew-
ness and kurtosis of the conditional distribution, with standard errors in parentheses.
These results are obtained by numerically diﬀerentiating equations (13) to (15) with re-
spect to the covariates. While Table VI of MM produces some results on the “marginal”
eﬀects of the covariates on these attributes, they are apparently computed using a dif-
ferent method (by taking one standard-deviation variation in the covariates). Thus, we
will not compare our results against those of MM. Our results show that Age, Patents,
Exports, MES and State have significant marginal eﬀects on the distribution attributes
in both years, while Growth and Imports are insignificant. Turbulence and Size are
significant in 1991, but not in 1983.
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5 Conclusions
We have examined the use of the BCHR model for analyzing firm-size distribution of
manufacturing firms in Portugal. Following the work of Machado and Mata (2000)
we estimate the conditional quantile function, the scale, skewness and kurtosis of the
conditional distribution, the marginal eﬀects of the covariates on the quantiles as well
as on the scale, skewness and kurtosis. We have shown that the BCHR model provides
a useful alternative to the BCQR model in analyzing firm-size distribution. It has
the advantage of producing monotonic empirical quantile functions. Furthermore, the
results on the marginal eﬀects of the covariates are more coherent and provide more
stable description of these eﬀects compared to the BCQR method. Overall the BCHR
method is promising for analyzing data that require transformation to achieve normality.
Likely applications are income distribution, heath expenses and wage structure.
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APPENDIX
In this Appendix we provide the details for the computation of the corrected plug-in
quantile limits (CPQL). Various terms in the CPQL are given as follows:
κni(γ,λ) = {xi(λ)[X(λ)Ω−1(γ)X(λ)]−1xi(λ)}−
1
2
δi(γ,λ) = κni(γ,λ)ω(vi, γ)zp
µT (γ,λ) = δ(γ,λ)

1−

n−k
2
 1
2 Γ((n−k−1)/2)
Γ((n−k)/2)

σT (γ,λ) =
n−k
n−k−2 [1 + δ(γ,λ)
2]− n−k
2
δ(γ,λ)2
k
Γ((n−k−1)/2)
Γ((n−k)/2)
l
gCs(ψ) = {1 + gc2(ψ)/σ2T (γˆ, λˆ)}
1
2
gC∗m(ψ) = σˆ
∗(γˆ, λˆ)[1− gCs(ψ)][ω(vi, γˆ)zp + µT (γˆ, λˆ)/κni(γˆ, λˆ)].
where gc(ψ) = (bˆΣˆbˆ)1/2 with Σˆ/n = J22(ψˆ) being the (γ,λ) diagonal block of the inverse
observed information matrix J−1(ψ) evaluated at ψˆ, and
bˆ1 =
xi(λˆ)βˆγ(γˆ, λˆ) + zpω(vi, γˆ)σˆ
∗
γ(γˆ, λˆ) + σˆ
∗(γˆ, λˆ)ωγ(vi, γˆ)zp√
nσˆ∗(γˆ, λˆ)κ−1ni (γˆ, λˆ)
,
bˆ2 =
xi(λ)βˆλ(γˆ, λˆ) + zpω(vi, γˆ)σˆ
∗
λ(γˆ, λˆ)− hλ(yˆp(xi, vi), λˆ)√
nσˆ∗(γˆ, λˆ)κ−1ni (γˆ, λˆ)
.
Defining ei(ψ) = [h(yi,λ)− xi(λ)]/[σωi(γ)], the elements of J(ψ) are given by:
Jββ =
1
σ2
n[
i=1
xi(λ)x

i(λ)ω
−2
i (γ)
Jσ2σ2 =
1
σ4
n[
i=1
e2i (ψ)−
n
2σ4
Jγγ =
n[
i=1
%
ωiγγ(γ)
ωi(γ)
−
ωiγ(γ)ω

iγ(γ)
ω2i (γ)
&
−
n[
i=1
e2i (ψ)
%
ωiγγ(γ)
ωi(γ)
−
3ωiγ(γ)ω

iγ(γ)
ω2i (γ)
&
Jλλ =
n[
i=1
k
e2iλ(ψ) + ei(ψ)eiλλ(ψ)
l
−
n[
i=1
k
(∂2/∂λ2) log hy(yi,λ)
l
Jβσ2 =
1
σ3
n[
i=1
ei(ψ)xi(λ)ω
−1
i (γ)
Jβγ =
2
σ
n[
i=1
ei(ψ)xi(λ)ω

iγ(γ)ω
−2
i (γ)
Jβλ = −
1
σ
n[
i=1
[eiλ(ψ)xi(λ) + ei(ψ)xiλ(λ)]ω
−1
i (γ)
Jσ2γ =
1
σ2
n[
i=1
e2i (ψ)ωiγ(γ)ω
−1
i (γ)
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Jσ2λ = −
1
σ2
n[
i=1
ei(ψ)eiλ(ψ)
Jγλ = −2
n[
i=1
ei(ψ)eiλ(ψ)ωiγ(γ)ω
−1
i (γ).
Now, for the Box-Cox transformation, we have hy(y,λ) = yλ−1, hyλ(y,λ) = yλ−1 log y,
hyλλ(y,λ) = y
λ−1(log y)2, and
hλ(y,λ) =
+
1
λ [1 + λh(y,λ)] log y −
1
λh(y,λ), λ 9= 0,
1
2
(log y)2, λ = 0,
hλλ(y,λ) =
+
hλ(y,λ)(log y − 1λ) +
1
λ2 [h(y,λ)− log y], λ 9= 0,
1
3
(log y)3, λ = 0.
For the dual-power transformation of Yang (2002), we have hy(y,λ) = 12 [y
λ−1 + y−λ−1],
hyλ(y,λ) =
1
2
(yλ−1 − y−λ−1) log y, hyλλ(y,λ) = 12(yλ−1 + y−λ−1)(log y)2, and
hλ(y,λ) =
+
1
2λ(y
λ + y−λ) log y − 1λh(y,λ), λ 9= 0,
0, λ = 0,
hλλ(y,λ) =
+
h(y,λ)(log y)2 − 2λhλ(y,λ) λ 9= 0,
1
3
(log y)3, λ = 0.
14
REFERENCES
Buchinsky, M. (1995). Quantile regression, Box-Cox transformation model, and the
U.S. wage structure, 1963-1987. Journal of Econometrics, 65, 109-154.
Chamberlain, G. (1994). Quantile regression, censoring and the structure of wages. In
Advances in Econometrics, Sim C. (eds), Cambridge University Press: New York,
171-209.
Machado, J. A. F. and Mata, J. (2000). Box-Cox quantile regression and the distribu-
tion of firm sizes. Journal of Applied Econometrics, 15, 253-274.
Yang, Z. L. and Tse, Y. K. (2002). A corrected plug-in method for the quantile confi-
dence interval of a transformed regression. SMU Economics & Statistics Working
Paper Series, #22-2002. (www.sess.smu.edu.sg/Research/w2002.html)
15
Table 1. Estimated BCHR Models
1983 1991
Estimate Standard Error Estimate Standard Error
Covariates
Intercept —0.8187 0.1398 —0.6461 0.1266
Age 0.5446 0.0116 0.4978 0.0089
Growth 0.6585 0.0944 0.3449 0.0754
Patents 9.0269 1.9528 8.7392 1.8293
Imports —0.0237 0.0033 —0.0289 0.0033
Exports 0.3228 0.0258 0.3068 0.0138
MES 0.3152 0.0122 0.2920 0.0121
Turbulence —10.4893 1.8608 —60.7220 3.6168
Size 0.1388 0.0673 0.1326 0.0627
State 0.0055 0.1354 0.3164 0.1373
Weighting Variables
Age 0.1046 0.0071 0.0608 0.0056
Growth —0.0357 0.0612 0.0579 0.0458
Patents 2.8585 1.2604 2.4707 1.2441
Imports —0.0010 0.0023 0.0037 0.0024
Exports 0.0438 0.0163 0.0247 0.0112
MES 0.0751 0.0024 0.0950 0.0079
Turbulence 3.0300 1.3900 17.7376 1.9757
Size —0.0149 0.0054 —0.0347 0.0046
State 0.3960 0.0738 0.4717 0.0803
Transformation and Scale Parameters
λ —0.0652 0.0075 —0.0811 0.0064
σ 0.5708 0.0363 0.6593 0.0450
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Table 2. Descriptive Statistics of the Conditional Distributions
1983 1991 1983_91
Location y0.5 10.838 9.448 11.714
Scale (y0.5 − y0.25)/(y0.75 + y0.25) 0.621 0.616 0.617
Skewness (y0.5 + y0.25 − 2y0.5)/(y0.75 − y0.25) 0.369 0.371 0.367
Kurtosis (y0.90 − y0.10)/(y0.75 − y0.25) 2.466 2.484 2.458
Table 3. Conditional Quantile Estimates and 95% Confidence Intervals
1983 1991
Lower Point Upper Lower Point Upper
p (%) Limit Estimate Limit Limit Estimate Limit
1 0.722 1.069 1.483 0.789 0.992 1.199
10 2.491 2.899 3.284 2.263 2.596 2.906
20 4.087 4.504 4.876 3.629 3.986 4.306
30 5.845 6.237 6.577 5.158 5.483 5.764
40 7.985 8.2832 8.540 7.016 7.247 7.445
50 10.665 10.852 11.041 9.327 9.462 9.598
60 13.837 14.285 14.846 12.082 12.426 12.855
70 18.192 19.278 20.702 15.856 16.746 17.909
80 25.232 27.586 30.804 21.938 23.990 26.746
90 39.823 45.997 55.023 34.904 40.128 47.733
95 57.292 71.097 93.113 51.915 62.457 78.689
99 106.866 166.644 293.342 113.349 149.864 313.441
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Table 4. Marginal Eﬀects of Covariates on Conditional Quantiles
p (%) Age Growth Patents Imports Exports MES Turbulence Size State
1983
10 1.309 2.178 17.574 —0.070 0.843 0.705 —43.709 0.252 —1.435
(0.038) (0.401) (7.104) (0.013) (0.081) (0.045) (8.852) (0.100) (0.501)
25 2.858 4.056 43.213 —0.138 1.761 1.601 —73.713 0.434 —1.433
(0.061) (0.642) (11.873) (0.021) (0.141) (0.073) (13.664) (0.187) (0.852)
50 6.904 8.348 114.443 —0.301 4.092 3.997 —132.982 0.807 0.069
(0.123) (1.187) (24.376) (0.042) (0.321) (0.146) (23.938) (0.392) (1.716)
75 17.055 17.804 302.234 —0.682 9.793 10.125 —240.849 1.523 7.033
(0.316) (2.634) (59.706) (0.103) (0.863) (0.351) (51.496) (0.861) (3.999)
90 39.445 36.393 732.151 —1.473 22.112 23.844 —408.295 2.722 27.909
(0.957) (6.333) (147.742) (0.264) (2.261) (0.906) (125.174) (1.826) (9.499)
95 66.011 56.750 1254.053 —2.374 36.539 40.276 —554.126 3.861 56.817
(2.031) (11.225) (260.751) (0.475) (4.105) (1.723) (224.560) (2.924) (16.481)
1991
10 1.203 0.783 16.639 —0.093 0.782 0.516 —226.863 0.279 —0.616
(0.035) (0.355) (6.386) (0.012) (0.081) (0.039) (9.357) (0.090) (0.448)
25 2.465 1.658 38.785 —0.166 1.560 1.256 —380.977 0.431 0.183
(0.061) (0.570) (10.700) (0.020) (0.144) (0.063) (14.460) (0.166) (0.760)
50 5.652 3.916 99.214 —0.328 3.483 3.315 —689.359 0.681 3.591
(0.139) (1.060) (22.080) (0.039) (0.329) (0.128) (26.396) (0.346) (1.536)
75 13.487 9.582 257.943 —0.672 8.118 8.807 —1265.229 0.991 15.109
(0.355) (2.343) (54.430) (0.096) (0.877) (0.314) (60.197) (0.764) (3.611)
90 30.690 22.231 625.066 —1.333 18.126 21.652 —2196.038 1.112 46.140
(0.904) (5.602) (136.323) (0.244) (2.285) (0.790) (149.587) (1.648) (8.710)
95 51.223 37.492 1077.909 —2.047 29.936 37.604 —3043.817 0.818 87.707
(1.688) (9.940) (243.456) (0.440) (4.151) (1.467) (268.091) (2.679) (15.338)
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Table 5. Tests of Equality of Adjacent Marginal Eﬀects
p (%) Age Growth Patents Imports Exports MES Turbulence Size State
1983
10-25 52.285 7.0095 4.6591 —7.154 12.739 26.756 —5.588 2.065 0.006
25-50 53.406 6.8402 5.0192 —6.704 11.556 28.456 —4.845 1.803 1.580
50-75 45.704 5.8397 4.9416 —5.668 9.968 27.145 —3.375 1.514 2.856
75-90 32.159 4.7298 4.7081 —4.734 8.588 23.043 —2.112 1.234 3.657
90-95 23.562 4.0232 4.5128 —4.171 7.688 19.071 —1.413 1.030 4.038
1991
10-25 38.420 3.685 4.473 —8.371 10.552 25.137 —26.752 1.976 2.332
25-50 36.284 4.064 4.714 —7.200 9.425 26.924 —22.150 1.374 4.010
50-75 33.689 3.983 4.583 —5.607 8.079 27.029 —15.272 0.733 5.220
75-90 29.307 3.663 4.333 —4.308 6.950 25.153 —9.893 0.137 5.879
90-95 24.460 3.399 4.138 —3.553 6.236 22.012 —6.963 —0.284 6.122
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Table 6. Tests of Equality of Marginal Eﬀects between Years
p (%) Age Growth Patents Imports Exports MES Turbulence Size State
10 2.071 2.601 0.098 1.278 0.531 3.177 14.219 —0.198 —1.218
25 4.575 2.793 0.277 0.983 0.999 3.576 15.445 0.012 —1.416
50 6.767 2.785 0.463 0.466 1.326 3.512 15.614 0.241 —1.529
75 7.505 2.332 0.548 —0.068 1.361 2.802 12.931 0.462 —1.499
90 6.651 1.675 0.533 —0.388 1.240 1.824 9.166 0.655 —1.415
95 5.599 1.284 0.494 —0.505 1.131 1.181 7.119 0.768 —1.372
Table 7. Marginal Eﬀects on Distribution Attributes
Age Growth Patents Imports Exports MES Turbulence Size State
1983
Scale 0.065 0.007 1.585 —0.001 0.031 0.044 0.997 —0.005 0.177
(0.002) (0.027) (0.571) (0.001) (0.008) (0.004) (0.602) (0.003) (0.033)
Skewness 0.049 0.005 1.195 —0.001 0.023 0.033 0.752 —0.003 0.134
(0.002) (0.020) (0.429) (0.001) (0.006) (0.003) (0.454) (0.002) (0.025)
Kurtosis 0.179 0.018 4.334 —0.004 0.084 0.121 2.726 —0.012 0.484
(0.009) (0.074) (1.549) (0.003) (0.022) (0.010) (1.648) (0.007) (0.091)
1991
Scale 0.049 0.041 1.484 0.000 0.024 0.055 5.286 —0.013 0.225
(0.002) (0.022) (0.584) (0.001) (0.005) (0.003) (0.756) (0.002) (0.036)
Skewness 0.037 0.031 1.125 0.000 0.019 0.042 4.008 —0.010 0.170
(0.001) (0.017) (0.441) (0.001) (0.004) (0.002) (0.566) (0.002) (0.027)
Kurtosis 0.139 0.117 4.232 0.001 0.070 0.157 15.075 —0.037 0.640
(0.008) (0.062) (1.650) (0.003) (0.017) (0.010) (2.160) (0.008) (0.103)
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Figure 1. Standardized Residuals of Log-Normal Heteroscedastic Regression
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Figure 2. Standardized Residuals of Box-Cox Heteroscedastic Regression
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Figure 3. Conditional Quantile Functions
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