Abstract: This paper reports a machine learning approach for image object detection. Object detection and localization in a wild image, such as a STL-10 image dataset, is very difficult to implement using the traditional computer vision method. A convolutional neural network is a good approach for such wild image object detection. This paper presents an object detection application using a convolutional neural network with pretrained feature vector. This is a very simple and well organized hierarchical object abstraction model.
Introduction
This paper reports a machine learning approach for image object detection. Object detection and localization in a wild image, such as a STL-10 image dataset, is very difficult to implement using traditional computer vision method. (SIFT, LBP, Haar, Adaboost [1] [2] [3] )
The convolutional neural network is good approach for such wild image object detection. This network is a very simple and well organized hierarchical object abstraction model.
In the computer vision area, wild image object detection is a challenging subject because there are few common features and no general methodology. Fig. 1 gives an example of a wild image dataset from STL-10. The visual objects can be divided into 10 classes (car, airplane, cat, dog…), which are from natural scenes. They have distorted shapes, poses, colors, illumination, and occlusion. Furthermore, they are weakly correlated with each other in the same image class.
The most important item of natural scene object detection is how to represent the image data. Deep learning is one of the manifold learning approaches from raw image data with a very high dimensional transfer structure. Among the various deep learning methods, the most practically successive one is the Convolutional Neural Network (CNN).
CNN is basically composed of a convolutional layer, pooling layer and classification layer. At the convolutional layer, the transfer input image into convolved and overlapped feature space. At the pooling layer, it aggregates the results of the convolutional layer into a pooled adjacent feature. The activation of a convolutional layer followed by a pooling layer is connected to a fully connected layer that is composed of softmax regression or feedforward neural network. Between the pair of convolutional layers and pooling layers, there can be an additive pair of convolutional and pooling layers repeatedly.
The machine learning approach like CNN has many good points compared to the traditional approach. First, it is very easy to build huge database for a large training data set. A neural net or SVM is useful for such purposes. Second, it is easy to learn very complicated feature space from an image dataset directly. Machine learning attempts to use statistical reasoning to find approximate solutions for the difficulties of modelling natural scene features.
• This paper proposes the approach of a wild image object detection method using a deep neural network.
In particular, a convolutional neural network is very efficient for solving a given problem. The contributions of this paper are as follows.
• This paper reports the feasibility of a machine learning approach to detect a natural scene image object; • The approach uses GPU-based implementation for a very time consuming calculation of a convolutional neural network;
This approach improves the localization performance of pretrained CNN for partial objects in a large image;
The remainder of this paper is organized as follows. The next section describes the related works. The proposed scheme section presents a convolutional neural network model for natural scene image object detection. The performance evaluation section includes performance evaluations and discussions of the effects of the proposed scheme. Finally, the last section reports the conclusions.
Related Work
The traditional visual object detection method based on the feature based model is to search for discontinuities in image brightness. For example, the Canny edge detector extracts the boundaries in a hysteresis manner. The local boundaries detected are manipulated as a template, and a pattern recognition approach is performed to detect an image object. On the other hand, an edge based model approach cannot capture the very complicated variations of natural scene objects [4] .
Another common approach is the local feature based model. SIFT [1] , LBP [2] and Haar detector [3] captures the local feature based on a cortex like feature. Those methods are used widely in visual object detection, such as stereo camera correspondence mapping, face detection and content-based image retrieval. On the other hand, it difficult to build a huge model of local feature base from a massive training data set.
Recently, on the ImageNet challenge, which is famous wild image object recognition competition, the CNN based method exhibited state-of-the-art performance [5] . The method trained large, deep convolutional neural networks to classify the 1.2 million high-resolution wild images in the ImageNet contest into the 1000 different classes. On the test data, they achieved top-1 and top-5 error rates. This is proof of the essential use of machine learning methods on wild image recognition problem.
Pretrained Convolutional neural networks
This approach to represent a raw image is to use selftaught learning, which is one of unsupervised machine learning methods [6] . On self-taught learning, it is not assumed that unlabeled data follows the same class labels or generative distribution as labeled data. Therefore, a large number of unlabeled images can improve a given image classification. Normally, it outperforms the selftaught learning feature than a classification with labeled data only.
Learning Discriminative Feature
One of the good features in a raw image can be achieved by directional edge filters. The Canny edge detector, Histogram of Gradient and Gabor filter can be used to the edge features from a raw image. This method is well formulated and easy to exploit to computer vision applications but it cannot guarantee that those features are the best solution to image recognition.
Self-taught learning can learn such an discriminative feature from the image data directly. The result of selftaught learning normally resembles the edge filters.
The power of self-taught learning is that there is no need to be concerned about the data types of domain knowledge to obtain the discriminative features for new data groups. This means that a Gabor filter can be used only in 2 dimensional image space, but self-taught learning can be used not only in a 2 dimensional image space but also more high dimensional data space like 3 channel color image space.
Self-taught learning can be performed using a sparse auto encoder. This is a feedforward neural network with the same input and output. The energy function of the sparse auto encoder is (1).
(1)
To complete the sparse auto encoder, one more constraint is needed, the energy function of the sparsity condition. This is composed of a squared sum of the activation function. In addition, it is added into the energy function as a sparsity term. This means that a sparse auto encoder is trained to minimize the cardinality of the activation values in a hidden unit.
On the other hand, it is affected by the sparsity parameter, which controls the sparsity of the activation of the hidden unit. This should be decided carefully by some experiment. In the present experiment, the sparsity parameter was chosen as 0.03.
The result of the sparse auto encoder can be called a pretrained feature. The pretrained feature had 8 x 8 dimensions, which corresponds to same image size of a local patch from a 64 x 64 full image.
Pretrained feature for CNN
CNN has a very special structure in a deep layered network composed by several different functional neurons. They are the convolutional layer, pooling layer and fully connected layer. CNN can be utilized with a pretrained feature set as an initial weight vector. The CNN structure is described in Fig. 3 . The CNN is basically composed of a convolutional layer, pooling layer and classification layer. At the convolutional layer, the input image is transferred into convolved and overlapped feature space. At the pooling layer, the result of the convolutional layer is aggregated into the pooled adjacent feature. Activation of the convolutional layer followed by the pooling layer is fed to the fully connected layer, which is composed of softmax regression or feedforward neural network. Between the pair of convolutional and pooling layers, there can be an additive pair of convolutional and pooling layers, repeatedly.
Regarding the input image, there are convolution layer, which has a weight vector of the pretrained feature of an 8 x 8 patch. In the convolution feature, pretrained feature is shared in the weight vector of the convolutional layer. This is described in Fig. 4 .
If a N x N input image is connected to the convolution layer and a pretrained feature (convolution kernel) size of m x m, the size of the convolved layer is (N -m + 1) x (Nm + 1). The activation of the convolution layer is calculated by (2) . (2) where w means the convolution weight vector, x means the input image.
Pooling layer aggregates result of the convolution layer by averaging the image area of a k x k size. In that case, there are (N / k) x (N / k) of pooling layer neurons. This is described in Fig. 5 .
The pooling layer is calculated using Eq. (3).
The pooling layer is followed by a fully connected layer or another convolutional layer. A fully connected layer is a simple softmax regression. Fig. 6 describes the complete structure of a convolutional neural network.
Training of Pretrained CNN
The back propagation algorithm can also be adopted to a convolutional neural network. The only difference from a general feedforward neural network is gradient propagation at the pooling layer to the convolution layer. Propagated gradient can be calculated using Eq. (4). (4) where m means the element size of the training samples. z means the sigmoid activation of each neuron, and a means the weight vector and input convolved value. w is the weight vector at each layer.
The optimization algorithm, which is used in CNN training is a quasi-newton method. This is one of the 2 nd order optimization algorithms, and a variation of the Newton method. The quasi Newton method calculates the approximated Hessian alternatively because the Hessian needs to calculate every 2 nd order derivative for a k x k dimensional vector and it is too expensive to compute at every iteration.
Negative Image Training
To detect a partial object in a large image, one more class is needed for a negative image. This means none of the trained class categories were made from negative images from another natural scene image by downloading from the web. This contains very different images from the training images, e.g., wall, sea, sky, bricks on the wall, roads, and forests. Negative images are used for the extra output of a fully connected layer of CNN. The negative images are also gathered from the training image of STL-10. 10000 negative images were used for training.
Predict Natural Scene Image
The prediction step was performed by a feedforward calculation of CNN. First, the target images are given to the CNN input layer. This is propagated through the convolutional and pooling layer sequentially. Fig. 7 . gives an example of a transferred image. The transferred feature image is very sparse and clustered around the edges of an image. This means that the CNN transfers a pixel based raw image into an edge based sparse image. Therefore, a sparse edge image can make a recognition to robust and reliable. (This is why an edge image is used instead of a raw image in traditional image recognition.)
The important thing in a CNN feature transformation is that it is performed generatively from the data itself without any prior or given arbitrary condition.
At the final pooling layer, all features are aggregated into pooled small dimensional features. Finally, the features are predicted by a softmax regression into the probability of one of the output layers.
GPU Acceleration
GPU was used to perform the matrix vector calculation of the CNN layer. In particular, cuBlas can be used easily for the matrix dot product. This study tested the speed increase among general C ++ calculation, Matlab and GPU. Table 1 .
In the CNN calculation, GPU was up to 10 times faster than pure the C ++ implementation.
Performance Evaluation
CUDA and C ++ were used to implement the CNN based object detection application.
MNIST handwritten digits datasets were used for the evaluation. In addition, the STL-10 image dataset was used for the experiments with 2000 training images and 3000 test images. This has 10 classes of categories for classification. Firstly, pretrained CNN was compared with the general CNN, which does not use pretrained weight vector. In addition, the general feedforward neural network was compared. All comparisons were performed in the recall precision measurement. The results are listed in Table 2 .
In the result, the pretrained CNN shows the best performance comparable to the general CNN and feedforward neural network. Fig. 8 gives an example of the STL-10 image recognition .
The same procedure was tested on a large image from the web. The images were a 128 x 128 large image with 4 classes of partial images (car, airplane, cat, and dog).
The accuracy measurement method was to calculate the ratio of minimum overlapped region described in (6) . (6) where is 1 if the result is a true positive, otherwise 0. is 1 if the ground truth region and recognized region are overlapped over 50 %, otherwise 0.
The result shows that the pretrained CNN outperforms the general CNN and feedforward NN in a large image localization.
In Fig. 8 , examples of image localization are described.
Conclusion
This paper proposed an approach for wild image object detection and localization using a pretrained convolutional neural network. This is composed of a general convolutional neural network and sparse autoencoder. The pretrained model of the CNN outperformed the general CNN in a natural scene image recognition.
The GPU acceleration increases the inspection speed in pretrained CNN compared to the general C ++ implementation or Matlab vectorization.
Large image localization can be applied using the pretrained CNN. The testing accuracy of pretrained CNN was found to outperform the general CNN and feedforward neural network. 
