Abstract. We introduce a flow of maps from a compact surface of arbitrary genus to an arbitrary Riemannian manifold which has elements in common with both the harmonic map flow and the mean curvature flow, but is more effective at finding minimal surfaces. In the genus 0 case, our flow is just the harmonic map flow, and it tries to find branched minimal 2-spheres as in Sacks-Uhlenbeck (1981) and Struwe (1985) , etc. In the genus 1 case, we show that our flow is exactly equivalent to that considered by Ding-Li-Liu (2006) . In general, we recover the result of Schoen-Yau (1979) and Sacks-Uhlenbeck (1982) that an incompressible map from a surface can be adjusted to a branched minimal immersion with the same action on π 1 , and this minimal immersion will be homotopic to the original map in the case that π 2 = 0.
diffeomorphisms) and our flow will be seen to correspond to the classical harmonic map flow of Eells-Sampson [3] which evolves a map by the L 2 -gradient flow of the harmonic map energy. In the special case that the domain is a torus, we will show that the flow agrees exactly with a flow introduced by Ding-Li-Lui [1] which those authors had previously presented as a technical modification of an alternative flow. In the higher genus case, the flow is new, and is a little harder to deal with because of the more complicated structure of Teichmüller space. Nevertheless, when combined with an existence theorem which will appear elsewhere [10] , we show that incompressible maps flow for all time without the domain metric degenerating, and subconverge to a conformal harmonic map.
Definition of the flow.
Let M := M γ be a smooth closed orientable surface of genus γ ≥ 0 equipped with a smooth metric g. Let N = (N, G) be a smooth closed Riemannian manifold of any dimension, which we may view as being isometrically immersed in R K for some K ∈ N.
The harmonic map energy of a smooth map u : (M, g) → (N, G) is defined to be
Since the energy is invariant under conformal variations of the domain metric, we will restrict our attention to the set of hyperbolic (constant Gauss curvature −1) metrics M −1 if γ ≥ 2, or to the flat metrics M 0 of unit total area if γ = 1, or to the metrics M 1 of curvature +1 if γ = 0. To consider general genus, we will sometimes unify the notation by writing M c for M −1 , M 0 or M 1 as appropriate. Because the energy remains invariant if we pull back both the map and the domain metric by the same diffeomorphism f , i.e., E(u, g) = E(u • f, f * g), it is natural to identify pairs (u 1 ,g 1 ) and (u 2 ,g 2 ) if there exists a smooth diffeomorphism f of M homotopic to the identity such that u 1 = u 2 • f and g 1 = f * g 2 and to study the energy on
Although A is defined here as a set, if we follow the path laid out in Teichmüller theory (see [20, Chapter 2]) we can see a slight variant of A as a smooth infinite-dimensional manifold, and endow it with a natural metric structure. We will clarify some subtleties of that process in Appendix B, but in order to derive the new flow equations it suffices to consider formally a metric structure on A by taking an arbitrary point [(u 0 ,g 0 )] ∈ A, considering a path (u(t),g(t)) ∈ C ∞ (M, N ) × M c with (u(0),g(0)) = (u 0 ,g 0 ) and imagining how we should define the length of the "tangent vector" ( The part ∂g ∂t (0) can be viewed as a tangent vector at g 0 in M c . This can be written (see for example [20] and Appendix B) as Re(θdz 2 ) + L X g for some holomorphic quadratic differential Θ = θdz 2 and vector field X (where z is a complex coordinate induced by g 0 , and we adopt the convention that dz 2 = dz ⊗ dz) as described in [20] , say. The splitting of tangent vectors into "horizontal" part Re(θdz 2 ) and "vertical" part L X g is a canonical L 2 -orthogonal decomposition and does not depend on the choice of complex coordinate (although X itself will not be unique in the genus 0 or 1 case since we can add any Killing field). If we then modify the path (u(t),g(t)) by an appropriate diffeomorphism, we will be able to assume that ∂g ∂t (0) is entirely horizontal. More precisely, if we let f t be the family of diffeomorphisms M → M generated by −X, with f 0 the identity (for t in a neigh-
, it is horizontal) and (ũ(t),g(t)) generates the same path through A as (u(t),g(t)).
Now we can define an inner product on A: for a tangent vector V at [(u, g)] represented by ( ∂u ∂t , Re(θdz 2 )), the inner product is determined by the norm defined by
for some constant η > 0. The metric g also induces a Hermitian inner product on quadratic differentials, and this allows us to write
Now that we are equipped with a metric structure on A, albeit at a formal level, we are in a position to consider the gradient flow of E on A, and to this end we consider the differential of the energy E viewed as a functional on A. Then we have the formula
where Φ(u, g) = φdz 2 := 4(u * G) (2, 0) is the Hopf differential of u, that is, φ = |u x | 2 − |u y | 2 − 2i u x ,u y , and τ g (u) := tr ∇du is the tension field [3] . Writing P g for the L 2 -orthogonal projection of the space of quadratic differentials onto the space of holomorphic quadratic differentials (with respect to the Hermitian inner product induced by g) and restricting ∂g ∂t to be horizontal (i.e., to be the real part of a holomorphic θdz 2 ) we have
Here we have used that if two quadratic differentials are orthogonal with respect to the L 2 Hermitian inner product, then their real parts are also orthogonal. We can then write the gradient flow of E with respect to the inner product we have defined on A as [(u(t),g(t))], where
and the energy decays according to
It would be reasonable to set η = 2 at this stage, but we retain this generality for the moment because it will make the comparison with [1] a little more transparent. By Liouville's theorem, the space of holomorphic quadratic differentials on the sphere consists only of the zero element, and on the torus, its real dimension is 2 (consisting in this case only of parallel quadratic differentials). By the RiemannRoch theorem, the space of holomorphic quadratic differentials for genus γ ≥ 2 is a vector space of real dimension 6γ − 6.
In particular, on the sphere, g will be static in time, and the flow is precisely the harmonic map flow of Eells-Sampson [3] . A global existence theorem for weak solutions of that flow from surfaces was given by Struwe [17] .
On the torus, as we describe in Section A.1, the flow (1.3) is easier to handle than for higher genus because the flow moves the domain metric g within a twodimensional smooth submanifold of the infinite-dimensional space M 0 of all unitarea flat metrics. The foundational theory for this case, including the existence theory, was given by Ding-Li-Liu [1] from a somewhat different viewpoint.
For genus γ ≥ 2, an extra complication arises. The domain metric g moves now within the space M −1 of hyperbolic metrics, and although its velocity ∂g ∂t always lies within a 6γ − 6 dimensional subspace of the infinite dimensional tangent space T M −1 , the distribution defined by these 'horizontal' subspaces is no longer integrable. What this means in practice is that the domain metric g(t) at two different times may represent the same point in Teichmüller space, but differ by pull-back under some diffeomorphism.
Nevertheless, by drawing on ideas from Teichmüller theory, we overcome this difficulty. In [10] , the first author will prove the following existence and uniqueness theorem, effectively extending the theory of Struwe [17] and Ding-Li-Liu [1] : 
provided u solves the first equation of (1.3) in the sense of distributions and g is piecewise C 1 (viewed as a map from [0,T ) into the space of symmetric (0, 2) tensors equipped with any C k metric, k ∈ N) and satisfies the second equation of (1.3) away from times where it is not differentiable. Remark 1.3. As for the harmonic map flow, the singularities of the map component are due to the "bubbling off of minimal spheres" as t T i and thus cause an instantaneous loss of energy, compare [10] . In the case that the genus γ < 2, there can be no degeneration at finite time of the type described in (iii), as shown by Ding-Li-Liu [1] , which can be viewed as a consequence of the completeness of Teichmüller space for tori with respect to the Weil-Petersson metric.
In the case that the metrics g(t) do not degenerate in moduli space, even at infinite time, we show in this paper that we get good asymptotic convergence, modulo parametrization, to a branched minimal immersion or a constant map. More precisely we prove: At each point in S where the convergence toū fails to be smooth, there will be bubbling of one or more minimal spheres (cf. [18] ).
Also in this paper we demonstrate how this flow, having such asymptotics, can be used to prove the following minimal surface existence theorem of Schoen-Yau [16] and Sacks-Uhlenbeck [15] . The genus 1 version was already addressed in [1] . 
are equivalent up to a change-of-basepoint isomorphism α * :
In that case we write u 1 * ∼ u 2 * . In particular, the images of an arbitrary closed curve in M under u 1 and u 2 will be homotopic. For the purposes of this paper, a branched minimal immersion is defined to be a nonconstant weakly conformal harmonic map. Such a map can be seen to be a smooth minimal immersion away from finitely many points in the domain where branching occurs [5] .
Remark 1.7. In [15, 16] , the authors obtain the existence of such a branched minimal surface which minimizes area over all maps with this action on π 1 . In contrast, our method gives an essentially explicit deformation of the map (particularly when the target does not admit any minimal 2-spheres).
Some ideas from the proof of Theorems 1.4 and 1.5 will be outlined now, and detailed in Section 3. The starting point is the flow from Theorem 1.1 which will be global under the hypotheses of Theorem 1.5: We will show that the conformal structure of the domain cannot degenerate in this case because if it did, the incompressibility of the map u would force the energy to blow up rather than monotonically decrease. It will then turn out that the flow deforms the map u without altering its action on π 1 , even as we pass over singular times.
By integrating the energy decay formula (1.4), we see that 6) and thus, keeping in mind (1.1), it is possible to pick times t i → ∞ such that
Standard estimates for the Hopf differential (see (3.2)) will tell us that
A modified bubbling analysis together with Mumford's compactness theorem then tells us that after passing to a subsequence and pulling back by a sequence of orientation-preserving diffeomorphisms, the metrics g(t i ) will converge to a limiting hyperbolic metric and the maps u(t i ) converge to a finite energy conformal harmonic map u ∞ (with respect to this limiting metric) away from a finite number of points in M . After applying Sacks-Uhlenbeck's removable singularity theorem, we will see that u ∞ is the branched minimal immersion that we seek. This paper is organized as follows. In Section 2 we state and prove an elliptic estimate for quadratic differentials which will be applied later to the Hopf differential. In Section 3 we describe the asymptotic behavior of our flow in the noncollapsing case that the length of the shortest closed geodesic in the domain remains bounded below by some uniform positive constant. In Section 3.1 we show that when the initial map is incompressible, then we can be sure that the flow will collapse neither at finite nor infinite time. In Appendix A we explain how the flow can be reformulated essentially as a flow of pairs (u, Γ) where Γ is a group of isometries of the universal cover of the domain, and u is a map from that universal cover which is invariant under the action of Γ. This viewpoint allows us in particular to connect our work with earlier work of Ding-Li-Liu [1] in the genus 1 case.
Since this paper first appeared in 2012, there have been a number of developments concerning the flow we introduce here. In [13] , the authors together with Miaomiao Zhu gave a description of the asymptotics of the flow in the case that the domain surface degenerates at infinite time, and this was refined together with Tobias Huxol in [7] . The simplest way of developing this theory is via a new Poincaré inequality for quadratic differentials that is proved in [11] , which extends Lemma 2.1 to arbitrarily degenerate surfaces. The asymptotic analysis in [13] assumes that the domain surface does not degenerate in finite time, and this hypothesis is established in [12] in the case that the target (N, G) has nonpositive sectional curvature.
Acknowledgments. Thanks to Mario Micallef for his insightful remarks, Sebastian Helmensdorfer for discussions about [1] , and Miaomiao Zhu and Saul Schleimer for comments.
2. An elliptic-Poincaré inequality for quadratic differentials. In this section, we will prove that quadratic differentials which are almost holomorphic in the sense that the L 1 norm of their anti-holomorphic derivative is small, are small themselves in L 1 , modulo any holomorphic part. In this paper we will apply the result to the Hopf differential of the flow map, at appropriate large times. 
In the above lemma, we have ∂(
We will only prove this lemma in the case γ ≥ 2 that concerns us, but the same ideas yield a proof for γ = 1, and such an estimate appears to be necessary in the proof of Theorem 4.1 from [1] .
Remark 2.2. With a little more work, one could take the L q norm on the lefthand side, for any q ∈ [1, 2), but we will not need this improvement. In contrast with many other situations, we will show in future work that the constant C in Lemma 2.1 need not depend on l.
We will prove the Lemma 2.1 using the following compactness result.
, C) such that after passing to a subsequence, we have
Proof. (Lemma 2.3.) Whenever 0 < r < ε and ψ ∈ C 1 (D ε , C), Cauchy's formula tells us
and therefore
Denoting the ε-mollification of ψ by ψ ε , computed with respect to a smoothing function which is radially symmetric and supported sufficiently locally, we then have
and more generally, for ψ ∈ C 1 (D, C), w ∈ D 1 2 and ε ∈ (0,
Such a uniform estimate is strong enough to yield the desired compactness, because for each (fixed) ε ∈ (0,
Finally, suppose we have
) as i → ∞, we find that the limiting ψ ∞ agrees with its mollification:
and is thus smooth. It must then also be holomorphic because for all
Proof. (Lemma 2.1.) First note that without loss of generality, we may make the additional assumption that P g (ψdz 2 ) = 0. Suppose that for some γ and l, the claimed estimate is false however large we take C. Then on the smooth closed surface M of genus γ, there exist a sequence g i of hyperbolic metrics with no geodesic loop shorter than l, and a sequence of C 1 quadratic differentials
We may view the surfaces (M, g i ) conformally as H/T i for some discrete, fixed-point-free subgroups of PSL(2, R) acting as isometries on the upper half-plane H with the hyperbolic metric, and by Mumford's compactness theorem [8] we may pass to a subsequence so that T i → T with H/T another closed genus γ hyperbolic surface. Here the convergence is to be understood as follows: For any open set U in P SL(2, R) containing an element of T the intersection T i ∩ U will be non-empty for i large enough, while any compact subset of P SL(2, R) disjoint from T will also be disjoint from T i for i sufficiently large. In particular, for fixed z 0 ∈ H, the metric fundamental polygons
Lifting the quadratic differentials Ψ i = ψ i dz 2 i to the whole of H and applying Lemma 2.3 over arbitrary discs D ⊂⊂ H, we see that we may pass to a convergent subsequence and find a holomorphic quadratic differential Ψ ∞ = ψ ∞ dz 2 on H/T which is locally the L 1 -limit of Ψ i after lifting to H, and in particular with Ψ ∞ L 1 = 1. In fact, any sequence Θ i of holomorphic quadratic differentials on H/ T i with unit L 2 length must subconverge to a holomorphic quadratic differential on the limit H/T (say, smoothly locally after lifting to H) also with unit L 2 length, and so a sequence of orthonormal bases for the vector spaces of holomorphic quadratic differentials on H/T i will converge to an orthonormal basis of such differentials on H/T . In particular, given an arbitrary holomorphic quadratic differential Θ on H/T , we can find a sequence Θ i of holomorphic quadratic differentials on H/T i such that Θ i → Θ smoothly locally after lifting to H. Thus we find that P g (Ψ ∞ ) = 0 because
But Ψ ∞ is holomorphic and hence Ψ ∞ = 0, which contradicts the fact that the L 1 norm of Ψ ∞ is one.
Of course, although we will not need it, the same proof ideas allow one to prove variants on surfaces of nonconstant curvature such as:
LEMMA 2.4. Suppose (M, g) is any closed orientable surface (which we can also then view as a Riemann surface). Suppose ψdz 2 is a C 1 quadratic differential on M . Then there exists C < ∞ depending only on (M, g) such that
An alternative proof of these results can be given using normalized isothermal coordinates, compare with the proof of Lemma 3.2 below.
3. Asymptotic analysis in the noncollapsing case. In this section we describe the bubbling properties of the flow at infinite time in the case that the domain metric g does not degenerate. We restrict our attention to the case that the genus of the domain is at least 2; for genus 1 domains, see [1] .
Roughly speaking we prove that as t → ∞ the maps u(t) subconverge (up to bubbling and modification by diffeomorphisms) to a branched minimal immersion u with the same action as u(0) at the level of fundamental groups. More precisely, we show: 
and which satisfies property (i) of Theorem 1.1 with T = ∞. Then there exist a sequence t j → ∞ and a family of orientation-preserving diffeomorphisms f j : M → M such that the maps u(t j ) • f j converge weakly in H 1 (M ) to either a branched minimal immersion or a constant mapū, with the same action on π 1 , that is, (ū) * ∼ (u(t)) * for all t ∈ [0, ∞) for which u(t) is smooth. Furthermore, there exists a set S consisting of at most finitely many points such that the above convergence is continuous (and weakly in H
Proof. Let (u, g) be as above. As discussed in Section 1, because of (1.6) we can select a sequence t j → ∞ such that τ g(t j ) (u(t j ))→0 and P g(t j ) (Φ(u(t j ),g(t j ))) → 0 both in L 2 , where Φ is representing the Hopf differential.
By assumption (3.1) and the Mumford compactness theorem in a slightly different form (see, for example, [20, Appendix C], or [19, Section 7] for a discussion of more general results) we obtain that a subsequence of the metrics (g(t j )) converges in moduli space; i.e., there exists a family of orientation-preserving diffeomorphisms f j : M → M and a limiting metricḡ ∈ M −1 such that
Modifying the maps u(t j ) with the same family of diffeomorphisms, u j := u(t j ) • f j we obtain a sequence (u j ,g j ) of pairs with the following properties:
Based on these properties we can extract a converging subsequence of (u j ) using: 
Because of the convergence of the metrics g j →ḡ we prove this result using arguments familiar from the theory of the harmonic map flow (cf. [17] ).
Proof of Lemma 3.2.
A short and well-known calculation for the Hopf differential Φ(u, g) = φdz 2 of a smooth map u : M → N → R K tells us that
where ρ is determined by g = ρ 2 |dz| 2 . In particular,
In our situation this implies that ∂(Φ(u j ,g j )) L 1 (M ) → 0. Applying Lemma 2.1, bearing in mind (iv) above, we find that
The convergence of the metrics g j implies that all occurring energies are equivalent in the sense that there exists a constant C < ∞ such that
is thus bounded in H 1 (M ) (with respect toḡ say) and has a weakly converging subsequence u j ū ∈ H 1 (M ). The key point is that away from points where a certain amount of energy concentrates, we have better control on u j than just a H 1 bound. The basic regularity estimate is the following: 
Once we have this ε 0 , we can pass to a subsequence and extract a finite set of concentration points
We will now derive W 2,2 estimates on the complement of S. For each x ∈ M \S, pickr ∈ (0, 1] sufficiently small so that 3r is less than the injectivity radius at x with respect toḡ, and E(u j ,g j ; Bḡ(x, 3r)) < ε 0 for sufficiently large j. By exploiting that g j →ḡ, we find that 2r is less than the injectivity radius at x with respect to g j , and E(u j ,g j ; B g j (x, 2r)) < ε 0 , for sufficiently large j. We now pick j-dependent normalized isothermal coordinates around x in the following way. Let ϕ j : (D, g H ) → (M, g j ) be a sequence of locally isometric coverings from the Poincaré disc, mapping the origin to x and the first coordinate vector at the origin to a positive multiple of a fixed vector in T x M . Then the maps ϕ j converge smoothly locally, and for some r > 0 depending only onr, we have ϕ j (D 2r ) ⊂ B g j (x, 2r). In particular, writing u j also for the map u j • ϕ j representing it in these coordinate charts, we conclude that
for sufficiently large j, and even working with respect to the flat metric on D 2r , we have τ (u j ) L 2 (D 2r ) → 0 (because the Poincaré and Euclidean metrics are conformally equivalent on D 2r ). Applying Lemma 3.3 for each j, we obtain uniform bounds for ∇ 2 u j L 2 (D r ) , and thus u j is bounded uniformly in W 2,2 (D r ). Passing to a subsequence, we deduce weak W 2,2 convergence to some limiting map from D r to N , and by (3.3) , that map must be weakly conformal. Repeating the argument elsewhere in M \S, and exploiting once more that g j →ḡ, we obtain that u j converges weakly in W 2,2 loc (M \S, N ) to a limit, which must be weakly conformal with respect toḡ. But that limit must then coincide with the weak-H 1 limitū. By passing to the limit in the equation satisfied by u j (i.e., in the definition of τ g j ) we establish thatū must be harmonic in M \S, and therefore smooth and harmonic throughout M by the removability of point singularities [14] .
Having proved Lemma 3.2, we continue with the proof of Proposition 3.1. Consider now the action N, u(x, t)) on the fundamental groups induced by a (weak) solution (u, g) of (1.3) satisfying property (i) of Theorem 1.1. As the set of singular points
we may choose a basepoint x and a generating set of elements {γ k } of π 1 (M, x) that are disjoint from ∪ i S(T i ). For any t, t ∈ [0,T ), the path α t,t (s) := u(x, t + s(t − t)),s ∈ [0, 1], thus induces a change-of-basepoint isomorphism for which the loops
represent the same element of π 1 (N, u(x, t) ). We thus conclude that the flow (1.3) leaves the action on the fundamental group invariant.
Recall now that by hypothesis, the metric g(t) degenerates neither at finite nor infinite time and consider again the maps u i = u(t i ) • f i we fed into Lemma 3.2, and the limitsū andḡ, and singular set S that we obtained in return. Selecting a base point x and generating curves {γ k } of π 1 (M, x) disjoint from S, we obtain that the curves u i •γ k converge uniformly to the limiting curvesū•γ k . Conjugating with an appropriate sequence of paths α i (converging to a constant) we thus obtain for the induced action on the fundamental groups
for i sufficiently large, say i ≥ i 0 . In a slight abuse of notation, here and in the following we use (·) * also to denote the action of maps on fundamental groups with basepoints different from x, such as (u 0 ) * acting on π 1 (M, f i (x)), with the basepoint determined such that the composition of the above homomorphisms between fundamental groups is well defined. Furthermore we extend the equivalence relation ∼ to general homomorphisms between fundamental groups.
We cannot conclude from (3.4) that (u 0 ) * ∼ (ū) * since the diffeomorphisms f i are in general not homotopic to the identity. However replacing f i in the above construction
, which is weakly conformal and harmonic with respect to (f −1 i 0 ) * ḡ and has the same action on the fundamental groups as u 0 because
for all i ≥ i 0 , and specializing to i = i 0 (note thatf i 0 is the identity) we find that
Remark 3.4. We do not claim that the diffeomorphisms (f i ) i∈N are homotopic to the identity in general; we do not even claim that they cannot diverge within the mapping class group. respectively. Therefore we will assume that the genus of M is at least 2. Let u 0 be an incompressible map and let g 0 be a hyperbolic metric. By the results of the previous section it is enough to show that the corresponding solution of (1.3) exists for all time and that the domain metrics g(t) do not degenerate at infinity.
In fact, since the maps u(t) are incompressible for all t, any degeneration of the metric would cause the energy to become unbounded according to: and X( ) = 2π π 2 − arctan sinh 2 .
The geodesic γ then corresponds to the circle
In this version of the collar lemma, the intrinsic distance w between the two ends of the collar is related to via sinh 2 sinh w 2 = 1, which is sharp.
Proof of Lemma 3.6 . Let g ∈ M −1 and let U be the collar neighborhood around the shortest closed geodesic of (M, g). Given any map u : M → N we consider the energy of the corresponding mapũ : P → N on the cylindrical collar. If u is incompressible, the curves β x : θ →ũ(x, θ) are closed and topologically nontrivial and thus have length L(β x ) ≥ c > 0. Using the conformal invariance of the Dirichlet energy we can thus estimate
which implies the claim.
Given any solution (u, g) of (1.3) with an incompressible initial map u 0 we thus obtain that the length (g(t)) of the shortest closed geodesic of (M, g(t)) is bounded away from zero by a constant c = c(E(u 0 ,g 0 ), (N, G)) > 0. Consequently the solution constructed in Theorem 1.1 exists for all time and as t → ∞ the maps u(t) subconverge (after modification with diffeomorphisms) to a branched minimal immersionū with the same action as u 0 on π 1 (M ).
Appendix A. A reformulation of the flow equations. Up to now, we considered the flow as an evolving pair (u, g) of map u : M → N and metric g ∈ M c . In this section we change viewpoint by lifting the whole picture to the universal cover (M ,g) of (M, g), which is the Euclidean plane if the genus γ = 1 or the hyperbolic plane H if γ ≥ 2, and see the flow essentially as an evolving pair (ũ, Γ), where Γ is a group of isometries of (M ,g) andũ :M → N is a map which is invariant under the action of Γ.
In the genus one case, this will show that our flow corresponds to the flow of Ding-Li-Liu [1] . In the higher genus case, it will give a different viewpoint which might be used as a basis for an alternative short-time existence proof, for example. In general, this approach has the advantage that it avoids the quotient by the infinite-dimensional group of diffeomorphisms used in the definition of A.
Strictly speaking, it is natural to quotient the manifold of pairs (ũ, Γ) by the natural action of the group of isometries of (M,g)-i.e., for any such isometry σ, we identify (u • σ, σ −1 Γσ) with (ũ, Γ)-but we only emphasize this viewpoint in the case of genus γ ≥ 2.
A.1. The genus 1 case. For (α, β) ∈ R 2 , with β = 0, consider the group Γ α,β of translations of the Euclidean plane which fix the lattice generated by (1/β, 0) and (α, β). Then the quotient M α,β := (R 2 ,g E )/Γ α,β of the Euclidean plane is a flat torus of unit area. (Here we are writing g E := dx 2 + dy 2 , and will use the same notation for the resulting metric on the quotient.)
We will be switching between viewing the domain of the map part of the flow as (M α,β ,g E ) and as a fixed underlying manifold, say M := M 0,1 , the square torus, but with a varying metric as in the introduction. We pass between the two viewpoints via the linear map L α,β : R 2 → R 2 which sends (1, 0) to (1/β, 0) and (0, 1) to (α, β); given as a matrix, this is 1/β α 0 β .
The flat metrics we consider on M will then be the 2-parameter family L * α,β (g E ). We will be able to see the flow as moving the domain metric on M within this two-dimensional submanifold of the infinite dimensional manifold of unit area flat metrics on M because:
Claim. The two-dimensional submanifold of metrics {L * α,β (g E )} on M is horizontal. Explicitly, if we take a smooth one-parameter family (α + sα, β + sβ) for s in a neighborhood of 0, then the metrics on M α,β defined by
and the right-hand side is the real part of a holomorphic quadratic differential.
Proof. By definition of the Lie derivative, we have
where
(Note X is a vector field on R 2 , not on a torus.) A short calculation then yields
Viewing L X g as the symmetric gradient of X we then have
As remarked above, the fact that the metrics {L * α,β (g E )} form a horizontal submanifold allows us to see a flow solution (u, g) to (1.3), in the genus one case, as a time-dependent map u : M → N together with a domain metric {L * α(t),β(t) (g E )} on M . We now compute the induced evolution of α(t) and β(t) under this flow. We will use these formulae only to make the connection with [1] .
It is convenient to write u = U • L α,β , so that we can view our flow map u as a map U defined on M α,β . In that case, the Hopf differential is defined to be
and because the holomorphic quadratic differentials are here precisely the parallel quadratic differentials (i.e., constant multiples of dz 2 using this global coordinate) we have
We can now compare (A.3) with (A.2) to show that the flow makes α and β evolve according toβ
Thus, as desired, we can see the flow as evolving the subgroup Γ α,β together with a Γ α,β invariant mapũ : R 2 → N arising by lifting U . The mapũ will then evolve according to
where the tension τ is computed with respect to the Euclidean metric. Finally, we would like to compare the flow with that of Ding-Li-Liu [1] , which first requires us to rewrite the formulae in terms of u rather than U . By definition, we have U (x, y) = u(βx − αy, y/β), giving U x = βu x and U y = −αu x + direction of X to give the new fundamental polygon) and we retain the notation X to represent this tangent vector. The flow may then be written
where τ is the tension with respect to the hyperbolic metric.
Appendix B. Viewing A as a manifold. In Section 1.2 we defined A, and pretended that it was a manifold in order to formally derive our new flow equations. Although we do not need to make that discussion rigorous for the purposes of this paper, in this section we sketch how to adapt the definition of A in order to obtain a smooth Banach manifold, and we describe its tangent bundle. We do that by following the path laid out in Teichmüller theory (see [20, Chapter 2] ) but restrict to the case γ > 1 for simplicity.
For s > 0 sufficiently large (as discussed in [20] , s > 3 is large enough) we relax the regularity of u, g and f by asking that u ∈ H s (M, N ) and g ∈ M s −1 (the metrics of constant curvature as in M −1 , but of regularity H s ) and f ∈ D s+1 0 , the group of diffeomorphisms f : M → M of regularity H s+1 that are isotopic to the identity. We can then define
and it is this that will be a Banach manifold. By consideration of isothermal coordinates, any element of A s can be represented by a pair (u 0 ,g 0 ) with g 0 smooth and u 0 ∈ H s . By the slice theorem ([20, Theorem 2.4.3]) there exists a 6γ − 6 dimensional submanifold S of M s −1 passing through g 0 , each element of which is smooth, such that metrics g ∈ M s −1 near to g 0 can be written uniquely as f * g s for some g s ∈ S and f ∈ D s+1 0 near the identity. (Moreover, f and g s depend smoothly on g, and f is unique within the whole of D s+1 0 .) Therefore, any (u, g) near to (u 0 ,g 0 ) represents the same element in A s as (u • f −1 ,g s ), and we can locally identify a neighborhood of [(u 0 ,g 0 )] in A s with a neighborhood of (u 0 ,g 0 ) in the manifold H s (M, N ) × S, which is enough to establish a manifold structure on A s once one has checked that the structure is independent of the point g 0 where we centered our slice. Meanwhile, by construction, the tangent space in the slice S at g 0 is given by H := Re φdz 2 | φdz 2 is a holomorphic quadratic differential on M, g 0 ,
and we see that we can identify the tangent space of A s at [(u 0 ,g 0 )] with H s (u * 0 (T N)) × H. It then makes sense to define a metric as in Section 1.2 to be the L 2 norm on each of the two components of the tangent space (weighted as desired). Further details of the classical construction of this type can be found in [20] . 
