We show that pure strongly continuous semigroups of adjointable isometries on a Hilbert C * -module are standard right shifts. By counter examples, we illustrate that the analogy of this result with the classical result on Hilbert spaces by Sz.-Nagy, cannot be improved further to understand arbitrary isometry semigroups of isometries in the classical way.
Introduction
The following classical result characterizes one-parameter semigroups (in the sequel, semigroups) of isometries on Hilbert spaces; see the standard text book Sz.-Nagy and Foias [SNF70, Theorem 9.3]. 
Theorem (Sz.-Nagy [SN64]). Let

H p reduces S to a completely nonunitary semigroup.
Moreover, the completely nonunitary part is unitarily equivalent to a standard right shift.
It is our aim to prove the appropriately formulated analogue of the last sentence for semigroups of isometries on Hilbert modules (Theorem 1.2, proved in Section 3) and to analyze to what extent we can save statements about decomposition (Section 2).
• Let F be a Hilbert module over a C * -algebra B. The standard right shift over F is the semigroup v = {v t } t∈R + of isometries on L 2 (R + , F) := L 2 (R + ) ⊗ F defined by
Here, the external tensor product L 2 (R + ) ⊗ F of the Hilbert C-module L 2 (R + ) and the Hilbert B-modules F can be identified with the completion of the space of functions span x → h(x)y | h ∈ C c (R + ), y ∈ F (C c meaning continuous function with compact support) in the norm arising from the inner product f, g := f (x), g(x) dx. Clearly, the the standard right shift is strongly continuous. (Indeed, for any bounded strongly continuous functions t → a t ∈ B(L 2 (R + )) the function t → a t ⊗ id F ∈ B a (L 2 (R + ) ⊗ F) is strongly continuous, too, because by boundedness it is sufficient to check strong continuity on the total set of elementary tensors, and because on elementary tensors strong continuity of a t ⊗ id F follows from strong continuity of a t .)
In Section 3, we will prove:
Theorem. Let {S t } t≥0 is a pure strongly continuous semigroup of adjointable isometries on a Hilbert module E. Then {S t } is unitarily equivalent to a standard right shift.
The reader who is interested only in that result may switch to the proof in Section 3, immediately. In the remainder of this introduction, we motivate the proof. We also explain briefly why for Hilbert modules we need a fresh proof. In the Section 2 we explain by counter examples, why Theorem 1.2, as compared with Theorem 1.1, is the best we may hope for. We also explain why we may not hope for a generalization of the Stone-von Neumann theorem to Hilbert modules, and why for von Neumann (or W * -)modules no new proof is needed.
Motivation of the proof. Suppose we knew that E = L 2 (R + , F) "in some way" (that is, after choosing a suitable unitary V : L 2 (R + , F) → E) and S is the standard right shift in this identification (that is, S t = Vv t V * under the unitary equivalence transform arising from that suitable unitary).
The first problem to be faced is, how can we extract F from the abstract space E and the abstract isometry semigroup S? Form the solution we propose here, all the other steps will suggest themselves.
Note that E contains many copies of F, namely, for each 0 ≤ a < b the submodule II [a,b) F of functions II [a,b) y (where y ∈ F and II S denotes the indicator function of the set S ), is isomorphic
we obtained that way, is nothing but S t restricted to II [a,b) F. On the other hand, the elements II [a,b) y (varying also a and b) form a total subset of E. So, understanding how to get them abstractly will, if Theorem 1.2 is true, lead to a proof.
First of all, assuming the isometries are adjointable, we easily get the submodules
Indeed, the projection S t S * t onto the range of S t , is nothing but multiplication with II [t,∞) , and the projection onto E a,b is
So, how to find, inside E a,b , the elements of the form II [a,b) [a,b) y. The analytic heart of the proof, will be to show that the elements
. This is done in Lemma 3.8, which assert that The key point in the proof is that we manage (basically by Lemma 3.8) to approximate explicitly in norm an arbitrary element of E by sums over elements that behave like II [a,b) y. No arguments like zero-complement or weakly total=strongly total (which work only for Hilbert spaces) are involved. The original proof for Hilbert spaces involves unbounded operators and adjoints; it does not appear to be generalizable to modules.
(Counter)examples and other obstacles
The proofs of several statements in the classical Theorem 1.1 for Hilbert spaces rely on several crucial properties and results that are not available for Hilbert modules. The most important are:
Self-duality of closed subspaces and, therefore, existence of projections onto them; existence of adjoints; weakly total subsets are norm total. In this section, we explain the consequences of having these pieces missing by counter examples and prove some weaker statements. The proof of that statement we can confirm fully, Theorem 1.2, has been outlined in the end of the introduction and will be performed in Section 3.
Closely related to projections onto closed submodules are the subtleties around orthogonal complements. For convenience, we start by repeating those facts that generalize easily to Hilbert modules. (Of course, orthogonal complements can be defined for arbitrary subsets, and a number of statements remain true also for pre-Hilbert modules and their not necessarily closed submodules, for instance, such as the B-linear span of a subset. We ignore these, here.)
• Let F and G be closed submodules of a Hilbert B-modules E such that F, G = {0}. Then
This isometry is, clearly, surjective, that is, a unitary. We denote this situation as
• Let F be a closed submodule of a Hilbert B-module E. The orthogonal complement of F is defined as
• Clearly, F ⊥⊥ ⊃ F. Applying this to F ⊥ we get (F ⊥ ) ⊥⊥ ⊃ F ⊥ , and by the preceding conclusion we get (
that it appears to be unknown if the analogue statement is true for bounded right linear maps a. If this way true, one could show that if G is a submodule of E containing F and 
Consequently, H ⊗ I has zero-complement in H ⊗ B if and only if I is essential in B, and H ⊗ I is complemented in H ⊗ B if and only if I is complemented in B.
Consider the the bilateral right shift u t on L 2 (R, B), obviously, a strongly continuous semi-
into E, so that the the (co)restrictions S t of u t to E define a strongly continuous semigroup of isometries. An isometry is adjointable if and
so that S t is not adjointable.
If I is essential in B, then even (S t E) ⊥ = {0} for all t. It would be an interesting question to examine all strongly continuous semigroups of (not necessarily) adjointable isometries with this property. (If (S t E) ⊥ = {0} and S t is adjointable, then S t is a unitary.)
On the other hand, if I is complemented in
On the first summand, S t reduces to a (unitary) bilateral right shift. On the second summand it reduces to a standard right shift over I ⊥ .
What about the decomposition stated in Theorem 1.1 in the general situation? Well, let us first speak about the maximal unitary part. Note that S t E is a decreasing family of (closed)
submodules of E. Clearly, the (closed!) submodule E u := t∈R + S t E reduces the semigroup S t .
Since S t E is decreasing, the restriction is a unitary onto E u . Moreover, if E ′ is any other closed submodule of E reducing S t to a semigroups of unitaries, then
In other words, E u carries the unique maximal unitary part of S. 
, that is, y, x = 0 for all those y ∈ E that, for all r, can by written as y = S r y r . Note that with y also y t is in E u for all t. (Indeed, S t (S r y t+r ) = y = S t y t and S t is injective. Therefore, S r y t+r = y t for all r.) Then y, S t x = S t y t , S t x = y t , x = 0, that is, S t x ∈ E ⊥ u . In other words, E u reduces S completely to a unitary semigroup and E ⊥ u reduces S to a completely nonunitary semigroup. Note that, in Example 2.1, the submodule
There is no such condition as "maximal submodule reducing S t to a completely nonunitary semigroup" that can replace pureness. However, (E There is an interesting submodule of E ⊥ u , namely, E p := t (S t E) ⊥ . (Indeed, since S t E is not smaller than E u , the complement (S t E) ⊥ is not bigger than the complement E ⊥ u , and this turns over to union and closure.) This submodule is interesting, because if S is pure so that In Example 2.1, the restriction of S to E ⊥ u = E p is a a standard right shift. In particular, the restricted S t are adjointable. Also here, we do not know if this is true in general for one of the restrictions of S to E ⊥ u or to E p . However, if the S t are adjointable from the beginning, then
⊥ . It follows that the adjoint S * t leaves E p invariant, and the restriction of S * t is an adjoint of the restricted S t .) Finally, the restriction to E p is pure. (Indeed, to show that S * t y → 0 for all y ∈ E p , by boundedness of S * t it is sufficient to show that for x from the dense subset r (S r E) ⊥ . So let y ∈ (S r E) ⊥ for some r. Then 0 = S r x, y = x, S * r y for all x ∈ E, hence, We now discuss an example that shows that even assuming adjointability, the module E need not coincide with E u ⊕ E p . Since in this example E u = {0}, it also follows that completely nonunitary (E u = {0}) does not imply pure (E p = E). We prepare with the following lemma (the second part of which will also be important in the proof in Section 3).
Lemma. Let u t denote the unitary right-shift modulo 1 on L 2 [0, 1). SupposeS is an isometry
on a Hilbert B-moduleȆ. For t ∈ R + denote by n t the largest integer ≤ t. 
The maps
Proof. Clearly, S t are adjointable isometries. The function u t is strongly continuous and the projections II [0,1−(t−n t )) and II [1−(t−n t ),1) in B(L 2 [0, 1)) depend strongly continuously on t ∈ [n−1, n) for all n ∈ N. So, for the same reason for which the standard right shift v t is strongly continuous as discussed before Theorem 1.2, also S t is strongly right continuous. On the other hand, the definition of S t does not change (for t > 0), if we replace n t with the largest integer < t. So, S t is also strongly left continuous. For showing Part 1 it, therefore, remains to show that the S t form a semigroup.
Note that S n = id ⊗S n for all n ∈ N 0 . (In particular, S 0 = id.) Also, S t S n = S t+n = S n S t for all t ∈ R + and n ∈ N 0 , is easily verified. So, it is sufficient to verify the semigroup property S r S t = S r+t for r, t ∈ (0, 1). Note that
hence,
Therefore,
Part 2 is shown best by decomposing is an adjoint. Sincev is proper, we may choose an orthonormal family {e n } n∈N in H such that 
One may ask, why in the example, not taking immediately a pure strongly continuous semigroup of isometriesv t on H (necessarily unitarily equivalent to the standard right shift on some
In fact, there is no problem to define, then, on the sameȆ = C b (N, H) a semigroup of adjointable isometriesS t by pointwise action ofv t on functions onȆ. However, the function g ∈Ȇ defined by
for some non-zero vector y ∈ K shows that the semigroupS t is not strongly continuous. It is strongly continuous when restricted to the submoduleȆ p = H ⊗ C b (N) g. The same g show thatS t is not even B-weakly continuous, that is, t → g,S t g is not continuous (in any standard topology of B).
Observation.
Note that every semigroup of (not necessarily adjointable) isometries S t on E may be 'dilated' to a semigroup S t of unitaries on E. ('Dilating' means that E ⊃ E and that S t (co)restricts to S t on E.) Indeed, if we put E t := and define the maps β t,s : E s → E t for all t ≥ s to be S t−s , then the E t and β t,s form an inductive system. Let E denote the inductive limit and denote by i t the canonical embeddings of E t into E. It is not difficult to show that 
Now, if we apply our theorem to the pure strongly continuous semigroup S, so that S is given as a standard right shift on some
, and
The Stone-von Neumann theorem asserts that every pair of strongly continuous semigroups of unitaries on a Hilbert space H that fulfills the Weyl relations, is unitarily equivalent to the pair 
where ρ ′ is a (unique) normal unital representation of B ′ on H, and 
is a von Neumann B-module. It is routine to verify that the strong closure of
Of course, in the very same way we do get a Stone-von Neumann theorem for strongly continuous semigroups of unitaries on a von Neumann module.
Proof of Theorem 1.2
Let B be a C * -algebra and let E be a Hilbert C * -module over B. Let B a (E) denote the C * -algebra of all adjointable (hence bounded) operators on E. Let {S t } t≥0 be a strongly continuous one parameter semigroup of adjointable isometries on E, that is, 
Proposition. Let
Proof. (i) is a standard computation for spectral measures.
The first formula in (ii) follows from S t S a S * a = S a+t S * a = S a+t S * a+t S t =. The second formula in (ii) follows by taking also into account that for t ≥ a we get S a S *
The formulae in (iii) are adjoints of (ii). We are now going to define the unitary groups u a.b that simulate the shift modulo b − a on
Making use of Proposition 3.1, we also have:
We extend the definition of u a,b t periodically to all t ∈ R by setting We now come to the analytical heart of our proof of Theorem 1.2. The following lemma will guarantee that we may approximate everything by linear combinations of elements q a,b x (x ∈ E, 0 ≤ a < b < ∞). S k E 0,1 .
Since S k E 0,1 L 2 [0, 1) ⊗ F, and since S acts under these identifications as it should, we are ready for an application of Lemma 2.4(2).
