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Abstract-An imbedding method for the post critical equilibrium forms of a beam built-in at one end and 
free at the other is derived. The method makes use of Green’s function to express the solution in terms of 
differential-integral equations. Since Green’s function becomes extemely large in the vicinity of the critical 
force. the function must be initialized in the post critical region. The appropriate initial conditions are 
derived and numerical results are obtained. The numerical results are compared with an analytical solution. 
Apparently new equations for obtaining the post-buckling shape as a function of the applied load are 
obtained. 
INTRODUCTION 
Consider the post critical deformation of a compressed vertical beam clamped at the lower end 
and with the upper end free[W]. A force p is applied at the free end, maintaining its direction 
along the original uncompressed axial position. Since the deflections cannot be considered small 
compared to the length of the beam, the exact expression for the curvature of the elastic curve 
must be used. The curvature K, is given by 
M 
K=EIv 
where E is the modulus of e!asticity; I, the moment of inertia; and M, the bending moment. 
The differential equation of the elastic curve can be shown from (I) to be given by 
d*B 
n= -k sin 8, 
(1) 
(2) 
with boundary conditions for a unit length arc 
tl(O)=O, 8(1)=0. (3) 
where B(s) is the angle of inclination with the vertical: s the arc length; k = p/El; p, the applied 
force: and d(s) = (dO/ds). 
The critical force at which lateral buckling occurs is easily derived from the linear 
differential equation and boundary conditions for small deflections, 
and is given by 
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Pcrit = - 4 
2 
or 
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kc,,, = ~~14. (71 
An imbedding method for the post-critical equilibrium forms of the beam is derived. The 
method makes use of Green’s function. Since Green’s function becomes extremely large in the 
vicinity of the critical force, the function must be initialized in the post critical region. This is 
done by evaluating e(s) for an arbitrary value of k, i.e. k = k, > kcritr in the post-critical region 
via quasilinearization. The imbedding equations are then integrated from k = 0 to the desired 
maximum k = k,,,, with only minor modifications in the imbedding equations at k = k,. For 
k B k,, a family of curves of O(s) as a function of s with k as a parameter is obtained via the 
imbedding method. 
The results show that problems of this type, which previously were solved using the elliptic 
integrals, can be effectively handled by computers via imbedding methods. Additional work in 
this area is required however. 
IMBEDDING METHOD 
The imbedding equations (5-7) are derived as follows. The nonlinear two-point boundary 
value equations (2) and (3) are rewritten in the form 
ii(t) = -k sin u (8) 
u(0) = 0, li( I) = 0) 
where 
u(t) = e(s) (10) 
k = pIEI. 
(11) 
(12) 
(13) 
Using k as a parameter, differentiate equations (8) and (9) with respect to k 
&(t. k) = -k (cos u)uk -sin u (14) 
udO,k)=o, tik(l.k)=O. 
Introduce the auxiliary function w, 
ti(t, k)= -k(cos u)w+qS(t,k) 
(1% 
(16) 
w(O,k)= 0, ti( 1, k) =0 (17) 
where &t, y) is the inhomogeneous forcing function 
c$(t, k) = - sin u . (18) 
The solution of equations (16) and (17) is given by 
I 
I 
w(t,k)= G(t, Y. kh#dy, k) dy (19) 
0
where the kernel, G(t, y, k) is the Green’s function of the problem. The solution is a linear 
function of the forcing term, ~$(t, k). 
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Differentiating equations (19) (16) and (17) with respect to k 
wdt,k)= ‘IGr(I,y,k)~(y,k)+G(t,y,k)~l(y,k)ldy 
I 0 
15~ = -k (cos u)wk + k (sin u)ukw - (cos u)w + I&(& k) 
= -k (cos u)wk + F(t, k) 
wdO,k)=O, tiJl,k)=O, 
where F( t, k) is the forcing function 
and 
F(t, k) = Wr, k) + Mt, k) (23) 
n(r, k) = k (sin u)uk - cos u. (24) 
The solution of equations (21) and (22) is given by 
I 
I 
wk(l, Y) = G(t, Y, k)F(y, k) dy. 
0 
Substituting the expression for F(t, k) in equation (23) into equation (25) 
f 
I 
wk(& k) = G(t, Y. k)[w(y, WY, k)+ d-'k(Yv k)l dy 
0 
3 
(20) 
(21) 
(22) 
(25) 
(26) 
where t is replaced by y in F(t, k). Substituting the expression for w(t, k) in equation (19) into 
equation (26) 
wk(& k) = I’ ‘36 Y. k) [I,’ WY, Y', kM(y’, k) dy’n(y, k) + +kk(y, k)] dy . (27) 0 
Comparing equations (20) and (27), it is obvious that 
I,’ Gt(t, y, k#(r, k) dy = I,’ G(r, y, k) [I,’ G(y, y’, kM(y’, k) dy’n(y, k)] dy (28) 
since the last terms, G(t, y, k)dk(y, k), in both equations (20) and (27) are identical. 
Interchanging y and y’ on the right side of equation (28) and rearranging 
I’ Gk(f, Y, kh#dy, k) dy = 0 I’ G(t, ~'3 k) 0 [I,’ G(Y', Y, kM(x k) dy’n(y’, k)] dr’ 
I I 
= If G(t, y’, k)n(y’. k)G(y’, Y, k) dy’ddy, k) dy. (2% 0 0 
The coefficients of 4(y, k) in equation (29) must be equal. Thus 
GdL Y, k) = 
I' 
G(t, Y', k)n(y’, k)G(y’, Y, k)dy’. 
0 
By definition, set equation (19) equal to M(t, k). Then using equations (19), (30) and (24) 
(30) 
f 
I 
M(t, k) = - G(f, y, k) sin U(Y, k) dy 
0 
(31) 
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udt, k) = M(h k) (32) 
I 
I 
Gt(r, Y, k) = G(r, Y', kM(y', k)G(y', k) dy’ 
0 
(33) 
where 
n(y’, k) = k sin u(y’, k)M(y’, k) - cos u(y’, k). (34) 
Equations (31) to (34) are the desired imbedding equations. These differential-integral 
equations require an initial condition at k = 0. 
INITIAL CONDITIONS 
In order to determine C(r, y, O), let k = 0 in equations (16), (17) and (19) 
ti(r,O)=#(r,O) 
w(O,O)=O, ti(l,O)=O 
w(r, 0) = c’ G(r, y, OhW, 0) dy. 
Jo 
(35) 
(36) 
(37) 
The solution of differential equation (35) is given by 
w(t, 0) = A + Br + YMY. 0) dy. (38) 
Using boundary conditions (36) to find A and B it can be shown that 
A=0 
B=- 
I o’ 4~9 0) dy. 
(39) 
WV 
Substituting the expressions for A and B into equation (38) 
w(r,O)=-r 
I o’ NY, 0) dy + I o’ (r - YMY, 0) dy. (41) 
Comparing equations (37) and (41), it is obvious that the initial value of Green’s function is 
given by 
(42) 
The initial condition for u(r, k) at k = 0 is given by 
u(r, 0) = 0. (43) 
If the numerical solution were obtained for imbedding equations (31) to (34) with initial 
conditions (42) and (43), Green’s function would become extremely large in the vicinity of the 
critical value of k 
kc,+ = 1r~/4 =2.4674. (44) 
The computer would generate an overflow error message, and the computation would come to a 
halt. Numerical results in the post critical region, where k > k,iit, would not be obtained. 
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To overcome this obstacle, the solution of the nonlinear two-point boundary value equations 
(8) and (9) is obtained at some convenient point in the post critical region, for example at k = 3, 
using the method of quasilinearization. Green’s function is obtained by integrating equation (33) 
from k = 0 to k = 3 with 
n(y’, k) = n(y’, 3) = - cos u(y’, 3) (45) 
u(r, k) = u(t, 3) (6) 
and with initial condition (42). This gives Green’s function at k = 3. Then adjoining equations 
(31) and (32) and with n(y’, k) given by equation (34), continue integrating from k = 3 to the 
desired maximum k = k,.,. This will give a complete set of solutions at each increment of Ak in 
the post critical region between k = 3 and k = k,.,. 
For convenience, equations (31)-(34) can be integrated irectly from k = 0 to k = k,.,, with 
M(t, k) set equal to zero at each increment of Ak from k = 0 to k = 3. This will yield Green’s 
function for u(t, 3) at k = 3. For k > 3, M(t, k) is no longer set equal to zero, thus allowing u(t, k) to 
vary as a function of k. The derivation of the equations for the computation of Green’s function at 
k=3as 
COMPUTATION OF GREEN’S FUNCTION AT k=3 
Starting with equations (14) and (IS) introduce the auxiliary function 
Wt, 4) = -4 (cos u)w - sin u = qn(f)w +4(t) (47) 
w(0, q) = 0, I+( 1, q) = 0 (48) 
where k has been replaced by q. The functions b(t) and n(t) are independent of q and are given for 
k = 3. 
f$(t) = -sin u(t, 3) (49) 
n(t) = - cos u(t, 3). (50) 
The solution of equations (47) and (48) is given by 
I 
I 
w(t, 9) = * H(h Y, q)W) dy (51) cl 
where H(t, y. q) is Green’s function. Differentiating (51), (47) and (48) with respect o q, 
I 
I 
w,(t, 4) = f&(c Y, qM(y) dy 
0 
@Jr, q) = qn(t)w, + n(t)w 
w&4 4) = 0, $(I, 4) = 0. 
The solution of equations (53) and (54) is given by 
I 
I 
wq(t, 9) = H(t, Y, q)W)w(y, 4) dy. 
0 
Substituting the, expression for w(t, q) in equation (5 I) into equation (55) 
W,(h 4) = I’ 0 H(l. Y. q)n(y) 1’ H(Y, Y'. qb#W dy’dy. 0 
(52) 
(53) 
(54) 
(55) 
(56) 
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Interchanging y and y’ in (56) and rearranging 
I I 
w,(h 4) = II H(r. Y’, qW’)H(y’, Y, 4) dy’40) dy. 0 0 
Comparing equations (52) and (57) it is obvious that 
I 
I 
H& Y, 9) = 
0 
H(t. y’. q)n(y’)H(y’, Y, 4) dy’ 
where 
NY’) = - cos u(y’, 3). 
The initial conditions for Green’s function can be shown to be given by 
H(k Y, 0) = 
t 
-y, Occylt 
_-t 
. t<y51. 
(57) 
(58) 
(59) 
(60) 
The numerical values of u(t, 3) are derived in the next section. Comparing equations (33) and 
(42) with equations (58) and (60), it is seen that the equations have the same form. The only 
differences are in n(y’, k) and u(t, k). ‘Thus integrating (58) from k = 0 to k = 3 with initial 
condition (60) and u(t, k) = u(t, 3) gives Green’s function, G(r, y, k), at k = 3. This is equivalent 
to integrating (33) with M(t, k) = 0 and u(t, k) = u(t. 3). 
QUASILINEARIZATION 
The numerical solution of u(t. k) at k = 3 is obtained by the method of quasilinearization[8]. 
Let X, = u(t) in (7) and (8). Then 
i, = x2, x,(O) = 0 (61) 
i2 = -k sin xl, x*(l) = 0. (62) 
Let xl0 and x2” be the current approximations to the functions x,(t) and x2(t). The new 
approximations are obtained by considering the linearized equations 
1 i, = x2” + (x2 - x2O) (6% 
t i* = -k sin x,‘- k cos x,‘(x, - x,‘). (64) 
Equations (63) and (64) can be expressed in the form 
[I [ fl = 0 1 I[ 1 Xl + 0 i2 -k cosx,’ 0 x2 -k sin xl0 + (k cos xIo)xIo 1 (65) 
or using matrix notation, the i + 1 approximation is
The numerical solution to linear equation (66) is obtained using the method of complementary 
functions. The solution is given by the linear combination 
xi+,(t) = pi+i(t) + Hi+lttk (67) 
* where pi+, and H ;+, are the solutions of the initial value equations 
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ii+,(t) = Fi(t)pi+l(t) + yi(t), pi+l(O) = 0 G33) 
fii+l(t) = F(t)Hi+l(t), Hi+l(O) = 1, (6% 
and the vector c is obtained by substituting the boundary conditions into equation (67) and 
solving for c. 
To obtain a numerical sohrtion for k = 3, an initial guess is made for the vector x(t). for 
example 
x,(t)= 1.5 sin(lS7t) (70) 
x2(t) = 1.5 cos (1.57t). (71) 
Equations (68) and (69) are integrated from t = 0 to f = 1. The values of p(t) and H(r) at the 
boundaries are utilized to evaluate the vector c, which is equal to the full set of initial 
conditions of the first approximation. Equation (66) is then integrated to obtain the first 
approximation. The first approximation is stored and the above sequence is repeated to obtain 
the second approximation, etc. 
A fourth-order Runge-Kutta method was utilized for the integration with grid intervals 
equal to l/100. Convergence was obtained in approximately four iterations. Table 1 shows the 
numerical results in the post buckling region for k = 3 where 
u(t, 3) = x,(t) = e(s). (72) 
It should be noted that if the 
remain at zero. 
initial guess for vector x(t) were x(t) = 0, the solution would 
Table 1. Angle of inclination as a 
function of arc length for k = 3. 
Quasilinearization method 
s 
e(s) 
radians 
0 0 
0.125 0.246932 
0.25 0.482505 
0.375 0.696494 
0.5 0.8806 
0.625 1.02873 
0.75 * 1.13685 
0.875 1.20252 
I .o 1.22454 
METHOD OF COMPUTATION 
The numerical solution of imbedding equations (3lH34) was obtained using the method of 
lines[9]. The quadrature formula used for approximating the integrals in equations (31) and (33) 
is the trapezoidal rule given by 
where the interval (0, 1) is divided into n equal parts of width A = I/n. 
Introducing the nomenclature 
Mi(k) = M(iA, k) 
ui(k) = u(iA, k) 
Gij(k) = G(iA, jA. k) 
nj(k) = n(jA, k) 
(73) 
(74) 
(75) 
(76) 
(77) 
8 
where 
equations (31)-(34) become 
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t = ih 
y=jA, i,j=O,1,2 ,.... n 
n-l 
Mi( k) = - G&k) sin uo(k)+ Gin(k) sin u,(k) +2 C Gim(k) sin u,(k) 
Ill=1 1 
$ 
@$ = M,.(k) 
dGii( k) 
dk = [ Gio(k)ndk)Goj(k)+ Gin(k)n,(k)G,j(k) +2 21 Gim(k)n,(k)G,(k)] $ 
where 
nj(k) = k sin Uj(k)Mj(k) - cos uj(k). (83) 
This represents a system of (n + l)+ (n + 1)’ ordinary differential equations which must be 
integrated. The initial conditions are 
(78) 
(79) 
(80) 
(81) 
(82) 
Gj(O)= 
-jA, j-ci 
_i* 
7 
i <j (84 
Equations (81) and (82) are integrated from k = 0 to k = 3 with 
Ui(k) = s(3) = Bi (85) 
given in Table 1 and Mi(k) set equal to zero at each increment of Ak. This yields Green’s 
function for Ui(k) at k = 3. For k > 3, Mi(k) is determined by (80), thus allowing Ui(k) to vary as 
a function of k. 
ELLIPTIC INTEGRAL SOLUTION 
An analytical solution for the post critical equilibrium forms of the beam can be obtained in 
terms of the elliptic integral. Vol’mir[l] shows that the elliptic integral is related to k by the 
equation 
I 
ffl2 
K(m) = (I - m sin’ a)-‘%~ = v’/(k)/ (86) 
0 
where 
1 = length (equal to I) (87) 
m = sir? 4. (88) 
To obtain the deflection of the beam y, at the free end (not related to the y in Green’s function, 
G( t, y. k)), the elliptic integral was approximated by the polynomial [ 101 
K(m)=~(k)l=(ao+nImI+~~~a4m~4)+(b,-,+b~m~+~~~ bpm~4)In(i/m~)) (89) 
where 
ml = I -m. (90) 
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For a given value of k, the value of m was found from equation (89) using a simple computer 
subroutine. The deflection of the beam is then[l] 
y=2 
J( > 
T, (91) 
The angle of inclination at the free end, e(l), can be obtained for a given value of k from the 
equation 
m = sin’ (e/2) (92) 
@(I) = 2 sin-’ d/m. (93) 
The deflection and the angle of inclination were computed as described above to an accuracy of 
approximately 5digits. 
NUMERICAL RESULTS 
Numerical results were obtained using imbedding equations (80X83) with n = 8 for the 
trapezoidal rule. Differential equations (81) and (82) were integrated using a fourth-order 
Runge-Kutta method with grid intervals Ak = 0.1. 
A family of curves of u(t, k) as a function of t was obtained with k as a parameter. In the 
nomenclature of the beam, these curves correspond to 0(s, k) as a function of s with k as a 
parameter. Table 2 shows the angle of inclination at the free end as a function of k. Shown are 
the solutions obtained via the imbedding and the elliptic integral methods. The imbedding 
method is correct to approximately 3digits. Assuming the elliptic integral method gives the true 
solution, the maximum error of the imbedding solution is less than 0.089 per cent and occurs at 
k = 3.5. 
The deflection of the beam at the free end is obtained by integrating 
9 = sin 0 
ds 
Table 2. Angle of inclination a1 the free end as a function of I; 
B( I ). radians 
k Imbedding Method Elliptic Integral Method 
3.0 1.22454 1.22452 
3.5 1.61095 1.60952 
4.0 1.8641 I I .86264 
4.5 2.04895 2.04768 
5.0 2.19166 2.19066 
5.5 2.30582 2.305 IO 
6.0 2.39944 2.39899 
Table 3. Deflection as a function of k 
Deflection y 
k Imbedding Method Elliptic Integral Method 
(94) 
3.0 0.663656 0.663629 
3.5 0.770952 0.77042 I 
4.0 0.802915 0.802407 
4.5 0.80573 I 0.805265 
5.0 0.795664 0.795217 
5.5 0.779743 0.779293 
6.0 0.761327 0.760857 
IO 
to obtain 
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sin e(s, k) ds (95) 
Using the imbedding method to obtain 13(s) for a given k, the deflection y was obtained using 
Simpson’s rule. Table 3 shows the deflection as a function of k obtained via the imbedding and 
elliptic integral methods. The maximum error of the imbedding method solution is less than 0.069 
per cent and occurs at k = 3.5. Vol’mir shows the curve of the above deflection as a function of k. 
The imbedding method yields the numerical values for this type of curve routinely. The number of 
differential equations integrated for the imbedding method was 90. 
Since e(s) is available as a function of s at every increment of Ak between k = 3 and k = 6, it is 
of interest o cornpie B(s) at k = 6 obtained via the imbedding method with e(s) obtained via 
quasilinearization asshown in Table 4. The maximum error of the imbedding method solution is 
less than 0.61 per cent and occurs at s = 0.125. At s = I, the maximum error is less than 0.018 per 
cent. 
Table 4. Angle of inclination as a function of arc length for k = 6 
B(s). radians 
s lmbedding Method Quasilinearization Method 
0 0 0 
0.125 0.56536 I 0.561929 
0.25 1.0806 I .07542 
0.375 I.51329 I .50826 
0.5 1.85258 I .84874 
0.625 2.10198 2.09953 
0.75 2.2707 2.26935 
0.875 2.36779 2.36714 
I.0 2.39944 2.39901 
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