If A and B are nonsingular M-matrices, a sharp lower bound on the smallest eigenvalue τ (A૽B) for the Fan product of A and B is given, and a sharp lower bound on τ (A • B −1 ) for the Hadamard product of A and B −1 is derived. In addition, we also give a sharp upper bound on the spectral radius ρ(A • B) for nonnegative matrices A and B.
Introduction
A matrix A = (a ij ) ∈ R n×n is called a nonsingular M-matrix if A = αI − P with P 0 and α > ρ(P ) (where ρ(P ) is the spectral radius of P ). Let M n be the set of nonsingular M-matrices. It is well known that A • B −1 ∈ M n and A૽B ∈ M n if A, B ∈ M n . In [3, pp. 358-359 and 375], the following classical results are given: In this paper, we will give some new bounds for τ (A૽B), ρ(A • B) and τ (A • B −1 ). First we observe the following example. Let
τ (A૽B) τ (A)τ (B) for A, B ∈ M n and ρ(A • B) ρ(A)ρ(B)
Obviously, A, B ∈ M 2 and
But, if we consider the following matrices:
which is a surprising fact.
Note that a ii > 0 for all i if A ∈ M n . Thus we define J A = D −1 N . Obviously, J A is nonnegative. In the next sections, first we prove that for A ∈ M n ,
Next a sharp lower bound on τ (A૽B) is given for A, B ∈ M n , i.e.,
Furthermore, a sharp lower bound on τ (
In addition, we also give another sharp upper bound on ρ(A • B) for A, B 0. The given numerical examples show that these bounds for τ (A૽B), ρ(A • B) and τ (A • B −1 ) are sharper than the above classical results in some cases.
A bound for the spectral radius of J A
If A 0, then we have the following fact [2, p. 504] that
If A is an irreducible nonnegative matrix, then we easily get
In particular, ρ(J A ) < 1.
Proof. Let A = (a ij ) be a nonsingular M-matrix. Then there exists a nonnegative nonzero vector μ = (μ i ) such that Aμ = τ (A)μ. Since the matrix J A is nonnegative, by (1), we have
We consider the upper bound. First assume that A is irreducible. Thus J A is irreducible. By (2), we can get that
Now let A be reducible. With loss of generality, we assume that A has a block triangular form with the irreducible diagonal blocks
Thus, we have
Example 1. Let
Then τ (A) = 1, and
Example 2. Let
A lower bound for the Fan product of two M-matrices
Lemma 2 [4] . If A is an irreducible M-matrix, and Az kz for a nonnegative nonzero vector z, then τ (A) k.
Lemma 3 [1] . Let A be a nonnegative matrix, and |B| A. Then ρ(B) ρ(A).
Proof. Let C = A૽B. First assume that C is irreducible. Obviously A = (a ij ) and B = (b ij ) are irreducible, so J A and J B are also irreducible and nonnegative. From Perron-Frobenius theory [2] , there exist positive vectors ν = (ν i ) and
Now let z = (z i ) be the vector, where z i = ν i μ i for all i. For the irreducible M-matrix C, we have
By Lemma 2, we get Proof. We may assume that
where x 1 , x 2 , y 1 , y 2 0. Since A, B ∈ M 2 , then a > 0 and b > 0. We also have that a > √ x 1 x 2 and b > √ y 1 y 2 . By simple calculations,
and
Thus the conclusion is proved. 
A bound for the Hadamard product of two nonnegative matrices

In this section, we consider the upper bound on ρ(A • B) for A, B 0. For
Note that J A is nonnegative, and
, where
Similarly, the nonnegative matrix J B is defined.
Lemma 5 [2, p. 504]. If A is an irreducible nonnegative matrix, and Az kz for a nonnegative nonzero vector z, then ρ(A) k.
Theorem 6. Let A, B ∈ R n×n be two nonnegative matrices. Then 
Thus, for cases (i)-(iii), by Lemma 5, we easily get that (4)-(6) hold. For the case (iv), let α be the maximum value of the upper bounds (4)-(6), then we easily get that 
we easily get that the conclusions hold for A, B 0.
Corollary 2.
Let A and B be 2 × 2 nonnegative matrices with the main diagonal entries being positive constant respectively. Then the equality of (4) holds.
Proof. We may assume that
where a > 0 and b > 0. By simple calculations,
Proof. Let D = diag(y i ) and
By Theorem 1, ρ(J B ) < 1. Thus, for each i,
This means that B 1 is a strictly diagonally dominant matrix by rows. Let B −1 (1) ij ). By Lemma 7, we have
Thus we get
So (7) holds. By the above argument, j / =i b
(1) ij = ρ(J B )b (1) ii and |β (1) ji | ρ(J B )|β (1) ii |. Since B 1 B −1 1 = I , then we have that for each i,
ii β (1) ii | + j / =i |b (1) ij β (1) ji | |b (1) ii β (1) ii (1) ii | = (1 + ρ 2 (J B ))|b (1) ii β (1) ii | = (1 + ρ 2 (J B ))b ii β ii .
Thus, (8) (1 + ρ 2 (J B ) ) .
