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INVERSE PROBLEMS FOR FIRST-ORDER HYPERBOLIC
EQUATIONS WITH TIME-DEPENDENT COEFFICIENTS
GIUSEPPE FLORIDIA AND HIROSHI TAKASE
Abstract. We prove global Lipschitz stability and conditional local Ho¨lder
stability for inverse source and coefficient problems for a first-order linear hy-
perbolic equation, the coefficients of which depend on both space and time.
We use a global Carleman estimate, and a crucial point, introduced in this pa-
per, is the choice of the length of integral curves of a vector field generated by
the principal part of the hyperbolic operator to construct a weight function for
the Carleman estimate. These integral curves correspond to the characteristic
curves in some cases.
1. Introduction and main results
Let d ∈ N, Ω ⊂ Rd be a bounded domain with smooth boundary ∂Ω, T > 0,
and Q := Ω× (0, T ). For a, b ∈ Rd, we denote by a · b the inner product on Rd. We
define the first-order partial differential operator P such that
Pu := A0(x, t)∂tu+A(x, t) · ∇u,
where A0 ∈ C1(Q) is a positive function, i.e., A0(x, t) > 0 for all (x, t) ∈ Q, and
A = (A1, · · · , Ad) ∈ C2(Q;Rd) is a vector-valued function on Q. In this paper, we
obtain global Lipschitz stability results for three inverse problems for the equations
with the principal part of type P . Moreover, we prove conditional local l Ho¨lder
stability for inverse source problem.
State of the art. The arguments of this paper are based on the Carleman estimates,
which were introduced by Carleman in [6] to prove unique continuation properties
for elliptic partial differential equations with not necessarily analytic coefficients,
and the Bukhgeim–Klibanov method introduced in [2]. The methodology using the
Carleman estimates is widely applicable to not only inverse problems and unique
continuation (e.g., [1], [13], [14], [17], [21], and [30]), but also control theory (e.g.,
[5], [9], [10], and [22]) for various partial differential equations.
We describe some results concerned with the operator P . For the radiative
transport equation having the principal part of type
∂tu(x, v, t) + v · ∇u(x, v, t), (x, v, t) ∈ Ω× Sd−1 × (0, T ),
where Sd−1 := {v ∈ Rd | |v| = 1} is a set of a velocity field, Klibanov and Pamyat-
nykh [18], [19] proved the Carleman estimates and global uniqueness theorem for
inverse coefficient problem of determining a zeroth-order coefficient. In [18], [19],
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and [11], the weight function for the Carleman estimate was independent of the
principal parts:
ϕ(x, t) = |x− x0|2 − βt2,
where x0 ∈ Rd and β > 0 were fixed. Machida and Yamamoto [23] and [24] also
proved global Lipschitz stability for inverse coefficient problems, where they took
a linear function as the weight function for the Carleman estimate:
ϕ(x, t) = γ · x− βt,
where γ ∈ Rd and β > 0 were fixed. Recently, Lai and Li [20] proved Lipschitz
stability for inverse source and coefficient problems of determining a zeroth-order
coefficient under the assumption that there existed a suitable weight function for
the Carleman estimate.
For first-order hyperbolic operators of type P with a variable principal part,
Go¨lgeleyen and Yamamoto [12] proved Lipschitz stability and conditional Ho¨lder
stability for inverse source and inverse coefficient problems, where they assumed
the existence of a suitable weight function ϕ = ϕ(x, t) for the Carleman estimate
satisfying
min
(x,t)∈Q
Pϕ(x, t) > 0
when A0 ≡ 1 and A = A(x). In the same time-independent case, that is, when
A0 ≡ 1 and A = A(x), Cannarsa, Floridia, Go¨lgeleyen, and Yamamoto [3] proved
local Ho¨lder stability for inverse coefficient problems of determining the principal
part and a zeroth-order coefficient, where they took a function
ϕ(x, t) = A(x) · x− βt
as the weight function for the Carleman estimate, and determined the coefficients
up to a local domain, depending on the weight function, from local boundary data.
In the same time-independent case, we also mention that Gaitan and Ouzzane [11]
proved global Lipschitz stability for inverse coefficient problem of determining a
zeroth-order coefficient via the Carleman estimate.
In all these results mentioned above, one must impose some assumptions on
the principal parts and weight functions to guarantee the Carleman estimates that
will be removed in this paper. Moreover, we must note that these results were all
for first-order equations with coefficients independent of timee t. However, equa-
tions with time-dependent principal parts of type P often appear in mathemati-
cal physics, for example, the conservation law of mass in time-dependent velocity
fields, and the mathematical analysis for such equations is needed. In regard to
first-order hyperbolic equations having time-dependent principal parts, Cannarsa,
Floridia, and Yamamoto [4] proved an observability inequality for a non-degenerate
case. Floridia and Takase [8] proved the observability inequality for a degenerate
case, which was motivated by applications to inverse problems. In both papers,
they dealt with the case A0 ≡ 1 and A = A(t).
For the second-order hyperbolic equations with time-dependent coefficients, Jiang,
Liu, and Yamamoto [15], and Yu, Liu, and Yamamoto [31] proved the local Ho¨lder
stability for inverse source and coefficient problems in the Euclidean space assuming
the Carleman estimates existed. Takase [28] proved also local Ho¨lder stability and
obtained some sufficient conditions for the Carleman estimate by using geometric
analysis on Lorentzian manifolds.
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We note that, on the well-posedness by the method of characteristics of first-
order hyperbolic equations with principal parts of type P , readers are referred to
John [16, Chapter 1], Rauch [25, Chapter 1], Evans [7, Chapter 3]. In addition
to that, for symmetric hyperbolic systems, readers are referred to [25, Chapter 2],
Ringstro¨m [26, Chapter 7], and Taylor [29, Section 16.2].
Purpose of this paper. Although a large number of studies have been made on in-
verse problems for first-order equations, what seems to be lacking is analysis for
equations with time-dependent coefficients. In this paper we investigate equations
with coefficients depending on both space and time. The important point we want
to make is the decisive way to choose the weight function in the Carleman estimate
for applications to inverse problems. Indeed, the weight function of our Carle-
man estimate (see Proposition 2.1 and Lemma 2.2) is linear in t, which is similar
to Machida–Yamamoto [23], Go¨lgeleyen–Yamamoto [12], and Cannarsa–Floridia–
Yamamoto [4]. However, the novelty is that the spatial term of the weight function
in our Carleman estimate is the length of integral curves of the vector-valued func-
tion A(·, 0), which is different from the ones in all the above results ([4], [8], [11],
[12], [18], [19], and [23]) and a new attempt. Owing to the choice, we need not
assume any assumptions on A to guarantee the Carleman estimates like in [12] and
[3], but assume only the finiteness of the length of integral curves (see Definition
1.4 and (1.3)) and the transverse connectedness between the integral curves and
the boundary ∂Ω (see (1.5)). We remark that these integral curves correspond to
the characteristic curves in the case A0 ≡ 1 and A = A(x). In addition, we note
that thanks to the above linearity with respect to t, we do not need to extend the
solution to (−T, 0), which enables us to apply the Carleman estimate to inverse
problems for wider functional space of time-dependent coefficients A0 and A.
Structure of this paper. The main results in this paper are global Lipschitz sta-
bility for the inverse source problem (Theorem 1.11), inverse coefficient problem
to determine the zeroth-order coefficient (Theorem 1.13), and inverse coefficient
problem to determine the time-independent principal part (Theorem 1.15). After
describing some settings, we present them in section 1. In section 2, we establish
the global Carleman estimate (Proposition 2.1) locally in time, which is the main
tool to prove the main results, under the assumption that a suitable weight function
exists. After that, we prove the existence of such a weight function by taking the
length of integral curves generated by the vector-valued function A(·, 0) (Lemma
2.2). In addition, in section 2, we introduce energy estimates needed to prove the
main results. In section 3, we show the proofs of the main results. Although the
main results in this paper are global Lipschitz stability for the inverse problems
mentioned above, we can obtain also local Ho¨lder stability, in which we do not im-
pose boundary conditions, as an application of our Carleman estimate. In section
4, we show the local Ho¨lder stability for the inverse source problem. In Appendix,
we give the proofs of two auxiliary and original results.
Before showing main results, we describe some definitions and settings needed
to present them.
Definition 1.1. For a vector-valued function X ∈ C1(Ω;Rd) and x ∈ Ω, a C1
curve c : [−η1, η2] → Ω for some η1 ≥ 0 and η2 ≥ 0 with η1 + η2 > 0 is called an
integral curve of X through x if it solves the following initial problem for ordinary
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differential equationsc′(σ) :=
dc
dσ
(σ) = X(c(σ)), σ ∈ [−η1, η2],
c(0) = x.
Remark 1.2. If x ∈ ∂Ω, it is obvious that the integral curve of X through x is
defined on a closed interval [0, η] or [−η, 0] for some η > 0.
Definition 1.3. Let a, b ∈ R with a < b. An integral curve c : [a, b] → Ω is called
maximal if it cannot be extended to a segment [a− η1, b+ η2] for some η1 ≥ 0 and
η2 ≥ 0 with η1 + η2 > 0 in Ω.
Definition 1.4. A vector-valued function X ∈ C1(Ω;Rd) is called dissipative if
for all x ∈ Ω, the maximal integral curve c of X through x is defined on a finite
segment [σ−(x), σ+(x)].
Remark 1.5. If X ∈ C1(Ω;Rd) is dissipative, then for all x ∈ Ω, c(σ−(x)) ∈ ∂Ω
and c(σ+(x)) ∈ ∂Ω, where c is the maximal integral curve of X through x.
The terminology dissipative for vector fields seems not to be widely-used. How-
ever, the authors use the terminology on the analogy of CDRM (compact dissipative
Riemannian manifold) used in a setting of integral geometry problems for tensor
fields. In this subject, CDRM is equivalent to the absence of a geodesic of infinite
length in a compact Riemannian manifold with strictly convex boundary (e.g., [27,
Chapter 4]).
We assume A ∈ C2(Q;Rd) and impose the followings:
(1.1) ∃ρ > 0 s.t. min
(x,t)∈Q
|A(x, t)| ≥ ρ ;
(1.2) ∃t∗ ∈ [0, T ) s.t. A(·, t∗) is dissipative.
Remark 1.6. Without loss of generality, we assume t∗ = 0 in (1.2), i.e.,
(1.3) A(·, 0) is dissipative
because it suffices to consider the change of variables t˜ := t − t∗ and A˜(·, t˜) :=
A(·, t˜+ t∗).
Remark 1.7. In the case A0 ≡ 1 and A = A(x), (1.3) means that any maximal
characteristic curves have finite length.
Under the assumption (1.3), we can give the following notations. For a fixed
x ∈ Ω, let cx : [σ−(x), σ+(x)]→ Ω be the maximal integral curve of A(·, 0) through
x, i.e., cx satisfies {
c′x(σ) = A(cx(σ), 0), σ ∈ [σ−(x), σ+(x)],
cx(0) = x.
Since cx is a rectifiable curve by (1.3), we can define the function ϕ0 on Ω as the
length of the maximal integral curves:
(1.4) ϕ0(x) :=
∫ 0
σ−(x)
|c′x(σ)|dσ,
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the integral of which is independent of a choice of parameters. Moreover, we assume
(1.5) ∀x ∈ Ω, A(cx(σ−(x)), 0) · ν(cx(σ−(x))) 6= 0,
where ν denotes the outer unit normal to ∂Ω. (1.5) means the incoming integral
curves intersect with ∂Ω transversely and guarantees the regularity of the function
ϕ0.
Lemma 1.8. Let A ∈ C2(Q;Rd) be a vector-valued function. Assume (1.1), (1.3),
and (1.5). Then, the function ϕ0 defined by (1.4) is in the class C
2(Ω).
The proof of Lemma 1.8 is presented in Appendix.
To prove the global Lipschitz stability for inverse problems for the hyperbolic
equations, the observation time should be given large enough for the solutions to
reach the boundaries owing to the finite propagation speeds. Then, we define the
following quantities to describe this situation mathematically.
For a fixed ε ∈ (0, ρ) and ϕ0 defined by (1.4),
(1.6) T0 :=
(
max
(x,t)∈Q
A0(x, t)
)(
max
x∈Ω
ϕ0(x)
)
ρ− ε ,
(1.7) M := max
(x,t)∈Q
(
|∂tA(x, t)||∇ϕ0(x)|
)
,
and
(1.8) T1 :=
{
min
{ ε
M
, T
}
, if M > 0,
T, if M = 0.
Moreover, considering inverse problems for the hyperbolic equation with time-
dependent principal part, we will assume
(1.9) ∃C > 0 s.t. ∀ξ ∈ Rd, ∀(x, t) ∈ Qτ , |∂tA(x, t) · ξ| ≤ C|A(x, t) · ξ|,
where Qτ := Ω× (0, τ) for some parameter τ ∈ (0, T ]. The condition (1.9) will be
decisive in the energy estimate given in Lemma 2.3 and in the proofs of Theorem
1.11, Theorem 1.13, and Theorem 4.1.
Remark 1.9. In the case d = 1, (1.1) implies (1.9) with τ = T for A ∈ C1(Q).
In the case d ≥ 2, if a non-vanishing vector valued function A satisfies (1.9),
then A has the following structure.
Proposition 1.10. Let d ≥ 2. If a vector-valued function A ∈ C1(Q;Rd) satisfies
(1.1) and (1.9), then A can be represented by
A(x, t) = A(x, 0)e
∫ t
0
φ(x,s)ds, (x, t) ∈ Qτ
for some function φ ∈ C0(Qτ ).
The proof of Proposition 1.10 is presented in Appendix.
Now, we define some notations. For a parameter τ ∈ (0, T ], set
Στ+ := {(x, t) ∈ ∂Ω× (0, τ) | A(x, t) · ν(x) > 0},
where we recall ν is the outer unit normal to ∂Ω. Moreover, we set Στ− := (Σ
τ
+)
c =
(∂Ω× (0, τ)) \ Στ+. In particular, we briefly denote Σ+ := ΣT+ and Σ− := ΣT−.
We use the notations H0(Ω) := L2(Ω), H0(0, T ;H1(Ω)) := L2(0, T ;H1(Ω)), and
∂0tw = w for a function w throughout this paper to avoid notational complexity.
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1.1. Inverse source problems. We consider the initial boundary value problem
Pu+ p(x, t)u = R(x, t)f(x) in Q,
u = 0 on Σ−,
u(·, 0) = 0 on Ω,
(1.10)
where p ∈ W 1,∞(0, T ;L∞(Ω)), R ∈ H1(0, T ;L∞(Ω)), and f ∈ L2(Ω). Given A0,
A, p, and R, we consider the inverse source problem to determine the source term
f in Ω from the boundary data on Σ+.
Theorem 1.11. Let A0 ∈ C1(Q) satisfying min
(x,t)∈Q
A0(x, t) > 0 and A ∈ C2(Q;Rd)
satisfying (1.1), (1.3), and (1.5). Let p ∈W 1,∞(0, T ;L∞(Ω)), R ∈ H1(0, T ;L∞(Ω)),
and f ∈ L2(Ω). Assume
(1.11) |R(x, 0)| > 0 a.e. x ∈ Ω
and
(1.12) T0 < T1,
where T0 and T1 ∈ (0, T ] are defined by (1.6) and (1.8) respectively. Furthermore,
we assume that (1.9) holds with τ = T1 and there exists a function u satisfying
(1.10) in the class
u ∈
2⋂
k=1
Hk(0, T ;H2−k(Ω)).
Then, there exists a constant C > 0 independent of f and u such that
‖f‖L2(Ω) ≤ C
1∑
k=0
‖∂kt u‖L2(ΣT1+ ).
Remark 1.12. By Remark 1.9, in the case d = 1, we need not assume (1.9) in
Theorem 1.11.
1.2. Inverse coefficient problems. We consider the initial boundary value prob-
lem 
Pu+ p(x, t)u = 0 in Q,
u = g on Σ−,
u(·, 0) = α on Ω,
(1.13)
where p ∈ W 1,∞(0, T ;L∞(Ω)), g ∈ L2(Σ−), and α ∈ L2(Ω). In the following two
subsections, we present two nonlinear inverse coefficient problems.
1.2.1. Zeroth-order coefficient. Given A0, A, g, and α, we consider the inverse
coefficient problem to determine the time-independent zeroth-order coefficient p =
p(x) in Ω from the boundary data on Σ+.
For a fixed M0 > 0, define the conditional set
D(M0) := {p ∈ L∞(Ω) | ‖p‖L∞(Ω) ≤M0}.
Theorem 1.13. Let M0 > 0 be fixed, A
0 ∈ C1(Q) satisfying min
(x,t)∈Q
A0(x, t) > 0,
and A ∈ C2(Q;Rd) satisfying (1.1), (1.3), and (1.5). Let pi ∈ D(M0) for i = 1, 2,
g ∈ L2(Σ−), and α ∈ L2(Ω). Assume
(1.14) |α(x)| > 0 a.e. x ∈ Ω
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and T0 < T1, where T0 and T1 ∈ (0, T ] are defined by (1.6) and (1.8) respectively.
Furthermore, we assume that (1.9) holds with τ = T1 and for i = 1, 2 there exist
functions ui satisfying (1.13) with p = pi in the class
ui ∈
2⋂
k=1
Hk(0, T ;H2−k(Ω))
such that
u2 ∈ H1(0, T ;L∞(Ω)) and ‖u2‖H1(0,T ;L∞(Ω)) ≤M0.
Then, there exists a constant C > 0 independent of pi ∈ D(M0) for i = 1, 2 such
that
‖p1 − p2‖L2(Ω) ≤ C
1∑
k=0
‖∂kt u1 − ∂kt u2‖L2(ΣT1+ ).
Remark 1.14. By Remark 1.9, in the case d = 1, we need not assume (1.9) in
Theorem 1.13.
1.2.2. First-order coefficients. We consider (1.13) with the time-independent prin-
cipal coefficients A0 and A, more precisely, with A0 ∈ C1(Ω) and A ∈ C2(Ω;Rd).
Given p, finitely many initial values α, and boundary values g, we consider the
inverse coefficient problem to determine the time-independent coefficients A0 and
A simultaneously from the finitely many boundary data on Σ+.
Let ρ > 0 be fixed. We will assume that the unknown coefficients A0 and A
satisfy the following condition:
(1.15)
(
max
x∈Ω
A0(x)
)(
max
x∈Ω
ϕ0(x)
)
ρ
< T,
where ϕ0 is defined by (1.4).
For A ∈ C2(Ω;Rd), set
Γ+,A := {x ∈ ∂Ω | A(x) · ν(x) > 0}
and Γ−,A := ∂Ω \ Γ+,A.
For fixed M0 > 0, ρ > 0, and a subset γ ⊂ ∂Ω, define the conditional set
D(M0, ρ, γ)
:=
(A0, A) ∈ C1(Ω)× C2(Ω;Rd)
∣∣∣∣∣∣∣∣

‖A0‖C1(Ω) + ‖A‖C2(Ω;Rd) ≤M0,
min
x∈Ω
A0(x) ≥ ρ, min
x∈Ω
|A(x)| ≥ ρ,
(1.3), (1.5), (1.15), and Γ+,A ⊂ γ holds.
 .
Theorem 1.15. Let M0 > 0, ρ > 0, γ ⊂ ∂Ω be a subset, and (A0i , Ai) ∈
D(M0, ρ, γ) for i = 1, 2. Let p ∈ W 1,∞(0, T ;L∞(Ω)), gm ∈ L2(Σ−), and αm ∈
L2(Ω) for m = 1, . . . , d+ 1 satisfying
(1.16) |p(x, 0)|
∣∣∣∣det( α1(x) · · · αd+1(x)∇α1(x) · · · ∇αd+1(x)
)∣∣∣∣ > 0 a.e. x ∈ Ω.
Assume that for i = 1, 2 and m = 1, . . . , d+ 1 there exist functions ui,m satisfying
(1.13) with P = Pi := A
0
i ∂t +Ai · ∇, g = gm, and α = αm in the class
ui,m ∈
2⋂
k=1
Hk(0, T ;W 2−k,∞(Ω))
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such that for all m = 1, . . . , d+ 1,
2∑
k=1
‖u2,m‖Hk(0,T ;W 2−k,∞(Ω)) ≤M0.
Then, there exists a constant C > 0 independent of (A0i , Ai) ∈ D(M0, ρ, γ) for
i = 1, 2 such that
d∑
µ=0
‖Aµ1 −Aµ2‖L2(Ω) ≤ C
d+1∑
m=1
‖u1,m − u2,m‖H1(0,T ;L2(γ)).
2. Carleman estimate and energy estimates
In this section, we introduce the Carleman estimate and energy estimates needed
to prove the main results.
2.1. Carleman estimate. In this subsection, we prove the global Carleman esti-
mate for the operator P + p(x, t)·, where p ∈ L∞(Q). In section 2.1.1, we present
the general statement for the Carleman estimate assuming the existence of a suit-
able weight function ϕ satisfying some sufficient conditions. In section 2.1.2, we
construct such a weight function satisfying the sufficient conditions using ϕ0 defined
by (1.4).
2.1.1. General statements. Given τ ∈ (0, T ], we recall that Qτ := Ω × (0, τ). To
obtain the local in time Carleman estimate, we first assume the existence of a
function ϕ ∈ C2(Qτ ) satisfying
(2.1) min
(x,t)∈Qτ
Pϕ(x, t) > 0
for some τ ∈ (0, T ].
Proposition 2.1. Let A0 ∈ C1(Q) satisfying min
(x,t)∈Q
A0(x, t) > 0, A ∈ C1(Q;Rd),
and p ∈ L∞(Q). Assume that there exists τ ∈ (0, T ] and a function ϕ ∈ C2(Qτ )
satisfying (2.1). Then, there exist constants s∗ > 0 and C > 0 such that
s2
∫
Qτ
e2sϕ|u|2dxdt+ s
∫
Ω
e2sϕ(x,0)|u(x, 0)|2dx(2.2)
≤ C
∫
Qτ
e2sϕ|(P + p(x, t))u|2dxdt+ Cs
∫
Στ+
e2sϕ|u|2dSdt
+ Cs
∫
Ω
e2sϕ(x,τ)|u(x, τ)|2dx
holds for all s > s∗ and u ∈
1⋂
k=0
Hk(0, τ ;H1−k(Ω)), where dS denotes the area
element of ∂Ω.
Proof. It suffices to prove Proposition 2.1 when p ≡ 0 due to the sufficiently large
parameter s. Let z := esϕu and Psz := e
sϕP (e−sϕz) for s > 0. Then, we obtain
Psz = Pz − sPϕz,
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which implies
‖Psz‖2L2(Qτ ) = ‖Pz‖2L2(Qτ ) + 2(Pz,−sPϕz)L2(Qτ ) + ‖sPϕz‖2L2(Qτ )
≥ ‖sPϕz‖2L2(Qτ ) + 2(Pz,−sPϕz)L2(Qτ )
= s2
∫
Qτ
|Pϕ|2|z|2dxdt− s
∫
Qτ
Pϕ
(
A0∂t(|z|2) +A · ∇(|z|2)
)
dxdt
= s2
∫
Qτ
|Pϕ|2|z|2dxdt+ s
∫
Qτ
[
∂t((Pϕ)A
0) +∇ · ((Pϕ)A)
]
|z|2dxdt− B,
where
B := s
∫
Ω
[
(Pϕ)A0|z|2
]t=τ
t=0
dx+ s
∫
∂Ω×(0,τ)
Pϕ(A(x, t) · ν(x))|z|2dSdt.
By our assumption (2.1), there exists C > 0 such that
C
∫
Qτ
s2
[
1 +O
(
1
s
)]
|z|2dxdt ≤ ‖Psz‖2L2(Qτ ) + B
as s→ +∞. By choosing s > 0 large enough, we complete the proof. 
2.1.2. Realization of weight functions. We construct the weight function ϕ ∈ C2(Qτ )
depending on the vector field generated by the coefficients A, and satisfying (2.1)
for a sufficiently small τ ∈ (0, T ].
Lemma 2.2. Let A0 ∈ C0(Q) satisfying min
(x,t)∈Q
A0(x, t) > 0 and A ∈ C2(Q;Rd)
be given functions. Assume (1.1), (1.3), and (1.5). For a fixed ε ∈ (0, ρ), let
T1 ∈ (0, T ] be the number defined by (1.8). Then, for an arbitrary real number
β > 0 independent of T1 satisfying
(2.3) 0 < β <
ρ− ε
max
(x,t)∈Q
A0(x, t)
,
the function ϕ defined by
(2.4) ϕ(x, t) := ϕ0(x)− βt, (x, t) ∈ QT1 ,
with ϕ0 defined by (1.4), is in the class ϕ ∈ C2(QT1) and satisfies (2.1) with τ = T1.
Proof. It is obvious that ϕ ∈ C2(QT1) by Lemma 1.8, the proof of which is presented
in Appendix. We prove that ϕ defined by (2.4) satisfies (2.1) in QT1 .
Pϕ(x, t) = A(x, t) · ∇ϕ0(x)− βA0(x, t)(2.5)
≥ A(x, t) · ∇ϕ0(x)− β max
(x,t)∈Q
A0(x, t).
For a fixed x ∈ Ω, let cx : [σ−(x), σ+(x)] → Ω be the maximal integral curve with
cx(0) = x of A(·, 0). For a sufficiently small η ∈ [σ−(x), σ+(x)], we put xη := cx(η).
Then, by the uniqueness of the solution to the initial problem of the ordinary
differential equation, cxη (σ) = cx(σ + η) and σ−(xη) = σ−(x)− η hold. Therefore,
ϕ0(cx(η)) = ϕ0(xη) =
∫ 0
σ−(xη)
|c′xη (σ)|dσ =
∫ η
σ−(x)
|c′x(σ)|dσ.
Differentiating both sides with respect to σ and substituting σ = 0 yield
c′x(0) · ∇ϕ0(cx(0)) = |c′x(0)| = |A(x, 0)|,
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which implies
A(x, t) · ∇ϕ0(x) = c′x(0) · ∇ϕ0(x) + (A(x, t)−A(x, 0)) · ∇ϕ0(x)(2.6)
= |A(x, 0)|+ t
∫ 1
0
∂tA(x, θt)dθ · ∇ϕ0(x)
≥ ρ−Mt
by (1.1), where M is defined by (1.7). Then, applying (2.6) to (2.5) yields
Pϕ(x, t) ≥ ρ− β max
(x,t)∈Q
A0(x, t)−Mt > ε−MT1 ≥ 0
for all (x, t) ∈ QT1 .

2.2. Energy estimates. The following Lemma 2.3 is the energy estimate for the
first-order hyperbolic equations with the time-dependent principal part needed to
prove Theorem 1.11 and Theorem 1.13. Moreover, we describe Lemma 2.4, which
is the energy estimate for first-order hyperbolic equations with time-independent
principal part needed to prove Theorem 1.15.
For A0 ∈ C1(Q) and u ∈
2⋂
k=1
Hk(0, T ;H2−k(Ω)), we define the quantity
E(t) :=
∫
Ω
(
A0(x, t)|∂tu(x, t)|2 + |u(x, t)|2
)
dx, t ∈ [0, T ].
Lemma 2.3. Let τ ∈ (0, T ], A0 ∈ C1(Q) satisfying min
(x,t)∈Q
A0(x, t) > 0, A ∈
C1(Q;Rd), p ∈ W 1,∞(0, T ;L∞(Ω)), R ∈ H1(0, T ;L∞(Ω)), and f ∈ L2(Ω). Then,
there exists a constant C > 0 independent of u and f such that
(2.7) E(t) ≤ C
(
‖∂tA · ∇u‖2L2(Qτ ) + ‖f‖2L2(Ω)
)
holds for all t ∈ [0, τ ] and u ∈
2⋂
k=1
Hk(0, T ;H2−k(Ω)) satisfying (1.10).
Moreover, if we assume (1.9), then there exists a constant C > 0 independent of
u and f such that
(2.8) E(t) ≤ C‖f‖2L2(Ω)
holds for all t ∈ [0, τ ] and u ∈
2⋂
k=1
Hk(0, T ;H2−k(Ω)) satisfying (1.10).
Proof. Differentiating the equation in (1.10) with respect to t yields
A0(x, t)∂2t u+ ∂tA
0(x, t)∂tu+A(x, t) · ∇∂tu
+∂tA(x, t) · ∇u+ p(x, t)∂tu+ ∂tp(x, t)u = ∂tR(x, t)f(x).
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Multiplying 2∂tu to the above equality and integrating over Ω yield∫
Ω
A0(x, t)∂t(|∂tu|2)dx+
∫
Ω
2∂tA
0(x, t)|∂tu|2dx+
∫
Ω
A(x, t) · ∇(|∂tu|2)dx
+
∫
Ω
2∂tu(∂tA(x, t) · ∇u)dx+
∫
Ω
2p(x, t)|∂tu|2dx+
∫
Ω
2∂tp(x, t)u∂tudx
=
∫
Ω
2∂tu∂tR(x, t)f(x)dx.
Integration by parts yields
d
dt
∫
Ω
A0(x, t)|∂tu|2dx
= −
∫
Ω
(∂tA
0(x, t) + 2p(x, t))|∂tu|2dx+
∫
Ω
(∇ ·A(x, t))|∂tu|2dx
−
∫
Ω
2∂tu(∂tA(x, t) · ∇u)dx−
∫
Ω
2∂tp(x, t)u∂tu+
∫
Ω
2∂tu∂tRfdx
−
∫
∂Ω
(A(x, t) · ν)|∂tu|2dS
≤ C
(∫
Ω
A0(x, t)|∂tu|2dx+
∫
Ω
|u|2dx+
∫
Ω
|∂tA(x, t) · ∇u|2dx+
∫
Ω
|∂tRf |2dx
)
−
∫
∂Ω
(A(x, t) · ν)|∂tu|2dS.
Adding
d
dt
∫
Ω
|u|2dx to the both sides of the above estimate, we obtain
d
dt
(∫
Ω
A0(x, t)|∂tu|2dx+
∫
Ω
|u|2dx
)
(2.9)
≤ C
(∫
Ω
A0(x, t)|∂tu|2dx+
∫
Ω
|u|2dx+
∫
Ω
|∂tA(x, t) · ∇u|2dx
+
∫
Ω
|∂tRf |2dx
)
+
∫
Ω
2|u||∂tu|dx−
∫
∂Ω
(A(x, t) · ν)|∂tu|2dS
≤ C
(∫
Ω
A0(x, t)|∂tu|2dx+
∫
Ω
|u|2dx+
∫
Ω
|∂tA(x, t) · ∇u|2dx
+
∫
Ω
|∂tRf |2dx
)
−
∫
∂Ω
(A(x, t) · ν)|∂tu|2dS,
which implies
d
dt
(
e−Ct
∫
Ω
(
A0(x, t)|∂tu|2 + |u|2
)
dx
)
≤ e−Ct
(
C
∫
Ω
(
|∂tA(x, t) · ∇u|2 + |∂tRf |2
)
dx−
∫
∂Ω
(A(x, t) · ν)|∂tu|2dS
)
.
Integrating over (0, t) for t ≤ τ yields
E(t) ≤ C
(
E(0) +
∫
Qτ
|∂tA(x, t) · ∇u|2dxdt+
∫
Ω
|f |2dx
)
.
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Since, using the equation (1.10), we obtain
(2.10) E(0) ≤ C
∫
Ω
|f |2dx,
we prove (2.7).
Moreover, if we assume the assumption (1.9), then there exists C > 0 such that
for all (x, t) ∈ Qτ ,
|∂tA(x, t) · ∇u|2 ≤ C|A(x, t) · ∇u|2.
Therefore, applying the above inequality to (2.9) and using the equation in (1.10)
yield
d
dt
(∫
Ω
A0(x, t)|∂tu|2dx+
∫
Ω
|u|2dx
)
≤ C
(∫
Ω
A0(x, t)|∂tu|2dx+
∫
Ω
|u|2dx+
∫
Ω
|∂tRf |2dx+
∫
Ω
|Rf |2dx
)
−
∫
∂Ω
(A(x, t) · ν)|∂tu|2dS,
which implies
d
dt
(
e−Ct
∫
Ω
(
A0(x, t)|∂tu|2 + |u|2
)
dx
)
≤ e−Ct
(
C
∫
Ω
( 1∑
k=0
|∂kt R|2
)
|f |2dx−
∫
∂Ω
(A(x, t) · ν)|∂tu|2dS
)
.
Integrating over (0, t) for t ≤ τ yields
E(t) ≤ C
(
E(0) +
∫
Ω
|f |2dx
)
.
By (2.10), we complete the proof. 
Lemma 2.4. Let ` ∈ N be a fixed number, A0 ∈ C1(Ω) satisfying min
x∈Ω
A0(x) >
0, A ∈ C1(Ω;Rd), p ∈ W 1,∞(0, T ;L∞(Ω)), R ∈ H1(0, T ;L∞(Ω;R`)), and F ∈
L2(Ω;R`). Let us consider the initial boundary value problem
A0(x)∂tu+A(x) · ∇u+ p(x, t)u = R(x, t) · F (x) in Q,
u = 0 on Γ− × (0, T ),
u(·, 0) = 0 on Ω.
(2.11)
Then, there exists a constant C > 0 independent of u and F such that
(2.12) E(t) ≤ C‖F‖2L2(Ω;R`))
holds for all t ∈ [0, T ] and u ∈
2⋂
k=1
Hk(0, T ;H2−k(Ω)) satisfying (2.11).
Proof. Differentiating the equation with respect to t yields
A0(x)∂2t u+A(x) · ∇∂tu+ p(x, t)∂tu+ ∂tp(x, t)u = ∂tR(x, t) · F (x).
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Multiplying 2∂tu to the above equation and integrating over Ω yield∫
Ω
A0(x)∂t(|∂tu|2)dx+
∫
Ω
A(x) · ∇(|∂tu|2)dx
+
∫
Ω
2p(x, t)|∂tu|2dx+
∫
Ω
2∂tp(x, t)u∂tudx =
∫
Ω
2∂tu∂tR(x, t) · F (x)dx.
Integration by parts yields
d
dt
∫
Ω
A0(x)|∂tu|2dx
=
∫
Ω
(∇ ·A(x)− 2p(x, t))|∂tu|2dx−
∫
Ω
2∂tp(x, t)u∂tudx+
∫
Ω
2∂tu∂tR · Fdx
−
∫
∂Ω
(A(x) · ν)|∂tu|2dS
≤ C
(∫
Ω
A0(x)|∂tu|2dx+
∫
Ω
|u|2dx+
∫
Ω
|∂tR · F |2dx
)
−
∫
∂Ω
(A(x) · ν)|∂tu|2dS.
Adding
d
dt
∫
Ω
|u|2dx to the both sides of the above estimate, we obtain
d
dt
(∫
Ω
A0(x)|∂tu|2dx+
∫
Ω
|u|2dx
)
≤ C
(∫
Ω
A0(x)|∂tu|2dx+
∫
Ω
|u|2dx+
∫
Ω
|∂tR · F |2dx
)
+
∫
Ω
2|u||∂tu|dx
−
∫
∂Ω
(A(x) · ν)|∂tu|2dS
≤ C
(∫
Ω
A0(x)|∂tu|2dx+
∫
Ω
|u|2dx+
∫
Ω
|∂tR · F |2dx
)
−
∫
∂Ω
(A(x) · ν)|∂tu|2dS,
which implies
d
dt
(
e−Ct
∫
Ω
(
A0(x)|∂tu|2 + |u|2
)
dx
)
≤ e−Ct
(
C
∫
Ω
|∂tR · F |2dx−
∫
∂Ω
(A(x) · ν)|∂tu|2dS
)
.
Integrating over (0, t) for t ≤ T yields
E(t) ≤ C
(
E(0) +
∫
Ω
|F |2dx
)
.
Since, using the equation in (2.11), we obtain
E(0) ≤ C
∫
Ω
|F |2dx,
we prove (2.12). 
3. Proof of main results
Using several estimates introduced in section 2, we prove the three main theorems
in the subsequently sections.
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3.1. Proof of Theorem 1.11.
Proof of Theorem 1.11. By our assumption (1.12), we can take 0 < β <
ρ− 
max
(x,t)∈Q
A0(x, t)
independent of T1 satisfying
(T0 <)
max
x∈Ω
ϕ0(x)
β
< T1.
Then, there exists κ > 0 such that
(3.1) max
x∈Ω
ϕ0(x)− βT1 < −κ.
Henceforth, by C > 0 we denote a generic constant independent of u which may
change from line to line, unless specified otherwise. Applying the Carleman estimate
(2.2) of Proposition 2.1 with τ = T1 to ∂tu ∈
1⋂
k=0
Hk(0, T1;H
1−k(Ω)) yields
s2
∫
QT1
e2sϕ|∂tu|2dxdt+ s
∫
Ω
e2sϕ(x,0)|R(x, 0)f(x)|2dx(3.2)
≤ C
∫
QT1
e2sϕ|(P + p(x, t))∂tu|2dxdt+ Cs
∫
Σ
T1
+
e2sϕ|∂tu|2dSdt
+ Cs
∫
Ω
e2sϕ(x,T1)|∂tu(x, T1)|2dx.
Since we obtain
(P + p(x, t))∂tu = ∂t
(
A0(x, t)∂tu+A(x, t) · ∇u+ p(x, t)u
)
− ∂tA0(x, t)∂tu− ∂tA(x, t) · ∇u− ∂tp(x, t)u
= ∂tR(x, t)f(x)− ∂tA0(x, t)∂tu− ∂tA(x, t) · ∇u− ∂tp(x, t)u,
we have
|(P + p(x, t))∂tu|2 ≤ C
(
|∂tRf |2 + |∂tu|2 + |∂tA(x, t) · ∇u|2 + |u|2
)
(3.3)
≤ C
(
|∂tRf |2 + |∂tu|2 + |A(x, t) · ∇u|2 + |u|2
)
,
where we used the assumption (1.9) with τ = T1 to obtain the second inequality.
Therefore, applying the equation in (1.10) to the above estimate (3.3) yields
(3.4) |(P + p(x, t))∂tu|2 ≤ C
(
|∂tRf |2 + |Rf |2 + |∂tu|2 + |u|2
)
.
Furthermore, applying (3.1) and the energy estimate (2.8) of Lemma 2.3 yields
s
∫
Ω
e2sϕ(x,T1)|∂tu(x, T1)|2dx ≤ Cse−2κs
∫
Ω
A0(x, T1)|∂tu(x, T1)|2dx(3.5)
≤ Cse−2κs‖f‖2L2(Ω).
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Applying (3.4) and (3.5) to (3.2) and choosing s > s∗ large enough yield
s2
∫
QT1
e2sϕ|∂tu|2dxdt+ s
∫
Ω
e2sϕ(x,0)|R(x, 0)f(x)|2dx(3.6)
≤ C
∫
QT1
e2sϕ
( 1∑
k=0
|∂kt R|2
)
|f |2dxdt+ C
∫
QT1
e2sϕ|u|2dxdt
+ Cs
∫
Σ
T1
+
e2sϕ|∂tu|2dSdt+ Cse−2κs‖f‖2L2(Ω).
In regard to the left-hand side of (3.6), using (1.11), for some C > 0 we obtain
(3.7) s2
∫
QT1
e2sϕ|∂tu|2dxdt+ s
∫
Ω
e2sϕ(x,0)|R(x, 0)f(x)|2dx ≥ Cs‖esϕ0f‖2L2(Ω).
In regard to right-hand side of (3.6), applying the Carleman estimate (2.2) of
Proposition 2.1 to u ∈
2⋂
k=1
Hk(0, T1;H
2−k(Ω)) and then using (3.1) and the energy
estimate (2.8) yield
∫
QT1
e2sϕ|u|2dxdt(3.8)
≤ C
s2
∫
QT1
e2sϕ|Rf |2dxdt+ C
s
∫
Σ
T1
+
e2sϕ|u|2dSdt
+
C
s
∫
Ω
e2sϕ(x,T1)|u(x, T1)|2dx
≤ C
s2
∫
QT1
e2sϕ|Rf |2dxdt+ C
s
∫
Σ
T1
+
e2sϕ|u|2dSdt+ C
s
e−2κs‖f‖2L2(Ω).
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Applying (3.7) and (3.8) to (3.6) and choosing sufficiently large s > s∗ yield
s‖esϕ0f‖L2(Ω)
≤ C
∫
QT1
e2sϕ
( 1∑
k=0
|∂kt R|2
)
|f |2dxdt+ C
s
∫
Σ
T1
+
e2sϕ|u|2dSdt
+ CseCs‖∂tu‖2L2(ΣT1+ ) + Cse
−2κs‖f‖2L2(Ω)
≤ C
∫
QT1
e2sϕ
( 1∑
k=0
|∂kt R|2
)
|f |2dxdt+ CseCs
1∑
k=0
‖∂kt u‖2L2(ΣT1+ )
+ Cse−2κs‖f‖2L2(Ω)
= C
∫
Ω
(∫ T1
0
e−2s(ϕ0(x)−ϕ(x,t))
( 1∑
k=0
‖∂kt R(·, t)‖2L∞(Ω)
)
dt
)
e2sϕ0 |f |2dx
+ CseCs
1∑
k=0
‖∂kt u‖2L2(ΣT1+ ) + Cse
−2κs‖f‖2L2(Ω)
= C
∫
Ω
(∫ T1
0
e−2βts
( 1∑
k=0
‖∂kt R(·, t)‖2L∞(Ω)
)
dt
)
e2sϕ0 |f |2dx
+ CseCs
1∑
k=0
‖∂kt u‖2L2(ΣT1+ ) + Cse
−2κs‖f‖2L2(Ω)
≤ o(1)‖esϕ0f‖2L2(Ω) + CseCs
1∑
k=0
‖∂kt u‖2L2(ΣT1+ ) + Cse
−2κs‖esϕ0f‖2L2(Ω)
= o(1)‖esϕ0f‖2L2(Ω) + CseCs
1∑
k=0
‖∂kt u‖2L2(ΣT1+ )
as s → +∞ by the Lebesgue dominated convergence theorem. Choosing s > s∗
large enough yields
‖esϕ0f‖L2(Ω) ≤ CeCs
1∑
k=0
‖∂kt u‖L2(ΣT1+ ).
Since ϕ0(x) ≥ 0 for all x ∈ Ω, ‖esϕ0f‖L2(Ω) ≥ ‖f‖L2(Ω) holds. Then, we complete
the proof. 
3.2. Proof of Theorem 1.13.
Proof of Theorem 1.13. We show that Theorem 1.13 come down to Theorem 1.11.
Setting
v := u1 − u2, R := −u2, f := p1 − p2,
we obtain 
Pv + p1(x)v = R(x, t)f(x) in Q,
v = 0 on Σ−,
v(·, 0) = 0 on Ω,
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and (1.11) is satisfied due to the assumption (1.14). Therefore, by Theorem 1.11,
the proof is completed. 
3.3. Proof of Theorem 1.15.
Proof of Theorem 1.15. By our assumption (1.15), we can take 0 < β <
ρ
max
x∈Ω
A01(x)
independent of T satisfying(
max
x∈Ω
A01(x)
)(
max
x∈Ω
ϕ0(x)
)
ρ
<
max
x∈Ω
ϕ0(x)
β
< T.
Then, there exists κ > 0 such that
(3.9) max
x∈Ω
ϕ0(x)− βT < −κ.
Henceforth, by C > 0 we denote a generic constant independent of u which may
change from line to line, unless specified otherwise. For m = 1, . . . , d+ 1, setting
vm := u1,m − u2,m, f1 := A01 −A02, f2 := A1 −A2,
and
F :=
(
f1
f2
)
∈ L2(Ω;Rd+1),
Rm :=
(−∂tu2,m −∂x1u2,m · · · −∂xdu2,m) ∈ H1(0, T ;L∞(Ω;Rd+1)).
Thus, we obtain 
P1vm + p(x, t)vm = Rm(x, t)F (x) in Q,
vm = 0 on Σ−,
vm(·, 0) = 0 on Ω,
where the product in the right-hand side of the equation is a product of matrices.
Applying the Carleman estimate (2.2) of Proposition 2.1 with P = P1 and τ = T
to
∂tvm ∈
1⋂
k=0
Hk(0, T ;W 1−k,∞(Ω)) ⊂
1⋂
k=0
Hk(0, T ;H1−k(Ω))
yields
s2
∫
Q
e2sϕ|∂tvm|2dxdt+ s
∫
Ω
e2sϕ(x,0)|Rm(x, 0)F (x)|2dx
≤ C
∫
Q
e2sϕ|(P1 + p(x, t))∂tvm|2dxdt+ Cs
∫
Γ+,A×(0,T )
e2sϕ|∂tvm|2dSdt
+ Cs
∫
Ω
e2sϕ(x,T )|∂tvm(x, T )|2dx.
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Summing up with respect to m = 1, . . . , d+ 1 yields
s2
∫
Q
e2sϕ|∂tv|2dxdt+ s
∫
Ω
e2sϕ(x,0)|R(x, 0)F (x)|2dx(3.10)
≤ C
∫
Q
e2sϕ|(P1 + p(x, t))∂tv|2dxdt+ Cs
∫
Γ+,A×(0,T )
e2sϕ|∂tv|2dSdt
+ Cs
∫
Ω
e2sϕ(x,T )|∂tv(x, T )|2dx,
where we define
v :=
 v1...
vd+1
 , R :=
 R1...
Rd+1
 , (P1 + p(x, t))∂tv :=
 (P1 + p(x, t))∂tv1...
(P1 + p(x, t))∂tvd+1
 .
Since we obtain
(P1 + p(x, t))∂tvm = ∂t
(
A01(x)∂tvm +A1(x) · ∇vm + p(x, t)vm
)
− ∂tp(x, t)vm
= ∂t(RmF )− ∂tp(x, t)vm
for each m = 1, . . . , d+ 1, we have
(3.11) |(P1 + p(x, t))∂tv|2 ≤ C
(
|∂tRF |2 + |v|2
)
.
Furthermore, applying (3.9) and the energy estimate (2.12) of Lemma 2.4 for m =
1, . . . , d+ 1 yields
s
∫
Ω
e2sϕ(x,T )|∂tvm(x, T )|2dx ≤ Cse−2κs
∫
Ω
A01(x, T )|∂tvm(x, T )|2dx
≤ Cse−2κs‖F‖2L2(Ω;Rd+1),
which implies
(3.12) s
∫
Ω
e2sϕ(x,T )|∂tv(x, T )|2dx ≤ Cse−2κs‖F‖2L2(Ω;Rd+1).
Applying (3.11) and (3.12) to (3.10) and choosing s > s∗ large enough yield
s2
∫
Q
e2sϕ|∂tv|2dxdt+ s
∫
Ω
e2sϕ(x,0)|R(x, 0)F (x)|2dx(3.13)
≤ C
∫
Q
e2sϕ|∂tRF |2dxdt+ C
∫
Q
e2sϕ|v|2dxdt
+ Cs
∫
Γ+,A×(0,T )
e2sϕ|∂tv|2dSdt+ Cse−2κs‖F‖2L2(Ω;Rd+1).
In regard to the left-hand side of (3.13), we obtain
s2
∫
Q
e2sϕ|∂tv|2dxdt+ s
∫
Ω
e2sϕ(x,0)|R(x, 0)F (x)|2dx(3.14)
≥ Cs‖esϕ0F‖2L2(Ω;Rd+1)
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for some C > 0 by (1.16). Indeed, by min
x∈Ω
A02(x) ≥ ρ > 0, it follows that
|detR(x, 0)| =
∣∣∣∣det(∂tu2,1(x, 0) · · · ∂tu2,d+1(x, 0)∇u2,1(x, 0) · · · ∇u2,d+1(x, 0)
)∣∣∣∣
≥ C
∣∣∣∣det(A2 · ∇α1 + p(x, 0)α1 · · · A2 · ∇αd+1 + p(x, 0)αd+1∇α1 · · · ∇αd+1
)∣∣∣∣
= C
∣∣∣∣det(p(x, 0)α1 · · · p(x, 0)αd+1∇α1 · · · ∇αd+1
)∣∣∣∣
= C|p(x, 0)|
∣∣∣∣det( α1(x) · · · αd+1(x)∇α1(x) · · · ∇αd+1(x)
)∣∣∣∣ > 0 a.e. x ∈ Ω.
In regard to the right-hand side of (3.13), applying the Carleman estimate (2.2) of
Proposition 2.1 to vm ∈
2⋂
k=1
Hk(0, T ;W 2−k,∞(Ω)) for each m = 1, . . . , d + 1 and
then using (3.9) and the energy estimate (2.12) of Lemma 2.4 yield∫
Q
e2sϕ|v|2dxdt(3.15)
≤ C
s2
∫
Q
e2sϕ|Rf |2dxdt+ C
s
∫
Γ+,A×(0,T )
e2sϕ|v|2dSdt
+
C
s
∫
Ω
e2sϕ(x,T )|v(x, T )|2dx
≤ C
s2
∫
Q
e2sϕ|Rf |2dxdt+ C
s
∫
Γ+,A×(0,T )
e2sϕ|v|2dSdt
+
C
s
e−2κs‖F‖2L2(Ω;Rd+1).
Applying (3.14) and (3.15) to (3.13) and choosing sufficiently large s > s∗ yield
s‖esϕ0F‖2L2(Ω;Rd+1)
≤ C
∫
Q
e2sϕ|∂tRF |2dxdt+ C
s2
∫
Q
e2sϕ|Rf |2dxdt+ C
s
∫
Γ+,A×(0,T )
e2sϕ|v|2dSdt
+ Cs
∫
Γ+,A×(0,T )
e2sϕ|∂tv|2dSdt+ Cse−2κs‖F‖2L2(Ω;Rd+1)
≤ C
∫
Q
e2sϕ
( 1∑
k=0
|∂kt RF |2
)
dxdt+ CseCs‖v‖H1(0,T ;L2(γ;Rd+1))
+ Cse−2κs‖F‖2L2(Ω;Rd+1)
= C
∫
Ω
(∫ T
0
e−2βts
( 1∑
k=0
‖∂kt R(·, t)‖2L∞(Ω;R(d+1)×(d+1))
)
dt
)
e2sϕ0 |F |2dx
+ CseCs‖v‖2H1(0,T ;L2(γ;Rd+1)) + Cse−2κs‖F‖2L2(Ω;Rd+1)
≤ o(1)‖esϕ0F‖2L2(Ω;Rd+1) + CseCs‖v‖2H1(0,T ;L2(γ;Rd+1)) + Cse−2κs‖esϕ0F‖2L2(Ω;Rd+1)
= o(1)‖esϕ0F‖2L2(Ω;Rd+1) + CseCs‖v‖2H1(0,T ;L2(Γ+;Rd+1))
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as s → +∞ by the Lebesgue dominated convergence theorem. Choosing s > s∗
large enough yields
‖esϕ0F‖2L2(Ω;Rd+1) ≤ CeCs‖v‖2H1(0,T ;L2(γ;Rd+1))
Since ϕ0(x) ≥ 0 for all x ∈ Ω, ‖esϕ0F‖2L2(Ω;Rd+1) ≥ ‖F‖2L2(Ω;Rd+1) holds. Then, we
complete the proof. 
4. Local Ho¨lder stability
In this section, we show the local Ho¨lder stability for the inverse source problem.
Given A0, A, p, and R, we consider the inverse source problem to determine the
source term f in a local domain from the partial boundary data. Let ϕ0 = ϕ0(x)
and ϕ = ϕ(x, t) be the functions defined by (1.4) and (2.4) respectively. For a
parameter τ ∈ (0, T ] and δ ≥ 0, we define
Qτδ := {(x, t) ∈ Qτ | ϕ(x, t) > δ},
where Qτ = Ω× (0, τ), and
Ωδ := {x ∈ Ω | ϕ0(x) > δ}.
Theorem 4.1. Let A0 ∈ C1(Q) satisfying min
(x,t)∈Q
A0(x, t) > 0 and A ∈ C2(Q;Rd)
satisfying (1.1), (1.3), and (1.5). Let p ∈ W 1,∞(0, T ;L∞(Ω)), f ∈ L2(Ω), and
R ∈ H1(0, T ;L∞(Ω)). Let T1 ∈ (0, T ] be the number defined by (1.8). Assume
(1.9) with τ = T1, (1.11), and
QT10 ∩ ΣT1+ 6= ∅.
Let u ∈
2⋂
k=1
Hk(0, T ;H2−k(Ω)) be a function satisfying
(4.1)
{
Pu+ p(x, t)u = R(x, t)f(x) in Q,
u(·, 0) = 0 on Ω.
Then, for any δ > 0, there exist a constant C > 0 and θ ∈ (0, 1) independent of f
and u such that
‖f‖L2(Ωδ) ≤ C
(
D + F1−θDθ
)
,
where
F := ‖f‖L2(Ω) + ‖u‖H1(0,T ;L2(Ω)), D :=
1∑
k=0
‖∂kt u‖L2(ΣT1+ ).
Proof. For a sufficiently small δ > 0, let χ ∈ C∞(QT1) be a cutoff function such
that
χ(x, t) :=
{
1, (x, t) ∈ QT12δ ,
0, (x, t) ∈ QT1 \QT1δ .
Henceforth, by C > 0 we denote a generic constant independent of u which may
change from line to line, unless specified otherwise. Applying the Carleman estimate
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(2.2) of Proposition 2.1 with τ = T1 to χ∂tu ∈
1⋂
k=0
Hk(0, T1;H
1−k(Ω)) yields
s2
∫
QT1
e2sϕ|χ∂tu|2dxdt+ s
∫
Ω
e2sϕ(x,0)|χ(x, 0)R(x, 0)f(x)|2dx(4.2)
≤ C
∫
QT1
e2sϕ|(P + p(x, t))(χ∂tu)|2dxdt+ Cs
∫
Σ
T1
+
e2sϕ|χ∂tu|2dSdt.
Since we obtain
(P + p(x, t))(χ∂tu) = χ∂t
(
A0(x, t)∂tu+A(x, t) · ∇u+ p(x, t)u
)
− χ∂tA0(x, t)∂tu− χ∂tA(x, t) · ∇u− χ∂tp(x, t)u
+ [A0(x, t)∂tχ∂tu+A(x, t) · ∇χ∂tu]
= χ∂tR(x, t)f(x)− χ∂tA0(x, t)∂tu− χ∂tA(x, t) · ∇u
− χ∂tp(x, t)u+ (Pχ)∂tu,
we have
|(P + p(x, t))(χ∂tu)|2 ≤ C
(
|∂tRf |2 + |χ∂tu|2 + |χ∂tA(x, t) · ∇u|2 + |χu|2
)
(4.3)
+ C
(
|∂tχ|2 + |∇χ|2
)
|∂tu|2
≤ C
(
|∂tRf |2 + |χ∂tu|2 + |χA(x, t) · ∇u|2 + |χu|2
)
+ C
(
|∂tχ|2 + |∇χ|2
)
|∂tu|2,
where we used (1.9) with τ = T1 to obtain the second inequality. Therefore,
applying the equation in (4.1) to the above estimate (4.3) yields
|(P + p(x, t))(χ∂tu)|2 ≤ C
(
|∂tRf |2 + |fR|2 + |χ∂tu|2 + |χu|2
)
(4.4)
+ C
(
|∂tχ|2 + |∇χ|2
)
|∂tu|2.
Applying (4.4) to (4.2) and choosing s > s∗ large enough yield
s2
∫
QT1
e2sϕ|χ∂tu|2dxdt+ s
∫
Ω
e2sϕ0(x)|χ(x, 0)R(x, 0)f(x)|2dx(4.5)
≤ C
∫
QT1
e2sϕ
( 1∑
k=0
|∂kt R|2
)
|f |2dxdt+ C
∫
QT1
e2sϕ|χu|2dxdt
+ C
∫
QT1
e2sϕ
(
|∂tχ|2 + |∇χ|2
)
|∂tu|2dxdt+ Cs
∫
Σ
T1
+
e2sϕ|∂tu|2dSdt.
In regard to the left-hand side of (4.5), we obtain
s2
∫
QT1
e2sϕ|χ∂tu|2dxdt+ s
∫
Ω
e2sϕ0(x)|χ(x, 0)R(x, 0)f(x)|2dx(4.6)
≥ Cs‖esϕ0f‖2L2(Ω2δ)
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for some C > 0 by (1.11). In regard to the right-hand side of (4.5), applying the
Carleman estimate (2.2) of Proposition 2.1 to χu ∈
2⋂
k=1
Hk(0, T1;H
2−k(Ω)) yields
∫
QT1
e2sϕ|χu|2dxdt(4.7)
≤ C
s2
∫
QT1
e2sϕ|Rf |2dxdt+ C
s2
∫
QT1
(
|∂tχ|2 + |∇χ|2
)
|u|2dxdt
+
C
s
∫
Σ
T1
+
e2sϕ|χu|2dSdt.
Applying (4.6) and (4.7) to (4.5) and choosing sufficiently large s > s∗ yield
s‖esϕ0f‖2L2(Ω2δ)
≤ C
∫
QT1
e2sϕ
( 1∑
k=0
|∂kt R|2
)
|f |2dxdt
+ C
∫
QT1
e2sϕ
(
|∂tχ|2 + |∇χ|2
)
|∂tu|2dxdt+ C
s2
∫
QT1
e2sϕ
(
|∂tχ|2 + |∇χ|2
)
|u|2dxdt
+ CseCs‖∂tu‖2L2(ΣT1+ ) +
C
s
∫
Σ
T1
+
e2sϕ|χu|2dSdt
≤ C
∫
QT1
e2sϕ
( 1∑
k=0
|∂kt R|2
)
|f |2dxdt+ Ce4δs‖u‖2H1(0,T ;L2(Ω))
+ CseCs
( 1∑
k=0
‖∂kt u‖2L2(ΣT1+ )
)
= C
∫ T1
0
∫
Ω2δ
e2sϕ
( 1∑
k=0
|∂kt R|2
)
|f |2dxdt+ C
∫ T1
0
∫
Ω\Ω2δ
e2sϕ
( 1∑
k=0
|∂kt R|2
)
|f |2dxdt
+ Ce4δs‖u‖2H1(0,T ;L2(Ω)) + CseCs
( 1∑
k=0
‖∂kt u‖2L2(ΣT1+ )
)
= C
∫
Ω2δ
(∫ T1
0
e−2s(ϕ0(x)−ϕ(x,t))
( 1∑
k=0
‖∂kt R(·, t)‖2L∞(Ω)
)
dt
)
e2sϕ0 |f |2dx
+ Ce4δs
∫
QT1
( 1∑
k=0
‖∂kt R(·, t)‖2L∞(Ω)
)
|f |2dxdt+ Ce4δs‖u‖2H1(0,T ;L2(Ω))
+ CseCs
( 1∑
k=0
‖∂kt u‖2L2(ΣT1+ )
)
≤ o(1)‖esϕ0f‖2L2(Ω2δ) + Ce4δs
(
‖f‖2L2(Ω) + ‖u‖2H1(0,T ;L2(Ω))
)
+ CseCs
( 1∑
k=0
‖∂kt u‖2L2(ΣT1+ )
)
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as s → +∞ by the Lebesgue dominated convergence theorem. Choosing s > s∗
large enough yields
‖esϕ0f‖2L2(Ω2δ) ≤ Ce4δs
(
‖f‖2L2(Ω) + ‖u‖2H1(0,T ;L2(Ω))
)
+ CeCs
( 1∑
k=0
‖∂kt u‖2L2(ΣT1+ )
)
≤ C
(
e2δsF + eCsD
)2
.
Since ϕ0(x) > 3δ in Ω3δ, ‖esϕ0f‖2L2(Ω2δ) ≥ e6δs‖f‖2L2(Ω3δ) holds. Then, we obtain
(4.8) ‖f‖L2(Ω3δ) ≤ C
(
e−δsF + eCsD
)
for sufficiently large s > s∗. By replacing C by CeCs∗ , the above estimate holds
for all s > 0. When D ≥ F , (4.8) implies
‖f‖L2(Ω3δ) ≤ CeCsD.
On the other hand when D < F , we choose s > 0 to minimize the right-hand side
of (4.8) such that
eCsD = e−δsF
i.e.,
s =
1
C + δ
log
F
D .
Therefore, we obtain
‖f‖L2(Ω3δ) ≤ 2CF1−θDθ,
where
θ :=
δ
C + δ
∈ (0, 1).
Hence, there exist constants C > 0 and θ ∈ (0, 1) such that
‖f‖L2(Ω3δ) ≤ C
(
D + F1−θDθ
)
.

Remark 4.2. We can obtain the conditional local Ho¨lder stability also for the in-
verse coefficient problem to determine the time-independent zeroth-order coefficient
under the similar setting to Theorem 1.13 in section 1.2.1. Because the proof is
simple and similar to the one presented in section 3.2, we omit them in this paper.
5. Appendix
In Appendix, first we prove Lemma 1.8 and then Proposition 1.10.
5.1. Proof of Lemma 1.8.
Proof of Lemma 1.8. To show ϕ0 ∈ C2(Ω), it suffices to prove σ− : Ω → R is in
the class C2(Ω) due to (1.1).
First, we prove A(·, 0) ∈ C2(Ω;Rd) can be extended as a C2 function A¯(·, 0) ∈
C2(U ;Rd) for some open neighborhood U ⊂ Rd of Ω ⊂ U . For each point y0 ∈ ∂Ω
and a sufficiently small r > 0, we introduce a coordinate (x1, . . . , xd) such that
Ω ∩Br(y0) = {x ∈ Br(y0) | xd ≤ 0},
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where Br(y0) ⊂ Rd denotes an open ball centered at y0 ∈ ∂Ω with radius r > 0
(e.g., Evans [7, §C.1]). If we define
A¯y0(x, 0) :=

A(x, 0), xd ≤ 0,
6A(x1, . . . , xd−1,−xd, 0)− 32A(x1, . . . , xd−1,−xd2 , 0)
+27A(x1, . . . , xd−1,−xd3 , 0), xd > 0
for x ∈ Br(y0), then we see A¯y0(·, 0) ∈ C2(Br(y0);Rd) by lengthy calculations
(e.g., [7, Proof of Theorem 1 in section 5.4]). Taking a finite partition of unity
{χi}i subordinate to a finite open covering
⋃
i
Br(yi) ⊂ Rd of ∂Ω ⊂
⋃
i
Br(yi)for
a finite set {yi} ⊂ ∂Ω and sufficiently small r > 0 if necessary, we define an open
neighborhood U := Ω ∪
⋃
i
Br(yi) of Ω ⊂ U and the function
A¯(x, 0) :=
A(x, 0), x ∈ Ω,∑
i
χi(x)A¯yi(x, 0), x ∈ U \ Ω.
By its construction, we see A¯(·, 0) ∈ C2(U ;Rd) and A¯(·, 0) |Ω= A(·, 0).
Second, we prove there exist an open neighborhood V ⊂ Rd of Ω ⊂ V and a function
σ¯− ∈ C2(V ) such that σ¯− |Ω= σ−. For a fixed x0 ∈ Ω, let cx0 be the integral curve
satisfying
(5.1)

dcx0
dσ
(σ) = A¯(cx0(σ), 0), σ ∈ (σ−(x0)− η, σ+(x0) + η),
cx0(0) = x0
for some η > 0. For cx0(σ−(x0)) ∈ ∂Ω and a sufficiently small r > 0, let (x1, . . . , xd)
be the coordinate such that
Ω ∩Br(cx0(σ−(x0))) = {x ∈ Br(cx0(σ−(x0))) | xd ≤ 0}.
We represent cx0 = (c
1
x0 , . . . , c
d
x0) by using the coordinate. Since cx0 solves the
initial problem (5.1), γ(σ, x) := cdx(σ) is C
2 with respect to both variables x and σ
near x0 and σ−(x0). By the definition of γ, γ(σ−(x0), x0) = cdx0(σ−(x0)) = 0 holds.
Furthermore, we obtain
∂γ
∂σ
(σ−(x0), x0) =
dcdx0
dσ
(σ−(x0)) = A(cx0(σ−(x0)), 0) · ν(cx0(σ−(x0))) 6= 0
by the assumption (1.5). Therefore, by the implicit function theorem, there exist
an open neighborhood Vx0 ⊂ U of x0 ∈ Vx0 and a function σ¯−,x0 ∈ C2(Vx0) such
that for all x ∈ Vx0 ,
γ(σ, x) = 0⇐⇒ σ = σ¯−,x0(x)
and
σ¯−,x0 |Ω∩Vx0 = σ−.
If we set an open covering V :=
⋃
i
Vxi ⊂ U of Ω ⊂ V for a finite set {xi}i ⊂ Ω, and
σ¯−(x) := σ¯−,xi(x) for each x ∈ Vxi , then σ¯− ∈ C2(V ) and σ¯− |Ω= σ− holds. 
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5.2. Proof of Proposition 1.10.
Proof of Proposition 1.10. We note that there exists a vector-valued functionA⊥(x, t) 6=
0 for each (x, t) ∈ Q such that
A(x, t) ·A⊥(x, t) = 0.
Applying (1.9) to ξ = A⊥(x, t) yields
∀(x, t) ∈ Qτ , ∂tA(x, t) ·A⊥(x, t) = 0,
which implies that there exists a function φ ∈ C0(Qτ ) such that
∀(x, t) ∈ Qτ , ∂tA(x, t) = φ(x, t)A(x, t).
Therefore, A(x, t) is represented by
A(x, t) = A(x, 0)e
∫ t
0
φ(x,s)ds.

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