The high eld limit for the semiconductor Boltzmann equation with Pauli exclusion terms is inverstigated. The limit problem is shown to have a unique solution for every given density. The proof relies on a linearization procedure together with a continuation argument. The density is nally proven to converge in the high eld limit towards the solution of a nonlinear hyperbolic equation.
Introduction
Due to the ongoing miniaturization of semiconductor devices, the standard Drift-Di usion (DD) model ceases to be valid in many practical situation. When classical e ects are investigated, the most accurate description of carrier transport in semiconductors relies on the Boltzmann (BT) equation. This equation has however the disadvantage of being numerically expensive to solve. The cost of a complete simulation of a semiconductor device with the Boltzmann equation is often prohibitive. This is why the derivation and the analysis of intermediate models between the Drift-Di usion model and the Boltzmann equation is an important issue for applications. During the last recent years, many studies have been performed in this direction. The derivation of the Drift-Di usion model by a di usive limit of the linear Boltzmann equation of semiconductors has been justi ed mathematically in 13] . The case of Fermi Dirac statistics has been dealt with in 10]. More recently, the spherical harmonics expansion (SHE) model and the Energy Transport (ET)model have been obtained as di usion limits of the Boltzmann equation 5, 4, 8, 17, 7] . The SHE model is obtained by assuming that the dominant collision process is elastic collisions whereas the ET model is obtained by assuming that electron-electron collisions are as important as the elastic ones. Let us also note that in 4] the ET model is obtained as a hydrodynamic limit of the SHE model, and more generally a systematic derivation of macroscopic models is investigated (see also 14] for proofs in the linear case). We also mention 2, 3] where an analogous approach based on extended thermodynamics leads to the Extended Hydrodynamic model. The references cited above concern the derivation of macroscopic models, governed at dominant order by collisions. This derivation being obtained by a di usion limit (or a hydrodynamical asymptotics). Another class of models concern physical situations where both collision and electric e ects are dominant. In this case the asymptotic procedure is called a High-eld limit. This limit has been studied in 1, 15] starting from the linear Boltzmann equation. Recently, a High-Field model has been derived starting from the SHE model 6]. In this paper, we are concerned with the high-eld limit of the Boltzmann equation for degenerate semiconductors, where Pauli exclusion terms are taken into account in the collision operator. The mathematical tools are closely related to those used in Poupaud's work 15] for the linear case. As a limit problem we obtain a non linear hyperbolic equation whereas Poupaud's limit equation is a linear hyperbolic one. The outline of the paper is the following. In the next section, we present the asymptotic problem, recall the results obtained by Poupaud 15] and announce the main results of the paper. In section 3, we study the kernel of the high-eld operator and show by a linearization procedure that it has analogous properties to the linear case. Finally, we prove in section 4, that the solution of the Boltzmann equation converges to the solution of the limit equation.
Hypotheses and formal results
The problem we are dealing with in this paper concerns the high eld limit of the Boltzmann equation of semiconductors in the degenerate case. More precisely, electrons are described by a distribution function f " solving the dimensionless Boltzmann equation 8 > < > :
" (E(t; x):r k f " ? Q(f " )) = 0 f " (0; x; k) = g 0 (x; k) (1) The distribution function f " = f " (t; x; k) d epends on the time variable t 2 IR + , the position variable x 2 IR d and the wave vector variable k 2 B wher B IR d is the Brillouin zone. This zone is the unit cell of the reciprocal lattice. We shall consider both the case where B is identi ed to the torus (periodic boundary conditions) and the case where it is identi ed to IR d .
The velocity v(k) is given by v(k) = r k (k) where (k) is the energy band (the parabolic case corresponds to (k) = jk 2 j). The electric eld E(t; x) is assumed to be a given regular function and the collision operator Q is given by
where (k; k 0 ) is the cross section and M(k) the Maxwellian M(k) = C B exp(? (k); ) the normalizing constant C B being xed such that R B M(k) dk = 1. The terms (1 ? f) in the collision operator account for the Pauli exclusion principle whereas the parameter " is the scaled mean free path and assumed to be small. The aim of this paper is the study of the limit " tends to zero of this singular perturbation problem. We shall make some regularity assumptions on the electric eld, on the cross section and on the band diagram. As mentioned above, we are interested in two situations. In the rst one, we shall assume that the Brillouin zone B is a bounded region of the wave vector space.
We shall denote this situation by the bounded case. The second situation corresponds to the case where B is the whole space IR 3 . We shall call this situation, the unbounded case.
Hypotheses in the unbounded case. H-1) The cross section is in W 2;1 (IR 2d ), symmetric (k; k 0 ) = (k 0 ; k) and 0 (k; k 0 ) 1 (2) for some positive constants 0 Under these hypotheses, it is known 11] and 12] that there exists a unique classical solution f " of (1) on any time interval 0; T] and which satis es
The aim of this paper is to investigate the high eld limit (" ! 0). Let us rst proceed formally and identify di culties to be solved. The formal limit of (1) is the equation E:r k f ? Q(f) = 0: We shall prove later on that there exits a C 2 regular functional F de ned on 0; meas(B)] IR d such that any solution of the above equation can be written f(t; x; k) = F(n(t; x); E(t; x))(k) where n(t; x) = Regularity issues will be sketched. In order to derive the equation satis ed by n, we shall use the moment method. Indeed, the rst moment of the Boltzmann equation gives The regularity of F with respect to n and E, insures the existence of local in time of a unique regular solution to the above equation. This regularity allows to pass rigorously to the limit " ! 0. We shall prove that as long as the solution is regular, strong convergence of f " in the L 1 norm is insured and convergence rate is exhibited. The outline of the paper is the following. In the next section we shall prove the existence of the functional F. This will be done by rst linearizing the equation and using the Poupaud approach to invert the linearized equation 15]. Then we apply the implicit functional theorem and some continuation arguments in order to build the functional F globally in n. The regularity of F with respect to n and E is proved thanks to regularity results on the linearized operator.
Section 4, is devoted to the proof of convergence. The approach consist in writing an equation
for the di erence of f " and it's rst order approximation. Since the problem is non linear, this equation has to be recast under a suitable form, allowing for the use of the maximum principle.
3 The limit equation
We consider the limit equation obtained by letting " tend to zero in (1) E:r k f ? Q(f) = 0
In the linear case 15], it is proven that the set of solutions of this equation is a one dimensional vector space generated by a positive function. This result can also be reformulated in the following way : for any given real number n, there exists a unique solution f of the limiting equation, which rst moment R f(k) dk is equal to n. We shall prove the same result in the nonlinear situation we are dealing with. Since the Pauli term in the collision operator Q yields the natural bound 0 f 1, the parameter n has to be in 0; meas(B)].
Let us now de ne the functional spaces 
We shall denote this unique function by f = F(n; E).
In this theorem, B is either the Brillouin zone ( the bounded case) or the whole space IR d .
The proof of this theorem will be done thanks to the implicit function theorem together with a continuation argument . Indeed, denoting by H E , the following mapping
1 A the problem reduces to solving H E (n; f) = (0; 0). We rst notice that the unique function f, which satis es H E (0; f) = (0; 0) and 0 f 1 is the identically vanishing function . Let us now begin with a local existence result. 
Proof:
The proof of the lemma follows closely the proof of Poupaud, for the inversion of the linear High eld limit equation 15]. We shall recall for the sake of clarity, the main features of the proof and refer the reader to 15] for the complete details. Let us rst notice that
The operator R f 0 = E:r k ? L f 0 can be rewritten under the following form R f 0 = T f 0 ? K f 0
where
using the technique developed by Poupaud 15] , we rst prove the following lemma. We obtain thanks to properties (11) and (10) kfk kK
Consequently all the inequalities are in fact equalities. Hence K f 0 (jfj) Proof:
The proof of this Lemma is obtained by di erentiating the equation R f 0 (f) = g wirh respect to k. For details, we refer to Poupaud 15] Lemma 3. there exits a unique function f = F(n; E) in D E satisfying kf ? f 0 k D E 0 and H E (n; f) = (0; 0). Since H E is C 1 di erentiable with respect to n then F is C 1 di erentiable with respect to n and the derivative of f = F(n; E) with respect n satis es:
E:r k @ n f ? L f (@ n f) = 0 From the analysis of the operator R f , @ n f is the unique element of Ker(R f ) with integral one, which implies that it is a positive function. Now, we shall prove that 0 f = F(n; E) 1. (3) can be rewritten under the following form:
Proving that f 0
To prove that f 0, it is su cient to prove that (f) 0 and to apply the maximum principle. We shall use the following taylor expansion in D E : f(n) = f(n 0 ) + (n ? n 0 )@ n f(n 0 ) + (n ? n 0 ) (n ? n 0 ) where (n ? n 0 ) tends to zero in D E when n tends n 0 . In particular lim n!n 0 k (n ? n 0 )k L 1 = 0. 
Lemma 3.5
Let E be xed in IR d and (n 0 ; f 0 ) be in 0; meas(B)] D E such that H E (n 0 ; f 0 ) = (0; 0) and 0 f 0 1. Then there exists a unique C 1 branch of solutions n ! F 0 (n; E) of H E (n; F 0 (n; E)) = (0; 0) de ned for all n 2 0; meas(B)] and passing by the point (n 0 ; f 0 ). These solutions satisfy 0 F 0 (n; E) 1 and F 0 (0; E) = (0; 0).
Proof:
Since (n 0 ; f 0 ) is such that H(n 0 ; f 0 ) = (0; 0), we deduce from the lemma 3.4, that there exists 0 and a function F 0 from ]n 0 ? 0 ; n 0 + 0 onto D E such that for any n 2]n 0 ? 0 ; n 0 + 0 , f = F 0 (n; E) such that H(n; F 0 (n; E)) = (0; 0) and 0 f = F 0 (n; E) 1. F 0 can be extended by continuity on a maximal interval I including n 0 such that for any n 2 I we have H(n; F(n; E)) = (0; 0) and 0 f = F(n; E) 1 R fdk = n max and 0 f 1. Therefore, setting F 0 (n; E) = f proves that n max 2 I.
Let us now assume that n max < meas(B). Then, from lemma 3.4, there exists > 0, such that for any n 2 n max ; n max + there exists a function f = F(n ; E) such that H E (n ; f ) = (0; 0) and f = F(n max ; E) . Then F is an extension of F 0 on n; n + . This is in contradiction with the hypothesis n max = supI. Consequently n max = meas(B). The same argument for the lower bound of I leads to I = 0; meas(B)]. In the unbounded case, one just have to prove that n max = +1. This can be done by proceeding exactly as above. We shall not detail this proof. Corollary 3.1 E being xed in IR d , for all n 2 0; meas(B)], there exits a unique function f = F(n; E) such that 0 f = F(n; E) 1 and H E (n; F(n; E)) = (0; 0).
All branches pass through (n 0 ; f 0 ) = (0; 0). Since there is a unique branch passing through this point, we deduce that H E (n; f) = 0 0 f 1 de nes a unique branch that we call F(n; E).
Theorem 3.2
Let F(n; E) be the unique solution of the problem (4) given by corollary 3.1. The mapping (n; E) 2 0; meas(B)] IR d ! F(n; E) 2 L 1 (B) is C 2 di erentiable.
Proof:
We shall sketch the proof of this theorem by successively di erentiating (4) with respect to n and E and proving that the obtained equations are uniquely solvable. We shall not detail the continuity of the derivatives with respect to (n; E). I First derivatives with respect to n and E i) Derivative with respect to n F is C 1 di erentiable with respect to n. This is a consequence of the implicit function theorem and of the regularity of H E with respect to n.
ii) Derivative with respect to E We shall denote shortly f = F(n; E) and r k f instead of r k F(n; E). Di erentiating (4) with respect to E, we nd 8 > > < > > :
where the operator E:r k : + f]: ? K f (:) is nothing but the linearized operator denoted by R f in the previous section (7). It is now clear that the above system has a unique solution if only if r k f 2 L 1;0 (B). Therefore, we need to prove that r k f 2 L 1 (B). The fact that R r k f(k)dk = 0 is immediate.
Let us now prove that r k f 2 L 1 (B). To this aim, we di erentiate (4) with respect to k which leads to 8 > > < > > :
this is equivalent to T f (r k f) = 1 (f) where T f is de ned in (8) . It is easy to check that 1 (f) 2 L 1 (B) d , which immediately implies r k f 2 L 1 (B) d . II Second derivatives We shall compute the equations satis ed by H E;E f and H n;E f where (H E;E f) i;j = @ 2 f @E i @E j and (H n;E f) i = @ 2 f @n@E i i) Regularity to r E F with respect to n Let us begin by H n;E f. Di erentiation of (16) with respect to n leads to:
But it is readily seen 2 (@ n f; r E f) 2 L 1;0 (B)
ii) Regularity to r E F with respect to E By di erentiating (16) with respect to E, we nd 8 > > < > > :
where (H E;k f) i;j = @ 2 f @E i @k j . It is readily seen that 3 (r E f; r E f) 2 L 1;0 (B) d 2 . Therefore we need to prove that H E;k f is in L 1 (B) d 2 ( of course we have R H E;k f(k)dk = 0). To this aim, we di erentiate (17) with respect to E and nd 8 > > < > > :
and (H k;k f) i;j = @ 2 f @k i @k j . Since 4 (r k f; r E f) 2 L 1 (B) d 2 , we have to prove H k;k f 2 L 1 (B) d 2 . This is obtained by di erentiating (17) with respect to k 8 > > < > > : The main result of this paper is the following convergence theorem Theorem 4.1 Let f " be the unique solution of (1) . Assume that g 0 is well prepared, i. e. , g 0 = F(n 0 ; E). Let n(t; x) be the unique solution of (18) and let f 0 = F(n; E). 
Conclusion
In this paper, we have dealt with the high eld limit of the Boltzmann equation of degenerate semiconductor. The limit problem is a nonlinear hyperbolic equation which can be solved locally in time. We proved the convergence of solution as the perturbation parameter tends to zero towards the formal limit problem. Existence of solutions of the limit problem is only local in time. We do not know what happens when the solution ceases to be regular. gives some regularity bounds on the electric eld. Unfortunately this is not enough to de ne the solution of the limit problem. Finally, one can explore the rst order approximation of f " and study the positivity of the di usion coe cients appearing in this approximation.
