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Abstract
A ring R with identity is called strongly clean if every element of R is the sum of an idempotent
and a unit that commute. Local rings are strongly clean. It is unknown when a matrix ring is strongly
clean. However it is known from [J. Chen, X. Yang, Y. Zhou, On strongly clean matrix and triangular
matrix rings, preprint, 2005] that for any prime number p, the 2 × 2 matrix ring M2(Ẑp) is strongly
clean where Ẑp is the ring of p-adic integers, but M2(Z(p)) is not strongly clean where Z(p) is the
localization of Z at the prime ideal generated by p. Let R be a commutative local ring. A criterion
in terms of solvability of a simple quadratic equation in R is obtained for M2(R) to be strongly
clean. As consequences, M2(R) is strongly clean iff M2(Rx) is strongly clean iff M2(R[x]/(xn))
is strongly clean iff M2(RC2) is strongly clean.
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Rings are associative with identity. A clean ring is one in which every element is the
sum of an idempotent and a unit, and this definition dates back to a paper by Nicholson
[10] in 1977. Clean rings are exchange rings (a ring R is exchange iff for any a ∈ R, there
exists e2 = e ∈ R such that e ∈ aR and 1 − e ∈ (1 − a)R) [10]. Every semiperfect ring
and every unit-regular ring is clean by Camillo and Yu [3], and Camillo and Khurana [2]
(a ring R is unit-regular if for any a ∈ R, a = aua for some unit u). For the study of clean
rings, we refer to [2,3,6,7,10,12].
A strongly clean ring is a ring in which every element is the sum of an idempo-
tent and a unit that commute. Note that clean and strongly clean rings are the “additive
analogs” of unit-regular and strongly regular rings, respectively, because a ring R is unit-
regular iff every element of R is the product of an idempotent and a unit (in either
order) and R is strongly regular iff every element of R is the product of an idempo-
tent and a unit that commute. Local rings are obviously strongly clean. By Burgess and
Menal [1], every strongly π -regular ring is strongly clean, where a ring R is strongly
π -regular if the chain aR ⊇ a2R ⊇ · · · terminates for every a ∈ R (or equivalently, the
chain Ra ⊇ Ra2 ⊇ · · · terminates for every a ∈ R by Dischinger [5]). In particular, all one-
sided perfect rings are strongly clean. Strongly clean rings were introduced by Nicholson
[11] where their connection with strongly π -regular rings and hence to Fitting’s Lemma
were discussed.
It is a result of Han and Nicholson [6] that a ring R is clean iff Mn(R) is clean for
every n 1. Only recently was it shown that the same did not hold for strongly clean rings
when an example was given of a commutative local ring R with M2(R) not strongly clean
(see Wang and Chen [15] and Sánchez Campos [14]). The example is the localization
of Z at the prime ideal generated by 2. More recently, it is observed in [4] that for any
prime number p, M2(Ẑp) is strongly clean where Ẑp is the ring of p-adic integers, but
M2(Z(p)) is never strongly clean where Z(p) is the localization of Z at the prime ideal
generated by p. This is the motivation of the interesting question: when is a 2 × 2 matrix
ring over a commutative local ring strongly clean? This article has a flavour similar to
some of the recent publications. For example, in [7] the authors give a criterion for when
a 2 × 2 matrix (over a commutative ring) with coefficients in the bottom row equaling 0
to be the sum of an idempotent and a unit. Also in [13] the author proves that the ring of
all ω×ω row-and-column-finite matrices over a von Neumann regular ring is an exchange
ring.
In this paper, we give a complete answer to the above question. Indeed, a criterion
in terms of solvability of a simple quadratic equation in R is obtained for M2(R) to be
strongly clean. For an element a in a ring R, if a = e + u where e2 = e ∈ R and u is a unit
of R such that eu = ue, then we say that a = e+u is a strongly clean expression of a in R.
Write U(R) for the group of units of R, J (R) for the Jacobson radical of R, and C2 for
the cyclic group of order 2. The following results are proved.
Theorem. Let R be a commutative ring. If M2(R) is strongly clean, then for all w ∈ J (R)
the equation x2 − x = w is solvable in R.
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(1) If 2 ∈ U(R), then M2(R) is strongly clean iff for all w ∈ J (R) the equation x2 −x = w
is solvable in R.
(2) If R/J (R) ∼= Z2, then M2(R) is strongly clean iff for all w ∈ J (R) the equation x2 −
x = w is solvable in R.
(3) If 2 ∈ J (R) and R/J (R) ∼= Z2, then M2(R) is strongly clean iff for all w1,w2 ∈ J (R)
the equation x2 + (1 + w1)x = w2 is solvable in R.
Theorem. Let R be a commutative local ring and n 1. Then M2(R) is strongly clean iff
M2(Rx) is strongly clean iff M2(R[x]/(xn)) is strongly clean iff M2(RC2) is strongly
clean.
2. Results
Lemma 1. Let R be a local ring, w ∈ J (R), and u ∈ U(R) be central. The following are
equivalent:
(1) x2 − ux = w is solvable in R.
(2) x2 − ux = w is solvable in U(R).
(3) x2 − ux = w is solvable in J (R).
Proof. If x0 satisfies the equation, then so does u−x0, and in this case x0(u−x0) = −w ∈
J (R). Hence one of x0 or u − x0 is in J (R) and the other belongs to U(R). 
Lemma 2. Let R be a local ring. Then R/J (R) ∼= Z2 iff, for any u,v ∈ U(R), u + v = 1.
Proof. The necessity is clear. For the sufficiency, let u ∈ U(R). Because u + (1 − u) = 1,
the assumption shows that 1 − u /∈ U(R). So 1 − u ∈ J (R). Therefore R/J (R) ∼= Z2. 
Lemma 3. Let R be a local ring with 2 ∈ U(R). The following are equivalent:
(1) For all w ∈ J (R), the equation x2 − x = w is solvable in R.
(2) For all w ∈ J (R), the equation x2 + 2x = w is solvable in R.
Proof. (1) ⇒ (2). For w ∈ J (R), by (1) let x0 satisfy x2 − x = w/4. Then −2x0 satisfies
x2 + 2x = w.
(2) ⇒ (1). For w ∈ J (R), by (2) let x0 satisfy x2 + 2x = 4w. Then −x0/2 satisfies
x2 − x = w. 
Remark. We fix some notation which is used throughout the article. For a commutative
ring R, if A = ( a11 a12a21 a22 ) ∈ M2(R), let detA and trA denote the determinant and the trace
of A, respectively, and let s = a11 − a22, t = (trA)2 − 4 detA. Then t = s2 + 4a12a21.
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U = A−E. Then A = E+U is a strongly clean expression of A in M2(R) iff the following
conditions hold:
bc = a − a2, (0.1)
a21b = a12c, (0.2)
sb = a12(2a − 1), (0.3)
sc = a21(2a − 1), (0.4)
detU ∈ U(R). (0.5)
Proof. The verification goes like this: E2 = E ⇔ (0.1) holds; EU = UE ⇔ (0.2)–(0.4)
are satisfied; and U is invertible iff detU ∈ U(R). 
The next theorem gives a necessary condition for the 2 × 2 matrix ring over a commu-
tative ring to be strongly clean.
Theorem 5. Let R be a commutative ring. If M2(R) is strongly clean, then for any w ∈
J (R), x2 − x = w is solvable in R.
Proof. For w ∈ J (R), let A = ( 1 −k1 0 ), where k = w(1 + 4w)−1. By hypothesis, let
A = E + U be a strongly clean expression of A in M2(R), where E =
(
a b
c d
)
and
U = ( 1−a −k−b1−c −d ). The invertibility of U gives
detU = d(a − 1) + (k + b)(1 − c) ∈ U(R). (0.6)
Because EU = UE, comparing the (1,1)- and (2,1)-entries yields
b = −kc, c = a − d. (0.7)
Since k ∈ J (R), we have b ∈ J (R) and so (k + b)(1 − c) ∈ J (R). Thus (0.6) gives
d ∈ U(R) and a − 1 ∈ U(R). (0.8)
Moreover, comparing the (1,1)- and (2,2)-entries, the equality E2 = E yields
a − a2 = bc, d − d2 = bc. (0.9)
Because b ∈ J (R), it follows by (0.8) and (0.9) that a ∈ J (R) and 1 − d ∈ J (R). So
1 + a − d ∈ J (R). Hence a − d ∈ U(R). But by (0.9), a − a2 = d − d2, and so we have
(a + d − 1)(a − d) = 0. Thus one obtains a + d = 1. Hence by (0.7), c = a − d = a −
(1 − a) = 2a − 1. So we have
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= −kc2
= −k(2a − 1)2 = −k(4a2 − 4a + 1)= 4k(a − a2)− k,
where the first equality follows from (0.9) and the second by (0.7). So (1−4k)(a2 −a) = k.
Hence a2 − a = (1 − 4k)−1k = w. The last equality is because k = w(1 + 4w)−1. Thus a
is a solution of x2 − x = w. 
Example 6. Let S be a commutative domain, P a prime ideal of S[x], and S[x]P the
localization of S[x] at P . Then M2(S[x]P ) is not strongly clean.
Proof. Take h(x) ∈ J (S[x]P ) with h(x) ∈ S[x] such that the degree degh of h(x) is an
odd number. We claim that y2 − y = h(x) has no solution in S[x]P ; so M2(S[x]P ) is not
strongly clean by Theorem 5. Otherwise, there exists f (x)
g(x)
∈ S[x]P such that
(
f (x)
g(x)
)2
− f (x)
g(x)
= h(x).
That is
f (x)
[
f (x) − g(x)]= h(x)g(x)2.
Either degf > degg or degf < degg or degf = degg clearly leads to a contradic-
tion. 
Lemma 7. Let R be a commutative local ring and A ∈ M2(R). Then A2 = A iff A = 0 or
A = I or A = ( a b
c 1−a
)
with bc = a − a2.
Proof. One direction is clear. Write A = ( a b
c d
)
and assume that A2 = A. Then we have
bc = a − a2,
b(a + d − 1) = 0,
c(a + d − 1) = 0,
bc = d − d2. (0.10)
So a − a2 = d − d2, and hence
(a − d)(a + d − 1) = 0. (0.11)
Case 1. a + d − 1 ∈ U(R). It follows from (0.10) and (0.11) that b = c = 0 and a = d and
hence a = a2. Because R is local, a = 0 or a = 1. Therefore, A = 0 or A = I .
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(a + d − 1)]2 ∈ J (R). Thus, bc ∈ U(R). By (0.10), a + d − 1 = 0. So A = ( a b
c 1−a
)
with
bc = a − a2. If a − d ∈ U(R), then a + d − 1 = 0 by (0.11). Therefore, A = ( a b
c 1−a
)
with
bc = a − a2. 
The main result is the next theorem.
Theorem 8. Let R be a commutative local ring.
(1) If 2 ∈ U(R), then M2(R) is strongly clean iff, for all w ∈ J (R), x2 −x = w is solvable
in R.
(2) If R/J (R) ∼= Z2, then M2(R) is strongly clean iff, for all w ∈ J (R), x2 − x = w is
solvable in R.
(3) If 2 ∈ J (R) and R/J (R) ∼= Z2, then M2(R) is strongly clean iff, for all w1,w2 ∈ J (R),
x2 + (1 + w1)x = w2 is solvable in R.
Proof. The necessity for cases (1) and (2) follows from Theorem 5.
As for the necessity for case (3), we can write 1 = u1 + u2 where u1, u2 ∈ U(R) by
Lemma 2. For w1,w2 ∈ J (R), let
a11 = u1, a22 = u2 + w1.
Then
a11 + a22 = 1 + w1,
s := a11 − a22 = 1 + w1 − 2a22 ∈ U(R).
Hence s2 + 4(w2 + a11a22) is a unit of R. Let A =
( a11 a12
a21 a22
)
, where
a21 = −1, a12 =
[
s2 + 4(w2 + a11a22)
]−1
s2(w2 + a11a22).
Then we have trA = a11 + a22 = 1 +w1 ∈ U(R). We need that detA ∈ J (R). This can be
verified as follows:
detA = a11a22 − a12a21
= [s2 + 4(w2 + a11a22)]−1[a11a22s2 + 4a11a22(w2 + a11a22) + s2(w2 + a11a22)]
= [s2 + 4(w2 + a11a22)]−1[w2s2 + 2s2a11a22 + 4a11a22(w2 + a11a22)] ∈ J (R).
So det(A−I ) = detA−w1 ∈ J (R). Now by hypothesis, let A = E+U be a strongly clean
expression of A in M2(R). Because neither A nor A− I is invertible, by Lemma 7, we can
write E = ( a b
c 1−a
)
with bc = a−a2. By Lemma 4, a−a2 = bc = s−2a12a21(2a−1)2 and
it follows that
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(
s2 + 4a12a21
)(
a2 − a)
= [(trA)2 − 4 detA](a2 − a)
= t(a2 − a). (0.12)
Let x0 = sa − a11. That is a = s−1(x0 + a11). Then (0.12) becomes
t
[
s−2(x0 + a11)2 − s−1(x0 + a11)
]= −a12a21, showing
−s2a12a21 = t
[
(x0 + a11)2 − s(x0 + a11)
]= t[x20 + (trA)x0 + a11a22].
Thus
x20 + (1 + w1)x0 = x20 + (trA)x0
= −s2t−1a12a21 − a11a22
= s2t−1a12 − a11a22 (for a21 = −1). (0.13)
Because t = s2 + 4a12a21 = s2 − 4a12 (for a21 = −1), we have
t−1a12 =
(
s2 + 4a12a21
)−1[
s2 + 4(w2 + a11a22)
]−1
s2(w2 + a11a22)
= [(s2 − 4a12)(s2 + 4(w2 + a11a22))]−1s2(w2 + a11a22)
= [s2(s2 + 4(w2 + a11a22))− 4s2(w2 + a11a22)]−1s2(w2 + a11a22)
= (s4)−1s2(w2 + a11a22)
= s−2(w2 + a11a22).
Hence by (0.13),
x20 + (1 + w1)x0 = s2t−1a12 − a11a22
= s2s−2(w2 + a11a22) − a11a22
= w2.
So x0 satisfies the equation x2 + (1 + w1)x = w2.
Next we prove the sufficiency for each case. Let A = ( a11 a12a21 a22 ) ∈ M2(R). If either A or
I − A is invertible, then A is strongly clean. So we can assume that neither A nor I − A
is invertible. Thus, detA and det(I −A) are all in J (R). Because det(I −A) = 1 − trA+
detA, we have trA − 1 ∈ J (R). It follows that trA ∈ U(R) and t = (trA)2 − 4 detA ∈
U(R).
(1) Suppose that 2 ∈ U(R). Because trA − 1 ∈ J (R), write trA = 1 + k0 with k0 ∈
J (R). Then t = (trA)2 − 4 detA = (1 + k0)2 − 4 detA = 1 + w, where w = k20 + 2k0 −
4 detA ∈ J (R). By hypothesis and by Lemma 3, the equation x2 +2x = w has a solution in
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Let u = 1 + k,
E =
(
a b
c 1 − a
)
, and U = A − E,
where
a = 1
2
(
1 − su−1), b = −a12u−1, c = −a21u−1.
Then 2a − 1 = −su−1 and the following hold:
a21b = a12c,
sb = a12(2a − 1),
sc = a21(2a − 1),
bc = a21a12u−2 = 14
(
t − s2)u−2
= 1
4
[
tu−2 − (su−1)2]= 1
4
[
1 − (2a − 1)2]
= a − a2,
detU = detA + as − a11 + 2a12c
= detA + 1
2
(
1 − su−1)s − a11 − 2a12a21u−1
= detA + 1
2
u−1
[
(s − 2a11)u −
(
s2 + 4a12a21
)]
= detA − 1
2
(trA + u)
= detA − 1 − 1
2
(k0 + k).
This shows that detU is a unit of R. Then by Lemma 4, A = E + U is a strongly clean
expression of A in M2(R).
(2) Suppose that R/J (R) ∼= Z2. Then 2 ∈ J (R) and s = a11 − a22 = trA − 2a22 ∈
U(R). Because R/J (R) ∼= Z2, trA = a11 + a22 ∈ U(R) implies that one of a11, a22 is
in J (R). So a11a22 ∈ J (R). This shows that a12a21 ∈ J (R) because detA = a11a22 −
a12a21 ∈ J (R). Let w = −t−1a12a21 ∈ J (R). By hypothesis, x2 − x = w has a solution
in R. Thus, by Lemma 1, there exist x0 ∈ J (R) and x1 ∈ U(R) such that x2i − xi = w for
i = 0,1. Let a ∈ {x0, x1} and let
b = s−1a12(2a − 1), c = s−1a21(2a − 1).
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Therefore, noting that t = s2 + 4a12a21, one obtains
s2bc = a12a21(2a − 1)2
= a12a21
[
4
(
a2 − a)+ 1]
= 4a12a21
(
a2 − a)+ a12a21
= (t − s2)(a2 − a)+ a12a21
= t(a2 − a)− s2(a2 − a)+ a12a21
= −s2(a2 − a).
It follows that
a − a2 = bc.
If a11 ∈ J (R), choose a = x1 and then detU = sa + (detA − a11 + 2a12c) ∈ U(R). If
a11 ∈ U(R), choose a = x0 and then detU = −a11 + (detA + as + 2a12c) ∈ U(R). Thus
the conditions (0.1)–(0.5) of Lemma 4 are all satisfied. Therefore, by Lemma 4, A = E +
(A − E) is a strongly clean expression of A in M2(R).
(3) Suppose that 2 ∈ J (R) and R/J (R) ∼= Z2. Write trA = 1 + w1 where w1 ∈ J (R)
and note that s = trA − 2a22 ∈ U(R).
Case 1. a12a21 ∈ U(R). Because detA ∈ J (R), a11a22 ∈ U(R) and a11a22 + a12a21 =
detA + 2a12a21 ∈ J (R). Let
w2 = −t−1
[
s2(a11a22 + a12a21) + 4a11a12a21a22
]
.
Then w2 ∈ J (R). By hypothesis, x2 + (1 + w1)x = w2 has a solution in R and hence in
U(R) by Lemma 1. Let x20 + (1 + w1)x0 = w2 where x0 ∈ U(R). Set a = s−1(a11 + x0),
and so as − a11 = x0. Let
E =
(
a b
c 1 − a
)
and U = A − E,
where
b = s−1a12(2a − 1), c = s−1a21(2a − 1).
Thus we have
a12c = a21b,
a2 − a = s−2(a11 + x0)2 − s−1(a11 + x0)
= s−2[x2 + 2a11x0 + a2 − (a11 − a22)(x0 + a11)]0 11
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= s−2[x20 + (1 + w1)x0 + a11a22]
= s−2(w2 + a11a22)
= s−2t−1[−s2(a11a22 + a12a21) − 4a11a12a22a21 + a11a22(s2 + 4a12a21)]
= −t−1a12a21.
It follows that t (a2 − a) = −a12a21. Thus bc = a − a2 (as shown in the proof of (2)).
Moreover, we have
detU = detA + as − a11 + 2a12c
= detA + x0 + 2a12c
= x0 + (detA + 2a12c) ∈ U(R).
Hence, by Lemma 4, A is strongly clean in M2(R).
Case 2. a12a21 ∈ J (R). Let w = −t−1a12a21. Then w ∈ J (R). Because 2 ∈ J (R), the
hypothesis ensures that x2 − x = w has a solution in R. Now the proof of (2) applies to
show that A is strongly clean in M2(R). 
Remark. We have been unable to answer if the solvability of the equations x2 + (1 +
w1)x = w2 for all w1,w2 ∈ J (R) can be replaced by the solvability of the equations x2 −
x = w for all w ∈ J (R) in case (3) of Theorem 8.
Theorem 8 can be used to prove the next theorem as well as Theorem 12. Note that the
homomorphic image of a strongly clean ring is again strongly clean [11, Proposition 2].
Theorem 9. Let R be a commutative local ring. The following are equivalent:
(1) M2(R) is strongly clean.
(2) M2(Rx) is strongly clean.
(3) M2(R[x]/(xn)) is strongly clean for all n 1.
Proof. (1) ⇒ (2). Let S = Rx. Then S is a commutative local ring with J (S) = J (R)+
xS and S/J (S) ∼= R/J (R) (see [8, p.283]).
Case 1. 2 ∈ U(R). Thus 2 ∈ U(S). For any w ∈ J (S), write w = j + c1x + c2x2 +· · · with
j ∈ J (R) and ci ∈ R for all i  1. We show next that there exist ai ∈ R (i = 0,1, . . .) such
that y2 + 2y = w where y = −1 + a0 + a1x + a2x2 + · · · . Let c0 = 1 + j ∈ U(R). Then
y2 + 2y = w ⇔ (y + 1)2 = 1 + w ⇔ (∑∞i=0 aixi)2 =∑∞i=0 cixi ⇔
a2 = c0, a0ak+1 + a1ak + · · · + aka1 + ak+1a0 = ck+1, for k = 0,1,2, . . . .0
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a20 = c0, 2a0ak+1 = ck+1 − (a1ak + · · · + aka1), for k = 0,1,2, . . . .
Because M2(R) is strongly clean and j ∈ J (R), by Theorem 8(1), there exists b0 ∈ R such
that b20 + 2b0 = j . Let a0 = 1 + b0. Then a20 = c0. Because c0 ∈ U(R) and 2 ∈ U(R), we
have 2a0 ∈ U(R). So we can obtain all the ai inductively by using ak+1 = (2a0)−1[ck+1 −
(a1ak + · · · + aka1)]. Therefore, y2 + 2y = w is solvable in S. Thus we have (2) holds by
Theorem 8(1) and Lemma 3.
Case 2. R/J (R) ∼= Z2. Thus S/J (S) ∼= Z2. For any w ∈ J (S), write w = c0 + c1x +
c2x2 + · · · with c0 ∈ J (R) and ci ∈ R for all i  1. We show next that there exist ai ∈ R
(i = 0,1, . . .) such that y2 − y = w where y = a0 + a1x + a2x2 + · · · . Note that y2 − y =
w ⇔
a20 − a0 = c0,
a0ak+1 + a1ak + · · · + aka1 + ak+1a0 − ak+1 = ck+1, for k = 0,1,2, . . . .
That is
a20 − a0 = c0, (2a0 − 1)ak+1 = ck+1 − (a1ak + · · · + aka1), for k = 0,1,2, . . . .
Because M2(R) is strongly clean and c0 ∈ J (R), by Theorem 8(2), there exists a0 ∈ R
such that a20 − a0 = c0. Because 2 ∈ J (R), we have 2a0 − 1 ∈ U(R). So, inductively,
ak+1 = (2a0 −1)−1[ck+1 −(a1ak +· · ·+aka1)], for k = 0,1,2, . . . . Therefore, y2 −y = w
is solvable in S. Thus (2) holds by Theorem 8(2).
Case 3. 2 ∈ J (R) and R/J (R) ∼= Z2. Thus 2 ∈ J (S) and S/J (S) ∼= Z2. For any w1,w2 ∈
J (S), write w1 = b0 +b1x+b2x2 +· · · and w2 = c0 +c1x+c2x2 +· · · with b0, c0 ∈ J (R)
and bi, ci ∈ R for all i  1. We show next that there exist ai ∈ R (i = 0,1, . . .) such that
y2 + (1+w1)y = w2 where y = a0 +a1x +a2x2 +· · · . Note that y2 + (1+w1)y = w2 ⇔
a20 + (1 + b0)a0 = c0 and
a0ak+1 + a1ak + · · · + aka1 + ak+1a0 + (1 + b0)ak+1
+ b1ak + · · · + bka1 + bk+1a0 = ck+1
for k = 0,1,2, . . . . That is
a20 + (1 + b0)a0 = c0 and
(1 + 2a0 + b0)ak+1 = ck+1 − (a1ak + · · · + aka1) − (b1ak + · · · + bka1 + bk+1a0)
for k = 0,1,2, . . . . Because M2(R) is strongly clean and b0, c0 ∈ J (R), by Theorem 8(3),
there exists a0 ∈ R such that a20 + (1 + b0)a0 = c0. Because 2 ∈ J (R), we have
1 + 2a0 + b0 ∈ U(R).
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bk+1a0)], for k = 0,1,2, . . . . Therefore, y2 + (1 + w1)y = w2 is solvable in S. Thus (2)
holds by Theorem 8(3).
(1) ⇒ (3). Let S = R[x]/(xn). Note that (x)/(xn) is a nilpotent ideal of S and [J (R)+
(xn)]/(xn) ⊆ J (S), so [J (R) + (x)]/(xn) ⊆ J (S). Because
R[x]/(xn)
[J (R) + (x)]/(xn)
∼= R[x]
J (R) + (x)
∼= R/J (R)
is a division ring, it follows that S is a local ring with J (S) = [J (R)+ (x)]/(xn). Thus, the
implication can be proved by arguments similar to those in the proof of (1) ⇒ (2).
(2) or (3) ⇒ (1). This is because that M2(R) is an image of M2(Rx) and of
M2(R[x]/(xn)). 
Corollary 10. For any prime number p, M2(Ẑpx) and M2(Ẑp[x]/(xn)) are strongly
clean.
Proof. Because M2(Ẑp) is strongly clean by [4], the claim follows by Theorem 9. 
The proof of part (2) of the next lemma is contained in the proof of [6, Proposition 3].
Part (1) follows from [9], but we give a simple proof for the readers convenience.
Lemma 11. Let R be a commutative local ring.
(1) If 2 ∈ J (R), then J (RC2) = {r0 + r1g: r0 + r1 ∈ J (R)} and RC2/J (RC2) ∼= R/J (R).
In particular, RC2 is local.
(2) If 2 ∈ U(R), then RC2 ∼= R ⊕ R.
Proof. (1) Write RC2 = {a + bg: a, b ∈ R}. Note that if a2 − b2 ∈ U(R), then (a +
bg)−1 = (a2 − b2)−1(a − bg). Let Δ = {a + bg: a + b ∈ J (R)}. Then Δ is an ideal of
RC2. For any a+bg ∈ Δ, 1+ (a+bg) = (1+a)+bg ∈ U(RC2) because (1+a)2 −b2 =
1 + [2a + (a + b)(a − b)] ∈ U(R). So Δ ⊆ J (RC2). But it is clear that J (RC2) ⊆ Δ, so
Δ = J (RC2). Thus R/J (R) → RC2/J (RC2) given by r + J (R) → r + J (RC2) is a ring
isomorphism. 
Theorem 12. Let R be a commutative local ring. The following are equivalent:
(1) M2(R) is strongly clean.
(2) M2(RC2) is strongly clean.
Proof. Because M2(R) is an image of M2(RC2), (2) ⇒ (1) follows.
(1) ⇒ (2). We proceed with three cases. Let S = RC2.
Case 1. 2 ∈ U(R). By Lemma 11, RC2 ∼= R ⊕ R; so M2(RC2) ∼= M2(R) ⊕ M2(R) is
strongly clean.
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R such that x2 − x = w where x = x0 + x1g. By Lemma 11, w = r0 + r1g where r0 + r1 ∈
J (R). By Theorem 8(2), there exists a0 ∈ R such that a20 − a0 = r0 + r1. Let x0 = a0 − x1.
Then
x2 − x = w ⇔ 2x21 + (1 − 2a0)x1 = −r1.
So it suffices to show that 2y2 + (1 − 2a0)y = −r1 is solvable in R. Because 2a0 − 1 ∈
U(R), the substitution y = (2a0 − 1)z shows that
2y2 + (1 − 2a0)y = −r1 ⇔ 2z2 − z = b,
where b = −r1(2a0 −1)−2. So it suffices to show that 2z2 −z = b is solvable in R. Because
2b ∈ J (R), Theorem 8(2) ensures that there exists z0 ∈ R such that z20 − z0 = 2b. And by
Lemma 1 we can assume that z0 ∈ J (R); so 1− z0 ∈ U(R). Then z = b(z0 −1)−1 satisfies
2z2 − z = b.
Case 3. 2 ∈ J (R) and R/J (R) ∼= Z2. Then 2 ∈ J (S) and S/J (S) ∼= Z2. For w1,w2 ∈ J (S),
we show that there exist x0, x1 ∈ R such that x2 + (1 + w1)x = w2 where x = x0 + x1g.
By Lemma 11, w1 = r0 + r1g, w2 = s0 + s1g, where r0 + r1, s0 + s1 ∈ J (R). Then, by
Theorem 8(3), there exists a ∈ R such that a2 + (1 + r0 + r1)a = s0 + s1. Let x0 = a − x1.
Then
x2 + (1 + w1)x = w2 ⇔ 2x21 − (1 + 2a + r0 − r1)x1 = r1a − s1.
So it suffices to show that 2y2 − (1 + 2a + r0 − r1)y = r1a − s1 is solvable in R. Because
1+2a+r0 −r1 = 1+2a+ (r0 +r1)−2r1 ∈ U(R), the substitution y = (1+2a+r0 −r1)z
shows that
2y2 − (1 + 2a + r0 − r1)y = r1a − s1 ⇔ 2z2 − z = b,
where b = (r1a − s1)(1 + 2a + r0 − r1)−2. So it suffices to show that 2z2 − z = b is
solvable in R. Because 2,2b ∈ J (R), Theorem 8(3) ensures that there exists z0 ∈ R such
that z20 − z0 = 2b. And by Lemma 1 we can assume that z0 ∈ J (R); so 1 − z0 ∈ U(R).
Then z = b(z0 − 1)−1 satisfies 2z2 − z = b. 
Corollary 13. M2(ẐpC2) is strongly clean for every prime number p.
Proof. M2(Ẑp) is strongly clean by [4], so the claim follows by Theorem 12. 
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