The estimation of shear wave velocity and attenuation in near-surface geology is of primary importance in engineering seismology. In fact, such knowledge is essential for site response studies when preparing improved seismic hazard scenarios. In this study, we propose a linear inversion of the spectra of a deconvolved wavefield collected by a borehole array in Istanbul, Turkey. The spectra are calculated using as a reference the recordings collected by a sensor at the surface. This allows us to minimize the effect of the deconvolution filter on the peaks' amplitudes. The feasibility of the proposed inversion scheme and the parametrization of the velocity and attenuation models were tested and assessed using synthetic data. The real data inversion is carried out using observation from three weak motion events. Several starting models are used for each event, changing the values of the quality factor Qs, whereas the starting Vs profiles are fixed to what was obtained by the analysis of the deconvolved wavefield in the time domain.
I N T RO D U C T I O N
Knowledge about near-surface material properties (e.g. shear wave velocity Vs and quality factor Qs) is essential for improving seismic hazard assessments. In particular, their modification as a function of earthquake load is of primary importance when reliable estimates of ground shaking at a site are required. The estimation of Vs and Qs usually requires laboratory analysis of undisturbed samples and/or in situ measurements by methods such as seismic refraction, seismic reflection, surface wave, PS logging and passive source (seismic noise) methods. However, when vertical arrays are available, they can provide recordings of earthquake signals from different depths and at the surface, allowing, in principle, an in situ estimation of the medium's characteristics over the frequency range of engineering interest.
A number of studies have devoted their attention to the estimation of the mechanical characteristics of subsoils by means of the inversion of borehole weak and strong motion data. Among others, Satoh et al. (1995) proposed to estimate S-wave velocity and damping profiles using data collected in Japan by inverting the surface-to-borehole spectral ratio using a modified Quasi-Newton method and a grid search procedure while considering the vertical propagation of SH waves. The inversion procedure was then refined in 2006 (Satoh 2006 ) allowing the inversion (based on an adaptive simulated annealing algorithm) to consider also solutions from obliquely incident SH and SV waves. Assimaki et al. (2006 Assimaki et al. ( , 2008 proposed an inversion procedure that aims to estimate the best borehole model in terms of S-wave velocity, attenuation and density, by optimizing the correlation between observed and synthetic seismograms generated using the seismogram at the bottom of the borehole as input. The correlation is carried out after having decomposed the signal in the wavelet domain to allow for equal weighting of the information across all frequency ranges. The convergence to the solution is then improved by employing a non-linear Gauss-Newton scheme to the best-fitting solutions to minimize the distance (in the frequency domain) between the empirical and theoretical transfer functions. This method was then applied to weak and strong motion data. De Martin et al. (2010) proposed a Genetic Algorithm inversion of surface-to-borehole spectral ratios using only the peak frequencies and amplitude values. Recently, Figure 1 . Left: map of the area under investigation. The triangle shows the location of the vertical array and the seismic noise microarray. The seismic noise microarray configuration is shown as an inset. Right: S-wave velocities for Ataköy inferred from the PS logging carried out in the 50 (dark grey), 70 (grey) and 140 m (light grey) deep boreholes, from the joint inversion of surface wave and horizontal-to-vertical spectral ratio (Parolai et al. 2009; dashed line) , and using the travel time of upgoing and downgoing waves derived from analysing the deconvolved wavefield (Parolai et al. 2009; black line) . Triangles indicate the installation depth of the accelerometers. Assimaki et al. (2011) modified the inversion scheme of Assimaki et al. (2006 Assimaki et al. ( , 2008 by considering finite difference forward modelling that accounts for non-linear site response.
The problem of borehole data inversion is non-linear by nature and most of the studies mentioned above used non-linear inversion schemes to derive the subsoil structure parameters. However, in the case where a reasonable starting model for the inversion procedure is available, a linearization of the problem is feasible, allowing a control on the resolution of the model and data parameters. This might be used to avoid overparametrization of the model and to interpret inversion artefacts in terms of mechanical characteristic of the subsoil. In fact, although often only a surface and a borehole instrument are available, the inversion is carried out considering multilayered models based on geological or geotechnical investigations. The feasibility of resolving the different characteristics (S-wave velocities, Qs, densities) of the model is very often not assessed. Furthermore, inversion schemes based on waveform fitting might suffer from the fact that the borehole recordings, which are usually used as input, might be affected by downgoing waves that inevitably would be propagated incorrectly towards the surface.
In this study, we investigate the possibility of obtaining S-wave velocity and quality factor profiles by analysing the weak motion recordings of three earthquakes recorded by the vertical array in Ataköy, western Istanbul (Parolai et al. 2009 Bindi et al. 2010) .
Taking advantage of the fact that reasonable starting models are available [from PS logging, 2-D array inversion and, in particular, from the analysis of the Green's functions carried out by Parolai et al. (2009) ], we performed a linear inversion of the deconvolved wavefield amplitude spectra (Mehta et al. 2007a; Parolai et al. 2009 ). The deconvolved wavefield is obtained by calculating the deconvolution of the observed seismograms at different depths with that recorded at the surface. The inversion is carried out for the different earthquakes separately and the results compared to estimate the intraevent variability of the results. This, in future, will allow us to evaluate if any S-wave velocity reductions occurring in the superficial sedimentary layer, in the case of strong ground motion, can be assigned with a reasonable degree of confidence to non-linear soil behaviour.
First, we briefly discuss the procedure used to derive the input data for the inversion. Second, we underline the forward and inversion methods used. Finally, we apply the procedure to the observed data and discuss the results, while also comparing them to those obtained by other geophysical investigations.
D ATA
In 2005 December, a drilling program consisting of four boreholes of 25, 50, 70 and 140 m depth was realized (ZETAŞ R 2006) in western Istanbul (Turkey) in the district of Ataköy (Fig. 1) . PVC pipes were installed in the boreholes and the space between the piping and boreholes was filled with cement grout. Within the 140-m-deep borehole, based on the encountered subsoil conditions, representative and/or undisturbed soil samples were obtained. In addition, standard penetration tests (SPT) were carried out with measurements at intervals of 1.5 m. The water table was encountered at 15 m depth. 
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The array was instrumented with three shallow boreholes accelerometers at 25, 50 and 70 m depth and a down borehole accelerometer at 140 m depth, connected to a 12 channel-K2 digitiser at the surface. In addition, a K2 with internal episensor was installed at the surface. A total of 60 SPT samples and three undisturbed samples (from depths 35, 49 and 52 m) were chosen for laboratory tests, including sieve analysis, with the aim of estimating natural moisture content and Atterberg's limits.
Within the first 15 m, the subsoil is composed of light brown, hard gravelly sandy clay. Below this layer, limestone with a low rock quality designation and clay interlayers were found down to 35 m depth. Below this depth down to the bottom of the deepest borehole, hard/very dense sandy clay/clayey sand layers were encountered.
In addition, to estimate the S-wave velocity profile at the vertical array site, both PS logging (Nigbor & Imai 1994) and microarray measurements of noise (e.g. Aki 1957; Okada 2003) were carried out (Fig. 1) . For the latter, an array of 12 stations was installed in the vicinity of the vertical array installation, and the data were analysed and inverted following Ohori et al. (2002) , Parolai et al. (2005) , Picozzi et al. (2005) and Parolai et al. (2006) . Finally, using the upgoing and downgoing wave travel times calculated from the peaks in the deconvolved wavefield (Parolai et al. 2009 ) an average S-wave velocity profile for the intersensors' distances was derived. The Swave velocity profiles at the vertical array site are shown in Fig. 1 . In general, an excellent agreement, considering the different wavefield used and frequency ranges of the signals, is observed. More details about the soil structure and the performed investigations are given in Parolai et al. (2009) .
In this study, we analyse recordings of three earthquakes with magnitudes larger than 4 (Table 1) that provided deconvolved wavefield spectra with large (of the order of some hundred) signal-tonoise ratio in the 0.8-15 Hz frequency band. This includes the main wavefield features because of the propagation across the array (Parolai et al. 2009 . Because Parolai et al. (2009) demonstrated the independence of the deconvolution results on the signal window used, which are only dependent upon the component of ground acceleration analysed, no signal window selection was carried out. Fig. 2 shows, as an example, the spectra of the horizontal recordings at different depths of event ID = 1 ( Table 1 ). Note that, following Parolai et al. (2009) , a single horizontal component for each depth was calculated by means of rotation in the direction that resulted in the maximum spectral energy.
The Fourier amplitude spectra of noise (9.5 s pre-event) recorded at the same depths are shown for comparison. Note that the spectral amplitudes of noise are much lower than the amplitudes of the earthquake signal. At the deepest sensor, noise is mainly the internal system noise whereas at the shallower sensors, anthropogenic noise can be observed only at frequencies higher than 10 Hz. At all depths, the spectral amplitudes are larger in the frequency band 0.5-15 Hz.
The spectra of the deconvolved horizontal wavefield have been calculated selecting a window of 2.555 s centred around zero (512 samples at a 200 s.p.s sampling rate) and padding it to 2048 samples to improve the resolution over the frequency band of interest.
A cosine tapering on only the last two samples at both ends of the time-series was used. Figs 3-5 show the recorded horizontal ground motion, the deconvolved wavefield (Green's functions) and the spectra of the deconvolved wavefield for the three selected events. Please note that differently to a previous study dealing with the estimation of attenuation in shallow geological layers, here we also consider the recordings of the seismometer located at 25 m depth. In fact, after a new calibration of the sensor and its reinstallation, the anomalously small amplitude observed (Table 1) at different depths. The grey lines show the Fourier amplitude spectra of a 9.5 s pre-event noise window. Spectra are shown in log-log scale. The amplitude ratio of the Fourier spectra recorded at the surface and those in the borehole range from 3 to 5. The signal-to-noise ratio over the used frequency band can be in the order of some hundred. The vertical bar helps in understanding the frequency amplitude variation of each spectra and the signal-to-noise ratio. (Table 1) . Centre: the deconvolved wavefield (Green's functions; unit is s −1 ). Right: amplitude spectra of the deconvolved wavefieldS ε (0, z; ω) in eq. (1) at different depths in log-log scale. Black indicates the part of the spectra used in the inversion. The scale within the panel shows the amplitude ratio at different frequencies for each spectrum. (Table 1) , using a different scale for the accelerogram amplitudes. persisted and therefore, cannot be ascribed either to instrumental defects or to bad coupling of the sensor. It is therefore assumed that the decrease in amplitude of the signal between 50 and 25 m depth is because of the material characteristics in this depth range. Note, that the inversion for event 3 was carried out using a reduced number of data to save computer time, because test carried out showed a negligible influence on the solution.
M E T H O D
In this work, the borehole model is estimated through an iterative approach based on the following three blocks ( Fig. 6 and Table 2 ):
Forward block
For a given borehole model, synthetic seismograms (s j z ) are computed for different depths using a viscoelastic matrix propagator method (Wang 1999 ) that calculates the P, SV and SH wavefield. The source position can be varied to account for different wave incidence angles.
Deconvolution block
In the deconvolution block, the Green's functions (P j z ) between each sensor and the surface are computed through a deconvolution performed in the spectral domain (Mehta et al. 2007b; Parolai et al. 2009 ). The deconvolution is performed considering either the observed seismograms at different depths or the synthetic seismograms generated by the forward block. Since spectral troughs because of the effect of downgoing waves are expected to affect the spectra of the borehole recordings (e.g. Parolai et al. 2009) , in this study, we consider the signal, either recorded or simulated, at the surface as the reference for the spectral deconvolution. This choice led to a better conditioned inverse problem with respect to the common choice of considering the signal at the bottom of the borehole as the reference and, in turn, reduced the effect of the regularization needed to mitigate the numerical instabilities arising from the spectral ratio (e.g. Parolai et al. 2010) .
Many studies (e.g. Lobkins & Weaver 2001; Schuster et al. 2004; Shapiro & Campillo 2004; Snieder et al. 2006; Halliday & Curtis 2008; Mehta et al. 2007a,b; Parolai et al. 2009) showed that this approach is very efficient in providing useful insights into the wavefield propagation in the uppermost crustal layers. Moreover, they showed that independent of the chosen seismogram window, the deconvolved horizontal component wavefield is dominated by pulses propagating with velocities in agreement with the S-wave velocity structure of the site.
Inversion block. In this block, the residuals between the values assumed by a target function, computed starting from a given borehole model and from the recorded seismograms, are inverted to obtain an update for the borehole model. The target function is defined using the results of the deconvolution block and the inversion is performed considering the Jacobian matrix linking the variation of Vs and Qs structures to the differences of the target function.
The three blocks are combined into an iterative loop as shown in Fig. 6 and are outlined in the following.
Preliminary step: determination of the target function (P
The seismograms recorded at different depths z = 1,. . ., N, where N is the number of sensors, are used to estimate the Green's functions Figure 6 . Sketch of the proposed methodology. The symbols are explained in Table 2 . Correction for the borehole model estimated at the jth iteration u j Updated borehole model after the jth iteration between each sensor and the surface (deconvolution block). In this study, a Tikhonov regularization approach is applied to stabilize the deconvolution (Tikhonov & Arsenin 1977; Bertero & Boccacci 1998; Mehta et al. 2007b; Parolai et al. 2009 ):
whereZ (0, ω) andB(h, ω) are the Fourier transform of the motion recorded at the surface and at the depth h, respectively (Fig. 2) . S ε (0, h; ω) denotes the Fourier spectrum of the deconvolved wavefield and
is the filter. The parameter ε refers to a positive constant added to the denominator to prevent the numerical instability of eq. (2).
In the following, after trial and error tests, we fixed ε as 10 per cent of the average power spectra amplitude ofZ (0,ω). Fig. 2 shows the modulus ofZ (0,ω) computed for the EvID = 1 earthquake (Table 1) . Given the favorable signal-to-noise ratio and the largest spectral amplitude characterizing the surface recording over the frequency range 0.8-15 Hz (Fig. 1) , the filter acts almost as a pass-band filter over the frequency range of interest, therefore mitigating the effects of noise amplification at low and high frequencies. The amplitude spectra of the Green's functions are used to define the target function P 0 z = |S ε (0, z; ω)| −1 for the inversion block. After several tests, we defined as the target function the vector containing the inverse spectral amplitudes of the whole set of Green's functions. In this way, it is possible to take advantage of the minimal effect of the deconvolution regularization whereas benefiting from the fact that fitting the spectral amplitude was observed to provide the most accurate results in terms of S-wave velocity and, although with a lower degree of correctness, of Qs.
First iteration (j = 1)
The initial model u 0 is used to compute the synthetic seismograms s 1 z at different depths z (forward block) which, in turn, are used to obtain the Fourier amplitude spectra of the Green's functions (deconvolution block). Then, the function P is used as data vector to determine the update u 1 for the borehole model, by solving the following linear system
The linear system is solved using the singular value decomposition algorithm (Press et al. 1986 ). The new estimate for the borehole model is given by
Successive iterations (j = j + 1)
The operations described in point (2) are iterated until the root mean square of the differences y limit. Typically, the number of iterations necessary to obtain a satisfactory convergence of the solution was found to be between 30 and 40. It is worth noting that the proposed method has been designed while assuming that a good starting borehole model u 0 is available.
When it has not been determined through geophysical (e.g. downhole) or seismological (e.g. from the inversion of dispersion curves, e.g. Parolai et al. (2005) ) measurements, a reliable starting model can still be estimated from the arrival times of the peaks identified in the deconvolved wavefield (Parolai et al. 2009 ). 
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R E L I A B I L I T Y T E S T S
The reliability of the proposed inversion procedure was tested through the use of synthetic time histories. Data have been generated for a priori S-wave velocity and Qs profiles and then inverted to assess the feasibility of retrieving the borehole model. In all tests, the wave propagation was assumed to be nearly vertical, meaning the effect of having angles of incidence different from the vertical on the obtained solution was not tested. Both the input wavefield and that generated during the inversion was the SH one. Several simulation schemes, with different degrees of complexity, were tested to assess both the suitability of the proposed inversion scheme and the robustness of the results against the level of noise corrupting the data. In particular, different parametrizations of the borehole model (i.e. number and thicknesses of the layers) were considered, ranging from a simple set-up where the number of layers was the same as in the input model, up to complex models where the number of layers was increased with respect to the input model. Fig. 7 shows as an example the results of a synthetic test carried out generating synthetic time histories by starting from an input borehole model (grey line) with five layers, consistent with that derived by the seismic noise array data analysis of Parolai et al. (2009) . In the forward block (Fig. 6) , the synthetics were computed for four different depths, as well as at surface. To generate noisecorrupted data, the synthetics were generated in the forward block by considering a wavefield resolution (Wang 1999) higher than the one actually exploited in estimating the Green's functions within the deconvolution block, by increasing the sampling rate in the slowness domain (Fig. 6) . The effect of reducing the wavefield resolution was to generate spectra used for the deconvolution to have a lower degree of accuracy, therefore simulating the effect of noise in the data. Given the low-noise environment characterizing the measurements (Fig. 2) in the boreholes and the sensitivity of the strong motion sensors, we found the introduction of a modelrelated error more effective in simulating noise-corrupted data than considering additive noise.
A different parametrization of the inverted borehole model was considered with respect to the one used to generate the synthetics. In particular, a model with four layers was considered during the forward modelling component of the inversion process, locating each sensor just above (0.5 m) the bottom of the layer where it was included. Moreover, the S-wave velocity and the Qs of the starting model were chosen to be generally systematically lower and higher, respectively, than those of the input one.
When the number and thickness of layers are chosen to be consistent with the number of sensors in the borehole (Fig. 7, top) , although different to those of the input model, the results showed that in general the trend in the S-wave velocity profile can be reliably retrieved with a degree of accuracy that slightly decreases with increasing depth. Regarding the Qs profile, although the results tend towards the input model, the quality of the solution is only just acceptable. Fig. 8 shows the data resolution matrix of the starting and final models, as well as the fit of the calculated spectra of the deconvolved wavefield to target functions. The data resolution matrices show that only the position of peaks in the spectra of the deconvolved wavefield can be correctly retrieved in the inversion. However, as indicated by the large values of off-diagonal elements, because of the periodicity of the peaks in the spectra, part of the information is distributed to nearby spectral peaks. These results support De Martin et al. (2010) who performed an inversion using only the values of the peaks as input data. Furthermore, it is worth noting that the peaks in the shallowest deconvolved wavefield spectra can be better retrieved than those in the deeper ones. This is because of the fact that the spectra of the deconvolved wavefield calculated for the deep borehole instruments contain integral information of the propagation between the sensor and the surface. The inversion is therefore suffering from a sort of skin effect, similar to what happens when a surface wave inversion is carried out It is remarkable, comparing Figs 7 and 8, how although an excellent description of the input data is obtained by the end of the inversion, only the velocity model (mainly dominating the positions of the peaks in the spectra of the deconvolved wavefield) can be well retrieved, whereas the Qs profile, (influencing the envelope of the spectra of the deconvolved wavefield) is only fairly retrieved.
In addition, considering the model resolution matrices (Fig. 9) , where the condition number was fixed to 0.01, shows that whereas the Vs in each layer (parameter 1-4) can be very well retrieve, the Qs (parameter 5-8) cannot. This result clearly suggests that inversions carried out for both parameters using non-linear inversion schemes might provide Qs velocity profiles that are not completely reliable, especially if the models are parametrized with a number of layers greater than the number of sensors.
Finally, the covariance matrices (Fig. 10) show that in the final model, the error propagation is mainly affecting the Qs estimates of the second and fourth layers, and in a more limited way the Vs in the third and fourth layers. Fig. 7 (bottom panel) shows the results obtained while inverting the synthetic spectra of the deconvolved wavefield calculated for the five layer models, using a model parametrization consisting of 10 layers. In general, regarding the estimated Vs velocities, the agreement between the a priori and final model decreases with increasing depth and clearly, the trade-off in the solution is affecting the deepest layers. A small artefact seems to affect the second layer. The Qs profile estimated has a poor agreement with the a priori one. Fig. 11(a) shows that an excellent data fit is obtained by the end of the inversion and confirms that only the position of the peaks can be reliably retrieved. The small artefact occurring in the solution for the second layer seems to be because of the lower resolution for this layer (Fig. 11b) and the large covariance matrix value (Fig. 11c) relevant to it. Note that for sake of simplicity, only the matrices relevant to the final model are presented. The poor estimation of the Q profile is well explained by considering the low values in the resolution matrix for the corresponding parameters and the high value in the covariance matrix.
The satisfactory performance of the inversion in retrieving the velocity of the shallowest layer is mainly because of the fact that data from the shallow accelerometer are combined with those recorded at greater depths. Fig. 11(d) shows the Jacobian matrix for the spectra of the deconvolved wavefield at 70 m depth. The Jacobian matrix clearly shows that if the inversion would have been carried out using only the typical configuration of a station at the surface and a borehole station (in this case 70 m depth), then the sensitivity of the target function to changes in the two shallowest layers (0-10 m depth) would have been very low. This would have implied a clear lack of resolution of the first two layers. 
R E A L DATA I N V E R S I O N R E S U LT S
The inversion of the three considered events was carried out considering both SH and SV waves. In particular, the incidence angle was left to vary between 0
• and 30
• degrees in steps of 10
• . The starting model was assumed to be that derived from the Vs velocities estimated by the Green's functions in Figs 3-5 (Parolai et al. 2009 ). This allows our procedure to be applicable also to borehole sites where other Vs measurements are not available. The P-wave velocities were constrained (both in the starting and the inverted models) to double the Vs velocity in the first layer and to follow the Kitsunezaki et al. (1990) relationship, Vp = 1.1Vs + 1290, in the deeper layers. The obtained starting velocities (with a large change of impedance between the first and second layers) are in good agreement with those that Parolai et al. (2009) showed to fairly reproduce the P-wave Green's function travel time. Qp was assumed to be always equal to the double of Qs. Of course, the Vp and Qp structure plays a role only when the SV wavefield is considered. Furthermore, the inversions were carried out considering two different input Qs profiles characterized by small and large values. A total of 16 inversions were carried out for each considered event (two kinds of wavefield, two Qs input profiles and four incidence angles). The Qs factor in the half-space, where waves are propagating from the source to the bottom sensor, was found to be of particular importance because it affects the frequency band of the signal reaching the surface (e.g. lowering the Qs value in the half-space acts as a low pass filter on the seismograms, therefore, narrowing the exploitable frequency band). Because the deconvolution is carried out using as a reference the signal recorded at the surface, the filter effect of the deconvolution on the final Green's function spectra might affect the inversion results. Table 1 ). Note that the results are relevant to the inversion carried out with a starting model having small Qs values at all depths (black lines in Fig. 15 ) and considering an angle of incidence of 10 • .
The inversion was carried out in the frequency band (Figs 3-5) where the effect of the filter was not dependent on the general shape of the input surface spectrum, as shown by the results of the deconvolution of the surface signals with themselves.
For all the events, the best fit to the input data was obtained from the SH inversion either with vertical (event 1, Table 1) or with 10
• incidence (event 2 and 3, Table 1 ).
Figs 12-14 show the fits of the starting and final best-fitting models to the spectra of the Green's function of the three events. Generally, the obtained fits are quite satisfactory, considering also the simplicity of the used model parametrization, the quality of the fit decreases from spectra of the shallower sensors to the deepest ones. The improvement in the models because of the inversion is obvious. Not surprisingly, because of the lower signal-to-noise ratio, the best fit was obtained for the event 2 (Table 1) . Fig. 15 shows the results of the inversion obtained for each event. The S-wave and Qs velocity profiles obtained for the first three bestfitting models amongst the 16 tested are shown. Results for events 1, 2 and 3 are depicted by blue, red and green lines, respectively. The lighter the colour, the lower is the fit to the input data. The order of decreasing best fit obtained to the input data is for events 2, 3 and 1. Table 3 summarizes the results.
In general, the retrieved S-wave velocity profiles are in excellent agreement with the velocity profiles obtained by the inversion of seismic noise array data. The differences between the PS-logging velocity values and the retrieved Vs profiles estimated by the inversion of seismic noise array data is confirmed by our results Furthermore, the results clearly indicate that all models converge to the same S-wave velocity profile in the uppermost 25 m, but start to diverge with increasing depth. This is consistent with the skin effect of which this kind of inversion often suffers, as mentioned above.
A large variability in the results is observed for the Qs profiles. However, considering the two events that show the best fit to the Inversion of borehole weak motion records 545 Figure 14 . As in Fig. 9 but for event 3 ( Table 1 ). Note that the results are relevant to the inversion carried out with a starting model having high Qs values at all depths (black lines in Fig. 15 ) and considering an angle of incidence of 10 • . data, events 2 and 3, a quite narrow range of values (∼20-50) is found in the uppermost 25 m. These results show that the Qs values obtained by the inversion cannot be well constrained, and that the variability of Qs estimated when using a single strong motion event should be considered with care. Fig. 16 shows, as an example, the data resolution matrices of the starting and the final models, as well as the fit of the calculated spectra of the deconvolved wavefield to the input ones, for the bestfitting solution obtained for event 2 (Tables 1 and 4 ). The starting model shows that, although the high frequency amplitudes are larger than those of the input data, because of the low Qs value used in the first iteration of the inversion (and the effect of the regularization in the deconvolution), it is possible to retrieve correctly the high frequency part of the spectra of the deconvolved wavefield. This is confirmed by the very good agreement between the theoretical and empirical spectra of the deconvolved wavefield after the last inversion iteration. The data resolution model of the final model Figure 15 . Left-hand panel: the three best-fitting Vs models obtained using as input the spectra of the deconvolved wavefield of events 1 (blue), 2 (red) and 3 (green). Red, green and blue indicate the descendant degree of fit. For each event, the lighter the colour, the worse is the fit. Grey lines show the results of the PS logging. The dashed line is the model obtained by a joint inversion of Rayleigh wave dispersion and horizontal-to-vertical spectral ratio curves (Parolai et al. 2009 ). The black continuous line is the model used to start the inversions that was derived by the analysis in the time domain of the deconvolved wavefield (Figs 3-5; Parolai et al. 2009 ). Right-hand panel: the three best-fitting Qs models obtained using as input the spectra of the deconvolved wavefield of event 1 (blue), 2 (red) and 3 (green). The black continuous lines indicate the maximum and minimum Qs models used to start the inversions.
shows, in agreement with the synthetic tests, that only the peak in the spectra of the deconvolved wavefield are correctly retrieved in the inversion although, as indicated by the large values of the off-diagonal elements, part of the information can be distributed in nearby spectral peaks, because of the periodicity of the peaks in the spectra.
The model resolution matrices (Fig. 17) indicate that at the end of the inversion, the Vs velocity as well as the Qs in layers 1, 2 and 4 can be well constrained.
Finally, the covariance matrices (Fig. 18) show that, differently from the starting models where errors are mainly amplified in the Qs estimates, in the final models the errors will be amplified and spread between the Vs velocity estimates in the second and fourth layers. A negative trade-off between Vs velocity and Qs in the fourth layer is also highlighted.
D I S C U S S I O N A N D C O N C L U S I O N S
In this study, we have proposed a linear inversion of the spectra of deconvolved wavefields to retrieve the S-wave velocity and Qs profiles below a site using recordings obtained from borehole accelerometers. Innovatively, we proposed that the spectra of the deconvolved wavefield are calculated using the station at the surface as a reference to minimize the effect of the deconvolution filter on the peak's amplitudes. We carried out several reliability tests that showed the potential of the inversion method to obtain reliable S-wave velocity profiles, but less well-constrained Qs ones. Tests also indicated that including a number of layers in the model greater than the number of downhole sensors might lead to large artefacts in the solutions, because the layers where there is no sensor are less constrained and the resulting errors are amplified. This might be a problem when aiming to invert high-quality data sets like that from the KiK-net network. In fact, the boreholes of the KiK-net network are only equipped with a surface and a downhole sensor. In such a case, a careful parametric analysis, aiming at defining the number of layers whose velocity and Qs value can be reasonably resolved, should be carried out.
From the inversions of data relevant to three weak motion events, that are expected to lead to the same Vs and Qs profiles (because, for the amount of strain we can expect from these weak motion events, the soil will behave linearly), we observed both intraevent (because of different starting models used in the inversion) and interevent (due to the usage of different events with different data quality) variability of the inferred profiles. In particular, the variability seems to increase with depth, showing that this kind of inversion suffers from a skin effect problem similar to surface wave data inversion. This problem might be solved in the future by also including in the inversion the spectra of the deconvolved wavefields recorded at two stations in the borehole. Adding new layers might help with data fitting, but with the disadvantage decreasing the robustness of the model. Furthermore, basing the layering of the model on stratigraphy might lead to a model not consistent with the S-wave velocity variations in the profile (Parolai et al. 2009 ).
Nevertheless, the obtained S-wave velocity profiles are found to be in very good agreement with those derived by the joint inversion of Rayleigh wave and horizontal-to-vertical spectral ratios by Parolai et al. (2009) .
Importantly, we found that both inter-and intraevent variability in the results are nearly negligible in the first layer of the model. During future strong motion recordings, the soil is expected to behave nonlinearly only in this shallow depth range. Any variation in the Swave velocity that can be estimated by analysing the strong motion data will be easily compared with the well-constrained calculated S-wave velocity profiles to validate its significance. Unfortunately, but consistent with Parolai et al. (2010) , we observed that the Qs is less reliably constrained, indicating that its effects on the nearly vertical propagation of waves through the shallowest 150 m of the crust is limited. Therefore, the variability estimated by the inversion of strong motion data should be treated with care.
Following this study, attempts to improve the Qs estimation will be carried out by pre-conditioning the Jacobian matrix (to take into account the much smaller partial derivatives values for the elements corresponding to the Qs in the layers) or imposing constraints (e.g. on the variability of Qs between adjacent layers) in the solution. Although these two approaches might be useful in obtaining Qs velocity profiles that can be realistically introduced to numerical simulations of ground motion, they might not be the most suitable when looking for any indication of non-linearity that might lead to strong vertical variations in the Qs structure. Future studies will also aim at accommodating the time variation of the S-wave velocity profile during strong motion phases.
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