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DETERMINANT OF PERIOD INTEGRALS
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of Tokyo, 3-8-1 Komaba Meguro, 153 Tokyo,Japan
We prove a formula for the determinant of period integrals. Period integrals are
comparison between Betti cohomologies and de Rham cohomologies. Our formula
Theorem 1 in Section 4 expresses the determinant of period integrals as the product
of the periods evaluated at the relative canonical cycles and of product of special
values of the Γ-function. The formula is a Hodge version of Theorem 1 of [S2] for
ℓ-adic cohomology. Together with this, it gives a motivic formula, Theorem 3 in
Section 5. It particularly implies that the category of motives of rank 1 associated to
an algebraic Hecke character is closed under taking the determinant of cohomology.
Hence it gives a support to a conjecture of Deligne, Conjecture 8.1 iii [D4]; a motive
of rank 1 is associated to an algebraic Hecke character. A typical example of our
formula is that the period of Fermat hypersurfaces are product of special values of Γ-
function (cf. proof of Lemma 5.5). The main theorem for X = P1 is a reformulation
of a theorem of the second named author [T] Theorem 1.2. The theorem is proved
by reducing to this case by induction on dimension using a Lefschetz pencil.
Content of each section is as follows. In Section 1, we review generalities on
integrable connections and local systems as in [D1] and define the determinant of
period integrals. In Section 2, first we define relative Chow group and relative
top chern class and give its basic properties as in [S1] Section 1. The rest of the
section is devoted to a proof of an adelic description, Proposition 1, of the relative
Chow group. In Section 3, the pairing with a relative 0-cycles are defined. To
define it, we develop a theory of tame symbols. Its philosophical back ground
is explained in Remark in the text. In Section 4, we prove the main theorem,
Theorem 1. For curves, a stronger version, Theorem 2, involving Deligne-Riemann-
Roch [D3] is also proved. From the point of view of Riemann-Roch, the reason why
the canonical class appears in the formula is the equality
∑
(−1)qch(ΩqX(logD)) =
(−1)ncn(Ω1X(logD)) for n = dimX . In the final Section 5, first we reformulate
a formula, Theorem S (cf. Theorem 1 [S2]), for ℓ-adic cohomology using relative
Chow group. Finally a motivic version, Theorem 3, is proved. There Jacobi sum a`
la Anderson [A] appears.
This paper is a full version of [ST]
Remark. We have changed the definition of the determinant of the period in [ST] to
its inverse, in order to make it compatible with [D4] 8.7. Because of this change, the
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sign in Theorem loc.cit and Corollary of Theorem 1 in Section 4 looks apparantly
inconsistent. We apologize for inconvenience.
1. Connections and local systems.
Let k be a field of characteristic 0 and U be a smooth separated scheme over
k. An integrable connection ∇ on a locally free OU -module E of finite rank is an
additive morphism∇ : E → E⊗Ω1U satisfying∇(fe) = f∇e+e⊗df for local sections
of f of OU and e of E and ∇2 = 0 : E → E ⊗ Ω2U . Let X be a smooth separated
scheme over k of dimension n including U as the complement of a divisor D with
simple normal crossings. A divisor D is called to have simple normal crossings if
its irreducible components Di,i∈I are smooth and their intersections DJ =
⋂
i∈J Di
for J ⊂ I are transversal. Let ΩqX(logD) be the sheaf of diffential q-forms with
logarithmic poles along D. For a coherent OX -module EX , we call a logarithmic
integrable connection an additive morphism ∇ : EX → EX ⊗ Ω1X(logD) satisfying
∇(fe) = f∇e + e ⊗ df for local sections of f of OX and e of EX and ∇2 = 0.
We call a logarithmic integrable connection (EX ,∇) an extention of an integrable
connection (E ,∇) on U to X when an isomorphism (EX ,∇)|U ∼−→ (E ,∇) is given.
Lemma 1.1. For an integrable connection (E ,∇) on U , the following conditions
(1)-(3) are equivalent.
(1) There exists an extention (EX ,∇) to X.
(2) There exists an extention (EX ,∇) to X such that EX is reflexive.
(3) For the generic point ηi of each irreducible component Di of D, there exists
a free OX,ηi-module Ei of finite rank and a logarithmic integrable connection
∇ : Ei → Ei ⊗ Ω1X(logD)ηi extending the generic fiber ∇ : Eξ → Eξ ⊗ Ω1X,ξ
at the generic point ξ of X.
Proof. It is clear that (2) implies (1) and (3). On the other way, each of (1) and
(3) implies that there exists an open subscheme U ′ of X including U such that the
codimension of X−U ′ ≥ 2 and a locally free extension EU ′ of E to U ′. If j : U ′ → X
denotes the open immersion, EX = j∗EU ′ is a reflexive extension of E to X .
We say an integrable connection (E ,∇) on U is regular along D if the equivalent
conditions in Lemma 1.1 are satisfied.
Corollary. Let X and X ′ be proper smooth schemes over k including U as the
complement of divisors D and D′ with simple normal crossings respectively. For an
integrable connection (E ,∇) on U , it is regular along D if and only if so is along
D′.
Proof. We may assume there is a proper morphism X ′ → X inducing identity on
U . Then by (1), regularity along D implies that along D′. By (3) we have the
inverse implication.
We say an integrable connection (E ,∇) on U is regular along boundary, if there
is one (hence for any) proper X including U as the complement of a divisor D with
simple normal crossings such that it is regular along D. The integrable connections
on U regular along boundary form a neutral Tannakian category.
In the following, we always consider reflexive extension unless we say otherwise
explicitly. Let (EX ,∇) be a reflexive logarithmic integrable connection on (X,D).
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The de Rham complex
DR(EX) = (EX ⊗ Ω•X(logD))
= [EX ∇→ EX ⊗ Ω1X(logD) ∇→ EX ⊗ Ω2X(logD)→ · · · ]
is defined as usual. For each component Di of D, the residue resi∇ ∈
EndODi (EX |Di) of ∇ at Di is defined as the map induced by
EX ∇→ EX ⊗ Ω1X(logD) id⊗resi→ EX ⊗OX ODi .
We define the characteristic polynomial ΦEX,i(T ) = det(T − resi∇) ∈ κ(ηi)[T ]. It
is in ki[T ] where ki is the constant field of Di by [D1] Chapitre II Proposition 3.10
(ii). We say an extension (EX ,∇) of (E ,∇) is small (resp. big) at Di if any integer
n ≤ 0 (resp. n ≥ 1) is not a root of the polynomial ΦEX ,i(T ) = 0. We say (EX ,∇) is
small if it is small at every irreducible component Di. The extention (OX(−D), d)
of (OU , d) is small since Φi(T ) = T − 1. An extention EX is small if and only if its
dual E∗X = Hom(EX ,OX(−D)) is big.
Lemma 1.2. Let (EX ,∇) be a reflexive extension. If resi∇ ∈ EndODi (EX |Di) is
an isomorphism at ηi, it is an isomorphism on Di.
Proof. We use the following elementary fact.
Lemma 1.3. Let E be a reflexive OX -module on a regular scheme X. Then the
complement of the open subscheme W of X where E is locally free is of codimension
≥ 3.
Proof. It is sufficient to show that E is free at a point x of codimension 2. Taking a
regular divisor D ∋ x, it is enough to show E|D is torsion free. Let j :W ∩D → D
be the open immersion. Since E is reflexive, we see that E|D is a submodule of
j∗j∗(EX |D) and is torsion free.
Let j : W ∩ Di → Di be the open immersion. Since EX is reflexive, we see
that EX |Di is a submodule of the reflexive sheaf j∗j∗(EX |Di). By the assumption,
det resi∇ is a non-zero constant on W ∩Di. Hence resi∇ induces an automorphism
of j∗j∗(EX |Di). Now the assertion is a consequence of the following elementary fact.
Lemma 1.4. Let f be an automorphism of a coherent OX -module M on a
noethrian scheme X and N ⊂M be a sub-coherent OX -module stable by f . Then
the restriction f |N is an automorphism.
Proof. We have an increasing sequence of submodules N ⊂ f−1(N ) ⊂ · · · . Hence
we have f−n(N ) = f−n−1(N ) for some n and f(N ) = N .
For an integrable connetion (E ,∇) on U regular along the boundary, the category
of small extensions (resp. big extensions) of (E ,∇) to X are non empty and cofinal
since ΦEX(
∑
njDj),i(T ) = ΦEX ,i(T + ni).
Lemma 1.5. For small (resp. big) extensions EX ⊂ E ′X of (E ,∇), the inclusion of
the de Rham complexes DR(E ′X) ⊂ DR(EX) is a quasi-isomorphism.
Proof. We give a proof for the small case and the big case is done in the same way.
There is a sequence of extensions EX = E0 ⊂ E1 ⊂ · · · ⊂ Eℓ ⊂ · · · ⊂ Em = E ′X of
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extensions of (E ,∇) such that Eℓ/Eℓ−1 is an ODi(ℓ) -module for 1 ≤ ℓ ≤ m. In fact, a
reflexive extension EX ⊂ E”X ⊂ E ′X is determined by a family of sub OX,ηi -modules
EX,i ⊂ E”X,i ⊂ E ′X,i such that ∇(E”X,i) ⊂ E”X,i ⊗ Ω1X(logD) for each irreducible
component Di (cf. proof of Lemma 1.1).
By induction, we may assume that there exists an irreducible component Di
such that the quotient EX/E ′X is an ODi -module. We show that the quotient
DR(EX)/DR(E ′X) = (EX/E ′X⊗ODi Ω•X(logD)|Di) is acyclic. We define a decreasing
filtration F on DR(EX)/DR(E ′X) by
F p(DR(EX)/DR(E ′X))q =


0 q < p
EX/E ′X ⊗ODi Ω
q
Di
(logD|Di) q = p
EX/E ′X ⊗ODi Ω
q
X(logD)|Di q > p.
Here D|Di =
⋃
j 6=iDj ∩Di. The gr-complex GrpF is given by
resi∇⊗ id : EX/E ′X ⊗ODi Ω
p
Di
(logD|Di)→ EX/E ′X ⊗ODi Ω
p
Di
(logD|Di).
By the assumption that EX is small and by Lemma 1.4, resi∇ is an isomorphism
on EX/E ′X . Thus Lemma 1.5 is proved.
For an integrable connection (E ,∇) on U regular along boundary, we define the
de Rham cohomology with compact support Hqc (U,DR(E)) for q ∈ Z. Let X be a
proper smooth k-scheme including U as the complement of a divisor D with simple
normal croosings. Then we define
Hqc (U,DR(E)) = proj lim
(EX ,∇): small
Hq(X,DR(EX)).
Here (EX ,∇) are the small extension of (E ,∇) to X . By Lemma 1.5, all the tran-
sition morphisms are isomorphisms. It is indepenent of choice of X . This fact is
proved for example by the Serre duality below. By Lemma 1.5 and by the isomor-
phism Rj∗DR(E) ≃ j∗DR(E), the usual de Rham cohomology Hq(U,DR(E)) is
isomorphic to Hq(X,DR(EX)) for big EX . For a logarithmic connection EX and its
dual E∗X = Hom(EX ,OX(−D)), the pairing
Hp(X,DR(EX))⊗Hq(X,DR(E∗X)) ∪→ Hn(X,ΩnX)
TrX/k→ k
for p+ q = 2n is perfect by Serre duality. Therefore the pairing
Hpc (U,DR(E))⊗Hq(U,DR(E∗))→ k
for p + q = 2n is perfect. By Riemann-Roch, the Euler number χc(U,DR(E)) =∑
p(−1)p dimkHpc (U,DR(E)) is rank E × χc(U), where χc(U) is the Euler number
χc(U,DR(OU)).
Let k0 be a subfield of the complex number field C. We assume k is a finite
extension of k0. Let X,U and D over k be as above. Let X
an be the complex
manifold with underlying set X(C) = Homk0−alg(C, X). An integrable connection
(E ,∇) on U defines an analytic integrable connection (Ean,∇an : Ean → Ean ⊗
Ω1 anU ) on U
an. The sheaf Ker ∇an of flat sections is a local system of C-vector
spaces on Uan. The canonical map Ker ∇an → DR(Ean) = (Ean ⊗ Ω•anU ) is a
quasi-isomorphism by Poincare´’s lemma.
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Lemma 1.6. A reflexive extension EX is small if and only if the analytic de Rham
complex DR(EX)an is quasi-isomorphic to jan! DR(E)an.
Proof. If EX is small, we have DR(EX)an|Dan = 0 by Lemma 1.5. We show that,
if EX is not small, the cohomolgy sheaf H0(DR(EX)an)|Dan 6= 0. Take a maximal
small extension E ′X ⊂ EX . By replacing EX by EX ∩ E ′X(Di) and shrinking X if
necessary, we may assume that EX and E ′X are free, D = Di is irreducible and
that F = EX/E ′X is a free OD-module. By the maximality of E ′X , the characteristic
polynomial det(T−res∇,F) ∈ ki[T ] has 0 as a solution. We show that the coherent
sheaf EX” = Ker (res∇ : EX → F) is an extension of (E ,∇). The composition
EX⊗Ω1X(logD) ∇→ EX⊗Ω2X(logD) res→ EX/E ′X⊗Ω1D is given by res∇⊗ id. Hence on
EX”, we have (res∇⊗ id) ◦ ∇ = res ◦ ∇2 = 0. This means EX” is an extension. By
replacing EX by EX”, we may further assume that res∇ is 0 on F = EX/E ′X . The
logarithmic connection ∇ on EX induces an integrable connection ∇ : F → F⊗Ω1D.
Then we have exact sequences of complexes
0→ DRX(E ′X)→ DRX(EX)→ F ⊗ Ω•X(logD)→ 0
0→ DRD(F)→ F ⊗ Ω•X(logD)→ DRD(F)[−1]→ 0.
By the assumption E ′X is small we obtain
Hq(DRX(EX)an) ≃
{
Ker ∇an on Fan q = 0, 1
0 otherwise.
Thus Lemma 1.6 is proved.
The local system Ker ∇an defines a monodromy representation of the fundamen-
tal group π1(U
an, x¯) → Aut(E(x¯)) for x¯ ∈ Uan. For an open subscheme D′i of an
irreducible component Di of D where EX |D′i is locally free, let Ti ∈ Aut(EanX |D′ani )
be the limit of the positive generator of the monodromy along Dani . Then we have
Ti = exp(−2π
√−1 resi∇an)
by [D1] Chapitre II Proposition 3.11.
Let F be another subfield of C. For a smooth separated scheme U over k0, we
define Mk0,F (U) to be the category consisting of triples M = ((E ,∇), V, ρ)
(1) A locally free OU -module E of finite rank with an integrable connection
∇ : E → E ⊗ Ω1U which is regular along the boundary.
(2) A local system V of F -vector spaces on the complex manifold Uan.
(3) A morphism ρ : V → Ean on Uan inducing an isomorphism V ⊗F C ∼−→
Ker∇an of local systems of C-vector spaces on Uan.
We call (E ,∇) the de Rham component, V the Betti component and ρ the compar-
ison isomorphism of a tripleM. The category Mk0,F (U) has a natural structure of
neutral tannakian category. The unit object is 1 = ((OU , d), F, canonical map). If
U is defined over a finite extension k of k0, for an element p ∈ (k⊗k0 C)× an object
[p] = ((OU , d), F, p−1× canonical map) is defined. For an objectM = ((E ,∇), V, ρ)
of Mk0,F (U), we call rank OXEX = rank FV the rank of M and define the deter-
minant detM to be the triple ((detOX E , trace ∇), detV, det ρ). The objects of
rank 1 of Mk0,F (U) and the isomorphisms form a commutative Picard category
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Pk0,F (U) with respect to the tensor product. Following the general terminology
[D3] (1.4.1), [D7] (4.1), a category P is called a commutative Picard category, if
the following condition is satisfied. The category P is non empty, every morphism
is an isomorphism, it has a functor ⊗ : P × P → P , an associativity constraint
⊗ ◦ (⊗ × id) ≃ ⊗ ◦ (id × ⊗) : P × P × P → P and a commutativity constraint
⊗ ≃ ⊗ ◦ c : P × P → P compatible with the associativity constraint [Sa] I 1.2
and for each object L of P , the functors L⊗ and ⊗L are self-equivalence of P .
The isomorphism classes of objects of P form a commutative group called the class
group Cl(P ) of P . We write the class group of Pk0,F (U) by MPick0,F (U). For a
finite extension k of k0, the class group MPick0,F (Spec k) is canonically isomor-
phic to k×\(k ⊗k0 C)×/(F×)Homk0 (k,C) by p 7→ [p]. For an object M = (E , V, ρ) of
Pk0,F (k) with bases e of E and v of V , its class [M] is the class of e/ρ(v). Here we
identify k ⊗ C ≃ CHomk0 (k,C) by x⊗ y 7→ (σ(x)y)σ.
For a smooth separated scheme U over a finite extension k of k0 and M =
((E ,∇), V, ρ) ∈Mk0,F (U), we define the determinant of periods
per(M), perc(M) ∈ k×\(k ⊗k0 C)×/(F×)Homk0 (k,C)
as the class [detRΓ(U,M)] and [detRΓc(U,M)] ∈ MPick0,F (Spec k) defined be-
low. Let X be a proper smooth scheme over k including U as the complement of a
divisorD with simple normal crossings. For an extension (EX ,∇) of (E ,∇) to X , we
have an isomorphismHq(X,DR(EX))⊗k0C ≃ Hq(Xan, DR(EX)an) by GAGA. The
isomorphism ρ induces an isomorphism Hq(Xan, DR(EX)an) ≃ Hqc (Uan, V ) ⊗F C
(resp. Hq(Uan, V ) ⊗F C) if EX is small (resp. big). Hence we obtain canoni-
cal isomorphisms Hqc (ρ) : H
q
c (U,DR(E)) ⊗k C ≃ Hqc (Uan, V ) ⊗F C and Hq(ρ) :
Hq(U,DR(E))⊗k C ≃ Hq(Uan, V )⊗F C. The triples
Hqc (U,M) =(Hqc (U,DR(E)), Hqc (Uan, V ), Hqc (ρ))
Hq(U,M) =(Hq(U,DR(E)), Hq(Uan, V ), Hq(ρ))
are objects of Mk0,F (Spec k). Taking the alternating tensor product of the deter-
minant,
detRΓc(U,M) =⊗q (detHqc (U,M))⊗(−1)
q
,
detRΓ(U,M) =⊗q (detHq(U,M))⊗(−1)q
∈Mk0,F (k) are defined. Thus the periods
perc(M) = [detRΓc(U,M)], per(M) = [detRΓ(U,M)]
∈ k×\(k ⊗k0 C)×/(F×)Homk0 (k,C) are defined. More concretely, if k = k0, and, for
each q, if eq is a basis of k-vector spaceHqc (U,DR(E)), vq is a basis of F -vector space
Hq(Uan, V ) and if P q is the matrix representing Hqc (ρ) with respect to the bases
eq and vq, then perc(M) =
∏
q(detP
q)(−1)
q+1 ∈ k×\C×/F×. Our main theorem
(Theorem 1 in Section 4) is a formula for the period perc(M) · perc(1)−rank M. By
Serre duality and Poincare´ duality, the canonical pairing
Hqc (U,M)×Hq(U,M∗)→ 1(− dimX)
is perfect for p+ q = 2dimX . Hence we obtain
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Lemma 1.7. The canonical pairing
detRΓc(U,M)× detRΓ(U,M∗)→ 1(− dimX · χc(U,M))
is perfect. The equality
perc(M) · perc(1)−rank M = (per(M∗) · per(1)−rank M)−1
holds.
We define a variant detΓRΓc(U,M) of detRΓc(U,M) as follows. For a field
k, let Bk be the image of the homomorphism ∂ : k(T )
× → k(T )×; f(T ) 7→
f(T )/f(T − 1). The map ∂ induces an isomorphism k(T )×/k× → Bk. Let
∆ : k(T )× → k× be the homomorphism characterized by ∆f = (−1)nana−10 for
f(T ) =
∑n
i=0 aiT
n−i, ana0 6= 0 and ∆T = 1. It is well-defined since it is equal to
the product of the tame symbols ( , T )0 · ( , T )∞ : k(T )× → k×. Since ∆|k× = 1,
there is a homomorphism Γ : Bk → k× characterized by the property Γ ◦ ∂ = 1/∆.
Let Γ : C(T )× → C× be the homomorphism characterized by T − α 7→ Γ(α) for
α /∈ N, T + n 7→ (−1)n(n!)−1 for n ∈ N and Γ|C× = 1. By Γ(α + 1) = αΓ(α),
it is an extension of Γ : BC → C× above. For k0 ⊂ C and a finite extension k of
k0 as above, we define Γ : k(T )
× → (k ⊗k0 C)× = (C×)Homk0 (k,C) as the compos-
ite of the natural map k(T )× → (C(T )×)Homk0 (k,C) and Γ for C(T )×. we have a
commutative diagram
Bk
Γ−−−−→ k×y y
k(T )× −−−−→
Γ
(k ⊗k0 C)×.
For a matrix M ∈ M(k, n), we define Γ(M) = Γ(det(T −M)) ∈ (k ⊗k0 C)×. For
an extension (EX ,∇) of an integrable connection on U , we put
ΦEX (T ) =
∏
i∈I
Nki/kΦEX ,i(T )
ci
∈ k(T )×. Here ci is the Euler number χc(D∗i ) = dimki RΓc(D∗i , DR(OD∗i )) of
D∗i = Di−
⋃
j 6=iDj . When k is a finite extension of a subfield k0 of C, we put Γ(∇ :
EX) = Γ(ΦEX (T )) ∈ (k ⊗k0 C)× and ΓDi(∇ : EX) = Γ(ΦEX ,i(T )) ∈ (ki ⊗k0 C)×.
Lemma 1.8. For extensions E ′X ⊂ EX of an integrable connection E , we have
ΦEX (T )/ΦE′X (T ) ∈ Bk.
If F = EX/E ′X is an ODi-module for an irreducible component Di of D, the residue
resi∇ induces an ODi-linear endomorphism of F and
∂ det(T − resi∇ : F) = ΦEX ,i(T )/ΦE′X ,i(T )
in ki(T ).
Proof. The second assertion follows from the exact sequence
0→ F ⊗O(−Di)(= T orOX1 (F ,ODi))→ E ′X |Di → EX |Di → F → 0.
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The first assertion is deduced from the second one by the argument as in the proof
of Lemma 1.5.
We put det(∇ : EX/E ′X) = Γ(ΦEX(T )/ΦE′X(T )) ∈ k×. Let M = ((E ,∇), V, ρ) be
an object of Mk0,F (U). Then we define det
ΓRΓc(U,M) to be
proj lim
(EX ,∇):small
(detRΓ(X,DR(EX)), detRΓc(Uan, V ),Γ(∇ : EX)−1 × detRΓc(U, ρ)).
Here the transition map detRΓ(X,DR(E ′X)) → detRΓ(X,DR(EX)) for small ex-
tensions E ′X ⊂ EX of E is det(∇, EX/E ′X) ∈ k× times the natural map induced by
the quasi-isomorphism DR(E ′X) → DR(EX). We also put detΓRΓc(U,DR(E)) =
proj lim(EX ,∇):small detRΓ(X,DR(EX)). We define perΓc (M) = [detΓRΓc(U,M)] ∈
MPick0,F (k). The class Γ(∇ : M) ∈ MPick0,F (k) of Γ(∇ : EX) ∈ (k ⊗k0 C)× is
independent of the choice of a small extension EX . It is clear that
perΓc (M) = perc(M) · Γ(∇ :M).
2. relative Chow group
In this section, we define and study the relative Chow group CHn(X mod D)
of dimension 0 and the relative canonical cycle cXmodD ∈ CHn(X mod D). They
are slight modifications of those in [S1] Section 1. Let X be a smooth scheme over
a field k. We call a finite family D = (Di)i∈I of regular subschemes of X a regular
family in X . A typical example is the family of irreducible component of a divisor
D with simple normal crossings. By abuse of notation, we use the same letter D for
the divisor itself and for the family of its components. Let Kn(X) denote the sheaf
of Quillen’s K-group on XZar. Namely the Zariski sheafification of the presheaf
U 7→ Kn(U) [Q]. For a regular family D in X , let Kn(X mod D) be the complex
[Kn(X) → ⊕iKn(Di)]. Here Kn(X) is put on degree 0 and Kn(Di) denotes their
direct image on X . It is the truncation at degree 1 of the complex Kn,X,D studied in
[S1] and there is a natural map Kn,X,D → Kn(X mod D). For n = dimX , we call
the hypercohomology Hn(X,Kn(X mod D)) the relative Chow group of dimension
0 and write
CHn(X mod D) = Hn(X,Kn(X mod D)).
We recall the definition of the relative top chern class. Let E be a locally free
OX -module of rank n. We call a family of surjective morphisms ri : E|Di → ODi
for i ∈ I a partial trivialization of E on D. Let V = V(E) = Spec (S(E∗)) be
the covariant vector bundle associated to E . For i ∈ I, let ∆i = r−1i (1), where
ri : V |Di → A1Di is the induced map by ri : E|Di → ODi and 1 ⊂ A1 is the
1-section. The family ∆ is a regular family in V . Let {0} ⊂ V denote the zero
section. Then the horizontal arrows in the diagram below are isomorphisms
Hn{0}(V,Kn(V mod ∆)) ←−−−− Hn{0}(V,Kn(V )) −−−−→ H0(X,Z)y
Hn(V,Kn(V mod ∆)) ←−−−− Hn(X,Kn(X mod D)) CHn(X mod D)
by the purity and homotopy property of K-cohomology. The relative top chern
class cn(E , r) ∈ CHn(X mod D) is defined as the image of 1 ∈ H0(X,Z). Let D be
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a divisor with simple normal crossings and n = dimX . Then the relative canonical
class cXmodD is defined as a relative top chern class by
cXmodD = (−1)ncn(Ω1X(logD), res) ∈ CHn(X mod D).
Here the Poincare residue resi : Ω
1
X(logD)|Di → ODi defines a partial trivialization
res of Ω1X(logD) on D.
We give some basic properties (cf. [S1] Section 1) of relative chern classes used
in the proof of main results in Section 4. For i ∈ I, the natural map Kn(Di)[−1]→
Kn(X mod D) induces a map ii∗ : Hn−1(Di,Kn(Di))→ Hn(X,Kn(X mod D)).
Lemma 2.1. Let (E , ρ) be a locally free OX -module of rank n partially trivialized
on a regular family D. For i ∈ I, let fi ∈ Γ(Di,Gm) and σ = (σi)i∈I be another
partial trivialization of E defined by σi = f−1i ρi. Then we have
cn(E , σ) = cn(E , ρ)−
∑
i∈I
ii∗(fi ∪ cn−1(Ei)).
Here cn−1(Ei) ∈ Hn−1(Di,Kn−1) is the chern class of the locally free ODi-module
Ei = Ker (ρi : E|Di → ODi) and ∪ is the cup-product.
In Lemma 2.2, we consider a partition I = I1∐ I2 of the index set I of a regular
family D. We put D1 = (Di)i∈I1 and D2 = (Di)i∈I2 . There is a cup-product
Hm(X,Km(X mod D1))×Hr(X,Kr(X mod D2))→ Hn(X,Kn(X mod D))
for n = m+ r.
Lemma 2.2. Let 0 → F → E → G → 0 be an exact sequence of locally free
OX -modules of rank m,n and r respectively, ρ be a partial trivialization of E on a
regular family D. Assume that on D1, the partial trivialization ρ induces a partial
trivialization σ = ρ|F of F and that on D2 it induces τ of G. In other word, for
i ∈ I1, the restriction ρi : F → ODi is surjective and, for i ∈ I2 the restriction
ρi : F → ODi is 0. Then we have
cn(E , ρ) = cm(F , σ)∪ cr(G, τ).
Lemma 2.3. Let E be a regular divisor of X and let 0→ E ϕ→ F → G → 0 be an
exact sequence of locally free OX -modules E and F of the same rank n and a locally
free OE-module G of rank m. Let ϕ : V = V(E) → W = V(F) be the associated
map, j : K → V be the inclusion of the sub-vector bundle K = V(Ker ϕ|E) ⊂ VE
of rank m and N ∗E/X be the conormal invertible OE-module. Then we have
ϕ∗([0W ]) = [0V ] + j∗(
m−1∑
k=0
ck(G)c1(N ∗E/X)m−1−k)
in Hn(V,Kn(V mod ∆)) for a regular family ∆ ⊂ V such that ∆∩ ({0V }∪K) = ∅.
Here [0V ] is the image of 1 by
H0({0V },Z) ≃ Hn{0V }(V,Kn)→ Hn(V,Kn(V mod ∆))
and j∗ denotes the Gysin map
Hm−1(K,Km−1)(≃ Hm−1(E,Km−1))→ HnK(V,Kn)→ Hn(V,Kn(V mod ∆)).
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Corollary 1. Let ρ and σ be partial trivializations on E and F respectively on a
regular family D. Assume the divisor E does not meet D and σ|E = ρ. Let I =
Im ϕ|E and iE∗ : Hn−1(E,Kn−1(E)) → HnE(X,Kn(X)) → Hn(X,Kn(X mod D))
be the Gysin map. Then we have
cn(F , σ) = cn(E , ρ) + iE∗(cn−m(I)
m−1∑
k=0
ck(G)c1(N ∗E/X)m−1−k)
in Hn(X,Kn(X mod D)).
Proof. Clear from the commutative diagram
Hm−1(K,Km−1) −−−−→ Hn−1(VE ,Kn−1) −−−−→ Hn(V,Kn(V mod ∆))x x x
Hm−1(E,Km−1) −−−−−−→
∪cn−m(I)
Hn−1(E,Kn−1) −−−−→
iE∗
Hn(X,Kn(V mod D))
where the vertical arrows are the pull-back and the upper horizontal arrows are the
Gysin maps.
In Corollary 2, we assume the regular divisor E of X meets transversely with
Di for i ∈ I. Let DE be the regular family (Di ∩ E)i∈I and let iE∗ denote the
canonical map
iE∗ : Hn−1(E,Kn−1(E mod DE)) ≃ HnE(X,Kn(X mod D))
→ Hn(X,Kn(X mod D)).
Corollary 2. Let 0 → E ϕ→ F → G → 0 be an exact sequence of locally free OX -
modules E and F of the same rank n and an invertible OE-module G. Let ρ and
σ be partial trivialization of E and F on D such that ρ = σ|E . Then σ induces a
partial trivialization σ|I on the locally free OE-module I = Image ϕ|E of rank n−1
and we have
cn(F , σ) = cn(E , ρ) + iE∗cn−1(I, σ|I).
In Lemma 2.4, we fix an element 0 ∈ I and assume that E = D0 is a regular
divisor of X and that E meets transversely with Di for i ∈ I, 6= 0.
Lemma 2.4. Let 0 → E ϕ→ F → G → 0 be an exact sequence of locally free
OX -modules E and F of the same rank n and locally free OE-module G of rank
m. Let ρ and σ be partial trivialization of E and F on D such that ρ = σ|E . For
i ∈ I, 6= 0, we assume that on Di ∪ E either ρ0 ⊕ ρi : E → O⊕2Di∩E is surjective or
ρ0|Di∩E = ρi|Di∩E. Then we have
cn(F , σ) = cn(E , ρ).
Proofs of Lemmas 2.1,2.2 and 2.3 and of Corollary 2 are done in the same way as
Propositions 1,2 and 3 and Corollary loc.cit respectively and we omit them. Proof
of Lemma 2.4 can be simplified considerably and we give it here.
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Proof of Lemma 2.4. Let V = V(E) and W = V(F) and let ∆V and ∆W be the
regular family of closed subschemes of V and W defined by partial trivializations
ρ and σ respectively. Since K ∩ ρ−1(1) = ∅, we have a commutative diagram
Hn(W,Kn(W mod ∆W )) ϕ
∗
−−−−→ Hn(V,Kn(V mod ∆V ))x x
Hn(X,Kn(X mod D)) Hn(X,Kn(X mod D))
of isomorphisms. By Lemma 2.3, it is enough to show that j∗ : Hm−1(K,Km−1)→
Hn(V,Kn(V mod ∆V )) is the 0-map. We consider a complex
Kn(V mod ∆)′ = [Kn(V )→
⊕
i∈I
Kn(∆i)→
⊕
i∈I, 6=0
Kn(∆i ∩∆0)].
Since j∗ factorsHn(V,Kn(V mod ∆)′), it is enough to show j∗ : Hm−1(K,Km−1)→
Hn(V,Kn(V mod ∆V )′) is the 0-map. It is proved by the same argument as in the
last 6 lines of the first paragraph of the proof of Proposition 4 loc. cit.
In the rest of this section, we give an adelic presentation of the form
CHn(X mod D) ≃ Coker (∂ :
⊕
y∈X1
By →
⊕
x∈X0
Ax).
Here Xi denotes the set of the points of X of dimension i.
To define the right hand side, we first introduce some terminology on the tame
symbol. For a vector space L of dimension 1 over a field K, we put A(L) =
(
⊕
m∈Z L
⊗m)×. It is an extension of Z by K× since the algebra
⊕
m∈Z L
⊗m is
isomorphic to the Laurent polynomial ring K[T, T−1]. Its underlying set is the
disjoint union ∐m∈Z{K-basis of L⊗m}. Let R be a noetherian local integral ring
of dimension 1 such that the normalization R˜ is finite over R. Let K be the
fraction field and κ be the residue field of R. We review the definition of the order
ord : K× → Z and the tame symbol ∂ : K2(K) → κ×. For a maximal ideal x˜ of
R˜, let ordx˜ : K
× → Z and ∂x˜ : K2(K) → κ(x˜)× be the usual order and the tame
symbol
∂x˜({f, g}) = (−1)ordx˜f ·ordx˜gfordx˜gg−ordx˜f (x˜)
for the discrete valuation ring R˜x˜. Then ord =
∑
x˜7→x[κ(x˜) : κ]ordx˜ and ∂ =∏
x˜7→xNx˜/x ◦ ∂x˜. For an invertible R-module L, we define a pairing
( , ) : A(LK)×K× → A(Lκ)
generalizing the tame symbol as follows. We put A(L) = ∐m∈Z{R-basis of L⊗m}
with the structure of abelian group defined by the tensor product. The abelian
group A(LK) is the amalgameted sum A(L) ⊕R× K×. We define the pairing by
requiring that, on A(L)×K×, it is the composition of (the reduction)×ord : A(L)×
K× → A(Lκ) × Z and the obvious pairing and that, on K× ×K×, it is the tame
symbol ∂ : K× × K× → κ×. Since they coincide on R× × K×, the pairing is
well-defined.
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The pairing ( , ) : A(LK) ×K× → A(Lκ) is computed on the normalization R˜
as follows. Let x˜ be a maximal ideal of R˜. The tame symbol ( , )x˜ : A(LK) ×
K× → A(Lκ(x˜)) is defined in the same way as above. We also have the norm
map A(Lκ(x˜)) → A(Lκ). A basis ℓ of L⊗eκ(x˜) is of the form a · ℓ⊗e0 for a ∈ κ(x˜)×
and a basis ℓ0 of Lκ. The basis N(ℓ) = Nκ(x˜)/κ(a) · ℓ⊗e·[κ(x˜):κ]0 of L⊗e·[κ(x˜):κ]κ is
independent of the choice of ℓ0 and well-defined. The norm map ℓ 7→ N(ℓ) defines
a homomorphism Nκ(x˜)/x : A(Lκ(x˜))→ A(Lκ) and the diagram
0 −−−−→ κ(x˜)× −−−−→ A(Lκ(x˜)) −−−−→ Z −−−−→ 0
Nκ(x˜)/x
y Nκ(x˜)/xy y[κ(x˜):κ]
0 −−−−→ κ× −−−−→ A(Lκ) −−−−→ Z −−−−→ 0
is commutative. We have
( , )κ =
∏
x˜
Nκ(x˜)/κ ◦ ( , )x˜.
We define Ax for x ∈ X . For x ∈ X , we put Ix = {i; x ∈ Di}. For i ∈ Ix,
let Ni(x) be the one-dimensional κ(x)-vector space OX (−Di) ⊗ κ(x). We put
Ax,i = A(Ni(x)) and write the canonical map ordi : Ax,i → Z. The abelian group
Ax is the fiber product
(∏
i∈Ix
)
Z
Ax,i with respect to ordi. It is an extention of Z
by
⊕
i∈Ix κ(x)
×. We define By for y ∈ X . For i ∈ Iy, let By,i be the amalgamated
sum (Ay,i ⊗ κ(y)×) ⊕κ(y)×⊗κ(y)× K2(y). It is an extension of κ(y)× by K2(y).
The group By is defined as the fiber product
(∏
i∈Iy
)
κ(y)×
By,i with respect to
ord⊗ id : By,i → κ(y)×.
The homomorphism ∂ is the direct sum of the (x, y)-components ∂x,y : By → Ax
for x ∈ X0 and y ∈ X1. This fits in the commutative diagram
0 −−−−→ ⊕i∈Iy K2(κ(y)) −−−−→ By −−−−→ κ(y)× −−−−→ 0⊕
i∈Iy
( , )x
y y∂x,y yordx
0 −−−−→ ⊕i∈Ix κ(x)× −−−−→ Ax −−−−→ Z −−−−→ 0
and is 0 unless x is not in the closure Y of {y}. Here ordx : κ(y)× → Z is the usual
order and ( , )x : K2(κ(y)) → κ(x)× is the tame symbol. The local component
∂x,y : By → Ax is determined by its i-th components ∂x,y,i : By,i → Ax,i for i ∈ Iy
and ∂x,y,i : κ(y)
× → Ax,i for i ∈ Ix − Iy. We use the tame symbol ( , ) defined
above for the local ring OY,x and the invertible module O(−Di). For i ∈ Iy, the i-th
component ∂x,y,i is induced by the pairing ( , ) : A(Ni(y))× κ(y)× → A(Ni(x)) =
Ax,i. For i ∈ Ix − Iy, it is defined as (−1)ordx × (1, ) : κ(y)× → A(Ni(x)) = Ax,i.
Here (1, ) is the pairing with 1 regarded as a κ(y)-basis of O(−Di)⊗ κ(y) which is
an element of A(O(−Di)⊗ κ(y)). It is clear that we have a commutative diagram
0 −−−−→ K2(κ(y)) −−−−→ By,i −−−−→ κ(y)× −−−−→ 0
∂x
y y∂x,y,i yordx
0 −−−−→ κ(x)× −−−−→ Ax,i −−−−→ Z −−−−→ 0
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for i ∈ Iy and that the composition κ(y)× ∂x,y,i→ Ax,i ordi→ Z is ordx for i ∈ Ix − Iy.
Hence ∂x,y : By → Ax is defined and satisfies the commutative diagram above.
We give an explicit computation of ∂x,y. For an inverse image x˜ of x in the
normalization Y˜ of the closure Y of {y}, let Ax˜,i = A(Ni(x)⊗κ(x) κ(x˜)) and define
the fiber product Ax˜ =
∏
i∈IxZAx˜,i and the boundary map ∂x˜,y : By → Ax˜ in the
same way as above. The norm maps defined above induces Nκ(x˜)/κ(x) : Ax˜ → Ax
and we have
∂x,y =
∏
x˜
Nκ(x˜)/κ(x)∂x˜,y.
We compute ∂x˜,y explicitely by taking a basis πi of O(−Di)|Y at x for i ∈ Ix. The
basis define splittings Ax˜ = Z ⊕
⊕
i∈Ix κ(x˜)
×
and By = κ(y)
× ⊕⊕i∈Iy K2(y) by
1 7→ πi. Since the other components of ∂x˜,y are evident, we compute the component
κ(y)× → κ(x˜)×. If i ∈ Iy, it is 0 and if i ∈ Ix − Iy, it is given by
f 7→ (−1)ordx˜f (πi, f)−1x˜ = (−πi, f)−1x˜ .
In fact in the latter case, the rational section 1 of O(−Di)|Y is π−1i -times the basis
πi.
Proposition 1. Let X be a smooth scheme of dimension n over a field k and D
be a divisor with simple normal crossings. Under the notation above, there exists a
canonical isomorphism
CHn(X mod D) ≃ Coker (∂ :
⊕
y∈X1
By →
⊕
x∈X0
Ax).
Proof. We consider the spectral sequence
Ep,q1 =
⊕
x∈Xp
Hp+qx (X,Kn(X mod D))⇒ Hp+q(X,Kn(X mod D)).
By the long exact sequence
→
⊕
i
Hr−1x (X,Kn(Di))→ Hrx(X,Kn(X mod D))→ Hrx(X,Kn(X))→
and by the purity
Hrx(X,Kn(X)) =
{
Kn−r(x) x ∈ Xr
0 otherwise
Hr−1x (X,Kn(Di)) =
{
Kn−r+1(x) x ∈ Xr ∩Di
0 otherwise,
we have Ep,q1 = 0 for q 6= 0 and an exact sequence
0→
⊕
x∈Xp
(
⊕
i∈Ix
Kn−p+1(x))→ Ep,01 →
⊕
x∈Xp
Kn−p(x)→ 0.
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Therefore the spectral sequence degenerates at E2-terms and we have an exact
sequence ⊕
y∈X1
Hn−1y (X,Kn(X mod D))→
⊕
x∈X0
Hnx (X,Kn(X mod D))
→CHn(X mod D)→ 0.
Hence it is sufficient to define isomorphisms αx : Ax ≃ Hnx = Hnx (X,Kn(X mod D))
for x ∈ X0 and βy : By ≃ Hn−1y = Hn−1y (X,Kn(X mod D)) for y ∈ X1 such that
the diagram
By
∂x,y−−−−→ Ax
βy
y yαx
Hn−1y −−−−→
dx,y
Hnx
is commutative.
First we prove
Lemma 2.5. Let X be a smooth scheme over a field k and i : D → X be the closed
immersion of a smooth divisor. Then there is a canonical pairing
R1i!Kp(X mod D)×Kq(D)→ R1i!Kp+q(X mod D).
It is compatible with the natural pairing
R1i!Kp(X mod D)× i∗Kq(X)→ R1i!Kp+q(X mod D)
induced by the cup-product.
Proof. It is sufficient to define a functorial pairing
H1D∩U (U,Kp(X mod D))×H0(D ∩ U,Kq(D))→ H1D∩U (U,Kp+q(X mod D))
for open subsets U ⊂ X such that the diagram
H1D∩U (U,Kp(X mod D))×H0(D ∩ U,Kq(D)) −−−−→ H1D∩U (U,Kp+q(X mod D))∥∥∥ x ∥∥∥
H1D∩U (U,Kp(X mod D))× H0(U,Kq(X)) −−−−→ H1D∩U (U,Kp+q(X mod D))
is commutative. Since it is easy to check the functoriality, we write U = X for
simplicity.
We consider the deformation to the normal bundle of D in X . Let X˜ be the
complement of the proper transform of X × {0} in the blowing-up of A1X at the
center D × {0}. Let V = V(ND/X) ⊂ X˜ be the exceptional divisor and D˜ ≃ A1D
be the proper transform of A1D ⊂ A1X . We obtain a commutative diagram
H1D(V,Kp(V mod D)) × H0(V,Kq(V )) −→ H1D(V,Kp+q(V mod D))x x x
H1
D˜
(X˜,Kp(X˜ mod D˜)) × H0(X˜,Kq(X˜)) −→ H1D˜(X˜,Kp+q(X˜ mod D˜))y y y
H1D(X,Kp(X mod D)) × H0(X,Kq(X)) −→ H1D(X,Kp+q(X mod D)).
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Here the upper vertical arrows are induced by the inclusion V → X˜ at 0 and the
lower ones are induced by X → X˜ at 1.
We show that the vertical arrows in the left and right columns are isomorphisms.
By the purity of K-groups Rqi!Kp(X) = Kp−1(D) for q = 1 and = 0 for otherwise,
we have an exact sequence
0→ Kp(D)→ R1i!Kp(X mod D)→ Kp−1(D)→ 0
and Rqi!Kp(X mod D) = 0 for q 6= 1. By the spectral sequence
Ep,q2 = H
p(D,Rqi!Kp(X mod D))⇒ Hp+qD (X,Kp(X mod D)),
we have an exact sequence
0→ H0(D,Kp(D))→ H1D(X,Kp(X mod D))→ H0(D,Kp−1(D))
→ H1(D,Kp(D)).
We have similar exact sequences for D˜ ⊂ X˜ and D ⊂ V . Now by the homotopy
property of K-cohomology, the vertical arrows in the left and right columns are
isomorphisms. Further by the homotopy property, the upper middle H0(V,Kq(V ))
is canonically isomorphic to H0(D,Kq(D)). By these isomorphisms, the upper row
gives the pairing
H1D(X,Kp(X mod D))×H0(D,Kq(D))→ H1D(X,Kp+q(X mod D)).
We check the compatibility. The lower arrow H0(X˜,Kq(X˜)) → H0(X,Kq(X))
in the middle column is a surjection since it is induced by a section of the canonical
map X˜ → X . Therefore it is sufficient to prove the commutativity of the diagram
H0(X˜,Kq(X˜)) −−−−→ H0(X,Kq(X))y y
H0(V,Kq(V )) −−−−→ H0(D,Kq(D)).
This follows from the commutative diagram
X˜ ←− Xxx D˜ ←−
0
Dx1
V ←− D .
Here the arrows with tags 0 and 1 are the 0-section and 1-section respectively
and they induces the same isomorphisms H0(D˜,Kq(D˜)) → H0(D,Kq(D)). Thus
Lemma 2.5 is proved.
We define the isomorphisms αx and βy using Lemma 2.5. First we consider αx :
Ax → Hnx (X,Kn(X mod D)) for x ∈ X0. It is sufficient to define an isomorphism
αx,i : Ax,i → Hnx (X,Kn(X mod Di)) = Hnx,i
16 TAKESHI SAITO, TOMOHIDE TERASOMA
such that the diagram
Ax,i −−−−→ Z
αx,i
y ∥∥∥
Hnx,i −−−−→ Hnx (X,Kn(X))
is commutative for each i ∈ Ix. Hence we may assume D = Di is irreducible and
x ∈ D. By Lemma 2.5, we obtain a pairing
H0(Dx, R
1i!K1(X mod D))×Hn−1x (D,Kn−1(D))
→ Hn−1x (Dx, R1i!Kn(X mod D)).
We show that
Γ(Xx −Dx,Gm)/(1 + Ix) ≃ H0(Dx, R1i!K1(X mod D)),
Z ≃ Hn−1x (D,Kn−1(D)),
Hnx (Xx,Kn(X mod D)) ≃ Hn−1x (Dx, R1i!Kn(X mod D))
for I = O(−D). Under the natural identification Ax ≃ Γ(Xx−Dx,Gm)/1+mx, we
also show that the pairing induces the required map αx : Ax → Hnx (Kn(X mod D)).
By purity, we have Hn−1x (D,Kn−1(D)) = Z. Since Rqi!Kn(X mod D) = 0 for
q 6= 1, the spectral sequences
Ep,q2 = H
p(Dx, R
qi!K1(X mod D))⇒ Hp+qDx (Xx,K1(X mod D))
Ep,q2 = H
p
x(Dx, R
qi!Kn(X mod D))⇒ Hp+qx (X,Kn(X mod D))
degenerate at E2 and we have isomorphisms
H0(Dx, R
1i!K1(X mod D)) ≃H1Dx(Xx,K1(X mod D))
Hn−1x (Dx, R
1i!Kn(X mod D)) ≃Hnx (X,Kn(X mod D)).
Further by the long exact sequence
→ Hp(Xx,K1(X mod D))→ Hp(Xx−Dx,K1(X))→ Hp+1Dx (Xx,K1(X mod D))→
and by the equalities H0(Xx,K1(X mod D)) = 1 + Ix for I = O(−D), H0(Xx −
Dx,K1(X)) = Γ(Xx − Dx,Gm) and by H1(Xx,K1(X mod D)) = 0, we have
H1Dx(Xx,K1(X mod D)) = Γ(Xx − Dx,Gm)/1 + Ix. Hence the pairing above is
a homomorphism α˜x : Γ(Xx −Dx,Gm)/1 + Ix → Hnx (X,Kn(X mod D)).
By the exact sequence
0→ Kq(D)→ R1i!Kq(X mod D)→ Kq−1(D)→ 0,
the map α˜x sits in the commutative diagram
0 −−−−→ Γ(Dx,Gm) −−−−→ Γ(Xx −Dx,Gm)/1 + Ix −−−−→ Z −−−−→ 0y α˜xy ∥∥∥
0 −−−−→ κ(x)× −−−−→ Hnx (X,Kn(X mod D)) −−−−→ Z −−−−→ 0.
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Therefore α˜x annihilates 1 +mx. Since Ax ≃ Γ(Xx − Dx,Gm)/1 +mx, the map
α˜x induces the required isomorphism αx : Ax → Hnx .
Next we consider βy for y ∈ X1. Similarly as above, it is sufficient to define an
isomorphism βy : By → Hn−1y (X,Kn(X mod D)) assuming D is irreducible and
y ∈ D such that the diagram
By −−−−→ κ(y)×
βy
y y≀
Hn−1y (X,Kn(X mod D)) −−−−→ Hn−1y (X,Kn(X))
is commutative. By Lemma 2.5, we obtain a pairing
H0(Dy, R
1i!K1(X mod D))×Hn−2y (D,Kn−1(D))
→ Hn−2y (Dy, R1i!Kn(X mod D)).
Similarly as above, we have isomorphisms H0(Dy, R
1i!K1(X mod D)) = Γ(Xy −
Dy,Gm)/1+Iy, Hn−2y (D,Kn−1(D)) = κ(y)× and Hn−2y (Dy, R1i!Kn(X mod D)) =
Hn−1y (X,Kn(X mod D)). The same argument as above shows that the pairing
induces a morphism β˜y : Ay ⊗ κ(y)× → Hn−1y (X,Kn(X mod D)) and further an
isomorphism βy : By → Hn−1y (X,Kn(X mod D)).
Finally we show that the boundary map d = dn−1,01 of the spectral sequence
coincides with ∂ :
⊕
By →
⊕
Ax under the identification by α and β. It is
sufficient to show that the (x, y)-component dx,y and ∂x,y are the same for each
x ∈ X0 and y ∈ X1. If x is not in the closure Y of {y}, we have dx,y = ∂x,y = 0.
Hence we assume x ∈ Y . If x /∈ D, then y /∈ D and dx,y = ∂x,y = ordx : κ(y)× → Z.
Hence we assume x ∈ D. By considering each i-th component for i ∈ Ix, we may
assume D is irreducible. First we check the case where Y meets transversally D at
x. Then by Lemma 2.5, we obtain a commutative diagram
H0(Xx −Dx,Gm)×Hn−1Y (X,Kn−1(X)) −−−−→ Hn−1y (X,Kn(X))y ydx,y
H1Dx(Xx,K1(X mod D))×Hn−1x (D,Kn−1(D)) −−−−→ Hnx (X,Kn(X mod D))
since
H1Dx(Xx,K1(X mod D)) =H0(Dx, R1i!K1(X mod D))
Hnx (X,Kn(X mod D)) =Hn−1x (Dx, R1i!Kn(X mod D)).
Hence the diagram
Γ(Xx −Dx,Gm) −−−−→ κ(y)×y ydx,y
Ax
∼−−−−→
αx
Hnx
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is commutative. Since the diagram
Γ(Xx −Dx,Gm) −−−−→ κ(y)×y ւ ∂x,y
Ax
is commutative by definition and since Γ(Xx −Dx,Gm)→ κ(y)× is surjective, the
differentials dx,y and ∂x,y are the same.
We consider the general case. First we show that the problem is etale local.
Let ϕ : X ′ → X be an etale morphism ϕ(x′) = x and ηx′ = {y′ ∈ X ′;ϕ(y′) =
y and {y′} ∋ x′}. Then we have commutative diagrams
Hn−1y
dx,y−−−−→ Hnx By
∂x,y−−−−→ Axy y y y
⊕
y′∈ηx′ H
n−1
y′
⊕
dx′,y′−−−−−→ Hnx′
⊕
y′∈ηx′ By′
⊕
∂x′,y′−−−−−→ Ax′ .
Since Ax → Ax′ is injective, to prove dx,y = ∂x,y, it is enough to show dx′,y′ = ∂x′,y′
for y′ ∈ ηx′ .
Claim 1. By taking an etale neighborhood, we find a closed integral subschemes
W ⊂ Z ⊂ X satisfying the following conditions
(1) x ∈ W and y ∈ Z.
(2) W is regular of dimension 1 and meets transversally with D at x.
(3) Z is of dimension 2. Z −W is regular and meets transversally with D.
(4) The normalization Z˜ is regular and the inverse image T˜ of D in Z˜ is regular.
(5) The reduced inverse image W˜ of W in Z˜ is regular and W˜ meets transver-
sally with T˜
(6) T˜ ∩ W˜ =(inverse image of x in Z˜) contains only one point x˜.
Proof of Claim 1. By localizing if necessary, we may take a smooth projection
π : X → D such that the immersion D → X is a section. Since it is trivial if
π(y) = x, we assume π(Y ) = T is a curve. By further localizing if necessary, we may
assume that T −{x} is normal and that the inverse image of x in the normalization
T˜ of T consists of only one point x˜. Then W = π∗(x) and Z = π∗(T ) satisfy the
conditions.
Changing the notation, we use the same characters X,Z,W etc. in Claim 1
for their inverse images in the localization Xx at x. We consider the canonical
morphism
d : Hn−1Z−x(X,Kn(X mod D))→ Hnx (X,Kn(X mod D)).
Let ζ be the generic point of Z and Z∗ = Z − x. By the spectral sequence Ep,q1 =⊕
z∈Xp∩Z∗ H
p+q
z (X,Kn(X mod D)) ⇒ Hp+qZ∗ (X,Kn(X mod D)) degenerating at
E2-terms, we have an exact sequence
K2(κ(ζ))→
⊕
z∈Z1
Hn−1z (X,Kn(X mod D))→ Hn−1Z∗ (X,Kn(X mod D))→ 0.
To complete the proof of Proposition 1, it is sufficient to prove the following
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Claim 2. (1). By identifying by β :
⊕
z∈Z1 Bz →
⊕
z∈Z1 H
n−1
z (X,Kn(X mod
D)), the map
⊕
∂x,z :
⊕
z∈Z1 Bz → Ax annihilates the image of K2(κ(ζ)) →⊕
z∈Z1 H
n−1
z (X,Kn(X mod D)).
(2). For the generic point w ∈ Z1 of W , the canonical map Hn−1w (X,Kn(X mod
D))→ Hn−1Z∗ (X,Kn(X mod D)) is surjective.
We show that Claim 2 proves Proposition 1. In fact Claim 2 (1) implies
⊕
∂x,z
induces a map ∂ : Hn−1Z∗ (X,Kn(X mod D)) → Ax. By identifying by αx : Ax →
Hnx (X,Kn(X mod D)), we see d = ∂ on the image ofHn−1w (X,Kn(X mod D)) since
W meets transversally D and we have dx,w = ∂x,w. By Claim 2 (2), we have d = ∂
on the whole Hn−1Z∗ (X,Kn(X mod D)). This proves dx,z = ∂x,z for all z ∈ Z1 in
particular for y.
Proof of Claim 2. (1). We take an arbitrary element a ∈ K2(ζ) and compute its
image by
K2(ζ)→
⊕
z∈Z1
Bz → Ax.
By the condition (6) in Claim 1, the intersection T = D ∩ Z is integral. Let t
be the generic point of T . For z ∈ Z1, we have Bz = κ(z)× for z 6= t. We take
a prime element π ∈ OX,x of D. Then it defines splittings Ax = Z ⊕ κ(x)× and
Bt = κ(t)
× ⊕ K2(t). For z ∈ Z1, 6= t, let az = ∂z,ζ(a) ∈ κ(z)× and for z = t, let
(a1t , a
2
t ) = ∂t,ζ(a) ∈ κ(t)× ⊕ K2(t) = Bt. The first component a1t ∈ κ(t)× is the
usual tame symbol of a ∈ K2(ζ). Then by definition of ∂, we have
∂x,z ◦ ∂z,ζ(a) =
{
(ordx(az), (−1)ordx(az)(π, az)x) z 6= t
(ordx(a
1
t ), ∂a
2
t ) z = t.
The second component ∂a2t ∈ κ(x)× is the usual tame symbol of a2t ∈ K2(t).
Therefore it is sufficient to prove
∑
z∈Z1, 6=t
ordx(az) + ordx(a
1
t ) =0
∏
z∈Z1, 6=t
(−1)ordx(az)(π, az)x × ∂(a2t ) =1.
The first equality is the usual reciprocity law for a ∈ K2(ζ). By the first one,
the second is equivalent to
∏
z∈Z1, 6=t
(π, az)x × (−1)ordx(a1t )∂(a2t ) = 1.
To prove this, we use the reciprocity law for {π, a} ∈ K3(ζ). Since ∂z,ζ({π, a}) =
{π, az} ∈ K2(z) for z 6= t, it is sufficient to show that
∂x,t ◦ ∂t,ζ({π, a}) = (−1)ordx(a1t )∂a2t .
in κ(x)×. We prove this by showing
∂t,ζ({π, a}) = {−1, a1t}+ a2t
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in K2(t). Let a˜1 ∈ Γ(Xt,Gm) be a lifting of a1t ∈ κ(t)×. Then a˜2 = a − {π, a˜1} ∈
K2(ζ) is in the kernel of the tame symbol K2(ζ) → κ(t)× and hence in K2(OZ,t).
By the commutativity of the diagram
H1Dt(Xt,K1(X mod D))× κ(t)× −−−−→ Hn−1t (X,Kn(X mod D))x x
Γ(Xt −Dt,Gm)× Γ(Xt,Gm) −−−−→ K2(ζ),
we have ∂t,ζ({π, a˜1}) = (a1t , 0). By the commutative diagram
K2(OZ,t) −−−−→ K2(ζ)y y
K2(t) −−−−→ Hn−1t (X,Kn(X mod D)),
a2t is the reduction of a˜2. Now we have
{π, a} = {π, π, a˜1}+ {π, a˜2} = {π, ({−1, a˜1}+ a˜2)}.
Therefore we have
∂t,ζ({π, a}) = {−1, a1t}+ a2t .
Thus the assertion (1) is proved.
(2). By the exact sequence
Hn−1w (X,Kn(X mod D))→ Hn−1Z−x(X,Kn(X mod D))
→ Hn−1Z−W (X,Kn(X mod D)),
and by the purity
Hn−1Z−W (X,Kn(X mod D)) ≃ H1(Z −W,K2(Z −W mod T − x)),
it is sufficient to show that H1(Z −W,K2(Z −W mod T − x)) = 0. By the exact
sequence
H1(Z˜,K2(Z˜ mod T˜ ))→ H1(Z −W,K2(Z −W mod T − x))
→ H2
W˜
(Z˜,K2(Z˜ mod T˜ ))
and by the purity
H2
W˜
(Z˜,K2(Z˜ mod T˜ )) ≃ H1(W˜ ,K1(W˜ mod x˜)),
it is reduced to show that
H1(Z˜,K2(Z˜ mod T˜ )) =Coker (K2(OZ˜)→ (K2(OT˜ ))) = 0
H1(W˜ ,K1(W˜ mod x˜)) =Coker (O×W˜ )→ κ(x˜)
× = 0.
Since K2(OT˜ ) is generated by symbols, the maps are surjective. Thus Claim 2 and
hence Proposition 1 is proved.
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Corollary. Let U ′ be a dense open subscheme of U . The relative Chow group
CHn(X mod D) is generated by the classes [x] for x ∈ U ′0.
Proof of Corollary. First we assume U ′ = U . Let Um = {x ∈ X ; Card Ix ≤ m}.
We have X = Un and U = U0. By induction on m, it is sufficient to show that
the image of
⊕
x∈Um Ax in CH0(X,D) is in that of
⊕
x∈Um−1 Ax for m ≥ 1. Let
x ∈ X0 such that Card Ix = m ≥ 1. For each i ∈ Ix, we put Ii = Ix − {i} and
take a closed integral curve Yi ⊂ DIi ,∋ x regular at x and meeting Di transversally
at x. We also take a basis πi of Ni(x) = O(−Di)(x) for each i ∈ Ix. Let yi be
the generic point of Yi and Si ⊂ Yi be the closed subset Si =
⋃
j∈I−Ii(Yi ∩Dj) of
Yi. Let f be an arbitrary element of Ax. We take a rational function gi ∈ κ(yi)×
for i ∈ Ix and a rational section πi,j of O(−Dj)|Yi for i 6= j,∈ Ix satisfying the
following conditions.
The boundary ∂x,y,i(gi) is the i-component fi ∈ Ax,i ≃ κ(yi)×/1 +mx and
the pull-back of gi to the normalization of Yi is invertible and congruent to
1 at the inverse image of Si −{x}. The section πi,j is a basis of O(−Dj)|Yi
at Si and the fiber πi,j(x) is πj for j 6= i.
Let hi ∈ Byi be the element defined by (πi,j)j ⊗ gi. Then it is easy to check that
we have f =
∑
i∈Ix ∂x,yi(hi) and ∂(
⊕
i∈Ix hi) is supported on {x} ∪
⋃
i(Yi − Si).
Since Yi − Si = Yi ∩ Um−1, Corollary for U ′ = U is proved.
To prove Corollary for general U ′, it is sufficient to show that the image of⊕
x∈U Z in CH0(X,D) is in that of
⊕
x∈U ′ Z. For a closed point x ∈ U −U ′, take a
closed integral curve Y ∋ x regular at x and meeting U and y be the generic point
of Y . Let f be an arbitrary integer. Take a rational function g ∈ κ(y)× = By such
that ordxg = f and that the pull-back of g to the normalization of Y is invertible
and congruent to 1 at the inverse image of Y − U ′. Then we have ∂x,y(g) = f and
∂(g) is supported on {x} ∪ (Y ∩ U ′). Thus Corollary is proved.
3. Tame symbol.
Let k0, F ⊂ C be subfields and k be a finite extension of k0. Let X be a proper
smooth scheme over k and U be the complement of a divisor D of X with simple
normal crossings as in section 1. Recall that MPick0,F (U) denotes the class group
of Pk0,F (U). The purpose of this section is to define a canonical pairing
( , ) : MPick0,F (U)⊗ CHn(X mod D)→MPick0,F (k)
≃ k×\(k ⊗k0 C)×/(F×)Homk0 (k,C).
To state a more precise result, we prepare some terminology on commutative
Picard categories [D3] (1.4.2)-(1.4.11). Let P and P ′ be commutative Picard cate-
gories. An additive functor P → P ′ of commutative Picard categories is defined to
be a pair (f, ϕ) of a functor f : P → P ′ and an isomorphism ϕ : ⊗◦ (f ×f)→ f ◦⊗
of functors P × P → P ′ compatible with the associativity constraint a and the
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commutativity constraint c as follows. For objects L, L′ and L′′ of P , the diagrams
(f(L)⊗ f(L′))⊗ f(L′′) −−−−−−−−−−→
af(L),f(L′),f(L′′)
f(L)⊗ (f(L′)⊗ f(L′′))
ϕL,L′⊗idf(L′′)
y yidf(L)⊗ϕL′,L′′
(f(L⊗ L′))⊗ f(L′′) f(L)⊗ (f(L′ ⊗ L′′))
ϕL⊗L′,L′′
y yϕL,L′⊗L′′
f((L⊗ L′)⊗ L′′) f(aL,L′,L′′ )−−−−−−−→ f(L⊗ (L′ ⊗ L′′))
and
f(L)⊗ f(L′) −−−−−−→
cf(L),f(L′)
f(L′)⊗ f(L′)
ϕL,L′
y yϕL,L′
f(L⊗ L′) f(cL,L′)−−−−−→ f(L′ ⊗ L)
are commutative. The pair 1 = (1, 1) of the functor 1 : P → P ′ sending every
object to 1P ′ and every morphism to id1P ′ and of the isomorphism 1 : 1 ◦ ⊗ →⊗ ◦ (1 × 1) defined by the canonical map 1P ′ → 1P ′ ⊗ 1P ′ is an additive functor.
An isomorphism of additive functors (f, ϕ)→ (g, ψ) is an isomorphism of functors
f → g such that the diagram
f(L)⊗ f(L′) −−−−→ f(L⊗ L′)y y
g(L)⊗ g(L′) −−−−→ g(L⊗ L′)
is commutative.
Let P, P ′ and P1 be commutative Picard categories. We call a biadditive functor
(1.4.8) loc.cit. a pairing. We recall the definition. A pairing P × P1 → P ′ of
commutative Picard categories is defined to be a triple (f, ϕ, ϕ1) of a functor f :
P × P1 → P ′ and isomorphisms of functors ϕ : ⊗P ′ ◦ ((f ◦ pr13) × (f ◦ pr23)) →
f ◦ (⊗P × 1P1) : P × P × P1 → P ′ and ϕ1 : ⊗P ′ ◦ ((f ◦ pr12) × (f ◦ pr13)) →
f ◦ (1P × ⊗P1) : P × P1 × P1 → P ′ satisfying the following compatibilities. For
an object L1 of P1 the pair (fL1 = f( , L1), ϕL1 = ϕ( , L1)) is an additive functor
P → P ′ and similarly for an object L of P . Further for objects L, L′ of P and
L1, L
′
1 of P
′, the diagram
(f(L, L1)⊗ f(L, L′1))⊗ (f(L′, L1)⊗ f(L′, L′1))→f(L, L1 ⊗ L′1)⊗ f(L′, L1 ⊗ L′1)y
(f(L, L1)⊗ f(L′, L1))⊗ (f(L, L′1)⊗ f(L′, L′1))
yϕ(L,L′,L1⊗L′1)
ϕ(L,L′,L1)⊗ϕ(L,L′,L′1)
y
f(L⊗ L′, L1)⊗ f(L⊗ L′, L′1) → f(L⊗ L′, L1 ⊗ L′1)
is commutative. Similarly as above, the unit pairing 1 : P × P1 → P ′ is defined. A
pairing P × P1 → P ′ induces a pairing Cl(P ) × Cl(P1) → Cl(P ′) of class groups.
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An isomorphism of pairings (f, ϕ, ϕ1) → (g, ψ, ψ1) is an isomorphism of functors
f → g such that (fL1 , ϕL1)→ (gL1, ψL1) is an isomorphism of additive functor for
an object L1 of P1 and similaly for an object L of P .
We consider the case where P1 is defined by a morphism ∂ : B → A of abelian
groups as follows (1.4.11) loc.cit.. Let P∂ be the category with the set A of objects
and HomP∂ (a, a
′) = {b ∈ B; a′ = a∂(b)} for a, a′ ∈ A. Its class group Cl(P∂) is
equal to the cokernel C = Coker (∂ : B → A). When B = 0, we write P∂ = A by
abuse of notation. When ∂ : B → A is injective, the natural functor P∂ → Coker ∂
is an additive equivalence.
Lemma 3.1. Let P and P ′ be commutatitive Picard categories and ∂ : B → A be
a homomorphism of abelian groups.
1. A pairing P × A→ P ′ is the same thing as a pair ((fa)a∈A, (ϕa,a′)a,a′∈A) of
a family of additive functors and and a family of isomorphisms of functors ϕa,a′ :
fa ⊗ fa′ → faa′ such that the diagrams below are commutative.
(fa ⊗ fa′)⊗ fa′′ −−−−→ faa′ ⊗ fa′′ −−−−→ faa′a′′y ∥∥∥
fa ⊗ (fa′ ⊗ fa′′) −−−−→ fa ⊗ fa′a′′ −−−−→ faa′a′′
fa ⊗ fa′ −−−−→ faa′y ∥∥∥
fa′ ⊗ fa −−−−→ fa′a
(fa(L)⊗ fa′(L))⊗ (fa(L′)⊗ fa′(L′)) −−−−→ faa′(L)⊗ faa′(L′)y
(fa(L)⊗ fa(L′))⊗ (fa′(L)⊗ fa′(L′)) ↓y
fa(L⊗ L′)⊗ fa′(L⊗ L′) −−−−→ faa′(L⊗ L′).
An isomorphism of pairings ((fa), (ϕa,a′)) → ((ga), (ψa,a′)) is a family of isomor-
phisms fa → ga of additive functors such that the diagram
fa ⊗ fa′ −−−−→ faa′y y
ga ⊗ ga′ −−−−→ gaa′
is commutative for a, a′ ∈ A.
2. Let f : P × A → P ′ be a pairing. Then to define a pairing P × P∂ → P ′
inducing f by the functor A → P∂ is equivalent to to give an isomorphism of the
pairings 1→ f ◦ (1P × ∂) from the unit pairing 1 to the composition f ◦ (1P × ∂) :
P ×B → P ′. By the assertion 1, it is further equivalent to give a family (eb)b∈B of
trivializations eb : 1→ f∂b of additive functors P → P ′ satisfying the commutative
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diagram
1⊗ 1 eb,eb′−−−−→ f∂(b) ⊗ f∂(b′)y yϕ∂(b),∂(b′)
1 −−−−→
ebb′
f∂(bb′).
Proof. 1. For a pairing (f, ϕ, ϕ1) : P × A → P ′, the family of functors fa =
(f( , a), ϕ( , , a)) : P → P ′ for a ∈ A and the family of isomorphisms ϕa,a′ =
ϕ1( , a, a
′) satisfy the compatibility above. It is easy to check the converse.
2. Let 1→ f ◦ (1P × ∂) be a trivialization. For b ∈ HomP∂ (a, a′), a, a′ ∈ A, we
define an isomorphism f( , b) : fa → fa′ by
fa = fa ⊗ 1 1fa⊗eb−−−−→ fa ⊗ f∂(b) ϕ(a,∂(b))−−−−−−→ fa∂(b) = fa′ .
It is easy to check that together with (f, ϕ, ϕ1) : P × A → P ′, it defines a pairing
P × P∂ → P ′. The rest is easy and omitted.
Corollary. For an exact sequence of abelian group 0 → B ∂−→ A → C → 0, to
define a pairing P × C → P ′ is equivalent to to give a pairing P × A → P ′ and a
trivialization of the induced pairing P ×B → P ′.
Proof. By Lemma 3.1.2 above, the latter is equivalent to give a pairing P×P∂ → P ′.
Hence by the equivalence P∂ → C, it is proved.
Let k0, k, F,X and D as in the beginning of the section. We put CH
n(X mod
D) = P∂ for the map ∂ :
⊕
y∈X1 By →
⊕
x∈X0 Ax in the last section. By Propo-
sition 1, we have Cl(CHn(X mod D)) = Coker (∂ : B → A) = CHn(X mod D).
We define a pairing
Pk0,F (U)×CHn(X mod D)→ Pk0,F (k).
It induces a pairing MPick0,F (U) × CHn(X mod D) → MPick0,F (k) of class
groups.
Before defining the pairings, we prepare generalities on the tame symbol and the
norm. First we define tame symbol. We assume that X is a regular scheme and D
is a divisor with simple normal crossings. Let I be the index set of the irreducible
components of D =
⋃
i∈I Di. We put Ai = Γ(X − Di,Gm). There is an exact
sequence
0→ Γ(X,Gm)→ Ai ordi−−→ Z.
For a subset J ⊂ I, let AJ denote the fiber product
(∏
i∈J
)
Z
Ai with respect to the
order ordi : Ai → Z. We write the canonical map AJ → Z by ordJ . We will define
pairings of the form
P (U)× AJ → P (D∗J )
called tame symbol for various Picard categories P (U) on U = X −D and P (D∗J )
on D∗J =
⋂
i∈J Di.
Remark. We explain the philosophy behind the definition. This remark of heuris-
tic argument has logically independent of the other part of the paper. Suppose
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the class group ClP (U) is H1(U,G). We regard AI as a rough approximation of
H2dDI (X, j!Z(d)) where d = Card I and j : U → X is the open immersion. Then the
pairing ClP (U)× AI → ClP (DI) is induced by the cup-product
H1(U,G)×H2dDI (X, j!Z(d))→ H2d+1DI (X,G(d))
and the Gysin isomorphism H2d+1DI (X,G(d)) ≃ H1(DI , G) = P (DI). When d = 1,
we put j!Z(1) = Ker (Gm,X → Gm,D)[1]. Then we get a map A→ H2D(X, j!Z(1)).
For general d, by cup-product, we get a map
⊗
i∈I Ai → H2dDI (X, j!Z(d)). The
fiber product AI approximates the quotient of the tensor product
⊗
i∈I Ai by the
subgroup 〈⊗ai; ordi(ai) = 0 for at least 2 i’s〉.
There is another way to explain. We consider the case J = I. As in [D5]
(1.7.10), we should have a functor P (U) → P (N∗I ). Here N∗I = NI − ∪i∈INi is
the complement in the normal bundle NI of DI in X of the normal bundles Ni
DI in Di for i ∈ I. An element f in AI defines a section f¯ : DI → N∗I . Then
the pairing ( , f) : P (U) → P (DI) is the composition of the pull-back by f¯ with
P (U)→ P (N∗I ).
First we define the tame symbol for invertible modules. Let P (U) and P (DI) be
the Picard categories of invertible OU -modules and ODI -modules respectively and
A = AI be the abelian group defined above. We define a pairing
( , ) : P (U)×A→ P (DI)
as follows. Let E be an invertible OU -module and f ∈ A. We define an invertible
ODI -module (E , f) as follows. For an open subset S ⊂ X and a basis e of E on
U ∩S, (E , f) is generated by the symbol (e, f) on DI ∩S. For another basis e′ = ge
and g ∈ Γ(U ∩ S,O)×, we put
(g, f) = (−1)
∑
i ordig·ordfgordf
∏
i
f−ordigi |DI
∈ Γ(DI ∩ S,Gm) and we impose (e′, f) = (g, f)(e, f). It is easy to check that the
invertible sheaf (E , f) is well-defined and a pairing P (U)× A→ P (DI) is defined.
For an invertible OX -module EX extending E , there is a canonical isomorphism
(E , f)→ E⊗ordfX |DI defined by (e, f) 7→ e⊗ordf for a local basis e of EX .
Next we define a pairing for integrable connections of rank 1. Let k be a field of
characteristic 0 and X be a smooth scheme over k. Let D =
⋃
i∈I Di be a divisor
with simple normal crossings and U be the complement. Let P∇X (U) be the Picard
category of integrable connections (E ,∇ : E → E ⊗ Ω1U ) of rank 1 regular along D.
For a local basis e of an invertible OU -module E for an object (E ,∇) of P∇X (U),
let ∇ log e be the 1-form satisfying ∇e = e ⊗ ∇ log e. It has at most logarithmic
pole along D and its residue resi(∇ log e) ∈ ODi is defined for each i ∈ I. The
connection ∇ on E is determined by ∇ log e. Let J ⊂ I be a subset and write
T = DJ =
⋂
i∈J Di. Let DT =
⋃
i∈I−J (T ∩ Di) be a divisor with simple normal
crossings of T and write T ∗ = T −DT . We define a pairing
( , )T : P
∇
X (U)×AJ → P∇T (T ∗).
For an object (E ,∇) of P∇X (U) and f = (fi)i∈J ∈ A = AJ , we define a logarithmic
integrable connection ∇ : (E , f)→ (E , f)⊗Ω1T∗ on the invertible OT∗ -module (E , f)
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regular along DT as follows. For a basis e of E on S ∩U for an open subset S ⊂ X
as above, we put
∇ log(e, f) = ordf · ∇ log e−
∑
i∈J
resi(∇ log e) · d log fi.
The right hand side is a section of Ω1X(logD)|T on S ∩ T and is in Ker (
⊕
resi :
Ω1X(logD)|T →
⊕
i∈J OT ) = Ω1T (logDT ). It is easy to see that the connection
on (E , f) is well-defined and is regular along DT and that it defines a pairing
P∇X (U) × AJ → P∇T (T ∗). Let EX be an invertible OX -module extending E and
assume resi∇ ∈ Γ(Di, EndODi (EX |Di)) = Γ(Di,ODi) is in the image of a constant∇i ∈ Γ(X,OX) such that d(∇i) = 0 for i ∈ J . We define a logarithmic integrable
connection ∇∼ : E⊗ordfX → E⊗ordfX ⊗ Ω1X(logD′) where D′ =
⋃
i∈I−J Di by
∇∼ log(e⊗ordf ) = ordf · ∇ log e−
∑
i∈J
∇i · d log fi
for a local basis e of EX . It is easily seen to be well-defined and the tame symbol
((E , f),∇) is isomorphic to the restriction (E⊗ordfX ,∇∼)|T .
Finally we define a pairing
Pk0,F,X(U)× AJ → Pk0,F,T (T ∗).
Let k0 and F are subfields of C, let X be a smooth scheme over a finite extension
k of k0 and U be the complement of a divisor D with simple normal crossings as
in the last paragraph. We do not assume X is proper. Let Mk0,F,X(U) be the
category defined quite similary as Mk0,F (U) defined in Section 1 except that we
replace the condition that the connection (E ,∇) is regular along the boundary by
that it is regular along D. The rank 1 objects of Mk0,F,X(U) form a commutative
Picard category Pk0,F,X(U).
Let M = ((E ,∇), V, ρ) be an object of Pk0,F,X(U). For f = (fi)i∈J ∈ A =
AJ , we define the pairing (M, f) = (((E , f),∇), (V, f), (ρ, f)) which is an object
of Pk0,F,T (T
∗) as follows. The integrable connection ((E , f),∇) has been defined
above. We define a local system (V, f) of F -vector spaces on (T ∗)an as follows.
Let S ⊂ X be an open subset and v be a multivalued section of V on (U ∩ S)an.
We define a horizontal section (v, f) of (E , f)an on (T ∗ ∩ S)an well-defined up to a
multiplicative constant in the image of π1(U
an∩(Xan)i) in F× on (T∩S)an∩(Xan)i
for each connected component (Xan)i of X
an. Shrinking S, if necessary, we take
a basis e of E on S and let ϕ = ρ(v)/e be a (multivalued) analytic function on
(U ∩ S)an. We put
(−1)−ordf ·res∇ log ef res∇ log e
=exp
(∑
i∈J
resi(∇ log e) · (−ordf · π
√−1 + log fi)
)
and
(ϕ, f)∼ = (−1)−ordf ·res∇ log ef res∇ log e × ϕordf .
Here resi(∇ log e) is regarded as a locally constant function on San. They are well-
defined upto a multiplicative constant in the image of π1(U
an∩(Xan)i) in F× since
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exp(2π
√−1 · ∇i) is the inverse of the eigenvalue of the monodromy operater along
Dani . We show that the function (ϕ, f)
∼ is an invertible holomorphic function on
(S −⋃i∈I−J Di)an. Since ρ(v) is a horizontal section, we have ∇ log e = −d logϕ.
Hence the logarithmic differential
d log(ϕ, f)∼ =
∑
i∈J
resi(∇ log e) · d log fi + ordf · d logϕ
does not have pole along Di for i ∈ J and is holomorphic on (S −
⋃
i∈I−J Di)
an.
Therefore log(ϕ, f)∼ is a holomorphic function and (ϕ, f)∼ is invertible and holo-
morphic.
We define the tame symbol (ϕ, f) to be the restriction of (ϕ, f)∼ on (T ∗)an. It
is an analogue of the tame symbol (g, f) = ((−1)
∑
i ordig·ordfgordf
∏
i f
−ordig
i )|T∗
for a rational function g since d logϕ = −∇ log e and ordig = resid log g. We
define (v, f) = (ϕ, f)(e, f). It is easily seen to be independent of the choice of
a basis e. We define a local system (V, f) of F -vector spaces of rank 1 to be
that generated by (v, f). Since (v, f) is well-defined upto a multiplicative con-
stant in F× on each connected component, the local system (V, f) is well-defined.
The comparison (ρ, f) : (V, f) → (E , f)an is the natural inclusion. For an object
M = ((E ,∇), V, ρ) of Pk0,F,X(U), the tame symbol (M, f) is defined as the triple
(M, f) = (((E , f),∇), (V, f), (ρ, f)) in Pk0,F,T (T ∗), It is easy to check that the tame
symbol defines a pairing Pk0,F,X(U)× AJ → Pk0,F,T (T ∗).
If we take an invertible OX -module EX extending E , the definition of the tame
symbol is rephrased as follows. We put
(−1)−ordf ·∇f∇ =
∏
i∈J
(−1)−ordf ·∇if∇ii = exp(
∑
i∈J
∇i · (−ordf · π
√−1 + log fi))
where ∇i = resi(∇ : EX) ∈ EndODi (EX |Di) = Γ(Di,ODi) similarly as above. The
subsheaf
(V, f)∼ = (−1)−ordf ·∇f∇ρ(V )⊗ordf ⊂ Ean⊗ordf
is well-defined and is a local system of F -vector spaces on Uan of rank 1. Since
C ⊗F (V, f) is the sheaf Ker (∇∼)an of horizontal sections of (E⊗ordfX ,∇∼), it is
unramified along Di for i ∈ J and extended to a local system on (X−
⋃
i∈I−J Di)
an
also denoted by (V, f)∼. The isomorphism (E , f)→ E⊗ordfX induces an isomorphism
(V, f) to the restriction (V, f)∼|T∗ .
There is a variant of the tame symbol. Let α : Y → T be a morphism from a
smooth k-scheme Y . We assume that the reduced inverse image DY = (α
∗DT )red
is a divisor with simple normal crossing. We put Y ∗ = Y − DY . For i ∈ J , let
AY,i be the disjoint union ∐m∈Z{basis of Ni|⊗mY } with a structure of abelian group
defined by tensor product. We have an exact sequence
0→ Γ(Y,Gm)→ AY,i ordi→ Z.
Let AY,J be the fiber product
∏
i∈JZAY,i with respect to ordi : AY,i → Z. There is
a natural map α∗ : AJ → AY,J . Locally on Y , the group AY,J is the amalgamated
sum of AJ and Γ(Y,Gm)
J = Ker (ord : AY,J → Z) over Γ(X,Gm)J = Ker (ord :
AJ → Z).
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We define a pairing
( , )Y : Pk0,F,X(U)× AY,J → Pk0,F,Y (Y ∗)
also called the tame symbol as follows. The composition of α∗ and the pairing
( , )T defines a pairing
Pk0,F,X(U)× AJ → Pk0,F,Y (Y ∗).
For u = (ui)i ∈ Γ(Y,Gm)J and an object M = ((E ,∇), V, ρ) of Pk0,F,X(U), we
imitate the definition above as follows. For a basis e of E on an open subset
S ⊂ X , let (E , u) be the invertible OY -module generated by the symbol (e, u) on
α−1(S). For an invertible function g ∈ Γ(U ∩ S,Gm) and another basis e′ = ge,
we define the tame symbol (g, u) =
∏
i∈J u
−ordig
i and require (e
′, u) = (g, u)(e, u).
We define a connection ∇ on (E , u) by ∇ log(e, u) = −∑i∈J α∗(resi∇)u−1i dui. We
define a local system (V, u) of F -vector spaces to be that generated by (v, u) =∏
i∈J u
resi∇
i · (e, u) ⊂ (E , u)an where uresi∇i = exp(resi∇ · log ui). The comparison
is the inclusion. Then we see that a pairing
Pk0,F,X(U)× Γ(Y,Gm)J → Pk0,F,Y (Y ∗)
(M, u) 7→ (((E , u),∇), (V, u), (ρ, u)) is well-defined. Since these pairings coincide
on Γ(X,Gm)
J , they induce a pairing
( , )Y : Pk0,F,X(U)× AY,J → Pk0,F,Y (Y ∗)
by Corollary of Lemma 3.1.
We define the norm. Let X and Y be smooth schemes over k and D and E be
divisors with simple normal crossings of X and Y respectively. Let α : X → Y
be a finite flat morphism such that the reduced inverse image (α∗E)red = D and
α : U → W is finite etale on U = X − D and W = Y − E. Then we define the
norm functor
NX/Y : Pk0,F,X(U)→ Pk0,F,Y (W )
of the commutative Picard categories. Let M = ((E ,∇), V, ρ) be an object of
Pk0,F,X(U). The invertible OW -module N(E) is given in [D7] 7.1. For a basis e of
E on the inverse image α−1(S) of an open subset S ⊂ U , the invertible OY -module
N(E) is generated by the symbol N(e) on S. For another local basis e′ = ge, we
require N(e′) = NX/Y (g)N(e). We define a connection ∇ on N(E) by ∇ logNe =
TrX/Y∇ log e. It is clear that (N(E),∇) is regular along E. The local system N(V )
is defined similarly. For a basis v of V on the inverse image α−1(S) of an open
subset S ⊂ Uan, the local system N(V ) is locally generated by the symbol N(v)
on S. For another local basis v′ = gv, we impose N(v′) = NX/Y (g)N(v). The
comparison map N(ρ) is defined by N(ρ)N(v) = NX/Y (ϕ)N(e) for an analytic
function ϕ such that ρ(v) = ϕe. It is easily checked that the norm is an additive
functor.
We study a compatibility of the tame symbol and the norm. Let α : X → Y be
a flat morphism of smooth k-schemes and D = ∪i∈IDi and E = ∪i∈I′Ei be divisors
with simple normal crossings of X and Y respectively. Assume that D = (α∗E)red
and (α∗Ei)red is smooth for i ∈ I ′ and α|U is smooth. Let α∗ : I → I ′ be the map
defined by the condition α(Di) ⊂ Eα∗(i). For J ⊂ I such that α∗|J is injective, we
put J ′ = α(J), X∗J = X − ∪i∈I−J,α(i)∈J ′Di and define a map α∗ : AY,J ′ → AX∗J ,J
as follows. For i ∈ J , let mi be the coefficient of Di in α∗Eα∗(i), m =
∏
i∈J mi and
mˇi = m ·m−1i . We define a map α∗ : AY,J ′ → AX∗J ,J by (fi′)i′∈J ′ 7→ (α∗f mˇiα∗(i))i∈J .
It is well-defined and induces the multiplication by m on the quotient Z.
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Lemma 3.2. Assume α : X → Y is finite flat. Let J ′ ⊂ I ′ and α∗J ′ = {J ∈
I;α|J maps J bijectively to J ′}. Then there is an isomorphism between the follow-
ing two pairings Pk0,F,X(U)× AY,J ′ → Pk0,F,EJ′ (E∗J ′) :
Pk0,F,X(U)×AY,J ′ id×α
∗
−−−−→Pk0,F,X(U)×
∏
J∈α∗J ′
AX∗J ,J
( , )J−−−→
∏
J∈α∗J ′
Pk0,F,DJ (D
∗
J ) −−−−−−−−→⊗
J NDJ/EJ′
Pk0,F,EJ′ (E
∗
J ′),
Pk0,F,X(U)×AY,J ′
NX/Y ×id−−−−−−→ Pk0,F,Y (W )× AY,J ′ −→ Pk0,F,EJ′ (E∗J ′).
Proof. For f ∈ AY,J ′ and an object M = ((E ,∇), V, ρ) of Pk0,F,X(U), we define an
isomorphism
(NX/YM, f)Y ≃
⊗
J∈α∗J ′
NDJ/EJ′ (M, α∗f).
We define an isomorphism of invertible OEJ′ -modules
β : (NX/Y E , f)Y ≃
⊗
J∈α∗J ′
NDJ/EJ′ (E , α∗f)
by (Ne, f) 7→ ⊗JN(e, α∗f) on S ∩ EJ ′ for a basis e of E on α−1(S) ∩ U for an
open subset S ⊂ Y . We show that it is well-defined, that it preserves the inte-
grable connections and that the induced map βan maps the subsheaf (NX/Y V, f)
onto ⊗J∈α∗J ′NDJ/EJ′ (V, α∗f). This will prove that β induces an isomorphism
(NX/YM, f)Y ≃
⊗
J∈α∗J ′ NDJ/EJ′ (M, α∗f). It is sufficient to check projection
formulae
(NX/Y g, f) =
∏
J∈α∗J ′
NDJ/EJ′ (g, α
∗f)
∇ log(NX/Y e, f) =
∑
J∈α∗J ′
∇ logNDJ/EJ′ (e, α∗f)
(NXan/Y anϕ, f) =
∏
J∈α∗J ′
NDanJ /EanJ′
(ϕ, α∗f)
for g ∈ Γ(U ∩S,Gm), for a basis e of E on U ∩α−1(S) as above and for a basis v of
V and the analytic function ϕ = ρ(v)/e on (U ∩α−1(S))an respectively. Since it is
checked etale locally, we may assume that X = Y [π′j ,j∈J ′ ]/(π
′mi
i −πi) for some mi,
that I = J = I ′ = J ′ and that DI ≃ EI . We put ui = fiπ−ordfi ∈ Γ(X,Gm), v =
g
∏
i π
′−ordig
i ∈ Γ(Y,Gm), an invertible holomorphic function ψ = ϕ
∏
i π
′resi∇ log e
i ,
and the regular 1-form ω = ∇ log e−∑i resi∇ log e · d log π′i. Using
Ng = (−1)m
∑
i ordigNv
∏
i
(−πi)mˇiordig
with N(v)|EI = (v|DI )m,
∇ logNe = Tr ∇ log e = Tr ω +
∑
i
mˇi resi∇ log e · d log πi
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with Tr ω|EI = m · ω|DI ,
Nϕ = (−1)−m
∑
i resi∇ log eNψ
∏
i
(−πi)−mˇiresi∇ log e
with Nψ|EI = (ψ|DI )m and the definition α∗f = (α∗f mˇii )i∈J , we obtain
(Ng, f) = (g, α∗f)
=(−1)m·ordf
∑
i ordig(v|DI )m·ordf
∏
i
ui|−mˇi·ordigEI ,
∇ log(Ne, f) = ∇ log(e, α∗f)
=m · ordf · ω|DI −
∑
i
resi(∇ log e) · mˇi dui
ui
|EI ,
(Nϕ, f) = (ϕ, α∗f)
=(−1)m·ordf
∑
i resi(∇ log e)(ψ|DI )m·ordf
∏
i
(ui|EI )−mˇi·resi(∇ log e).
Thus an isomorphism
(NX/YM, f)Y ≃
⊗
J∈α∗J ′
NDJ/EJ′ (M, α∗f)
is defined. It is easy to check that it defines an isomorphism of pairings.
Corollary. Assume further that dimX = 1 and E = {y}. Then there is an
isomorphism between the following two pairings Pk0,F,X(U)× k(Y )× → Pk0,F (y)
Pk0,F,X(U)× k(Y )× id×∂x◦α
∗
−−−−−−→Pk0,F,X(U)×
∏
x∈D
Ax
(( , )x)x−−−−−→
∏
x∈D
Pk0,F (x)
⊗
xNx/y−−−−−−→ Pk0,F (y)
Pk0,F,X(U)× k(Y )×
NX/Y ×∂y−−−−−−→ Pk0,F,Y (W )× Ay
( , )y−−−→ Pk0,F (y).
Now we define the pairing. For a closed point x ∈ X0, We put Ix = {i ∈ I; x ∈
Di}. Since the abelian group Ax in the last section is the same as Ax,Ix defined
above for the inclusion {x} → DIx , we have defined a pairing
( , )x : Pk0,F,X(U)× Ax → Pk0,F (x)
By compositing with the norm Nx/k : Pk0,F (x)→ Pk0,F (k), we obtain a pairing
( , )X =
⊗
x∈X0
Nx/k ◦ ( , )x : Pk0,F,X(U)×
⊕
x∈X0
Ax → Pk0,F (k).
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Proposition 2. Assume further that X is projective and n = dimX. Then there
exists a pairing
( , )X : Pk0,F,X(U)×CHn(X mod D)→ Pk0,F (k)
inducing the pairing ( , )X above by
⊕
x∈X0 Ax → CHn(X mod D). It induces a
pairing ( , )X : MPick0,F,X(U) × CHn(X mod D) → MPick0,F (k) on the class
groups.
Proof. The second assertion follows from the adelic presentation, Proposition 1
CHn(X mod D) = Coker (
⊕
y∈X1
By →
⊕
x∈X0
Ax).
By Lemma 3.1, it is enough to define a trivialization of the pairing ( , ∂ )X :
Pk0,F,X(U)×By → Pk0,F (k) : (M, f) 7→
⊗
x∈{y}Nx/k(M, ∂x,yf)x for y ∈ X1.
First we consider the de Rham component. Let P (U) be the commutative Picard
category of invertible OU -modules and P (k) be that of invertible k-vector spaces.
We define a trivialization of the pairing ( , ∂ )X : P (U)×By → P (k). We recall that
for an invertible OU -module E and f ∈ Ax for x ∈ X0, the invertible κ(x)-vector
space (E , f)x is generated by the symbol (e, f) for a local basis e of E on Xx ∩ U .
For another basis e′ = ge and g ∈ Γ(Xx ∩ U,Gm), we have (e′, f) = (g, f)(e, f)
where
(g, f) = (−1)ordxf ·
∑
i∈Ix
ordig g¯⊗ordxf ⊗
⊗
i∈Ix
f−ordigi
and g¯ is the basis of the invertible sheaf O(−div g) defined by g at x.
For an invertible OU -module E and for f ∈ By, y ∈ X1, we define a trivialization
k → (E , ∂f) =
⊗
x∈X0
Nx/k(E , ∂x,yf)x
as follows. Let Y be the closure of {y} and Σ = {x ∈ Y ; ∂x,yf 6= 0, x ∈ Di for some
i /∈ Iy, or f¯ is not invertible at x} be a finite closed subset of Y , where f¯ is the
image of f by By → κ(y)×. Let XΣ be the semi-localization of X at Σ. It is the
spectrum of a semi-local ring since the finite set Σ is contained in an affine open
subset of X . The restriction of E on XΣ ∩ U is free of rank 1. We define the
trivialization by
1 7→ (e, ∂f)X :=
∏
x∈Y−Σ
Nx/kf¯(x)
−ordx(e) ×
⊗
x∈Σ
Nx/k(e, ∂x,yf)x
for a basis e of E on XΣ ∩U if Σ 6= ∅ and by the identity if Σ = ∅. Here for a basis
e of XΣ ∩ U , let an invertible OY -module EY (e) be the restriction of an invertible
OX -module extending E on U and O · e on XΣ. It is uniquely determined if Σ 6= ∅
and e defines a non-zero rational section of EY (e). We write ordx(e) its order at a
closed point x ∈ Y .
We show (e, ∂f)X is independent of the choice of a basis e and the trivialization is
well-defined. For g ∈ Γ(XΣ∩U,Gm), let g¯ be the section of OY (−
∑
i∈Iy ordig ·Di),
Σg = {x ∈ Y ; g¯ is not a basis} and ordx(g¯) be its order at x ∈ Y . We put
(g, ∂f)x =
{
(g, ∂x,yf)x x /∈ Σg
f¯(x)−ordxg¯ x ∈ Σg
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∈ κ(x)× for x ∈ Y and (g, ∂f)X =
∏
x∈Y Nx/k(g, ∂f)x ∈ k×. Since (ge, ∂f) =
(g, ∂f)(e, ∂f), it is enough to prove (g, ∂f)X = 1.
Let π = (πi)i∈Iy be a family of bases of OY (−Di) on a neighbourhood of Σ∐Σg.
We take a lift of πi to a basis of OXΣ(−Di) and write it also πi. Let {π, f¯} ∈ By be
the image of π⊗ f¯ ∈ Ay ⊗ κ(y)×. Since Σ for {π, f¯} and for f −{π, f¯} are disjoint
with Σg, it is sufficient to show (g, ∂{π, f¯})X = (g, ∂(f − {π, f¯}))X = 1. In other
word, in the proof of (g, ∂f)X = 1, we may assume one of the conditions
(1) f¯ = 1.
(2) f = {π, f¯} where π = (πi)i∈Iy as above.
In case (1), we have f = (fi)i ∈
⊕
i∈Iy K2(y) ⊂ By, (∂x,yf)x = (∂xfi)i ∈⊕
i∈Iy κ(x)
× ⊂ Ax and (g, ∂x,yf)x =
∏
i∈Iy (∂xfi)
−ordig. Hence
∏
x∈Y
Nx/k(g, ∂f)x =
∏
i∈Iy
(
∏
x∈Y
∂xfi)
−ordig = 1
as required by the reciprocity law for K2(y).
We consider the case (2). Let
(g, π) = (−1)
∑
i∈Iy
ordig g¯ ⊗
⊗
i
π⊗−ordigi ∈ κ(y)×
be a rational function on Y . We show that (g, ∂{π, f¯})x = ((g, π), f¯)x. It implies
(g, ∂{π, f¯})X = 1 by the reciprocity law
∏
x∈Y Nx/k((g, π), f¯)x = 1. For a closed
point x˜ of the normalization Y˜ of Y , we put
(g, ∂f)x˜ =
{
(g, ∂x˜,yf)x˜ x˜ 7→ x /∈ Σg
f¯(x)−ordx˜g¯ x ∈ Σg
∈ κ(x˜)× similarly as before. Since (g, ∂f)x =
∏
x˜7→xNx˜/x(g, ∂f)x˜, it is enough
to show (g, ∂{π, f¯})x˜ = ((g, π), f¯)x˜ for x˜ 7→ x ∈ Y . We extend π = (πi)i∈Iy to
π˜ = (πi)i∈Ix where πi is a basis of OX(−Di) at x. Then by the explicit computation
of ∂x˜,y given in section 2, we have
∂x˜,y{π, f¯} = π˜ordx˜f × ((−1)ordx˜f (πi, f)−1x˜ )i∈Ix−Iy
where π˜ also denotes the element of Ax˜ defined by π˜. By putting u =
(−1)
∑
i∈Iy
ordigg ·∏i∈Ix π−ordigi ∈ O×X,x, the left hand side (g, ∂{π, f¯})x˜ is
(
(−1)
∑
i∈Ix
ordigg ·
∏
i∈Ix
π−ordigi
)ordx˜f
×
∏
i∈Ix−Iy
((−1)ordx˜f (πi, f)−1x˜ )−ordig
= uordx˜f ·
∏
i∈Ix−Iy
(πi, f)
ordig
x˜ .
By (g, π) = (−1)
∑
i∈Iy
ordigg
∏
i∈Iy π
−ordig
i = u·
∏
i∈Ix−Iy π
ordig
i , the right hand side
is the same and the equality (g, ∂{π, f¯})x˜ = ((g, π), f¯)x˜ is proved. Thus the equality
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(g, ∂f)X = 1 is proved in general and hence the isomorphism k → (E , ∂f)X is well-
defined. We call it the canonical isomorphism. It is easy to check that the canonical
isomorphisms define an isomorphism of pairings 1→ ( , ∂ )X : P (U)×By → P (k).
We consider Pk0,F,X(U). We define for y ∈ X1 and f ∈ By, an isomorphism of
the additive functors
1→ ( , ∂f)X : Pk0,F,X(U)→ Pk0,F (k)
whose de Rham component is the canonical isomorphism defined above. We show
that they define an isomorphism of the pairings
1→ ( , ∂ )X : Pk0,F,X(U)×By → Pk0,F (k).
The isomorphisms of functors ( , ∂f)⊗( , ∂f ′)→ (∂ff ′) is defined as the composite
( , ∂f)⊗ ( , ∂f ′)← 1⊗ 1→ 1→ (∂ff ′). The compatibilities in Lemma 3.1.1 follow
from those of the de Rham component since the forgetful functor Pk0,F (k)→ P (k)
is faithful. We define the isomorphism 1→ ( , ∂f)X first for curves and then reduce
the general case to it.
Assume X is a curve. We may assume X is integral and y is the generic point of
X . The group By is then the function field κ(y)
×. First we consider the case where
a function f ∈ κ(y)× is constant. By considering the norm, we may assume that the
constant field of X is k. We take a branch of the logarithm log f ∈ C(1)Homk0(k,C)
of f ∈ k×. Let M = ((E ,∇), V, ρ) be an object of Pk0,F (U). Let e be a non-zero
rational section of E . For x ∈ D, let ∇x = resx∇ log e ∈ κ(x) and [f∇x ] be the
object (κ(x), F, multiplication by f∇x) of Pk0,F (x) where f
∇x = exp(∇x · log f) ∈
(κ(x) ⊗k0 C)×). Note that ∂x,yf 6= 0 if and only if x ∈ D and then ∂x,yf = f ∈
κ(x)× ⊂ Ax. For x ∈ D, the isomorphism κ(x) → (E , ∂x,yf) : 1 7→ (e, ∂x,yf)
induces an isomorphism [f∇x ] → (M, ∂x,yf) in Pk0,F (x). By taking the tensor
product of the norms, we obtain the isomorphism [f
∑
x∈D Trx/k∇x ]→ (M, ∂f) whose
de Rham component is 1 → ⊗x∈DNx/k(e, ∂x,yf). We have ∑x∈D Trx/k∇x =
−∑x/∈D[κ(x) : k]ordxe by the residue formula ∑x∈X Trx/kresx∇ log e = 0 and by
ordxe = resx∇ log e for x /∈ D. Therefore the canonical isomorphism k → (E , ∂f)
defined previously induces an isomorphism 1 7→ (M, ∂f) in Pk0,F (k) also called
canonical. It is easy to see that the canonical isomorphisms define an isomorphism
1→ ( , ∂f)X : Pk0,F,X(U)→ Pk0,F (k) of the additive functors.
We assume that a function f ∈ κ(y)× is not constant. It defines a finite flat
morphism α : X → Y = P1k. By shrinking U if necessary, we may assume that
U = α∗α(U) and α|U is etale. We put E = P1k − α(U) and t be the coordinate of
P1k. Then by Lemma 3.2, there is a canonical isomorphism
( , ∂f)X ≃ ( , ∂t)Y ◦NX/Y
of additive functors Pk0,F,X(U) → Pk0,F (k). Since the canonical isomorphism
(E , f)X → (N(E), t)Y sends (e, f) to (N(e), t), we are reduced to the case X = P1k
and f = t is the coordinate.
Now we assume X = P1k and f = t is the coordinate and define an isomorphism
of functors
( , ∂t)X ≃ 1 : Pk0,F,X(U)→ Pk0,F (k)
of the commutative Picard categories. Let M = ((E ,∇), V, ρ) be an object of
Pk0,F,X(U). By shrinking U if necessary, we may assume 0,∞ ∈ D and we
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may take a basis e of E on U . We identify k = (E , ∂t)X by the canonical map
1 7→ ⊗x∈DNx/k(e, ∂xt). It is enough to show that the local system (V, ∂t)X ⊂
(E , ∂t)anX = C of F -vector spaces coincides with F ⊂ C on kan. Since it suffices to
show it for each embedding k → C over k0, we may assume k = C.
We take a simply connected path γ connecting 0 to∞ which does not pass other
points in D. Let |γ| denote the underlying set and put |γ|∗ = |γ| − {0,∞}. We
take a small tubular neighborhood T of |γ|∗. There are 2 connected component T+
and T− of T −|γ|∗. We assume that a small circle around 0 with positive direction
cuts γ from T− to T+. We take a branch log t of the logarithm of the coordinate t
on the simply connected region P1C − |γ|. Let log+ t and log− t = log+ t + 2π
√−1
be the branch of the logarithm on |γ|∗ continuous on |γ|∗ ∪ T+ and |γ|∗ ∪ T−
respectively. Take a basis v of the F -vector space V (|γ|∗) of dimension 1. We
define a basis (v, ∂xt) of (V, ∂xt) for x ∈ D. For x 6= 0,∞, let (v, t) = t∇x be the
section exp(∇x · log t) of (V, t)∼ = OanX and (v, ∂xt) be its fiber at x. For x = 0,
let (v, t) = (−1)−∇0t∇0v be the section exp(∇0(−π
√−1+ log− t)) · v of (V, t)∼||γ|∗
and (v, ∂0t) be its fiber at 0. Similarly for x =∞, let (v, t) = (−1)∇∞t∇∞v⊗−1 be
the section exp(∇∞(π
√−1 + log+ t)) · v⊗−1 of (V, t)∼||γ|∗ and (v, ∂∞t) be its fiber
at ∞.
It is enough to show that ∏
x∈D
(ρ,∂xt)(v, ∂xt)
(e, ∂xt)
= 1.
We compute each term for x ∈ D. For x 6= 0,∞, it is t(x)∇x = exp(∇x log t(x)).
Here log is the branch chosen above and ∇x = resx(∇ log e). We take a base point
b on |γ|∗. Then for x = 0 and ∞ they are
exp
(
∇0(−π
√−1 + log− t(b)) +
∫ 0
b
(∇0d log t−∇ log e)
)
× ρ(v)(b)
e(b)
exp
(
∇∞(π
√−1 + log+ t(b)) +
∫ ∞
b
(∇∞d log t+∇ log e)
)
× (ρ(v)(b)
e(b)
)−1.
Therefore it is sufficient to show
∇0(π
√−1 + log+ t(b)) +
∫ 0
b
(∇0d log t−∇ log e)
+∇∞(π
√−1 + log+ t(b)) +
∫ ∞
b
(∇∞d log t+∇ log e)
+
∑
x∈D, 6=0,∞
∇x · log t(x) = 0.
For x ∈ D, 6= 0,∞, let γx be a small circle with positive direction around x. For
x = 0, let γ0 be a loop starting at b, going along γ in T
+, turning around 0 in
the positive direction and going back to b along γ in T−. Similarly for x =∞, let
γ∞ be a loop starting at b, going along γ in T−, turning around ∞ in the positive
direction and going back to b along γ in T+. Then by Cauchy’s integral theorem,
the sum of the integral of the holomorphic 1-form∑
x∈D
(
1
2π
√−1
∫
γx
log t∇ log e
)
= 0.
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Hence it is enough to show that the integrals are equal to the corresponding terms
in the equality above. For x ∈ D, 6= 0,∞, it is the theorem of residue. For 0 and
∞, we have
1
2π
√−1
∫
γ0
log td log t = − 1
2π
√−1
∫
γ∞
log td log t = log+ t(b) + π
√−1
Since ∇ log e−∇0d log t is holomorphic at 0, we have
1
2π
√−1
∫
γ0
log t(∇ log e−∇0d log t) =
∫ 0
b
∇0d log t−∇ log e.
Similarly for ∞, we have
1
2π
√−1
∫
γ∞
log t(∇ log e+∇∞d log t) =
∫ ∞
b
∇ log e+∇0d log t.
Thus Proposition 2 is proved for X = P1k and hence for curves.
We prove Proposition 2 for higher dimension. We define an isomorphism 1 →
( , ∂f)X : Pk0,F,X(U) → Pk0,F (k) for f ∈ By and y ∈ X1. First we consider the
case f ∈⊕i∈Iy K2(y) = Ker (By → κ(y)×). Let Di be an irreducible component
of D and ki be the constant field of Di. We define a pairing
( , )i : Pk0,F,X(U)× k×i → Pk0,F (ki)
as follows. For an invertibleOU -module E and u ∈ k×i , let (E , u) be the invertible ki-
vector space generated by the symbol (e, u) for a non-zero rational section e of E . For
another section e′ = ge, we impose (e′, u) = (g, u)(e, u) where (g, u) = u−ordig ∈ k×i .
For an object M = ((E ,∇), V, ρ) of Pk0,F,X(U), we define the local system of F -
vector space (V, u) on Spec kani to be that generated by (v, u) = u
resi∇ log e(e, u)
and the comparison (ρ, u) to be the natural inclusion to (E , u)an. It is easy to see
that they define a pairing as above.
For x ∈ X0, the restriction of the pairing Nx/k ◦ ( , )x : Pk0,F,X(U) × Ax →
Pk0,F (k) to the i-component κ(x)
× ⊂ Ax is identified with the pairing Nki/k ◦
( , Nx/ki( ))i for i ∈ Ix. On
⊕
i∈Iy K2(y) = Ker (By → κ(y)×), the map ∂x,y :
By → Ax is the direct sum of the tame symbol ∂x : K2(y) → κ(x)×. Hence the
restriction of the pairing ( , ∂f)X : Pk0,F,X(U)×By → Pk0,F (k) to the i-component
K2(y) ⊂ By for i ∈ Iy is identified with the pairing Nki/k ◦ ( ,
∏
x∈Y Nx/ki(∂x ))i
where Y is the closure of {y}. Hence by the reciprocity law 1 =∏x∈Y Nx/ki(∂x ) :
K2(y)→ k×i , a trivialization of the restriction of the pairing ( , ∂ )X to Ker (By →
κ(y)×) is defined. It is easy to see that the de Rham component is the canonical
one.
We prove the general case by reducing to a curve. The assertion has been proved
for an element in the kernel of By → κ(y)×. Hence it is sufficient to show that,
for f ∈ κ(y)×, there exist an element f˜ ∈ By lifting f and a trivialization of the
functor 1 → ( , ∂f˜)X whose de Rham component is the canonical one. Let Y be
the closure of {y} for a point y ∈ X1. Let π = (πi)i∈Iy be a family of bases πi of
OY (−Di)|W on a dense open subset W ⊂ Y . The element π ∈ Ay defined by π has
ordyπ = 1 and the image of f˜ = {π, f} ∈ By in κ(y)× is f . The tame symbol ( , π)
defines an additive functor
Pk0,F,X(U)→ Pk0,F,W˜ (W˜ ∗)
where W˜ is the inverse image of W in the normalization Y˜ of Y and W˜ ∗ is the
inverse image of W −⋃i/∈Iy Di.
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Claim. 1. For a closed point x˜ ∈ W˜ , there is an isomorphism of additive functors
( , ∂x˜f˜)x˜ → (( , π), f)x˜ : Pk0,F,X(U)→ Pk0,F (x˜)
whose de Rham component is defined by (e, ∂x˜,y{π, f}) 7→ ((e, π), f) for a basis e
of E on the intersection of U with a neighborhood of x. The first functor is defined
by the pairing ( , )x˜ : Pk0,F,X(U) × Ax˜ → Pk0,F (x˜) and the second is defined by
( , ) : Pk0,F,W˜ (W˜
∗)× Ax˜,Y˜ → Pk0,F (x˜).
2. Let x ∈ Y −W . Assume that Y is regular at x and that x /∈ Di for i /∈ Iy.
Then the image of the functor ( , π) is in Pk0,F,W˜∪{x}(W˜
∗). Further assume that f
is invertible at x. Then there is an isomorphism of additive functors
( , ∂x˜f˜)x˜ → (( , π), f)x˜ : Pk0,F,X(U)→ Pk0,F (x˜)
whose de Rham component is defined in the same way as in 1.
We complete the proof of Proposition 2 admitting Claim. For f ∈ κ(y)×, we may
take a family π = (πi)i∈Iy of bases πi of OY (−Di)|W on an open subset W ⊂ Y
containing the singular points of Y , the intersection Di∩Y for i /∈ Iy and the zeroes
and poles of f . Then by the first assertion of Claim 2, the tame symbol ( , π) is
a functor Pk0,F,X(U)→ Pk0,F,Y˜ (W˜ ∗). Further the isomorphisms in Claim 1 and 2
induce an isomorphism of functors
( , ∂f˜)X → (( , π), f)Y˜ : Pk0,F,X(U)→ Pk0,F (k).
Since we have defined the trivialization of the second functor for a curve Y˜ , we
obtain a trivialization of the first functor ( , ∂f˜)X . Its de Rham component is the
canonical one and hence the assertion is proved for f˜ . Thus Claim completes the
proof of Proposition 2.
Proof of Claim. 1. LetM = ((E ,∇), V, ρ) be an object of Pk0,F,X(U). It is sufficient
to show that the isomorphism (E , ∂x˜f˜)x˜ → ((E , π), f)x˜ of the de Rham component
maps the F -vector space (V, ∂x˜f˜)x˜ → ((V, π), f)x˜. Take bases e of E and v of V in
the intersection of U with a neighborhood of x and let ϕ = ρ(v)/e be an analytic
function. It is enough to show that
(ϕ, ∂x˜f˜)x˜ = ((ϕ, π), f)x˜
modulo F×. Extend the family π = (πi)i∈Iy to the family π˜ = (πi)i∈Ix of bases of
OXΣ(−Di) at x as before. By the explicit computation
∂x˜,y{π, f¯} = π˜ordx˜f × ((−1)ordx˜f (πi, f)−1x˜ )i∈Ix−Iy ,
the left hand side is
((−1)−
∑
i∈Ix
resi∇ log eϕ ·
∏
i∈Ix
πresi∇ log ei )
ordx˜f ·
∏
i∈Ix−Iy
((−1)ordx˜f (πi, f)−1x˜ )resi∇ log e.
By resx˜∇ log(e, π) =
∑
i∈Ix−Iy mi · resi∇ log e where mi = ordx˜πi for i ∈ Ix − Iy,
the right hand side is
(−1)−
∑
i∈Ix−Iy
miresi∇ log e·ordx˜f ×

(−1)−∑ i∈Iy resi∇ log eϕ · ∏
i∈Iy
πresi∇ log ei


ordx˜f
×f
∑
i∈Ix−Iy
miresi∇ log e.
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Cancelling the functors of ϕ and i ∈ Iy, the equality follows from the definition of
the tame symbol πordx˜fi (πi, f)
−1
x˜ = (−1)−miordx˜ffmi for i ∈ Ix − Iy.
2. Let π′ = (π′i)i∈Iy be a family of bases of OY (−Di) at x and put ui = πi/π′i ∈
κ(y)×. By the definition of the tame symbol, we have
∇ log(e, π) = ∇ log(e, π′)−
∑
i∈Iy
resi(∇ log e) · d log ui
for a basis e of E on the intersection of U with a neighborhood of x. Since∇ log(e, π′)
is regular at x and d log ui has at most logarithmic pole at x, the first assertion is
proved.
To show the second assertion, by the same argument as in 1, it is enough to show
(ϕ, ∂xf˜)x = ((ϕ, π), f)x
for ϕ = ρ(v)/e as above. By ∂x,yf = π
′ordxf×({ui, f}x)i = (f(x)−ordxπi)i ∈ Ax, the
left hand side is f(x)−
∑
i ordxπi·resi(∇ log e) = exp(
∑
i−ordxπi·resi(∇ log e) log f(x)).
By resx∇ log(e, π) = −
∑
i∈Iy resi(∇ log e) · resxd log ui = −
∑
i∈Iy resi(∇ log e) ·
ordxπi, the right hand side is the same. Thus Claim 2 and hence Proposition 2 is
proved.
4. Main results.
Let k0 and F be subfields of C and U be a smooth separated scheme over a
finite extension k of k0. Let X be a proper smooth scheme over k including U as
the complement of a divisor D with simple normal crossings. For an object M of
Mk0,F (U), the determinant of the cohomology detΓRΓc(U,M) is defined in section
1. Let (detM, cXmodD) denote an object of Pk0,F (k) whose class is the pairing
([detM], cXmodD) defined in section 3 where cXmodD is the relative canonical class
defined in previous section 2.
Theorem 1. Assume X is projective. Then for an object M of Mk0,F (U), there
exists an isomorphism
det ΓRΓc(U,M)⊗ det ΓRΓc(U, 1)⊗−rank M ≃ (detM, cXmodD)
in Pk0,F (k). In other word, we have an equality
perc(M) · perc(1)−rank M = Γ(∇ :M)−1 × ([detM], cXmodD)
in MPick0,F (k) = k
×\(k ⊗k0 C)×/(F×)Homk0 (k,C).
Corollary. Under the same assumption, we have an equality
per(M) · per(1)−rank M = Γ(−∇ :M)×[(detM, cXmodD)]
∈ k×\(k ⊗k0 C)×/(F×)Homk0 (k,C).
Proof of Corollary. By Theorem 1 for the dual M∗ and by Lemma 1.7, we have
per(M) · per(1)−rank M = Γ(∇ :M∗)× [(detM∗, cXmodD)]−1. Since Γ(∇ :M∗) =
Γ(−∇ :M) and detM∗ = (detM)⊗−1, Corollary follows.
When dimX ≤ 1, we have more precise results.
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Lemma 4.1. Assume dimX = 0. Then the canonical isomorphism
det Γ(X, E)⊗ det Γ(X,OX)⊗−rank M ≃ NX/k(det E)
induces an isomorphism
det Γ(X,M)⊗ det Γ(X, 1)⊗−rank M ≃ NX/k(detM)
in Pk0,F (k).
Assume dimX = 1. We define an object (detM, cXmodD) not only as an isomor-
phism class. For a reduced divisorD ⊂ X , letPic(X,D) be the commutative Picard
category of invertible OX -modules E with a partial trivialization E|D → OD. There
is an equivalence CH1(X,D) → Pic(X,D). For an object f = (fx)x ∈
⊕
xAx of
CH1(X,D), its image is the invertible OX -module E = OX(
∑
x ordxf · [x]) with
the trivialization ⊗fx : E(x) → κ(x) for x ∈ D. Hence the pairings P (U) ×
CH1(X,D)→ P (k) and Pk0,F,X(U)×CH1(X,D)→ Pk0,F (k) defined in section 3
induce pairings P (U)×Pic(X,D)→ P (k) and Pk0,F,X(U)×Pic(X,D)→ Pk0,F (k)
respectively. In [D ](6.1), a pairing P (X) × Pic(X) → P (k) attaching an invert-
ible k-vector space (L,M) to a pair of invertible OX -module L,M is defined.
There is a canonical isomorphism of two pairings P (X) × Pic(X,D) → P (k)
where one is induced by P (U) × Pic(X,D) → P (k) and the other is induced
by P (X)×Pic(X)→ P (k). We define the additive functor ( , cXmodD) to be the
pairing with the dual object of (Ω1X(logD), res) of Pic(X,D).
For an integrable connection (E ,∇) of rank r on U regular along D, we define a
canonical isomorphism
det ΓRΓc(U,DR(E))⊗ det ΓRΓc(U,DR(OU ))⊗−r ≃ (det E , cXmodD).
Take an extension (EX ,∇) of (E ,∇). By the isomorphism of the pairings above, we
identify (det E , cXmodD) = (det EX(−rD),Ω1X(logD)⊗−1). We define a canonical
isomorphism
detRΓ(X,DR(EX))⊗ detRΓ(X,DR(OX(−D)))⊗−r
≃(det EX(−rD),Ω1X(logD)⊗−1)
Here DR(OX(−D)) = [OX(−D) d→ OX(−D)⊗Ω1X (logD)]. In the notation of [D7]
, the left hand side is
detRΓ(X, ([EX]− r[OX(−D)])⊗ ([OX ]− [Ω1X(logD)])).
Therefore by Deligne-Riemann-Roch (Construction 7.2 loc.cit.), it is canonically
isomorphic to (det EX(−rD),Ω1X(logD)⊗−1). By the following Lemma, the iso-
morphisms for small extensions EX define an isomorphism det ΓRΓc(U,DR(E))⊗
det ΓRΓc(U,DR(OU ))⊗−r ≃ (det E , cXmodD). We write λ(EX) =
detRΓ(X,DR(EX)) for short.
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Lemma 4.2. Let E ′X ⊂ EX be extensions. Assume the canonical map DR(E ′X)→
DR(EX) is a quasi-isomorphism. Then the diagram
λ(E ′X)⊗ λ(OX(−D))⊗−r −−−−→ λ(EX)⊗ λ(OX(−D))⊗−ry y
(det E ′X(−rD),Ω1X(logD)⊗−1) −−−−→ (det EX(−rD),Ω1X(logD)⊗−1)
is commutative. Here the upper horizontal map is det(res∇; EX/E ′X)-times the iso-
morphism induced by the quasi-isomorphism DR(E ′X) → DR(EX) and the lower
one is defined by the isomorphism E ′X |U = EX |U . The vertical arrows are defined
by Deligne-Riemann-Roch.
Proof. By induction on the length of EX/E ′X , we may assume F = EX/E ′X is an
κ(x)-vector space for some x ∈ D and det(∇ : EX/E ′X) = Nx/k(det(resx∇ : F)).
By definition of the isomorphisms, it is sufficient to show the commutativity of the
diagram
k −−−−→ detRΓ(([EX ]− [E ′X ])⊗ ([OX ]− [Ω1X(logD)]))∥∥∥ yDRR
k −−−−→ (det EX ⊗ det E ′⊗−1X ,Ω1X(logD)⊗−1).
Here the upper horizontal arrow is det(∇ : EX/E ′X)-times the isomorphism induced
by the isomorphism ∇ : EX/E ′X → EX/E ′X⊗Ω1X(logD) and the lower one is defined
by the isomorphism EX |U = E ′X |U . By the definition of the isomorphism of Deligne-
Riemann-Roch 7.1 and 7.2 loc. cit, the diagram is commutative if we replace the
upper horizontal arrow by the isomorphism induced by id ⊗ res−1x : EX/E ′X →
EX/E ′X ⊗ Ω1X(logD). The assertion follows from this and the equality det(∇ :
EX/E ′X) = Nx/k(det(resx∇ : F)).
Theorem 2. Assume dimX = 1. Then the canonical isomorphism of the de Rham
component above induces an isomorphism
det ΓRΓc(U,M)⊗ det ΓRΓc(U, 1)⊗−rank M ≃ (detM, cXmodD).
in Pk0,F (k).
We give an outline of proof of Theorems. First, we deduce Theorem 2 for X = P1k
from [T] Theorem 1.2. Then we study the vanishing cycles of a fibration to a curve
in Lemma 4.5. Using this, we prove Theorem 2 for curves. Finally using it and
taking a Lefshetz pencil, we prove Theorem 1 by induction on the dimension of X .
Remark. For an arbitrary dimension, it seems possible to define a canonical iso-
morphism of Deligne-Riemann-Roch
detRΓ(X,DR(EX))⊗ (detRΓ(X,DR(OX(−D))))⊗−r
≃ (det E , cXmodD).
Note that ch([DR(EX)]− r[DR(OX(−D))]) = c1(EX(−D)) · cn(Ω1X(logD)) modulo
higher terms. It should induce an isomorphism
det ΓRΓc(U,M)⊗ det ΓRΓc(U, 1)⊗−r ≃ (detM, cXmodD).
as in Theorem 2 for curves by the same argument as in the proof of Theorem 1
given later.
The following elementary lemma is repeatedly used in the proof.
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Lemma 4.3. Let E ⊂ X be a smooth divisor such that D′ = D ∪ E has simple
normal crossings. Put U ′ = X − D′ and E∗ = E − D. Let M be an object of
Mk0,F,X(U). Then
(1) Theorem 1 for two of M,M|U ′ and M|E∗ implies that for the rest.
(2) If dimX = 1, Theorem 2 for M and M|U ′ are equivalent.
Proof. (1). We define a canonical isomorphism
detΓRΓc(U,M) ≃ detΓRΓc(U ′,M|U ′)⊗ detΓRΓc(E∗,M|E∗).
Let M = ((E ,∇), V, ρ) and (EX ,∇) be a small extension of (E ,∇). Then EX(−E)
is a small extension of (E|U ′ ,∇) and EX |E is a small extension of (E|E∗ ,∇). Let
DR′X(EX(−E)) be the de Rham complex (EX(−E) ⊗ Ω•X(logD′)). Then by the
exact sequence
0→ Ω1X(logD′)(−E)→ Ω1X(logD)→ Ω1E(log(D ∩E))→ 0,
we have an exact sequence of de Rham complexes
0→ DR′X(EX(−E))→ DRX(EX)→ DRE(EX |E)→ 0.
By [K-M] from this we obtain an isomorphism
detRΓc(U,M) ≃ detRΓc(U ′,M|U ′)⊗ detRΓc(E∗,M|E∗).
The equality Γ(∇ : EX) = Γ(∇ : E ′X)Γ(∇ : EX |E) is easily checked and we obtain a
canonical isomorphism
Γ
detRΓc(U,M) ≃
Γ
detRΓc(U
′,M|U ′)⊗
Γ
detRΓc(E
∗,M|E∗).
On the other hand, applying Corollary 2 of Lemma 2.3 to (E , ρ) =
(Ω1X(logD), res) and (F , σ) = (Ω1X(logD′), res), we obtain cXmodD = cXmodD′ +
cEmodD∩E in CHn(X mod D). Hence we obtain a canonical isomorphism
(detM, cXmodD) ≃ (detM|U ′ , cXmodD′)⊗ (detM|E∗ , cEmodD∩E).
Thus the assertion (1) is proved.
(2). It is enough to check the commutativity of the diagram of isomorphisms
λX(EX)⊗ λX(OX(−D))⊗−r −→ λ′X(EX(−E))⊗ λ′X(OX(−D′))⊗−r
⊗λE(E|E)⊗ λE(OE)⊗−ry y
(det E , cXmodD) −→ (det E|U ′ , cXmodD′)
⊗NE/k(det E|E∗).
The vertical isomorphisms in the diagram are given by the isomorphisms
detRΓ(X, ([EX ]− r[OX(−D)])⊗ ([OX ]− [Ω1X(logD)]))
→ (det EX(−rD),Ω1X(logD)⊗−1),
detRΓ(X, ([EX(−E)]− r[OX(−D′)])⊗ ([OX ]− [Ω1X(logD′)]))
→ (det EX(−rD),Ω1X(logD′)⊗−1),
detRΓ(X, ([EX]− r[OX(−D)])⊗ ([Ω1X(logD′)]− [Ω1X(logD)]))
→ (det EX(−rD),OX(E)) = NE/k(E|E).
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Since the second isomorphism is the same as
detRΓ(X, ([EX]− r[OX(−D)])⊗ ([OX ]− [Ω1X(logD′)]))
→ (det EX(−rD),Ω1X(logD′)⊗−1),
the diagram is commutative.
We deduce Theorem 2 for X = P1k from [T] Theorem 1.2. It is reformulated as
follows. Let D be a reduced divisor of X . We may assume ∞ /∈ D and put D′ =
D ∪ {∞} and U = X −D′. Let M = ((E ,∇), V, ρ) be an object of Pk0,F,X(U) and
(EX ,∇) be an extension of (E ,∇) to X . We compute the cohomology and the tame
symbol ofM explicitly. First we compute the de Rham cohomology assuming that
EX is a free OX -module E ⊗k OX for E = Γ(X, EX). By Γ(X,Ω1X(logD′)) ≃ OD
and H1(X,OX) = H1(X,Ω1X(logD′)) = 0, we have a quasi-isomorphism
β : RΓ(X,DR(EX)) ≃ [∇ =
⊕
x∈D
resx∇ : E → E ⊗OD].
By identifying E = EX(∞), we obtain an isomorphism also denoted by β
β : detRΓ(X,DR(EX)) ≃ (det(E ⊗OD))⊗−1 ⊗ det(EX(∞)).
Next we consider the singular cohomology. Let A = A1k ⊂ X and j : U → A be
the open immersion. We compute RΓ(Aan, j!V ) explicitly by choosing some paths.
For each embedding k → C over k0, we take a base point b ∈ Uan, a small disc
∆x ⊂ Xan with center at x for each x ∈ D′an, a base point bx of the punctured
disc ∆∗x = ∆x−{x} and a path γx connecting b and bx. We assume that the union
|γ| = ⋃x∈D′an |γx| of the underlying sets |γx| of paths γx is contractible. Then we
have a distinguished triangle
→ RΓ(Aan, j!V )→ RΓ(Uan, V )→
⊕
x∈Dan
RΓ(∆∗x, V )→ .
Since the topological space Uan is homotopically equivalent to
⋃
x∈Dan(|γx| ∪∆∗x),
we obtain a distinguished triangle
→ RΓ(Aan, j!V )→ RΓ(
⋃
x∈Dan
|γx|, V )→
⊕
x∈Dan
RΓ(bx, V )→ .
In other word, we have a quasi-isomorphism
α : RΓ(Aan, j!V ) ≃ [
⊕
γx∗ : Vb →
⊕
x∈Dan
Vbx ].
Here the isomorphism γx∗ : Vb → Vbx is defined by the path γx. By identifying by
the isomorphism γ∞∗ : Vb → Vb∞ , we obtain an isomorphism also denoted by α
α : detRΓ(Aan, j!V ) ≃ (det
⊕
x∈Dan
Vbx)
⊗−1 ⊗ detVb∞ .
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We consider tame symbols. We fix an embedding k → C and assume k = C.
By the rational section dt of Ω1X(logD
′) for the coordinate t of X = P1k, we have
cXmodD = −(
∑
x∈D(t− t(x))[x] + (−t)[∞]) ∈ CH1(X mod D′). Hence there is an
isomorphism
(detV, cXmodD) ≃
⊗
x∈D
(detV, t− t(x))⊗−1x ⊗ (detV,−t−1)∞.
Keeping the notation γx etc. above, we define isomorphisms (detV, t − t(x))x ≃
detVbx for x ∈ D and (detV,−t−1)∞ ≃ detVb∞ . To simplify the notation, we
replace V by detV and assume rank V = 1. We take a branch of the logarithms
log(t − t(x)) for x ∈ D and log t on |γ| so that log(t(b∞) − t(x)) − log(t(b∞)) =
−∑∞n=1(t(x)/t(b∞))n/n. For x ∈ D, we put ∇x = resx∇ ∈ C. For v ∈ Vbx , we
take the branch of (−1)−∇x(t− t(x))∇xv of (V, t− t(x))∼ such that the stalk at bx
is exp((−π√−1+ log(t(bx)− t(x)))∇x)v. We write (v, t− t(x))x ∈ (V, t− t(x))x the
stalk of this branch at x. Then the map v 7→ (v, t− t(x))x defines an isomorphism
( , t − t(x))x : Vbx → (V, t− t(x))x. Similarly for ∞, an isomorphism ( ,−t−1)∞ :
Vb∞ → (V,−t−1)∞ is defined by using the branch with stalk exp(log t(b∞)∇∞)v at
b∞.
Assuming k0 = k = C, we define an injective homomorphism
(ρ, dt) : ((det
⊕
x∈D
Vbx)
⊗−1 ⊗ detVb∞)→ det(E ⊗OD)⊗−1 ⊗ det EX(∞)
using tame symbols above. Since det
⊕
x∈D Vbx ≃
⊗
x∈D detVbx and det(E⊗OD) ≃⊗
x∈D det EX(x), it is enough to define isomorphisms
(ρ, t− t(x))x : detVbx → det EX(x)
(ρ,−t−1)∞ : detVb∞ → det EX(∞)
for x ∈ D and ∞ and put (ρ, dt) =⊗x(ρ,−t−1)∞. We define it for x ∈ D by the
commutativity of the diagram
detVbx
(ρ,t−t(x))x−−−−−−−→ det EX(x)
( ,t−t(x))x
y y( ,t−t(x))x
(detV, t− t(x))x −−−−→ (det E , t− t(x))x.
The lower horizontal arrow is the map induced by the comparison map ρ defined
in section 3, the right vertical is also defined in the last section and the left vertical
arrow is the map defined in the previous paragraph. It is defined similarly for ∞.
If the extention EX is small at D and big at ∞, the map ρ induces an quasi-
isomorphism
RΓ(ρ) : RΓ(Aan, j!V )→ RΓ(X,DR(EX)).
Theorem T. Assume k0 = k = C, EX ≃ OrX and the real parts of eigenvalues of
∇x = resx∇ are positive for x ∈ D and negative for x = ∞. Put (−1)Tr(∇∞) =
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exp(Tr(∇∞)π
√−1) and Γ =∏x∈D Γ(resx∇) · (−1)Tr(∇∞) · Γ(1− res∞∇)−1. Then
the diagram
detRΓ(Aan, j!V ) −−−−→ detRΓ(X,DR(EX))
α
y yβ
(det
⊕
x∈D Vbx)
⊗−1 ⊗ detVb∞ −−−−→
(ρ,dt)
det(E ⊗OD)⊗−1 ⊗ det EX(∞)
is commutative. Here the upper horizontal arrow is (−1)r(d−1)Γ−1-times detRΓ(ρ)
and r = rank M and d = degD.
Remark. The isomorphisms α and (ρ, dt) may depend on the paths {γi}i, but the
composition is independent.
Proof. We may assume F = C. We show that the statement is equivalent to
Theorem 1.2 [T]. We define isomorphisms
(
⊗
x∈D
detE)⊗−1 ⊗ detE ≃ (det
⊕
x∈D
Vbx)
⊗−1 ⊗ detVb∞
(
⊗
x∈D
detE)⊗−1 ⊗ detE ≃ det(E ⊗OD)⊗−1 ⊗ det EX(∞)
as follows. The second isomorphism is defined by the canonical isomorphism E →
EX(x) for x ∈ D′. The first one is induced by the composition of the canonical
isomorphisms E → EX(b), ρ(b) : EX(b) → Vb and γx∗ : Vb → Vbx for x ∈ D′.
By the isomorphisms, the maps β ◦ detRΓ(ρ) ◦ α−1 and (ρ, dt) are regarded as the
multiplications by numbers. Let detRΓ(ρ) and (ρ, dt) also denote the corresponding
numbers respectively. We prove
(−1)r(degD−1) detRΓ(ρ)× det(−res∞∇) =detHc
(−1)−Tr(∇∞)Γ× det(−res∞∇) =
n∏
i=1
Γλi(P )Γ∞(−P )−1
(−1)Tr(∇∞)(ρ, dt) =
n∏
i=1
(P, x− λi)γi × (P, 1/x)−1γ∞.
Here the notation in the right hand sides is that in Theorem 1.2 loc.cit. The
equalities imply that the statements are equivalent.
We give a brief dictionary between the notation here and loc.cit. The log-
arithmic integrable connection ∇ : EX → EX ⊗ Ω1X(logD) here corresponds to
∂P : O(V ∗)log → Ω1(V ∗)log defined by ∂P f = df + fP in Section 1.2 loc.cit. The
global section E = Γ(X, EX) here is V ∗ there. The coordinate t here is denoted by
x there and the value t(xi) for xi ∈ D is λi ∈ C there. The residues ∇i = resxi∇
at xi ∈ D here is the right multiplication by the matrix B(i) : V ∗ → V ∗.
We reformulate the definition of detHc. Fix a numbering D = {x1, · · · , xn}. We
define isomorphisms En−1 ≃ H1(X,DR(EX)) and E∗n−1 ≃ H1(Aan, j!V )∗. Here ∗
denotes the dual. For de Rham cohomology, we have defined a quasi-isomorphism
β : RΓ(X,DR(EX)) ≃ [
⊕
x
resx∇ : E →
⊕
x∈D
E].
44 TAKESHI SAITO, TOMOHIDE TERASOMA
Since
∑
x∈D resx∇ = −res∞∇ : E → E is an isomorphism, sum :
⊕
x∈D E → E
induces a retraction of
⊕
x resx∇ : E →
⊕
x∈D E. Hence H
q(X,DR(EX)) = 0 for
q 6= 1 and an isomorphism β′ : H1(X,DR(EX))→ Ker (sum :
⊕
x∈D E → E). For
singular cohomology, we have
α : RΓ(Aan, j!V ) ≃ [
⊕
x
γx∗ : Vb →
⊕
x∈D
Vbx ] ≃ [diagonal : E →
⊕
x∈D
E].
Hence we have Hq(Aan, j!V ) = 0 for q 6= 1 and H1(Aan, j!V ) = Coker (diagonal :
E →⊕x∈D E). Taking the dual, we obtain an isomorphism α∗ : H1(Aan, j!V )∗ =
Ker (sum :
⊕
x∈D E
∗ → E∗).
We identify En−1 ≃ Ker (sum : En → E) by id × 0 − 0 × id. Here id × 0 :
En−1 → En−1 × E = En and 0 × id : En−1 → E × En−1 = En. Similarly
we identify E∗n−1 ≃ Ker (sum : E∗n → E∗) by id × 0 − 0 × id. Thus we have
defined isomorphisms En−1 ≃ H1(X,DR(EX)) and E∗n−1 ≃ H1(Aan, j!V )∗. The
isomorphism H1(ρ) : H1(Aan, j!V )
∗ → H1(X,DR(EX)) induces a perfect pairing
E∗n−1 ×En−1 ≃ H1(Aan, j!V )∗ ×H1(X,DR(EX))
id×H1(ρ)−1−−−−−−−−→ H1(Aan, j!V )∗ ×H1(Aan, j!V ) can−−→ C.
Then the determinant detHc is characterized by the condition that the induced
pairing det(E∗n−1)× det(En−1)→ C is detHc-times the canonical pairing.
We prove the first equality. The definition of detHc above is rephrased as follows.
We have quasi-isomorphisms
β′ : RΓ(X,DR(EX)) ≃[sum :
⊕
x∈D
E → E]
α∗ : RΓ(Aan, j!V )∗ ≃[sum :
⊕
x∈D
E∗ → E∗].
They induce isomorphisms
β′ : detRΓ(X,DR(EX)) ≃ detE⊗1−n
α∗ : detRΓ(Aan, j!V )∗ ≃ detE∗⊗1−n.
The isomorphism RΓ(ρ) : RΓ(Aan, j!V )→ RΓ(X,DR(EX)) induces a perfect pair-
ing
(detE∗)⊗1−n × (detE)⊗1−n ≃ detRΓ(Aan, j!V )∗ × detRΓ(X,DR(EX))
id×detRΓ(ρ)−1−−−−−−−−−−→ detRΓ(Aan, j!V )∗ × detRΓ(Aan, j!V ) can−−→ C.
Then detHc is characterized by the condition that the pairing is (detHc)
−1-times
the canonical one. Since the isomorphism α∗ : detRΓ(Aan, j!V )∗ ≃ detE∗⊗1−n is
the dual of α : detRΓ(Aan, j!V ) ≃ detE⊗1−n, we have
detHc = β
′ ◦ detRΓ(ρ) ◦ α−1 = (β′ ◦ β−1) detRΓ(ρ).
Hence the first equality will follow from β′ ◦ β−1 = (−1)r(n−1) det(−res∞∇). This
is the consequence of Lemma below applied to E′ = En, r =
⊕
x∈D resx∇ and
s = sum.
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Lemma 4.4. Let r : E → E′ and s : E′ → E be homomorphisms of vector spaces
E and E′ of finite dimensions such that s ◦ r is an automorphism of E. Consider
the quasi-isomorphism b
[E′ s−−−−→ E]yid
[E
r−−−−→ E′]
of complexes where E′ is put on degree 1. Then the automorphism det b of detE ⊗
(detE′)⊗−1 is the multiplication by (−1)dimE(dimE′−dimE) × det(s ◦ r)−1.
Proof. Since the determinant of (s ◦ r, id) : [E r→ E′] → [E r(s◦r)
−1
→ E′] is det s ◦ r,
we may assume s◦r = 1. Then the assertion follows from Koszul’s rule on the sign.
The second equality follows immediately from the definition, the dictionary
resxi∇ = B(i) and from the formula (−s)Γ(1− s) = Γ(−s).
We prove the third equality. By taking the determinant, we may assume the rank
r is 1. By identification E ≃ EX(b) ρb→ Vb γx∗→ Vbx and E ≃ EX(x) for x ∈ D′ above,
we regard (ρ, t− t(x))x for x ∈ D, (ρ,−t−1)∞ etc. as numbers. By the definition
(ρ, dt) =
∏
x(ρ, t−t(x))−1x ×(ρ,−t−1)∞ and by the residue formula
∑
x∈D,∞∇x = 0,
it is sufficient to show that
(ρ, t− t(xi))xi = (−1)−∇x(P, x− λi)−1γi
(ρ,−t−1)∞ = (P, 1/x)−1γ∞
for xi ∈ D and ∞. We compute the left hand sides following the definition. For
x ∈ D,= ∞ and e ∈ E, let v be the (multivalued) section of V on ∆∗x such that
stalk v at bx is γx∗(ρb(e)). Let ϕ be the analytic function ρ(v)/e on ∆∗x. Then for
x ∈ D by the definition in Section 3, (ρ, t− t(x))x = (ϕ, t− t(x))x is the value at
x of the branch of the invertible function (−1)−∇x(t − t(x))∇xh taking the value
exp(∇x(−π
√−1+ log(t(bx)− t(x))))ρ(v)/e at bx. On the other hand, the notation
(P, x− λi)γi = lim
x→λi
D(x) · (x− λi)−trB(i)
loc.cit Section 1.1 Definition is translated here as follows. We have D(x) = F (x)
there is ϕ(x)−1 here, trB(i) = B(i) there is ∇xi here and (x − λi)−trB
(i)
there is
exp(−∇xi log(t− t(xi))). Hence we have
(ρ, t− t(xi))xi = exp(−∇xiπ
√−1)(P, x− λi)−1γi
Similarly (ρ,−t−1)∞ = (ϕ,−t−1)∞ is the value at ∞ of the branch of the in-
vertible function t−∇∞ϕ taking the value exp(−∇∞ log(t(b∞)))ρ(v)/e at b∞ and
(P, 1/x)γ∞ = limx→∞D(x)x
trB(∞) . Hence by a similar dictionary, we have
(ρ,−t−1)∞ = (P, 1/x)−1γ∞.
Thus the third equality and hence Theorem T is proved.
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Proof of Theorem 2 for X = P1k. Changing the coordinate if necessary, we always
assume ∞ ∈ U . Put U ′ = U − {∞}. Let M = ((E ,∇), V, ρ) be an object of
Mk0,F,X(U
′). For an extension EX of E , we put Γ′(∇ : EX) =
∏
x∈DNx/kΓ(resx∇)×
(−1)Tr(∇∞)Γ(1− res∞∇)−1 ∈ (k⊗k0 C)×. We define a variant detΓRΓ′(U ′,M) to
be the triple
proj lim
(EX ,∇)
(detRΓ(X,DR(EX)), detRΓ(Aan, j!V ),Γ′(∇ : EX)−1 × detRΓ(ρ))
∈ Pk0,F (k) similarly as in the definition of detΓRΓc(U ′,M). Here the extensions
(EX ,∇) of (E ,∇) are small at D and big at ∞ and the transition morphism for
E ′X ⊂ EX is (det(∇ : EX/E ′X))-times the isomorphism induced by the inclusion. By
the equality s(−1)−(s−1)Γ(1 − (s − 1)) = (−1)−sΓ(1 − s), they form a projective
system.
We show Theorem T implies
Claim 1. Assume ∞ ∈ U . Let M = ((E ,∇), V, ρ) be an object of Mk0,F,X(U).
Assume that there exists an extension (EX ,∇) of (E ,∇) such that EX ≃ OX(−m)r
for some m ∈ Z. Then the isomorphism of Deligne-Riemann-Roch
detRΓ(X,DR(EX))⊗ detRΓ(X,DR(OX(−D)))⊗−r
≃(det EX(−rD),Ω1X(logD)⊗−1)
induces an isomorphism
det ΓRΓ′(U ′,M|U ′)⊗ det ΓRΓ′(U ′, 1)⊗−r ≃ (detM|U ′ , cXmodD′)
in Pk0,F (k).
We complete the proof of Theorem 2 for X = P1k admitting Claim 1. We show
that the assumption of Claim 1 is not restrictive.
Claim 2. Shrinking U if necessary, there exists an extension (EX ,∇) such that
EX ≃ OX(m)r for some m ∈ Z.
Proof of Claim 2. By a theorem of Grothendieck, a locally free OX -module EX
is isomorphic to
⊕
j OX(mj) for some (mj)j=1,··· ,r. We prove by induction on
M =
∑
j(mj − m) where m = minjmj . If it is 0, there is nothing to prove.
Otherwise, take j0 such that mj0 6= m and a k-rational point x ∈ U . Then the
kernel E ′X of the composite EX → EX(x)
prj0→ OX(mj0)(x) is an extension of E|U−x
and M for E ′X is M − 1. Thus Claim is proved.
We show that the conclusion of Claim 1 implies that of Theorem 2 for X = P1.
Let M = ((E ,∇), V, ρ) be an object of Mk0,F,X(U) and EX be an extension of E as
in the assumption of Claim 1. It is sufficient to define canonical isomorphisms
detΓRΓc(U,M) ≃ detΓRΓ′(U ′,M|U ′)⊗ det(M|∞(−1))
(detM, cXmodD) ≃ (detM|U ′ , cXmodD′)⊗ det(M|∞)
satisfying the following condition. Write
λ(EX) = detRΓ(X, [EX ∇→ EX ⊗ Ω1X(logD)])
λ′(EX) = detRΓ(X, [EX ∇→ EX ⊗ ΩX(logD′)])
DETERMINANT OF PERIOD INTEGRALS 47
for short. The condition is that de Rham components of the isomorphisms form a
commutative diagram
λ(EX)⊗ λ(OX(−D))⊗−r → λ′(EX)⊗ λ′(OX(−D))⊗−r ⊗ det EX(∞)
DRR
y yDRR
(det EX(−rD),Ω1X(logD)⊗−1)→(det EX(−rD),ΩX(logD′)⊗−1)⊗ det EX(∞)
for small extensions (EX ,∇). Note that Γ(∇ : EX) = Γ′(∇ : EX) since res∞∇ = 0.
We define the isomorphisms. The first one is defined by the distinguished triangles
→ RΓ(X,DR(EX))→ RΓ(X,DR′(EX))→ EX(∞)[−1]→
→ RΓc(Uan, V )→ RΓc(U ′an, V |U ′an)→ V∞(−1)[−1]→
The second one is a consequence of the equality cXmodD = cXmodD′+[∞] in Lemma
2.1. The commutativity is proved in the same way as in Lemma 4.2. Thus the proof
of Theorem 2 for X = P1k is reduced to the proof of Claim 1.
Proof of Claim 1. We assume EX ≃ OX(−m)r for some m. Replacing EX by
EX(−m′D) for large m′ ∈ N if necessary, we may assume that the following condi-
tion is satisfied. We put E ′X = EX(m[∞]) so that E ′X ≃ OrX . Then the real parts
of all the conjugates in C over k0 of the eigenvalues of resx∇ ∈ κ(x) for x ∈ D are
positive and those for res∞∇E′X are negative. The condition is also satisfied for the
extension OX(−D) of (OU , d) and O′X = OX(−D + degD[∞]). It is sufficient to
show that for each embedding k → C over k0, there is an isomorphism
detRΓ(Aan, j!V )⊗ detRΓ(Aan, j!F )⊗−r → (detV ⊗ F⊗−r, cXmodD′)
of F -vector spaces such that the diagram
detRΓ(Aan, j!V )⊗ −→ detRΓ(X,DR(E ′X))⊗
detRΓ(Aan, j!F )
⊗−r detRΓ(X,DR(O′X))⊗−ry yDRR
(detV ⊗ F⊗−r, cXmodD′) −→ (det E ′X ⊗ detO′⊗−rX ,Ω1X(logD′)⊗−1).
is commutative. Here the upper horizontal arrow is Γ′(∇ : EX)−1×
Γ′(∇ : OX(−D))r × detRΓ(ρ) ⊗ detRΓ(canonical)⊗−r and the lower one is the
comparison map of (detM|U ′ , cXmodD′).
By the definition of the tame symbol given in section 3, we have a commutative
diagram
(det
⊕
x∈Dan Vbx)
⊗−1 ⊗ detVb∞⊗ −−−−→ det(E ′X |D)⊗−1 ⊗ det(E ′X(∞))⊗
((det
⊕
x∈Dan F )
⊗−1 ⊗ F )⊗−r (det(O′X |D)⊗−1 ⊗ det(O′X(∞)))⊗−ry y
(detV ⊗ F⊗−r, cXmodD′) −−−−→ (det E ′X ⊗ detO′⊗−rX ,Ω1X(logD′)⊗−1).
Here the upper horizontal arrow is (det ρ, dt) ⊗ (det can , dt)⊗−r and the lower
one is (det ρ ⊗ can⊗−r, cXmodD′). The left vertical arrow is induced by the tame
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symbols ( , t− t(x))x for x ∈ Dan and ( ,−t−1)∞ and the right one is defined by
a property of the norm det(E ′X |D) ⊗ det(O′X |D)⊗−r ≃ ND/k(det(E ′X |D)) and the
isomorphism
ND/k(det(E ′X |D))⊗ (det(E ′X(∞))⊗ det(O′X(∞))⊗−r)
→ (det E ′X ⊗ detO′⊗−rX ,Ω1X(logD′)⊗−1).
The isomorphism of Deligne-Riemann-Roch is the composition of this and
detRΓ(X,DR(E ′X))⊗ detRΓ(X,DR(O′X))⊗−r
βE′
X
⊗β⊗−r
O′
X−−−−−−−→ det(E ′X |D)⊗−1 ⊗ det(E ′X(∞))⊗ (det(O′X |D)⊗−1 ⊗ det(O′X(∞)))⊗−r.
Therefore by Theorem T for E ′X and O′X , the composite of αV ⊗α⊗−rF and the left
vertical arrow of the diagram above gives the required isomorphism of the F -vector
spaces detRΓ(Aan, j!V )⊗ detRΓ(Aan, j!F )⊗−r → (detV ⊗ F⊗−r, cXmodD′). Thus
Claim 1 and hence Theorem 2 for X = P1k are proved.
To prove the general case, we study a fibration f : X → Y to a curve Y . We
consider a local situation below. Let Y be a smooth curve over k and E be a
reduced divisor containing a closed point y. Let X be a smooth scheme over k,
D be a divisor with simple normal crossings and f : X → Y be a proper and flat
morphism. We assume that
⋆ The underlying set of f∗(E) is in D. On the complement W = Y − E, the
restriction fW : XW → W is smooth and DW = D ∩XW is a divisor with
relative normal crossings.
Let (E ,∇) be an integrable connection on U = X − D and (EX ,∇) be a small
extension to X . Let Ω1X/Y (logD/ logE) be the cokernel of the natural morphism
f∗Ω1Y (logE) → Ω1X(logD). It is a locally free OX -module of rank dimX − 1.
Let ΩqX/Y (logD/ logE) =
∧q
Ω1X/Y (logD/ logE). For a logarithmic integrable
connection (EX ,∇), we define the relative de Rham complex
DRX/Y (EX) = (EX ⊗ Ω•X/Y (logD/ logE))
=[EX ∇→ EX ⊗ Ω1X/Y (logD/ logE) ∇→ · · · ].
On the higher direct image FqY = Rqf∗DRX/Y (EX), the Gauss-Manin connection
∇ : FqY → FqY ⊗ Ω1Y (logE) is defined as follows. By the definition of DRX/Y (EX),
we have an exact sequence of complexes
0→ DRX/Y (EX)⊗ f∗Ω1Y (logE)[−1]→ DRX(EX)→ DRX/Y (EX)→ 0.
The connection∇ is defined as the boundary map of the induced long exact sequence
→ Rqf∗DRX(EX)→ FqY ∇→ FqY ⊗ Ω1Y (logE)→ .
We generalize the terminology for logarithmic integrable connections on locally
free OY -modules defined in section 1 to those on coherent modules. Let (F ,∇) be
DETERMINANT OF PERIOD INTEGRALS 49
an integrable connection on W . Let (FY ,∇) be the pair of a coherent OY -module
FY and a logarithmic integrable connection ∇ : FY → FY ⊗ Ω1Y (logE) extending
(F ,∇). The connection ∇ induces a connection on the torsion part FY,tors →
FY,tors ⊗Ω1Y (logE). We say an extension FY is small if FY /FY,tors is small in the
sense of section 1 and if FY,tors → FY,tors ⊗ Ω1Y (logE) is an isomorphism. If FY
and F ′Y are small extensions of F , a morphism (FY ,∇) → (F ′Y ,∇) extending the
identity on F induces a quasi-isomorphism DR(FY )→ DR(F ′Y ). An extension FY
is small if and only if DR(FY )an = janW !DR(F)an.
We define the characteristic rational function ΦFY,y (T ) ∈ κ(y)(T )× as follows.
The κ(y)-vector spaces Ti = Tor
OY,y
i (FY,y, κ(y)) for i = 0, 1 are the cokernel and
the kernel of the map FY (−E)y → FY,y respectively. Hence the connection ∇
induces an κ(y)-linear endomorphisms
resi,y∇ : Ti → Ti ⊗ Ω1Y (logE)y
id⊗resy−−−−−→ Ti.
We define
ΦFY,y (T ) =
∏
i=0,1
det(T − resi,y∇ : TorOY,yi (FY,y, κ(y)))(−1)
i
.
When Y is proper, we put ΦFY (T ) =
∏
y∈E Ny/k(ΦFY,y (T )) ∈ k(T )× and Γ(∇ :
FY ) = (Γ(ΦFY (T ))) ∈ (k⊗k0 C)× as in section 1. For an objectM = ((F ,∇), V, ρ)
of Mk0,F,Y (W ), the determinant det
ΓRΓc(W,M) is canonically isomorphic to the
triple
(detRΓ(Y,DR(FY )), detRΓc(U, V ),Γ(∇ : FY )−1 · detRΓc(ρ))
for a small extension FY of F .
Lemma 4.5. Let f : X → Y and (EX ,∇) be as above. Then
(1) For each q, the Gauss-Manin connection (FqY ,∇) is small.
(2) For y ∈ E, the characteristic rational functions Φq(T ) = ΦFqY ,y(T ) satisfy
∏
Di⊂f−1(y)
Nki/κ(y)
(
mi−1∏
ℓ=0
ΦEX ,i(miT − ℓ)
mrank Ei
)ci
=
∏
q
Φq(T )(−1)
q
,
where ki is the constant field of Di and mi is the multiplicity of Di in
f−1(y).
Proof. (1). It is sufficient to show that DR(FqY )an ≃ janW !DR(Fq)an. By the long
exact sequence
→ Rqf∗DRX(EX)→ FqY → FqY ⊗ Ω1Y (logE)→
and
Rqf∗DRX(EX)an ≃ Rqf∗j!DRU (E)an ≃ jW !DRW (Fq)an,
we see DR(FqY )an|Ean = 0. Thus the assertion is proved.
(2). By the exact sequence
0→ FqY ⊗ κ(y)→ Hq(Xy, DRX/Y (EX))→ TorOY1 (Fq+1Y , κ(y))→ 0,
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the right hand side is equal to
det(T − resy∇ : RΓ(Xy, DRX/Y (EX)))
:=
∏
q
det(T − resy∇ : Hq(Xy, DRX/Y (EX)))(−1)
q
.
We prove det(T − resy∇ : RΓ(Xy, DRX/Y (EX))) is equal to the left hand side. We
take a sequence of divisors 0 = D0 < D1 < · · · < Dℓ =
∑
i ℓiDi < · · · < DM = Xy
such that Dℓ+1 −Dℓ = Di(ℓ) is irreducible. The map [0,M)→ ∐∈Iy [0, mi) defined
by ℓ 7→ ℓi(ℓ) ∈ [0, mi(ℓ)) is a bijection. We have
det(T − resy∇ : RΓ(Xy, DRX/Y (EX)))
=
N−1∏
ℓ=0
det(T − resy∇ : RΓ(Di(ℓ), DRX/Y (EX(−Dℓ))|Di(ℓ))).
Since Φi,EX(−Dℓ)(T ) = Φi,EX (T − ℓi), it is sufficient to show that
det(T − resy∇ : RΓ(Di, DRX/Y (EX(−Dℓ))|Di)) = Nki/κ(y)
(
ΦEX(−Dℓ),i(miT )
mrank Ei
)ci
for Di ⊂ f−1(y). Changing the notation, we write EX for EX(−Dℓ).
We show that resy∇ on RΓ(Di, DRX/Y (EX)|Di) is induced by m−1i resi∇ on
EX |Di .
Lemma 4.6. Let 0 → A a−→ B b−→ C → 0 be an exact sequence of complexes.
Let r : B → A be a componentwise retraction and s : C → B be the corresponding
section: 1B = ar+sb. Then the canonical map b˜ : K = cone[A→ B]→ C admits a
homotopy inverse s˜ = (s, rds) : Cp → Bp ⊕Ap+1. The composite C → K → A[+1]
is given by rds : Cp → Ap+1.
Proof. A homotopy connecting 1B − s˜ ◦ b˜ is given by Kp → Bp r→ Ap → Kp−1.
The rest is straightforward to check.
We apply Lemma to the exact sequence
0→ f∗Ω1Y (logE)⊗DRX/Y (EX)|Di [−1]→ DRX(EX)|Di → DRX/Y (EX)|Di → 0
and the retraction
m−1i d log π ⊗ id⊗ resi : EX ⊗ ΩqX(logD)|Di
→ f∗Ω1Y (logE)⊗ EX ⊗ Ωq−1X/Y (logD/ logE)|Di
for a prime element π of OY,y. The section s is induced by the canonical map
ΩqX/Y (logD/ logE)|Di ≃ ΩqDi(logD|Di)→ Ω
q
X(logD)|Di
where D|Di is the divisor
⋃
j 6=iDj ∩Di with simple normal crossings of Di. By an
elementary computation, the map rds in Lemma 4.6 is
m−1i d log π ⊗ resi∇⊗ id : EX ⊗ Ω•X/Y (logD/ logE)|Di
→ f∗Ω1Y (logE)⊗ EX ⊗ Ω•X/Y (logD/ logE)|Di .
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Therefore by Lemma 4.6, resy∇ on RΓ(Di, DRX/Y (EX)|Di) is induced bym−1i resi∇
on EX |Di .
To complete the proof of (2), it is sufficient to show
det(T − resi∇ : RΓ(Di, DRX/Y (EX)|Di)) = Nki/kΦEX ,i(T )ci .
This follows from Lemma below applied for X = Di, E = EX |Di , f = resi∇ and
F = Ω1X/Y (logD/ logE)|Di ≃ Ω1Di(logD|Di).
Lemma 4.7. Let X be a proper smooth scheme of dimension n over a field k and
let k′ be the constant field of X. Let E be a torsion-free coherent OX -module and
f be an endomorphism of E . Then
(1) The eigenpolynomial Φ(T ) = det(T −f : E(ξ)) ∈ κ(ξ)[T ] of f at the generic
point ξ has coefficient in k′.
Further let F be a locally free OX -module of rank n and c be the degree deg :
CHn(X)→ CH0(k′) = Z of the top chern class cn(F). Then
(2) We have
n∏
q=0
det(T − f ⊗ id : RΓ(X, E ⊗ ∧qF))(−1)q = Nk′/kΦ(T )c
in k(T )×.
Proof. We may assume k′ = k. To show (1), it is enough to prove the minimal
polynomial Φ0(T ) ∈ κ(ξ)[T ] of f at ξ divides a non-zero polynomial in k[T ]. The
minimal polynomial of f ∈ EndOX (E) over k is in k[T ] and divisible by Φ0(T ). We
show (2). By taking a direct sum decomposition, we may assume Φ(T ) is a power
of an irreducible polynomial Φ1(T ) ∈ k[T ]. Then the both sides are powers of Φ1(t)
and it is enough to compare the degrees. By Riemann-Roch
n∑
q=0
(−1)qχ(X, E ⊗ ∧qF) =
(
(ch(E) ·
∑
q
(−1)qch(∧qF)) · tdΩ1∗X
)
dim 0
= rank E · cn(F),
Lemma 4.7 is proved.
Thus Lemma 4.5 is proved.
Corollary. For Di ∈ f−1(y), let ∇i = Tr resi∇ ∈ ki and ci be the Euler number
of D∗i ⊗ki k¯i. We put m∇ii = exp(∇i logmi) ∈ (ki⊗k0 C)× where logmi ∈ R. Then
we have
∏
Di⊂f−1(y)
Nki/κ(y)
(
ΓDi(∇ : EX)
ΓDi(∇ : OX(−D))r
)ci
=
∏
q
(
Γy(∇ : Rqf∗DRX/Y (EX))
Γy(∇ : Rqf∗DRX/Y (OX(−D)))r
)(−1)q
×
∏
Di⊂f−1(y)
Nki/κ(y)m
∇icir
i
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in (κ(y)⊗k0 C)×.
Proof. We may assume k = C. By the formula
Γ(s)
Γ(1)
=
m−1∏
ℓ=0
Γ((s+ ℓ)/m)
Γ((1 + ℓ)/m)
·ms,
we have
Γ
(
Φ(T )
(T − 1)r
)
= Γ
(
m−1∏
ℓ=0
Φ(mT − ℓ)
(mT − (1 + ℓ))r
)
·mΣ(Φ(T ))
for a polynomial Φ(T ) of degree r. For Φ(T ) =
∑r
i=0 aiT
i = ar
∏r
i=1(T − αi), we
put Σ(Φ(T )) = −ar−1/ar =
∑r
i=1 αi.
Corollary follows immediately from the definitions, the formula and Lemma 4.5
(2).
Proof of Theorem 2. Let f : X → Y be a finite flat morphism of proper smooth
curves over k. Let W be an open subscheme of Y such that on the inverse image
U = f∗(W ) the restriction f |U : U → W is etale. We put D = X − U and
E = Y −W . We have a canonical isomorphism f∗Ω1Y (logE) ≃ Ω1X(logD). For
an extension (EX ,∇) to X of an integrable connection (E ,∇) on U of rank r, the
canonical isomorphism f∗DRX(EX) ≃ DRY (f∗EX) induces an isomorphisms
detRΓ(X,DR(EX)) ≃ detRΓ(Y,DR(f∗EX)).
The canonical isomorphisms
NX/Y (det EX ⊗OX(−D)⊗−r) ≃ det f∗EX ⊗ det f∗OX(−D)⊗−r
and f∗Ω1Y (logE) ≃ Ω1X(logD) induce an isomorphism
(det EX(−rD),Ω1X(logD)) ≃(NX/Y det EX(−rD),Ω1Y (logE))
≃(det f∗EX ⊗ det f∗OX(−D)⊗−r,Ω1Y (logE)).
They are compatible with the isomorphisms of Deligne-Riemann-Roch and the fol-
lowing diagram is commutative
det Γ(X,DR(EX))⊗ det Γ(Y,DR(f∗EX))⊗
det Γ(X,DR(OX(−D)))⊗−r −−−−→ det Γ(Y,DR(f∗OX(−D)))⊗−r
DRR
y yDRR
(det EX(−rD),Ω1X(logD)) −−−−→ (det f∗EX ⊗ det f∗OX(−D)⊗−r,Ω1Y (logE)).
LetM = ((E ,∇), V, ρ) be an object ofMk0,F,X(U) and (EX ,∇) be an extension of
(E ,∇) as above. Let m∇EX = (exp(
∑
x∈D σ(Trx/k(Tr(resx∇)))× logmx))σ ∈ (k⊗ki
C)× where mx is the ramification index at x and logmx ∈ R and let [m∇EX ] be the
corresponding object of Pk0,F (k). For extensions EX ⊂ E ′X , the multiplication by
the inverse of
∏
x∈Dm
dimk(E′X,x/EX,x)
x on k induces an isomorphism [m∇EX ] ≃ [m∇E′X ].
Define an object [m∇M] of Pk0,F (k) to be the projective limit of [m
∇
EX ] for small
extensions EX .
DETERMINANT OF PERIOD INTEGRALS 53
Claim. The canonical isomorphisms above induce isomorphisms
detΓRΓc(U,M)⊗ detΓRΓc(U, 1)⊗−r
≃ detΓRΓc(W, f∗M)⊗ detΓRΓc(W, f∗1)⊗−r ⊗ [m∇M],
(detM, cXmodD) ≃ (det f∗M⊗ det f∗1⊗−r, cY modE)⊗ [m∇M].
We show Claim implies Theorem 2. Take a finite flat morphism f : X → Y = P1k.
Shrinking U if necessary, we assume that f |U is etale and U = f∗f(U). By Theorem
2 for Y = P1k already proved, the isomorphism of Deligne-Riemann-Roch defines an
isomorphism on the right hand sides of the isomorphisms in Claim. Therefore by
the commutativity above, the isomorphism of Deligne-Riemann-Roch also defines
an isomorphism on the left hand sides of the isomorphisms. Thus Theorem 2 is
proved.
Proof of Claim. We show the first isomorphism. By Lemma 4.5 (1), the isomor-
phism above for a small extension (EX ,∇) induces an isomorphism
detRΓc(U,M) ≃ detRΓc(W, f∗M).
Therefore it is sufficient to show an equality
ΓX(∇ : EX)ΓX(∇ : OX(−D))−r = ΓY (∇ : f∗EX)ΓY (∇ : f∗OX(−D))−r ×m∇EX
in (C×)Homk0 (k,C). It is an immediate consequence of Corollary of Lemma 4.5.
We show the second isomorphism. By Lemma 2.1 applied to f∗Ω1Y (logE) ≃
Ω1X(logD) and f
∗resy = m−1x resx for x ∈ D and y = f(x) ∈ E, we have
cXmodD = f
∗cY modE −
∑
x∈D
mx[x].
Hence there is a canonical isomorphism
(detM, cXmodD) ≃ (NX/Y detM, cY modE)⊗
⊗
x∈D
(detM, mx)⊗−1x .
By definition, there is a natural isomorphism
⊗
x∈D(detM, mx)⊗−1x ≃ [m∇M]. Fur-
ther by the canonical isomorphism NX/Y detM≃ det f∗M⊗det f∗1⊗−r, the right
hand sides of the above isomorphism and of the Claim are canonically isomorphic.
It is easy to check that the de Rham component of the canonical isomorphism
defined here is the same as that given there. Thus Claim is proved.
Proof of Theorem 1. We prove it by induction on dimX . It is already proved for
dimX ≤ 1. First we consider the case
⋆ There is a proper flat morphism f : X → Y to a proper smooth curve
satisfying the following condition. For W = f(U), the restriction fW :
f−1W →W is smooth and D ∩ f−1(W ) has relative normal crossings.
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This is equivalent to the condition ⋆ before. We put E = Y −W . Let (EX ,∇)
be an extension of an integrable connection (E ,∇) on U . Then we have a spectral
sequence
Ep,q2 = H
p(Y,DRYR
qf∗DRX/Y (EX))⇒ Hp+q(X,DRX(EX)).
In fact, the exact sequence of complexes
0→ DRX/Y (EX)⊗ f∗Ω1Y (logE)[−1]→ DRX(EX)→ DRX/Y (EX)→ 0
induces a quasi-isomorphism
DRX(EX)→ [DRX/Y (EX)→ DRX/Y (EX)⊗ f∗Ω1Y (logE)].
Taking the direct image, we get
Rf∗DRX(EX)→ [Rf∗DRX/Y (EX)→ Rf∗DRX/Y (EX)⊗ Ω1Y (logE)].
The canonical filtration on Rf∗DRX/Y (EX) induces an increasing filtration τ on
Rf∗DRX(EX) such that
GrτqRf∗DRX(EX) ≃[Rqf∗DRX/Y (EX)→ Rqf∗DRX/Y (EX)⊗ Ω1Y (logE)]
=DRYR
qf∗DRX/Y (EX)[−q].
From this, we obtain the spectral sequence above by [D2] (1.4.8) and taking its
decalage. For a small extension EX , by Lemma (1), the spectral sequence gives an
isomorphism
detRΓc(U,DR(E)) ≃ detRΓc(W,Rf!DRU/W (E)).
Here we put Rf!DRU/W (E) = Rf∗DRX/Y (EX)|W for a small extension EX .
Let I1 ⊂ I be the index set of the components f(Di) ⊂ E and I2 be the
complement I − I1. Similarly as in the proof of Theorem 2, we put m∇EX =∏
i∈I1(ci · exp(σ(Trki/k(Tr(resi∇))) · logmi))σ ∈ (k ⊗k0 C)× where mi is the mul-
tiplicity of Di in the fiber f
∗f(Di) and logmi ∈ R. We also put Γ2(∇ : EX) =∏
i∈I2 Nki/kΓ(resi∇ : EX)ci ∈ (k ⊗k0 C)×. The objects [m∇M] = proj lim[m∇EX ] and
[Γ2(∇ :M)] = proj lim[Γ2(∇ : EX)] are defined as the limit for small extensions EX
as before.
Claim. The canonical isomorphisms above induce isomorphism
detΓRΓc(U,M)⊗ detΓRΓc(U, 1)⊗−r
≃ detΓRΓc(W,Rf!M)⊗ detΓRΓc(W,Rf!1)⊗−r ⊗ [m∇M]⊗ [Γ2(∇ : EX)].
There is an isomorphism
(detM, cXmodD) ≃ (detRf!M⊗ detRf!1⊗−r, cY modE)⊗ [m∇M]⊗ [Γ2(∇ : EX)].
By Theorem 2, the right hand sides of isomorphisms in Claim are isomorphic to
each other. Hence Claim implies Theorem 1 in this case.
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Proof of Claim. We show the first isomorphism. The isomorphism above for a small
extension (EX ,∇) induces an isomorphism detRΓc(U,M) ≃ detRΓc(W, f∗M).
Therefore it is sufficient to show an equality
ΓX(∇ : EX)ΓX(∇ : OX(−D))−r
= ΓY (∇ : Rf∗DRX/Y (EX))ΓY (∇ : Rf∗DRX/Y (OX(−D)))−r ×m∇EX × Γ2(∇ : EX)
in (k ⊗k0 C)×. It is an immediate consequence of Corollary of Lemma 4.5.
We show the second isomorphism. By Lemma 2.1 for partial trivializations res
and m−1i resi of Ω
1
X(logD) and by Lemma 2.2 applied to the exact sequence
0→ f∗Ω1Y (logE)→ Ω1X(logD)→ Ω1X/Y (logD/ logE)→ 0,
we have
cXmodD = f
∗cY modE ∪ cX/Y modD/E −
∑
i∈I1
miii∗cDi .
Since (detM,∑i∈I1 miii∗cDi) = [m∇M] by the definition of the tame symbol, there
is a canonical isomorphism
(detM, cXmodD) ≃ (detM, f∗cY modE ∪ cX/Y modD/E)⊗ [m∇M].
Therefore it is sufficient to define an isomorphism
(detRf!M⊗ detRf!1⊗−r, cY modE)⊗ [Γ2(∇ :M)]
≃ (detM, f∗cY modE ∪ cX/Y modD/E).
Lemma 4.8. There is a dense open subset W ′ ⊂ W such that for y ∈ W ′ the
restriction EX |Xy = EX ⊗OX OXy is also reflexive.
We finish the proof of Claim and Theorem 1 under the assumption ⋆ admitting
Lemma 4.8. By Lemma 4.8 and Corollary of Proposition 1 in section 2, we may
write cY modE =
∑
y∈W ′ ny[y]. Then by proper base change and by the definition
of [Γ2(∇ :M)], the left hand side is⊗
y∈W ′
Ny/k
(
det ΓRΓc(Uy,M|Uy)⊗ det ΓRΓc(Uy, 1)⊗−r
)ny
.
In fact, by ci =
∑
y ny deg y · c′i where c′i is the Euler number of a geometic fiber
D∗i |W → W for i ∈ I2, we have Γ2(∇ : EX) =
∏
y∈W ′ Ny/kΓ(∇ : EX |Xy )ny for a
small extension EX . On the other hand,
(detM, f∗cY modE ∪ cX/Y modD/E)
≃
⊗
y∈W ′
Ny/k(detM|Uy , cXymodDy )ny .
In fact for the Gysin map iy∗ : CHn−1(Xy mod Dy) → CHn(X mod D), we
have f∗cY modE ∪ cX/Y modD/E =
∑
y∈W ′ nyiy∗(cXymodDy ) and (detM, iy∗c) =
(detM|Uy , c).
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Therefore by the assumption of the induction applied for Xy, Theorem 1 is
proved under ⋆ and Lemma 4.8.
Proof of Lemma 4.8. Let ∗ denote the dual. Let W ′ be a dense open subset such
that for any closed point y ∈ W ′ the fiber Xy does not contain any component
of the associated cycles Ass(Ext1OX (EX ,OX)) and Ass(Ext1OX (E∗X ,OX)). We show
for y ∈ W ′ the canonical morphisms E∗X |Xy → (EX |Xy )∗ and E∗∗X |Xy → (E∗X |Xy )∗
are isomorphisms. This proves Lemma since then the canonical map EX |Xy →
(EX |Xy )∗∗ is also an isomorphism and EX |Xy is reflexive. We show the assertion for
EX and the same argument works for E∗X . For a closed point y ∈W ′, by the exact
sequence
0→ E∗X |Xy → (EX |Xy )∗ → Ext1OX (EX ,O(−Xy)),
and by the assumption that Ext1OX (EX ,O(−Xy)) has no submodule supported on
the fiber Xy, the canonical morphism E∗X |Xy → (EX |Xy )∗ is an isomorphism. Thus
Lemma is proved.
We prove the general case by taking a Lefshetz pencil. We follow Step 2 and
Step 3 in the proof of [S] Theorem 1. By Lemma 3 loc.cit, there exists a Lefschetz
pencil (Hy)y∈P1k of X satisfying the following properties (1)-(4).
(1) The axis of the pencil meets transversally DJ =
⋂
i∈J Di for all J ⊂ I.
(2) There exists a dense open subscheme W ⊂ Y = P1k such that for all y ∈W ,
the hyperplane Hy meets transversally DJ for all J ⊂ I.
(3) For all y ∈ Y and all J ⊂ I, the hyperplane Hy meets transversally DJ
except at isolated ordinary quadratic singularities.
For J ⊂ I, let SJ = {x ∈ DJ ; x is a singular point of Hy ⊂ DJ for some y ∈ Y }.
Then
(4) SJ and SJ ′ are disjoint for all J 6= J ′,⊂ I.
We define a blowing-up X3 of X , a morphism f3 : X3 → Y = P1k and a divisor D3
with simple normal crossings satisfying the condition ⋆ above as follows. Let X1 be
the blowing-up of X with the center the intersection Z of X with the axis of the
pencil and f1 : X1 → Y = P1k be the map defined by the pencil. Let S ⊂ X1 be
the disjoint union S = ∐JSJ . Let X2 be the blowing up of X1 at S. For x ∈ SJ
and J 6= ∅, let Bx be the intersection of the exceptional divisor Ex and the proper
transform of DJ in X2. Let X3 be the blowing-up of X2 at all Bx for x ∈ S − S∅.
We put E = f1(S), W = Y − f1(S) and let D3 be the divisor ϕ∗3D ∪ f∗3E where
f3 : X3 → Y and ϕ3 : X3 → X . Then it is easy to check that D3 has simple normal
crossings and f3 : X3 → Y satisfies the condition ⋆.
We have proved Theorem for (X3, D3) above. Therefore together with Lemma,
the following Lemma completes the proof of Theorem 1.
Lemma 4.9. Let X,D and M be as in the statement of Theorem 1. Assume
Theorem 1 holds for lower dimensions. Let Z be a regular closed subscheme of X
satisfying one of the following conditions (1)-(3) and let ϕ : X ′ → X be the blowing-
up at Z. Then Theorem 1 for M on U is equivalent to that for M′ = ϕ∗M on
U ′ = ϕ∗(U).
(1) Z is a regular closed subscheme of codimension 2 meeting transversally DJ
for all J ⊂ I.
(2) Z = {x} for a closed point x of X.
(3) Z = DJ for some J ⊂ I
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Proof. Let D′ be the divisor ϕ∗D = X ′ − U ′ with simple normal crossing.
(1). Let DZ = D ∩ Z and Z∗ = Z − DZ . It is easy to see that there is an
isomorphism
detΓRΓc(U
′, ϕ∗M) ≃ detΓRΓc(U,M)⊗ detΓRΓc(Z∗,M|Z∗(−1)).
We show (detϕ∗M, cX′modD′)X′ ≃ (detM, cXmodD)X ⊗ (detM|Z∗ , cZmodZ∗)Z .
We apply Corollary 2 of Lemma 2.3, to the exact sequence
0→ ϕ∗Ω1X(logD)→ Ω1X′(logD′)→ Ω1E/Z → 0.
By the exact sequence
0→ NE/X(= OE(1))→ Image (ϕ∗Ω1X(logD)|E → Ω1X′(logD′)|E)
→ ϕ∗Ω1Z(logDZ)→ 0,
we obtain cX′modD′ = ϕ
∗cXmodD + iE∗(ϕ
∗cZmodDZ ∪ c1(OE(1))) in CHn(X ′ mod
D′). By writing an element of the relative Chow group by 0-cycles (Corollary of
Proposition 1 in section 2), we have isomorphisms (detϕ∗M, ϕ∗c)X′ = (detM, c)X
for c ∈ CHn(X mod D), (detϕ∗M, iE∗c) = (detM|E∩U ′ , c) for c ∈ CHn−1(E mod
D′∩E) and (detϕ∗M, iE∗(ϕ∗c∪c1(OE(1)))) = (detM|Z∗ , c) for c ∈ CHn−2(Z mod
DZ). By the isomorphisms and by the equality above, we obtain the isomorphism.
Under Theorem 1 for Z, (1) is proved.
(2) for x ∈ U . It is easy to see that there is an isomorphism
detΓRΓc(U
′, ϕ∗M) ≃ detΓRΓc(U,M)⊗
n−1⊗
q=1
Nx/k(det(M(−q))(x)).
We show (detϕ∗M, cX′modD′)X′ ≃ (detM, cXmodD)X⊗Nx/k detM(x)⊗(n−1). By
Corollary 1 of Lemma 2.3 applied to the exact sequence
0→ ϕ∗Ω1X(logD)→ Ω1X′(logD′)→ Ω1E → 0
and by an elementary computation, we obtain cX′modD′ = ϕ
∗cXmodD + iE∗((n −
1)[x′]) in CHn(X ′ mod D′) for a κ(x)-rational point x′ ∈ E. Similarly as in (1),
we obtain an isomorphism.
(2) for x ∈ D and (3). In these cases, detΓRΓc(U ′, ϕ∗M) = detΓRΓc(U,M).
In fact except for the case (2) where Card Ix = 1, the Euler numbers ci of D
∗
i
do not change and that for the exceptional divisor E∗ is 0. In the exceptional
case, the Euler number of ci0 for x ∈ Di0 decreases by 1, that for E∗ is 1 and
the characteristic polynomials ΦEX for Di0 and for E are the same. We show
(detϕ∗M, cX′modD′)X′ ≃ (detM, cXmodD)X . Let D1 be a regular family of sub-
schemes D ∪ {Z}, ρ1 be the partial trivialization of Ω1X(logD) defined by resi for
Di and
∑
Di⊃Z resi for Z and let ρ
′
1 be the partial trivialization of ϕ
∗Ω1X(logD) on
D′ defined by pulling-back ρ1. We consider the canonical maps
Hn(X,Kn(X mod D))← Hn(X,Kn(X mod D1))→ Hn(X ′,Kn(X ′ mod D′)).
The first one is an isomorphism since Hn−1(Z,Kn(Z)) = 0 and Hn(Z,Kn(Z)) = 0
by dimZ ≤ n− 2. The images of the relative top chern class cn(Ω1X(logD), ρ1) are
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cn(Ω
1
X(logD), res) and cn(ϕ
∗Ω1X(logD), ϕ
∗ρ1) respectively. Further by Lemma 2.4
applied to ϕ∗Ω1X(logD) → Ω1X′(logD), we have cn(ϕ∗Ω1X(logD), ϕ∗ρ1) =
cn(Ω
1
X′(logD), res). Thus we obtain an isomorphism (detϕ
∗M, cX′modD′)X′ ≃
(detM, cXmodD)X by Corollary of Proposition 1 and Lemma 4.9 is proved.
Now proof of Theorem 1 is completed.
We have variants of main results in the category defined below. Let k0 be a
subfield of C and k and F be finite extensions of k0. Let U be a smooth scheme
over k. For an integrable connection ∇ : E → E ⊗ Ω1U , we call a multiplication by
F on (E ,∇) a k0-homomorphism F → End∇OX (E) = Ker (∇ on EndOX (E)). Let
M ′k0,F (U) be the category of triples
(1) An integrable connection (E ,∇) on U regular along boundary with a mul-
tiplication by F .
(2) A local system V of F -vector spaces on Uan.
(3) A morphism ρ : V → Ean on Uan inducing an isomorphism V ⊗k0 C →
Ker ∇an of local systems of F ⊗k0 C-modules.
For this category, we have analogues of Theorems 1 and 2.
We define briefly the both sides of the isomorphisms there. Note that an inte-
grable connecion (E ,∇) with a multiplication by F is naturally identified with an
integrable connection denoted (E (F ),∇(F )) on U ⊗k0 F . Let X be a proper smooth
scheme over k including U as the complement of a divisor D with simple normal
crossings. For an integrable connection (E ,∇) on U with a multiplication by F , it
is regular along D if and only if (E (F ),∇(F )) is regular along D ⊗k0 F . Hence if it
is regular, there exists an extension (EX ,∇) to X with an extended multiplication
F → End∇OX (EX). The rank of an objectM = ((E ,∇), V, ρ) ofM ′k0,F (U) is the rank
of E (F ) as an OU⊗F -module which is the same as the rank of V as a local system of
F -vector spaces. The determinant detF (E ,∇) over F of an integrable connection
(E ,∇) with a multiplication by F is defined as that corresponding to detOU⊗F E (F ).
The class group MPic′k0,F (U) of the category of rank 1 object P
′
k0,F
(U) is de-
fined similarly as in Section 1. For a finite extension k of k0, there is a canonical
isomorphism MPic′k0,F (k) = (k ⊗k0 F )×\(k ⊗k0 F ⊗k0 C)×/(F×)Homk0 (k,C).
For an object M = ((E ,∇), V, ρ) of M ′k0,F (U), the determinant of cohomology
detFRΓc(U,M) ∈ P ′k0,F (k) is defined similarly as in Section 1. It is the alternating
tensor product of the determinant over F of the compact support cohomology
Hqc (U,M) = (Hq(X,DR(EX)), Hqc (Uan, V ), Hqc (ρ))
∈M ′k0,F (k) where EX is a small extension of E with a multiplication by F . We also
define a variant detΓFRΓc(U,M) as an object of P ′k0,F (k). Take a small extension
(EX ,∇) with an extended multiplication by F . We define ΓF (∇ : EX) ∈ (k⊗F⊗C)×
as follows. By k⊗F =∏j Kj for fields Kj, the fiber product X⊗QF is the disjoint
union ∐Xj . Let EXj be the restriction on Xj of the corresponding connection E (F )X .
Then ΦEXj (T ) ∈ Kj(T )× and Γ(∇ : EXj ) = Γ(ΦEXj (T )) ∈ (Kj ⊗Q C)× are defined
in Section 1. We put ΓF (∇ : EX) = (Γ(∇ : EXj ))j ∈
∏
j(Kj⊗QC)× = (k⊗F⊗C)×.
Now similarly as in Section 1, we define detΓFRΓc(U,M) to be the inverse limit of
the triples
(detFRΓ(X,DR(EX)), detFRΓc(Uan, V ),ΓF (∇ : EX)−1 detRΓc(ρ))
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for small extensions EX .
We also define a pairing
P ′k0,F,X(U)× CHn(X mod D)→ P ′k0,F (k).
As is shown in Section 3, the essential point is the definition of the tame symbol.
We consider locally and do not assume X is proper. Let T = DJ and define a
pairing
P ′k0,F,X(U)× AJ → P ′k0,F,T (T ∗).
The integrable connection ((E , f), (∇, f)) is defined as that corresponding to the
integrable connection ((E (F ), f), (∇(F ), f)) on T ∗⊗k0 F . We define the local system
(V, f) on T ∗an of F -vector spaces. We have a local system (V, f)∼ = (−1)−ordf ·∇f∇
ρ(V )⊗ordf inside a locally free OanU ⊗k0 F -module Ean⊗ordf on Uan by fixing an
extension EX . It is unramified along Di for i ∈ J and (V, f) is defined as the
restriction on T ∗an of the extension of (V, f)∼. The comparison (ρ, f) : (V, f) →
Ker (∇an on (E , f)an) is the restriction of the inclusion (V, f)∼ → Ean⊗ordfX . Using
the tame symbol defined this way, we obtain a pairing P ′k0,F,X(U) × CHn(X mod
D)→ P ′k0,F (k) as in Section 3.
By the same argument as above, we have
Theorem 1’. Assume X is projective. Then for an object M of M ′k0,F (U), there
exists an isomorphism
detΓFRΓc(U,M)⊗ detΓFRΓc(U, 1)⊗−rank M ≃ (detFM, cXmodD)
in P ′k0,F (k).
Theorem 2’. Assume further that dimX = 1. Then the isomorphism of Deligne-
Riemann-Roch induces an isomorphism
detΓFRΓc(U,M)⊗ detΓFRΓc(U, 1)⊗−rank M ≃ (detFM, cXmodD).
5. ℓ-adic sheaves. Motives.
In this section, first we define a pairing
CHn(X mod D)× π1(k)ab → π1(U)ab,tame
compatible with the pairings
CHn(X)× π1(k)ab → π1(X)ab
defined in [S2] Proposition 1. Let k be a field, X be a proper regular scheme
over k and U be an open subscheme whose complement D is a divisor with simple
normal crossings. As in [S2], let π1(U)
ab,tame be the quotient of π1(U)
ab classifying
the abelian coverings of U tamely ramified along D. It is the Pontrjagin dual of
H1(U,Q/Z)tame = H1(U,Q/Z[1/p])⊕H1(X,Qp/Zp) for p = char k.
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Proposition 3. Let X and U over a field k as above. Then there is a pairing
CHn(X mod D)× π1(k)ab → π1(U)ab,tame
characterized by the following property. For a closed point x ∈ U , the pairing with
the class [x] is given by the composition
π1(k)
ab [κ(x):k]i·trx/k−−−−−−−−−→ π1(x)ab ix∗−−→ π1(U)ab,tame.
of the inseparable degree times the transfer trx/k and the map induced by the inclu-
sion ix.
Proof. By Corollary of Proposition 1, it is unique. By taking the dual it is sufficient
to define a pairing
H1(U,Q/Z)tame × CHn(X mod D)→ H1(k,Q/Z)
such that, for a closed point x ∈ X0, the pairing with the class [x] is the composition
H1(U,Q/Z)tame
i∗x→ H1(x,Q/Z) [κ(x):k]i×Trx/k−−−−−−−−−−→ H1(k,Q/Z). For the p = char k-
part, this is Proposition 1 of [S2]. There X is assumed to be smooth but it is
enough to assume only X is regular. Hence it is enough to define a pairing
H1(U,Z/m)× CHn(X mod D)→ H1(k,Z/m)
for an integer m ∈ Z invertible in k. Let κ : Γ(U,Gm) → H1(U, µm) be the map
induced by the Kummer sequence.
First we assume X is a proper regular integral curve. Let Gm(X mod D) be
the complex [Gm,X → Gm,D] on Xet. The Kummer sequence induces a map
H1(X,Gm(X mod D)) → H2c (U, µm). The pairing TrU/k ◦ ∪ : H1(U,Z/m) ×
H2c (U, µm) → H1(k,Z/m) induces a pairing H1(U,Z/m) × CH1(X mod D) →
H1(k,Z/m). By the canonical isomorphism CH1(X mod D)→ H1(X,Gm(X mod
D)), it gives the required pairing.
For general X , similarly as in Section 3, we define a local pairing
H1(U,Z/m)× Ax → H1(x,Z/m)
for a closed point x ∈ X0 using the tame symbol and check the reciprocity for
y ∈ X1. For a while, we drop the assumption X is proper and we define the tame
symbol in this context. Let J ⊂ I be a subset of the index set of the irreducible
components of D and let T ∗ ⊂ T = ⋂i∈J Di and AJ = (∏i∈J)Z Γ(X −Di,Gm) be
the fiber product as in section 3. We define a pairing
H1(U,Z/m)× AJ → H1(T ∗,Z/m).
Replacing X by X − ⋃i∈I−J Di, we may assume T = T ∗ and I = J and we put
A = AJ . It is enough to define the pairing Zariski locally on X and patch them
afterward. Hence we may assume that the ideal sheaf O(−Di) is a trivial invertible
OX -module and ordi : Ai → Z is surjective for i ∈ I. We show that the heuristic
argument in Remark in Section 3 actually works. For each i ∈ I, the Kummer
sequence induces a map Ai → H1(X − Di,Z/m(1)) → H2Di(X, ji!Z/m(1)) where
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ji : X −Di → X is the open immersion. Let A˜ be the tenser product A˜ =
⊗
i∈I Ai
and r = Card I. By taking the cup-product, we obtain A˜ → H2rT (X, j!Z/m(r)).
The cup-product
H1(U,Z/m)×H2rT (X, j!Z/m(r))→ H2r+1T (X,Z/m(r)) ≃ H1(T,Z/m)
induces a pairing ( , ) : H1(U,Z/m)×A˜→ H1(T,Z/m). Let A˜2 be the subgroup of
A˜ generated by ⊗iai such that ordiai = 0 for at least two i ∈ I. Since ordi : Ai → Z
are surjective, the fiber product A is isomorphic to A˜/A˜2 by ⊗ai 7→ (a
∏
j 6=i ordjaj
i )i.
We show that the pairing ( , ) annihilates A˜2. We may assume Card I = 2 and
I = {1, 2}. The pairing is factorized as
H1(U,Z/m)× A1 ×A2 ( , )1×res−−−−−−→ H1(D1 − T,Z/m) × Γ(D1 − T,Gm)
( , )2−−−→ H1(T,Z/m).
Further in the first pairing ( , )1, the restriction to Γ(X,Gm) ⊂ A1 is
H1(U,Z/m)× Γ(X,Gm) ∂×(κ◦res)−−−−−−→ H0(D1,Z/m(−1))×H1(D1,Z/m(1))
∪−→ H1(D1,Z/m).
Here the first arrow is the product of the boundary map and the restriction followed
by κ : Γ(D1,Gm) → H1(D1,Z/m(1)) induced by the Kummer sequence. In the
second pairing ( , )2, the restriction to H
1(D1,Z/m)×Γ(D1,Gm) is trivial. Hence
the pairing annihilates A˜2 and the pairing ( , ) : H1(U,Z/m) × A → H1(T,Z/m)
is defined.
Using the tame symbol defined above, we obtain a local pairing
( , )x : H
1(U,Z/m)×Ax → H1(x,Z/m)
as in Section 3. To define a pairing ( , )X : H
1(U,Z/m) × CHn(X mod D) →
H1(k,Z/m) it is sufficient to show the reciprocity law that the pairing
⊕
x Trx/k ◦
( , )x : H
1(U,Z/m)×⊕Ax → H1(k,Z/m) annihilates the image of the boundary
map ∂ :
⊕
y∈X1 By →
⊕
x∈X0 Ax by Proposition 1 in Section 2.
We prove the reciprocity for higher dimension as in the proof of Proposition 2
in section 3. Let Di be an irreducible component of D, ki be the constant field of
Di and ∂i : H
1(U,Z/m) → H0(Di,Z/m(−1)) = H0(ki,Z/m(−1)) be the bounary
map. Then for a closed point x ∈ Di, the restriction of the pairing to the i-th
component κ(x)× ⊂ Ax,i ∩ Ax is factorized as
H1(U,Z/m)×κ(x)× ∂i×(κ◦Nx/ki )−−−−−−−−−→ H0(ki,Z/m(−1))×H1(ki, µm) ∪−→ H1(ki,Z/m).
Hence the pairing annihilates the kernel of the norm
⊕
x∈(Di)0 κ(x)
× → k×i . Since
the composition
⊕
y∈(Di)1 K2(y) →
⊕
x∈(Di)0 κ(x)
× → k×i is the 0-map, the re-
striction of the pairing ( , ∂ )X to the kernel of By → κ(y)× is trivial for y ∈ X1.
Therefore it is sufficient to show that for each y ∈ X1 and f ∈ κ(y)×, there is a
lifting f˜ ∈ By of f such that the pairing ( , ∂f˜) is trivial.
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Let Y be the closure of y and Y˜ be the normalization of Y and let f ∈ κ(y)×. We
take an open subsetW ⊂ Y containing the singularities of Y , the intersection Y ∩Di
for i /∈ Iy = {i ∈ I; y /∈ Di} and the zeroes and poles of f and take a family π of
bases πi ofOY (−Di)|W for i ∈ Iy. Let W˜ ∗ be the inverse image ofW−
⋃
i∈I−Iy Di in
Y˜ . The tame symbol ( , π) defines a map H1(U,Z/m)→ H1(W˜ ∗,Z/m). Similarly
as loc.cit., it is sufficient to show the equality of the map
(( , π), ∂f)Y˜ = ( , ∂{π, f})X : H1(U,Z/m)→ H1(k,Z/m).
It follows from the local equality
(( , π), ∂x˜f)x˜ = ( , ∂x˜,y{π, f})x˜ : H1(U,Z/m)→ H1(x˜,Z/m)
for x˜ ∈ Y˜ .
First we assume the image x of x˜ is in W . By replacing X by an etale neigh-
borhood X ′ with x ∈ X ′ → X , we may assume H1(U,Z/m) is generated by⊕
i∈Ix H
1(X−Di,Z/m). Hence we may assume Card Ix ≤ 1. If Ix = ∅, both sides
(( , π), ∂x˜f) and ( , ∂x˜,y{π, f}) are simply ordx˜f ·( |x˜) : H1(X,Z/m)→ H1(x˜,Z/m).
We assume Card Ix = 1 and let 0 be the unique element and π0 be a prime element
of D = D0 at x. First assume y ∈ D = D0. We may assume π = (π0). Then they
are equal to ordx˜f · ( , π0)|x˜ : H1(U,Z/m) → H1(x˜,Z/m). Finally assume y /∈ D.
Then Iy = ∅, π is the empty family and (χ, π) = χ|W˜ ∗ . We have an exact sequence
0→ H1(X,Z/m)→ H1(U,Z/m)→ H0(D,Z/m(−1))
and the assertion is proved for H1(X,Z/m). Hence by localizing if necessary, we
may assume Z/m(1) ≃ Z/m on X and χ = κ(π0) ∈ H1(U,Z/m) ≃ H1(U,Z/m(1)).
Then the left hand side is (χ|W˜ ∗ , ∂x˜f) = κ{π0, f}x˜ ∈ H1(x˜,Z/m). We compute
the right hand side. By the explicit computation ∂x˜,yf = (−π0)ordx˜f · {π−10 , f}x˜,
we have
(χ, ∂x˜,yf) = κ({π0,−π0}ordx˜f · {π0, {π−10 , f}x˜}) = κ({π0, f}x˜).
Thus the local equality is proved if x ∈W .
We assume x /∈ W . We take a local basis π′i of Ni|Y at x for i ∈ Iy = Ix
and put πi = ui · π′i, ui ∈ κ(y)×. Then for χ ∈ H1(U,Z/m), we have (χ, π) =
(χ, π′) +
∑
i ∂iχ ∪ κ(ui) and (χ, π′) is unramified at x. Since f is a unit at x, we
have ((χ, π′), ∂xf) = 0 and
((χ, π), ∂xf) =
∑
i
(∂iχ ∪ κ(ui), ∂xf)
=
∑
i
∂iχ ∪ κ({ui, f}x) = −
∑
i
ordxui · ∂iχ ∪ κ(f(x)).
On the other hand, by ∂x,y{π, f} = (f−ordxui)i ∈
⊕
i κ(x)
× ⊂ Ax, the left hand
side (χ, ∂x,y{π, f}) is also −
∑
i ordxu · ∂iχ ∪ κ(f(x)). Thus the equality is proved
for x /∈W . Thus the proof of Proposition 3 is completed.
In the rest of paper, we assume the Gersten conjecture for K-theory holds for
a discrete valuation ring. By [G], it implies the Gersten conjecture for a smooth
scheme over a discrete valuation ring.
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Proposition 4. Let X be a proper smooth scheme over a regular noetherian con-
nected scheme S and D be a divisor of X with simple normal crossings relative to
S. Then there exists a unique pairing
π1(S)
ab × CHn(X mod D)→ π1(U)ab,tame
such that for a point s ∈ S, the diagram
π1(s)
ab × CHn(Xs mod Ds) −→ π1(Us)ab,tamey x y
π1(S)
ab × CHn(X mod D) −→ π1(U)ab,tame
is commutative.
Proof. The uniqueness follows from the surjectivity of π1(η)
ab → π1(S)ab for the
generic point η of S. We show the existence. We show the pairing π1(η)
ab ×
CHn(X mod D) → π1(η)ab × CHn(Xη mod Dη) → π1(Uη)ab,tame → π1(U)ab,tame
factors the quotient π1(S)
ab. In other word, the image of the cup-product
H1(U,Q/Z)tame × CHn(X mod D)→ H1(η,Q/Z)
is in H1(S,Q/Z). By the purity of the branch locus, we may assume S is the
spectrum of a discrete valuation ring. Let K be the fraction field and F be the
residue field of S.
For the p-part where p = char F , it is Proposition 1 of [S2]. Let m be an integer
invertible in F and consider the pairing
H1(U,Z/m)× CHn(Xη mod Dη)→ H1(η,Z/m).
By the Gersten resolution, we have an isomorphism
HnXF (X,Kn(X mod D))→
⊕
i
Hn−1(Di,F ,Kn−1(Di,F )) =
⊕
i
CHn−1(Di,F )
and an exact sequence
CHn(X mod D)→ CHn(XK mod DK) ∂→
⊕
i
CHn−1(Di,F ).
The ramification theory gives a map ∂i : H
1(U,Z/m) → H0(Di,Z/m(−1)) for a
irreducible component Di and ∂ : H
1(K,Z/m)→ H0(F,Z/m(−1)). Since Ker ∂ =
H1(S,Z/m), the following implies a pairing
H1(U,Z/m)× CHn(X mod D) −→ H1(S,Z/m)
is induced.
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Claim 1. The diagram
H1(U,Z/m)× CHn(XK mod DK) −−−−→ H1(K,Z/m)
(⊕i∂i)×∂
y y∂⊕
iH
0(Di,F ,Z/m(−1))×
⊕
iCH
n−1(Di,F ) −−−−→ H0(F,Z/m(−1))
is commutative. Here the lower pairing is the sum of
H0(Di,F ,Z/m(−1))× CHn−1(Di,F ) can×degF−−−−−−→ H0(Fi,Z/m(−1))
TrFi/F−−−−→ H0(F,Z/m(−1))
where Fi is the constant field of Di,F .
We prove Claim 1 later and assume a pairing is defined. We show the commuta-
tivity of the diagram for an arbitrary point s of S. By considering the blowing-up
at the closure of s and by the same argument as in the proof of Proposition 1 in
[S2], we may assume that the codimension of s is 1. Hence we may assume S is the
spectrum of a discrete valuation ring and s is the closed point. For p = char F -part,
it is proved in loc.cit. Let m be an integer invertible in F . We take a prime element
π of K. Let spπ denote the composition
CHn(XK mod DK)
{ ,π}−−−→ Hn(XK ,Kn+1(XK mod DK))
∂→ Hn+1XF (X,Kn+1(X mod D))
≃ Hn(XF ,Kn(XF mod DF )) = CHn(XF mod DF )
and also
H1(K,Z/m)
∪{π}−−−→ H2(K,Z/m(1))→ H1(F,Z/m).
The restriction to the closed fiber res : CHn(X mod D) → CHn(XF mod DF ) is
equal to the composition
CHn(X mod D)→ CHn(XK mod DK) spπ−−→ CHn(XF mod DF )
and the restriction H1(S,Z/m)→ H1(F,Z/m) is
H1(S,Z/m)→ H1(K,Z/m) spπ−−→ H1(F,Z/m).
Hence it is sufficient to show the following.
Claim 2. The diagram
H1(U,Z/m)× CHn(XK mod DK) (res,spπ)−−−−−−→ H1(UF ,Z/m)× CHn(XF mod DF )y y
H1(K,Z/m) −−−−→
spπ
H1(F,Z/m)
is commutative.
We deduce Claims 1 and 2 from
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Claim 3. Let y be a closed point of UK and Y be the closure of {y} in X. Then
(1). The image of the class [y] by ∂ : CHn(XK mod DK) →
⊕
i CH
n−1(Di,F )
is ∂[y] = ((Di, Y ))i ∈
⊕
i CH
n−1(Di,F ). Here (Di, Y ) is the intersection product∑
x∈Y ∩Di length OY ∩Di,x · [x].
(2). For a closed point x of Y0 = Y ∩XF , let ∂x,y denote the map κ(y)× → Ax
defined in Section 2. Then the diagram
κ(y)×
⊕∂x,y−−−−→ ⊕x∈Y0 Axy y
Hn(XK ,Kn+1(XK mod DK)) −−−−→
∂
CHn(XF mod DF )
is commutative.
We show Claim 3 implies Claims 1 and 2 and hence Proposition 4.
Proof of Claim 1. Let χ ∈ H1(U,Z/m) and y be a closed point of UK . For a closed
point x˜ of the normalization Y˜ of Y , the boundary ∂x˜(χ|y) ∈ H0(x˜,Z/m(−1)) is
given by
∑
i ordx˜(Di|Y˜ ) · (∂iχ)|x˜. Hence
∂(χ, [y]) = ∂(Try/K(χ|y)) =
∑
x∈Y˜0
Trx˜/F∂x˜(χ|y)
is equal to
∑
i
∑
x˜[κ(x˜) : Fi] · (ordx˜(Di|Y˜ )) · TrFi/F (∂iχ). Since
∑
x˜[κ(x˜) : Fi] ·
ordx˜(Di|Y˜ ) = degFi(Di, Y ), we have ∂(χ, [y]) =
∑
i(∂iχ, (Di, Y )). Since the right
hand side is (
∑
i ∂iχ, ∂[y]) by Claim 3 (1) and CH
n(XK mod DK) is generated by
the class of closed points of UK , Claim 1 is proved.
Proof of Claim 2. We use the notation above. By Claim 3 (2), we have (χ, spπ[y]) =∑
x∈Y0 Trx/F (χ, ∂x,y(π))x. On the other hand, we have spπ(χ, [y]) = ∂FTry/K(χ, π)
=
∑
x˜∈Y˜0 Trx˜/F (χ, π)x˜. Hence it is sufficient to show (χ, ∂x˜,y(π))x˜ = (χ, π)x˜.
This is proved by exactly the same argument as the equality (χ, ∂x˜,y({π, f}))x˜ =
((χ, π), ∂x˜f) in the proof of the reciprocity law in Proposition 4.
Proof of Claim 3. Similarly as in the proof of Proposition 1, it is sufficient to prove
that the boundary map
Z = Hny (X,Kn(X mod D))→ Hn+1x (X,Kn(X mod D)) =
⊕
Di∋x
Z
κ(y)× = Hny (X,Kn+1(X mod D))→ Hn+1x (X,Kn+1(X mod D)) = Ax
are given by 1 7→ ((Di, Y )x)i and ∂x,y respectively. The second one is proved by the
same argument as Proposition 1 in Section 2 and the first one is similar and easier.
The only point to be proved is the crucial Claim loc.cit.. However, it is proved by
taking etale locally a smooth projection X → D over S by the same argument. The
rest is proved in the same way and we leave the detail to the reader.
Using Propositions 3 and 4 above, we have a variant of Theorem 1 [S2] for the
relative canonical class in the relative Chow group. To state it, we review Jacobi
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sums following [A]. Let k be a field of characteristic p ≥ 0 and F be a field of
characteristic 0. Let k¯ and F¯ be separable closures and Zˆ′(1)k¯ = proj limp∤d µd(k¯)
and Q/Z(1)F¯ = inj limd µd(F¯ ). Let BF (k) be the free abelian group with ba-
sis Hom(Zˆ′(1)k¯,Q/Z(1)F¯ ) and B0F (k) be the kernel of the natural map B
0
F (k) →
Hom(Zˆ′(1)k¯,Q/Z(1)F¯ ). If we choose an isomorphism Zˆ′(1)k¯ ≃ Zˆ′(1)F¯ , the group
Hom(Zˆ′(1)k¯,Q/Z(1)F¯ ) is naturally identified with (Q/Z)
′ = inj limp∤d Z/d and
there are inclusions BF (k) → B and B0F (k) → B0. Here the free abelian group
B with basis Q/Z and B0 = Ker B → Q/Z are as in [A]. The groups BF (k) and
B0F (k) have natural actions of the absolute Galois groups Gk = Gal(k¯/k) and
GF = Gal(F¯ /F ). The automorphism group of Hom(Zˆ
′(1)k¯,Q/Z(1)F¯ ) as an ab-
stract group is Zˆ′× = proj limp∤d(Z/d)×. The action is given by the cyclotomic
characters Gk → Zˆ′× and GF → Zˆ′×. We define Jacobi sum J(a) for an element
a ∈ B0F (k)Gk×GF fixed by the actions of Gk and GF .
First we consider the case where k is a finite field of order q. The subgroup
BF (k)
Gk of BF (k) consisting of the elements fixed by Gk is generated by the ele-
ments of the form a =
∑f−1
i=0 [q
ia]. Here the order m(a) of a ∈
Hom(Zˆ′(1)k¯,Q/Z(1)F¯ ) is prime to q and f is the order of q in (Z/m(a))×. For a
non-trivial additive character ψ0 : k → F¯×, we define a map g( , ψ0) : BF (k)Gk →
F¯× by
g(a, ψ0) = −
∑
x∈E×f
a−1(x)ψ0(TrEf/kx)
for an element a =
∑f−1
i=0 [q
ia] as above. Here Ef is the extension of k of degree f
in k¯ and a is regarded as a character of E×f by E
×
f = µqf−1(k¯). The restriction Jk
of g( , ψ0) to B
0
F (k)
Gk×GF is independent of the choice of ψ0 and the image is in
F×. Hence Jk is a map B0F (k)
Gk×GF → F×.
We consider a general field k. Let a =
∑
a na[a] ∈ B0F (k) be an element fixed by
Gk and GF and letm(a) denote the order of the subgroup ofHom(Zˆ
′(1)k¯,Q/Z(1)F¯ )
generated by {a;na 6= 0}. We define a subfield Fa of F which is a subfield
of Q(ζm(a)). Let Ga be the subgroup of (Z/m(a))
× fixing a. We define Fa
to be the subfield of Q(ζm(a)) ⊂ F¯ fixed by the subgroup Ga of (Z/m(a))× =
Gal(Q(ζm(a))/Q). Since Ga includes the image of the cyclotomic character GF →
(Z/m(a))×, it is a subfield of F . Take an isomorphism Zˆ′(1)k¯ ≃ Zˆ′(1)F¯ . Then
the image of a ∈ B0F (k) in B0 is fixed by GFa and defines an algebraic Hecke
character J(a) of Fa with values in Fa with conductor dividing a power of m(a)
by [A]. Since Ga also includes the image of Gk, the isomorphism Zˆ
′(1)k¯ ≃ Zˆ′(1)F¯
chosen induces a homomorphism OFa [1/m(a)] → k and a homomophism Gabk →
π1(OFa [1/m(a)])ab. If F is a finite extension of Qℓ for a prime ℓ 6= p, the algebraic
Hecke character J(a) induces a character π1(OFa [1/ℓm(a)])ab → F×. The com-
posite character J(a) : Gabk → F× is independent of the choice of an isomorphism
Zˆ′(1)k¯ ≃ Zˆ′(1)F¯ . If k is a finite field, the value of the geometric Frobenius Frk is
given by J(a)(Frk) = Jk(a) ∈ F×.
We return to a geometric situation. Let X be a proper smooth scheme over a
field k of characteristic p ≥ 0 and U be an open subscheme of X whose complement
D is a divisor with simple normal crossings. Let Fλ be a finite extension of Qℓ,
for ℓ 6= p, and Vλ be a smooth Fλ- sheaf on Uet of rank r. We assume that the
ramification of Vλ along D is tame and the local monodromy at each irreducible
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component Di is quasi-unipotent. The assumption is automatically satisfied if k is
a number field by the monodromy theorem of Grothendieck. We define an element
aD,Vλ ∈ B0Fλ(k) fixed by Gk and GF and a character JD,Vλ = J(aD,Vλ) : Gabk → F×λ .
Let ki be the constant field of an irreducible component Di and ci be the Euler
number of D∗i ⊗ki k¯i where D∗i = Di −∪j 6=iDj as before. Since the ramification of
Vλ is tame, the local monodromy defines a continuous representation ρi : Zˆ
′(1)k¯i →
GLr(Fλ). Since it is assumed to be quasi-unipotent, its semi-simplification ρ
ss
i is
the direct sum
⊕r
j=1 aij of characters aij : Zˆ
′(1)k¯i → Q/Z(1)F¯λ . We put ai =∑r
j=1[aij ] ∈ BFλ(ki). It is fixed by Gki and GFλ . We define aD,Vλ ∈ BFλ(k) to
be
∑
i ciTrki/k(ai). It is fixed by Gk and GFλ . By the first assertion of Theorem 1
[S2], it is in B0Fλ(k).
Now we state a variant of Theorem 1 [S2] for relative Chow group.
Theorem S. Let U be a smooth scheme over a field k. Let Fλ be a finite extension
of Qℓ where ℓ 6= char k and Vλ be a smooth Fλ-sheaf of rank r on U . Assume the
following conditions (1)-(3) are satisfied.
(1) There exists a projective smooth scheme X over k including U as the com-
plement of a divisor D with relative normal crossings.
(2) The ramification of Vλ along D is tame.
(3) There exists a scheme S0 of finite type over Z and a S0-scheme U0 such
that U = U0 ×S0 Spec k and Vλ is a pull-back of a smooth Fλ-sheaf on U0.
Then the local monodromies are quasi-unipotent and the character JD,Vλ : G
ab
k →
F×λ is defined. Assume also the Gersten conjecture for discrete valuation rings. Let
(detVλ, cXmodD) be an Fλ-representation of dimension 1 of Gk defined by pulling
back the Fλ-representation detVλ of π1(U)
ab,tame by the pairing ( , cXmodD) : Gk →
π1(U)
ab,tame. Then there is an isomorphism of Fλ-representations of dimension 1
of Gk
detRΓc(Uk¯, Vλ)⊗ (detRΓc(Uk¯, Fλ))⊗−r ≃ (detVλ, cXmodD)⊗ J⊗−1D,Vλ .
Proof. By the assumption (3), the first assertion is an immediate consequence of
the monodromy theorem of Grothendieck. The isomorphism is proved by the same
way as Theorem 1 loc.cit. By a specialization argument as in the proof of Theorem
1 [S2] using Proposition 3 and 4 this time, it is reduced to the case where k is finite.
For a finite field k, we prove the same formula with cXmodD ∈ CHn(X mod D) as
in Theorem 1 [S1] by the same argument using the product formula by Laumon and
Lemmas in Section 2. Then it is enough to show JD,Vλ(Frk) = τD/F (ρ, ψ0) where
the right hand side is as in loc.cit.. It is easily checked by comparing the definition
of the both side in terms of Gauss sums. We leave the detail to the reader.
Finally we consider an arithmetic situation. Let k and F be finite extension of the
rational number field Q and U be a smooth k-scheme. We writeM ′Q,F (U) =MF (U)
etc. for short.
Lemma 5.2. Let X be a proper smooth scheme over k including U as the com-
plement of a divisor D with simple normal crossings. Let M = ((E ,∇), V, ρ) be an
object of MF (U) and assume that the action of the local monodromy Ti on V at
each component Di of D is quasi-unipotent. Then there exists a unique extension
(EX ,∇) of (E ,∇) such that the roots τ of the characteristic polynomials ΦEX ,i(T )
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are rational numbers satisfying 0 < τ ≤ 1. Further the OX -module EX is locally
free and, if (E ,∇) has a multiplication by F , it is extended to EX .
Proof. Since the monodromy is quasi-unipotent, and by Ti = exp(−2π
√−1resi∇)
(Chap. II Theorem 1.7 [D1]), the roots are rational numbers. By Proposition
5.4 loc.cit., There exists a unique extension (EX ,∇) satisfying the condition after
extending the scaler to C and it is locally free. Since the condition is invariant
by any automorphism of C over k, it is defined over k. By the uniqueness, the
multiplication is extended.
We call the extension EX defined in Lemma the canonical extension of E . Let
(E ,∇) be as in Lemma 5.2 with an multiplication by F and EX be the canoni-
cal extension. We consider a finite decreasing filtration Fil on E (F )X by coherent
OX⊗QF -submodules. We assume that the Griffiths transversality ∇(FilpE (F )X ) ⊂
Filp−1E (F )X ⊗OX Ω1X(logD) is satisfied. It induces a filtration also denoted by Fil
on the de Rham complex DR(E (F )X ) = (E (F )X ⊗ Ω•X(logD)) by (FilpDR(E (F )X ))q =
(Filp−qE (F )X ⊗ ΩqX(logD)).
Let λ be a finite place of F . We consider a triple M˜ = (Vλ,M, F il) of smooth
Fλ-sheaf Vλ on U
et, an object M of MF (U) and a filtration Fil on the canonical
extension E (F )X as above. We assume the following compatibility.
(1) There exists an Ok-scheme UOk of finite type and a smooth Fλ-sheaf Vℓ on
UetOk such that U = UOk ⊗ k and Vλ on U is the pull-back of Vλ on UOk .
(2) The local system V ⊗ Fλ on Uan is isomorphic to the pull-back of Vλ by
Uan → Uet.
Then by the assumption (1) and by the monodromy theorem of Grothendieck, the
local monodromy of Vλ along each component of D is quasi-unipotent. By the
assumption (2), it is also quasi-unipotent for V . Hence by Lemma 5.2, there is a
canonical extension E (F )X . If X = U = Spec k and rank M˜ = 1, a filtration Fil is
determined by a function n : Spec k ⊗ F → Z by the condition GrpE (F )X (x) 6= 0 if
and only if p = n(x) for x ∈ Spec k ⊗ F . By this correspondence, we identify a
filtration with an element in ZSpec k⊗F . The isomorphism class group of the triples
of rank 1 on Spec k is
inj lim
S
Hom(Gabk,S , F
×
λ )× ((k ⊗ F )×\(k ⊗ F ⊗ C)×/(F×)Hom(k,C))× ZSpec k⊗F .
Here S runs finite sets of places of k and Gk,S is the quotient of Gk classifying the
extensions unramified outside S.
For a =
∑
a na[a] ∈ B0F (k) fixed by Gk an GF , we define a triple
J˜(a) = (J(a), [Γ(ca)], 〈a〉)
of rank 1. The character J(a) : Gabk → F×λ is defined by an algebraic Hecke char-
acter as above. We define Γ(ca) ∈ (k ⊗ F ⊗ C)× = (C×)Hom(k,C)×Hom(F,C) and
〈a〉 ∈ ZSpec k⊗F as follows. Let the fractional part 〈 〉 : Q/Z → Q ∩ [0, 1) be a
section of Q → Q/Z. We define Γ(c?) : B = ⊕Q/Z Z → C× be the multiplicative
map defined by a ∈ Q/Z 7→ Γ(1− 〈a〉) and 〈 〉 : B→ Q be the linear map induced
by 〈 〉. For σ : k → C and τ : F → C, we take isomorphisms Zˆ(1)k¯ ≃ Zˆ(1)C
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and Zˆ(1)F¯ ≃ Zˆ(1)C extending σ and τ and let (σ, τ) : Hom(Zˆ(1)k¯,Q/Z(1)F¯ ) →
Hom(Zˆ(1)C,Q/Z(1)C) = Q/Z be the induced isomorphism. Since a is fixed by
Gk and GF , the image (σ, τ)(a) ∈ B is independent of the choice of isomor-
phisms. We define Γ(ca) = Γ(c(σ, τ)(a))σ,τ ∈ (C×)Hom(k,C)×Hom(F,C). Let k⊗F =∏
j Kj be the decomposition into product of fields Kj. For Kj, we take isomor-
phisms Zˆ(1)k¯ ≃ Zˆ(1)K¯j and Zˆ(1)F¯ ≃ Zˆ(1)K¯j extending the inclusions and let
ρj : Hom(Zˆ(1)k¯,Q/Z(1)F¯ )→ Hom(Zˆ(1)K¯j ,Q/Z(1)K¯j ) = Q/Z be the induced iso-
morphism. The image ρj(a) ∈ B is independent of the choice of isomorphisms. We
define 〈a〉 = (〈ρj(a)〉)j ∈ ZSpec k⊗F for a ∈ B0.
The final result in this paper is a variant of Theorem 1 in Section 4 and of Theo-
rem S for a triple M˜ = (Vλ,M, F il). We define the both sides. The determinant of
the cohomology detF RΓc(U,M˜) is the triple (detFλ RΓc(Uk¯, Vλ), detF RΓc(U,M),
F il). The first two components are already defined and we define the filtration. The
filtration Fil on E (F )X induces a filtration Fil on the de Rham complex DR(E (F )X ).
The filtration Fil on detF RΓc(U,DR(E)) is induced by this filtration by using the
isomorphism RΓc(U,DR(E)) ≃ RΓ(X(F ), DR(E (F )X )) of perfect complexes of k⊗F -
modules. We define a pairing (detF M˜, c) with an element c ∈ CHn(X mod D).
It is the triple ((detFλ Vλ, c), (detF M, c), F il). The first two components are al-
ready defined and we define a function n : Spec k ⊗ F → Z defining a filtration.
Let f denote the map X(F ) → Spec k ⊗ F . For a connected component Xj of
X(F ), let nj be the unique integer such that Gr
nj (det E (F )X ) 6= 0 at the generic
point of Xj and let degj denote the map CH
n(Xj) → CH0(f(Xj)) = Z. We
define n : Spec k ⊗ F → Z by putting n(y) = ∑Xj⊂f∗(y) nj degj(c|Xj ). Finally
we define the Jacobi sum JD,M˜. Let aD,Vλ ∈ B0Fλ(k) be the element fixed by Gk
defined for the Fλ-sheaf Vλ before. By the assumption (2), it comes from an ele-
ment aD,M˜ ∈ B0F (k) fixed also by GF . We define the triple JD,M˜ to be the triple
J˜(aD,M˜) for aD,M˜ ∈ B0F (k) above.
We define the notion that a triple M˜ = (Vλ,M, F il) is determinantally motivic.
First we consider the case where U = Spec k and rank M˜ = 1. A triple M˜ is called
motivic if it comes from an algebraic Hecke character χ of k with value in F . More
precisely,
(1) For a finite place p of k prime to the conductor of χ and to the characteristic
of λ, the λ-adic representation Vλ of the absolute Galois group Gk of k is
unramified and the action of the geometric Frobenius Frp on Vλ is the
multiplication by χ(p).
(2) The class [M] ∈ MPicF (k) = (k ⊗ F )×\(k ⊗ F ⊗ C)×/(F×)Hom(k,C) is
equal to the period p′(χ) (8.7 [D4]) of a motive M(χ) for χ in the category
of motives generated by potentially CM abelian varieties.
(3) Decompose k⊗F ≃∏iKi into products of fields and let χalg = ∏iNniKi/F ◦
can. Then Grp(E (F )X ⊗k⊗F Ki) 6= 0 if and only if p = ni.
In general, a triple M˜ is called determinantally motivic if for any closed point
x ∈ U , the fiber at x of the determinant detF M˜ = (detFλ Vλ, detF M, F il) is
motivic in the sense just defined.
Theorem 3. Let k and F be number fields and U be the complement of a normal
crossing divisor D in a projective smooth scheme X over k. Let M˜ = (Vλ,M, F il)
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be a triple of a smooth Fλ-sheaf Vλ on U
et, an object M of MF (U) of rank r
satisfying conditions (1) and (2) and a filtration Fil on the canonical extension
E (F )X . Assume that the spectral sequence Ep,q1 = Hp+q(X(F ), GrpDR(E (F )X )) ⇒
Hp+q(X(F ), DR(E (F )X )) degenerates at E1-terms and that the Gersten conjecture
holds for discrete valuation rings which are local rings of a smooth model of X over
some open subscheme of Ok. Then
(1). There is an isomorphism
detFRΓc(U,M˜)⊗ (detFRΓc(U, 1))⊗−r ≃ (detFM˜, cXmodD)⊗ J⊗−1D,M˜.
(2). Further if M˜ is determinantally motivic, then detFRΓc(U,M˜) is also motivic.
Proof. (1). The Fλ-sheaves in the first component are isomorphic to each other
by Theorem S. By Theorem 1’ in Section 4, to prove the second components, the
objects of PF (k), are isomorphic, it is sufficient to show that
Γ(∇ : EX) = Γ(caD,M˜)
∈ (k ⊗ F ⊗ C)×. Let nc(U,M˜), n(detM˜, cXmodD) etc. be the element ZSpec k⊗F
corresponding to the filtration on detFRΓ(X,DR(EX)), (det E , cXmodD) etc.. To
prove the filtration are the same, it is enough to show
nc(U,M˜)− rnc(U, 1) = n(detM˜, cXmodD)− 〈aD,M˜〉
in ZSpec k⊗F
Let ai =
∑
a ni,a[a] ∈ Bki(F ) be the element appeared in the definition of aD,Vλ .
By Ti = exp(−2π
√−1 · resi∇) and since the eigenvalues of resi∇ is in (0, 1], the
image of ΦEX ,i(T ) ∈ ki(T )× in (ki ⊗ F ⊗ C(T ))× = (C(T )×)Hom(ki,C)×Hom(F,C)
is equal to (
∏
a(T − (1 − 〈(σ, τ)(a)〉))ni,a)(σ,τ). By ΦEX (T ) =
∏
iNki/kΦEX ,i(T )
ci
and aD,M˜ =
∑
i ciTrki/kai, the image of ΦEX (T ) ∈ k(T )× in (k ⊗ F ⊗ C(T ))× =
(C(T )×)Hom(k,C)×Hom(F,C) is equal to (
∏
a(T−(1−〈(σ, τ)(a)〉))na)(σ,τ) for aD,M˜ =∑
a na[a]. From this the equality Γ(∇ : EX) = Γ(caD,M˜) follows immediately. Also
we have Tr resi∇ = (r − 〈(σ, τ)(ai)〉)(σ,τ) in k×i ⊂ (ki ⊗ F ⊗ C)×. Hence we have
−〈aD,M˜〉 =
∑
i ci ·Trki/k(Tr resi∇−r) in ZSpec k⊗F ⊂ k⊗F . Therefore the second
equality becomes
nc(U,M˜)− rnc(U, 1) = n(detM˜, cXmodD) +
∑
i
ci · Trki/k(Tr resi∇− r).
Proof of this equality will complete the proof of (1).
We compute nc(U,M˜). To simplify the notation, we write dim for the rank of
k⊗F -module, which is a function on Spec k⊗F and write χ for the alternating sum
of dim. By the assumption that the spectral sequence degenerates at E1 and by
the definition of the filtration on detF RΓ(X
(F ), DR(E (F )X )), we have nc(U,M˜) =∑
p p · χ(X(F ), GrpDR(E (F )X )). Since (GrpDR(E (F )X ))q = Grp−qE (F )X ⊗ ΩqX(logD),
DETERMINANT OF PERIOD INTEGRALS 71
by putting r = p− q, we have
nc(U,M˜) =
∑
q,r
(−1)q(q + r)χ(X(F ), GrrE (F )X ⊗ ΩqX(logD))
=
∑
r
(
r
∑
q
(−1)qχ(X(F ), GrrE (F )X ⊗ ΩqX(logD))
)
+
∑
q
(−1)qqχ(X(F ), E (F )X ⊗ ΩqX(logD))
We write n1c(U,M˜) and n2c(U,M˜) for the first term and the second term respec-
tively. We prove equaities
n1c(U,M˜) = n(detFM˜, cXmodD)(I)
n2c(U,M˜)− rn2c(U, 1) =
∑
i
ci · Trki/k(resi∇− r).(II)
Since n1c(U, 1) = 0, the equalities prove the assertion (1) of Theorem 3. We prove
the equality I. For a connected component Xj of X
(F ), let nrj be the rank of Gr
r
at the generic point and put cj = degj(cXmodD|Xj ) where degj : CHn(Xj) →
CHn(y) = Z for y = f(Xj) ∈ Spec k ⊗ F . By Riemann-Roch, we have∑
q
(−1)qχκ(y)(Xj, GrrE (F )X ⊗ ΩqX(logD)|Xj ) = nrj · cj .
Since the integer nj appeared in the definition of n(detFM˜, cXmodD) is nj =∑
r rn
r
j , the function n
1
c(U,M˜) : Spec k ⊗ F → Z is y 7→
∑
Xj⊂f∗(y) njcj . It
is n(detFM˜, cXmodD) by definition.
To prove II, we show
Lemma 5.3. Let X be a proper smooth scheme over a field k of dimension n and
F be a locally free OX -module of rank n. Let E1 and E2 be coherent OX -modules
whose ranks are the same on a dense open subscheme of X. Then
∑
q
(−1)qqχ(X, E1 ⊗ ∧qF)−
∑
q
(−1)qqχ(X, E2 ⊗ ∧qF)
= (−1)n(c1(E1)− c1(E2), cn−1(F)).
Proof. By Riemann-Roch, the left hand side is the degree 0 part of
(ch(E1)− ch(E2)) · (
∑
q
(−1)qq · ch(∧qF)) · td(Ω1X).
Since ch(E1)− ch(E2) is c1(E1)− c1(E2) + higher terms, it is sufficient to show that∑
q(−1)qq · ch(∧qF) is (−1)ncn−1(F) + higher terms. By splitting principle, we
put
∑
ci(F)Tn−i =
∏n
i=1(T + αi). If we put ai = expαi, the chern character
ch(∧qF) is the q-th fundamental symmetric polynomial sq of ai. We consider a
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polynomial f(T ) =
∑
(−1)qsqTn−q =
∏
(T − ai) and compute the derivative f ′(1)
in two ways. First we have f ′(1) =
∑
(−1)q(n− q)sq = n
∑
(−1)qsq −
∑
(−1)qqsq
Since
∑
(−1)qsq = f(1) = (−1)ncn(F) + higher terms, we have
∑
(−1)qqsq =
−f ′(1) modulo codimension n. On the other hand f ′(1) = ∑i∏j 6=i(1 − aj) =
(−1)n−1cn−1(F) + higher terms. Hence we have
∑
(−1)qqsq = (−1)ncn−1(F) +
higher terms and Lemma is proved.
By Lemma applied to E1 = E (F )X , E2 = OX(−D)(F ) and F = Ω1X(logD), we have
n2c(U,M˜)− rn2c(U, 1) = −(c1(E (F )X )− rc1(OX(−D)(F ))) · (−1)n−1cn−1(Ω1X(logD)).
Therefore to complete the proof it is enough to show
(−c1(E (F )X )) · (−1)n−1cn−1(Ω1X(logD)) =
∑
i
ci · Trki/kTr resi∇
in ZSpec k⊗F ⊂ k ⊗ F . We compute c1(E (F )X ) by using the residue.
Lemma 5.4. Let X be a proper smooth scheme over a field k of characteristic 0 and
U be the complement of a divisor D with simple normal crossings. Let ∇ : EX →
EX⊗Ω1X(logD) be a logarithmic integrable connection. Let ki be the constant field of
an irreducible component Di of D and Tr resi∇ ∈ ki. Let ∂ :
⊕
i ki → H1(X,Ω1X)
be the boundary map of the exact sequence 0→ Ω1X → Ω1X(logD)→
⊕
iODi → 0.
Then we have
c1(EX) = −∂(Tr resi∇)i.
Proof. The first chern class c1(EX) is the class of the push of the Gm-torsor det EX
by d log : Gm → Ω1X . The Ω1X -torser is trivialized locally by ∇ log e for a local
basis e of det EX . Hence it is the inverse image of
∑
i Tr resi∇ ∈
⊕
iODi by
Ω1X(logD)→
⊕
iODi . Since the boundary map is the minus of the class of torser,
Lemma is proved.
By Lemma 5.4, we have
(−c1(E (F )X )) · (−1)n−1cn−1(Ω1X(logD))
=
∑
i
Trki/k(resi∇ · degki((−1)n−1cn−1(Ω1X(logD)|Di)))
=
∑
i
ci · Trki/kTr resi∇.
Thus proof of Theorem 3 (1) is now complete.
(2). By Corollary of Proposition 1 in Section 2 and by the definition of deter-
minantally motivic, (detF M˜, c) is motivic for c ∈ CHn(X mod D). Hence it is
sufficient to prove
Lemma 5.5. For a ∈ B0, the triple J˜(a) over the abelian number field k = F = Fa
is motivic.
Proof. We may assume the coefficient na of a =
∑
a na[a] is positive na ≥ 0
for all a ∈ Q/Z. In fact we put a+ = ∑na>0 na[a] + [−∑na>0 naa] and a− =∑
na<0
(−na)[a]+[
∑
na<0
naa] ∈ B0. Then a+ and a− satisfy the condition na ≥ 0,
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fixed by Ga and a = a
+ − a−. Since the algebraic Hecke character J(a) is the
quotient J(a+)J(a−)−1, we may assume na ≥ 0. Further since J(a) = J(a0) for
a0 = a− n0[0], we may assume n0 = 0.
Let a =
∑n+1
i=0 [ai]. Clearly we may assume n ≥ 0. First we consider the
case n = 0. Let a = [a/m] + [−a/m] for integers (a,m) = 1. The field F =
Fa is then Q(cos
2π
m ). We compute J˜(a). For even m, let ǫ be the character
of order 2 corresponding to the quadratic extension Q(cos πm) of F and ǫ˜ be the
triple (ǫ, (τ ◦ σ−1(exp aπ
√−1
m ))σ,τ , 0). For odd m, we put ǫ˜ = 1. We show J˜(a) =
ǫ˜ ⊗ 1(−1) and this proves Lemma for n = 0. First we compute the algebraic
Hecke character J(a). Let q be a finite place of F = Fa prime to 2m. The
norm Nq satisfies Nq = ±1 mod m since Frq fixes a. If Nq ≡ 1 mod m, we
have J(a)(q) = τ(χ, ψ)τ(χ−1, ψ) = χ(−1)Nq for the m-th power residue symbol
χ =
(
q
)a
m
: κ(q)× → µm. Further
χ(−1) = (−1)Nq−1m a =
{
1 if m is odd or if m is even and Nq ≡ 1 mod 2m
−1 if m is even and Nq ≡ 1 +m mod 2m.
If Nq ≡ −1 mod m, we have J(a)(q) = τE2(χ, ψ ◦ TrE2/κ(q)) where E2 is the
quadratic extension of κ(q) and χ =
(
E2
)a
m
: E×2 → µm. Using χ|κ(q)× = 1, an
elementary computation yields J(a)(q) = (−1)Nq+1m aNq. Hence we have
J(a)(q) =
{
Nq if m is odd or if m is even and Nq ≡ −1 mod 2m
−Nq if m is even and Nq ≡ −1 +m mod 2m.
Thus J(a) = ǫ · N , where N is the norm, is proved. By Γ(s)Γ(1 − s) = 2π√−1 ·
exp(π
√−1 · s)/(exp(2π√−1 · s)− 1), we have
Γ(ca) = 2π
√−1×
{
1 if m is odd
(τ ◦ σ−1(exp aπ
√−1
m
))σ,τ if m is even
in (F ⊗ F )×\(F ⊗ F ⊗ C)×. Finally it is clear that 〈a〉 = 1. Thus we have proved
J˜(a) = ǫ˜⊗ 1(−1).
Assume n ≥ 1. We show J˜(a) appears in the cohomology of a Fermat hyper-
surface and hence is in the category of motives generated by CM abelian varieties.
Let m be an integer satisfying mai = 0 for 0 ≤ i ≤ n + 1. Let U be the com-
plement in X = Proj F [T0, · · · , Tn+1]/(
∑
i Ti) ≃ PnF of the divisor D =
⋃
iDi
with simple normal crossings, where Di = (Ti = 0). Let X
n
m be the Fermat
hypersurface Proj F [T0, · · · , Tn]/(
∑
i T
m
i ). and π : X
n
m → X be the covering
Ti 7→ Tmi etale over U . Over the field Q(ζm), it is a Galois covering with the Galois
group G = µn+1m /∆(µm). The element a defines a character a : G → Q(µm)×
by (ζi)i 7→
∏
i ζ
m〈ai〉
i . Let pa =
∑
ζ∈G a(ζ)
−1ζ ∈ Q(µm)[G] be the projector.
Since a is fixed by GFa , it is in Fa[G]. Further the algebraic correspondence
[pa] =
∑
ζ∈G a(ζ)
−1[Γζ ] where [Γζ ] is the graph of the automorphism ζ ∈ G on
Xnm,Q(µm) is stable by GFa and is defined over Fa. Let M˜a be the pa-component of
the direct image π∗1 on U with the trivial filtration Gr0 = M˜a. We apply Theorem
3 (1) to M˜a on U and show that
Hnc (U,M˜a)(−1) ≃ J˜(a).
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Since the left hand side is in the category generated by CM abelian varieties, this
complete the proof of (2).
It is well-known that Hqc (U,M˜a) = 0 for q 6= n and Hnc (U,M˜a) is of rank 1.
Also it is easy to check that detF RΓc(U, 1) ≃ 1((−1)n+1). Hence the left hand
side of Theorem 3 (1) for M˜a on U is (Hnc (U,M˜a)(−1))(−1)
n
. We compute the
right hand side. The rank of M˜a over Fa is 1. We compute cXmodD. The exact
sequence
Hn−1(X,Kn)→
⊕
i
Hn−1(Di,Kn)→ CHn(X mod D)→ Hn(X,Kn)→ 0
is
F× →
⊕
i
F× → CHn(X mod D)→ Z→ 0
and a section Z → CHn(X mod D) : 1 7→ [x] is defined for an F -rational point
x = (t0 : · · · : tn+1) ∈ U(F ). We show that cn(Ω1X(logD), res) = [x] + (ti)i. Let
ω =
∑n+1
i=1 tid log(Ti/T0). The zero locus of ω is [x] and resDiω = ti for 0 ≤ i ≤ n+1.
Using Lemma 2.1, we have
cn(Ω
1
X(logD), res) = [x] +
∑
i
{ti} · cn−1(ΩDi(logD|Di)) = [x] + (ti)i.
From this, by an elementary computation, we have (M˜a, cXmodD) = 1. We also
see that the formation of cXmodD commutes with base change and we do not need
assume Gersten resolution in the proof of (1) for this case. The assumption that
the spectral sequence degenerates at E1 is satisfied by the degeneracy of the Hodge
spectral sequence for Xnm. Finally by ci = (−1)n−1, we see aD,M˜a = (−1)n−1a.
Therefore the right hand side of (1) is J˜(a)(−1)
n
. Thus Hnc (U,M˜a)(−1) ≃ J˜(a) is
proved and proof of Theorem 3 is completed.
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