We show that any family of sets uniformly definable in an ominimal structure has an extended compression scheme of size equal to the number of parameters in the defining formula.
Introduction
Problems concerning the combinatorial complexity of set systems arise in many mathematical disciplines. They appear in context of range-space searching [9] in computational geometry, PAC learning in computational learning theory, and the study of types in mathematical logic. The basic situation of interest is: Given a collection of subsets C from some universe X, analyze the relationship of A ∈ C to the finite subsets of X. Warmuth and Littlestone [12] noted a structural characteristic of some set systems C which allows this question to be reduced to questions about subsets of X of some uniformly bounded size. They referred to their discovery as a sample compression scheme.
Compression schemes have many applications. It has been shown that the existence of a compression scheme on a class of sets is sufficient to ensure PAC learnability of the class [7, 12] , and that the size of a compression scheme can serve to replace the VC dimension of a class in PAC sample size bounds [7] . Moreover, there are several kinds of learning machine which operate by using compression sets to make predictions (e.g. [13, 14] ).
Warmuth and Littlestone proposed the following definition. Start with a (possibly infinite) set X of elements and a set C of subsets of X, which represent concepts. Warmuth and Littlestone say that C admits a d-dimensional compression if, given any finite subset F of X, and any set A ∈ C, there is a While compression schemes are useful, more is needed to achieve closure under the standard set theoretic operations (i.e. union, complement, etc.).
To this end, Floyd and Warmuth [7] proposed the notion of an extended compression scheme with b extra bits. They conceive of storing some uniformly bounded amount of information, represented as a binary string, in addition to S ∩ A and S \ A. From this, as in an ordinary compression scheme, one must recover the trace of A on F . Ben-David and Litman's notion of a size d-array compression [4] is a modification of the same idea.
Here we investigate how these notions compare with existing notions from model theory, which is a branch of mathematical logic. To enable this cor-respondence, it is useful to represent a subset A of X by its characteristic function f A : X → {0, 1}. so a set of concepts C should be thought of as a subset of X {0, 1}, the set of all characteristic functions with domain X.
For d any integer, X d denotes the set of (ordered) d-tuples from X and
For B ⊆ X, the notation C| B denotes the set of restrictions {f | B : f ∈ C} and C| fin = {C| B : B a finite subset of X with |B| ≥ 2}
The requirement that |B| ≥ 2 is technical and is used in the verification of Proposition 2.1. We write f ⊑ g if and only if f is a restriction of g, i.e.,
≤d and a finite set R of
We say that C has an extended d-sequence compression if there there is a compression function κ : C| fin → X d and a finite set R of reconstruction
, and f ⊑ ρ(κ(f )) for at least one ρ ∈ R.
With Proposition 2.1 we will show that for any concept class C, the existence of either of these d-compressions is equivalent to having a FloydWarmuth extended d-compression with b extra bits for some b.
In model theory, one is concerned with uniformly definable families of an algebraic structure. The idea of definability is important in logic, and can be described as follows.
A language L is a collection of function, relation, and constant symbols, together with the familiar logical operators, quantifiers, and variables, which operate according to the axioms of first-order logic. One recursively defines the set of L-formulas. An L-structure M consists of a nonempty universe M , together with an interpretation of each of the symbols in L. It is straightforward to recursively define truth in M and we write
We generally partition the free variables of a formula into two sequences and write ϕ(x;ȳ) to denote this partition. Intuitively, we think ofx as the free variables andȳ as the parameters or instantiated instances. Suppose ϕ(x;ȳ) is a partitioned formula with lg(x) = k and lg(ȳ) = m.
For any
which is visibly a subset of A. The uniformly definable family
is a set of subsets of M k .
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In this paper, we prove two theorems. The notion of a stable formula is defined in section 3.
Theorem 1.1. If ϕ(x;ȳ) is any stable formula in a structure M, then the uniformly definable family
has an extended d-compression for some d. As an example of the utility of these theorems, consider a 'generalized polynomial' or 'fewnomial' in the sense of Khovanskii [10] p(x; a 1 , . . . , a n , b 1 , . . . , b n ) = a 1 x b 1 + · · · + a n x compression. This extends results of Floyd and Warmuth [7] , who proved a similar result for polynomials in which the exponents were fixed.
Extended compression schemes and combinatorial density
Here we compare our two notions of a compression with preexisting notions and show how their existence relates to the combinatorial complexity of a family of sets. Proof. First, the equivalence of (1) and (2) To obtain the equivalence of (1) and (3) We compare the existence of an extended d-compression with the measure of combinatorial density introduced by Assouad in [1] .
is a real number defined as the infimum over all r > 0 for which there is a number N for which
for all finite subsets A ⊆ X.
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One of the primary virtues of VC dimension is that it provides an upper bound for combinatorial density. See, for instance, Chapter 4 of [6] . The following shows that compression schemes can perform a similar function.
Lemma 2.2. Suppose C has an extended d-compression. Then the combinatorial density of C is at most d.
Proof. Fix any finite A ⊆ X. Since C has an extended d-compression it also has an extended d-sequence compression. Fix one such compression and let N denote the number of reconstruction functions. Then any g ∈ C| A is uniquely determined by its compression κ(g) ∈ A d and any reconstruction function 
Structures and uniformly definable families
We are concerned with finding sufficient conditions on ϕ and M which will guarantee that uniformly definable families C ϕ(x;ȳ) have extended dcompressions.
As notation, given a partitioned formula ϕ(x;ȳ), its dual is the formula ϕ * (ȳ;x). Formally, the dual ϕ * is the same formula as ϕ, but with the roles of the free variables and parameters reversed. Thus,
is a uniformly definable family of subsets of M m .
Stable formulas
There are many equivalent definitions of a partitioned formula ϕ(x;ȳ) being stable in a structure M. Stability of a formula morally means that the parameters can not be used to linearly order arbitrarily large sets of points from the domain. For example, the formula x < y interpreted in any infinite linear order is not stable, whereas x = y is stable in any structure.
We call ϕ(x;ȳ) stable if, for some integer N , there are no elements {(ā i ,b i ) :
An example of a non-trivial stable formula is f (x;ȳ) = 0, where f is a parameterized polynomial, when evaluated in any field (F, +, ·). In this case,
is the parameterized family of zero sets of f (x;ā) for variousā from F . The reader may want to verify this fact for the simplest case, lg(x) = 1, where it follows from the fact that the cardinality of a zero set is uniformly bounded by deg(f ) over all choices of parameters (coefficients).
To distinguish this section from the subsequent one, we should say that o-minimal structures, since they are ordered, always have many unstable formulas. In fact most natural geometric families are unstable. For example, the family of all 2-discs in R 2 is unstable, because any finite sequence of points in the plane arranged along a line can be linearly ordered (in the sense of stability) by discs emanating from one of the endpoints.
There are many texts giving the salient features of stable formulas. See e.g., [17] (Chapter 1, Lemma 2.1), or [18] for proof of the following easy fact. There are many consequences of stability. For our purposes, the most relevant one is the existence of uniform type definitions, which we now introduce. The following Proposition simply amounts to unpacking the definitions. has an extended d-compression.
Proof. We will show that C ϕ(x;ȳ) has an extended d-sequence compression. It may be the case that the size of an extended compression on a stable formula can be bounded by some other combinatorial characteristic. A leading candidate would be the Shelah 2-rank of the formula.
O-minimal structures
Definition Let L = {<, . . .} and let M be an L-structure. We say that M is o-minimal if < is interpreted as a dense linear order without endpoints, and for every partitioned L-formula ψ(x;ȳ) in a single variable x, the set ψ(M;c) is a finite union of points and intervals for everyc ∈ M m .
An excellent reference for o-minimality is [5] . The most important ominimal structures for applications are expansions of the ordered real numbers, but there are other examples, in particular various structures built on the rationals.
It follows from the Tarski-Seidenberg theorem that the real field is ominimal. Two other important cases are due to results by Wilkie and Gabrielov. They are:
• The real field with a function symbol added for exponentiation [21] .
• The real field with symbols added for the analytic functions, restricted to a compact domain [22, 8] .
Since the real field with exponentiation is o-minimal, our result shows that any feedforward sigmoidal neural network with standard sigmoid has an extended compression scheme of size w, where w is the number of weights.
Similarly, concept classes associated with sets of positivity of exponential expressions such as with lg(x) = k and lg(y) = 1, there is a finite set F θ of formulas, each of the form ψ(x;w,z) with lg(w) = k, such that for every finite
andē ∈ M lg(z) there isā ∈ A and ψ ∈ F θ such that θ(A; c,ē) = ψ(A;ā,ē).
Proof. Fix an o-minimal structure M and a formula θ(x; y,z). By o-minimality, choose an integer N so that the boundary ∂θ(ā, M,ē) has size at most N for all choices ofā andē. For each i < N , let f i (ā,ē) denote the i th boundary point (with respect to the ordering on M ) of ∂θ(ā, M,ē) if it exists. Note that each partial function f i is definable in M. We define four groups of formulas:
Let F θ be this finite set of formulas.
Now choose a finite
Since A is finite, D is a finite subset of M . The argument now splits into four cases:
Then θ(A; c,ē) = ψ i,1 (A;ā,ē) for anyā ∈ A and i < N such that c = f i (ā,ē).
Since D is finite, we can choose d In this case, for anyā ∈ A, the truth of θ(ā, y,ē) is invariant on all of M , hence ϕ(A; c,ē) = ψ * (A;ā,ē) for anyā from A.
Note that there was no constraint on lg(z) in the previous Lemma. Thus, if we are given a formula ϕ(x;ȳ) with lg(ȳ) = m, we can inductively shave off elements fromȳ in favor of elements from A. More precisely, we have the following Proposition. It generalizes a result of Basu [3] , which makes a similar assertion for ominimal expansions of real closed fields.
To see the relation between our result and that of Basu, note that Basu considers arrangements of n objects, thought of as the fibers of some fixed definable map π : T → R l where T is a definable subset of R l+k . He concludes that the combinatorial complexity of any such finite arrangement (i.e. the number of cells) is O(n k ). (This is phrased as a result on the Betti numbers of the cells in Theorem 2.2 of [3] ). This is dual to our result on density, though we phrase things in terms of relations rather than projections. Fun-damentally, the number of subsets traced on a set of points, and the number of cells given by the fibers of these points under a projection, are the same.
Our result is therefore equivalent, but has a slightly increased generality stemming from the fact that we do not assume (as Basu does) that our o-minimal structure is an expansion of a real closed field.
Corollary 4.6. For M any o-minimal structure, every uniformly definable family C ϕ(x;ȳ) has combinatorial density at most lg(ȳ).
Consistent compressions
If one is willing to double the size of the data set, then in any o-minimal structure M, every uniformly definable family C ϕ(x;ȳ) has a consistent dcompression, where d = 2 · lg(ȳ). That is, the range of the reconstruction functions can be taken to be {χ ϕ(A;c) :c ∈ M lg(y) }.
The proof is analogous to the series of statements 4.2-4.5 given above.
Lemma 4.7. For any o-minimal structure M and for any formula θ(x; y,z)
with lg(x) = k and lg(y) = 1, there is a finite set F θ of formulas, each of the form ψ(y;w 1 ,w 2 ,z) with lg(w 1 ) = lg(w 2 ) = k such that for every finite Here we define five groups of formulas, each with free variables among (y,w 1 ,w 2 ,z):
ψ 2 := y = y i.e., always true
As before, choose a finite
Since A is finite, D is a finite subset of M . Here the argument now splits into five cases:
Then ψ i,1 (M ;ā,ē) works for anyā ∈ A and i < N such that c = f i (ā,ē).
Then the always true formula y = y suffices for ψ. 
As in the proof of Proposition 4.3, a routine induction yields the following Proposition for any m and any 1 ≤ r ≤ m. with lg(ȳ) = m, C ϕ(x;ȳ) has a consistent extended 2m-compression scheme.
Proof. As in the proof of Corollary 4.5 it suffices to produce a consistent extended 2m-sequence compression. Let F be the finite set of formulas given by Theorem 4.9. Let R be the set reconstruction functions indexed by ψ ∈ F, where
Given any finite A ⊆ M k and anyc ∈ M m , the compression function is defined by
where (ā 1 , . . . ,ā 2m ) are obtained by an application of Theorem 4.9.
Discussion
Results in [11] increased the number of known VC classes by considering parallel results in mathematical logic concerning independence dimension.
Here we have sought to make an analogous connection between compression schemes and type definability. The matching in this case is less symmetric, but interesting nonetheless. It is also of interest to relate the size of the extended compression, both its dimension and the number of reconstruction functions to other metrics of the class. In the stable case, the Shelah 2-rank [18] is the obvious possibility.
Our results depend modestly but necessarily on appeals to the compactness theorem. Work remains to be done to translate our results into a workable method in which both |R| and the size of the compression are managed.
This will clearly have to be done on a situational basis, but many of the pieces already exist for the real field (Milnor bounds) and the real field with exponentiation (Khovanskii's fewnomial bounds). One can also approach compression schemes in o-minimal structures from the point of view of finite cell decomposition.
Most previous work on compression schemes has relied on the nice properties of set systems which are maximum, which means that on any finite set of points, they trace out the maximum number of sets allowed by Sauer's lemma. Previous research (e.g. [7, 4] ) has shown that definable families which are natural (intervals, half-spaces, algebraic sets) have a tendency to be maximum, or nearly so. Our work has made no use of the maximum condition, but the link between maximum families and the families we have considered is largely unexplored. It may be the case, for instance, that any family definable in an o-minimal structure at some level embeds in a max-22 imum family. Ben-David and Litman showed a similar fact for algebraic sets.
