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Abstract
We give a coalgebraic formulation of timed processes and their operational semantics. We model time by
a monoid called a “time domain”, and we model processes by “timed transition systems”, which amount to
partial monoid actions of the time domain or, equivalently, coalgebras for an “evolution comonad” generated
by the time domain. All our examples of time domains satisfy a partial closure property, yielding a distributive
law of a monad for total monoid actions over the evolution comonad, and hence a distributive law of the
evolution comonad over a dual comonad for total monoid actions. We show that the induced coalgebras are
exactly timed transition systems with delay operators. We then integrate our coalgebraic formulation of time
qua timed transition systems into Turi and Plotkin’s formulation of structural operational semantics in terms
of distributive laws. We combine timing with action via the more general study of the combination of two
arbitrary sorts of behaviour whose operational semantics may interact. We give a modular account of the
operational semantics for a combination induced by that of each of its components. Our study necessitates
the investigation of products of comonads. In particular, we characterise when a monad lifts to the category
of coalgebras for a product comonad, providing constructions with which one can readily calculate.
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1. Introduction
The goal of this paper is to analyse the timed behaviour of processes with an eye towards in-
tegrating it into the study of coalgebra and its body of theory. Such a coalgebraic formulation
would and does allow uniform treatments of bisimulation [6], of operations on processes [21], and
of operational semantics [21].
We ﬁrst consider the extent to which timed behaviour alone can be expressed in coalgebraic
terms. This involves a succession of concepts. First, a time domain is a monoid (T ,+, 0) subject to
two conditions (see Definition 2.1). A motivating example is given by the set of natural numbers
with addition. A timed transition system is then a labelled transition system (P , T ,), where P is a
set of processes, T is a time domain, and ⊆ P × T × P is a time transition relation, i.e., it satisﬁes
axioms of determinacy, zero-delay, and continuity. The concept of timed transition system was at
the heart of the ﬁrst author’s thesis [11], was summarised in [10], and was synthesised from various
accounts of time in the literature, such as [7,17,22]. The central result of Section 2 is that a timed
transition system amounts exactly to a coalgebra for what we call the evolution comonad ET on Set
generated by the time domain T . The evolution comonad has a natural and succinct description.
When the time domain is the set of natural numbers with addition, ET is the cofree comonad on an
endofunctor. In general, however, the evolution comonad is not cofreely generated.
We then investigate, in coalgebraic terms, how time interactswith a concept of delay. This involves
the formulation of a notion of delay operator (see Definition 3.5), reﬂecting the natural properties
of delay in a timed setting. In order to deﬁne the concept at all, we need to deﬁne closedness, more
generally partial closedness, for a time domain, and we need some analysis of partially closed timed
domains, as well as checking that our main examples of time domains are partially closed.
These definitions in hand, in Section 4 we prove that timed transition systems together with a
delay operator amount to the bialgebras for a distributive law of the monad for total left T -actions
for a time domain T over the evolution comonad ET . The category of T -actions is not only alge-
braic over Set but also coalgebraic over Set , with comonad (−)T . A subtle use of Currying allows
us to reformulate the distributive law of the monad T × (−) over the comonad ET as a distributive
law of ET over the comonad (−)T and then to see the bialgebras as coalgebras for the induced
composite comonad.
In Section 5, we incorporate time with action. To do so, we introduce and study the notion of
heterogeneous transition systems. Given a ﬁnite set A of actions, a time domain T and a set P , an
heterogeneous transition system (P ,A, T ,→,) on P is given by
• an image-ﬁnite transition system (P ,A,→) and
• a timed transition system (P , T ,)
The ﬁrst transition system is a coalgebra for an endofunctor B on Set [6]. Thus, by the above,
if D is the cofree comonad on B, we have a pair of comonads D and D′ on Set together with a
D-coalgebra structure and a D′-coalgebra structure on the same set. So we consider how to com-
bine such comonads. If the product D × D′ of comonads exists, it is the combined comonad we
require. But products of comonads do not always exist, and when they do exist, they are typically
awkward to calculate. Sowe give simple general conditions that imply existence, andwe characterise
the product in terms with which one can readily calculate, providing that one of the comonads is
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cofree on an endofunctor. There is an important special case, whereD′ too is cofree on an endofunc-
tor B′, e.g., when the time domain is the set of natural numbers. When both comonads are cofree
on endofunctors, life becomes simpler, as the product of comonads is then the cofree comonad on
the product of endofunctors, which in turn is given pointwise.
In Section 6, following the work of Turi, Plotkin and later authors on distributive laws
[14,15,18,19,21], we study the combination of operational semantics generated by two sorts of be-
haviour, our leading class of examples having one sort of behaviour generated by time with the
other sort of behaviour generated by action. Time, as well as being of fundamental interest in its
own right, illustrates some, albeit not all, of the intricacies involved with combining operational
behaviours in general. An important delicacy that arises with time is as follows [11]: it is not always
the case that one has independent pairs of behaviour, i.e., one might not have distributive laws
TD⇒ DT
and
TD′ ⇒ D′T
that one seeks to combine into one of the form
T(D × D′)⇒ (D × D′)T
That simple situation sometimes does appear in practice, so we do address it. But time behaviour
typically interacts with action behaviour: one most generally starts with data of the form
T(D × D′)⇒ DT
and
T(D × D′)⇒ D′T
rather than with a pair of distributive laws. So the bulk of Section 6, which is devoted to the
derivation of a combined operational semantics, gives necessary and sufﬁcient conditions for the
combination, necessarily allowing for the possibility of parametrised starting data.
Although the results in this paper give a fairly comprehensive account of the most fundamental
way of combining different forms of transition system, namely taking products, there are situations
in which it is appropriate to consider more sophisticated methods of combination in which, for
example, non-trivial distributivity or commutativity relations between behviours are incorporated.
The investigation of such interactions is left as an interesting task for future research.
We also do not explicitly consider bisimulation for time in this paper. For this, the interested
reader is referred to the ﬁrst author’s thesis [11], where it is seen to follow routinely from the analysis
here. We also refer to the thesis for combined rule formats in special cases. We regard the work of
this paper as a natural development of [18,15], which was a ﬁrst attempt to take Turi and Plotkin’s
definition of a mathematical operational semantics and start to develop a theory of mathematical
operational semantics based on it. This paper is an extended version of the CMCS 2004 workshop
paper [12] by the ﬁrst two authors, extended primarily by incorporation of the work of the third
author in his invited talk at the same workshop.
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2. Timed transition systems
In this section, we briefly develop an account of timed processes as explained more fully in the
ﬁrst author’s thesis [11] and in a conference paper summarising part of the thesis [10]. Our analysis
is consistent with and generalises much of the literature on time, for instance [7,17,22].
The primary feature of a timed process is that it may evolve, under the passage of time, to another
process. We write such timed transitions
p
t
 p ′,
where p , p ′ are processes and t is the time taken by the evolution. To cater for different possible
notions of time, we shall ask for t to be an element of a time domain, a notionwhich captures relevant
abstract properties of time.
Deﬁnition 2.1 (Time domain). A time domain is a (not necessarily commutative) monoid (T ,+, 0)
satisfying axioms of irreversibility and left-cancellation as follows:
(∀s, t, u ∈ T ). s = s+ t + u⇒ s = s+ t
(∀s, t, u ∈ T ). s+ t = s+ u⇒ t = u.
Note that, in the presence of left-cancellation, the irreversibility axiom is equivalent to
(∀t, u ∈ T ). s+ t = 0⇒ s = t = 0.
In the above definition, elements of T are to be understood as representing durations of time. The
monoid addition s+ t represents the duration s followed immediately by the duration t. Irrevers-
ibility states that if s is followed by t to reach a new time s+ t /= s, then, whatever further time u is
allowed to pass, it always holds that s+ t + u /= s, i.e., it is impossible ever to return to s. The left-
cancellation property asserts that time is homogeneous in the sense that the future {s+ t | t ∈ T }
from s looks the same irrespective of s.
One expects any abstract notion of time to come with an associated temporal order. The reason
for not including such an order among the primitive data of a time domain is that a natural order
can be derived from the monoid structure.
Deﬁnition 2.2 (Temporal order). For a monoid (T ,+, 0) deﬁne
s  t ⇔ (∃u ∈ T ). s+ u = t.
Proposition 2.3. For any monoid (T ,+, 0)
(1)  is a preorder with minimum element 0, and
(2) for every s ∈ T , the function s+ (·): T → T preserves the order.
Proposition 2.4. A monoid (T ,+, 0) is a time domain if and only if
(1)  is a partial order, and
(2) for every s ∈ T the function s+ (·): T → T reﬂects the order.
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As well as directly expressing intuitive general properties of time, as discussed thoroughly in
[10,11], the definition of time domain is further motivated by the existence of naturally occurring
examples.
Example 2.5 (Discrete time). T = . Here 0, + and  are all as expected.
Example 2.6 (Real time). T = 0, the set of non-negative reals. Again 0, + and  are as expected.
Example 2.7 (Qualitative/branching time). T = C∗, the free monoid over a set C . Think of C as a set
of independent global clocks, and a word  ∈ C∗ as representing a sequence of ticks from the clocks
in the order in which they occur. In the free monoid, 0 is the empty word ε and + is concatenation
of words, corresponding to the natural composition of time durations in this context. The derived
order is the preﬁx ordering:    if and only if  is a preﬁx of . When |C| = 1, i.e., for a single clock,
qualitative time is equivalent to discrete time. When |C|  2, in contrast to the previous examples,
C∗ is not a commutative monoid and  is not a total order.
Example 2.8 (Product/local time). If {Ti}i∈I is a family of time domains, then∏i∈I Ti is a time domain
under the pointwise monoid structure. The derived order is also pointwise. Product time domains
naturally model local time, where each i ∈ I models a clock corresponding to the time domain Ti,
local in the sense that the actions of different clocks do not interfere with each other, e.g., with each
clock inﬂuencing a distinct component of the system being modelled. When |I |  2 and the time
domains are non-trivial, the temporal order is not total.
We now introduce the notion of timed transition system, which captures intuitive properties of
the evolution of processes under time.
Deﬁnition 2.9 (Timed transition system). A timed transition system over a time domain T is a
labelled transition system (P ,)where P is a set of processes, and ⊆ P × T × P is called the time
transition relation, satisfying axioms of determinacy, zero-delay and continuity, which, respectively,
are given by:
p
t
 p ′ ∧ p t p ′′ ⇒ p ′ = p ′′
p
0
 p
p
t+u
 p ′ ⇔ (∃p ′′). p t p ′′ u p ′
The key point to observe here is that this is only about time: it does not involve any other possible
behaviour. Rather, our strategy is ﬁrst to study properties of timed behaviour in isolation, and then
to consider how timed behaviour interacts with other forms of behaviour such as nondeterministic
behaviour. This approach motivates, in particular, the determinacy axiom. The idea is that nonde-
terminism in computation needs to be specifically triggered and should not merely be a by-product
of the evolution of a process under time. Later, we shall model nondeterministic timed processes
by combining deterministic timed behaviour as above with explicit nondeterministic behaviour.
Such an approach to nondeterminism is standard in the literature on timed processes. For further
discussion, see [10,11].
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One of the basic observations of [10,11] is that timed transition systems over T are equivalent to
partial actions of the monoid T . To see this, with more elegant proofs, we proceed as follows. We
denote a partial function from X to Y by X ⇀ Y , and we denote Kleene equality of terms t and t′,
i.e., t being deﬁned if and only if t′ is, and in that case their being equal, by t  t′.
Deﬁnition 2.10. Given a monoid (M ,+, 0) and a set X , a partial right monoid action of M on X is a
partial function ∗ : X ×M ⇀ X such that for all x in X and m, n in M :
x ∗ 0 = x
x ∗ (m+ n)  x ∗ m ∗ n .
Proposition 2.11. To give a timed transition system (P ,) over T is to give a partial right T -action
∗ on P , with the equivalence given by
p
t
 p ′ ⇔ p ′  p ∗ t
In view of this result, we henceforth consider timed transition systems and partial right actions as
being interchangeable.
There are several possible ways to make partial M -actions into a category pActM , but the one
that proves most useful in this setting is by deﬁning a map from (X , ∗) to (X ′, ∗′) to be a total
function f : X → X ′ such that for all x in X and m in M
f(x ∗ m)  f(x) ∗′ m
The central result of [11] is Theorem 4.1, which asserts that for a time domain T , the category
pActT , which, by Proposition 2.11, amounts to a category of timed transition systems, is comonadic
over Set with comonad given as follows.
Deﬁnition 2.12 (Evolution comonad). Given a time domain (T ,+, 0) and a set X , a T -evolution is
partial function e : T ⇀ X satisfying the following two axioms:
e(0) ↓
(∀t, u ∈ T ). e(t + u) ↓⇒ e(t)↓
We denote the set of all T -evolutions on X by ET X , omitting the subscript T when no confusion
can arise. This extends to a functor on Set sending f : X → X ′ to Ef : EX → EX ′ deﬁned by
E(f)(e)(t)  f(e(t)) .
The functor extends to a comonad with counit  : E ⇒ Id and comultiplication  : E ⇒ E2 deﬁned
as follows:
(e) = e(0)
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 (e)(s)↓ whenever e(s)↓
 (e)(s)(t)  e(s+ t) .
Theorem 2.13 ([11, Theorem 4.1]). For any time domain (T ,+, 0), the forgetful functor pActT → Set
is comonadic, with comonad given by ET .
Given an endofunctor B on a category C , if the forgetful functor U : B-Coalg −→ C has a right
adjoint, we call the induced comonad the cofree comonad on B. In general, for example in the case
of real time T = 0, the comonad ET does not appear to be cofreely generated by an endofunctor.
But for discrete and qualitative time, i.e., for Examples 2.5 and 2.7, it is cofreely generated:
Theorem 2.14 (cf. [11, Theorem 4.2], [4]). The comonad EC∗ is cofreely generated by the endofunctor
on Set given by 1+ (C ×−). In particular, EN is the cofree comonad on the endofunctor 1+− on Set .
We shall need one more basic result about the comonad ET .
Proposition 2.15 (cf. [11, Propositions 4.7 and 4.8]). For any time domain T , the functor ET preserves
pullbacks and is accessible.
Proof. The preservation of pullbacks is straightforward (see [11, Proposition 4.7]). For accessibility,
ﬁrst observe that the functor T ⇀ (−) is accessible as it is isomorphic to (1+ (−))T and accessible
functors on Set are closed under limits in general, hence products in particular (see, for instance, [1]).
Next, obtain ET as the equaliser of natural transformations ', '′ : (T ⇀ (−))⇒ 2× 2T ×T , where
we write 2 for the set {true, false} of truth values, deﬁned by:
'X (e) = (e(0)↓, ((t, u). (e(t + u)↓))
'′X (e) = (true, ((t, u). (e(t + u)↓ ∧ e(t)↓) .
This exhibits ET as a limit of accessible endofunctors, hence accessible. 
We remark that it follows from the above, see e.g. [5], that pActT is a topos. In fact it can be
shown to be a presheaf topos.
3. Delay operators
In this paper, we use coalgebra to provide a principled treatment of operations on timed process-
es. Most interesting operations concern the interaction of time with other types of behaviour, for
example, nondeterministic behaviour. We consider such heterogeneous behaviour in Section 5. But
ﬁrst we address the only natural example we know of an interesting operation on timed processes
whose behaviour concerns time alone: the delay operator. The delay operator interacts with timed
transition systems in a way that is quite different to that of other operations, as we shall see later.
A delay operator on a timed transition system will be a binary operation, mapping a time t and
process p to a process t . p , the process that delays for duration t and then proceeds as p . There are
intuitive properties that a delay operator should satisfy. First:
0 . p = p
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(s+ t) . p = s . t . p
which together say that delay is a total left action of the time domain monoid on processes. Second,
one expects, as minimum, the following interaction with process evolution:
(t . p) ∗ t = p
These equations, together with the monoid action laws for ∗, have the following two natural con-
sequences:
t  s ⇒ (s . p) ∗ t = (s− t) . p
s  t ⇒ (s . p) ∗ t  p ∗ (t − s)
where, if s  t, we write t − s for the unique u such that t = s+ u. The last two equations can
equivalently be expressed as a single equation
(s . p) ∗ t  (s−˙t) . (p ∗ (t−˙s)) (1)
by introducing the notation s−˙t for truncated subtraction, which satisﬁes the following conditions:
t  s ⇒ s−˙t = s− t ,
s  t ⇒ s−˙t = 0 .
When the temporal order on T is total, the above properties completely determine the evolution
of s . p to (s . p) ∗ t for any time t. However, for time domains with a partial temporal order, the
value of (s . p) ∗ t is not yet speciﬁed when s and t are incomparable. It turns out that there is an
elegant general solution to determining a natural value for (s . p) ∗ t based on taking equation (1) as
the deﬁning property of delay operators, and identifying conditions on a time domain under which
there exists a uniquely determined truncated subtraction operation s−˙t that is as well behaved as
possible on incomparable values.
To deﬁne the general notion of truncated subtraction, we adapt the approach of Lawvere, who
observed that, by viewing the partial order (0,) as a category, truncated subtraction (·)−˙t is
left adjoint to the functor t + (·) [13]. Thus truncated subtraction shows that, when + is taken as
the monoidal product, the category (0,) is monoidal closed: order inversion arises because
monoidal closure requires (·)−˙t to be a right adjoint; we shall ignore that convention, using the
standard order  and accepting (·)−˙t as a left adjoint. For a general time domain T , monoidal
closure is not the correct abstraction because+ is not generally monoidal: the function (·)+ t need
not preserve the order, e.g., consider C∗ for |C|  2. Nevertheless, as observed in Proposition 2.3(2),
the function t + (·) does always preserve the order. Thus, one can ask whether the functor t + (·)
has a left adjoint. That gives rise to the following definition.
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Deﬁnition 3.1 (Closed time domain). A time domain T is closed if there exists a function −˙ : T ×
T → T satisfying
(∀s, t, u ∈ T ). s−˙t  u ⇔ s  t + u .
We shall show in Proposition 3.4 that this definition captures intuitive properties of truncated
subtraction. But it is not as general as we should like, excluding time domains for qualitative time
(Example 2.7). So, for amore general notion, we allow truncated subtraction to be a partial function.
Deﬁnition 3.2 (Partially closed time domain). A time domain T is partially closed if there exists a
partial function −˙ : T × T ⇀ T satisfying
(∀s, t, u ∈ T ). ((s−˙t)↓ and s−˙t  u) ⇔ s  t + u .
This definition can be formulated in category-theoretic terms by introducing a notion of partial
left adjoint for the functor t + (−). But we shall not develop that idea here as it distracts from our
main line of argument.
A fortiori, every closed time domain is partially closed. It is also easy to see that the value s−˙t
is uniquely determined in a (partially) closed time domain as the least u such that s  t + u. That
observation motivates the following simple characterization of (partially) closed time domains in
alternative order-theoretic terms.
A subset of a partial order is bounded if it has an upper bound. A partial order has ﬁnite bounded
joins if every bounded ﬁnite subset has a least upper bound (lub). A partial order with least element
has ﬁnite bounded joins if and only if, for every s, t with {s, t} bounded (denoted s ↑ t), a least upper
bound s ∨ t exists.
Proposition 3.3. The following are equivalent for a time domain T :
(1) T is closed (respectively, partially closed)
(2) has ﬁnite joins (respectively, ﬁnite bounded joins).
Proof. To show that 3.3 implies 3.3, suppose T is partially closed. For ﬁnite bounded joins, sup-
pose s ↑ t. Then there exists u with s  t + u, so (s−˙t)↓. We show that t + (s−˙t) is the lub of {s, t}.
Trivially, t  t + (s−˙t). That s  t + (s−˙t) holds follows from Definition 3.2, because (s−˙t)↓ and
s−˙t  s−˙t. Thus t + (s−˙t) is an upper bound for {s, t}. For minimality, suppose s  u  t. Then
s  t + (u− t). So, by Definition 3.2, s−˙t  u− t. So t + (s−˙t)  t + (u− t) = u as required.
For the converse, suppose that T has ﬁnite bounded joins. Deﬁne
s−˙t 
{
(s ∨ t)− t if s ↑ t
undeﬁned otherwise
ToverifyDefinition 3.2, suppose s  t + u, then s ↑ t, so (s−˙t)↓. Then t + (s−˙t) = t + ((s ∨ t)− t) =
s ∨ t  t + u, because t + u is an upper bound for {s, t}. So, by order reﬂection, (s−˙t)  u. Converse-
ly, suppose (s−˙t)↓ and (s−˙t)  u, i.e. s ↑ t and ((s ∨ t)− t)  u. Then s  s ∨ t = t + ((s ∨ t)− t) 
t + u, as required. 
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It follows routinely from the proposition that all our main examples of time domains are par-
tially closed. In the case of discrete time and real time, i.e., Examples 2.5 and 2.6, the time domains
are closed, as are all time domains for which  is a total order. In the case of qualitative time,
i.e., Example 2.7, when |C|  2, the time domain C∗ is partially closed but not closed. In that case,
(s−˙t)↓ if and only if either s  t or t  s. For products, Proposition 3.3 yields a simple proof that
if all Ti are (partially) closed then so is
∏
i∈I Ti .
The proposition below summarises the main properties of partially closed time domains. The
properties concern the interaction between −˙ and the temporal order, properties arising from the
relationship between −˙ and bounded lubs, and the interaction between −˙ and the monoid struc-
ture.
Proposition 3.4. If T is a partially closed time domain, then
(1) s  t implies s−˙t = 0.
(2) t  s implies s−˙t = s− t.
(3) (s−˙t)↓ if and only if s ↑ t if and only if (t−˙s)↓ .
(4) s+ (t−˙s)  s ∨ t  t + (s−˙t).
(5) s−˙0 = s.
(6) s−˙(t + u)  (s−˙t)−˙u.
(7) 0−˙s = 0.
(8) (s+ t)−˙u  (s−˙u)+ (t−˙(u−˙s)).
Proof. Properties (1) and (2) are easy, and (5) and (7) follow immediately.
Properties (3) and (4) are direct consequences of the proof of Proposition 3.3.
For property (6), suppose (s−˙(t + u))↓. Then s−˙(t + u)  s−˙(t + u). So, repeatedly applying
Definition 3.2, ﬁrst s  t + u+ (s−˙(t + u)), then (s−˙t)↓ and s−˙t  u+ (s−˙(t + u)), whence ﬁnally
((s−˙t)−˙u)↓ and (s−˙t)−˙u  s−˙(t + u). A similar argument establishes that if ((s−˙t)−˙u)↓, then both
(s−˙(t + u))↓ and s−˙(t + u)  (s−˙t)−˙u.
Finally, for (8), the desired equation follows by left cancellation from:
u+ ((s+ t)−˙u)
 s+ t + (u−˙(s+ t)) by (4)
 s+ t + ((u−˙s)−˙t) by (6)
 s+ (u−˙s)+ (t−˙(u−˙s)) by (4)
 u+ (s−˙u)+ (t−˙(u−˙s)) by (4). 
Deﬁnition 3.5 (Delay operator). A delay operator on a time transition system (P ,) over T , where
T is a partially closed time domain, is a total left T -action 9´19´1 . ” on P satisfying equation (1) above.
4. Delay operators and coalgebra
In this section, we describe a distributive law of the monad for total left T -actions over the
evolution comonad ET , then make subtle use of Currying, to incorporate delay operators into our
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coalgebraic analysis of timed transition systems. First, we deal with the total-left-action aspect of
delay operators.
Proposition 4.1. The functor ST = T × (−) carries a monad structure with unit * : Id ⇒ S and mul-
tiplication + : S2 ⇒ S deﬁned as follows:
*(x) = (0, x)
+(s, (t, x)) = ((s+ t), x).
Also, the functor (−)T carries a dual comonad structure. And ST -Alg, equally (−)T -Coalg, is the
category of total left T -actions ( . ) : T × X → X.
Recall that a distributive law of a monad (T , *,+) over a comonad (D, ,  ) is a natural transfor-
mation
( : TD⇒ DT
subject to commutativity of four diagrams expressing coherence with respect to each of *, +,  and
 . A (-bialgebra is a pair of maps h : TX  X and k : X  DX such that (X , h) is a T -algebra,
(X , k) is a D-coalgebra, and the diagram below commutes.
TX
h  X
k  DX
TDX
Tk

(X
 DTX
Dh

(2)
One may similarly deﬁne a distributive law of a comonadD over a comonadD′ and bicoalgebras
for such.
Theorem 4.2. If T is a partially closed time domain, the following is a distributive law ( : ST E ⇒ EST
of the monad ST = T × (−) over the comonad E :
(X (s, e)(t)  (s−˙t, e(t−˙s)).
Moreover, (-bialgebras are exactly pairs
(∗ : X × T ⇀ X , ( . ) : T × X → X)
consisting of a timed transition system together with a delay operator.
Proof.We give a sketch of the proof in order to show how the result follows from Proposition 3.4.
First, in order to see that ( is a distributive law, we check the equation
E+ ◦ ( ◦ ST ( = ( ◦ +E : S2T E ⇒ ES ,
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which follows by:
E+X ((X (S(X (s, (t, e))))(u)
 E+X ((X (s, (v → (t−˙v, e(v−˙t)))))(u) (def. of ()
 E+X (w → (s−˙w, (t−˙(w−˙s), e((w−˙s)−˙t))))(u) (def. of ()
 (w → ((s−˙w)+ (t−˙(w−˙s)), e((w−˙s)−˙t)))(u) (def. of +)
 ((s−˙u)+ (t−˙(u−˙s)), e((u−˙s)−˙t)))
 ((s+ t)−˙u, e(u−˙(s+ t))) (by Prop. 3.4)
 (w → ((s+ t)−˙w, e(w−˙(s+ t))))(u)
 (X (s+ t, e)(u) (def. of ()
 (X (+EX (s, (t, e)))(u) (def. of +) .
For the bialgebra claim, we know that E-coalgebras are precisely timed transition systems, and
S-algebras are precisely total left actions. Thus, it just remains to verify that diagram (2) corresponds
to equation (1). Suppose then that we have a coalgebra k : X  EX , which we shall write as the
partial right action 9´19´1∗”, and an algebra h : SX  X , which we shall write as the total left
action 9´19´1 . ”. Then, the composite k ◦ h: SX  EX is by deﬁnition
(k(h(s, x)))(t)  (s . x) ∗ t .
Moreover, we have
(Eh((X (Sk(s, x))))(t)
 (Eh((X (s, (u → x ∗ u))))(t)
 (Eh(v → (s−˙v, x ∗ (v−˙s))))(t) (def. of ()
 (v → (s−˙v) . (x ∗ (v−˙s)))(t)
 (s−˙t) . (x ∗ (t−˙s)) .
Thus, diagram (2) commutes if and only if equation (1) holds. 
The relationship between the monad ST = T × (−) and the comonad (−)T as explained in
Proposition 4.1 allows us to reformulate this result, by making two uses of Currying, in terms of
comonads alone. Recall the following result, explored for instance in [19]:
Proposition 4.3. The following are equivalent:
(1) a distributive law ( : TD⇒ DT of a monad T over a comonad D
(2) a lifting of the comonad D to a comonad DT on T -Alg.
(3) a lifting of the monad T to a monad TD on D-Coalg.
Moreover, given any of the above, the following are isomorphic:
(1) the category of bialgebras for the distributive law (
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(2) the category of coalgebras for the comonad DT on T -Alg.
(3) the category of algebras for the monad TD on D-Coalg.
Now recall the corresponding situation for coalgebras (see [2] for the dual):
Proposition 4.4. The following are equivalent:
(1) a distributive law of a comonad D over a comonad D′
(2) a lifting of the comonad D to a comonad DD′ on D′-Coalg.
Given these equivalent conditions, the composite of functors DD′ possesses a canonical comonad
structure. Further, the category of D,D′-bicoalgebras is isomorphic to DD′-Coalg and to DD′-Coalg.
Combining Propsitions 4.1, 4.3, and 4.4, we have the following result:
Proposition 4.5. To give a distributive law ( of the monad ST = T × (−) over an arbitrary comonad
D is equivalent to giving a distributive law of D over the comonad (−)T . Moreover, the category of
(-bialgebras is isomorphic to the category D(−)T -Coalg.
Applying this result to Theorem 4.2 yields the characterisation we seek, as follows:
Corollary 4.6. If T is partially closed, the formula
(X (s, e)(t)  (s−˙t, e(t−˙s)).
corresponds to a distributive law of the comonad E over the comonad (−)T .Moreover, E(−)T -Coalg
is isomorphic to the category of pairs
(∗ : X × T ⇀ X , ( . ) : T × X → X)
consisting of a timed transition system together with a delay operator.
5. Heterogeneous transition systems and product comonads
In this section, we consider the combination of timed behaviour with behaviour relative to ac-
tions as studied extensively in the coalgebra literature [6]. This allows us, in the succeeding section,
to study operational semantics for the combination. For both generality and elegance, we make our
theoretical analysis in terms of an arbitrary pair of comonads, sometimes specializing to the case in
which one or both are cofree on endofunctors. As a leading example, for simplicity of exposition,
we restrict our attention to timed transition systems as in Section 2 rather than the combination of
timed transition systems with delay operators of Sections 3 and 4, but the generalities apply equally.
Deﬁnition 5.1 ([11], Deﬁnition 7.1). Let A be a ﬁnite set of actions, let T be a time domain, and let
P be a set. An heterogeneous transition system (P ,→,) over T and A consists of
• an image-ﬁnite labelled transition system (P , { a→}a∈A) and
• a timed transition system (P ,) over T
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We saw in Section 2 that a timed transition system amounts to an ET -coalgebra for the evolution
comonad ET . We have long known that an image-ﬁnite labelled transition system is given by a
B-coalgebra for an endofunctor B, and, moreover, we may regard it as a D-coalgebra for the cofree
comonad D on B, (which exists for all other leading examples of behaviour functors too [6]). So
an heterogeneous transition system amounts to a set together with a pair of coalgebra structures
for comonads D and D′, the former given by the cofree comonad on an endofunctor B. So, given
comonads D and D′, we seek to exhibit an heterogeneous transition system as a coalgebra for a
comonad derived from D and D′. In fact, if it exists, the combined comonad must be the product
D × D′ of comonads (see Theorem 5.7 below). Such product comonads are somewhat subtle. In
general they need not exist, and when they do they are typically not given pointwise. (Note that, for
a category C with ﬁnite products, there need not be any naturally induced comonad structure on
the pointwise product of two comonads D and D′ on C . Also, the product comonad D × D′ may
exist even when C itself does not have ﬁnite products.) The next few results are working towards
Theorem 5.7 and Corollary 5.8, which give general conditions under which the product comonad
does exist.
Deﬁnition 5.2. Given comonads D and D′ on a category C , deﬁne the category (D,D′)-Coalg to be
the pullback in the large category of categories given by
(D,D′)− Coalg  D′ − Coalg
D − Coalg

UD
 C
UD′

where UD and UD′ are the forgetful functors.
Proposition 5.3. If the forgetful functor U : (D,D′)-Coalg −→ C has a right adjoint G, then
(D,D′)-Coalg is comonadic over C with comonad given by G.
Proof.By the dual of Beck’smonadicity theorem [2], it sufﬁces to prove thatU reﬂects isomorphisms
and that (D,D′)-Coalg has and U preserves the equalisers of U -split equaliser pairs. Reﬂection of
isomorphisms is trivial: a map in (D,D′)-Coalg is simply a map in C that preserves both coalge-
bra structures, and if that map in C is an isomorphism, its inverse must preserve both coalgebra
structures. And for the second condition, any U -split equaliser pair is sent to a UD-split equaliser
pair in D-Coalg and a UD′-split equaliser pair in D′-Coalg. So the split equaliser in C must lift, by
the converse (easy) part of Beck’s theorem to an equaliser in both D-Coalg and D′-Coalg, and so
the equalising map in C is a map in (D,D′)-Coalg and satisﬁes the equalising property there. The
functor U preserves it by construction. 
It is not easy to give a direct proof of the existence of a right adjoint to the forgetful functor
U : (D,D′)-Coalg −→ C , thus yielding comonadicity by the proposition, under general conditions.
But an indirect route is readily available to us via a subtle use of results about accessible categories
[16], cf [5].
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Theorem 5.4. If C is a locally presentable category and D and D′ are accessible, the category (D,D′)-
Coalg is locally presentable and the forgetful functor to C has a right adjoint.
Proof.First observe that coalgebra structure transports along isomorphism, i.e., given aD-coalgebra
(X , d) and an isomorphism f : X −→ X ′ in C , it follows that X ′ possesses a (unique) D-structure
making f an isomorphism in D-Coalg. It follows that the category (D,D′)-Coalg is equivalent to
the following category: an object consists of a D-coalgebra (X , d), a D′-coalgebra (X ′, d ′), and an
isomorphism in C between X and X ′. This latter category is an iso-comma object
P  D′ − Coalg
∼=
D − Coalg

UD
 C
UD′

in the large category of categories. But the large category of accessible categories is closed under
taking the category of coalgebras for an accessible comonad (see [5]), and under iso-comma objects
[16], and under equivalence of categories. So (D,D′)-Coalg is an accessible category. Moreover,
since D and D′ are both accessible, D-Coalg and D′-Coalg are cocomplete and UD and UD′ preserve
colimits. So (D,D′)-Coalg is also cocomplete and the forgetful functor toC preserves colimits. Thus,
(D,D′)-Coalg is a locally presentable category and the forgetful functor to C preserves colimits; so
the latter has a right adjoint. 
Thus, for all examples of primary interest to us, e.g. for C = Set and D and D′ being any of our
leading examples, we do have a comonad. More analysis of the signiﬁcance of accessibility and the
fact that it includes all examples of substantial interest to us appears in [5]. Unusually, but fortu-
nately, the fact that we know we have a comonad allows us to characterise it as the product of D
and D′.
Assume we have an arbitrary category C with small copowers. (This assumption specialises the
V-tensors required in the V-enriched context of [9].) Given an object X of C , consider the functor∐
C(X ,−) X : C −→ C . It sends an object Y to the coproduct of C(X , Y) copies of X . For an arbitrary
endofunctorH : C −→ C , it follows from the Yoneda lemma that to give a natural transformation
2 :
∐
C(X ,−)
X ⇒ H
is equivalent to giving a map x : X −→ HX . One can readily prove that the functor∐C(X ,−) X pos-
sesses a natural comonad structure, and one has the following equivalence, as used extensively for
instance in the dual setting in [9].
Proposition 5.5. For a comonad D on C , to give a map of comonads
2 :
∐
C(X ,−)
X ⇒ D
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is equivalent to giving a D-coalgebra structure (X , x) on the object X.
Using that proposition, one can immediately prove the following.
Proposition 5.6. For comonads D and D′ on C , if the product of comonads D × D′ exists, the category
of coalgebras (D × D′)-Coalg is canonically isomorphic to the pullback
(D,D′)− Coalg  D − Coalg
D − Coalg

UD
 C
UD′

Proof. To give a D × D′-coalgebra is equivalent to giving a map of comonads of the form
2 :
∐
C(X ,−)
X ⇒ D × D′
but that, by deﬁnition of product, is equivalent to giving a pair of maps
2 :
∐
C(X ,−)
X ⇒ D 2′ :
∐
C(X ,−)
X ⇒ D′
which in turn is equivalent to giving an object of (D,D′)-Coalg. All these equivalences are natural,
yielding the result. 
Comonads are characterised by their categories of coalgebras, and the canonical isomorphism
of the proposition commutes with the underlying functors to C . So the proposition has a converse
as follows.
Theorem 5.7. If the forgetful functor from (D,D′)-Coalg to C is comonadic with comonad G, then the
product of comonads D × D′ exists and is given by G.
Proof. The canonical functor
(D,D′)− Coalg −→ D − Coalg
commutes with the forgetful functors to C . So, if (D,D′)-Coalg is of the form G-Coalg, the functor
must be of the form
 − Coalg : G − Coalg −→ D − Coalg
for a map of comonads  : G ⇒ D (see [2] for the dual result). Thus, we have projections  and
 ′. Now, given a comonad W , to give a comonad map ω : W ⇒ D is equivalent to giving a func-
tor from W -Coalg to D-Coalg that commutes with the forgetful functors. Using the deﬁnition of
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(D,D′)-Coalg as a pullback, we obtain a unique functor from S-Coalg to G-Coalg that commutes
with the forgetful functors and with  -Coalg and  ′-Coalg, and hence the desired unique map of
comonads. 
Combining Proposition 5.3, Theorem 5.4, and Theorem 5.7, we can now deduce the result we
seek.
Corollary 5.8. If C is a locally presentable category and D and D′ are accessible comonads on C , the
product D × D′ exists and is given by the right adjoint to the forgetful functor from (D,D′)-Coalg to
C , exhibiting (D,D′)-Coalg as (D × D′)-Coalg.
This corollary includes all examples that are likely to be of much interest to us. But it does not
give us a construction of the product D × D′ that we can readily calculate. However, in the cases
of primary interest to us, one of the comonads, that given by the action behaviour, is the cofree
comonad on an endofunctor. And in that case, the dual of a result for monads in [3] does give us a
reasonable construction as follows.
Theorem 5.9. For any category C and any endofunctor B and comonad D for which the cofree com-
onads B∞ and (BD)∞ on B and BD exist, the product B∞ × D also exists and is given by the functor
D(BD)∞ with a canonical comonad structure.
The dual of this theorem appears in [3], and this theorem directly appears in [11, Theorem 7.1].
We shall not include the detailed derivation here, although it does contain results of independent
interest. Instead, we refer to the development of Chapter 7 of the ﬁrst author’s thesis [11]. Construc-
tions of cofree comonads on endofunctors abound in the coalgebraic literature, for instance in [23]
but see also [8,18]. In particular, if C is locally presentable and B and D are accessible, the cofree
comonads B∞ and (BD)∞ exist [5], and so the theorem holds.
More speciﬁcally still, recall that in the cases of discrete and qualitative time (Examples 2.5 and
2.7), the comonad ET is itself the cofree comonad on an endofunctor. So there is some interest in
the situation in which both D and D′ are cofree comonads on endofunctors B and B′. That is a
particularly simple case, because then, the category B-Coalg of coalgebras for the endofunctor B is
isomorphic to the category D-Coalg of coalgebras for the comonad D, and so, by a variant of the
above analysis, we have the following result.
Corollary 5.10. Given endofunctors B and B′ on a category C with ﬁnite products such that the cofree
comonads B∞ and B′∞ exist, the product of comonads B∞ × B′∞ exists and is given by (B× B′)∞,
where B× B′ is the pointwise product of endofunctors, providing the cofree comonad on B× B′ ex-
ists.Moreover, whether or not the cofree comonad on B× B′ exists, the category (B∞,B′∞)-Coalg is
equivalent to the category (B× B′)-Coalg of coalgebras for the endofunctor B× B′.
6. Structural operational semantics for a combination of behaviours
In this section, we incorporate time into Turi and Plotkin’s coalgebraic formulation of structural
operational semantics [21] as expressed in terms of distributive laws [14,15,18]. They considered a
category C with ﬁnite products, a “syntax” endofunctor 5 on C , and a “behaviour” endofunctor
B on C , and they modelled a GSOS rule by an abstract operational rule, which they deﬁned to be a
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natural transformation 5(B× Id)⇒ BT , where T is the free monad on 5. It was shown in [14] and
further explained and exploited in [18,15] that to give an abstract operational rule is equivalent to
giving a distributive law of the monad T over the cofree copointed endofunctor on B, from which
one can deduce a distributive law of T over D.
Here, extending the work of Section 5, we combine the operational semantics generated by two
sorts of behaviour, i.e., start with endofunctors B and B′ or more generally with comonads D and
D′ and try, using more primitive data, to induce a distributive law of T over the cofree copointed
endofunctor on B× B′ or more generally over the comonad D × D′ if the latter exists. We shall
not develop the example of time in detail in this section, as we have explained its role in detail in
previous sections. We refer to the thesis [11] for explanation of exactly how operational semantics
works in the case of time, with examples of combined rule formats.
For a simple ﬁrst result, consider the following:
Theorem 6.1. Given a monad T , comonads D and D′, and distributive laws ( : TD⇒ DT and (′ :
T ′D⇒ DT ′, there is a canonical distributive law of T over D × D′ if the product of comonads D × D′
exists.
Proof. This follows from [19] together with Proposition 5.6. By the former, the two distributive laws
give liftings of T to D-Coalg and D′-Coalg respectively. By the latter, these liftings yield a monad
on (D × D′)-Coalg, as it is the pullback category P . So by the converse part of [19], we have the
distributive law of T over D × D′ that we seek. 
This result is less general than one would like because one does not always start with distributive
laws ( : TD⇒ DT and (′ : T ′D⇒ DT ′ or with anything that induces them [11]. The reason is that,
in the leading examples, the time information and the action information typically interact with
each other [11, Section 7.3.2]. So we consider the following question: given amonad T and comonads
D and D′, what are necessary and sufﬁcient data that separate D and D′ to some extent yet yield a
lifting of the monad T to the category (D,D′)-Coalg?
The following result was not explicitly stated in [19], but does follow from the analysis therein,
which in turn was based on the characterisation of D-Coalg as a limit in [20].
Proposition 6.2.Given comonads (D,  D, D)and (E,  E , E)ona categoryC anda functorH : C −→ C ,
to give a lifting of H to a functor from E-Coalg to D-Coalg is equivalent to giving a natural transfor-
mation
 : HE ⇒ DH
subject to commutativity of the following two diagrams:
HE
  DH HE
  DH





HE

HEE
H E

E
 DHE
D
 DDH
 DH

H
DH

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Using two copies of this proposition and our characterisation of (D × D′)-Coalg as (D,D′)-Coalg
in Proposition 5.6, we can readily deduce the following.
Proposition 6.3. Given comonads D and D′ on a category C such that the product comonad D × D′
exists, and given a functor T : C −→ C , to give a lifting of T to an endofunctor on (D × D′)-Coalg is
equivalent to giving natural transformations
( : T(D × D′)⇒ DT (′ : T(D × D′)⇒ D′T
subject to the following four axioms:
T(D × D′) (  DT T(D × D′) (  DT





T(D×D′)

T(D × D′)(D × D′)
T (D×D′)

((D × D′)
 DT(D × D′)
D(
 DDT
 DT

T
DT

T(D × D′) (
′
 D′T T(D × D′) (
′
 D′T





T(D×D′)

T(D × D′)(D × D′)
T (D×D′)

(′(D × D′)
 D′T(D × D′)
D′(′
 D′D′T
 D′T

T
′DT

Now suppose one has not just an endofunctor T but a pointed endofunctor (T , *) that one wants
to lift.
Proposition 6.4. Given comonads D and D′ on a category C such that the product D × D′ exists, and
given a pointed endofunctor (T , *) on C together with a lifting of the endofunctor T to (D × D′)-Coalg
(or equivalently with the data of Proposition 6.3 subject to the axioms of the proposition), the unit *
of T lifts if and only if the following two diagrams commute:
D × D′  D D × D′  D′
T(D × D′)
*(D × D′)

(
 DT
D*

T(D × D′)
*(D × D′)

(′
 D′T
D′*

Proof.Wealreadyhave the data for the unit, and the naturality condition is trivial. The only question
is of ﬁnding necessary and sufﬁcient conditions for each component of the natural transformation
to be a map in (D,D′)-Coalg; but we know that the maps in (D,D′)-Coalg are given by maps in
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C that respect both coalgebra structures. That the necessary and sufﬁcient condition is as stated
appears in [19] (essentially gleaned from [20]), but it is also easy to check directly. 
Finally, given a monad (T ,+, *), we seek necessary and sufﬁcient conditions for the multiplica-
tion to lift. This is the one point that is not so easy: the lifting of the functor part of the monad, as
in Proposition 6.3, yields a distributive law 7 : T(D × D′)⇒ (D × D′)T . And one needs to use that
induced distributive law in the diagrams required to commute in order to make the multiplication
lift. The conditions are easy to write if one is willing to use that distributive law, but it does make
for potentially tricky calculation in verifying that examples satisfy the condition, as that distribu-
tive law is induced by more primitive data. Fortunately, in particular cases, commutativity of the
diagrams is fairly routine to verify.
Proposition 6.5.Given comonadsD andD′ on a categoryC such that the productD × D′ exists, and giv-
en amonad (T ,+, *) onC together with a lifting of the pointed endofunctor (T , *) to (D × D′)-Coalg(or
equivalently with the data of Propositions 6.3 and 6.4 subject to the axioms of the propositions), the
multiplication + of T lifts if and only if the following two diagrams commute:
TT(D × D′) T7 T(D × D′)T (T  DTT
T(D × D′)
+(D × D′)

(
 DT
D+

TT(D × D′) T7 T(D × D′)T (
′T D′TT
T(D × D′)
+(D × D′)

(′
 D′T
D′+

Proof. The proof is similar to that for Proposition 6.4, using the universal property of the pull-
back (D,D′)-Coalg and giving a necessary and sufﬁcient condition for the components of a natural
transformation to lift from C to each of D-Coalg and D′-Coalg. The above diagrams emerge fairly
routinely, but one does need to think directly in terms of liftings, as the use of 7 in both diagrams
implies. 
The presence of 7 in Proposition 6.5 but not in Proposition 6.4 means that the lifting of multipli-
cation, as opposed to the lifting of the unit of a monad, depends upon both ( and (′ for each lifting,
i.e., for lifting to each of D-Coalg and D′-Coalg.
Evidently, Propositions 6.3, 6.4 and 6.5 can be combined to yield:
Corollary 6.6. Given comonads D and D′ on a category C such that the product D × D′ exists, and
given a monad (T ,+, *) on C , to give a lifting of the monad (T ,+, *) to (D × D′)-Coalg is equivalent
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to giving natural transformations
( : T(D × D′)⇒ DT (′ : T(D × D′)⇒ D′T
subject to the commutativity of the eight diagrams in Propositions 6.3, 6.4 and 6.5.
There are special cases of Corollary 6.6. It is common to start with a distributive law of the form
TD⇒ DT
for the action behaviour while only having a natural transformation of the form
T(D × D′)⇒ D′T
for the time behaviour. That reduces the complexity of some of the diagrams a little, with the dis-
tributive law above often coming via the well-trodden paths of [21,14,18], but one still needs the
second of our two diagrams in Proposition 6.5 involving 7.
In a slightly different direction, one can consider cases in which one or both of D and D′ is the
cofree comonad on an endofunctor, say D cofree on B. Then D-Coalg is determined by the simpler
universal property that characterises B-Coalg, and so one can avoid the coherence axioms required
for the lifting of a functor. Life is also simpler because one can use our characterisation of the prod-
uct of comonads. So, to lift a functor T to B-Coalg, one merely needs any natural transformation,
subject to no axioms at all, of the form
 : TD′(BD′)∞ ⇒ BT
and such can be readily constructed, for instance, from any natural transformation of the form
 : T(Id × B)D′ ⇒ BD′T
For applying D′ to the counit (BD′)∞ ⇒ Id yields a natural transformation D′(BD′)∞ ⇒ D′. And
one has the canonical composite
D′(BD′)∞ ⇒ (BD′)∞ ⇒ BD′
and thus a natural transformation of the form D′(BD′)∞ ⇒ (Id × B)D′, as products of endofunc-
tors are given pointwise (assuming of course that C has products), and so applying T to this, and
composing with  and with another embedded counit yields a natural transformation of the form
 as above: TD′(BD′)∞ ⇒ T(Id × B)D′ ⇒ BD′T ⇒ BT .
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