Assume that F is an algebraically closed with characteristic 0. The Bannai-Ito algebra BI is a unital associative F-algebra generated by X, Y, Z and the relations assert that each of
Introduction
Throughout this paper, we adopt the following notations: Let F denote a field and let char F denote the characteristic of F. Let Z denote the ring of integers. Let N denote the set of nonnegative integers. The curly bracket { , } stands for the anticommutator.
The Bannai-Ito algebra BI was introduced in [19] to link the representation theory and the Bannai-Ito polynomials. The Bannai-Ito algebra BI is a unital associative F-algebra defined by generators and relations. The generators are X, Y, Z and the relations assert that each of
{Y, Z} − X, {Z, X} − Y commutes with X, Y, Z. The connections to the additive DAHA of type (C ∨ 1 , C 1 ), the Lie superalgebra osp(1|2), the Racah algebra and the Brauer algebra were explored in [1, 9, 12, 14, 17] . The realizations via Dunkl harmonic analysis on the two-sphere were displayed in [5, 11, 13] . For generalizations of the Bannai-Ito algebra please refer to [2, 3, 6, 10] .
Assume that F is algebraically closed with char F = 0. It was falsely claimed in [15, Lemma 5.9 ] that X, Y, Z are diagonalizable on each finite-dimensional irreducible BI-module and the mistake was used to classify even-dimensional irreducible BI-modules [15, Theorem 6.15] and odd-dimensional irreducible BI-modules [15, Theorem 7.5] . We display the following two examples to pinpoint the failure of [15, Theorem 6.15] and [15, Theorem 7.5] , respectively: Example 1.1. It is routine to verify that there exists a four-dimensional BI-module E that has an F-basis {u i } 3 i=0 with respect to which the matrices representing X, Y, Z are     The main result of this paper is to give a complete classification of finite-dimensional irreducible BI-modules, which answers the first open question listed in [4, §11] . The proof idea originates from [18] . Addtionally, the same mistake was made in the case of the Racah algebra ℜ [8] . S. Bockting-Conrad and the present author write a paper [7] to correct it in greater details. The results of [14, 17] reveal that the Racah algebra ℜ is isomorphic to an F-subalgebra of BI. As an application of [7] and our result, the lattices of ℜ-submodules of finite-dimensional irreducible BI-modules are classified in [16] . The paper is organized as follows: In §2 we state the classification of irreducible BImodules that have even and odd dimensions in Theorem 2.5 and Theorem 2.8, respectively. In §3 we introduce our main tool, an infinite-dimensional BI-module. In §4 we establish the necessary and sufficient conditions for the irreducibility of even-dimensional BI-modules. In §5 we study the isomorphism classes of even-dimensional BI-modules. In §6 we give a proof for Theorem 2.5. Theorem 2.8 follows by a similar argument.
Statement of results
Definition 2.1. The Bannai-Ito algebra BI is a unital associative F-algebra generated by X, Y, Z and the relations assert that each of the following elements commutes with X, Y, Z:
By Definition 2.1 each of κ, λ, µ is central in BI.
Lemma 2.2. The Bannai-Ito algebra BI is generated by X, Y, κ.
Proof. By (1) the element Z can be expressed in term of X, Y, κ. Combined with Definition 2.1 the lemma follows.
Lemma 2.3. The Bannai-Ito algebra BI has a presentation given by generators X, Y, κ, λ, µ and relations
Relations (4) and (5) follow by substituting (9) into (2) and (3), respectively. Relations (6)-(8) reformulate the commutation of κ, λ, µ with X, Y, Z. Proposition 2.4. For any scalars a, b, c ∈ F and any odd integer d ≥ 1, there exists a (d + 1)-dimensional BI-module E d (a, b, c) satisfying the following conditions:
(ii) The elements κ, λ, µ act on E d (a, b, c) as scalar multiplication by
respectively.
Proof. It is straightforward to verify the proposition using Lemma 2.3.
Observe that there exists a unique {±1} 2 -action on BI such that each (ε, ε ′ ) ∈ {±1} 2 acts on BI as an F-algebra automorphism in the following way:
to be the BI-module obtained by pulling back the BI-module V via (ε, ε ′ ). The classification of even-dimensional irreducible BI-modules is as follows:
Theorem 2.5. Assume that F is algebraically closed with char F = 0. Let d ≥ 1 denote an odd integer. Let EM denote the set of all isomorphism classes of irreducible BI-modules that have dimension d + 1. Let EP denote the set of all (a, b, c) ∈ F 3 that satisfy
Define an action of the abelian group {±1} 3 on EP by 
(ii) The elements κ, λ, µ act on O d (a, b, c) as scalar multiplication by
We have the following remark on the BI-module O d (a, b, c). To prove the remark, one may follow the proof of Theorem 5.3.
Remark 2.7. Suppose that the BI-module O d (a, b, c) is irreducible. Then the following hold:
The classification of odd-dimensional irreducible BI-modules is as follows:
Theorem 2.8. Assume that F is algebraically closed with char F = 0. Let d ≥ 0 denote an even integer. Let OM denote the set of all isomorphism classes of irreducible BI-modules that have dimension d + 1. Let OP denote the set of all (a, b, c) ∈ F 3 that satisfy
Then there exists a bijection O : OP → OM given by
The proofs for Theorems 2.5 and 2.8 are similar and tedious. Thus the rest of this paper is devoted to the proof of Theorem 2.5 and the proof of Theorem 2.8 is omitted.
3. An infinite-dimensional BI-module and its universal property
The following notations are used throughout the rest of this paper: We let a, b, c, δ be any scalars in F and let d ≥ 1 be an odd integer. We let {v i } d i=0 denote the F-basis for E d (a, b, c) from Proposition 2.4(i). We adopt the following parameters associated with a, b, c, δ:
if i is even,
Proposition 3.1. There exists a BI-module M δ (a, b, c) satisfying the following conditions:
Proof. It is routine to verify the proposition using Lemma 2.3.
Throughout the rest of this paper we let {m i } ∞ i=0 denote the F-basis for M δ (a, b, c) from Proposition 3.1(i). Lemma 3.2. For any integers i, j with 0 ≤ i ≤ j the following equation holds:
Proof. Immediate from Proposition 3.1(i).
We shall give an alternative description for the BI-module M δ (a, b, c). To do this we begin with a Poincaré-Birkhoff-Witt basis for BI.
form an F-basis for BI. By Definition 2.1 there exists a unique F-algebra automorphism of BI that sends X, Y, Z, κ, λ, µ to X, Z, Y, µ, λ, κ respectively. The lemma follows by applying the automorphism to (17).
Proof. (i): Proceed by induction on n. Since I δ (a, b, c) contains (18) it is true when n = 0.
Since I δ (a, b, c) contains (18) and (19) it is true when n = 1. Now suppose n ≥ 2. Right multiplying either side of (5) by X n−2 yields that
(ii): Right multiplying either side of (1) by X n yields that
Since I δ (a, b, c) contains (20) and by (i), the right-hand side of (22) is congruent to an F-linear combination of X i for all 0 ≤ i ≤ n + 1 modulo I δ (a, b, c). Therefore (ii) follows.
(iii): Proceed by induction on n. There is nothing to prove for n = 0. Suppose n ≥ 1. By induction hypothesis Z n is congruent to an F-linear combination of ZX i for all 0 ≤ i ≤ n − 1 (23) modulo I δ (a, b, c). By (ii) each of (23) is congruent to an F-linear combination of X k for all 0 ≤ k ≤ n modulo I δ (a, b, c). Therefore (iii) follows.
Proof. By Lemma 3.3 the elements (18) and (20) it follows that
Theorem 3.6. There exists a unique BI-module homomorphism
Proof. Consider the BI-module homomorphism Ψ : BI → M δ (a, b, c) that sends 1 to m 0 . By Proposition 3.1(i), (18) and (19) 
to m i for all i ∈ N. Since the vectors {m i } i∈N are linearly independent, it follows that (25) for all i ∈ N are linearly independent. By Lemma 3.5 the cosets (25) for all i ∈ N span BI/I δ (a, b, c) and hence these cosets form an F-basis for BI/I δ (a, b, c). Since Φ maps an F-basis for BI/I δ (a, b, c) to an F-basis for M δ (a, b, c), it follows that Φ is an isomorphism.
As a consequence of Theorem 3.6 the BI-module M δ (a, b, c) has the following universal property: denote the X-cyclic F-subspace of M d (a, b, c) generated by m d+1 .
Proof. Let N denote the F-subspace of M d (a, b, c) spanned by {m i } ∞ i=d+1 . It follows from Lemma 3.2 that
Hence N is an X-invariant F-subspace of N d (a, b, c). It follows from the construction of
By (13) the scalar ϕ d+1 = 0 under the setting δ = d. Hence N d (a, b, c) is Y -invariant. By Proposition 3.1(ii) the element κ acts on N d (a, b, c) as scalar multiplication. Therefore  N d (a, b, c) is a BI-module by Lemma 2.2. The lemma follows.
Lemma 3.9. There exists a unique BI-module isomorphism The goal of this section is to establish the necessary and sufficient conditions for E d (a, b, c) to be irreducible in terms of the parameters a, b, c, d. In this section we set d (a, b, c) is irreducible then the following conditions hold:
(i) char F | i for all i = 2, 4, . . . , d − 1. (a, b, c) , a contradiction to the irreducibility of E d (a, b, c). Therefore ϕ i = 0 for all 1 ≤ i ≤ d, which is equivalent to (i) and (ii) by (13). The lemma follows.
Comparing with (28) the lemma follows.
. Moreover the matrices representing X and Y with respect to the F-basis
respectively.
Proof. By Proposition 2.4(i) there exists an F-basis {u i } d i=0 for E d (−a, b, c) with respect to which the matrices representing X and Y are equal to the matrices (29). By Lemma 4.2 it suffices to show that there is a BI-
Observe that Y u 0 = θ * 0 u 0 and a direct calculation yields that d (a, b, c) is irreducible then the following conditions hold:
(i) char F | i for all i = 2, 4, . . . , d − 1.
Proof (−a, b, c) .
Consider the operators
It follows from Proposition 2.4(i) that Rv is a scalar multiple of v 0 for all v ∈ E d (a, b, c) . Thus, for any integers i, j with 0 ≤ i, j ≤ d there exists a unique L ij ∈ F such that
Using Proposition 2.4(i) yields that
It follows from Proposition 4.3 that
Solving the recurrence relation (33) with the initial condition (34) yields that 
Using (31) yields that
Recall the parameters {φ i } i∈Z and {ϕ i } i∈Z from (12) and (13). By the conditions (i) and (ii) the parameters ϕ i = 0 and φ i = 0 for all 1 ≤ i ≤ d. Let L denote the square matrix indexed by 0, 1, . . . , d with (i, j)-entry as L ij for all 0 ≤ i, j ≤ d. By (32) the (d + 1) × (d + 1) matrix L is lower triangular. By (35) the diagonal entries of L are
Therefore the matrix L is nonsingular. Since w is nonzero, at least one of {a i } d i=0 is nonzero. Hence there exists an integer i with 0 ≤ i ≤ d such that d j=0 L ij a j = 0.
Combined with (36) and (37) this yields that v 0 ∈ W . Since the BI-module E d (a, b, c) is generated by v 0 it follows that W = E d (a, b, c). The result follows.
The isomorphism class of the BI-module E d (a, b, c)
In Proposition 4.3 we saw that the BI-module E d (a, b, c) is isomorphic to E d (−a, b, c) . In this section we study the isomorphism class of the BI-module E d (a, b, c) in more details.
Proof. By Proposition 2.4(i) there are F-bases for E d (a, b, c) and E d (a, b, −c) with respect to which the matrices representing X and Y are the same. By Proposition 2.4(ii) the actions of κ on E d (a, b, c) and E d (a, b, −c) are multiplication by the same scalar ω. It follows from Lemma 2.2 that E d (a, b, c) is isomorphic to E d (a, b, −c).
Proof. By Proposition 2.4(i) there exists an F-basis {u i } d i=0 for E d (a, −b, c) with respect to which the matrices representing X and Y are
respectively. Since the BI- module E d (a, b, c) is irreducible, it follows from Theorem 4.5 that 
Proof of Theorem 2.5
In this section we are devoted to the proof of Theorem 2.5. Lemma 6.1. Assume that F is algebraically closed. If V is a finite-dimensional irreducible BI-module, then each central element of BI acts on V as scalar multiplication.
Proof. Immediate from Schur's lemma. Lemma 6.2. For any i ∈ Z the following hold:
Proof. It is routine to verify the lemma using (10) .
Theorem 6.3. Assume that F is algebraically closed with char F = 0. If V is a (d + 1)dimensional irreducible BI-module, then there exist a, b, c ∈ F and (ε,
Proof. Given any scalar α ∈ F we define
Since F is algebraically closed and V is finite-dimensional, there exists an eigenvalue α of X in V . Since char F = 0, for any distinct integers i, j the scalars ϑ i (α) and ϑ j (α) are equal if and only if i + j = −2α. Since there are at most d + 1 distinct eigenvalues of X in V , there exists an integer j such that ϑ j (α) is an eigenvalue of X but ϑ j−1 (α) is not an eigenvalue of X in V . Set
Similarly, there are a scalar β ∈ F and an integer k such that ϑ k (β) is an eigenvalue of Y but ϑ k−1 (β) is not an eigenvalue of Y in V . We set
Under the settings we have
By Lemma 6.1 the element κ acts on V (ε,ε ′ ) as scalar multiplication. Since F is algebraically closed there exists a scalar c ∈ F such that the action of κ on V (ε,ε ′ ) is the scalar multiplication by
To prove the theorem, it suffices to show that there exists a BI-module isomorphism from E d (a, b, c) into V (ε,ε ′ ) . Given any element S ∈ BI and any θ ∈ F we let
Applying v to (5) yields that
By Lemma 6.2 the left-hand side of (42) is equal to
Left multiplying either side of (42) by (X − θ 0 ) we obtain that
By Table 1 and (40) the scalar θ −1 is not an eigenvalue of X in V (ε,ε ′ ) . It follows that
We proceed by induction to show that
Since u is an eigenvector of (X − θ 1 )Y in V (ε,ε ′ ) X (θ 0 ), the claim is true for i = 0, 1. Now suppose that i ≥ 2. Applying u i−2 to (4) we obtain that
By Lemma 6.1 the right-hand side of (46) is a scalar multiple of u i−2 . Applying induction hypothesis and (43) the left-hand side of (46) is equal to
plus an F-linear combination of u 0 , u 1 , . . . , u i−1 . By Lemma 6.2(i) the term (47) is equal to (X − θ i )u i . Combining the above comments, the result (45) follows. Next, we show that
. Suppose on the contrary that there is an integer j with 0 ≤ j ≤ d − 1 such that u j+1 is an F-linear combination of u 0 , u 1 , . . . , u j . Let W denote the F-subspace of V spanned by u 0 , u 1 , . . . , u j . Observe that W is Y -invariant by (43) and X-invariant by (45). It follows from Lemma 2.2 that W is a nonzero BI-submodule of V (ε,ε ′ ) . Since the BI-module V (ε,ε ′ ) is irreducible this implies that W = V (ε,ε ′ ) . However W is of dimension less than or equal to d, which contradicts that the dimension of V (ε,ε ′ ) is d + 1. Therefore {u i } d i=0 is an F-basis for V (ε,ε ′ ) . By similar arguments we have (Y − θ * i )w i ∈ span F {w 0 , w 1 , . . . , w i−1 } for all i ∈ N (48) and {w i } d i=0 is an F-basis for V (ε,ε ′ ) . By (45) the matrix representing X with respect to the F-basis {u i } d i=0 for V (ε,ε ′ ) is an upper triangular matrix in which the diagonal entries are {θ i } d i=0 . Applying the Cayley-Hamilton theorem yields that
Hence Xw d = θ d w d by (44) and the matrix representing X with respect to the F-basis
By (48) the matrix representing Y with respect to the F-basis {w i } d i=0 for V (ε,ε ′ ) is upper triangular with diagonal entries {θ * i } d i=0 and let {ϕ ′ i } d i=1 denote its superdiagonal entries as follows: 
Applying w i−1 to either side of (5) and comparing the coefficients of w i we obtain that
where ϕ ′ 0 and ϕ ′ d+1 are interpreted as zero. It is straightforward to verify that ϕ ′ i = ϕ i for all 1 ≤ i ≤ d satisfy the recurrence relation (50). Since char F = 0 the corresponding homogeneous recurrence relation
with the initial values σ 0 = 0 and σ d+1 = 0 has the unique solution σ i = 0 for all 0 ≤ i ≤ d+1. Thus ϕ ′ i = ϕ i for all 1 ≤ i ≤ d. So far we have seen that
Applying w 0 to either side of (4) and simplifying the resulting equation by (52), it yields that
Similarly we have µu 0 = ω ⋄ u 0 . It follows from Lemma 6.1 that
In light of (51)-(55), it follows from Proposition 3.7 that there exists a unique BI-module homomorphism M d (a, b, c) → V (ε,ε ′ ) that sends m 0 to w 0 . Combined with (49) there exists a BI-module homomorphism
that sends v 0 to w 0 by Proposition 3.10. Since the BI-module V (ε,ε ′ ) is irreducible the homomorphism (56) is onto. Since both of E d (a, b, c) and V (ε,ε ′ ) are of dimension d + 1 it follows that (56) is an isomorphism. The result follows. Lemma 6.4. For any (ε, ε ′ ) ∈ {±1} 2 the traces of X and Y on the BI-module E d (a, b, c) (ε,ε ′ ) are
respectively.
Proof. It is straightforward to verify the lemma using Proposition 2.4(i) and Table 1 .
Lemma 6.5. The elements κ + µ, λ + κ, µ + λ act on the BI-module E d (a, b, c) as scalar multiplication by −2 a + d + 1 2 a − d + 1 2 ,
Proof. It is straightforward to verify the lemma using Proposition 2.4(ii).
Proof of Theorem 2.5. By Theorems 4.5 and 5.3 the function E is well-defined. By Theorem 6.3 the function E is surjective. Since any element of BI has the same trace and any central element of BI acts as the same scalar on the isomorphic finite-dimensional irreducible BImodules, it follows from Lemmas 6.4 and 6.5 that E is injective. The result follows.
