Support vector regression (SVR) has been widely used to reduce the high computational cost of computer simulation. SVR assumes the input parameters have equal sample sizes, but unequal sample sizes are often encountered in engineering practices. To solve this issue, a new prediction approach based on SVR, namely as high-low-level SVR approach (HL-SVR) is proposed for data modeling of input parameters of unequal sample sizes in this paper. The proposed approach is consisted of low-level SVR models for the input parameters of larger sample sizes and high-level 
Introduction
Computer simulation techniques have been widely used in the design, analysis and optimization of engineering systems, since its ability of presenting the true physics of phenomena [1] [2] [3] .
Recently, the need for high-fidelity computer simulations has been growing greatly in various engineering applications due to their high-level of accuracy, but the computational cost is increasing dramatically as well [4] . To address the challenge of reducing the computational cost of computer simulation and the need of modeling the engineering data, a statistical learning technique, support vector regression (SVR), are widely used to represent computationally expensive computer simulation [5] [6] . In recent years, many support vector regression-based prediction approaches have been proposed and successfully applied in different areas of engineering [7] [8] [9] [10] [11] [12] . Eisenhower used support vector regression to predict the building energy consumption. The results indicate that the support vector regression can provide accurate prediction results and saves greatly computing time compared with the conventional building energy model [7] . Pan utilized support vector regression for vehicle lightweight design and demonstrated that support vector regression is available for function approximation of highly nonlinear crash problems [8] . Gryllias proposed a hybrid two stage one-against-all support vector regression approach for the automated diagnosis of defective rolling element bearings [9] . Andrés used support vector regression to replace the expensive computational fluid dynamics simulation and combine it with an evolutionary algorithm to optimize aeronautical wing profiles [10] . Samui applied least square support vector regression for the safety factor prediction of the slope, and demonstrated that least square support vector regression is a more robust model for slope stability analysis compared with artificial neural network [11] . Zheng proposed a modified support vector regression for the variable-fidelity data to replace the computationally expensive computer simulation [12] . Ghosh proposed a support vector regression-based metamodeling approach and applied it for efficient seismic reliability analysis of structure [13] . Nik used support vector regression to replace the finite element method to estimate the mechanical properties of composite laminates, and used it in the design optimization of composite laminates with variable stiffness [14] . Zhu utilized support vector regression to describe the nonlinear relationship between the crashworthiness of the vehicle and its structural parameters, and the experimental results indicate that support vector regression is a promising alternative for approximating highly nonlinear crash problems [15] .
The above-mentioned works highlights the benefits of support vector regression for the design and optimization of engineering systems. However, most of the support vector regression-based prediction approaches assume that all the input parameters in the computer simulation have same sample sizes. But unequal sample sizes are widely present among input parameters in engineering practices, in other words, some input parameters are with smaller sample sizes but some input parameters have massive samples. For example, the stress at implant-bone interface of dental implant is affected by the structure and material of implant [16] . The structure of dental implant can be arbitrarily changed which means that the structural parameters can obtain massive samples, but the samples of material parameters are much smaller since the implant material can be only selected from a small amount of Ti or its alloys [17] [18] . Thus, the sample sizes of material parameters are much smaller than those of structural parameters for dental implant. To solve this issue that building support vector regression for the parameters of unequal sample size, some researchers consider the input parameters of smaller sample sizes as qualitative variables, and the input parameters of larger sample sizes are considered as quantitative variables. The study focus is the ways to construct the correlation matrix of qualitative variables and to combine it with that of quantitative variables. McMillian, Joseph and Delaney used restrictive correlation function to construct the correlation function of qualitative variables [19] [20] . Such an approach can simplify the computational complexity for the model estimation, but the restrictive correlation functions lack flexibility to quantify general correlation structure of qualitative variables. To solve this problem, Qian developed a general framework of constructing an unrestrictive correlation structure for qualitative variables [21] [22] . However, they consider the input parameters of smaller sample size as qualitative variables, which means that they cannot handle the problem that when the input parameters of smaller sample sizes have a new value different from that of the training points. For example, one input parameter of smaller sample size in Ref [23] has three values -50, 0, 50 in the training points, thus the input parameter of smaller sample size has three quantitative levels as one, two and three, respectively. If the input parameter of smaller sample size of the new point has another value of 25, the above approaches cannot handle it. To solve this problem, a new support vector regression-based prediction approach, namely as high-low-level support vector prediction approach (HL-SVR), is proposed in this paper. The proposed approach is consisted of low-level SVR models for the input parameters of larger sample sizes and a high-level SVR model for the input parameters of smaller sample sizes. In this approach, we assume that the input parameters of smaller sample sizes have significant influence on the relationship between the response of interest and the input parameters of larger sample sizes. The above assumption can be easily understood in engineering practices. For instance, the selection of Ti alloy has considerable effect on the relationships between structural parameters and stress at implant-bone as discussed in the previous studies [16, 24] The remaining of this paper is organized as follows. Section 2 introduces the details of support vector regression and the proposed approach. Section 3 presents the performance comparison between the proposed approach and conventional SVR on several numerical examples. In Section 4, a computer simulation case (stress analysis of dental implant) is used to validate the proposed approach. The last section concludes this work.
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Proposed approach (HL-SVR)
Support vector regression
SVR is based on support vector machine (SVM) whose purpose is to evaluate the complex relationship between the input and the response of interest through mapping the data into a high-dimensional feature space. Let the i-th input be denoted by a dimensional vector, =
( 1 , … , ), and its response, , respectively. The regression model of SVR can be constituted as follows:
where denotes the feature map, is the weight vector and b is the bias term. In SVR, it is necessary to minimize a cost function (C) containing a penalized regression error as shown below:
The first part of cost function (2) is a weight decay which is used to regularize weight sizes and penalize large weights. The second part is the regression error for all training data. The parameter determines the relative weight of this part as compared to the first part. To optimize the cost function (2), Lagrange multipliers methods is used as follows:
where are Lagrange multipliers. Through setting the partial first derivatives to zero, the optimum solution can be obtained.
where a positive definite kernel is used as follows:
The original regression model in (1) can be modified as follows:
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For a point of to be evaluated it is:
The vector can be obtained from solving a set of linear equations:
And the solution is:
In this paper, the radial basis function is used as the kernel function
HL-SVR
In this paper, a new prediction approach based on support vector regression is proposed for data modeling with input parameters of unequal sample sizes. We assume that the input parameters of near-random set of sample points [25] . In this paper, the R package lhs is used, and the training samples are generated as follows. To compare the performance of the proposed approach and the SVR, Root mean squared error is used as follows:
where n is the number of newly created validation samples, yi is the true results on the validation samples, and ̂ is the corresponding approximate results. The smaller the value of RMSE, the better the prediction accuracy. For each numerical test problems, 30 times experiments are conducted in which the training and testing samples are generated repeatedly for each experiment. 
The training samples of are generated using LHS, whose size is 2n for this function.
Then, the training samples of are generated repetitively for each sample of , whose size is 10n, respectively. The testing samples are generated similarly, but the sizes of it is observed that average RMSE of HL-SVR is smaller than that of SVR, which demonstrates 
Real data analysis (Dental implant)
Problem description
In this section, a computer simulation case, stress analysis of dental implant is used to validate the performance of HL-SVR. Dental implant is an important branch of dentistry that focuses on oral and maxillofacial prosthesis, and the stress at implant-bone interface is the key factor affecting its success ratio of implantation. Researchers used finite element method (FEM) to calculate and analyse the stress at implant-bone interface. However, since the high computational cost of FEM, the further analyses of dental implant based on FEM, such as optimization and global sensitivity analysis, are difficult to conduct. It is necessary to use other tools to replace
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FEM, and SVR is a mature tool. For the stress at implant-bone interface, it is known that the structure and material of implant have important influence from the previous studies [16] [17] [18] . The structure parameters can be set as any value. However, the materials of dental implant can only be selected from several Ti alloys, so the material parameters of dental implant are limited [26] [27] [28] [29] .
Thus, the sample size of structure parameters is generally unequal to that of material parameters for dental implant. In this paper, HL-SVR is used to predict the stress at implant-bone interface based on the structural and material parameters of implant with unequal sample sizes, and the prediction results are compared with SVR to show its effectiveness and advances.
Finite element modeling
The mandible segment with dental implant is modelled as follows. The computerized image is created based the CT scanning data. The dental implant studied here is a two-hollow-cylinder dental implant composed of implant, abutment and screw as shown in (Fig. 6) . From this figure, it can be found that the stress concentrations on the thread surface, especially the first thread facing the buccolingual direction, and decreases along with the implanting direction. The computational time of one-time FEM is about 37 mins (Inter Core i7-6700, RAM 16GB). It is too high for the optimization and analysis of stress at implant-bone interface which requires massive iterative calculations. In this paper, the FEM is replaced by HL-SVR and SVR, and the maximum stress at implant-bone interface is set as the prediction objective. Figure 6 Stress at implant-bone interface
Design of experiments
According to the previous studies [26] [27] [28] [29] [30] [31] [32] [33] , the structure parameters of implant considered in this paper are as follows: the implanting length (LC), the length of thread (LT) and the pitch of thread (P), the bottom width (L) and the base angle (β) of isosceles triangle tooth. For material parameters of dental, the elastic modulus and the Poisson's ratio are considered. Eight materials are collected from previous studies as shown in Table 5 Table 6 ). Thus, for each experiment, the training samples are 150, and the testing samples are 50. Table 6 Design range of structure parameters
9.000 7.000 1.400 0.800 70
Min.
8.000 6.000 1.000 0.400 50 4.4 Results Figure 7 shows the RMSE comparison between HL-SVR and SVR for the totally 15 experiments. From this figure, it can be seen that most RMSEs of HL-SVR and SVR are higher than 2.7, which indicates the effectiveness and feasibility that using them to replace FEM to estimate the stress at implant-bone interface. It is observed that the RMSEs of the HL-GPR approach are smaller than those of SVR for most experiments, but SVR outperforms HL-SVR for experiments NO.6~8. The mean and standard deviation are calculated and shown in Figure 7 .
Form this table, it can be seen that the mean RMSE of HL-SVR is much lower than that of SVR, SVR is worse than HL-SVR, is accepted. In summary for the case examined, the HL-SVR presents a very promising tool to achieve excellent agreement with the computations from complex computer experiments (i.e., finite element modeling). 
Conclusions
In this paper, a new prediction approach based on support vector regression, namely as than SVR for these test problems in terms of both accuracy and robustness for numerical examples.
One computer simulation, stress analysis at implant-bone interface in dental implant, is used to validate the performance of HL-SVR in engineering applications, the results indicate that HL-SVR presents higher prediction accuracy than SVR in terms of prediction accuracy, Student's test and Wilcoxson test. The proposed approach can effectively improve the prediction of SVR on the issue that the input parameters have unequal sample sizes.
