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Bias effects on the electronic spectrum of a molecular bridge
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In this paper the effect of bias and geometric symmetry breaking on the electronic spectrum of a
model molecular system is studied. Geometric symmetry breaking can either enhance the dissipative
effect of the bias, where spectral peaks are disabled, or enable new excitations that are absent under
zero bias conditions. The spectral analysis is performed on a simple model system by solving for
the electronic response to an instantaneously impulsive perturbation in the dipole approximation.
The dynamical response is extracted from the electronic equations of motion as expressed by the
Keldysh formalism. This expression provides for the accurate treatment of the electronic structure of
a bulk-coupled system at the chosen model Hamiltonian electronic structure level. © 2011 American
Institute of Physics. [doi:10.1063/1.3531695]
I. INTRODUCTION
Advances in bulk-bridging by nanoscale and molecu-
lar scale wire fabrication motivate researchers to explore the
function of these systems as electron transporting devices. A
wide range of experimental schemes1–12 are used to fabricate
molecular transport junctions, where typically large statistical
sampling and elaborate control schemes are required. It there-
fore remains a challenge to identify a robust, controllable, and
reproducible molecular junction fabrication scheme. Compu-
tational transport modeling through molecular systems has
the potential to address this difficulty and has indeed demon-
strated strong conductance dependence on geometric aspects
related to the bonding at the interface.13, 14 Proper characteri-
zation of bulk-coupled molecular systems is crucial for estab-
lishing a meaningful comparison between modeled and mea-
sured conductance.
Another promising prospect for enhancing characteriza-
tion of molecular junctions under bias is offered by combin-
ing spectroscopy and current measurements. The charging of
a small molecular bridge during the conductance process is
coupled with changes in nuclear configuration. These geo-
metric changes underlie the strong dependence of electron
transport (ET) on vibrational degrees of freedom. Experimen-
tally, the vibrational spectra of single molecules are obtained
by inelastic electron tunneling spectroscopy (IETS).15–17 This
procedure has been accompanied by substantial progress in
modeling phonon-assisted conduction.18–22 Other experimen-
tal developments combine optical spectroscopy with transport
studies,23–27 whereby conductance enhancement of the junc-
tion is correlated with changes of the in situ measured Raman
spectra.
The proper modeling of the optical response of bi-
ased systems requires a time-dependent (TD) treatment. Such
treatments have been recently extended to consider dynam-
ical aspects of electron transport, where the current under
transient conditions and driven by TD biasing conditions was
resolved.28–37 We model the spectrum which involves calcu-
lating the junction’s electronic density response to an instan-
a)Electronic mail: bdunietz@umich.edu.
taneous impulse in time. The dynamical response is obtained
by solving the electronic equations of motion (e.o.m.s) that
are expressed using the Keldysh formalism. A TD first or-
der perturbation theory (PT) level (linear response) is used to
simplify the expressions. This approach is appropriate to fun-
damentally model the electronic electrode-coupled system. In
Secs. II and III we describe the model and method used. In
Sections IV and V we discuss the results and finish with con-
clusions. Our analysis is performed on a simple model system
of a pair of carbon atoms coupled to two gold wires, which al-
lows us to access basic electronic spectral dependence on the
applied bias.
In this study, bias-induced nonequilibrium effects on the
electronic spectra of electrode-coupled systems are analyzed
at the fundamental level. We illustrate the basic effect of bias
on the spectrum of a molecular bridge. The electronic density
of states (DOS) of the bridge is broadened due to the projec-
tion of the electrodes’ DOS on the bridge. The bulk coupling,
therefore, also broadens the spectral peak, as illustrated in
Fig. 1 by comparing 1(a) to 1(b). We then demonstrate the
qualitative effect of the bias on the electronic transitions. The
electronic transitions between the molecular bands are greatly
affected by the bias.35 The applied bias leads to dynamical
flux through the broadened energy levels. The dynamical elec-
tron flux disables excitations between states that differ in their
occupation at the equilibrium state and which support the
current under bias. Likewise, the bias enables excitations be-
tween transporting states that are equally populated at equilib-
rium. See Fig. 1(c) for illustration of these effects of the bias
on the spectra. In the following, we quantify the disabling and
enabling effect of the bias on a model molecular level. We
also correlate the bias and symmetry breaking modes of the
molecular bridge to the electronic spectrum. We consider dif-
ferent coupling strengths between bridge and the source and
between bridge and the drain electrodes [see Fig. 1(d)].
II. MODEL
The electronic spectra of biased molecular junctions are
studied using the model system as illustrated in Fig. 2. The
simple model consists of a pair of one-dimensional wires as
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FIG. 1. The effect of coupling to electrodes and bias is illustrated. (a) The
electronic spectra of the uncoupled molecule are resolved (only HOMO–
LUMO transition is implied). (b) The spectral peak of the molecular bridge
is broadened due to the coupling to electrodes. (c) The bias may enable or
disable electronic transitions. (d) Mechanical symmetry breaking may lead
to stronger coupling to the source or drain electrode.
the electrodes and two sites oriented perpendicularly to the
wires as the junction. Each site is described using a single
s-type Gaussian basis function, which is spherically isotropic
relative to the center of the site. The spherical function size is
set to the electronic radius of a gold atom (for wire sites) or
carbon atom (for the junction sites).
We then identify a “core” region consisting of the two
carbon atoms and the two center gold atoms between which
the carbons are situated. The gold atoms within the wires are
spaced 2.88 Å apart and the two core gold atoms are spaced
1.90 Å apart. The carbon bond length is set to 3.29 Å. In a
previous study we found that this “diamond like” structure at
the simple model Hamiltonian level provides an opportunity
to probe the electronic spectrum of an electrode-coupled sys-
tem affected by an applied bias.35
Specifically, the atomic orbital Hamiltonian matrix is pa-
rameterized based on the ionization potential and evaluated
using the following Huckel-type expressions:
HA,A = −IA, (1)
HA,B = −1
2
K (IA + IB)SA,B, (2)
FIG. 2. Schematic diagram representing junction region. Effect of potential
bias is implied as well as the shift of carbons toward source or drain electrode.
TABLE I. Radii, ionization potentials, IA , and Gaussian basis set coeffi-
cients α for C and Au.
Atom Radius (Å) IA (eV) α (Å−2)
C 0.77 11.26 1.074
Au 1.44 9.22 0.307
where SA,B is the atomic orbital overlap between the s-type
basis functions centered on atoms A and B, IA is the ion-
ization potential for atom A, and K is a constant set to
1.75. The numerical values for these parameters are pro-
vided in Table I. The Hamiltonian is then orthogonalized
(H → S−1/2HS−1/2) followed by the imposition of a tight-
binding condition within the electrode regions, where only
on-site and nearest-neighbor hopping elements are nonzero.
All site and hopping elements are maintained in the four-site
region of the orthogonalized Hamiltonian that corresponds to
the Au–C2–Au region of the preorthogonalized Hamiltonian.
In addition, this Hamiltonian is padded with electrode wires
of nine gold atoms on each side of the perpendicular C2 sys-
tem to ensure that edge effects are minimized in the orthogo-
nalization procedure.
We obtain the electronic spectrum from the dynamic
electronic density of the system upon response to relevant per-
turbations. As described in the following, the inherent two-
time (time correlation) properties of the Keldysh propagators
can be used to formally extract the evolving electronic energy
distribution density ρ(E, t), thereby providing access to the




d Eρ(E, t). (3)
In this representation, the energy distribution reflects the
band structure of the junction coupled with the electrodes. The
energy bands have finite widths that support current through
scattering states that couple both electrodes. For example, a
DOS peak centered at E ′ with a E width describes the effec-
tively infinite number of states resulting from the projection.
In general, ρ(E, t)d E contributes states to the density matrix
(ρ(t)) with energies in the range E to E + d E .
In the following, we study the effects of geometric sym-
metry breaking (by nuclear configuration shifts) of voltage
biased systems on their electronic spectra. The steady poten-
tial bias is represented by chemical potential shifts from the
Fermi energy with an opposite sign on each of the electrodes,
as shown in Fig. 2. The repulsive (attractive) charges of the
electrons (holes) in the left (right) electrode induce a ramping
bias across the bridge. We then obtain the electronic density
response to an impulsive pulse following the dipole approxi-
mation (i.e., the pulse is E0δ(t)D̂, where D̂ is the dipole oper-
ator) to generate the time-dependence of the dipole moment,
〈D(t)〉 =
∫
d ETr [ρ(E, t)D̂]. (4)
The temporal response of the dipole moment (D(t)) contains
the excitation spectrum of the biased system, where peaks
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FIG. 3. (a) The electronic DOS under increasing broadening factor. (b) The electronic spectra corresponding to increasing broadening factor.
in the frequency representation [D̃(ω) = ∫ eiωt D(t)dt]
correspond to the excitation energies.
The electronic DOS projected on the bridging atomic re-
gion at equilibrium (zero applied bias) are shown in Figs. 3(a)
and 4(a). As discussed further below, in the first figure we con-
sider the electronic spectrum affected by electrode-induced
electronic DOS broadening, and in the second figure we con-
sider geometrically induced symmetry breaking effects. The
electronic spectrum is calculated using the dipole moment ori-
ented along the C–C bond (y-axis). In all calculations, the
energy scale is shifted to set the Fermi energy to zero for
convenience.
III. METHOD
Next, we describe our approach for evaluating the evolv-
ing electronic density that is used to derive the electronic
spectrum of a molecular junction under bias conditions. We
solve the electronic e.o.m.s using Keldysh formalism. In ac-
cordance with previous reports, we introduce the following
change in notation: the energy distribution variable E is re-
placed by ω̄, and the time variable t by t̄ .33
In Keldysh formalism, electron dynamics is represented
by the lesser Green’s function (GF),




Tr[Û (t0 − iβ, t0)]
, (5)
where Û (t0 − iβ, t0) is the grand canonical density operator,
Û (t0 − iβ, t0) = e−β(Ĥ0−μN̂ ) (6)





H (xt0)̂H (xt0)dx , offset by
the electron number operator, N̂ = ∫ ̂†H (xt0)̂H (xt0)dx , at
equilibrium conditions designated by a given initial chem-
ical potential μ and temperature β ≡ (kB T )−1. This propa-
gator then acts over the complex time interval [t0, t0 − iβ].
The traces in Eq. (5) are taken over states of all possible
energies and electron numbers. The field operator ̂†H (x
′t ′)
(̂H (xt)) is a sum of single electron creation (annihilation)
operators weighted by corresponding single electron states in
the Heisenberg picture. For example,
̂H (xt) = Û (t◦, t)
[ ∑
j
ψ j (x)â j
]
Û (t, t◦), (7)
where Û (t, t ′) propagates the full time-dependent Hamil-
tonian, Ĥ0 + V̂ (t) − μN̂ =
∫
h(xt)̂†H (xt0)̂H (xt0)dx , over
the real time interval [t ′, t]. Note that we have chosen to ab-
sorb μ into h(xt). This convention will be followed from this
point forward. The numerator in Eq. (5) can be viewed as con-
taining a sequence of propagators and field operators. This
sequence defines the Keldysh contour (Fig. 5).










































Homo   Virt2
Homo   Lumo
FIG. 4. (a) The electronic DOS under carbon shifting toward an electrode at equilibrium. (b) The electronic spectra under the carbon shifting. The Homo-Virt2
transition is enabled by the symmetry breaking.
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FIG. 5. The Keldysh time contour includes three branches defined in the
complex plane: forward and backward real time and, extended into the imag-
inary axis at t0, the thermal lifetime. We vertically shift the forward and back-
ward branches along the real axis for purposes of illustration.
In the absence of explicit electron correlation and ex-






G<(xt, x ′t ′) = 0, (8)
[G<(xt, x ′t ′)]∗ = −G<(x ′t ′, xt), (9)
where h(xt) is the one-body Hamiltonian describing the sys-
tem. Here we use the variable x to represent a vector of the
spatial coordinates and use atomic units, where ¯ ≡ 1. We
express operators in a localized diadic basis representation,
where, for example, the propagated G< becomes
G<(xt, x ′t ′) =
∑
i, j
G<i, j (t, t
′)φi (x)φ j (x ′), (10)
and hi, j (t) =
∫
dxφi (x)h(xt)φ j (x). Note that a localized
nonorthogonal basis set, such as the Gaussian basis sets typ-
ically used in electronic structure theory, can be rotated to a
localized orthogonal basis set. Therefore, without loss of gen-






G<(t, t ′) = 0, (11)
[G<(t, t ′)]† = −G<(t ′, t). (12)
The complete one-body Hamiltonian takes the following
form:
h(t) = h0 + v(t), (13)
where h0 is defined by the model and the TD component v(t)
is the probing dipole perturbation also described above. We
combine the two equations and rewrite in terms of the time




















The two-time variable GF is the correlation function of an
electronic system coupled to electron reservoirs as expressed
on the Keldysh contour.38, 39 The dynamical electronic density
(ρ(E, t) in Eq. (3)) can be extracted from this GF by Fourier
transforming from the t domain to the frequency (ω̄) or en-
ergy (E = ¯ω̄) domain,33
ρ(E, t̄) = −i
∫ ∞
−∞
d(t)ei E t G<(t̄,t). (15)
The first transformation over t results directly with the
desired evolving electronic distribution. The bulk projection
is based on using the electrode’s self-energy expressed by
’s. The corresponding G< electronic Kadanoff–Baym




G<(t̄, ω̄) = [h0 + v0,G<(t̄, ω̄)] +
∫




dt ′[R(t̄ − t ′)G<(t ′, ω̄)e−ih0(t̄−t ′) − eih0(t̄−t ′)G<(t ′, ω̄)A(t ′ − t̄)]. (16)
The full derivation of Eq. (16) is provided in Ref. 33. The
self-energy () terms above introduce the effects of the
electrodes by projecting the GFs for the time-independent







Here h0i is the electrode device hopping term for the i th
electrode in the time-independent Hamiltonian. Several
methods exist for calculating gR. We use a decimation tech-
nique that, in effect, iteratively renormalizes the tight-binding
Hamiltonian for a periodic semi-infinite electrode.40, 41
The G< of the bridging system written in the mixed
time–frequency representation can be separated into time-
dependent and time-independent components:
G<(t̄, ω̄) = G0,<v0 (ω̄) + G<(t̄, ω̄). (18)
In this picture, the G<(t̄, ω̄) is defined to be the difference
between the total lesser GF, G<(t̄, ω̄), and the steady state
lesser GF, G0,<v0 (ω̄), under the effect of a constant bias (v0).
At steady state, the electronic density reduces to an energy
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distribution that results from coupling to electrodes. The elec-
tronic density distribution can be extracted from the lesser
GF, where G<(t1, t2) → G<(t1 − t2), and therefore, ρ(E, t̄)
→ ρ(E). This form is appropriate for a PT treatment.
We re-express the GFs using Fourier transforms and
solve for the response of the system to a TD perturbation
v(t) using PT. In this approach, the excitation spectrum of the
biased system is obtained from the first order electronic re-
sponse to the instantaneously impulsive perturbing potential
[see Eq. (4)]. As reference for the PT treatment, we use the
simplified e.o.m. under steady biasing conditions (G0,<v0 (ω̄)).
The energy distribution v(t̄, ω) of the TD perturbation acting
on the electrode-coupled system, v(t), is given in terms of the









In calculating G0,<v0 (ω̄), we use the relationship between
G<(ω̄) and the retarded GF, GR(ω̄), which entails calculating
the Fermi matrix.33
In the full frequency representation, where G<(ω, ω̄)
≡ ∫ ∞−∞ dt̄eiωt̄ G<(t̄, ω̄), the application of the TD–PT treat-
ment becomes more effective than in the mixed representa-
tion. In the PT expansion expressed in the frequency domain,
the bulk self-energies are written exactly, for example, with-
out using the wide band approximation. The e.o.m. takes the
following form:42∑
k,l




dω′[ṽ(2ω′)G<(ω − 2ω′, ω̄ − ω′)
−G<(ω − 2ω′, ω̄ + ω′)ṽ(2ω′)]i j , (20)
where
Hi jkl(ω) ≡ (ω + iη − εi j )δikδ jl
−i jkl(ω) − (v0ikδl j − v0l jδik). (21)
Here
B(1)(ω, ω̄)
≡ [ṽ(ω)G0,<v0 (ω̄ − ω/2) − G0,<v0 (ω̄ + ω/2)ṽ(ω)] ,
(22)
and i jkl(ω) is the broadening function due to coupling to
the electrodes that is generalized to include dynamical effects






iε j tδl j − Al j (−t)e−iεi tδik
]
= Rik(ε j + ω)δl j − Al j (εi − ω)δik . (23)
In the above equation εi j ≡ εi − ε j is the difference be-
tween the i-th and j-th eigenvalues (εi , ε j ) of h0. The bias
(v0) effect is entered in the expansion treatment but also in
defining the H superoperator. The implemented formalism in-
cludes a broadening factor (η) in defining the tensor H [see
Eq. (21)].
In Eq. (20), which can formally be expanded to arbitrary
order in the perturbation, we express the TD electronic density
in terms of the evolving occupations of the projected junction
states.42 The band structure due to the electrode-coupling is
included directly in this expansion through the energy distri-
bution variable ω̄. We note that Eq. (20) involves a tensor of
rank 4 that is contracted with a matrix (tensor of rank 2).
Here, we study the electronic spectrum that can be ob-
tained from the linear response of the electronic density as
discussed above. The convolution integral [second term in
the RHS of Eq. (20)] is dropped in the first order expansion.
Using tetradic notation, the tensor Hi jkl of rank 4 with n di-
mensionality in each index is re-expressed as a matrix with
elements Hni+ j,nk+l and n2 dimensionality in each index, like-
wise a matrix becomes a vector. The first order expansion of
Eq. (20) then becomes
H(ω)| G<(ω, ω̄)〉〉 = |B(1)(ω, ω̄)〉〉, (24)
where Hni+ j,nk+l (ω) ≡ Hi jkl(ω), | G<(ω, ω̄)〉〉ni+ j
≡ G<i j (ω, ω̄) and |B(1)(ω, ω̄)〉〉ni+ j ≡ B(1)i j (ω, ω̄).
As noted above, we apply an instantaneously impulsive
potential in the dipole approximation to calculate the spectral
response,
v(t) = vaδ(t) = E0δ(t)D. (25)
where Di j =
∫
dxφi (x)D̂φ j (x) and D̂ = ex̂ is the dipole op-
erator. In the frequency domain, such a pulse is independent
of frequency,
ṽ(ω) = va = E0D. (26)
IV. RESULTS
We first study the electrode-coupling effect (broadening
of energy states) on the electronic spectrum. The electronic
spectrum of the coupled system is provided in Fig. 3(b). We
focus on the broadening effect, which can be tuned by the
fundamental broadening factor in calculating the retarded GF,
GR(ω̄), of the electrode-coupled system. The broadening of
the electronic DOS leads to broadening of the main spectral
peak related to the transition between the highest occupied
molecular orbital (HOMO) and lowest unoccupied molecular
orbital (LUMO). An additional widely broadened peak is
observed at lower spectral frequencies and is associated with
the band of states in the DOS located energetically between
the HOMO and LUMO peaks.
We also study the combined effect of bias and molecular
scale motion on the spectrum. The carbon atoms are shifted
by increments of 0.19 Å toward either electrode, where the
resulting molecular electronic DOS is provided in Fig. 4.
The two occupied states respond only slightly to the carbon
shift. More substantial changes are observed for the virtual
state energies, where a larger positive shift of the higher vir-
tual state is noted. The corresponding spectra are provided in
Fig. 4(b). Upon the symmetry breaking shift, the symme-
try forbidden HOMO-Virt2 transition becomes allowed (Virt2
denotes the higher unoccupied state, which is the LUMO+1).
The two spectral peaks are shifted to higher and lower values
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FIG. 6. Molecular orbital diagrams for (a) nonshifted case and shift of 0.38 Å, (b) toward source electrode, and (c) toward drain electrode. Relevant bond lengths
and energies are included.
in energy, corresponding to the changes in the virtual state
energy.
It is important to comment on the HOMO–LUMO tran-
sition, where symmetry-induced disabling effects are noted.
The molecular orbital picture for the core region at equi-
librium (no bias applied) is provided in Fig. 6. The orbital
energies, corresponding to Fermi energy of −8.067 eV, are
provided along with the orbital assignment. The even/odd
symmetry of the original orbitals is broken when the carbons
are shifted toward the electrode. Clearly, at equilibrium, shift-
ing the carbon atoms toward either electrode has the same
effect on the electronic DOS and therefore on the spectrum.
Next we consider the electronic spectrum under applied bias.
Potential bias is applied to the geometrically symmetric
system in increments of 2 V. The resulting flux populates and
depopulates the virtual and occupied orbitals, respectively.
Specifically, the electron flux partially occupies the LUMO
and partially depletes the HOMO, affecting the spectrum fun-
damentally. First, the spectral cross section of the correspond-
ing allowed excitation in the unbiased system is reduced. As
the bias is increased, the HOMO–LUMO transition is dis-
abled, as illustrated in Fig. 7. The dynamical occupation of
the orbitals also affects the spectrum by enabling new transi-
tions that are otherwise absent for the unbiased system. Upon
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FIG. 7. Spectral dependence on increasing potential bias for geometrically
symmetric junction. (Inset) Bias dependence for small device region indicates
cause of Au–Au interaction.
bias induced flux, the Occ1-HOMO transition becomes en-
abled and increases with increasing applied bias (Occ1 de-
notes the lower occupied, or HOMO-1 state).
On a side note, we confirm the assignment of the bias-
enabled peak to the Occ1-HOMO excitations. The same peak
appears in the spectrum of a model device that includes only
one gold atom on each side, as shown under biases ranging
from 0 to 6 V (insert to Fig. 7). This model, while insufficient
for converging the representation of electrode-coupling, con-
firms that the additional peaks in the low energy regime are
assigned only to intragold wire transitions (Fig. 7).
We now consider the application of bias potential to
the shifted (symmetry broken) carbon systems. Figures 8(a)
and 8(b) show the spectra when the carbons are shifted toward
the source and drain electrode, respectively. We focus on the
effect of potential bias on the HOMO–LUMO transition for
different geometric shifts. The bias-disabling of this transition
is enhanced when the carbons are shifted toward the source.
The opposite effect occurs when the symmetry breaking in-
volves a shift toward the drain. In this case, the bias-disabling
is diminished and the spectrum features a small increase of
the bias-induced peak as well as a shift to higher excitation
energies.
To understand the reason for this difference, we recon-
sider the electronic orbitals illustrated in Fig. 6 in relation to
applied bias. For example, we focus on the LUMO where the
symmetry breaking results in a shift of the projected density to
the more distant gold atom. The symmetry-breaking-induced
polarization is enhanced, therefore, by flux-induced polariza-
tion when the molecule is shifted toward the source. On the
other hand, the flux negates the symmetry-breaking-induced
polarization of the LUMO when the carbons are shifted to-
ward the drain. Therefore, the bias-disabling effect on the
HOMO–LUMO spectral peak is enhanced when the geomet-
ric shift is oriented toward the source and is decreased when
the shift is oriented toward the drain.
The symmetry breaking is more subtle in the case of the
occupied orbital transitions. Unlike the LUMO, the symme-
try breaking shifts the projected density toward the closer
gold atom. This slight symmetry breaking of the occupied
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FIG. 8. The spectral dependence on increasing bias under carbon shift toward (a) source electrode and (b) drain electrode.
orbitals is reversed by bias-induced flux upon shifting the car-
bons toward the source and is enhanced when the carbons are
shifted toward the drain. Enabling of the Occ1-HOMO transi-
tion requires that the HOMO level becomes (at least partially)
unoccupied. We find that increasing bias enhances the bias-
enabled Occ1-HOMO peak for the geometric shift toward the
drain. This peak appears and then is reduced with further in-
crease in bias for the shift toward the source. The effect on
the Occ1-HOMO transition can be attributed to the transmis-
sion of each orbital due to electrode-coupling. When coupled
to the drain, the transport through the HOMO is decreased,
allowing the Occ1-HOMO transition to occur. When coupled
to the source, the transport through the HOMO increases as
the bias increases, causing the orbital to remain occupied and
the Occ1-HOMO transition to become disabled.
V. CONCLUSIONS
The effects of electrode-coupling and bias on the elec-
tronic spectrum of a simple molecular model system are ana-
lyzed. Fundamentally, electrode-coupling leads to broadened
electronic spectral peaks. Biasing conditions can lead to fur-
ther substantial changes in the electronic spectrum. Under
bias, spectral peaks can be enabled by the dynamical occu-
pation and depletion of levels due to the electron flux. The
dynamical occupation, therefore, reduces spectral peaks that
are present at equilibrium conditions but can also enable ad-
ditional transitions, for example, those between equilibrium
occupied levels. Finally, symmetry breaking molecular mo-
tion fundamentally affects the spectrum by enabling sym-
metry forbidden transitions. The bias effect on the spectrum
can be negated or enhanced by this symmetry breaking of
molecular orbitals. Indeed, we find, for example, that the bias-
enabled transition between two occupied states is maintained
in the drain-coupled case, since the electronic population of
the higher occupied level depletes more effectively than in
the source-coupled case.
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