From the dual structural radial basis function network (DSRBF) (Cheung and Xu 2001) , this paper presents a new divide-and-conquer learning approach to radial basis function networks (DCRBF). The DCRBF network is a hybrid system consisting of several sub-RBF networks, each of which takes a sub-input space as its input. Since this system divides a high-dimensional modeling problem into serveral low-dimensional ones, it can considerably reduce the structural complexity of a RBF network, whereby the net's learning is much faster. We have experimentally shown its outstanding learning performance on forecasting two real time series as well as synthetic data in comparison with a conventional RBF one.
Introduction
Radial basis function (RBF) networks are one of the most popular models in neural network, In the literature, RBF nets have been intensively studied with a lot of applications, e.g. in data mining 8 , pattern recognition 11 , and time series forecasting 4, 9 . In general, the structural complexity of a RBF network depends on the number of the hidden nodes which is further related to the input dimension. Often, the node number increases along with the increase of the net's input dimension. Hence, effective dimension reduction of the net's input space can considerably decrease the network structural complexity, whereby the network's learning converges faster. Traditionally, principle component analysis (PCA) is a prevalent statistical tools for input dimension reduction. The basic rule is to select first several principal components of the observations as the RBF inputs. Since the PCA technique only uses second-order statistics information, it renders the principal components de-correlated but not really independent. That is, some useful information in the non-principal components may be discarded as well during the dimension reduction process. Consequently, the performance of the RBF network may become worse after PCA preprocess 5 . In the past decade, independent component analysis (ICA) has been widely studied in the fields of neural networks and signal processing. It uses high-order statistics to map the multivariate observations into new representations with their redundancy as reduced as possible. In the literature, it has been shown that ICA outperforms PCA in extracting the hidden feature information and structures from the observations 1,2,6,14 . Actually, our recent paper 5 has successfully applied ICA to reduce the input dimension of a RBF network without deteriorating the net's generalization ability. However, ICA generally does not assign a specific principle order to the extracted components. To our best knowledge, selecting first several principle independent components is still an open problem.
Recently, Kai Tokkola 10 applied a nonlinear dimension-reducing transformation to map high dimensional space to low dimensional one, i.e., T :
In his work, he coupled a nonparametric density estimator with a mutual information criterion based on Renyi's entropy to learn discriminative dimension-reducing transforms. However, this technique has at least two drawbacks to reduce the RBF input dimension. One is that the nonlinear dimension-reducing transforms lies in computational difficulties since it involves density estimation, resulting in a large amount of computing cost. The other drawback is that it makes the RBF performance degraded as the output dimension increases.
In our recent paper 3 , a dual structural radial basis function network has been proposed to accomplish a recursive RBF by two sub-networks. In this dual system, the input is divided into two parts with each modelled by a sub-network. The preliminary studies have shown its success on recursive function estimation. In this paper, we further extend its concept and give out a divide-and-conquer approach to radial basis function (DCRBF) network. This DCRBF is a hybrid system consisting of several sub-RBF networks, each of which takes a sub-input as its input. That is, such a system has decomposed the original large input space into a direct sum of sub-input spaces with the output being a linear combination of these sub-RBF networks' ones. We give out an algorithm to learn the combination coefficients as well as the parameters in each sub-network. We have experimentally shown its outstanding learning performance on forecasting two real time series as well as synthetic data in comparison with a conventional RBF network.
DCRBF Network

Architecture
The architecture of the DCRBF network is shown in Figure 1 . We decompose a RBF network into q sub-networks denoted as RBF 1 , RBF 2 , . . . , RBF q , respectively. Let k r represent the number of radial basis functions in the r th sub-network, denoted as RBF r , where r = 1, 2, . . . , q. In the DCRBF, the input separator divides the input space into q sub-ones by direct sum decompositions. That is, the input of the RBF r is
where
V r is the r th direct sum subspace of V such that
where ⊕ means for any v ∈ V, there exists a unique
We letŷ t be the actual output of the DCRBF network witĥ
where z t (r) is the RBF r 's output, and c r is the linear combination coefficient. 
Learning Algorithm
Given the desired output y t at time step t, we calculate the output residual
Consequently, we can learn the combination coefficients c r in Eq. (4) as well as the parameters of each RBF r 's by minimizing the cost function
where N is the number of inputs,
. . , c q }, and Θ r being the parameters of the RBF r . In implementation, at each step time t, we adaptively tune Θ with a little small step along the descent direction of minimizing (y t −ŷ t ) T (y t −ŷ t ). That is, we adjust Θ by
where η is the learning rate.
The detailed steps in Eq. (8) depend on the implementation of each RBF r , r = 1, 2, . . . , q. In general, each sub-RBF networks can be realized by a variety of RBF network models. In this paper, we adopt the Extended Normalized RBF (ENRBF) network proposed in 12 . The general architecture of an ENRBF network is shown in Figure 2 , which consists of a k-units hidden layer and an n-units output layer. The net's output is
t , . . . , z
T is an input, W j is an n × d matrix and β j is an n × 1 vector. O j (x t ) is the output of unit j in the hidden layer with
where m j is the center vector, and Σ j is the receptive field of the basis function φ(.). In common, the Gaussian function φ(s) = exp(−0.5s 2 ) is chosen. Consequently, Eq. (9) becomes
In the above equation, two parameter sets should be learned. One is {m j , Σ j |j = 1, 2, . . . , k} in the hidden layer, and the other is {W j , β j |j = 1, 2, . . . , k} in the output layer. In the paper 12 , these parameters learning has been connected with the mixture-of-experts model, whereby an expectation-maximization (EM) based single-step learning algorithm is proposed. Here, for simplicity, we prefer to learn the two parameter sets in the same way as the traditional approaches with the two separate steps:
Step 1: Learn {m j , Σ j |j = 1, 2, . . . , k} in the hidden layer via a clustering algorithm such as k-means 7 or RPCL 13 ;
Step 2: Learn {W j , β j |j = 1, 2, . . . , k} in the output layer under the least mean square criteria. That is, we learn them as well as C by minimizing Eq. (6). Consequently, the detailed implementations of Step 2 (i.e., Eq. (8)) are given as follows:
Step 2.1: Given x t and y t , we calculateŷ t by Eq. (4).
Step 2.2: We update
with
where {W j (r), β j (r)|j = 1, 2, . . . , k r , r = 1, 2, . . . , q} is the parameter set of the RBF r . The iterations of Step 2.1 and 2.2 do not stop until the parameters converge.
Experimental Results
Experiment 1
We investigated the performance of the DCRBF network in time series forecasting. We generated 5,100 data points of a time series data with order 9 as follows:
Let,
t , . . . , x
be the input of the RBF network and y t = u(t) be the output. We let the first 5,000 data points be the training set, and the remaining 100 data points be the testing set. The input space of RBF network is decomposed into three subspaces with the input dimension d 1 = 2, d 2 = 3, d 3 = 4 respectively. Meanwhile, the RBF network is decomposed into three subnetworks. Let the size of hidden units in the conventional ENRBF network be k = 6 while each of the sub-network in the DCRBF network to be k 1 = 2, k 2 = 2, k 3 = 2 respectively. In the experiment, we fixed the learning rate η = 0.0001 and measured the net's performance under the MSE criterion. After repeatedly scanning the training data set 300 times, the performance of ENRBF and DCRBF under the MSE criterion is shown in Figure 3 . We found that the DCRBF network converges much faster than the ENRBF network. 
Experiment 2
We performed an experiment on the benchmark data getting from the famous Rob Hyndman's Time Series Data Library. We used the FOREX daily foreign exchange rates of 9 countries from 31st December, 1979 to 31st December, 1998 with size 4,774 data in this experiment. We let the first 4,674 data be the training set, and the remaining 100 data be the testing set. Also, we set the dimension of input space of ENRBF network at d = 9, which was further decomposed into three subspaces with the input dimension d 1 = 2, d 2 = 3, d 3 = 4 respectively. We let the number of hidden units in the ENRBF network be k = 8, while the number of hidden units in the three sub-networks of the DCRBF be k 1 = 2, k 2 = 3, k 3 = 3 respectively. The experimental result is shown in Figure 4 . It can be seen again that the DCRBF network converges much faster than the ENRBF with a slight improvement of net's generalization ability. 
Experiment 3
We applied the DCRBF in the famous time series of annual average number of the sunspot from year 1700 to 1979 observed by Rudolph Wolf. We used the first 250 data to be the training set, and the remaining 30 to be the testing set. The number of hidden units of the ENRBF network was k = 8, while the hidden units of the three sub-networks in the DCRBF were k 1 = 2, k 2 = 3, k 3 = 3. We let the input dimension of the ENRBF be d = 9, and the input dimension of three decomposed sub-network in DCRBF be d 1 = 3, d 2 = 3, d 3 = 3. The experimental results are shown in Figure 5 . Once again, we found that the DCRBF converges much faster than the ENRBF with a slight better generalization ability.
Concluding Remarks
We have presented a divide-and-conquer learning approach for RBF network (DCRBF), which is a hybrid system consisting of several sub-RBF networks. Each sub-RBF network takes a sub-input spaces as its own input. The whole DCRBF network output is a combination of sub-RBF networks' outputs. Since this system divides a high-dimensional modelling problem into several low-dimensional ones, its structural complexity is generally simpler than a conventional RBF network. The experiments have shown that the proposed approach gives a slight better generalization ability with a much faster learning speed. In this paper, we just decompose the input space into sub-input spaces heuristically rather than having a general rule to follow. It is therefore expected that a more appropriate decomposition method exists to give a better net's performance.
