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ABSTRACT
We present results of an all-sky search in the Parkes Pulsar Timing Array (PPTA) Data Release
1 data set for continuous gravitational waves (GWs) in the frequency range from 5 × 10−9 to
2 × 10−7 Hz. Such signals could be produced by individual supermassive binary black hole
systems in the early stage of coalescence. We phase up the pulsar timing array data set to form,
for each position on the sky, two data streams that correspond to the two GW polarizations and
then carry out an optimal search for GW signals on these data streams. Since no statistically
significant GWs were detected, we place upper limits on the intrinsic GW strain amplitude
h0 for a range of GW frequencies. For example, at 10−8 Hz our analysis has excluded with
95 per cent confidence the presence of signals with h0 ≥ 1.7 × 10−14. Our new limits are about
a factor of 4 more stringent than those of Yardley et al. based on an earlier PPTA data set and
a factor of 2 better than those reported in the recent Arzoumanian et al. paper. We also present
PPTA directional sensitivity curves and find that for the most sensitive region on the sky, the
current data set is sensitive to GWs from circular supermassive binary black holes with chirp
masses of 109 M out to a luminosity distance of about 100 Mpc. Finally, we set an upper
limit of 4 × 10−3 Mpc−3 Gyr−1 at 95 per cent confidence on the coalescence rate of nearby
(z  0.1) supermassive binary black holes in circular orbits with chirp masses of 1010 M.
Key words: gravitational waves – methods: data analysis – pulsars: general – galaxies:
evolution.
1 IN T RO D U C T I O N
Pulsar timing arrays (PTAs) have long been proposed to detect very
low frequency (10−9–10−7 Hz) gravitational waves (GWs; Hellings
 E-mail: zhuxingjiang@gmail.com
& Downs 1983; Foster & Backer 1990). The concept of a PTA is to
conduct long-term timing observations of a number of spatially sep-
arated millisecond pulsars whose pulsational periods are extremely
stable. GWs sweeping over the pulsar or the Earth introduce fluc-
tuations in pulse times of arrival (ToAs) – named ‘pulsar terms’
and ‘Earth terms’, respectively. By comparing the measured ToAs
to predictions from a timing model that accounts for the pulsar’s
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intrinsic rotation and radio pulse propagation (Edwards, Hobbs &
Manchester 2006), timing residuals are formed and can be searched
for GWs. Currently, three PTAs are in operation: the Parkes PTA
(PPTA; Hobbs 2013; Manchester et al. 2013), the European PTA
(Kramer & Champion 2013), and NANOGrav (McLaughlin 2013),
each of which has collected timing data for ∼20 ms pulsars with
precision from μs down to tens of ns and data spans of 5 yr. It
is expected that these PTA data sets will be combined to form the
initial International PTA (Hobbs et al. 2010; Manchester 2013) data
set in the near future.
One of the most promising source classes in the PTA frequency
range is inspiralling supermassive binary black holes (SMBBHs)
in the centres of galaxies. Previous studies, including both theoret-
ical modelling (e.g. Jaffe & Backer 2003; Wyithe & Loeb 2003;
Sesana 2013b; Ravi et al. 2014b) and actual analyses of real PTA
data (Jenet et al. 2006; van Haasteren et al. 2011; Yardley et al.
2011; Demorest et al. 2013; Shannon et al. 2013), have mostly fo-
cused on the stochastic background formed by the superposition
of emission from a large number of single sources. However, indi-
vidual resolvable sources that are sufficiently close and/or massive
may provide chances for the detection of continuous waves (CWs;
Sesana, Vecchio & Volonteri 2009; Ravi et al. 2012, 2014a).
There has recently been a lot of work on PTA data analysis
methods for CW detection and parameter estimation (Corbin &
Cornish 2010; Yardley et al. 2010; Lee et al. 2011; Babak & Sesana
2012; Ellis, Siemens & Creighton 2012; Ellis 2013; Petiteau et al.
2013; Arzoumanian et al. 2014; Taylor, Ellis & Gair 2014; Wang,
Mohanty & Jenet 2014b), ranging from frequentist to Bayesian
techniques and from Earth-term-only approaches to a coherent in-
clusion of both Earth terms and pulsar terms. In particular, Yardley
et al. (2010, hereafter PPTA10) used an earlier PPTA data set pre-
sented in Verbiest et al. (2009) to produce sensitivity curves and set
upper limits with a power spectral summation method, and almost
simultaneously to this work Arzoumanian et al. (2014) applied both
frequentist (Ellis et al. 2012) and Bayesian (Ellis 2013) data analy-
sis pipelines to the NANOGrav 5-year, 17 pulsar data set (Demorest
et al. 2013) to compute upper limits on the strain amplitudes of CWs
from circular SMBBHs.
In this paper, we have developed a new method which conducts a
global fit for Earth-term timing residuals induced by single-source
GWs (regardless of their specific waveforms) and outputs two time
series which correspond to the two GW polarizations and their
covariance matrix. A maximum likelihood detection technique is
then applied to the two time series to form our detection statistics
for CWs from different sky directions. Using this method, we per-
form an all-sky search for CWs that could be produced by circular
SMBBHs in the PPTA Data Release (DR) 1 data set (Manchester
et al. 2013). As the search did not find any statistically significant
CW events, we set upper limits on the intrinsic GW strain amplitude
h0 and present all-sky and directional sensitivity curves.
The organization of this paper is as follows. In Section 2, we
provide a brief overview of our timing observations. In Section 3, we
describe the signal model and analysis methods used in performing
the search. In Section 4, we present our results and discussions.
Finally, we conclude in Section 5.
2 O BSERVATIONS
Based on the Parkes 64-m radio telescope, the PPTA project started
in early 2005 routine timing observations (e.g. once every 2–3
weeks) of 20 ms pulsars in three radio bands (10, 20 and 50 cm)
with a typical integration time of 1 h. With the development of new
instrumentation, the timing precision has been steadily improved
(see Manchester et al. 2013, for details). We use in this search the
DR1 data set reported1 in Manchester et al. (2013), including ob-
servations made between 2005 March 1 (MJD 53430) and 2011
February 28 (MJD 55620). For each pulsar ToAs of the best band
(i.e. where the lowest rms timing residuals are seen) have been
selected after correcting for dispersion measure (DM) variations
(Keith et al. 2013). The PPTA DR1 data set is publicly available
online at a permanent link.2
The data set that we use here is identical to that used for searching
for GW memory events by Wang et al. (2014a). Details on how we
obtain the noise models for each pulsar are given in that paper,
and we only give a very brief description here. For about half the
PPTA pulsars, low-frequency timing noise (‘red noise’) is observed
in the timing residuals. In the case of detected red noise, we first
fit a power-law model to the power spectrum of timing residuals,
then obtain estimates of noise covariance matrices iteratively, and
finally use the Cholesky decomposition of this covariance matrix to
transform the problem to an ordinary least-squares problem (Coles
et al. 2011). Additionally, it is common that white noise of the
timing residuals is underestimated by their ToA uncertainties. We
therefore introduce the factors – ‘EFAC’ and ‘EQUAD’ in TEMPO2
(Hobbs, Edwards & Manchester 2006) – to rescale the ToA errors so
that the observed scatter is represented. Since our analysis depends
on accurate noise models, we have used simulations to show that the
mean power spectra obtained from data sets simulated with those
noise models agree with the power spectra obtained from the actual
data sets. These simulations are carried out with the same data
span and sampling as in the actual PPTA DR1 data. Throughout
our analysis, we use a ‘fixed-noise’ approach which means that (1)
noise models are determined before the CW search is implemented
and (2) we do not repeat the noise estimation process in the case of
signal injections.
3 TH E DATA A NA LY S I S M E T H O D
3.1 The signal model
The ToA variations induced by a single-source GWs can be gener-
ally written as
r(t, ˆ) = F+( ˆ)A+(t) + F×( ˆ)A×(t), (1)
where ˆ is a unit vector defining the direction of GW propagation.
The two functions F+( ˆ) and F×( ˆ) are the geometric factors,
equivalent to the antenna pattern functions used in the context of
laser interferometric GW detection (Thorne 1987), which only de-
pend on the GW source position for a given pulsar as given by (Lee
et al. 2011)
F+( ˆ) = 14(1 − cos θ ) {(1 + sin
2 β) cos2 βp cos[2(λ − λp)]
− sin 2β sin 2βp cos(λ − λp) + cos2 β(2 − 3 cos2 βp)},
(2)
F×( ˆ) = 12(1 − cos θ ) {cos β sin 2βp sin(λ − λp)
− sin β cos2 βp sin[2(λ − λp)]}, (3)
1 A slight modification was made to the published DR1 data set to fix a small
offset in early 10 cm (3 GHz) data for J1909−3744 (Shannon et al. 2013).
2 http://dx.doi.org/10.4225/08/534CC21379C12
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where cos θ = cos βcos βpcos (λ − λp) + sin βsin βp with θ
being the angle between the GW source direction and pulsar
direction with respect to the observer, β (βp) and λ (λp) are
the declination and right ascension of the GW source (pulsar),
respectively.
As the GW-induced pulsar ToA variations result from an integra-
tion effect of the metric perturbation along the path from the pulsar
to the Earth, they can be expressed as the combination of two terms
– the Earth term A+, ×(t) and the pulsar term A+, ×(tp) (see, e.g.
Hellings 1981; Jenet et al. 2004):
A+,×(t) = A+,×(t) − A+,×(tp), (4)
tp = t − dp(1 − cos θ )/c, (5)
where dp is the pulsar distance and we have adopted the plane wave
approximation.3 In this work, we focus on the correlated Earth-
term signals and treat the incoherent pulsar terms as an extra source
of noise, leaving the investigation on how pulsar terms could be
incorporated to improve the detectability and angular resolution
to a future study. A+(t) and A×(t) are source-dependent functions,
and at Newtonian order take the following forms for CWs emitted
by SMBBHs in circular orbits (Babak & Sesana 2012; Ellis et al.
2012):
A+(t) = h02πf (t) {(1 + cos
2 ι) cos 2ψ sin[
(t) + 
0]
+ 2 cos ι sin 2ψ cos[
(t) + 
0]}, (6)
A×(t) = h02πf (t) {(1 + cos
2 ι) sin 2ψ sin[
(t) + 
0]
− 2 cos ι cos 2ψ cos[
(t) + 
0]}, (7)
where ι is the inclination angle of the binary orbit with respect
to the line of sight, ψ is the GW polarization angle, 
0 is a
phase constant, and the intrinsic GW strain amplitude h0 is given
by
h0 = 2 (GMc)
5/3
c4
(πf )2/3
dL
, (8)
where dL is the luminosity distance of the source, and the chirp
mass Mc is defined as M5/3c = m1m2(m1 + m2)−1/3 with m1 and m2
being the binary component masses. It should be noted that we have
neglected effects of redshift as the current data set is only sensitive
to SMBBHs up to z ∼ 0.1 even for the most massive sources. The
GW phase and frequency are given by

(t) = 1
16
(
GMc
c3
)−5/3 {(πf0)−5/3 − [πf (t)]−5/3} , (9)
f (t) =
[
f
−8/3
0 −
256
5
π8/3
(
GMc
c3
)5/3
t
]−3/8
, (10)
where f0 is the GW frequency at the time of our first observa-
tion. Unless we will later otherwise specify, we assume throughout
3 Deng & Finn (2011) suggested that it is possible to measure distances to
GW sources by considering corrections to this approximation for sources
closer than ∼100 Mpc when sub-pc precision distance measurements to
pulsars are assumed. Such corrections would have negligible impact on our
results as we only search for Earth-term signals.
the paper that (1) the source frequency evolution within a typi-
cal observation span of ∼10 yr is negligible. This is appropriate
for most of the observable sources based on current astrophysi-
cal predictions (Sesana & Vecchio 2010); therefore, the above two
equations are reduced to 
(t)  2πf0t and f(t)  f0 (will later
simply use f to denote GW frequency); (2) pulsar terms are in the
same frequency bin as Earth terms,4 as also assumed in PPTA10.
Assumption (2) applies in the case of non-evolving sources. As
our detection method targets only at the Earth-term signals, pul-
sar terms only matter in the establishment of upper limits by act-
ing as a ‘self-generated’ source of noise. For completeness, we
also relax the assumption (2) and show that it does not affect
our results significantly. We use the pulsar distance (dp) estimates
derived from DM in the ATNF Pulsar Catalogue5 (Manchester
et al. 2005) – the actual choice of dp has negligible effects on our
results.
3.2 Accounting for effects of single-source GWs in TEMPO2
As shown in the previous section, single-source GWs affect ToAs in
a deterministic and quadrupolar way. For any source sky position,
the coherent Earth-term GW signals A+, ×(t) can be considered as
common signals existing in multiple pulsars. Using a method similar
to Hobbs et al. (2012) who searched for a common signal in all the
pulsar data sets, we fit for the A+, ×(t) as a set of equally spaced
samples without specifying their functional forms but making use
of the geometric factors given in equations (2) and (3). Linear
interpolation is used in such a global fit as observations for different
pulsars are usually unevenly sampled and not at identical times.
To avoid introducing additional notation, hereafter we will refer to
the two time series estimated with TEMPO2 as A+,×(t), which could
contain potential CW signals of the form given by equations (6–7).
An example of the TEMPO2 fit for A+, ×(t) for GW burst is given
in fig. 5 of Hobbs (2013). A complete discussion on the A+, × fit
and its applications to single-source GW detection will be detailed
in a forthcoming paper (Madison et al., in preparation). Below we
briefly discuss some features of this method. In the next section, we
outline a maximum likelihood technique for CW detection in the
A+, ×(t) time series.
The A+, × fit has the following properties: (a) it allows one to
simultaneously fit for single-source GWs and normal pulsar timing
parameters; (b) it significantly reduces the computation because the
number of data points in A+, ×(t) time series is typically ∼100 in
comparison to thousands of ToAs for data spans of 10 yr; (c)
it can be used to check the correctness of the noise models. For
example, if our pulsar noise models are correct and the covari-
ance matrix estimation is reliable, the whitened A+, ×(t) time series
independently follow the standard Gaussian distribution in the ab-
sence of signals. The property (a) also requires that constraints
must be set on A+, ×(t) to avoid the covariance between a global fit
for A+, ×(t) and the fit for timing model parameters of individual
pulsars. Currently, three kinds of constraints are implemented in
4 It is widely considered that these two terms are well separated in frequency
for an astrophysically plausible sample of GW sources, as shown in fig. 2
in Sesana & Vecchio (2010). However, we note that this figure made use of
an approximation in their equation 30 which is not valid for pulsar-Earth
light-travel time of the order of 1000 yr and thus overestimated the frequency
separation. For example, for the typical parameter values the correct equation
gives a separation of 9.83 nHz in contrast to 15 nHz given in their equation
30, while the frequency bin width in the current analysis is 1.32 nHz.
5 http://www.atnf.csiro.au/research/pulsar/psrcat/
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TEMPO2, namely (1) quadratic constraints that correspond to pulsar
spin parameters, (2) annual sinusoids for pulsar positions and proper
motions, (3) biannual sinusoids for pulsar parallax. These were first
introduced and implemented in Keith et al. (2013) where the DM
variations were modelled as linear interpolants. Details on the con-
strained least-squares fitting can be found in appendix A of Keith
et al. (2013).
For the purpose of illustration of our method, we inject to the
PPTA DR1 data set a CW signal6 specified with the following
parameters: Mc = 7.35 × 108 M, dL = 16.5 Mpc, f = 10 nHz,
cos ι = 1, ψ = 
0 = 0, λ = 3.2594, and β = 0.2219 (located in
the Virgo cluster). Note that (1) the chirp mass is chosen such that
h0 = 10−14, which is below our upper limit (1.7 × 10−14) at 10 nHz;
(2) the frequency separations between pulsar terms and Earth terms
for different pulsars are determined physically using equations (5)
and (10). In this new data set, we then fit for a full timing model
for each pulsar and globally for A+, ×(t) at the injected sky location
and for evenly spaced times between MJD 53430–55620 with a
sampling interval of 30 d. The resulting estimates of A+, ×(t) are
displayed as open circles with error bars in panel (a) of Fig. 1,
while the injected waveforms are shown as solid red lines. Because
of the constraints applied in the global fit, data points in A+, ×(t)
are known to be degenerated, and thus it is necessary to perform
a maximum likelihood estimation of two sinusoidal waves using
the noise covariance matrix (e.g. as we outline in the next section).
In this case, the frequency is estimated to be 10.6 nHz and the
reconstructed waveforms are plotted as black dash lines. One can
see the phase and amplitude are biased because of pulsar terms.
To more clearly see this effect, we remove the pulsar terms in the
signal injection and redo the same analysis. As shown in panel (b)
of Fig. 1, the match-up becomes much better. In the Earth-term-only
case, the maximum likelihood is found at a frequency of 10.2 nHz.
We leave the investigation of parameter estimation to a future study
as in the current work we are mainly concerned with detection and
sensitivities.
3.3 Searching for CWs in A+(t) and A×(t) time series
Now the search for CWs is ready to be performed in A+(t) and A×(t)
time series. In general, these two time series data can be written as
d =
[
d+
d×
]
=
[
s+
s×
]
+
[
n+
n×
]
, (11)
where s+,× and n+,× are column vectors of signal and noise, re-
spectively. The noise covariance matrix is
n =
[
++ +×
×+ ××
]
, (12)
where kk = 〈nknTk 〉 with the index k ∈ { +, ×} and the brackets
〈. . . 〉 denote the ensemble average of the random noise process. (It
is understood that ++ = T++, +× = T×+ and ×× = T××.)
We define the noise-weighted scalar product of two time vectors
x and y using the noise covariance matrix n as
(x| y) = xT−1n y. (13)
Then the log likelihood ratio ln , the logarithmic ratio between the
likelihood of the data d given there is a signal of the form s present
and the likelihood of the data d given the absence of signals, can
6 This functionality is available with the TEMPO2 addCGW plugin.
Figure 1. (a) The A+, ×(t) time series (open circles with error bars) esti-
mated in a global least-squares fit in the PPTA DR1 data set that has included
a CW signal injection (see text). The injected waveforms are plotted as solid
red lines and the reconstructed waveforms based on a maximum likelihood
technique are depicted by black dash lines. (b) As panel (a) but for the case
of without pulsar terms in the signal injection.
be conveniently written as (when assuming Gaussian noise, see e.g.
Ellis et al. 2012; Jaranowski & Kro´lak 2012, for details):
ln  = ln L(s|d)L(0|d) = (d|s) −
1
2
(s|s). (14)
It is worth noting that equation (14) is essentially correlating data
d with some signal templates s and comparing the outputs to a
threshold. Regarding s we rewrite equations (6) and (7) in a more
straightforward form:
s+,×(t) = a+,× cos 
(t) + b+,× sin 
(t), (15)
MNRAS 444, 3709–3720 (2014)
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where the four amplitude parameters are related to physical param-
eters through
a+ = h02πf [(1 + cos
2 ι) cos 2ψ sin 
0 + 2 cos ι sin 2ψ cos 
0],
b+ = h02πf [(1 + cos
2 ι) cos 2ψ cos 
0 − 2 cos ι sin 2ψ sin 
0],
a× = h02πf [(1 + cos
2 ι) sin 2ψ sin 
0 − 2 cos ι cos 2ψ cos 
0],
b× = h02πf [(1 + cos
2 ι) sin 2ψ cos 
0 + 2 cos ι cos 2ψ sin 
0].
(16)
If we write the inverse of the noise covariance matrix in the form
of a block matrix:
−1n =
[
S11 S12
S21 S22
]
, (17)
and define two column vectors x = cos 
(t) and y = sin 
(t),
then the maximum likelihood estimators (∂ ln /∂a+,× = 0 and
∂ ln /∂b+,× = 0) for the four amplitudes are obtained by solving
the following linear equation:
⎡
⎢⎢⎢⎢⎢⎣
dT+S11x + dT×S21x
dT+S11 y + dT×S21 y
dT+S12x + dT×S22x
dT+S12 y + dT×S22 y
⎤
⎥⎥⎥⎥⎥⎦
=
⎡
⎢⎢⎢⎢⎣
xTS11x xTS11 y xTS12x xTS12 y
xTS11 y yTS11 y xTS21 y yTS21 y
xTS12x xTS21 y xTS22x xTS22 y
xTS12 y yTS21 y xTS22 y yTS22 y
⎤
⎥⎥⎥⎥⎦
⎡
⎢⎢⎢⎢⎣
aˆ+
ˆb+
aˆ×
ˆb×
⎤
⎥⎥⎥⎥⎦, (18)
where we have applied the properties of S11 = ST11, S21 = ST12 and
S22 = ST22. Estimates of a+, × and b+, × obtained by solving equation
(18) are substituted to equation (15) and then the log likelihood
ratio is calculated using equation (14). Defining a column vector α
that contains maximum likelihood estimates of the four amplitudes
[aˆ+; ˆb+; aˆ×; ˆb×] and multiplying αT to both sides of equation (18),
one finds that (d|s) = (s|s). Our detection statistic is taken as P =
2 ln  and thus the signal-to-noise ratio as defined by ρ = √(s|s) is
related to P through ρ = √P . Note that P in the case of Gaussian
noise-only data follows a χ2 distribution with 4 degrees of freedom.
Fig. 2 shows the probability distribution of P in simulated noise-
only data as compared against the expected distribution.
It is worth mentioning that the derivation of P follows that of
the F -statistic in the context of CW search using ground-based in-
terferometers (Jaranowski, Kro´lak & Schutz 1998). The F -statistic
was also adapted in Ellis et al. (2012) for PTA data to derive the
coherent Fe-statistic and incoherent Fp-statistic (equivalent to a
power spectral summing technique). Our statistic is similar to the
Fe-statistic in the following ways: (1) it is implemented fully in the
time domain; (2) it targets at the coherent Earth-term signals; (3) it
has been maximized over extrinsic amplitude parameters. The main
difference is that the Fe-statistic applies directly on timing residual
data whereas P works with the reduced A+, ×(t) data.
Figure 2. Probability distribution of the detection statistics P in simulated
noise-only data (solid blue). We perform 1000 noise realizations using noise
models estimated for the PPTA DR1 data and for each realization we search
over the same sky direction and 36 independent frequencies. Also shown is
the expected χ2 distribution with 4 degrees of freedom (red dash).
3.3.1 Maximum likelihood problem in degenerate multivariate
Gaussian noise
The constraints set on A+, ×(t) result in some degeneracy in the data,
and therefore, their covariance matrix n is no longer a full-rank
matrix. Specifically the rank r of n is given by n − m with n the
total number of data points in the stacked [A+; A×] data and m the
number of constraints that have been applied.
The above problem corresponds to finding the maximum like-
lihood solution in the case of degenerate multivariate Gaussian
noise. One needs to replace −1n in equations (13) and (17) with the
generalized inverse which can be obtained via eigendecomposition
(n = EDET):
−n = ED−1ET , (19)
where E is n × r of full rank r, and has columns that are the
eigenvectors corresponding to the positive eigenvalues of n as
given in the diagonal elements of the r × r diagonal matrix D. It is
straightforward to show that n = UUT where U = E
√
D and we
can use U−1left (defined as U−1leftU = Ir with Ir being the r × r identity
matrix) to whiten the A+, ×(t) time series. If we write A = [A+; A×],
then elements in Aw = U−1left A independently follow the standard
Gaussian distribution.
3.4 Detection and bounding techniques
In a detection problem, we are concerned with the false alarm
probability (FAP) of a measured detection statisticPobs, which is the
probability that P exceeds Pobs for noise-only data. So the single-
trial FAP is given by 1 − CDF(Pobs; χ24 ) where CDF( ; χ24 ) denotes
the cumulative distribution function (CDF) for aχ2 distribution with
4 degrees of freedom. Without prior knowledge of GW frequency
and source sky location, a search should be performed in the three-
dimensional parameter space (β, λ, f). This introduces a trials factor
Ntrial defined as the number of independent cells in the searched
parameter space. We are interested in the total FAP as given by
MNRAS 444, 3709–3720 (2014)
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1 − [CDF(Pmax; χ24 )]Ntrial for the maximum detection statistic Pmax
found in the search.
In a standard TEMPO2 generalized least-squares fit, in addition
to a full timing model for each pulsar we globally fit for A+, ×(t)
time series for evenly spaced times between MJD 53430 and 55620
with a sampling interval of 30 d for a set of sky positions (with
the number determined below). The sampling we choose for the
A+, ×(t) fit is slightly lower than our observing cadence to ensure
that there are 20 observations for each sampled epoch. It is well
understood that for evenly sampled data-independent frequencies
are defined as a set of harmonics of f = 1/Tspan (with Tspan be-
ing the data span) up to the Nyquist frequency. Determined by the
sampling for the A+, ×(t) fitting, the frequency range of our search
5 × 10−9–2 × 10−7 Hz consists of 36 independent frequency chan-
nels (denoted as Nf = 36). In this work, we choose to analyse 141
GW frequencies from 0.5f to 36f with an interval of 0.25f (be-
cause of the constraints set on A+, ×(t) time series, two frequencies
close to 1 yr−1 are excluded in the analysis).
Regarding the number of sky directions that need to be searched,
one should consider that:
(1) it must not be too small otherwise one could miss a potential
signal due to a mismatch in (β, λ);
(2) there is an upper limit for the number of independent sky
positions (denoted as Nsky) – the PPTA DR1 data set contains about
4000 ToAs (i.e. Ntrial < 4000), which implies Nsky  100 if we
assume Ntrial = Nf Nsky by neglecting the correlation between GW
frequency and source location.7 Note that the purpose of this as-
sumption is only to have a rough estimate of Nsky which is used in
determining the detection threshold for all-sky sensitivities.
For the present search, we choose to use an uniform sky grid
consisting of 1000 points. We find that using a finer sky grid of
4000 points results in 1 per cent increase in the maximum de-
tection statistic for the PPTA DR1 data set. (However, for better
visual quality of the figures sky maps shown in the paper consist of
4000 pixels.)
We set a total FAP of 1 per cent as the detection threshold for
the all-sky blind search. Because Ntrial is not precisely known, we
choose to estimate the FAP for the most significant ‘event’ found in
the search by simulations as later described in Section 4.2.
Our steps towards detection are as follows.
(i) For each grid point on the sky, we use the TEMPO2 software
package to simultaneously determine timing parameters for a full
timing model of 20 PPTA pulsars and to form estimates of A+, ×(t)
and their covariance matrix n through a global generalized least-
squares fit.
(ii) For each frequency fj, we calculate and record values of
‘observed’ detection statistic Pobs(fj ) as defined in Section 3.3.
The first two steps can be accomplished using the TEMPO2 findCWs
plugin.
(iii) Repeat steps 1–2 for other sky directions. If anywhere we
find a Pobs that corresponds to a FAP less than 1 per cent, we claim
a detection.
In the absence of a detection, our steps towards setting upper
limits on h0 as a function of GW frequencies f are as follows.
7 A strong correlation exists between GW source location and frequency at
low frequencies where sources are essentially non-evolving. However, as
the search targets at only the Earth terms and we are in a weak-signal limit
the correlation is not significant.
(i) At each frequency fj, we generate SMBBH signals for a
given value of h0 and other parameters (cos β, λ, cos ι, ψ , and 
0)
randomly chosen from uniform distributions over their applicable
ranges and add such signals to simulated noise. For completeness,
we also consider the case that CW signals are injected to real data.
(ii) The detection statistic is evaluated at the injected source sky
location8 and frequency, and recorded as the ‘simulated’ detection
statisticPsim(fj ), which is then compared againstPobs(fj ) found in
the same frequency and sky position.
(iii) Perform 1000 simulations with each having source param-
eters randomized and independent noise realizations, and adjust
h0 until 95 per cent of the injections lead to a value of Psim(fj ) >
Pobs(fj ). Record the value of h0(fj) as the frequentist 95 per cent
confidence upper limit. Since we use 1000 simulations, the 1σ un-
certainty of the confidence is only 0.1 per cent given a binomial
statistic.
While upper limits tell us the maximum amplitude of a GW
at a particular frequency that is consistent with our observations,
we are also interested in the sensitivities achieved by the PPTA
DR1 data set, i.e. the minimum values of h0 that would produce a
detectable signal in our data set with 95 per cent probability. The
procedure of producing an all-sky sensitivity curve is the same
as that for bounding as outlined above except that Psim should
now be compared against a fixed detection threshold. For all-sky
sensitivities, the detection threshold is chosen as Pth,all−sky = 20.9
using Nsky = 30 – the reduced trials factor as we have specified
GW frequencies to obtain sensitivities. This rough estimate of Nsky
is simply taken as Ntrial/36 and we consider Ntrial = 1000 for the
PPTA DR1 data set as estimated through simulations in Section 4.2.
As it is expected that the sensitivity varies significantly across
the sky, we additionally present in this paper directional sensitiv-
ity curves for the most, median, and least sensitive sky direction
given the PPTA DR1 data set. In this case, the detection threshold
is Pth,direc = 23.5 corresponding to a single-trial FAP of 10−4. This
is appropriate for the case that in a targeted search, the source sky
location and frequency are known, e.g. for SMBBH candidates from
electromagnetic observations (see e.g. Burke-Spolaor 2013, and ref-
erences therein). Usually in a directional search, the source orbital
frequency is unknown, e.g. for the so-called GW hotspots (Rosado
& Sesana 2014; Simon et al. 2014). In this case, the threshold should
be increased to 31.2 to account for a trials factor of Nf = 36 and
the corresponding sensitivities would be decreased by 15 per cent.
Because of computational limitations the process for obtaining di-
rectional sensitivities is simplified as follows.
(1) At each frequency and each one of the 1000 sky grid points we
inject to the PPTA DR1 data CW signals with a fixed h0, cos ι = 1,
and random values for ψ and 
0 over [0, 2π]. Then we calculate
the signal-to-noise ratio ρ.
(2) Because for a given noise realization (in our case the PPTA
DR1 data), ρ scales linearly as h0, values of ρ obtained in the
previous step can be scaled to the given detection threshold to
obtain detection sensitivities on h0. Here, a multiplying factor of√
5/2 is included to account for average binary orientations. This
factor corresponds to the difference in the square root between the
maximum value (two) for [(1 + cos 2ι)/2]2 + cos 2ι and its average
value (4/5) for an uniform distribution of cos ι in [−1, 1].
8 It could have been more appropriate to search over a sky patch centred
around the randomly chosen sky location. We choose to search only at the
injected source position because of limited computing resources.
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Figure 3. Empirical CDF (thick solid black) and its 2σ confidence region (thin solid blue) for the whitened A+, ×(t) data obtained from the PPTA DR1 data
set, compared against the standard Gaussian distribution (red dash).
Using the above method, we can also generate a sky map of
sensitivities at a given frequency. Note that the value of injected h0
does not matter as long as it is large enough so that the injection at
the least sensitive sky direction results in a detection. The purpose of
these directional sensitivity plots is just to show what sensitivity is
available with the current data set for directional/targeted searches.
4 R ESU LTS AND DISCUSSION
In this section, we present verification of the data analysis pipeline,
followed by search results, upper limits, and sensitivities based on
the PPTA DR1 data set.
4.1 Verification of the pipeline
The analysis presented here has undergone extensive checking to
make sure the pipeline works as expected. The first test is to con-
firm that the whitened A+, ×(t) data follow the standard Gaussian
distribution. For each searched sky position, we whiten the derived
A+, ×(t) time series using the noise covariance matrix as described
in Section 3.3.1. Fig. 3 shows the empirical CDF and its 2σ confi-
dence region for the whitened A+, ×(t) data, which agrees well with
the standard Gaussian distribution.
The second verification process involves the correct reconstruc-
tion of signal injections. In Fig. 4, we show the detection statistics
as a function of frequencies in the case of a CW signal specified
with the following parameters: Mc = 7 × 108 M, dL = 16.5 Mpc,
f = 20 nHz, cos ι = 0.5, ψ = 
0 = 0, λ = 3.2594, and β = 0.2219
(the sky location of the Virgo cluster) was injected to the PPTA
DR1 data set. For this case, the search was performed at the in-
jected sky location, and we use a frequency interval of f/16
to increase frequency resolution. The maximum detection statis-
tic was found at a frequency of 20.15 nHz. As a comparison,
we also show the detection statistics measured for the real data
set.
Fig. 5 shows sky maps of signal-to-noise ratios (ρ) for two strong
signal injections made to simulated noise. The source sky locations
were chosen in the least and most sensitive sky region, as will be
illustrated later in Fig. 11. In both cases, the maximum ρ is found at
a grid point near the injected sky location, but the error box varies
dramatically (a few tens square degrees in comparison to thousands
of square degrees).
Figure 4. Detection statistics (P) as a function of frequencies for the PPTA
DR1 data set (red dash) and for the same data set but has included a signal
injection (solid black). Both were evaluated at the sky location of the Virgo
cluster where the signal was injected. The vertical line marks the injected
frequency (20 nHz), while the horizontal line corresponds to a single-trial
FAP of 1 per cent.
The final test is that for a data set that contains an injected CW
signal, the established upper limit on h0 should be above the injected
value. Fig. 6 shows results of such a test for 100 signal injections
made to real data. All signals are simulated at 10−8 Hz with h0
uniformly distributed in 1–5× 10−14 and other parameters randomly
chosen from uniform distributions over their applicable ranges. The
PPTA DR1 upper limit at this frequency is 1.7 × 10−14. Note that 5
out of 100 injections have failed this test, which is expected as the
upper limits are at a 95 per cent confidence level.
4.2 Search results
We show in Fig. 7 a sky map of the detection statistic maxi-
mized over 36 frequency channels for each sky direction. The most
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Figure 5. Sky map of signal-to-noise ratios (ρ) for simulated data set that includes a strong signal injection made in the least (a) or most (b) sensitive sky
region. The signal is injected at the location indicated by a ‘’ and the maximum ρ is found at ‘©’. Sky locations of the 20 PPTA pulsars are marked with ‘’.
significant valuePmax = 22.06 across the sky is found at 85 nHz. To
estimate the FAP of this ‘event’, we produce simulated data sets and
treat them exactly the same as real data set, i.e. going through the
same fitting process and searching over exactly the same grid points
in the parameter space. For each noise realization, we record the
maximum value of the detection statistic. With 1000 simulations we
show in Fig. 8, FAP estimates based on the empirical distribution
of Pmax. The FAP for Pmax = 22.06 found in the PPTA DR1 data
set is estimated to be 17 per cent, which means the search result is
consistent with a null detection. From the empirical distribution of
Pmax, we also obtain an estimate of Ntrial = 1000 for the PPTA DR1
data set.
4.3 Upper limits and sensitivities
Fig. 9 shows all-sky upper limits on h0 for two cases: CW signals are
injected to (a) real data or (b) simulated noise. One can see that case
(b) gives slightly worse upper limits across the whole frequency
band (most notably between 5 and 15 nHz) and the noisy trend in
frequency for both set of limits is almost identical. Also shown in
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Figure 6. Upper limits on h0 established for real data with signal injections,
are compared against injected values (both in 10−14). Each point represents
a separate injection. The horizontal dash line marks the PPTA DR1 upper
limit (1.7 × 10−14) at 10−8 Hz where all injections are made. The solid
black line is for upper limits equal the injected values.
Fig. 9 is an all-sky sensitivity curve for case b). This sensitivity
curve is roughly a factor of 2 above the upper limit curve. This is
expected because in the process of setting an upper limit Psim is
compared against Pobs which has an average of 4 (the distribution
ofPobs varies significantly over frequency, resulting in the noisiness
in the upper limit curves), and the thresholdPth,all−sky = 20.877 is a
factor of 5 higher thanPobs on average (taking
√
5 for scaling in h0).
In order to test the effect of our assumption that pulsar terms are in
the same frequency bin as Earth terms, we calculate the sensitivity at
the fifth bin (the most sensitive bin, with a centre frequency 8 nHz)
for evolving sources with Mc = 1010 M. As indicated by the ‘plus’
sign in Fig. 9, the sensitivity at this frequency bin is only increased
by 7 per cent.
Figure 8. FAP as a function of the maximum detection statistic (Pmax) as
determined by 1000 simulations (solid black). The red dash line is for a χ2
distribution with 4 degrees of freedom assuming a trials factor Ntrial = 1000.
The vertical line marksPmax = 22.06 measured for the PPTA DR1 data set.
Our upper limits are about a factor of 4 better than the previously
published limits in PPTA10. This improvement is mainly because
the new data set has significantly improved timing precision and ca-
dence over the earlier data set. Our limits also improve by a factor of
2 on those reported in the recent paper by NANOGrav (Arzouma-
nian et al. 2014), comparing to their results based on ‘fixed-noise’
approaches. This improvement is mostly caused by the higher ob-
serving cadence, the slightly longer data span and the much larger
number of independent observing sessions in the PPTA data set. It
should be noted that (1) there is a factor of √8/5 difference in the
definition of the GW strain amplitude being constrained in PPTA10.
Their upper limits were set on the inclination-averaged mean-square
amplitude that is given by h0 ×
√
8/5 (see, e.g. equation 24 in
Jaffe & Backer 2003). (2) As CW signals were underrepresented in
Figure 7. Sky map of the detection statistics (P) measured for the PPTA DR1 data set. The most significant statistic is found at a direction indicated by ‘◦’.
Sky locations of the 20 PPTA pulsars are labelled with ‘’.
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Figure 9. All-sky upper limits on h0 as a function of GW frequencies
for two cases: signals injected to real data (dash blue) or simulated noise
(solid pink). The all-sky sensitivity curve (solid black) is obtained for sim-
ulated noise. Two vertical lines correspond to frequencies of 1–2 yr−1. The
dash–dotted straight lines are strain amplitudes expected from SMBBHs
with Mc = 1010 M and dL = 400 Mpc (upper), or Mc = 109 M and
dL = 30 Mpc (lower). The point marked by a plus sign is the sensitivity
calculated for evolving sources assuming Mc = 1010 M.
PPTA10 by a factor of
√
2, corresponding to the difference between
the maximum amplitude of a sinusoid and its rms amplitude, we
have divided upper limits presented in that paper by the same factor
when making comparisons.
In Fig. 10, we show sensitivity curves for the most, median, and
least sensitive sky direction given the PPTA DR1 data. It should be
noted that such sensitivities are to be used as a guide for targeted
searches, i.e. for known source sky locations and frequencies. For
the most sensitive sky direction, the current data set is sensitive to
average-oriented SMBBHs of chirp masses 109 M up to about
100 Mpc in the frequency band of 10−8–10−7 Hz (except two nar-
row bands centred around 1–2 yr−1). For directional searches with
unknown orbital frequencies, these sensitivities should be decreased
by 15 per cent to account for the trials factor involved in a search
over frequency as discussed in Section 3.4. The median sensitivity
curve is a factor of 4 below the all-sky sensitivity curve because for
95 per cent of the whole sky sources with h0 above the latter can be
detected while the former only applies to ∼50 per cent of the sky.
For both Figs 9 and 10, the huge sensitivity loss at around 1–2 yr−1
is due to the constraints set on A+, ×(t) which aim to avoid the co-
variance between a global fit for A+, ×(t) and the fit for positions,
proper motions and parallax of individual pulsars.
Fig. 11 shows the distance at which a circular SMBBH of a
certain chirp mass would produce a detectable signal at 10−8 Hz in
our data set. In this plot, the signal injections only include Earth
terms because the inclusion of pulsar terms bias the sky localization
and thus make the sky map very noisy. However, we emphasize
that similar results should be obtainable if we search over the sky
(rather than only at the injected location) for each signal injection
when pulsar terms are included. The purpose of Fig. 11 is just to
illustrate the PPTA CW sensitivity map and to gain some insights
on how the addition of new pulsars to the timing array helps. As
Figure 10. Sensitivities as a function of GW frequencies for the most
(lower), median (middle), and least (upper) sensitive sky direction given
the PPTA DR1 data. Straight lines are for SMBBHs with Mc = 109 M
and dL = 100 Mpc (lower), Mc = 1010 M and dL = 1.5 Gpc (middle),
Mc = 1010 M and dL = 170 Mpc (upper), that could produce CW signals
at the level of the three sensitivity curves between 10−8 and 10−7 Hz (except
two narrow bands centred around 1–2 yr−1).
expected, we are most sensitive in the sky region where the best-
timed PPTA pulsars are located and least sensitive in the opposite
direction. Main findings from Fig. 11 include.
(1) The PPTA DR1 data set is sensitive to potential SMBBHs
with chirp masses of 2.3 × 109 M in the Coma Cluster, and
of 7 × 108 M for both the Fornax Cluster and Virgo Cluster.
(2) With the current analysis, we are unable to place meaningful
constraints on 3C 66B as it was proposed to have an orbital period of
1.05 yr (Iguchi, Okuda & Sudou 2010) where our sensitivity is very
low because of the biannual sinusoidal constraint set on A+, ×(t)
(see Figs 9 and 10).
(3) For another SMBBH candidate OJ287, modelled with an
orbital period of 12 yr (Sundelius et al. 1997), a possible constraint
on the chirp mass with the current data set would be ∼1010 M
which is about an order of magnitude higher than the current mass
estimate (Valtonen et al. 2010).
(4) The possible SMBBH candidates and nearby clusters are
all located in the insensitive sky region. This shows the benefits
of adding new good pulsars to increase the PPTA’s astrophysical
reach.
4.3.1 Upper limits on the SMBBH coalescence rate
Given the absence of CW signals in the PPTA DR1 data set, up-
per limits on the coalescence rate of SMBBHs can be computed
in a straightforward way. Following Wen et al. (2011), but rather
than constraining the differential coalescence rate (with respect to
chirp mass and redshift), we wish to set limits on the local coales-
cence rate density. The expected number of events can be written
as μ = R∑iViT(fi), where R is the coalescence rate per unit vol-
ume,  is the detection efficiency (which is 95 per cent for all points
on the all-sky sensitivity curve shown in Fig. 9), Vi is the sensitive
volume at frequency fi (simply taken as 4πd3L,i/3 with dL, i being the
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Figure 11. Sky map of luminosity distance (dL) out to which the PPTA DR1 data set is sensitive at 10−8 Hz to CW signals from circular SMBBHs of chirp
masses 109 M. Sky locations of the 20 PPTA pulsars are labelled with ‘’. White diamonds mark the location of possible SMBBH candidates or nearby
clusters (luminosity distances are 92 Mpc, 102 Mpc, 19 Mpc, 16.5 Mpc, and 1.07 Gpc for 3C 66B, Coma, Fornax, Virgo, and OJ287, respectively). Note that
the sensitivity in dL scales as M5/3c and is roughly the same for the frequency band of 10−8–10−7 Hz except two narrow bands centred around 1–2 yr−1 (see
Fig. 10).
luminosity distance out to which an SMBBH would produce a de-
tectable CW signal at fi with 95 per cent probability), and T(fi) is
the time duration that a binary stays in the ith frequency bin. Assum-
ing Poisson-distributed events, the probability of no events being
detected is e−μ. Therefore, the frequentist 95 per cent confidence
upper limit is R95 per cent = −ln(1 − 0.95)/
∑
iViT(fi).
Making use of the all-sky sensitivities for 141 frequencies shown
in Fig. 9 together with the assumption that the sensitivity is a con-
stant for each frequency bin with width 1.32 nHz, we find that
R95 per cent = 4 × 10−3(1010 M/Mc)10/3 Mpc−3 Gyr−1 for nearby
(z  0.1) SMBBHs (with the maximum applicable redshift corre-
sponding to the largest dL, i for Mc = 1010 M). Note that our limit
is about two orders of magnitudes above the current estimates of
galaxy merger rate density in the local Universe (see e.g. fig. 13 in
Conselice 2014).
5 C O N C L U S I O N S
Over the past few years, PTAs have been collecting pulsar timing
data with steadily improving precision and are starting to set astro-
physically interesting upper limits. However, most of the analyses
of PTA data have focused on a stochastic background that could
be produced by the combined emission by a large number of indi-
vidual SMBBHs. In this paper, we have developed a new coherent
method for detection of individual CW sources and have tested
it extensively on both simulated and real pulsar timing data. The
method was applied to the PPTA DR1 data set to perform an all-sky
search for CWs from individual nearby SMBBHs in circular orbits.
Since no GWs were detected, we set upper limits on the intrinsic
GW strain amplitude over a range of frequencies. For example, at
10−8 Hz our analysis has excluded the presence of signals with h0
larger than 1.7 × 10−14 with 95 per cent confidence. These new
limits are a factor of 4 better than those presented in PPTA10, and
a factor of 2 better than the recent NANOGrav limits reported in
Arzoumanian et al. (2014). We also placed upper limits on the co-
alescence rate of nearby (z  0.1) SMBBHs, e.g. for very massive
binaries (Mc = 1010 M) the rate is constrained to be less than
4 × 10−3 Mpc−3 Gyr−1 with 95 per cent confidence.
We have also presented all-sky and directional sensitivity curves
and find that for the frequency band of 10−8–10−7 Hz (except two
narrow bands centred around 1–2 yr−1):
(1) with the current data set, we are able to detect with 95 per cent
probability very massive binary systems (Mc = 1010 M) out to a
luminosity distance of 400 Mpc regardless of their sky locations
and orientations;
(2) for the most sensitive sky direction, the current data set is
sensitive to average-oriented SMBBHs of chirp masses 109 M up
to about 100 Mpc.
Furthermore, we show a PPTA sensitivity map in Fig. 11 and
find that the PPTA DR1 data set is sensitive to potential SMBBHs
with orbital frequencies between 5 and 50 nHz and chirp masses
of 2.3 × 109 M in the Coma Cluster, and of 7 × 108 M for
both the Fornax Cluster and Virgo Cluster. Directional sensitivity
curves and the sensitivity sky map presented here can be used
as a guide for future directional/targeted searches. Constraints on
specific individual SMBBH candidates will be investigated in a
future paper.
Finally, it should be emphasized that our results are based on the
assumption that black hole binaries are in circular orbits. Recent
models for the SMBBH population including the effects of binary
environments on orbital evolution suggest that this assumption is
incorrect for GW frequencies 10−8 Hz (Sesana 2013a; Ravi et al.
2014b). For future searches, orbital eccentricities and effects of
spins will be considered and detection methods optimized for such
sources are in development.
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