In this paper, a predator-prey system with Beddington-DeAngelis functional response is studied, where the predator preys on n competing preys. We prove that the system admits very rich dynamics, including permanence, ultimate boundedness, extinction. Moreover, under some appropriate assumptions, there exists a unique almost periodic solution which is shown to be globally asymptotically stable.
Introduction
There are many different kinds of predator-prey models in the mathematical ecology literature. Many authors have recently devoted their efforts to the predator-prey system with Beddington-DeAngelis functional response which was introduced by Beddington [3] and DeAngelis et al. [6] , independently x (t) = rx(1 − x/k) − mxy/(a + by + cx), y (t) = y(−µ + εmx)/(a + by + cx), (1.1) where r, k, m, a, b, c, µ, ε are positive constants and x(t), y(t) represent the population density of prey and predator at time t, respectively. The prey grows with intrinsic growth rate r and carrying capacity k in the absence of predation. The predator consumes the prey with functional response of Beddington-DeAngelis type mxy/(a + by + cx) and contributes to its growth with rate εmxy/(a + by + cx). The constant µ is the death rate of predator.
It is well known that the traditional predator-prey systems with prey-dependent functional response fail to model the interference among predators. To overcome the shortcoming, Arditi and Ginzburg [2] proposed the ratio-dependent predator-prey model which is depicted as follows x = x(a − bx) − cxy/(my + x), y = y(−d + fx/(my + x)), which incorporates mutual interference by predators. However, it has somewhat singular behaviors at law densities and has been criticized on other grounds. See [11] for a mathematical analysis and the references in [4] for some aspects of the debate among biologists about ratio-dependence. The Beddington-DeAngelis form of functional response has some of the $ Supported by NSFC (No. 10671031).
same qualitative features as the ratio-dependent models form but avoids some of the same behavior of ratio-dependent models at low densities. Hence it seems worth further study. For a thorough biological background to the model, we can refer to [1, 3, 4, 6, 8] . System (1.1) and its various of forms have received much attention in the literatures, for example, Cantrell and Cosner [5] , Hwang [9, 10] presented a nice systematic work on the global qualitative analysis, the coauthors [8] discussed the non-autonomous case of (1.1) and obtained rich boundary dynamics, etc.
Although much progress has been seen in the study of predator-prey models with the Beddington-DeAngelis functional response, such models are not well studied yet in the sense that all the existing results are based on the assumption that the predator preys on one prey. this assumption is rarely the case in real life. Naturally, more realistic and interesting model should take into account the predator preying on more that one prey. Therefore, it is more reasonable to establish the model thus in real life in the following revised form
.
Throughout this paper, we will use the following notations and assumptions. For a real continuously bounded function f (t) defined on R, we define
In view of the biological significance of the model, we discuss the dynamics of (1.
. . , n} and focus on the solution (x 1 (t), . . . , x n (t), y(t)) T of (1.2) with x i (t 0 ) > 0, y(t 0 ) > 0, i = 1, 2, . . . , n. We assume that the parameters in (1.2) are all continuous and bounded above and below by positive constants.
The present paper is organized as follows. In Section 2, we examine the basic dynamics of system (1.2), including positive invariance, ultimate boundedness, permanence and predator extinction. In Section 3, we investigate the global asymptotic stability. In Section 4, we explore the existence of almost-periodic solution.
Some basic dynamics
In this section, we shall present some basic results which involve positive invariance, ultimate boundedness, permanence and predator extinction. First, we introduce the following definitions. To show that our main results in this section, we introduce the notations
where ≥ 0 is sufficiently small and α
which follows that H > 0. Therefore, under the conditions 
is positively invariant with respect to system (1.2).
From the first equation of system (1.2) and the positivity of the solution of (1.2), it follows that
A standard comparison argument shows that
From the second equation of (1.2), we have
From the system (1.2), we also have
and hence
Moreover,
where
From (2.6)-(2.9), Γ is positively invariant for (1.2), and the proof is completed. 
. , x n (t), y(t))
T of system (1.2) with initial value
Proof. From the system (1.2) and the condition (2.4), we have
From (2.10), we notice when the initial value x i (t 0 ) > 0, there are two cases to be considered: 0 
Integrating (2.12) from t 0 to t, we obtain
(2.13) So, from (2.13), we get lim t→∞ sup x i (t) ≤ G 0 i . The remain conclusion will be produced in the same way, then we complete the proof.
From Corollary 2.1, we easily reach the following theorem. 2) , it is not difficult to show thaṫ
which implies that lim t→∞ inf y(t) = 0.
Remark 2.1. When the predator preys on one prey, that is to say, i = 1 in (1.2), (1.2) reduces to the corresponding system investigated by Fan et al. [8] , and Theorems 2.1-2.4 and Corollary 2.1 reduce to the corresponding results in [8] . Especially, when i = 1 and α(t) ≡ 0, the above discussions also remain valid and the corresponding results can be found in [7] .
In system (1.2), if all parameters are positive constants and the predator preys on only one prey, then system (1.2) can be reformulated as
(2.14)
There is an interior equilibrium E * = (x * , y * ) if f > dβ, where
The Jacobian of matrix of system (2.14) at E * is given by
It is easy to verify that det J > 0. So the stability of E * is determined by tr J. The stability of E * and the existence of limit cycles in the system (2.14) were studied in [5] . The global stability of E * and the uniqueness of a limit cycle were recently investigated by Hwang [9, 10] . Their results can be summarized as follows: Theorem 2.5. Suppose that f > dβ and denote
• If Tr J < 0, then E * is not only locally stable but also globally stable.
• If Tr J > 0, then E * is unstable and there exists a unique stable limit cycle surrounding E * .
Asymptotical stability
In this section, we will explore the globally asymptotic stability (i.e. GAS) of (1.2). First, we introduce the definition of GAS. (x 1 (t) , . . . ,x n (t),ỹ(t)) T of (1.2) is said to be globally asymptotically stable if for any solution (x 1 (t), . . . , x n (t), y(t)) T of (1.2) with positive initial value, the following holds (x 1 (t) , . . . ,x n (t),ỹ(t)) {φ i (t), ϕ(t)} ≤ −λ(t), ( 
Definition 3.1. A bounded non-negative solution
lim t→∞ n i=1 |x i (t) −x i (t)| + |y(t) −ỹ(t)| = 0.
T be a bounded positive solution of system (1.2), if the assumption (2.4) is satisfied and there exist a t 0 and a nonnegative continuous function λ(t) satisfying

3.2) then P(t) is globally asymptotically stable, where φ i (t), ϕ(t) is one of the following pairs
Proof. Let Q (t) = (x 1 (t), . . . , x n (t), y(t)) T be any solution of (1.2) with positive initial value. From Theorem 2.3, Γ is an ultimately bounded region. Therefore, there exists a T 1 > 0, such that P(t) ∈ Γ and Q (t) ∈ Γ , for all t ≥ t 0 + T 1 .
Consider a Lyaponov function
Observing the right-hand side of the above inequality, it is easily seen that there are two terms containing x i (t)ỹ(t)−x i (t)y(t) for i = 1, 2, . . . , n, and
That is to say, each x i (t)ỹ(t) −x i (t)y(t) has two different expressions. Therefore, as for the above inequality, we have four cases to consider. For simplicity, we will discuss in detail for only one of the four cases; the remainder cases are similar. y(t) ) .
Then using Theorem 2.1, we can obtain
By the given assumption, we have
is bounded. By the boundedness of P(t) and Q (t), we assume that there exists an M 0 > 0 such that
where M 1 = e −M 0 , ξ i (t) and η(t) is a bounded function which lies between X i (t) andX i (t) and between Y (t) andỸ (t),
respectively. According to the above proof, we have
Integrating both sides of (3.5) from t 0 to t produces
From the assumption of This completes the proof. T . Therefore, the conditions are unacceptable from practical point of view. In [8] ,
when i = 1, the authors obtained much more easily verifiable but a little bit stronger conditions which are independent of the given positive solution.
Existence of almost periodic solution
When dealing with nonautonomous models, one usually assumes that the parameters are periodic of some common period. In real world applications, the periods of the parameters in the model may be different and then the model will fall into a more general class, i.e. the class of almost-periodic case. Throughout this section, in addition to the assumptions in previous sections, we further assume that all parameters are almost-periodic. Let In order to prove the main result of this section, we shall first introduce a useful lemma. Consider the ordinary differential equation
where D is an open set in R n and f (t, x) is almost periodic in t uniformly with respect to x ∈ D.
In order to discuss the existence of an almost-periodic solution of (4.2), we consider the produce system of (4.2) 
, where α(r) and β(r) are continuous increasing and positive-definite, 
Here, g i , G i , h , H are defined in (2.1)-(2.3) and ∆ i (t, x i (t), y(t)) = [α i (t) + β i (t)x i (t) + γ i (t)y(t)][α i (t) + β i (t)x i (t) + γ i (t)ỹ(t)].
Proof. In order to prove that system (1.2) has a unique positive almost-periodic solution, which is uniformly asymptotically stable in Γ , it is equivalent to show that system (4.1) has a unique almost-periodic solution to be uniformly asymptotically stable in Γ * . Consider the product system of (4.1)
b ij (t) exp{x j (t)} − c i (t) exp{ỹ(t)} α i (t) + β i (t) exp{x i (t)} + γ i (t) exp{ỹ(t)} y (t) = −d(t) + n j=1 f j (t) exp{x j (t)} α j (t) + β j (t) exp{x j (t)} + γ j (t) exp{ỹ(t)} u i (t) = a i (t) − n j=1 b ij (t) exp{ũ j (t)} − c i (t) exp{ṽ(t)} α i (t) + β i (t) exp{ũ i (t)} + γ i (t) exp{ṽ(t)} v (t) = −d(t) + n j=1 f j (t) exp{ũ j (t)} α j (t) + β j (t) exp{ũ j (t)} + γ j (t) exp{ṽ(t)} .
Let z = (x 1 , . . . ,x n ,ỹ), w = (ũ 1 , . . . ,ũ n ,ṽ). Now we define a Lyapunov function on [0, +∞) × Γ * × Γ * as following
|x i (t) −ũ i (t)| + |ỹ(t) −ṽ(t)|.
For (x 1 , . . . ,x n ,ỹ)
+ , we define ((x 1 , . . . ,x n ,ỹ) T ) = n i=1x i +ỹ, then condition (1) of Lemma 4.1 is satisfied for α(r) = β(r) = r, for r ≥ 0. In addition,
