Abstract. In this paper, we investigate a class of nonlinear eigenvalue problems resulting from quantum physics. We first prove that the eigenfunction cannot be a polynomial on any open set, which may be reviewed as a refinement of the classic unique continuation property. Then we apply the non-polynomial behavior of eigenfunction to show that the adaptive finite element approximations are convergent even if the initial mesh is not fine enough. We finally remark that similar arguments can be applied to a class of linear eigenvalue problems that improve the relevant existing result.
1. Introduction. In this paper, we investigate the eigenfunction behavior and adaptive finite element approximations of the following nonlinear eigenvalue problem: find (λ i , φ i ) ∈ R × H |φ i | 2 , and N maps a nonnegative function to some function on Ω. We observe that Schrödinger-Newton equation modeling the quantum state reduction [19, 24] , Gross-Pitaevskii equation (GPE) describing Bose-Einstein condensates (BEC) [2, 34] and ThomasFermi-von Weizsäcker (TFvW) type equations and Kohn-Sham equations appearing in electronic density functional theory [3, 6, 14, 21, 22] are typical examples of (1.1). We understand that it is significant to solve eigenvalue problem (1.1) accurately and efficiently. And we note that the a priori knowledge of their eigenfunctions is very helpful in designing and analysis of numerical methods. To improve the approximation accuracy and reduce the computational cost in solving the eigenvalue problem, we see from the regularity of eigenfunction [18, 33] that adaptive finite element approaches should be employed (see also [5, 7, 10, 11, 13, 15, 23, 30] and references cited therein). We observe that the adaptive finite element analysis of nonlinear eigenvalue problem (1.1) in [5, 7, 8] requires that the initial mesh size is small enough. However, our numerical experiments show that the small initial mesh size requirement is unnecessary [5, 7, 8] . In this paper, we study the adaptive finite element approximations when the initial mesh is not fine, for which we need to apply an eigenfunction behavior that is also investigated.
We see that the unique continuation property is significant in the context of partial differential equations (see, e.g., [20, 27, 32] and references cited therein). After looking into the behavior of eigenfunction of (1.1), we find that the eigenfunction cannot be a polynomial on any open subset, which may be reviewed as a refinement of the classic unique continuation property and is indeed a key in our adaptive finite element analysis. Taking into account the eigenfunction behavior, we are indeed able to prove the convergence of adaptive finite element approximations without the requirement of small initial mesh size.
The rest of this paper is organized as follows. In the next section, we describe some basic notation and review the adaptive finite element method for solving eigenvalue problem (1.1). Then we show some polynomial property which is crucial in our adaptive finite element analysis. In Section 3, we obtain that any eigenfunction of problem (1.1) cannot be a polynomial on any open subset of Ω under some assumptions, which may be reviewed as an extension and refinement of the classic unique continuation property. In Section 4, based on the non-polynomial behavior of eigenfunctions, we study the convergence of the adaptive finite element method. We finally remark that similar arguments can be applied to a class of linear eigenvalue problems that improve the relevant existing result.
Preliminaries
, and use notation
+ , we denote α ≻ β if the first non-zero element of α − β = (α 1 − β 1 , α 2 − β 2 , α 3 − β 3 ) is greater than 0 and α β if α ≻ β or α = β. For convenience, we define
where |I| means the cardinality of I. We shall use the notation
and p µ is the real function for any µ ≥ 0. We call a α x α with a α = 0 a monomial. Denote |α| the degree of monomial a α x α . We shall let the degree of polynomial 0 be −∞. For any p ∈ P Q+ (Ω), define deg p as the max degree of terms of p, which is called the degree of p. We shall also denote deg p µ = µ deg p for any p ∈ P Q+ (R 3 ) and µ ∈ Q + and deg(p/q) = deg p − deg q for any p, q ∈ P Q+ (R 3 ). Let P ℓ (Ω) be the set of real polynomials on Ω with degrees not greater than ℓ. It is clear that P ℓ (Ω) ⊂ P Q+ (Ω). The standard notation H s (Ω)(s ≥ 0) for Sobolev space and their associated norms · s,Ω shall also be used [1] . We write
. We use P(s, (c 1 , c 2 )) to denote a class of functions satisfying some growth conditions:
with c 1 ∈ R and c 2 , s ∈ [0, ∞).
2.1. Quantum eigenvalue problem. We consider nonlinear eigenvalue problem (1.1) when V has a form of
and N 2 is given by a convolution integral
with some constant α.
The energy functional associated with (1.1) is
and D(·, ·) is a bilinear form as follows
For any Φ ∈ H, we denote
. We see that (1.1) includes the GPE, the Schrödinger-Newton equation, the TFvW type equation, and the Khon-Sham equation (see Remark 3.2, Example 3.3, Example 3.4, and Example 3.5 for more details).
Let Q be a subspace of H:
where
The ground state charge density of system (1.1)
is obtained by solving minimization problem
We see that any minimizer Φ = (φ 1 , . . . , φ N ) of (2.5) satisfies (2.6)
is a Hamiltonian operator defined by
is the Lagrange multiplier. We call (Λ, Φ) a ground state of (2.6) and define the set of ground states by
We define the set of states of (2.6) by
Since electron density ρ Φ and operator H Φ are invariant under any unitary transform, we may diagonalize Lagrange multipliers Λ and arrive at (2.7)
which is equivalent to (2.6) and a weak form of (1.1).
2.
2. An adaptive finite element method. Let d Ω be the diameter of Ω and {T h } be a shape regular family of nested conforming meshes over Ω with size h ∈ (0, d Ω ): there exists a constant γ * such that
where h τ is the diameter of τ , ρ τ is the diameter of the biggest ball contained in τ , and h = max{h τ : τ ∈ T h }. Let E h denote the set of interior faces of T h . We shall also use a slightly abused of notation that h denotes the mesh size function defined by
be the corresponding finite element space consisting of continuous piecewise polynomials over T h of degrees no greater than n ≥ 1 and
Consider the finite element approximation of (2.5):
We see that any minimizer Φ h = (φ 1,h , . . . , φ N,h ) of (2.8) solves Euler-Lagrange equation (2.9)
with Lagrange multiplier
when the energy functional is differentiable. Define the set of finite dimensional ground state solutions:
With using the unitary transformation, we have the following discrete Kohn-Sham equation
We recall that the adaptive finite element method is to repeat the following procedure [5] :
For convenience, we shall replace subscript h (or h k ) by an iteration counter k of the adaptive method afterwards.
Given an initial triangulation T 0 so that the dimension of S h 0 is greater than or equal to N . The above procedure generates a sequence of nested triangulations T k (k = 1, 2, · · · ). Given an iteration counter k, procedure "Solve" is to get the discrete solution over T k . Procedure "Estimate" determines the element indicators for all elements τ ∈ T k . In this step, a posteriori error estimators play an critical role. Then, element indicators are used by procedure "Mark" to create a subset M k of marked elements τ ∈ T k . To maintain mesh conformity, we usually partition a few more elements τ ∈ T k \ M k in procedure "Refine".
Given a triangulation T h and the corresponding finite element solution (Λ h , Φ h ), we define finite element residual R τ (Φ h ) and jump J e (Φ h ) by
where e is the common face of elements τ 1 and τ 2 with unit outward normals − → n 1 and − → n 2 , respectively. For τ ∈ T h , we define the local error indicator η h (Φ h , τ ) as follows:
Depending on the a posteriori error indicators {η
gives a strategy to create a subset of elements M k of T k . Here, we consider "maximum strategy" which only requires that the set of marked elements M k contains at least one element of T k holding the largest value estimator. Namely, there exists at least one element τ
The adaptive finite element algorithm for solving (2.7) is stated as follows [5, 7, 8] :
6. Let k = k + 1 and go to 2.
We observe that there are a number of works on analyzing adaptive finite element methods in literature. We refer to [4, 10, 11, 16, 17] and references cited therein for linear eigenvalue problems and to [5, 7, 8] for nonlinear cases when the initial mesh is fine enough. We see that under the so-called Non-Degeneracy assumption 1 , [15] proved convergence of an adaptive finite element method starting from any initial mesh for some linear elliptic eigenvalue problem.
A polynomial theory.
In our analysis, we need the following basic results, which are motivated by [35] .
Lemma 2.1. Let k be a prime number and
where t, a i ∈ R (i = 1, 2, . . . , k − 1). Then there exist real polynomials
such that p j (t 1 , t 2 , . . . , t k ) is a polynomial of degree j − 1 with respect to t k and
The proof of Lemma 2.1 is given in Appendix A. Lemma 2.2. Suppose k is a prime. Then for any positive integer n, there exist polynomials
with real coefficients satisfying 1.
Proof. We prove the conclusion by induction on n. Obviously, Lemma 2.2 is true when n = 1. Assume Lemma 2.2 is true for n ≥ 1. We show that Lemma 2.2 is true for n + 1. Let
It follows from the induction hypothesis and
that there exist polynomials
is a monic polynomial of degree k n−1 with respect to each variable s l (l = 1, 2, · · · , n), and
We obtain from Newton binomial theory that
Since k is a prime, there exist {p j (t 1 , t 2 , . . . , t k ) : j = 2, 3, . . . , k} satisfying Lemma 2.1, namely,
We conclude that Lemma 2.2 is true when n is replaced by n + 1. This completes the proof.
Since every integer greater than 1 can be written as a product of one or more primes, we arrive at Proposition 2.3. Let k and n be two positive integers. Then there exists a homogeneous polynomial P (t 1 , t 2 , . . . , t n+1 ) with real coefficients satisfying 1. the degree of P with respect to each variable is the same, and P is a monic polynomial with respect to t n+1 ;
2. if δ = n j=1 t j , then
We mention that the coefficients of the polynomial in Proposition 2.3 can be integers and there exists a real homogeneous polynomial P such that any zero of
is an zero of
Proof. We see from the definition of P Q+ (R 3 ) that
+ , a α (i) ∈ R, and α (n) is the max index. Hence we can choose positive integer k such that all components of kα (i) (i = 1, 2, . . . , n) are integers. Assume p = 0 in G. Then there exists a homogeneous polynomial P (t 1 , t 2 , . . . , t n ) satisfying the conclusion of Proposition 2.3 and
. Then Q is a polynomial with positive which is a contradiction to Q = 0. This completes the proof.
Lemma 2.5. Let n be an positive integer and G be an open subset of R 3 . Let
for some positive integer k and q j ∈ P Q+ (R 3 )(j = 1, 2, . . . , n). If q j > 0(j = 1, 2, . . . , n) in G with q j0 = 1 in G for some j 0 and
The proof of Lemma 2.5 is provided in Appendix B.
3. Behavior of eigenfunction. In this section, we investigate the non-polynomial behavior of eigenfunctions of (1.1), which will be applied to analyze convergence of their so-called adaptive finite element approximations. We may refer to [18, 33] for the regularity behavior of eigenfunctions that indeed result in applying adaptive finite element computations.
We first recall the unique continuation property. To look into if (1.1) has a unique continuation property, we may apply the following conclusion, which can be found in [32] . Proof. It follows from [9, 12] that φ i ∈ H 2 (Ω), which together with Sobolev imbedding theorem leads to φ i ∈ C(Ω) (i = 1, 2, . . . , N ) .
Not that Young's inequality and Sobolev imbedding theorem imply
We have that 1, 2, . . . , N ) . Thus we arrive at the conclusion by using Lemma 3.2.
Remark 3.1. We may see from the proof of Theorem 3.
loc (Ω) and any solution of (1.1) is in H 2 (Ω), then (1.1) has a unique continuation property.
Theorem 3.4. Let V and N be defined by (2.1) and (2.2)-(2.4) with α = 0, respectively. If V is a non-constant function and
then for any solution Φ = (φ 1 , φ 2 , . . . , φ N ) of (1.1), there exists an eigenfunction 
If deg φ 1 > 0, then we see from (3.1) that
Since q i are polynomials implying q i (ρ) ∈ P Q+ (Ω)(i = 1, 2, · · · , K), we obtain from Lemma 2.5 that
for some x 0 ∈ G, which is a contradiction to (3.2). Thus we arrive at that deg
, which is impossible. Hence c j = 0 for some j ∈ {1, 2, . . . , N }.
If in addition, V ∈ L 2 (Ω) and N 1 (t) ∈ P(s, (c 1 , c 2 ) with s ∈ [0, 3/2], then Theorem 3.3 implies that φ j = 0 in Ω for some j ∈ {1, 2, . . . , N }, which is a contradiction to Ω φ 2 j = 1. This completes the proof. Remark 3.2. Note that Theorem 3.4 may be also true even if
For instance, no eigenfunction φ ∈ H 2 (Ω) of GPE [2, 34]
with a harmonic trap potential If φ 1 (x) = 0 for any x ∈ G and deg φ 1 > 0, then we obtain from (1.1) that
Applying Laplace operator to both sides yields
where If c j = 0 for all j ∈ {1, 2, · · · , N }, we then derive from (3.4) that
which is impossible. Hence c j = 0 for some j ∈ {1, 2, · · · , N }.
If in addition, V ∈ L 2 (Ω) and N 1 (t) ∈ P(s, (c 1 , c 2 ) with s ∈ [0, 3/2], then we complete the proof by using Theorem 3.3.
We may apply Theorem 3.4 or Theorem 3.5 to typical mathematical models in quantum physics to see the eigenfunction behavior. 
can be a polynomial locally for an rational number ν in [1, 2] , where β 1 and β 2 are constants. Example 3.5. Kohn-Sham equation of a system consisting of M nuclei of charges {Z 1 , Z 2 , . . . , Z M } located at the positions {r 1 , r 2 , . . . , r M } and N electrons is as follows:
|φ i | 2 is the electronic density, and V xc (ρ) is the exchange-correlation potential such as X α exchangecorrection potential [29] (3.6)
with α ∈ [2/3, 1] and Perdew-Zunger type local-density approximations (LDA) potential [25] :
. We see that if the exchange-correction potential is chosen as either (3.6) or (3.7), then for any solution Φ = (φ 1 , φ 2 , . . . , φ N ) of (3.5), there exists an eigenfunction φ j (j ∈ {1, 2, · · · , N }) being not the polynomial on any open set G ⊂ Ω. In fact, the same conclusion is true for Vosko-Wilk-Nusair type LDA [31] 
where r s = ( Indeed, we conjecture that no eigenfunction of (1.1) can be a polynomial on any open set in R 3 when N > 1. Unfortunately, it is still open whether it is true or not.
Adaptive approximations.
In this section, we apply the behavior of the eigenfunctions to investigate the convergence of adaptive finite element approximations of (1.1). We assume that (c 1 , c 2 ) ) for some s 1 ∈ [0, 2) and tN ′ (t) ∈ P(s 2 , (c 1 ,c 2 )) for some s 2 ∈ [0, 2). Let
In our analysis, we need Lemma 4.3 in [15] , which is stated as follows: We observe from Theorem 4.2 in [7] and Theorem 3.5 in [5] that approximations Θ k produced by Algorithm 1 may converge to a solution of (1.1) for any initial mesh and the solution becomes a ground state if the initial mesh size is sufficiently small so that Θ 0 is sufficiently near to Θ. Indeed, based on the eigenfunction behavior, we are able to prove that Θ k produced by Algorithm 1 may converge to a ground state of (1.1) starting from any initial mesh.
Using the similar argument to the proof of Lemma 6.2 in [15] , we have Lemma 4.2. Let {h k } k∈N and {Θ k } k∈N = {(Λ k , Φ k )} k∈N be produced by Algorithm 1. If there exists an eigenfunction of (1.
Proof. We obtain from the proof of Theorem 3.5 in [5] that there exists a subsequence Φ km and some solution Φ of (1.1) such that Φ km → Φ in H. Without loss of generality, we assume that φ 1 cannot be a polynomial on any open set G ⊂ Ω. As a result,
If h k 0,∞,Ω does not tend to zero, then we derive from Lemma 4.1 that Ω + is not empty. Thus there exist T ∈ T + and k 0 ∈ N such that T ∈ T k for all k ≥ k 0 . Since lim m→∞ φ 1,km − φ 1 0,T = 0 and φ 1,k | T ∈ P n (T ) for some integer n, we obtain from that P n (T ) is a finite dimensional space that φ 1 ∈ P n (T ), which contradicts to that φ 1 cannot be a polynomial on any open set G ⊂ Ω. This completes the proof.
Combining Theorem 3.4, Theorem 3.5, and Lemma 4.2, we obtain that mesh size h k tends to zero under the assumption in Theorem 3.4 or that in Theorem 3.5, which means that the mesh size will be sufficiently small after finite iteration steps. Namely, approximate set Θ k is sufficiently close to Θ provided k ≫ 1. Let the distance between sets X, Y ⊂ R N ×N × H be defined by
where | · | is the Frobenius norm in R N ×N . Due to existing works [5] and [7] , we arrive at Theorem 4.3. Let {Θ k } k∈N be the sequence generated by Algorithm 1. If
and the assumption in Theorem 3.4 or that in Theorem 3.5 is satisfied, then
As a result, we see from [5, 8] that the adaptive finite element method has asymptotic linear convergence rate and asymptotic optimal complexity from any initial mesh. More precisely, the adaptive finite element method has linear convergence rate and optimal complexity after finite iteration steps.
5. Concluding remarks. In this paper, we have investigated a class of nonlinear eigenvalue problems modeling quantum physics. We have first proved that the eigenfunction cannot be a polynomial on any open set, which may be reviewed as a refinement of the standard unique continuation property. Then applying nonpolynomial behavior of the eigenfunctions, we have shown that adaptive finite element approximations are convergent even if the initial mesh is not fine enough.
We mention that the same conclusion can be expected for any dimensions greater than 3. For instance, our arguments can be applied to the following linear eigenvalue problem:
where Ω ⊂ R d for positive integer d ≥ 3 and A is a symmetric-matrix-valued function and is uniformly positive definite. We see that (5.1) includes electronic Schrödinger equation
where is Planck's constant divided by 2π, m e is the mass of the electron, {x i : i = 1, · · · , N } are the variables that describe the electron positions, and e is the electronic charge, φ is the wavefunction, N is the number of electrons, M is the number of atoms, Z j is the atomic number of the j-th atom, and r j is the position of the j-th atom.
For convenience of discussion, we introduce the following assumptions: I Entries of A are continuous and piecewise functions in P Q+ (Ω). II B is a piecewise function in P Q+ (Ω).
, where f j , q j (j = 1, 2, . . . , M ) are piecewise functions in P µ Q+ (Ω) for some µ ∈ Q + . IV V cannot be equal to λB for any λ ∈ R in any open subset of Ω.
If Assumptions I-IV hold true and that entries of A| G , B| G belong to P Q+ and
is an open subset, then no eigenfunction of (5.1) can be a non-zero polynomial on G. If in addition, (5.1) has a unique continuation property (see, e.g., [28, 32] ), then any H 2 loc eigenfunction of (5.1) cannot be a polynomial on any open subset of Ω. Since (5.2) satisfies Assumptions I-IV, in particular, we obtain more sophisticate conclusion than that in the existing literature (see, e.g., [27] ).
Note that the so-called Non-Degeneracy Assumption of a linear case of
has been introduced in [15] , which is a special case of (5.1) when V = 0, entries of A are continuous and piecewise linear, and B is piecewise constant, with which together convergence of an adaptive finite element method from any initial mesh for (5.3) is then derived.
for any positive integer m that is not divisible by k. Let (A.1)
we obtain that P t (δ) = 0. We claim that P t (δ) = 0 yields the conclusion. Indeed, it follows from (A.1) that P t (y) can be rewritten as
and f j,ℓ (ℓ = j, j + 1, . . . , j(k − 1)) are homogeneous polynomials of degree j. We see from (A.1) that P t (y) = P t (y) and q j (j = 1, 2, . . . , k) are real polynomials. We obtain from (A.1)-(A.3) that
Comparing (A.2) with (A.4), we arrive at
Pick up p j (t 1 , t 2 , . . . , t k ) such that p j (t 1 , t 2 , . . . , t k−1 , t k k ) = q j (t 1 , t 2 , . . . , t k ) (j = 2, 3, . . . , k).
We complete the proof by using that (A.5) and f j,ℓ are homogeneous of degree j and P t (δ) = 0.
Appendix B. In this appendix, we provide a proof of Lemma 2.5.
Proof. Without loss of generality, we divide n into two parts: n = n 1 + n 2 , such that deg q j = 0 for j ∈ {0, 1, . . . , n 1 } and deg q j > 0 for j ∈ {n 1 + 1, . . . , n 1 + n 2 }.
We prove the conclusion by induction on n 2 . (1) For n 2 = 0, we prove the conclusion by contradiction again. Assume that n1 j=1 p j ln q j = 0, inG, for some open subsetG ⊂ Ω, where ln q j are constants and ln q j0 (x) = 0 for any x ∈G.
For convenience, we assume j 0 = 1. Let P (t 1 , t 2 , . . . , t n1 ) be a homogeneous polynomial satisfying the conclusion of Proposition 2.3 and . We get from p j ∈ P 1/k Q+ (j = 1, 2, . . . , n 1 ) that Q ∈ P Q+ . Note that P is a homogeneous polynomial and monic in t n , we obtain from the definition of Q and deg p 1 > max 2≤j≤n1 deg p j that deg Q > 0. Therefore Proposition 2.4 leads to a contradiction to Q = 0 inG. Thus Lemma 2.5 is true for n 2 = 0. (2) Assume Lemma 2.5 is true for n 2 ≥ 0. We show that Lemma 2.5 is true for n 2 + 1. Let j 0 = 1 or j 0 = n 1 + 1. It is obvious that the conclusion is true if p n1+1 = 0 in G. If p n1+1 = 0 in G, then we may assume that , j = 1, . . . , n 1 + n 2 + 1, deg ∂ i q n1+1 − deg q n1+1 > deg(p j ∂ i q j ) − deg(p n1+1 q j ), j = n 1 + 2, . . . , n 1 + n 2 + 1.
Thus we conclude from the induction hypothesis that Lemma 2.5 is true when n 2 is replaced by n 2 + 1. This completes the proof.
