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Topological insulators are states of matter distinguished by the presence of symmetry protected metallic
boundary states. These edge modes have been characterised in terms of transport and spectroscopic measure-
ments, but a thermodynamic description has been lacking. The challenge arises because in conventional thermo-
dynamics the potentials are required to scale linearly with extensive variables like volume, which does not allow
for a general treatment of boundary effects. In this paper, we overcome this challenge with Hill thermodynamics.
In this extension of the thermodynamic formalism, the grand potential is split into an extensive, conventional
contribution, and the subdivision potential, which is the central construct of Hill’s theory. For topologically
non-trivial electronic matter, the subdivision potential captures measurable contributions to the density of states
and the heat capacity: it is the thermodynamic manifestation of the topological edge structure. Furthermore, the
subdivision potential reveals phase transitions of the edge even when they are not manifested in the bulk, thus
opening a variety of new possibilities for investigating, manipulating, and characterizing topological quantum
matter solely in terms of equilibrium boundary physics.
I. INTRODUCTION
Topological insulators (TI’s) are phases of electronic matter
protected by time-reversal symmetry [1–5]. Here, the topo-
logical part pertains to the presence of time-reversal conju-
gate pairs of boundary states that are robust, that is, stable
against perturbations that do not break the protecting symme-
try. In TI’s, the transition between a topologically trivial and
a non-trivial phase is usually described in terms of band in-
version, where the gap between two energy bands closes and
creates an avoided crossing hosting the protected boundary
states. This phenomenon is seen in HgTe quantum wells, for
example, which undergo a topological phase transition as a
function of quantum well thickness [6]. These edge modes
have been detected through transport measurements [7]. In the
three dimensional case, the boundary modes are also conve-
niently described spectroscopically using ARPES [8]. How-
ever, a thermodynamic description of topological boundary
states is missing.
A problem one encounters is that band topology is deter-
mined for infinite, translationally invariant systems in terms
of Bloch Hamiltonians [9, 10], whereas the edge states of the
system are only found in finite systems with boundaries. The
bulk-boundary correspondence describes this connection be-
tween band topology and edge states. If one tries to apply
the thermodynamic formalism to topological phases of mat-
ter, one immediately discovers that there is no thermodynamic
bulk-boundary correspondence. The thermodynamic poten-
tials only depend on the energy levels of the Hamiltonian and
the density of states, while the topology of the bands depends
on the eigenstates: two models can have the same spectrum
in the bulk, but different topological characteristics. Since in
conventional thermodynamics the energy is additive with re-
spect to the extensive variables like entropy S, volume V , and
particle number N , the thermodynamic contribution of the
edge states is lost in the conventional thermodynamic limit.
In this work, we show that the solution to this conundrum
lies in Hill’s refinement of conventional thermodynamics [11].
As computed from statistical mechanics, the thermodynamic
potentials (entropy or any of the various free energies) do not
typically scale linearly with the extensive variables of the sys-
tem due to finite size and boundary effects. In order to ac-
count for this feature within the thermodynamic framework,
Hill collects the deviations from linear scaling in a new state
function, the subdivision potential. To show how this works,
we first give the necessary details from Hill’s thermodynam-
ics in Sec. II. We then discuss in Sec. III how this relates to
the more traditional method of treating boundary effects due
to Gibbs. Finally, in Sec. IV we apply the developed theory to
the Bernevig-Hughes-Zhang (BHZ) model for HgTe quantum
wells, to show how this works in practice. Our main results
are presented in Sec. V: We show that the thermodynamic den-
sity of states and the specific heat signatures of the topological
edge states can be experimentally detected. Moreover, we find
that the topological phase transition is accompanied by a ther-
modynamic phase transition on the boundary of the system
that has no counterpart in conventional thermodynamics. Our
conclusions are summarised in Sec. VI.
II. HILL THERMODYNAMICS
Let us consider a finite system of size V , in contact with
an environment at temperature T and electronic chemical po-
tential µ. We take the extensive variable V to be the number
of sites in the lattice associated to a tight-binding model of a
TI. Formally, V must be a fluctuating parameter, which can
be achieved by considering a reservoir of ions capable of be-
coming attached to the lattice. Then, conjugate to V there
is a variable ν characterizing the thermodynamic response of
the band structure to an increase in the number of lattice sites
[12].
For a system with these independent state variables, one
uses the grand potential Φ. In Hill’s thermodynamics, it still
obeys the conventional relation
dΦ = −SdT − νdV −Ndµ, (1)
as in ordinary thermodynamics. Hence, the connection with
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2the microscopic behaviour is made through the statistical-
mechanical partition function,
Φ = −kBT ln {Tr exp [−(H − µN)/kBT ]} , (2)
with kB denoting the Boltzmann constant and H the Hamil-
tonian of the TI. However, the differential equation for Φ
does not integrate to−νV by way of Euler’s theorem because
non-linear scaling with the extensive variable V is allowed
within Hill’s framework. The new thermodynamic variable
νˆ = −Φ/V determines the subdivision potential X as
X = −(νˆ − ν)V. (3)
Hill thermodynamics was originally developed for small sys-
tems, where highly non-linear thermodynamic potentials are
computed by considering an independent ensemble of such
systems [11]. The approach also works if the individual small
systems are not independent, since it allows for a system-
atic computation of potentials from statistical mechanics [13–
15]. Interestingly, Hill thermodynamics is just as necessary
for systems as large as gravitationally bound systems [16],
where conventional thermodynamics fails to apply because
the gravitational force is long-ranged and universally attrac-
tive. Topologically non-trivial states of electronic matter be-
long to neither one of these categories. What makes the sub-
division potential important for TI’s is the strong dependence
of the spectrum on the boundary conditions, due to the bulk-
boundary correspondence. Since the boundary is small com-
pared to the bulk, systems with a strong behavioural depen-
dence on boundary conditions are in a sense small themselves,
and hence Hill’s thermodynamics is the natural framework to
describe them.
III. GIBBS AND HILL THERMODYNAMICS
A recurring theme in this work, is that Hill thermodynam-
ics describes features in topological insulators that cannot be
described by effective boundary theories. In order to shed fur-
ther light on this statement, we now give a detailed description
of the Hill formalism. We then contrast this approach to the
traditional Gibbs method of effective boundary theories. Fi-
nally, we indicate where the Gibbs method breaks down in the
case of topological insulators, and why.
The basic physical assumption in thermodynamics is the
thermodynamic identity
dE = TdS − pdV + µdN, (4)
where T, p, µ denote, respectively, temperature, pressure and
chemical potential. It relates the average energy, which com-
pletely determines the system, to the thermodynamic vari-
ables. Conventional thermodynamics assumes the energy to
be extensive; however, it is unable to describe the non-local
behaviour of topological phase transitions. If one relaxes ex-
tensiveness, Eq. (4) is no longer straightforwardly integrated.
Nevertheless, Hill realised that this problem may be overcome
in a very astute manner: consider a macroscopic number N
of independent copies of the system, and allow this number
of copies to vary. The thermodynamic identity for the total
system then reads
dEt = TdSt − pNdV + µdNt − pˆV dN , (5)
where the subscript t stands for the total system, V is the vol-
ume of an individual subsystem, and −pˆV is a formal ther-
modynamic response of the system to changes in N . It is
important to note that pˆ might well depend on V itself, but the
leading term in pˆV should be linear in V . Now, we consider
the total system at fixed T, µ, V and since E must be linear in
N , using Euler’s theorem we can integrate Eq. (5) to get
Et = TSt − pˆVN + µNt. (6)
The energy of an individual system may be obtained by divid-
ing Eq. (6) byN . Using that S = St/N andN = Nt/N , this
gives E = TS − pˆV + µN . This result holds for any V, T, µ
system, and we have actually integrated Eq. (4) for this case.
The non-extensive behaviour is naturally incorporated since pˆ
can depend on V . The deviations of Hill’s thermodynamics
can be naturally separated from the conventional formalism
by writing
E = TS − pV + µN +X. (7)
Here, X = (p − pˆ)V defines Hill’s subdivision potential;
it is an extra degree of freedom that characterises the non-
extensiveness of the system.
By inserting the ansatz
Φ(µ, T,WL)
L
= φ0(µ, T ) + φ(µ, T )W (8)
into the Hill formalism, as in the main text, we are clearly sep-
arating the bulk from the boundary effects in the free energy.
Gibbs has also developed a method to describe boundary
effects in thermodynamics, which was originally used to de-
scribe classical fluids [17], and will also be used in this work.
In 1878, Gibbs described a thermodynamic approach to sur-
face tension relying on the hypothesis that bulk and boundary
could be treated as independent systems in some approximate
sense. In Gibbs’ approach, the free energy of the fluid system
acquires a term proportional to a suitable power (e.g. 2/3)
of the volume. The phenomenological success of Gibbs’ ap-
proach is remarkable, since there is no sharp surface associ-
ated to any actual microscopic fluid system.
In Gibbs’ approach, based on conventional thermodynam-
ics, the area of the boundary has to be an extensive thermody-
namic variable in itself. This implies that one treats the sur-
face of the system as a separate thermodynamic system with
its own energetics, independent from the bulk. Consider, for
example, a bulk systemB with a boundary b. The bulk system
will have energy
UB = SBTB − νV +NBµB ,
and the boundary has its own energy
Ub = SbTb − γA+Nbµb.
3Applying the equations of thermodynamic equilibrium, TB =
Tb = T and µB = µb = µ, the total energy U reads
U = T (SB + Sb)− νV − γA+ µ(NB +Nb).
Considering the grand potential Φi = Ui − SiTi − µiNi
for both subsystems, and defining the total grand potential
Φ = ΦB + Φb, we obtain
Φ = −νV − γA. (9)
Because the bulk and the boundary are separate systems, with
their own grand potential, the thermodynamic identity reads
dΦ = −SdT −Ndµ− νdV − γdA. (10)
This is crucially different from the Hill approach: although
Hill also uses Eq. (9), the thermodynamic identity is still given
by Eq. (4), which does not contain the dA term, so that the
bulk and boundary are thermodynamically connected in a nat-
ural way. In this case, the γA term and possible additional
terms define the subdivision potential X .
It is also possible to consider the bulk and boundary as a
connected system in the Gibbs approach. In that case, one
writes A(V, µ, T ), so that
dA =
∂A
∂T
dT +
∂A
∂µ
dµ+
∂A
∂V
dV.
By using this identity, Eq. (10) becomes formally equivalent
to the standard thermodynamic identity. However, the start-
ing point is fundamentally different, and writing A(V, µ, T )
is tantamount to distilling a boundary theory from the total
Hamiltonian. It does mean that if a sensible boundary the-
ory can be written down, the Gibbs and Hill approaches will
yield the same results. This coincidence is a powerful tool
in analysing topological boundary effects. Although the sub-
division potential X , and hence the boundary behaviour, can
be obtained from Φ by looking at the different volume scal-
ings, there is no clear way to separate finite-size effects from
topological behaviour. However, there is a natural way to de-
fine a boundary theory for non-trivial topological insulators:
diagonalise the Hamiltonian, and single out boundary states
based on the localisation of the eigenfunctions. We will find
that this effective theory is a powerful tool in interpreting our
results when applicable. However, it is Hill’s thermodynam-
ics that allows one to find the regime where this is so. The
above procedure for writing down an effective theory works
precisely if the linear regime from Eq. (13) has set in. As we
discuss in the next section, the minimum width W for which
this holds is dependent on the gap size. This occurs because
the edge states merge into the bulk at the phase transition, and
an effective theory can only be expected to hold if the system
is larger than the decay length of the edge states. Alterna-
tively, the low energy theory becomes conformally invariant
at the topological phase transition, so an ansatz of the form
Eq. (13) cannot be correct. However, for systems larger than
a floating cutoff width W0 depending on the gap size, we get
Eq. (13) as a generalised thermodynamic limit. This thermo-
dynamic limit is equivalent to a Gibbs effective theory, hence,
such an effective Gibbs theory can describe the low temper-
ature thermodynamic responses as long as the gap remains
large enough. However, if one wants to correctly describe the
phase transition, one needs to keep the system size above the
floating cutoff, which can be done naturally in the Hill thermo-
dynamics by looking at the scaling, but not using an effective
theory, since it is not clear precisely when an edge state has
merged into the bulk.
IV. APPLICATION TO BERNEVIG-HUGHES-ZHANG
MODEL
We will now apply the developed formalism to the paradig-
matic Bernevig-Hughes-Zhang (BHZ) model of HgTe/CdTe
quantum wells [6]. The Hamiltonian on the infinite plane will
decompose as
H =
∫ ⊕
BZ
Hk, (11)
where BZ stands for Brillouin zone, and the Bloch Hamilto-
nian reads
Hk = −A sin(kx)σx −A sin(ky)σy − {M + 2B[2− cos(kx)− cos(ky)]}σz. (12)
Here, ki denotes momentum in the i direction, σi are 2 × 2
Pauli matrices, with i = x, y, z, and A,B and M are param-
eters depending on the thickness of the quantum well. For
M < 0, the system is in a topologically non-trivial phase,
whereas for M > 0 the gap is trivial. We consider a ribbon
with a finite width W and a length L = 600 ≈ ∞ (so that
V = LW ), and impose the corresponding boundary condi-
tions on Eq. (11). Then, we calculate the grand potential Φ/L
numerically according to Eq. (2).
The subdivision potential is extracted from the ansatz
Φ(µ, T,WL)
L
= φ0(µ, T ) + φ(µ, T )W. (13)
Here, φ0 = X/L is essentially the subdivision potential of the
BHZ model. A linear fit is then performed in W , to obtain φ0
and φ for the given values of µ and T . One can obtain φ and
φ0 as a function of µ and T by evaluating them on a grid, and
interpolating. We let one single parameter vary, while keep-
ing all others constant, and we use one-dimensional Hermite
interpolation. Our results indicate that the above ansatz cor-
4rectly describes the relevant features of the model for largeW ,
but the interested reader is referred to the supplementary ma-
terial for a detailed error analysis of the fitting procedure. The
parameters A = B = 1 are fixed for numerical convenience
and clarity in the results. From Eq. (13), it is readily derived
that ν = −φ and νˆ = −φ − φ0/W , which indeed become
equal as W → ∞, as expected for large systems. However,
we will demonstrate that φ0 cannot be neglected for topologi-
cally non-trivial systems, showing that Eq. (13) defines a gen-
eralised thermodynamic limit, appropriate for topological in-
sulators with boundary.
V. RESULTS
Using the thermodynamic identity, various thermodynamic
responses can be calculated, and due to Eq. (13), these natu-
rally split into a boundary and a bulk contribution. In Fig. 1(a)
and Fig. 1(c) (Fig. 1(b) and Fig. 1(d)), we plot the T = 0 (µ =
0) density of states (heat capacity at constant volume) for the
bulk (B) DB := −∂2φ/∂µ2 (CBv := −T∂2φ/∂T 2) , and for
the boundary (b) Db := −∂2φ0/∂µ2 (Cbv := −T∂2φ0/∂T 2)
in blue and in red, respectively. In Fig. 1(a) (Fig. 1(b)), the
system is in the trivial phase M = 1, whereas in Fig. 1(c)
(Fig. 1(d)), the system is the topological phase M = −1.
Our data show clearly that DB vanishes in the energy gap
|µ| < 1 both in the topological and in the trivial phase.
However, due to the presence of edges, there is also a non-
vanishing contribution Db. To interpret this contribution, it
is important to note that φ0 contains not just the topological
edge states, but also other finite size effects, as evidenced by
the finite value of φ0 even if M > 0. Outside the gap, non-
topological finite size effects are dominated by the discrete-
ness of the spectrum, and Db is essentially just noise. The
noise becomes reduced in magnitude for non-zero tempera-
tures, which smooths out the discreteness of the spectrum, or
by fitting Eq. (13) to a larger range of W values.
On the other hand, the energy spectrum of the edge states
is much less dependent on the width W , and not subject to
noise. Inside the gap,DB = 0 and the scaling of the density of
states with W vanishes, making Db the only term for all sys-
tem sizes. In this case, it can be interpreted as the density of
topological edge states, since finite-size effects only show up
in combination with bulk behaviour. Indeed, the Dirac states
at the edge disperse with E = Ak + O(k3) [4], yielding a
DOS of 1/(Api) at µ = 0 according to the Gibbs approach;
the line 1/pi (obtained by putting A = 1) has been added in
yellow in Fig. 1(c).
To first order in T , the heat capacity behaves as
Cv =
pi
3
DkBT (14)
since a Dirac fermion has conformal charge 1 [18]. Hence, to
linear order the bulk CBv necessarily vanishes at low tempera-
tures for µ = 0. However, while we expect the boundary Cbv
to vanish at low temperatures in the trivial phase at M = 1
(Fig. 1(b)), for the topological phase with M = −1 the spe-
cific heat amounts to Cbv = pikBT/3, which can be obtained
by simply substituting D(0) = 1/pi into Eq. (14). Indeed, in
Fig. 1(d), we observe a linear scaling of Cbv at low tempera-
tures. In the inset, the yellow line with slope pi/3 has been
added to confirm that the low temperature heat capacity de-
rives from the edge states.
In both of these cases, the φ0 term in Eq. (13) could not
be dropped because a derivative of φ vanished, and hence the
contribution from φ0 became dominant. This shows that for
edge effects to become irrelevant, it is not only required that
νˆ → ν, but that this also holds for all derivatives. There
is another situation where the derivatives of νˆ fail to con-
verge, which is if a phase transition occurs at the boundary. In
Fig. 2, we depict the behaviour of the thermodynamic poten-
tial in terms of the parameter M that controls the topological
phase transitions in the BHZ model. In Fig. 2(a), ∂2φ/∂M2
is shown, which exhibits a slightly smoothed kink at M = 0.
This smoothing is precisely as large as the sample spacing in
M from which we interpolated to obtain the graph, indicating
that it is a numerical artefact. The inlay shows ∂3φ/∂M3,
which is discontinuous at M = 0. Calculating the same
graph for the system on an infinite plane yields the same be-
haviour, except that the kink is sharper. Therefore, the clos-
ing of the band gap is detected by the bulk free energy and
characterised as a third-order phase transition. It is reminis-
cent of a lambda phase transition, and the divergence occurs
in the non-topological regime. In contrast, Fig. 2(b) shows
that ∂φ0/∂M exhibits a kink. The inlay shows that the tran-
sition is again of lambda type, with the divergence occurring
in the non-topological regime, but this time the order is differ-
ent: the edge undergoes a second-order phase transition. This
phase transition cannot be described by an effective boundary
theory through the Gibbs method, as can be seen because the
divergence is at the trivial side, where there are no edge states.
This occurs because the phase transition is driven by the merg-
ing of the topological edge states into the bulk. The precise
moment when an edge state ceases to be an edge state cannot
be determined from its localisation. However, any contribu-
tion to the free energy coming from topological states should
scale with the edge length of the system. As such, even if we
do not precisely know which states are edge states, φ0 nat-
urally captures how many there are in total. Therefore, it is
not the presence of the edge states that determines the bound-
ary scaling, but the boundary scaling that determines the edge
states.
The absence of a sensible boundary theory might cause
doubt whether φ0 truly detects a thermodynamic phase transi-
tion related to the appearance of topological edge states, rather
than an echo of the bulk phase transition. This issue can be
clarified by adding an on-site superconducting pairing to the
BHZ-model. The same effect and results would be obtained
from induced superconductivity on the edge [19]. The Bloch
Hamiltonian for this system is
H∆,k :=
(
Hk ∆
∆ −H∗k
)
, (15)
whereHk is the Hamiltonian from Eq. (12) and ∆ is the super-
conducting pairing parameter. Adding superconducting pair-
ing has added particle-hole symmetry to the system; the bulk
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FIG. 1. (a) In blue, DB(µ)/W is shown for M = 1; it has been shifted up by 0.1 for greater visibility. As expected, it vanishes in the energy
gap. In red, Db(µ) for the same parameters, which is the DOS on the edge. Since the system is not in a topological phase, the DOS at the
edge also vanishes in the gap. (b) In blue, CBv (T )/W is shown as a function of T for M = 1, µ = 0. As expected, it vanishes to linear
order as T → 0. In red, Cbv(T ) for the same parameters. Since the system is not in a topological phase, Cbv also vanishes to linear order as
T → 0. (c) The same as in (a), except that the blue curve has been shifted upwards by 1, and the system is in the topological phase M = −1.
Furthermore, the line 1/pi has been added in yellow to emphasise that the edge has a non-vanishing DOS in the gap. (d) The same as in (b),
but in the topological phase M = −1. One sees that Cbv now is linear at the edge for low T . In the inset, the straight line with slope pi/3 has
been added to emphasise the linear scaling of Cbv with temperature.
stays gapped, but now the gapless edge states acquire a mass
∆ [20]. Since the gap does not close, φ is a smooth function
of ∆, and no phase transition occurs in the bulk. However, the
subdivision potential φ0 detects the opening of the mass gap
for the Dirac electrons at the edge as a continuous boundary
phase transition. This can be seen in Fig. 3, where ∂2φ0/∂∆2
is shown in red. A clear divergence is present in ∂2φ0/∂∆2
at ∆ = 0, where the particle-hole symmetry is broken.
Because adding a Cooper pairing does not merge edge
states into the bulk, but only gives them a mass, it is possible
to describe a phase transition in ∆ using an effective bound-
ary theory in the manner of Gibbs, and thereby confirm our
interpretation. This theory reads
He,k := kσx + ∆σz, (16)
with a momentum cutoff |k| < 1 (since A = B = −M = 1,
the edge states exist only for this range of k values). The free
energy per unit length of He,k is
φe = ∆
2 ln
(
1 +
√
1 + ∆2
∆
)
+
√
1 + ∆2. (17)
The corresponding value of ∂2φe/∂∆2 is shown in Fig. 3
in yellow. The divergence at ∆ = 0 indicates a continuous
phase transition due to the appearance of gapless edge modes
in Eq. (16). The behaviour of the subdivision potential φ0
is compatible with that of φe, indicating that φ0 truly detects
topological edge behaviour, since it gives the same qualitative
results as an effective boundary theory.
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FIG. 2. (a) The second derivative ∂2φ/∂M2 is shown as a function of M . A kink is visible at M = 0, indicating that the bulk undergoes
a third-order phase transition (see the inlay, where the discontinuity in the third derivative is depicted). (b) The first derivative ∂φ0/∂M is
shown as a function of M . A kink is visible at M = 0 indicating that the edge undergoes a second-order phase transition (the discontinuity in
the second derivative is depicted in the inlay), which can be considered the order of the topological phase transition.
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FIG. 3. In red, ∂2φ0/∂∆2 is shown as a function of ∆. The smooth-
ing of an infinite peak is visible, which indicates the presence of a
third-order phase transition at the boundary of the system. In yellow,
∂2φe/∂∆
2 + 6 is shown, using Eq. (17). The agreement between
the two curves indicates that the phase transition at the edge of the
model comes from the opening of a gap for the edge states.
VI. CONCLUSIONS
Our general scheme for extracting thermodynamic signa-
tures of the bulk-boundary correspondence, illustrated here
for the paradigmatic BHZ model of the quantum-spin Hall ef-
fect in HgTe/CdTe quantum wells, comprises a novel tool kit
for detecting these elusive states of matter in terms of equi-
librium measurements. The scheme is based on the idea that
for topologically non-trivial systems, a non-conventional ther-
modynamic limit exists: even though the system becomes in-
finitely large, the boundary is always present. The boundary
is taken into account as in Eq. (13), in terms of the subdivision
potential at the heart of Hill thermodynamics. The subdivision
potential captures thermodynamic signatures unique to topo-
logical insulators, including a DOS in the bandgap observable
in transport measurements [7], and a contribution to the elec-
tronic heat capacity, linear for the BHZ model. Most notably,
this contribution might be relevant for identifying topologi-
cal phases in ultracold-atom systems, where transport experi-
ments are challenging and the absence of phonons makes the
measurement of fermionic heat capacity easier.
Although the edge contributions to the density of states and
the specific heat can be captured by an effective model that
artificially separates the bulk and the boundary contributions,
the same does not hold when describing generic topologi-
cal phase transitions. If a system undergoes a phase transi-
tion within the same symmetry class, the bandgap necessar-
ily closes and a bulk phase transition takes place. The ap-
pearance/disappearance of topologically protected edge states
gives rise to an accompanying boundary phase transition,
which can only be classified by the subdivision potential, and
does not need to be of the same order as the one in the bulk.
Furthermore, one also observes phase transitions between dif-
ferent symmetry classes, which occur without a closing of the
bulk gap. In this case, the topological phase transition occurs
solely at the boundary. The fact that φ0 detects a phase transi-
tion even if the bulk gap does not close shows that the subdi-
vision potential describes the edge behaviour of the system.
This makes it a quantity of prime interest for investigating
topological phase transitions, and allows for a classification
of their order within the well known Ehrenfest scheme. These
results open a new set of possibilities for experimentally de-
tecting topological order by delicate but standard thermody-
namic methods, and provide a deeper understanding of the
effect of edges in the abstruse field of topological insulators.
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APPENDIX: FITTING ANALYSIS
Key to our work is the assumption that the grand poten-
tial Φ has the asymptotic form given in Eq. (13). Since nu-
merical calculations are necessarily done for finite samples,
the question rises for which values of W deviations from the
asymptotic behaviour in Eq. (13) become negligible. Here, we
provide a detailed description of the way these deviations de-
pend on the various parameters in the system. The deviation,
as a function of W , depends on µ and T , and also on the gap
size. Throughout this appendix, as well as in the main text,
A = B = 1. We will vary the parameters µ, T , and M , and
study the relative error (ΦW − Φ)/Φ, where ΦW is given by
Eq. (2) for sample width W , and Φ is the corresponding value
after fitting to Eq. (13). The range ofW along which we fitted
to obtain Φ will be mentioned for each specific case.
In Fig. 4, the relative error has been plotted for the trivial
phase M = 1, at T = 0, for small values of W , although
the fitting was done for 40 ≤ W ≤ 100, where the linear be-
haviour in W has set in. In this way, one observes the small
W deviations from Eq. 13 without including them in the fit.
The results are shown in Fig. 4(a) and (b) for µ = 0, i.e. in the
gap. Similarly, the results are shown in Fig. 4(c) and (d) for
µ = −4/3, i.e. in one of the bulk energy bands. We see that
for very small system width, there is a large deviation from
the linear relation in Eq. (13), but the error quickly decreases.
For µ in the gap, the error quickly becomes negligible, while
for µ in one of the energy bands, the error is much larger , but
also shows a clear structure (notice the unequal scales 10−16
in Fig. 4(b) and 10−7 in Fig. 4(d)). A likely cause of this er-
ror is the discreteness of the spectrum, which causes ΦW to
deviate from Φ as the system width is varied. This deviation
occurs because varying the system width causes individual en-
ergies jump from above to below the chemical potential and
vice versa. In the gap there are no states near the chemical
potential, so this effect is absent, significantly reducing the
error.
In Fig. 5, the relative error is plotted for µ = −4/3 at T = 0
and M = 1 for a fit along 500 ≤ W ≤ 550. The relative er-
ror has decreased by two orders of magnitude compared to
Fig. 4(d), which means that the absolute error has decreased
by one order of magnitude. This implies that the energy spec-
trum becomes less dependent on W as W increases. Further-
more, the behaviour of the relative error is qualitatively similar
if one takes M = −1, which puts the system in the topolog-
ical phase. This shows that the energy spectrum of the edge
states is highly independent of W even at small width, as can
be expected from their strong localisation on the edge.
When the gap becomes much smaller, the conclusions
above still hold, but the width W for which the error becomes
negligible is larger. In Fig. 6(a), the relative error has been
plotted for µ = T = 0 at M = 0, for a fit along the values
90 ≤ W ≤ 100. The errors show that the linear regime from
Eq. (13) has not set in yet. In contrast, Fig. 6(b) shows a fit
along 1000 ≤ W ≤ 1010, for the same parameters, and here
a linear scaling clearly holds.
Finally, in Fig. 7, the relative error is shown for M = −1,
µ = −2 for a fitting interval of 50 ≤ W ≤ 100. In Fig. 7(a),
where T = 1/100, the relative error is of the same order of
magnitude as in Fig. 4(d), indicating that the temperature is
not yet high enough to suppress the fluctuations. In Fig. 7(b),
where T = 1/10, the relative error has decreased by orders of
magnitude, indicating that the smoothing of the Fermi-Dirac
distribution at these temperatures suppresses the fluctuations
in the energy spectrum.
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FIG. 4. (a) The relative error between ΦW and Φ, for µ = T = 0 and M = −1. We have fitted along the interval 40 ≤W ≤ 100. (b) Same
as in (a) but the range of W has been changed. (c) Same as in (a) but for µ = −4/3. (d) Same as in (b) but for µ = −4/3.
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FIG. 5. The relative error between ΦW and Φ, for T = 0, µ =
−4/3, and M = −1. We have fitted along the interval 500 ≤ W ≤
550.
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FIG. 6. (a) The relative error between ΦW and Φ, for T = 0, µ = 0 and M = 0. We have fitted along the interval 90 ≤W ≤ 100. It can be
seen that the linear regime has not set in for this system size. (b) The same as in (a), but for 1000 ≤ W ≤ 1010. The linear regime has set in,
and the error is negligible.
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FIG. 7. (a) The relative error between ΦW and Φ, for kBT = 1/100, µ = −2 and M = 1. We have fitted along the interval 50 ≤W ≤ 100.
The errors are of the same order as in Fig. 4(d). (b) The same as in (a), but for kBT = 1/10. The errors are significantly smaller, since the
temperature effectively smooths out the energy spectrum.
