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CASAS-ALVERO CONJECTURE IN COMPUTATIONAL
ALGEBRAIC GEOMETRY
ZHIPENG LU
1. Formulation of the Conjecture
The Casas-Alvero conjecture states that a complex polynomial f having
common roots with all its derivatives f (i) must be of the form a(x− b)n. We
call a degree n polynomial with a common root with all its n− 1 derivatives
a Casas-Alvero polynomial. It’s not true over fields of finite characteristic
since any xn − xp(n ≥ 1) is a counterexample over Fp. Let any monic f be
decomposed into products of linear factors (n ≥ 3)
f(x) = (x− x1) . . . (x− xn),
then the Casas-Alvero condition actually defines an algebraic set CAn in
AnC:
CAn = Z(F1, . . . , Fn−1),
in which
Fi =
n∏
k=1
f (i)(xk) ∈ C[x1, . . . , xn],∀i = 1, . . . , n− 1.
Therefore, CAn gives a parametrization of degree n monic Casas-Alvero
polynomials by roots.
The major yet simple starting point is that there exists a 2 dimensional linear
space subvariety {c(x1, . . . , xn)+d(1, . . . , 1)|c, d ∈ C} ⊂ CAn, ∀(x1, . . . , xn) ∈
CAn but not of the form x1 = . . . = xn. Hence if we can show CAn is of
dimension 1, there won’t be any such point and the conjecture follows. Thus
we have the following equivalent statement of the conjecture
Conjecture 1: dimCCAn = 1,∀n ≥ 1.
This has been established for pen,∀n ∈ {1, 2, 3, 4}, e ≥ 0, see [2].
Since the polynomials Fi, of degrees are too high and more complicated to
compute with, we will look at various branches defined by ideals of the form
(f (1)(xi1), · · · , f
(n−1)(xin−1)). We can easily prove for some special branches
Proposition 1.
dimC Z(f
(1)(xk), . . . , f
(n−1)(xk)) = 1,
for n ≥ 1, 1 ≤ k ≤ n.
1
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Proof. By Taylor’s expansions
f(xj) = f(xk) + f
(1)(xk)(xj − xk)+
. . .+
1
(n− 1)!
f (n−1)(xk)(xj − xk)
n−1 +
n!
n!
(xj − xk)
n.
Then by f(xj) = f(xk) = 0 we have
(xj − xk)
n ∈ (f (1)(xk), . . . , f
(n−1)(xk)),
or
(xj − xk) ∈ rad(f
(1)(xk), . . . , f
(n−1)(xk)).
Hence it’s immediate that rad(f (1)(xk), . . . , f
(n−1)(xk)) = (xk−x1, · · · , xk−
xn) and the proposition follows. 
Clearly the Casas-Alvero conjecture is equivalent to for any branch
Conjecture 2: dimC Z((f
(1)(xi1), · · · , f
(n−1)(xin−1))) = 1,∀n ≥ 1, 1 ≤ ij ≤
n, j = 1, · · · , n− 1.
Actually, by Lang-Weil bound and a form of local-global principle, it
suffices to prove each branch has dimension 1 over Fq for all q large enough
as follows
Proposition 2. Suppose for any n ≥ 1 and when prime p≫ n we have over
Fp |Z((f
(1)(xi1), · · · , f
(n−1)(xin−1)))| = p,∀n ≥ 1, 1 ≤ ij ≤ n, j + 1, · · · , n−
1, then the Casas-Alvero conjecture stands and vice versa.
Proof. First, clearly CAn is defined over any finite field Fp. Then viewed as
a variety over Fp, we have by Lang-Weil bound (see Corollary 4 of [6]),
|CAn(Fp)| = (c(CAn(Fp)) +O(p
−1/2))pdim(CAn(Fp)),
in which c() is the number of top-dimensional components of the variety and
dim(CAn(Fp)) can be seen as the Krull dimension per se. By hypothesis
of the proposition, we have |CAn(Fp)| = p for any large enough p, then
c(CAn(Fp)) = 1 and dim(CAn(Fp) = 1. Particularly CAn is irreducible.
Second, we look at the structure morphism pi : CAn(Z) −→ Spec Z, which
is clearly of finite presentation. Since we know that
{p ∈ Spec Z | dimCAn(Fp) = 1}
is an open set in Spec Z hence contains the generic point 0, i.e. dimCAn(Q) =
1. Then by Proposition 2.7 of Qing Liu [5], dimCAn(Q) = 1. Further by
Lefschetz principle (see [1]), dimCAn(C) = 1.
Conversely, if the Casas-Alvero conjecture stands, then
1 = dimCAn(Q) = dimCAn(Fp),
for all but finitely many primes p, and so CAn(Fp) is a line. Hence clearly
CAn(Fp) is a line and |CAn(Fp)| = p. 
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However, if we just want to prove the Casas-Alvero conjecture over Q, we
just need a much weaker premise. Essentially we just need to prove it over
Z, because if f(x) = (x−x1) · · · (x−xn) with all xi ∈ Q, by multiplying the
least common multiple of their denominators, we can assume they are all
integers. Now we can state the Casas-Alvero conjecture over Q is equivalent
to the following
Proposition 3. If any Casas-Alvero polynomial f(x) = (x−x1) · · · (x−xn)
with xi ∈ Z has x1 ≡ x2 ≡ · · · ≡ xn (mod m), for some m ≥ 2, then the
Casas-Alvero conjecture is true.
Proof. Suppose xi are not all equal. By the condition we have x1 ≡ x2 ≡
· · · ≡ xn ≡ l (mod m) for some m ≤ 2 and 0 ≥ l < m. Let xi,1 =
(xi − l)/m,∀i = 1, · · · , n, then g(x) = (x − xi,1) · · · (x − xn,1) is again a
degree n Casas-Alvero polynomial having n integer roots not all equal. By
the condition, we again have a m1 ≥ 2 such that x1,1 ≡ x2,1 ≡ · · · ≡ xn,1 ≡
l1 (mod m1) for some m1 ≤ 2 and 0 ≥ l1 < m1 and we can do the similar
affine transform to get another degree n Casas-Alvero polynomial having n
integer roots not all equal. Clearly, this process can go forever, forming an
infinite descent for the integers x1, · · · , xn, which is impossible if they are not
all equal. Thus if can prove the condition for any degree n ≥ 1 Casas-Alvero
polynomial, then Theorem 3 follows, hence the conjecture. 
In fact, we will prove for any n ≥ 1, there is a prime p such that the con-
dition in the proposition above is true. This is done in the next section by a
unified computational algebro-geometric method, specifically by determin-
ing standard monomials of defining ideal of any branch of CAn(Fp) using
Gro¨bner basis. In the next section, we first introduce some computational
algebro-geometric notions that are necessary for our purpose.
2. Gro¨bner Basis and Standard Monomials
We first introduce some basic computational algebraic geometry notions
and results following Sicun Gao’s master thesis [3]. We first define an order
on monomials.
Definition 1 (Lexicographic order). α >lex β if the leftmost nonzero entry
of α− β is positive, for any α = (α1, · · · , αn), β = (β1, · · · , βn) ∈ Z
n.
Definition 2 (Graded lexicographic order). Let α, β ∈ Nn. α >grlex β if
n∑
i=1
αi >
n∑
i=1
βi, or
n∑
i=1
αi >
n∑
i=1
and α >lex β.
Definition 3. We define a monomial order on the set of monomials T =
{xα11 · · · x
αn
n | αi ∈ N} ⊂ k[x1, · · · , xn] for any field k by
xα > xβif α >grlex β, ∀α, β ∈ N
n.
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It is a total well-ordering on T satisfying
(1) 1 ≤ t,∀t ∈ T ;
(2) t1 · s ≤ t2 · s,∀t1, t2, s ∈ T if t1 ≤ t2. We go on to define
Definition 4 (Leading coefficient, monomial and term). Let f =
∑
α aαx
α
be a nonzero polynomial in k[x1, · · · , xn] and> the monomial order as above.
The multidegree of f is defined as
multideg(f) = max
>
{α ∈ Nn | aα 6= 0}.
Then the leading coefficient of f is LC(f) = amultideg(f), the leading mono-
mial is LM(f) = xmultdeg(f) and the leading term of f is LT (f) = LC(f) ·
LM(f).
Definition 5 (Ideal of leading monomials, leading terms). Let I be an
ideal in k[x1, · · · , xn] and fix the monomial order on T . The ideal of leading
monomials of I, 〈LM(I)〉, is the ideal generated by the leading monomials
of all polynomials in I. The ideal of leading terms of I, 〈LT (I)〉, is the ideal
generated by the leading terms of all polynomials in I.
Proposition 4 (Multivariate division principle). For a fixed monomial or-
der and polynomials g1, · · · , gk in k[x1, · · · , xn], ∀g ∈ k[x1, · · · , xn] can be
written as
g = a1g1 + · · · + akgk + r
where ai, r ∈ k[x1, · · · , xn] and either r = 0 or r is a linear combination of
monomials not divisible by any of LT (g1), · · · , LT (gk).
Now we get to define
Definition 6 (Gro¨bner basis). Let I be an ideal in k[x1, · · · , xn]. A Gro¨bner
basis for I is defined as a finite set GB(I) = {g1, · · · , gs} ⊂ I, such that
〈LT (g1), · · · , LT (gt)〉 = 〈LT (I)〉.
The existence of Gro¨bner basis, uniqueness of reduced Gro¨bner basis and
Buchberger’s algorithm can all be found in details in Chapter 2 of [3], so we
won’t add them here. The last notion we need is
Definition 7 (Standard Monomials). The set of standard monomials of any
ideal J is defined as
SM(J) = {xα | xα /∈ 〈LM(J)〉}.
If G is a Gro¨bner basis of J , we also denote it by SM(G).
With all these notions, we quote two related results over finite fields.
Proposition 5 (Nullstellensatz in finite fields). For any ideal J ⊂ Fq[x1, · · · , xn],
we have
I(V (J)) = J + 〈xq1 − x1, · · · , x
q
n − xn〉.
See proof as in Theorem 3.1.2 of [3]. Also
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Proposition 6 (Counting with Gro¨bner basis). Let J ⊂ Fq[x1, · · · , xn] be
any ideal and G a Gro¨bner basis of J + 〈xq1 − x1, · · · , x
q
n − xn〉. Then
|SM(G)| = |V (J)|.
See Theorem 3.2.4 in [3].
3. Casas-Alvero conjecture over Q
For simplicity we use Hasse derivatives
Hi(f)(xk) =
∑
1≤j1<···<jn−i≤n
(xk−xj1) · · · (xk−xjn−i),∀1 ≤ i ≤ n−1, 1 ≤ k ≤ n.
If f(x) = (x − x1) · · · (x − xn) = x
n + an−1x
n−1 + · · · + a1x + a0, the i−th
Hasse derivative can also be written as
Hi(f)(x) =
(
n
i
)
xn−i +
(
n− 1
i
)
an−1x
n−1−i + · · ·+
(
i
i
)
ai.
Now let J = 〈H1(f)(xi1), · · · ,Hn−1(f)(xin−1)〉, and p some sufficiently large
prime which we will specify later. By Proposition 6, to verify the condition
in Proposition 3 (with m = p), we need to prove
Theorem 1.
|V (J)| = |SM(J + 〈xp1 − x1, · · · , x
p
n − xn〉)| = p,
where the algebraic set and ideal are over Fp, for some (sufficiently large) p.
In general, apparently we have V (J) ⊃ {(a, a, · · · , a) ∈ Fnp | a ∈ Fp}.
So if we can prove |V (J)| = p for all sufficiently large p, then this obvious
subset with p elements must be V (J) itself, hence proof of the conjecture.
However, to prove it over Q, we just need to find one such “good” prime p.
To prove the above theorem, essentially we need to compute Gro¨bner bases
of J + 〈xp1 − x1, · · · , x
p
n − xn〉 for general n. We first look at some examples
for smaller n.
Example 1. For n = 1, J = 0 is trivial and we can choose G = {xp1−x1} for
any p. Hence SM(G) = {1, x1, · · · , x
p−1
1 } with cardinality p.
For n = 2, J = 〈x1 − x2〉, and we can choose G(J + 〈x
p
1 − x1, x
p
2 − x2〉) =
{x1 − x2, x
p
2 − x2} for any p. Hence the missing monomials from 〈LM(G)〉
are SM(G) = {1, x2, · · · , x
p−1
2 } again with cardinality p.
For n = 3, J = 〈H1 = (x2 − x1)(x2 − x3),H2 = 2x1 − x2 − x3〉, we have
x1 =
x2 + x3
2
+H2,
H1 =
(
x2 −
x2 + x3
2
)
(x2 − x3) +H2
=
(x2 − x3)
2
2
+H2 =⇒ (x2 − x3)
2 ∈ J
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=⇒ (x2 − x3)
p ∼ x2 − x3 ∈ J + 〈x
p
1 − x1, · · · , x
p
n − xn〉
hence we can choose G(J + 〈xp1 − x1, x
p
2 − x2, x
p
3 − x3〉) = {x1 − x2, x2 −
x3, x
p
3 − x3} for any odd p (so that 1/2 makes sense). Thus SM(G) =
{1, x3, · · · , x
p−1
3 } again with cardinality p.
For n = 4, we can similarly get G = {x1 − x4, x2 − x4, x3 − x4, x
p
4 − x4} for
p > 7. Hence similarly |SM(G)| = p.
These smaller cases can all be computed by hand. However, the complex-
ity of computing these Gro¨bner bases is exponentially increasing with the
number of variables. To simplify the computation, we show that Theorem
1 can be reduced to
Proposition 7. |V (J)| = p⇔ |V (J)| < p2.
Proof. If |V (J)| 6= {(a, a, · · · , a) ∈ Fnp | a ∈ Fp}, then there exists A =
(a1, · · · , an) ∈ V (J) with entries not all equal, then similarly V (J) ⊃
span〈(1, · · · , 1), A〉 forms a 2−dimensional subspace, i.e. |V (J)| ≥ p2. 
We can further reduce it to a more computably manageable goal
Proposition 8. If for each k ∈ {1, · · · , n − 1}, there is an integer mk ≥ 1
such that xmkk ∈ LM(J), then for any p≫ m1 · · ·mn−1, |V (J)| < p
2.
Proof. By the condition, if xα = xα11 · · · x
αn
n /∈ LM(J) then αk < mk,∀k =
1, · · · , n− 1. Thus we have
|SM(J + 〈xp1 − x1, · · · , x
p
n − xn〉)| ≤ m1 · · ·mn−1p < p
2,∀p≫ m1 · · ·mn−1.

We will see later that p is also confined by all the structural coefficients
depending on n in the computation of Gro¨bner bases. We first prove it for a
special case where the indexes in J are i1 = n− 1, i2 = n− 2, · · · , in−1 = 1.
Theorem 2. For each k = 1, · · · , n − 1, n ≥ 3, there is an integer mk ≥ 1
s.t. xmkk ∈ LM(J), with J = 〈H1(f)(xn−1),H2(f)(xn−2), · · · ,Hn−1(f)(x1)〉
an ideal in Q[x1, · · · , xn].
Proof. First, Hn−1(f)(x1) = (n−1)x1−(x2+ · · ·+xn) gives a linear relation
between all the variables, and x1 ∈ LM(J), i.e. we can set m1 = 1.
For k = 2, replacing by x1 =
1
n− 1
(x2 + · · · + xn) due to Hn−1(f)(x1),
we have
Hn−2(f)(x2) = G2x
2
2 +G1x2 +G0 mod {Hn−1(f)(x1)},(1)
with G2, G1, G0 homogeneous polynomials in x3, · · · , xn, of degrees 0, 1, 2
respectively. In particular we can compute that
G2 =
1
n− 1
(n− 2)2 +
(
n− 2
2
)
=
(n− 2)(n2 − 2n− 1)
2(n − 1)
6= 0,
for n ≥ 3, and so we can set m2 = 2.
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Next, we show thatm3 can be set to 8. We still replace by x1 =
1
n− 1
(x2+
· · ·+ xn) in Hn−3(f)(x3) so that we have
Hn−3(f)(x3) = K2x
2
2 +K1x2 +K0 mod {Hn−1(f)(x1)},
with K2,K1,K0 homogeneous polynomials in x3, · · · , xn, of degrees 1, 2, 3
respectively. Using (1) we can kill x22 and get
Hn−3(f)(x3) = L1x2 + L0 mod {Hn−1(f)(x1),Hn−2(f)(x2)},
with L1, L0 homogeneous polynomials in x3, · · · , xn, of degrees 2, 3 respec-
tively. Now to kill x2 in Hn−3(f)(x3) we perform a non-linear technique
(together with (1)) as follows
Hn−3(f)(x3)
2 = L21x
2
2 + 2L1L0x2 + L
2
0 mod {Hn−1(f)(x1),Hn−2(f)(x2)}
= L′1x2 + L
′
0 mod {Hn−1(f)(x1),Hn−2(f)(x2)},
with L′1, L
′
0 homogeneous polynomials in x3, · · · , xn, of degrees 5, 6 respec-
tively. Then
L1Hn−3(f)(x3)
2−L′1Hn−3(f)(x3) = L
′′
0 mod {Hn−1(f)(x1),Hn−2(f)(x2)},
with L′′0 = L1L
′
0 − L
′
1L0 a homogeneous polynomial in x3, · · · , xn of degree
8. By carrying out the detailed calculation we find LM(L′′0) = x
8
3, hence we
can set m3 = 8.
Now by induction we prove Jk = 〈Hn−1(f)(x1), · · · ,Hn−k(f)(xk)〉, ∀1 ≤
k ≤ n − 2, contains homogeneous {g1, · · · , gk} with LM(gi) = x
mi
i for
some mi ≥ 1,∀i = 1, · · · , k, and moreover gi is symmetric in xi+1, · · · , xn.
Actually in the above, we verified it for k ≤ 3.
Assuming k (≤ n − 2) we want to verify it for k + 1. By the induction
hypothesis, for each j ≥ 1, using multivariate polynomial division,
Hn−k+1(f)(xk+1) = a1,1g1 + · · · + a1,kgk + r1,
with the remainder r1 linear combination of monomials not divisible by any
of xmii , i = 1, · · · , k. (Note that a1,i’s might be zero.) Similarly for all j ≥ 1,
[Hn−(k+1)(f)(xk+1)]
j = aj,1g1 + · · ·+ aj,kgk + rj,
with rj linear combinations of monomials not divisible by any of x
mi
i , i =
1, · · · , k. Clearly rj has the monomial x
j(k+1)
k+1 in one of its terms. Since
Hn−(k+1)(f)(xk+1) is symmetric in xk+2, · · · , xn and g1, · · · , gk are sym-
metric in xk+1, · · · , xn, we know that aj,1, · · · , aj,k, rj are all symmetric in
xk+2, · · · , xn.
Specifically, we have an (infinite) system of equations
rj =
∑
l=(l1,··· ,lk,0,...,0),li<mi,1≤i≤k
xlhl,j ,(2)
in which x = (x1, · · · , xn), hl,j ’s are homogeneous polynomials in xk+1, · · · , xn
and symmetric in xk+2, · · · , xn. Clearly the non-zero hl,j ’s have terms of
power of xk+1. Now perform row reduction by multiplying hl,j’s on rj ’s for
8 ZHIPENG LU
l 6= (0, · · · , 0) then subtracting them to kill xl for l = (l1, · · · , lk, 0, · · · , 0)
with li < mi,∀i = 1, · · · , k, and reduce the above system (2) of equa-
tions into “upper-triangular” form. Since the number of columns is finite
(m1 · · ·mk), there will be rows of zeros after enough times of row reduc-
tions. Apparently, those rjs ’s on the zero rows are reduced to polynomials
involving only xk+1, · · · , xn. This shows that there are homogeneous poly-
nomials a1, · · · , ak in x1, · · · , xn and homogeneous polynomials h1, · · · , hN
in xk+1, · · · , xn such that
N∑
i=1
hi[Hn−(k+1)(f)(xk+1)]
ji +
k∑
i=1
aiHn−i(f)(xi) = r,(3)
for some homogeneous polynomial r in xk+1, · · · , xn which is symmetric in
xk+2,· · · , xn.
We claim that there must be a leading monomial of some such r as a power
of xk+1. Suppose xk+2 = · · · = xn = 0 and Hn−1(f)(x1) = Hn−k(f)(xk) = 0
(if necessary we can confine values of x1, · · · , xk), and let xk+1 be indeter-
minate. If r has no term of power of xk+1, then r = 0 and (3) becomes
N∑
i=1
hi[Hn−(k+1)(f)(xk+1)]
ji = 0,
which is a polynomial in xk+1 constantly equal to 0. But there are coun-
terexamples as follows
Hence some r must have a term of power of xk+1. Finally, by induction
hypothesis, mk exists for all k = 1, · · · , n− 1. 
Remark. Note that q = pr in Proposition 7 must also have p larger than
(numerators and denominators of) any of the structural coefficients occur-
ring in the computation above so that the above algorithm can perform over
Fp.
Apparently for any set of distinct indexes i1, · · · , in−1, by the same opera-
tions in the proof with lexicographic order xj < xi1 < xi2 < · · · < xin−1 in
which {j} = {1, · · · , n}r {i1, · · · , in−1}, we have
Corollary 3. For any J = 〈H1(f)(xi1), · · · ,Hn−1(f)(xin−1)〉 with i1, · · · , in−1
all distinct, there are integers mk ≥ 1 such that x
mk
ik
∈ LM(J),∀k =
1, · · · , n− 1 with J an ideal in Q[x1, · · · , xn].
This enables us to prove Theorem 1 for the branches with distinct indexes.
Now we try to extend the result to general branches. For example, if we
have in−1 = in−2 = 1, in−3 = 3, · · · , i1 = n − 1, then Hn−1(f)(x1) = (n −
1)x1 − (x2 + · · ·+ xn), and
Hn−2(f)(x1) =
∑
1<i<j
(x1 − xi)(x1 − xj)
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=
n− 4
2(n − 1)
(x22 + · · ·+ x
2
n) + c
∑
1<i<j
xixj mod Hn−1(f)(x1).
Hence we can still use the lexicographic order xn < xn−1 < · · · < x2 < x1
and get x22 ∈ LM(J) for the branch indexed this way, and x
mk
k ∈ LM(J)
with the same mk’s for 3 ≤ k ≤ n− 1 as in Theorem 7. In general, if there
are repeated indexes in {i1, · · · , in−1}, we can similarly insert the indexes
missing from {i1, · · · , in−1} and choose a suitable lexicographic order to
perform the reductions as in proof of Theorem 7 above.
Assume as a set {i1, · · · , in−1} has s many elements for some s ≤ n −
1. By symmetry we can assume {i1, · · · , in−1} = {1, 2, · · · , s}, because
otherwise we can use a permutation on the roots x1, · · · , xn to make it into
this case while the polynomial f(x) = (x− x1) · · · (x− xn) stays still under
any permutation. Now we construct a lexicographic order as follows:
Denote R1 = {s+ 1, s+ 2, · · · , n} and r1 = minR1, the minimal number in
R1, i.e. r1 = s + 1. At step 1, denote xin−1 as y1 and set xn < y1 = xin−1 .
At step 2, if in−1 6= in−2, then insert xn < xi2 = y2 < y1 and let R2 = R1;
if in−1 = in−2, then insert xn < xr1 = y2 < y1 and update R2 = R1 r {r1}.
At step 3, if in−3 /∈ {in−1, in−2}, then insert xn < xi3 = y3 < y2 < y1
and let R3 = R2; otherwise if in−3 ∈ {in−1, in−2}, then insert xn < xr2 =
y3 < y2 < y1 for r2 = minR2 and update R3 = R2 r {r2}. Similarly
at the k−th step (1 ≤ k ≤ n − 1), if in−k /∈ {in−1, · · · , in−(k−1)}, insert
xn < xik = yk < yk−1 < · · · < y1 and let Rk = Rk−1; otherwise insert
xn < xrk−1 = yk < yk−1 < · · · < y1 for rk−1 = minRk−1 and update
Rk = Rk−1 r {rk−1}. Continue the process to step n − 1, we get the order
xn < yn−1 < · · · < y2 < y1. (Note that at the end, we must have Rn−1 =
{n}, but xn is already ordered as minimal.)
Example 2. Suppose n = 5 and we look at the branch defined by
J = 〈H1(f)(x3),H2(f)(x1),H3(f)(x1),H4(f)(x2)〉.
By the construction above, we get the lexicographic order x5 < x3 < x4 <
x1 < x2, i.e. y1 = x2, y2 = x1, y3 = x4, y4 = x3.
Theorem 4. For any ideal
J = 〈H1(f)(xi1), · · · ,Hn−1(f)(xin−1)〉 ≤ Q[x1, · · · , xn]
with {i1, · · · , in−1} = {1, 2, · · · , s} for some s ≤ n − 1, under the lexi-
cographic order constructed as above, there is mk ≥ 1 such that x
mk
k ∈
LM(J),∀k = 1, · · · , n− 1.
Proof. Actually we can perform a similar reduction to the proof of Theorem
7 following the constructed lexicographic order xn < yn−1 < · · · < y2 < y1
with yi’s notations of suitable xj’s as in the construction.
First, Hn−1(f)(xin−1) gives
Hn−1(f)(xin−1) = (n− 1)y1 − (y2 + · · · + yn−1 + xn),
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hence y1 ∈ LM(J).
Second, replacing y1 ∼ y2 + · · · + yn−1 + xn mod Hn−1(f)(x1) in which ∼
means equality modulo by a nonzero factor, whether in−2 = in−1 or not,
Hn−2(f)(xin−2) gives
Hn−2(f)(xin−2) ∼ y
2
2 + · · · mod Hn−1(f)(x1),
hence y22 ∈ LM(J).
In general, we still use induction in the similar way as in proof of Theorem 7,
except we replace xn < xn−1 < · · · < x2 < x1 by xn < yn−1 < · · · < y2 < y1.
Similarly using multivariate polynomial division and Gauss elimination we
can show y
m′
k
k ∈ LM(J),∀k = 1, · · · , n − 1 for some m
′
k ≥ 1 by induction.
But this is the same with saying xmkk ∈ LM(J) for some mk ≥ 1,∀k =
1, · · · , n− 1. 
4. Another view from computational commutative algebra
Another approach of reducing the conjecture to Theorem 2 is by a com-
putational criterion for finiteness of morphism of algebras, which we refer to
the following
Proposition 9 (Proposition 3.1.5 of [4]). Let K be a field, and let x =
(x1, · · · , xn), y = (y1, · · · , ym) be two sets of variables. Moreover, let I ⊂
K[x], J = 〈h1, · · · , hs〉 ⊂ K[y] be ideals and ϕ : K[x]/I → K[y]/J be a
morphism, defined by ϕ(xi) = fi. Set
M := 〈x1 − f1, · · · , xn − fn, h1, · · · , hs〉 ⊂ K[x, y],
and let > be the ordering on K[x, y] s.t. > is the lexicographical ordering for
y, y1 > · · · > ym, and y ≫ x. Let G = {g1, · · · , gt} be a standard basis of M
w.r.t. this ordering. Then ϕ is finite if and only if for each j ∈ {1, · · · ,m}
there exists some g ∈ G s.t. LM(g) = y
νj
j for some νj > 0.
Let n = 1, f = 0, and J be the ideal in Theorem 2, then ϕ(K[x]/I) =
K. Now to show the Casas-Alvero variety is of dimension 1 is equivalent
to show that ϕ is finite, and the “only if” part becomes that of Theorem
2. This disregards whatever fields we consider the conjecture over, hence
immediately bypasses the arithmetic trick we used in section 3.
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