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ABSTRACT

Free-Space-Optical (FSO) communication has the potential to play a significant role in future generation wireless networks. It is advantageous in terms of improved spectrum utilization, higher
data transfer rate, and lower probability of interception from unwanted sources. FSO communication can provide optical-level wireless communication speeds and can also help solve the wireless
capacity problem experienced by the traditional RF-based technologies. Despite these advantages,
communications using FSO transceivers require establishment and maintenance of line-of-sight
(LOS). We consider autonomous mobile nodes (Unmanned Ground Vehicles or Unmanned Aerial
Vehicles), each with one FSO transceiver mounted on a movable head capable of scanning in the
horizontal and vertical planes. We propose novel schemes that deal with the problems of automatic
discovery, establishment, and maintenance of LOS alignment between these nodes with mechanical steering of the directional FSO transceivers in 2-D and 3-D scenarios. We perform extensive
simulations to show the effectiveness of the proposed methods for both neighbor discovery and
LOS maintenance. We also present a prototype implementation of such mobile nodes with FSO
transceivers. The potency of the neighbor discovery and LOS alignment protocols is evaluated by
analyzing the results obtained from both simulations and experiments conducted using the prototype. The results show that, by using such mechanically steerable directional transceivers and the
proposed methods, it is possible to establish optical wireless links within practical discovery times
and maintain the links in a mobile setting with minimal disruption.
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CHAPTER 1: INTRODUCTION

The application of high gain directional radio frequency (RF) and free-space-optical (FSO) antennas has attracted strong interest from the wireless research community especially for mobile ad
hoc networks in the recent years [1, 2, 3, 4, 5]. Directional antennas provide higher gain for signal reception, which, in turn, attains higher throughput than the traditional omnidirectional ones.
Using directional antennas for signal reception reduces interference from unwanted directions.
This directionality improves spatial reuse and also lowers the probability of interception or detection by sniffers. All these advantages of directional antennas are suitable for tactical ad hoc
networks where multiple entities desire to transmit high bandwidth data streams simultaneously
with a requirement of lower interference and reduced probability of being jammed or detected
[6, 7, 8, 9, 10].
As the radio frequency (RF) is becoming overcrowded, free-space-optical (FSO) communication
is envisioned to play a crucial role in ad hoc networks. The heavily saturated RF bandwidth is
becoming more scarce as cellular capacity has mostly hit its limits. FSO communication (FSOC)
has the potential to complement the traditional RF networks. Free-space-optical-communication
(FSOC) not only provides the same advantages as communication using directional RF antenna
but also makes high data rate point-to-point transfers possible. It uses the unlicensed optical spectrum and mostly uses the same basic optoelectronic technology as the fiber optic communications.
FSOC can easily reach very high modulation speeds (up to 10 Gbps [11, 12, 13]). Compared to
RF, it can provide much higher bandwidth channel to transfer large volumes of data.
FSOC is very useful for signal security and RF challenged environments. So, equipping military
robots like PackBots with FSO transceivers is a potential application area for FSOC. Using FSOC
with PackBots [14], instead of RF communication, can prevent RF interception and jamming from
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enemies in war zones. Another potential application of FSOC can be equipping robots like the
NASA K10 robots [15] with such transceivers for Lunar/Mars exploration. Two K10 robots can
communicate with each other using FSOC at a lot more faster speed than using RF communication.
Unmanned Aerial Vehicles (UAVs) can also be equipped with such high-speed FSO transceivers.
Nowadays, the most common application of quadcopters is aerial photography or videography.
Most of these quadcopters are equipped with high definition cameras that generate a lot of data.
UAVs or drones are also used for both civil and military missions, such as monitoring of an area hit
by disasters like tsunami or earthquake, broadcasting data at critical sports events or even observing
behind the enemy lines. All these different applications of UAVs produce large amounts of data
that is required to be delivered to a ground station or other UAVs [16, 111]. The higher data rate
required for communication links to transmit more information between UAVs can be provided by
equipping them with FSO transceivers.
Alongside providing huge benefits, FSO transceivers pose a unique challenge in maintaining links
with neighbor nodes. These transceivers require strict maintenance of line-of-sight (LOS) between
neighbors. Compared to the omni-directional ones, FSO transceivers have very narrow field-ofview (FOV). Thus, for successful communication, two such transceivers must face directly towards
each other. Even if the nodes are positioned within each others communication range, they can not
communicate if the transceivers are not directed towards each other. This requirement of maintaining LOS becomes even more challenging in a mobile setting, where frequent link failures might
occur as nodes move while communicating with other neighbor nodes [17, 18]. So, without having
knowledge about the position of neighbors, a mobile node would not be able to communicate with
them using FSO transceivers. Thus, if two nodes are unaware of each others’ position they have
to find each other through neighbor discovery and exchange information about their trajectory in
order to maintain directional links [5]. Hence, the first task for establishing a directional FSO
communication link is LOS discovery.
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Various strategies have been proposed to maintain links between neighbors using directional RF or
FSO transceivers. All these methods consider the mode of operation to be half-duplex (HD) [1, 19],
where a node can either transmit or receive but cannot do both over the same communication
channel at the same time. On the other hand, when a node can both transmit and receive at the
same time, it is called full-duplex (FD) communication. And, when a node operates in FD over
the same frequency band, it is called in-band full-duplex communication. Although, operating in
HD mode results in inefficient use of resources, it helps to avoid self-interference that occurs when
the mode of operation is FD. On the contrary, FD operation can aid in successfully dealing with
huge spectrum demands. With FD mode in effect with FSO transceivers, it becomes interesting to
see how mobile nodes can discover and maintain LOS with neighbors without using a redundant
control channel.
In this dissertation, we propose novel schemes for LOS discovery and maintenance between autonomous mobile nodes in a wireless ad hoc network. First, we focus on discovering LOS with
a neighbor node in a 2D wireless network without any prior knowledge about its location. We
consider mobile nodes each equipped with a highly directional (divergence angle ≤ 25o ) FSO
transceiver mounted on a head/arm. The head/arm is mechanically steerable with which the FSO
transceiver can scan 2π c or 360o in the horizontal plane. We also assume that there is no GPS or
omni-directional RF link available to synchronize or exchange location information. That is, we
assume that the nodes operate in-band and use only the directional transceivers to discover each
other. Both nodes operate in full-duplex mode. The nodes rotate their transceivers with randomly
chosen angular speeds. Each node starts a three way handshake by sending a beacon message.
Upon reception of a beacon, a node stops rotating and complete the handshake.
Next, we propose a novel method for neighbor discovery and establishing a communication link

c

denotes angle in radian and π c = 180o
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between two nodes hovering in 3D space. In this case, we assume that each node is equipped with
a highly directional FSO transceiver mounted on a mechanically steerable head. The transceivers
can be steered for scanning 360o in the horizontal plane and 360o in the vertical plane. We assume
the availability of an omni-directional RF link (or a beacon from a base station), using which the
nodes can synchronize the search for each other. Once the synchronization is complete, the nodes
operate in-band and only use the directional transceivers to discover each other. Additionally, we
present another LOS discovery method for nodes in a 3D wireless network that relies solely on the
FSO transeiver and does not require any extra omni-directional RF channel.
Once LOS is discovered and an FSO link is establised between two nodes, the next task is to
maintain this alignment to avoid link failure. In this dissertation, we also present two novel
schemes showing the feasibility of maintaining FSOC links among mobile unmanned-groundvehicles (UGVs) in a 2D scenario and among unmanned aerial vehicles (UAVs) in a 3D scenario.

1.1

Contributions

The main contributions and novelties of this dissertation are as follows:
• A novel method for two nodes with FSO transceivers to discover each other without any
knowledge of neighbor’s location in a 2D wireless network.
• A novel method for two nodes in a 3D environment to discover each other without any
knowledge of the neighbor’s location using only one highly directional transceiver each and
an additional omni-directional link (or a base station periodically sending beacons) for initial
synchronization.
• The first in-band method for two nodes in a 3D environment to discover each other without
any knowledge of the neighbors location.
4

• A theoretical framework for GPS-free maintenance of FSO links so that calculation of mechanical steering parameters (e.g., angular speed of the rotating arm) is feasible.
• A protocol for maintaining the FSO link at a desired minimum SNR or link quality.
• Demonstrate through extensive simulations that the proposed mechanisms work well for
both stationary and mobile settings.
• Demonstrate that the models can be extended to discover multiple neighbors; and
• Show the feasibility of the proposed schemes with prototypes developed using off the shelf
components.

1.2

Dissertation Organization

The dissertation is organized as follows:
In Chapter 2, we briefly discuss the fundamentals of FSO communication. We also review the
lierature addressing the problem of LOS discovery in wireless ad hoc networks. Then, we present
our survey on existing FSO link maintenance protocols. Finally, we present a short discussion of
the literature on full-duplex transceivers.
We present our proposed in-band LOS discovery scheme using FSO transceivers in a 2D wireless
network in Chapter 3. First, we provide the detailed methodolgy of the proposed method. Then, we
validate the effectiveness of the neighbor discovery method through simulations. We also present
a proof-of-concept prototype and real test-bed experimental results.
We also proposed two novel schemes for neighbor discovery in a 3D ad hoc network. We present
the first scheme in Chapter 4, which relies on an omni-directional RF channel in additon to FSO
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transceivers. We provide the details of the proposed method in this chapter along with simulation
and experimental analysis. Then, in Chapter 5, we present our second scheme for neighbor discovery in a 3D network, where the nodes solely use FSO transceivers without aid from any extra
communication channel. We demonstrate the effectiveness of this in-band LOS discovery scheme
through extensive simulation analysis.
In Chapter 6, we present our FSO link maintenance method between two UGSVs. The evaluation
of our proposed algorithm for maintaining optical wireless links is perfromed through simulations
and real test-bed experiments. After that, we present another scheme for maintaining a FSO link
between two UAVs in a 3D network in Chapter 7. The details of this methodology is provided in
this Chapter along with analysis of results obtained via extensive simulations.
Finally, we summarize our proposed LOS discovery and link maintenance schemes in Chapter
8. We also discuss the limitations and the possible lines of future work to improve the proposed
methods.
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CHAPTER 2: LITERATURE REVIEW

In this chapter, we summarize the literature background of our work with Free-Space-OpticalCommunication (FSOC). First, we present the basics of FSO communications briefly. Then we
discuss the effect of mobility on FSO networks and the existing literature addressing this issue.
Furthermore, we present our survey on neighbor discovery protocols using highly directional RF
and FSO transceivers. We also discuss the existing work related to wireles link maintenance among
mobile nodes. Finally, we briefly discuss the literature on full-duplex wireless transceivers.

2.1

Fundamentals of FSO Communication

Free-Space-Optical (FSO), a.k.a. optical wireless communication is a special form of optical communication. It uses “free space” as the medium of propagation instead of “fiber” that is used in
fiber-optic communication. A FSO communication system also consists of (i) a transmitter that
encode a message and transmits an optical signal, and a (ii) receiver that receives the optical signal
and decodes it to reproduce the original message. Typically, lasers, light-emitting-diodes (LEDs)
and VCSELs are used as transmitters and photodiodes or photoresistors are used as receivers in a
FSO communication system. Different FSOC systems are curently in practice in several applications, including:

• complementary backhaul to existing wired and RF networks [20]
• wide are networks (WANs) [11] and wireless local area networks (WLANs) [21]
• remote controls and wireless game controllers [22]
• communication between space crafts and satellite constellation [23]
7

• inter and intra-chip communication [24]

Contrary to fiber-optic communication, there is no reliable medium avaible for light propagation
in FSO communication systems. So, FSOC is prone to geomentrical loss and atmospheric loss.
The optical beam transmitted from a light source diverges, and thus, some of the beam is not
accumulated at the receiving end. The loss of signals caused by beam divergence is known as
geometrical loss. On the other hand, absorption, scattering and scintillation cause atmoshpheric
losses that results in signal degradation and attenuation. All these effects vary in time and depend
on weather conditions [25], [26].
The transmitters and receivers in a FSO communication system are highly directional. This directionalilty improves spatial reuse and provides much larger network capcacity. Such high directionality can be leveraged at higher layers via simple abstractions. For instance, a much better estimation of angle-of-arrival (AoA) is possible by assigning each FSO transceiver to an arrival angle.
AoA estimation has not been possible in omnidirectional RF transceivers, and thus the traditional
localization techniques used signal strength estimations. Recent work showed that FSO-based localization is possible by using multi-transceiver FSO structures capable of AoA estimation with
potentially better accuracy depending on the divergence angle of the transceivers [25], [27].
FSO communication has been mostly used in stationary application scenarios requiring longer
communication ranges and higher speeds compared to RF communications. A significant part
of the existing FSO communication technology is used at high altitudes (e.g., space, satellite,
building tops). FSO technology has the potential to facilitate intensive bandwidth applications
such as high speed data transfer and high definition video conferencing. FSO communication for
wireless mesh networks has been mainly considered for roof-top installations where point-to-point
or mesh architectures are established and limited spatial reuse or redundancy is achieved through
one primary beam and some backup beams. This kind of FSO network is mainly suited for ultra
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broadband last mile access and residential services [28]. While point-to-point architectures operate
at longer distances (2-4 kilometers), mesh FSO architectures operate over shorter distances with
less throughput compared to point-to-point systems [29].
FSO communication is very useful for sugnal security and RF challenged environments. FSO
links are difficult to intercept, immune to interference or jamming [30, 31, 32, 33] from external sources. Moreover, they are not subject to frequency spectrum regulations. However atmospheric effects can significantly affect FSO signals such as atmospheric turbulence which causes
random fluctuations in the irradiance of the received signal, commonly referred to as scintillation
[26]. Aerosol scattering effects caused by rain, snow and fog can also degrade the performance
of free-space-optical communication systems. One approach to turbulence mitigation is to use a
wavelength diversity scheme. The optimum wavelength for transmission varies with turbulence
strength, absorption, and weather effects such as rain and fog. In [34], the authors constructed
an FSO transmitter and receiver based on optical fiber bundles and adapted the transmitter for
wavelength diverse transmission. The authors presented an experimental investigation of the performance of the system as a function of transmission misalignment, turbulence, and weather for a
wavelength diversity scheme, which consists of switching between transmission wavelengths, to
reduce the impact of turbulence. Three wavelengths, 850nm, 1310nm, and 1550nm, were emitted
by one or more transmitting fibers, and the effects of turbulence and misalignment experimentally
evaluated in an indoor environment. A system was designed to detect changes in transmission and
switch the transmitter to the appropriate wavelength. The receiver retained the link for a reduced
range of misalignment at all wavelengths without adjustments, indicating that adjustment of the
receiver immediately after a wavelength changes was not necessarily required.

9

2.2

Mobile FSO Communications

FSO communication can not penetrate through obstacles and needs line of sight (LOS) alignment.
In order for the FSO to become a complementary communication medium for mobile wireless
access, the key problem to be solved is its vulnerability against mobility [35]. The key limitation of FSO regarding mobile communications is the fact that LOS alignment must be maintained
for communication to take place successfully. Since the optical beam is highly focused, it is not
enough if LOS exists: The transmitter and the receiver must be aligned; and the alignment must
be maintained to compensate for any sway or mobility in the nodes. The traditional solution to
this problem of FSO communications has been to employ highly sensitive mechanical steering and
tracking equipment with a powerful single transmitter such as a laser [36]. The mechanical equipment physically rotates the transceiver to maintain the LOS alignment with the other device, which
is also applying the same mechanical steering procedure. This approach can achieve establishing
a wireless link even if the two communicating devices/nodes are moving relative to each other.
Mobile communication using FSO is considered for indoor environments, within a single room,
using diffuse optics technology [37], [38], including multi-element transmitter and receiver based
antennas. Due to the limited power of a single source diffused to spread in all directions, these
techniques are suitable for small distances only (typically 10s of meters).
For outdoors, fixed FSO communication techniques have been studied to remedy small vibrations
[39], [40], swaying of the buildings have been implemented using mechanical auto-tracking [41],
[42], [28] or beam steering [43], and interference [44] and noise [45]. LOS scanning, tracking
and alignment have also been studied for years in satellite FSO communications [46], [37]. Again,
these works considered long-range links, which utilize very narrow beamwidths (typically in the
microradian range), and typically use slow, bulky beam-scanning devices, such as gimballed telescopes driven by servo motors.
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A precise pointing technique is described in [47], to steer the local directional laser beam of an optical transceiver to a target optical transceiver at a remote transceiver node. The pointing technique
utilizes real-time kinematic GPS coordinates, local angular sensors, and a reference baseline, to retrieve accurate navigation information (roll, pitch, yaw) of the mobile or static platform that carries
an optical transceiver. A fully automatic, advanced FSO alignment system is introduced in [48]
that has been tested to provide both continuous and simultaneous transmission and reception of
data and modulated signal during mobile conditions. The system consists of a mechanical gimbal
for controlling the movements of a node. The transceiver box, mounted on the gimbal contained a
position sensing diode and a laser transmitter.
In [49] a new ground-to-train communication system is proposed that uses mobile object tracking
techniques. The authors report the effectiveness of the proposed system based on field experiments.
The authors propose the tracking control algorithm of beacon light using the wide-angle lens and
the telephoto lens. This algorithm is used for mobile object’s position acquisition in the proposed
system. The wide-angle lens is used for acquiring the beacon light, and the telephoto lens is used
for tracking the beacon light. A tracking control method for an active FSO communication system
is proposed in [50]. This method enables a mobile terminal to be tracked in user network areas with
short-range coverage. The FSO system consists of two terminals that comprises of a transmitter
with a laser diode (LD) and a receiver with a photo detector (PD). Each terminal is incorporated
with a mechanism to control the path of the laser beam emitted from the LD for aligning it with
the optical axis of the PD regardless of positional changes between the terminals. An extended
Kalman filter is used to estimate the relative position and orientation between the terminals. The
performance of the tracking control method is confirmed experimentally using a prototype of the
active FSO system.
Results obtained using the mobile FALCON FSO communications terminals are presented in [51].
Field tests were performed for both ground-ground and ground-air communications. The testing
11

verified the operation of the terminals pointing, acquisition, tracking and data transmission for
ground to ground link distances up to 36 km and air to ground link distances up to 65 km.
A different approach for alignment mechanisms has been proposed in [17]. This approach considers an FSO structure where multiple transceivers are deployed on a soccer ball scheme. The
authors implement a small detection and establishment protocol in order to maintain LOS with
neighboring transceivers. Their protocol can detect the transceivers that are in line-of-sight of each
other and assign logical flows to the appropriate transceiver. This mechanism is called “electronic
steering” where it stands for an alternative solution to the traditional expensive and heavy LOS
alignment mechanisms [17]. In [52], compact smart transmitters and receiver are demonstrated for
underwater FSO communication. This system utilizes the idea of the above mentioned “electronic
steering” approach. The receivers can estimate angle of arrival of signals and have segmented wide
field of view. The transmitters are highly directional but equipped with multiple LEDs for electronic beam steering. The proposed system can estimate water quality by measuring the optical
backscatter from transmitter light. The smart transceiver approach mitigates pointing and tracking
requirements, which can be difficult for underwater platforms and enable adaptive communication
techniques.

2.3

Directional Neighbor Discovery

Line-of-sight discovery or neighbor discovery using FSO transceivers has not been well explored.
So, we present the rather well studied literature on neighbor discovery using RF antennas in this
section. Choudhury et al. [19] have designed a MAC protocol for ad hoc networks with directional
transmitter and omni-directional receivers. They assumed that the information about neighbor’s
position can be obtained from the upper layer. They suggested that nodes can transmit their positional information with omni-directional transmitters in order for all nodes to be aware of their
12

neighbors’ positions. An et al. [53] proposed a handshake-based self-adaptive neighbor discovery
protocol for ad hoc networks with directional antennas. They also consider directional transmitters
and omni-directional receivers for neighbor discovery while frequency of operation is determined
on the run. Ramanathan et al. [54] presented UDAAN, the first full system deployment of an ad
hoc network utilizing directional antennas. It uses heartbeat messages to exchange the position
information and uses GPS clock cycle synchronization for neighbor discovery. This prototype
uses omni-directional antennas for establishing the connection with new neighbors. Vasudevan et
al. [55] have proposed a neighbor discovery protocol for ad hoc networks with directional RF.
They have considered that a node can either transmit or receive. The protocol uses an optimal
value of probability for transmitting beacon message at random directions. They have also described a gossip-based neighbor discovery algorithm. In this algorithm, location information of
an undiscovered neighbor is taken from GPS and from neighbors who have already discovered
it. Pei et al.[3] proposed another neighbor discovery protocol for directional MANETs based on
synchronous search and positional information available from GPS. The protocol assumes that all
nodes are equipped with GPS for positional information and use wide bandwidth. Nodes rotate
their transceiver in circular fashion and adjust transmission power to discover neighbors at different distance.
Another design dimension has been the consideration of directionality for both transmitters and receivers. Jakllari et al. [56] presented a neighbor discovery method that uses both directional transmitters and receivers. It proposed a polling-based MAC protocol for MANETs where all nodes
are synchronized in terms of the polling slots. It allocates slots for discovering new neighbors
when all nodes point to random directions and advertise for neighbor discovery. It also provides a
framework to compute neighbor discovery time. Chen et al. [57] proposed a fully decentralized
neighbor discovery method using highly directional antennas that does not require any prior information about the neighbors’ locations. The nodes scan the surrounding environment following

13

sequences generated using unique identifiers. Wang et al. [58] proposed a similar method for discovering neighbors in a mmWave network where the nodes are not aware of each other’s location.
They also consider the concept of the nodes having unique identifiers to generate sequences to act
either in transmission mode or reception mode. They consider continuous rotation of antennas as
the scanning scheme. All these works consider the nodes to be in a 2D wilress netowork.
A promising design approach has been to utilize scanning over discretized time slots. Zhang et al.
[2, 59] proposed two such algorithms for neighbor discovery with directional RF communication.
The authors considered that the nodes are synchronized and use synchronized slots to transmit
neighbor discovery requests. In a generic algorithm, each node transmits message with probability
of 0.5 in random direction. In a scan-based algorithm, nodes use a predefined scan sequence of
antenna direction. Steenstrup et al. [60] proposed a similar scan-based algorithm. These works
provided excellent analysis on the number of slots and scans required to complete the neighbor
discovery. The scan sequences are considered to be combinations of beams pointed at specified
directions. Yet, they work in settings where synchronized time slots is realizable at each node. In
our work, we consider continuous rotation of transceivers for scanning the surrounding 2D or 3D
environment.
In this dissertation, we first consider discovering neighbors in a 2D wireless network. We consider
nodes equipped with highly directional transceivers (e.g., FSO transceivers). We assume that there
is no out-of-band support like GPS or an extra communication channel and the nodes are unaware
about each others location. And, our proposed neighbor discovery method does not require the
assumption of nodes having unique identifiers to generate scanning sequences or to decide the
mode of operation (transmit or receive). The transceivers scan the surrounding environment with
continuous rotation with a speed chosen from a given range and resets this speed after a threshold
period of time is reached. Then, we consider the case of neighbor discovery in a 3D wireless
network, where we explore a hybrid approach in which nodes are synchronized initially via an
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omni-directional channel (or a beacon from a base station) and then autonomously search for each
other over a continuous timeline. We consider the availability of an omni-directional RF only
channel for initializing the neighbor discovery process. A node is neither aware of its own position
nor the neighbor’s position. After the initialization, the RF link becomes inactive and the nodes
use only the directional transceivers for discovering each other. We present a continuous scanning
path covering a sphere in the form of a modified helix to be followed by the transceiver beams.
Additionally, we again consider neighbor discovery in a 3D network, but this time we assume
that there is no other additional omnidirectional channel available with which location information
could be shared. The nodes also have no mechanism to synchronize their clocks. They can only
scan the surrounding 3D space by mechanically steering the directional transceivers to discover
line-of-sight with each other.

2.4

Mobile Wireless Link Maintenance

Once, two nodes in a 2D or 3D wireless ad hoc network discover line-of-sight (LOS) and establish
a FSO link between each other, the next important task is to maintain this link. In this section, we
present the literature on wireless link maintenance between mobiles.
Maintaining communication link between two or more mobiles has been an attractive problem due
to its desirability in many application areas, ranging from robotics to vehicular systems. In [61],
some initial work on building accurate and reliable mathematical models for Aerial-to-Aerial FSO
link is presented. FSO communication between two unmanned aerial systems (UASs) hovering in
a given location and orientation was considered. Also, a novel alignment model using geometric
intersection was developed and analyzed against simulated and multirotor platforms. Their work
considers FSO communication between stationary aerial nodes, while we consider FSO communication between two autonomous mobile nodes.
15

In [13], a new technology involving FSOC between unmanned aircrafts (e.g., Aquila - UAV developed by Facebook) is proposed, that will help connect areas of the world that currently do not
have Internet infrastructure. A method for establishing a free-space optical-communication link
among nearby balloons with the aid of GPS, RF, camera, and communication with a ground station is presented in [62]. In [63], a similar method is proposed that uses predicted movement for
maintaining optical-communication lock with nearby ballons, which also uses the availability of
camera, GPS, and RF. In both [62] and [63], LOS alighnment between the communicating nodes is
first achieved using GPS information or using a camera to localize the neighbor node. During this
phase, RF communication is used. Only after locating the neighbor node, a pointing mechanism
is used to align the FSO transceivers of the neighboring nodes. Then optical wireless communication is used only for exchanging data. The optical wireless link is not used for maintaining the
link. In our approach, we consider only FSO communication for both establishing/maintaining
the link and exchanging information/data. Also, we assume no availability of GPS and only FSO
communication (no RF communication available).
A hybrid RF-FSO system is presented in [64]. In this work, the authors developed a system consisting of an MRR(Modulating Retro-Reflector)-FSO link with a tracking optical terminal, a conventional RF link and a deployable pod to provide a relay node bridging the FSO link to the operator
and the RF link to the robot. The MRR-FSO link provides the capability to operate the robot in the
presence of jamming while the RF link allows short range non line of sight operation. The operator uses the MRR-FSO link to drive the robot to a position downrange outside the influence of the
jammer or other interference. Once the robot is positioned downrange near the area of operation
the pod is deployed. This allows the robot to maneuver freely including venturing beyond line of
sight using the short range RF link to maintain communications between the vehicle and pod while
the FSO link maintains connectivity between the pod and the operator. This is a hybrid approach
consisting both RF and FSO. Also the FSO communication is achieved using laser. Our approach
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consists pure optical wireless communication, and we consider LEDs and VCSELs as transmitters.
In [65], the capabilities of a mechanical gimbal was investigated for use in a ground-to-UAV FSO
communications link. Data from both experiments and simulations were analyzed to verify the
ability of a gimbal to provide acquisition and tracking functions for a ground-to-air link. Again
in [65], laser transmitters are considered and also one node is stationary while our work considers
both infrared LED transmitters and lasers, and communication between two mobile nodes.
In [66], a framework is developed for controlling a team of robots to maintain and improve a communication bridge between a stationary robot and an independently exploring robot in a walled
environment using point-to-point radio communication. Similarly, [67] illustrated an experiment
which is representative of various prominent stages in a group-formation task such as formationachievement, maintenance, and response of formation movement to the presence of obstacles
among multiple robots. Both these works use RF communication. Also [66] has one stationary and one mobile robot/node, and [67] considers group formation among multiple robots. In our
approach, both nodes/robots are autonomous, mobile and move independent of each other. They
communicate with each other to share information while performing their own tasks.
In terms of localizing and tracking, [68] and [69] presented experimental studies of strategies for
maintaining end-to-end communication links for search-and-rescue and surveillance to a base station. The multi-robot team used in the experiment consisted of four unmanned ground vehicles
(UGVs) built from radio-controlled scale model trucks each equipped with a laptop computer,
odometry, stereo camera, GPS receiver, and a small embedded computer with 802.11b wireless
connectivity, called the Junction Box (JBox). Likewise, Parker et al. [70] deployed a team of
mobiles to form an indoor sensor network. In their approach the mobile sensors use different
techniques such as acoustic sensing, laser scanning and a vision system (such as, a camera) for
localization. Shoval et al. [71] measured the relative position and orientation between two mobile
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robots using a dual binaural ultrasonic sensor system. Each robot was equipped with a sonar transmitter that sends signals to two receivers mounted on the other robot. It was assumed that the two
robots could synchronize events with an infrared or radio link. The receivers measured the distance
to the transmitter on the other robot, and a geometric model determined the relative position and
orientation of the two robots based on a combination of the data from all four receivers. In [72], a
laser-based pedestrian tracking system in outdoors is presented using GPS-enabled mobile robots.
Each robot detects pedestrians from its own laser scan image. For pedestrian tracking, each robot
identifies its own posture using real-time-kinematic (RTK)-GPS and laser scan matching. In this
tracking method, all the robots share the tracking data with each other, so that individual robots
always recognize pedestrians that are invisible to other robots.
Our approach considers absence of accoustic or ultrasonic sensing, vision system like camera,
laser scanning, radio communication, and a central base station. It assumes FSOC between two
mobile nodes, without any form of GPS, and only uses point-to-point distance measurement. We
consider only FSO communication for both establishing/maintaining the link and exchanging information/data. It also assumes autonomy for the mobiles and works in a completely distributed
manner.

2.5

Full-Duplex Transceivers

Currently, in almost all the communication networks the antennas/transceivers operate in halfduplex mode. Using in-band full-duplex communication mode instead of half-duplex mode, the
network capacity can be theoretically doubled. For RF transceivers, full duplex (FD) communication is achieved through active or passive self-interference suppression. In active interference
suppression, a node cancels out its own transmitted signal received by its receiver by injecting a
cancellation waveform in the direction of its own receiver antenna. In passive suppression, trans18

mitter and receiver antennas are separated by an electromagnetic observer which enforces the signal strength at the receiver coming from its own transmitter to be below receiver cutoff [73]. For
FSO transceivers, full duplex communication can be achieved by using transmitters and receivers
of separate wavelengths. Prior work on full-duplex FSO communication has reported transceiver
designs for short ranges and mostly with out-of-band techniques. In [74] and [75], full-duplex
indoor optical wireless communication is demonstrated for error-free (BER < 10−9 ) short-range
communication. But the transceiver used different optical wavelengths for uplink (1550.12 nm)
and downlink (850 nm) channel. To suppress the SI for full-duplex mode operation, two separate bands are used for the transmitter and the receiver. Wang et. al. [76] reported a full-duplex
VLC system which implements SCM-WDM technique based on commercially available LEDs.
Bit-error rate reported for 66 cm free-space delivery was 3.8 × 10−3 , but the use of RGB LEDs essentially makes the design out-of-band. Also, in-band full-duplex communication can be achieved
via isolation of the transmitter and the receiver by placing a non-transparent material [77, 78, 79]
between them or by using modulating retro-reflectors [80, 81].
Although full-duplex communication provides increased wireless channel capacity, it is prone to
more interference compared to half-duplex communication. In [82], it has been shown that, even
in the presence of interference, full-duplex communication can provide at least 20% gain over halfduplex communication. A new MAC protocol for full-duplex radio communication is proposed in
[83] that helps achieve 88% throughput gain. Also, the effect of interference reduces significantly
with increase in directionality of the transmitter and the receiver of a node [2]. So, full duplex
and/or directional operation on both RF and FSO transceivers have become possible and deserve a
revisiting of some of the protocol designs in wireless systems.
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CHAPTER 3: IN-BAND LOS DISCOVERY IN A 2D WIRELESS AD HOC
NETWORK

In this chapter, we focus on discovering a neighbor node without any prior knowledge about its
location1 . We consider mobile nodes each with a highly directional FSO/RF transceiver mounted
on a head/arm. The head/arm is mechanically steerable with which the FSO/RF transceiver can
scan 360o . We also assume that there is no GPS or omni-directional RF link available to synchronize or exchange location information. That is, we assume that the nodes operate in-band and use
only the directional transceivers to discover each other. Both nodes operate in full-duplex mode.
The nodes rotate their transceivers with randomly chosen angular speeds. Each node starts a three
way handshake by sending a beacon message. Upon reception of a beacon, a node stops rotating
and complete the handshake. The main contribution of our work is to design and evaluate the first
protocol that enables two neighbors with directional full duplex transceivers to discover each other.
In particular, we:

• propose a method for nodes with directional transceivers to discover each other without any
knowledge of neighbor’s location;
• propose a protocol that chooses angular speed randomly and reinstates the speed after a
threshold time;
• prove that the proposed method helps discover a neighbor with high confidence within a
small amount of time;
• demonstrate through extensive simulations that the proposed mechanism works well for both
stationary and mobile setting;
1

An earlier version of this work was published in IEEE MILCOM 2016 [84].
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• demonstrate that the model can be extended to discover multiple neighbors; and
• prove the feasibility of the proposed mechanism with a prototype developed using off the
shelf hardware and electronic components.

The simulation results confirm that, with the proposed protocol, the average discovery time can
be as small as 6s for mobile nodes with divergence angle of 5o and 0.17s for mobile nodes with
divergence angle of 36o . The system prototype evaluation shows that on average, the neighbor
discovery takes 8.53s using transceivers of divergence angle 24o .
The rest of the chapter is organized as follows: The proposed methodology, theoretical analysis
and the algorithms are described in Section 3.1. Section 3.2 illustrates the simulation scenarios
and discusses the results. Section 3.3 provides the details of a proof of concept prototype and its
evaluation. Finally, Section 3.4 summarizes the chapter.

Figure 3.1: Schematic diagram of a full duplex directional transceiver
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3.1

3.1.1

Methodology

Problem statement and assumptions

We assume the following for our proposed model:

1. Full Duplex: The communication between the nodes is full-duplex.
2. Frequency: The discovery phase use in-band communication and does not require a separate
control channel.
3. Directional: Both the transmitter and the receiver of a node face towards the same direction
and rotate together as shown in Figure 3.1. The receiver can receive signal from a neighbor
that is within its main beam and the transmission beam of the neighbor must face towards
the receiver (Figure 3.2).
4. Gain: We consider that the nodes use highly directional transceivers with fixed beam width.
We consider very high transmission gain in the direction of the main lobe and zero gain
outside in the direction that is outside of main lobe.
5. Transceiver rotation: The nodes can rotate their transceivers using mechanically steerable
heads. While performing neighbor discovery, both nodes rotate in the same manner (both
clockwise/both counterclockwise).
6. Asynchronous algorithm: The nodes run the proposed algorithm in a distributed manner
without any synchronization mechanism.

22

Figure 3.2: Mandatory LOS for directional neighbor discovery

The proposed neighbor discovery protocol uses a three-way handshake for neighbor discovery
(Figure 3.3). A node rotates its transceiver at a randomly chosen constant angular speed and
transmits a Beacon or Hello message. If a node receives a Beacon message from its neighbor,
it stops rotating its transceiver and replies to the neighbor with a B-ACK message. The node
receiving the B-ACK message also stops rotating its transceiver and replies with an ACK message
to the neighbor denoting completion of neighbor discovery. The angular speed is chosen from an
optimal range such that it is fast enough for quick neighbor discovery and slow enough to allow the
three-way handshake to be complete. Also, the nodes reset this angular speed if neighbor discovery
is not successful after a given period of time. Upon completion of neighbor discovery, the nodes
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move to link maintenance phase as proposed in our earlier work [85].

3.1.2

Theoretical analysis

In this section, we investigate the probability of neighbor discovery within a bounded time. The
used symbols are listed in Table 3.1. Let us consider that the total time required to send Beacon,
receive B-ACK and then to send ACK is τ . It incorporates the transmission (ttran ), propagation
(tprop ) and processing (tproc ) delays at both ends. τ can be calculated as:

ttran =

Beaconsize + B − ACKsize + ACKsize
3 × datarate

τ = 3 × ttran + 3 × tprop + 2 × tproc

(3.1)

Now, tprop will vary with distance but we can consider a maximum propagation delay as the time
required for the signal to propagate within transmission range which is in the order of nano seconds.
tproc can also vary depending on the hardware and the work load on the processor at that moment.
Table 3.1: List of used symbols
Symbol
β
ωx
τ
θx
blx
bhx
α
Tα

Description
divergence angle of a transceiver
chosen angular speed of transceiver of node x
minimum time required to complete three-way handshake
initial angle at which x directs its transceiver
beam border in clockwise direction
beam border in anticlockwise direction
chosen statistical confidence
time required to have α confidence for neighbor discovery
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Figure 3.3: Timing diagram of 3-way handshake for full duplex transceiver
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Figure 3.4: Schema for neighbor discovery

Theorem 1. If the angular speed of either of the transceivers is greater than 2β/τ , neighbors
cannot be discovered.

Proof. Let us consider the case of two stationary nodes x and y as depicted in 3.4. The main
lobe is considered to be bordered by two angles namely lower border (bl ) which is the border in
the clockwise manner and higher border (bh ) which is the border in the anticlockwise manner as
shown in 3.4. A node can face its main lobe towards any direction θ ∈ [0o , 360o ). The beam
borders are at a distance of divergence angle (β) from the normal of the lobe. We base our model
with unit in radian denoted by c . The mathematical model is equally valid for degree unit where π
has to be replaced by 180o .
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At time t = t0 , x is facing its transceiver at an angle of θx and y is facing its transceiver at θy . Now,
we need to find out when x and y would be able to discover each other. It is obvious that the nodes
can discover each other if at a certain time x and y both face their transceivers towards each other
for at least τ amount of time. As it takes x’s beam 2β/ωx seconds to scan across y, the maximum
angular speed for x should not be more than 2β/τ so that the transceivers of x and y can hear each
other for at least τ amount of time. As shown in 3.4, lower beam border of x, blx , will reach aa0 in
(θx − β)/ωx seconds. Let’s say lxn and hnx denotes the time when blx and bhx respectively reaches the
LOS axis aa0 . Then:

(θx − β) + 2nπ
; n ∈ [0, 1, 2, ....]
ωx
(θx + β) + 2nπ
; n ∈ [0, 1, 2, ....]
=
ωx

lxn =

(3.2)

hnx

(3.3)

Similarly, for y, the beam borders will reach aa0 at:
(θy − β) + (2m − 1)π
; m ∈ [0, 1, 2, ....]
ωy
(θy + β) + (2m − 1)π
=
; m ∈ [0, 1, 2, ....]
ωy

lym =

(3.4)

hm
y

(3.5)

Thus, the discovery can be completed if for any value of n and m, the following condition is
satisfied

n m
min(hnx , hm
y ) − max(lx , ly ) ≥ τ

(3.6)

For successful neighbor discovery, the main beam of a node has to face its neighbor for at least τ
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time, i.e. ∀n hnx − lxn ≥ τ . Replacing these values from 3.2 and 3.3, we can derive that 2β/ωx ≥ τ .
Thus ωx ≤ 2β/τ . Similarly, we can prove that ωy ≤ 2β/τ . Thus, they can not discover each other
if any one of them has a angular speed greater than 2β/τ .
Theorem 2. If nodes x and y rotate their transceivers with same angular speed ω, then they can
be discovered iff

θx − 2β + ωτ ± π < θy < θx + 2β − ωτ ± π

(3.7)

where θx and θy are the initial orientation of nodes x and y w.r.t the LOS.

Proof. As shown in 3.4, θxl = θx − β, θxh = θx + β, θyl = θy − β and θyh = θy + β.
Case I: θx + π < θy . Then, blx will reach aa0 before bly does. Here, θxl will reach aa0 at t =
(θx − β)/ω seconds. θxh will reach aa0 at t = (θx + β)/ω seconds. Then, θyl has to reach aa0 before
t = (θx + β)/ω - τ . So, (θy − β)/ω < (θx + β)/ω − τ + π or, θy < θx + 2β − ωτ + π.
Case II: θx + π > θy . Then bly will be aligned with aa0 before bly . Then, θyh must leave aa0 only after
(θx − β)/ω + τ , which yields, θy > θx − 2β + ωτ + π. Thus, the condition for successful neighbor
discovery is,
θx − 2β + ωτ + π < θy < θx + 2β − ωτ + π
Similarly, we can prove that,

θx − 2β + ωτ − π < θy < θx + 2β − ωτ − π

Consolidating these two equations will yield (3.7).
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Lemma 1. The probability that the nodes discover each other increases as the tlcm increases,
where tlcm is the Least Common Multiple (LCM) of the time required for each of the transceivers’
full rotation.

Proof. The transceivers of nodes x and y will complete a circle in 2π/ωx and 2π/ωy seconds
respectively. Both nodes will come to same formation after every LCM(2π/ωx ,2π/ωy ) seconds.
So, we can say that the probability of discovery Pd is equal to the probability of discovery within
tlcm , plcm . Within this time, blx will touch aa0 nx times where,


tlcm
nx =
2π/ωx


(3.8)

where, tlcm = LCM (2π/ωx , 2π/ωy ). Let us assume that at time t1 , blx touches aa0 . If bly can
touch aa0 within

2β
ωx

− τ time, then it can receive the beacon and complete the handshake. So, for

a successful discovery bly can be at most at π + ωy ( ω2βx − τ ). Thus, we can write probability of
discovery in the first rotation p0 as
p0 =

ωy ( ω2βx − τ )
2π

(3.9)

Since, within tlcm time, the transceiver will rotate nx times, it will have as many chances to complete the discovery. So, probability of discover in tlcm can be written as:

p(tlcm ) = 1 − (1 − p0 )nx

(3.10)

where p(t) is the probability of discovery within time t.
Combining 3.8, 3.9 and 3.10, it is clear that if tlcm is high then the probability of detection is
high.
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3.1.3

Rotational Speed Reset Time

A node randomly chooses its transceiver’s rotational speed without any knowledge about its neighbor’s location or rotational speed. Now, for some combinations of the rotational speeds of a pair
of neighboring nodes, the discovery time can be very high (for an example if they choose equal
speed). Therefore, if a node does not discover its neighbor within a given time period it resets its
rotational speed.
Let pt (ωmin , ωmax ) be the probability of discovery within time t where ωmin and ωmax are the lower
and the upper limit of choosing the angular speed ωx and ωy . Since having a strict range (0, 2β/τ )
for choosing a rotational speed may not be optimal, the range is chosen as [ωmin , ωmax ] at the
starting of the neighbor discovery phase. Let α ∈ (0, 1) be a statistical significance for neighbor
discovery (i.e., the probability of neighbor not being discovered is α). Then under the base model
assumption, we can find out the time required, Tα , to ensure the probability of neighbor discovery
of at least 1 − α.

Tα (ωmin , ωmax ) = min t

(3.11)

s.t. Pt (ωmin , ωmax ) ≥ 1 − α

Now, for a given α, the optimal values for Tα can be observed as:

Tαopt =

min

ωmin ,ωmax

Tα (ωmin , ωmax )
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(3.12)

s.t. ωmin ∈ [0, 2β/τ )
ωmax ∈ (0, 2β/τ ]
ωmin < ωmax

Now, from the optimal value of ωmin and ωmax are:

opt
ωmin
= arg min(Tα (ωmin , ωmax ))

(3.13)

opt
ωmax
= arg min(Tα (ωmin , ωmax ))

(3.14)

ωmin

ωmax

The mathematical model for obtaining P(discovery) within a given time, resembles a continuous
space markov chain as the initial position for the nodes are in [0, 360). We observed the effect
of ωmin , ωmax on Tα through rigorous simulations. The simulation results are discussed in Section 3.2.1.3.

3.1.4

Randomized Neighbor Discovery

Algorithm 1 presents the steps of neighbor discovery, whereas Figure 3.5 illustrates the state diagram of a node. The main idea behind this algorithm is to rotate the transceivers in a steady speed
ω and if the neighbor is not discovered within a given amount of time then ω is changed.
As the first step, a node chooses an optimal confidence level, α, given β and τ . The optimal value
of α is observed through simulation described in Section 3.2.2. The node uses 3.12 to determine
optimal values for ωmin and ωmax and randomly selects an angular speed from (ωmin , ωmax ). At
this point the node can forecast that within Tα seconds the neighbor can be discovered with a
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probability greater than 1 − α. A timeout value is set as the current time with addition to Tα .
Now, the node starts rotating its transceiver clockwise and sends beacon messages. Since we
are considering full duplex communication, the node can receive beacon from the neighbor while
transmitting beacons. If a beacon is successfully received from the neighbor node, it stops rotating
its transceiver and sends an B-ACK message. Similarly, if B-ACK is received from a neighbor,
it stops rotating and sends a ACK message to denote completion of the three-way handshaking.
The node transitions to link maintenance phase after successful completion of the handshaking.
If neither B-ACK nor a beacon is received, the node keeps transmitting beacon messages while
maintaining the angular speed. If the handshaking procedure is not complete during the timeout
interval, the node changes to a new rotational speed for the transceivers. This new rotational speed
is again randomly picked from (ωmin , ωmax ).
Algorithm 1 Algorithm for neighbor discovery
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:

{Choose optimal confidence level α}
{Determine ωmin and ωmax from the optimal point}
{Choose an random angular speed ω ∈ (ωmin , ωmax ) }
{Choose an random angular speed ω ∈ (ωmin , ωmax ) T imeout ← current time + Tα }
{Start rotating the transceiver with ω}
{Send the Beacon }
if Beacon received from other node then
stop rotating and send B-ACK
else if ACK received from neighbor then
stop rotating send ACK
Start link maintenance phase
else if current time > T imeout then
Goto step 3
else
Goto step 6
end if

32

Figure 3.5: State transition diagram

3.2

Simulations and results

In this section, we describe the simulations using Python and MATLAB to analyze the effectiveness
of the proposed neighbor discovery algorithm. In the next section we present the prototype and
experiment results with the prototype. For simulation, we considered both stationary (both nodes
stationary) and mobile (one or both nodes mobile) scenarios. We assumed the nodes to be in
the transmission range (100m) of each other. Different divergence angles (3o , 5o , 7.5o , 12o ) were
considered for the simulations.
We consider the MAC layer frame structure of the nodes to be similar to that of WiFi. Figure 3.6
illustrates the MAC layer frame structure of the nodes, which is similar to that of WiFi. A frame
consists of preamble, header, payload (data) and CRC field. For the three handshaking messages
(Beacon, B-ACK and ACK) of the neighbor discovery protocol can be distinguished by the Type
field of the header. For these three messages the payload size is zero. In this case, frame size is
considered to be 38 bytes long. Considering 1 Mbps data rate, the transmission time for one packet
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is 304 µs. Since, propagation delay is negligible compared to other delays, the value of τ can be
determined from (3.1) as: τ = 3× 304 + 2× 100 = 1112 µ s.

Figure 3.6: MAC layer frame structure

3.2.1

3.2.1.1

Both nodes stationary

Obtaining statistical significance α

As the first step, we run a pilot simulation to see if neighbor discovery can be achieved within
a short time with high confidence. Note that, here the nodes do not apply periodic reset of the
angular speed. In every simulation, the nodes are initialized with their initial transceiver orientation
randomly chosen from [0, 360)o . Also, each node randomly chooses its rotational speed from
[0, 360) o /s. The simulation monitors when the two nodes discover each other. This simulation is
repeated 1,000,000 times to obtain reliable results. Here, the packet processing time is considered
to be 100 µs. Figure 3.7 plots the probability of neighbor discovery within a given time. Here, xaxis represents time spent in seconds and y-axis represents the cumulative probability of neighbor
discovery within time t. Four divergence angles of transceivers are being considered here. It is
clear from the figure that the higher the divergence angle, the lower the amount of time is required
for neighbor discovery. Note that, for some cases the neighbor discovery might never happen (for
example if both the nodes choose same angular speed). In this case, the time taken for discovery
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will be ∞. Thus, the cumulative distribution function will never reach 1. We can see that the
neighbor can be discovered with a probability > 0.9 within a short period of time. However,
to obtain a discovery probability of 0.95, a node needs significantly longer period of time. This
necessitates the periodic reset of the angular speed.

Cumulative probability of discovery in t
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0.8

0.6

0.4
β = 3o
β = 5o
β = 7.5o
β = 12o

0.2
0

20

40
60
Time spent (t) in seconds

80

100

Figure 3.7: Cumulative probability of discovery within a time t

3.2.1.2

Effect of packet processing delay

Figure 3.8 depicts the effect of packet processing delay on the performance of the neighbor discovery protocol. Here, x-axis represents the processing delay in µs and y-axis represents the rotational
speed reset time that is required to obtain 0.1 confidence (T0.1 ), i.e. neighbor discovery probability
of 0.9. For each set of parameters the simulation is repeated 1,000,000 times to obtain reliable
results. At each simulation a node chooses an angular speed, ω ∈ (0, 2β/τ ), where τ is calculated
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according to (3.1). We can clearly see that for a very narrow beam transceiver (β = 3o ), an increase in the processing time significantly increases the reset time; thus, increasing the neighbor
discovery time. For transceivers with wider beam (β = 5o or 7.5o or 12o ), the increase in reset time
as the processing delay increases is less significant.
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Figure 3.8: Time required to obtain 90% probability of discovery

3.2.1.3

Choosing optimal ωmin and ωmax

Figure 3.9 illustrates the effect of choosing different range of the angular speed. Here the results are
plotted for two different values of divergent angle and three different ranges of the angular speed.
It is very clear from the picture that choosing a hard range of (0, 2β/τ ) does not provide optimal
result as probability of discovery is lower in this case than that for the range of (0.25 2β
, 0.75 2β
).
τ
τ
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Figure 3.9: Example of the effect of different ωmin and ωmax

In this section, the simulation is intended to obtain optimal values of ωmin and ωmax as a function
of β, τ and α. The processing time is 100 µs and τ is calculated as in (3.1). Simulations are
performed with different values of α. Figure 3.10 presents the relationship between the range
of angular speeds (ωmin , ωmax ) and the time required for neighbor discovery with probability of
0.95 or α = 0.05. Note that, in this plot both ωmin and ωmax are chosen from [0, 2β/τ ]. The
results demonstrate that Tα is a concave function with respect to ωmin and ωmax . We found that
ωmin = 0.25×2β/τ and ωmax = 0.75×2β/τ provides the optimal point (Tαopt ). Table 3.2 provides
the obtained Tαopt for different values of α and β.

37

Figure 3.10: Depiction of optimal Tα for β = 3o

3.2.2

Both nodes mobile

Here, we consider both nodes to be mobile. The nodes’ initial positions, speed (between 0-2.5m/s)
and transceiver orientation are randomly chosen. The divergence angle β is chosen as 5o . The
simulator assumes a packet processing delay of 100 µs. The transceivers use Algorithm 1 for
discovering the neighbor. Note that Tαopt is chosen from Table 3.2 and used as the rotational speed
reset time. The simulation results are plotted in Figure 3.11. Here x-axis denotes the chosen
confidence level α and y-axis denotes the average time required to complete neighbor discovery.
The figure also depicts 95% confidence interval of the time required for neighbor discovery. It can
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be observed from the figure that at α = 0.06, the average neighbor discovery time is the lowest.
So, for β = 5o and processing delay of 100 µs, the optimal α = 0.06.
Table 3.2: Tαopt in seconds for different α and β

α

o

0.1
0.09
0.08
0.07
0.06
0.05
0.04
0.03
0.02
0.01

β=3
19.0
20.0
22.0
25.0
29.0
33.0
40.0
51.0
74.0
100.0

3.2.3

o

β=5
7.0
8.0
8.0
9.0
10.0
12.0
15.0
20.0
28.0
51.0

Tαopt
β = 7.5o
3.0
4.0
4.0
4.0
5.0
6.0
7.0
9.0
13.0
23.0

β = 12o
2.0
2.0
2.0
2.0
2.0
3.0
3.0
4.0
5.0
10.0

Discovering multiple neighbors

We extended the evaluation of the proposed method further by performing simulations considering
the discovery of multiple neighbor nodes. In this scenario, we varied the number of neighbor nodes,
all other parameters are kept same as in Section 3.2.2. We do not consider gossip-based neighbor
discovery, where, if two nodes X and Y discover each other, and two nodes X and Z discover
each other then X can convey the location information of Y and Z. In this way, Y and Z can find
themselves very fast. In our simulations, each node discovers its neighbors using only the method
described in 2 with a minor variation. In the case of 2, a node stops rotating its transceiver head
upon discovering the neighbor. However, when discovering multiple neighbors, it stops rotating
its head only upon discovering all the neighbors.
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Figure 3.11: Average discovery time for mobile nodes with β = 5o .

Figure 3.12 shows the cumulative probability of neighbor discovery within time t. Here, 2 nodes
mean there are 2 nodes in the environment, thus, each node has only one neighbor to discover.
Similarly, in the 10 nodes scenario, each node has to discover 9 neighbors. It is clear from the
figure that the probability of discovering one neighbor is very high compared to the probability of
discovering multiple neighbors within a given time period. However, the simulation confirms that
within 100s, 10 nodes can discover each other ≈ 95% of the time. The average duration needed
to discover multiple nodes is plotted in Figure 3.13. The simulation is carried out for multiple
divergence angle: β = 3o to β = 12o . A divergence angle of 3o means a very narrow beamwidth.
We can see that for this case also, 50 neighbors can be discovered within 60s. For a wider beam
such as β = 12o , 50 nodes can be discovered within 12s. Thus, wider bandwidth increases the
probability of neighbor discovery.
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Figure 3.12: CDF of discovery for multiple nodes with β = 5o

3.2.4

Comparison with state-of-the-art schemes

As mentioned earlier, most of the prior work consider half-duplex (HD) mode of operation for
neighbor discovery. In this dissertation, we consider the transceivers to be capable of full-duplex
(FD) communication. But, our proposed neighbor discovery algorithm also works when the
transceivers are in HD mode. In the HD scenario, a node alternates between transmission and
reception modes. We assumed each node to be in transmission mode for Ttx amount of time and
in reception mode for Trx amount of time. Here Trx = ttran + 2tprop + tproc . Assuming very small
propagation time tprop (in the order of ns) compared to transmission time ttran and processing time
tproc (in the order of 100 µs), the equation can be written as Trx = ttran + tproc . Considering two
nodes A and B, for successful transfer of a packet, when A is in transmission mode, B must be in
reception mode or vice versa. So, we can present the probability of successful transfer of a packet
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P (ST ) as:

P (ST ) =

P (A in transmission and B in reception)
+P (B in transmission and A in reception)

=

2 × P (A in transmission) × P (B in reception)

=

2×

=
=

Ttx
Trx
×
Ttx + Trx Ttx + Trx
ttran
ttran + tproc
2×
×
2 × ttran + tproc 2ttran + tproc
2ttran (ttran + tproc )
(2ttran + tproc )2

(3.15)

Using the values ttran = 305µs and tproc = 100µs, P (ST ) ≈ 0.48979.

We also compare our proposed neighbor discovery scheme with two state-of-the-art methods
namely, oblivious directional neighbor discovery algorithm (OB) [57] and hunting-based directional neighbor discovery algorithm (HB) [58]. In OB, a directional sequence is generated for each
node using Chinese remainder theorem. All nodes follow this sequence to point their directional
transceivers to different directions. In HB, each node rotates continuously to scan for neighbors.
The speed of angular rotation is chosen in such way to maximize the probability of discovery.
Angular speed, while in transmission mode and reception mode are differentt. A node stays in
transmission mode for enough time that ensures discovery if the other node is in reception mode.
A node alters its mode after a long period of time. A pair of nodes are in complementary modes
(one in transmission, another in reception) after a time duration which is proportional to the length
of the binary digits representing their unique identifiers. In [57] and [58], packet processing time
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was not considered while calculating neighbor discovery times and two-way handhsake method
was assumed. For fair comparison, we consider three-way handshake and non-zero transmission
and processing times in the simulations for both OB and HB, and our proposed method FD.

Average t im e t aken t o discover all neighbors
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Figure 3.13: Average time taken to discover multiple neighbors. The bars represent 95% confidence interval.

In Figure 3.14, we compare the average neighbor discovery times achieved using our proposed algorithm with those achieved using OB and HB. We also compare the performance of our algorithm
using half-duplex (HD) and full-duplex mode (FD). We can observe that, our proposed algorithm
performs better using full-duplex (F D) than half-duplex mode (HD). For example, when β = 36o ,
average discovery time is 0.31s for HD and 0.18s for FD. Also, we can see that, the average discovery times achieved using our algorithm is less than those achieved using the state-of-the-art
methods. The inner box shows the results with both x and y axes in logarithmic scale.
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Figure 3.14: Average neighbor discovery time for different divergence angles

3.3

Experimental Evaluation

We have evaluated the effectiveness of our mechanism using a prototype built using off-the-shelf
hardware and electronic components. In this section, we describe the system architecture of the
prototype and present the experimental evaluation of our directional neighbor discovery method.
For reader’s convenience, a video demonstration depicting the prototype functionality is presented
in [86].

3.3.1

System architecture

We had designed and built a prototype of the mobile node with a mechanically steerable FSO
transceiver for our earlier work in [4]. We use the same prototype to perform experimental evaluation of the proposed neighbor discovery protocol. A brief description of the prototype is provided
in this section. A detailed description of the original prototype can be found in [4].
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We used commercially available off-the-shelf electronic components to build the prototype of the
mobile node. Figure 3.15 shows the block diagram of the prototype system architecture and 3.16
shows the different parts of the prototype, which are: a robot car, a mechanically steerable head,
and an IR transceiver. These parts are controlled by a Raspberry Pi [87] using separate threads:
head control, car control, and transmit or receive data.

Figure 3.15: Prototype system architecture block diagram
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Figure 3.16: Bird’s eye view of the prototype

3.3.1.1

Robot car and steerable head

We used the Emgreat 4-wheel Robot Smart Car Chassis Kits car [88] as the mobile node. The
car is four-wheel drive with dimensions 25×15cm and has carrying capacity of about 1kg. Its
maximum speed is 40m/min. There are four motors each attached to a wheel that propel the car
forward. The gate of a MOSFET is connected to a General-Purpose Input-Output (GPIO) pin on
the Raspberry Pi where a pulse width modulated (PWM) signal is sent. By varying the duty cycle
of this signal, the rotational velocity of the wheels can be controlled. As the steerable head, we
used the Aluminum Robot Turntable Swivel Base [89], on which we mounted the IR transceiver.
It is run by a servo motor. The swivel base consists of two rings, an outer ring, to which the servo
is bolted to, and an inner ring, on which the gear is mounted, allowing for its controlled rotation.
An op-amp was added to amplify the PWM signal from the Raspberry Pi GPIO pins, to achieve
the required high voltage signal to run the servo motors.
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Figure 3.17: Different threads running in the prototype

3.3.1.2

Transceiver circuit

We used IrDA2 Click [90] as the transceiver. It supports IrDA speeds up to 115.2Kbit/s. Integrated
within the transceiver module are a photo pin diode, an infrared emitter (IRED), and a low-power
control IC to provide a total front-end solution in a single package. This device covers the full
IrDA range of 3m using the internal intensity control. The IRED has peak emission wavelength of
900nm and the angle of half intensity is ±24o .
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3.3.1.3

Synchronization and message passing

We performed experiments in two scenarios. In one scenario, we kept both nodes (Node A and
Node B) stationary. In the other scenario, we kept Node A stationary and Node B mobile. Since
the available IrDA2-click transceivers works in half-duplex mode, we considered Node A as the
slave and Node B as the master. Node B sends a search signal and Node A keeps listening for it
to discover each other. It is worthy to mention that, in case of full duplex communication, both
transceivers can transmit and listen at the same time. Thus, the experiments carried out with this
prototype will be valid for full duplex transceivers also.
The two nodes are kept in different random positions but within the communication range of each
other’s transceivers. We start by launching the programs in the Nodes’ Raspberry Pis. This initializes the GPIO pins and configures specific pins to be used as input/output for the various sensors
and controller signals. Then, Node A generates three threads: one for head control (Figure 3.17b),
one for packet transmission and another for packet reception (Figure 3.17d). Node B generates
three (stationary scenario) or four (mobile scenario) separate threads: one for packet transmission
(Figure 3.17c), one for packet reception, one for car control (Figure 3.17a) and one for head control. The car control thread in Node B periodically sends a PWM signal to the GPIO pins that runs
the wheels. The head control thread performs the head rotation. The transmission and reception
threads are used for transmitting and receiving packets respectively. Node B continuously rotates
its head and sends “Hello” packets. After each “Hello” packet, it listens for an acknowledgment
“HelloACK” from neighbor Node A for 50ms. This delay can be reduced but in the prototype, we
found it to be optimal with the current set of hardware. The sender waits during this time period
for a reply from the receiver. After 50ms, it sends the next “Hello” packet. On the other hand,
Node A keeps listening for the “Hello” packet. Upon receiving the “Hello” packet, it responds
with a “HelloACK” packet and starts listening again for an acknowledgment “ACK” from Node
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B. When Node B receives the “HelloACK”, it responds with “ACK”, stops rotating its head and
does not send any more packets (and stops moving if it was mobile). And as soon as this “ACK”
is received by Node A, it also stops rotating its head, thus completing the neighbor discovery.

3.3.1.4

System limitations

The servo motors used to rotate the heads could only perform a 180o rotation. So, we emulated the
181o to 360o rotation by rotating the heads in the opposite direction from 179o to 0o , once it reached
180o . We always kept the nodes within 0o − 180o scanning area of each other and made sure they
did not transmit or receive packets during the 179o − 0o rotation. Also, the data transmission and
reception in the two nodes were not solely performed by the Raspberry Pis. We placed an Arduino
between the IrDA2 transceiver and the Raspberry Pi. The IrDA2 is connected to an Arduino using
an Arduino shield. The Arduino along with the IrDA2 transceiver are mounted on the inner ring of
the rotating head. The Arduino is introduced as a buffer between the IrDA chip and the Raspberry
Pi’s GPIO pins. While building the prototype, we found out that the Raspberry Pi has a hardware
glitch when trying to communicate using UART. Every transmitting packet was being preceded by
an unintentional high bit. When using the UART directly with the IrDA chip, this unintentional
bit was being interpreted as a start signal. The packet being read by the IrDA from the Raspberry
Pi was then incorrect. Due to the short duration of the bit, the Arduino does not read the bit as a
start bit and ignores the unintentional start bit. By using the Arduino as a buffer between IRDA
and the Raspberry Pi, the unintentional start bit is filtered out and the correct packet is transmitted
and received through the IR transceivers.
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(a) Initial Orientation

(b) After neighbor discovery

Figure 3.18: A snapshot of the experiment

3.3.2

Experimental results

As the first step, we measure the transmission time needed for the packets. Note that the measured
time includes the delay caused by the Arduino board and internal processing time at Raspberry
Pi. We took 1000 samples and the average transmission time is measured as 48.44 µs. The next
parameter we measured is the processing time as 1078.73 µs. The processing times varies heavily
with the working load on the Raspberry Pi. This delay can be significantly reduced using a newer
version of the Raspberry Pi that provides higher processing power. We conducted experiments in
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two different setups: 1) the nodes are static and 2) one of the nodes is moving. In the subsequent
sections, we describe the experiment results.

Cumulative probability of discovery in t

1.0
0.9
0.8
0.7
0.6
0.5
0.4

Simulation

0.3

ωmax = 140 o /s
ωmax = 100 o /s
ωmax = 60 o /s

0.2
0.1

0

20

40
60
Time spent (t) in seconds

80

100

Figure 3.19: CDF of discovery within time t for experiments with the prototype with different
maximum rotation speed.

3.3.2.1

Static scenario

Figure 3.18 provides a snapshot of the experiment. In the figures, we have depicted the transceivers
with imaginary gain patterns for better visualization. Nodes A and B are placed at random positions
and are unaware of each other’s position. Their transceivers are randomly oriented at the start, as
can be seen in Figure 3.18a. Then they follow the neighbor discovery algorithm described in 2
with an exception. In the algorithm, each node chooses an angular speed ω, from the optimal
values (section 3.1.3). Unfortunately, the steerable head of our prototype can not support such
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high speed. So, in the experiments, it chooses ω ∈ (0, 140o /s]. After the successful neighbor
discovery, both nodes stop rotating their heads, and the orientation after discovery LOS can be

Average neighbor discovery time (seconds)

seen in Figure 3.18b.
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Figure 3.20: Average neighbor discovery time for the prototype while varying the maximum rotational speed.

In this experimental setup, the transceivers nodes are kept at a distance of 2m. We repeated the experiment 100 times to obtain reliable results. During each run of the experiment, the nodes choose
their initial head orientations randomly. Since the maximum ideal rotational speed ωmax , as in
Algorithm 1, can not be obtained by the prototype, We conducted the experiment for three feasible
values of ωmax : 600 /s, 1000 /s and 1400 /s. Figure 3.19 provides the cumulative probability of
discovery within time t. It can be seen that, the discovery time taken is very large compared to
the ideal simulation. his limitation is due to that fact that the transceiver head does not rotate with
the desired speed. The speed also varies with the battery power. We can also observer that, the
probability of neighbor discovery increases with increase in the maximum rotational speed (ωmax )
of the transceiver heads. Again, from Figure 3.20, can clearly see that with a higher rotational
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speed, the nodes can discover each other faster. However, despite the limitation of head rotational
speed, on average the nodes can discover each other within ≈ 8.53s.

Figure 3.21: Setup for Experiments with mobile node

3.3.2.2

Mobile scenario

In this setup, we tested the feasibility of the proposed neighbor discovery method for mobile nodes.
The test arena is depicted in Figure 3.21. One node is stationary, while the other moves as can
be seen in the prototype video [86]. Both nodes follow the neighbor discovery protocol described
earlier with the limitation that the transceivers can rotate with a maximum angular speed of 140o /s.
In this experiment, the mobile node stops moving after the 3-way handshake is complete. Since
the nodes are unaware of the neighbor’s location, they start with a random initial orientation. The
discovery time is measured as the time between the start of the search operation of the mobile node
and the completion of the three-way handshake.
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Figure 3.22: Experiment results for mobile nodes. Here the bars indicate the time taken for discovery for each experiment. The yellow and cyan regions indicate the standard deviation and the
90% confidence intervals respectively.

Figure 3.22 displays the discovery times achieved from the conducted experiments. The X axis
denotes the particular experiment number, and the bar length or Y axis indicates the time taken
for discovery. The average time for discovery is measured as 8.52s. The standard deviation is
calculated as 4.43. In Figure 3.22, the cyan region indicates the 90% confidence interval of the
neighbor discovery time.

3.4

Summary

We proposed a novel approach for discovering neighbors via line-of-sight (LOS) directional links
in both stationary and mobile scenarios. We assumed that, the nodes do not have any prior information about their neighbors’ locations. We considered nodes equipped with a mechanically
steerable head/arm on which a highly directional FSO or RF transceiver is mounted. There is no
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other additional omnidirectional communication link available to the nodes. The nodes rotate the
transceivers and send search signals to discover the neighbors. We proposed a method for finding
optimal rotational speeds for the node’s heads mounted with transceivers. Through extensive simulations and real prototype experiments, we showed that the nodes could discover each other within
a reasonable period of time. We also evaluated how the directional neighbor discovery protocol
would perform when there are multiple neighbors.
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CHAPTER 4: LOS DISCOVERY IN A 3D WIRELESS AD HOC
NETWORK

In this chapter, we propose a novel method for neighbor discovery and establishing a communication link between two nodes hovering in 3D space (Figure 4.1)1 . We assume that each node
is equipped with a highly directional FSO/RF transceiver mounted on a mechanically steerable
spherical head. Thus, the transceivers can be steered for scanning 360o in the horizontal plane and
360o in the vertical plane. Further, we assume that there is no GPS available for exchanging location information. We show that using the mechanical steering capability to control the rotation of
the transceivers, the problem of neighbor discovery or detection of LOS for link establishment can
be dealt with effectively. We assume the availability of an omni-directional RF link (or a beacon
from a base station), using which the nodes can synchronize the search for each other. Once the
synchronization is complete, the nodes operate in-band and only use the directional transceivers to
discover each other.

X

Figure 4.1: Schema of UAVs communicating with directional antennas

1

An earlier version of this work was published in IEEE MILCOM 2016 [91].
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The basic idea for our neighbor discovery approach is to rotate the transceivers of each node with
a given angular speed. One node (Master) starts a three-way handshake by sending a Beacon
message and the other node (Slave) waits for the Beacon message. Upon reception of the Beacon,
the slave node stops rotating its transceiver and sends an acknowledgment (B-ACK). When the
master receives the B-ACK, it also stops scanning and sends an ACK message completing the
handshake.
Contributions
The main contributions and novelties of this chapter are as follows:

• A novel method for two nodes in a 3D environment to discover each other without any
knowledge of the neighbor’s location using only one highly directional transceiver each and
an additional omni-directional link (or a base station periodically sending beacons) for initial
synchronization.
• A modified helical path to scan the surrounding 3D space.
• A prototype to evaluate the performance of the proposed discovery method.
• Illustration through simulations and real test-bed experiments that the proposed technique
helps complete neighbor discovery within acceptably small amount of time.

Key Insights

• We observed from the simulations that fully in-band neighbor discovery is possible within
0.36 seconds if the divergence angle of the transceiver is 20o and the angular speed is 300
rpm (rotations per minute).
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• We also observed from the simulations that the ideal value of the angular speed is 1.5 × ωs ,
where ωs is the sufficient value of angular speed that ensures neighbor discovery within one
complete scan of the surrounding 3D space.
• From the experiments, we observed that a quadcopter on the ground can discover another
hovering quadcopter within 2.75 seconds when the angular speed of the transceivers are
180o /s and divergence angle of 24o .
• We observed that, 33 nodes can all discover each other within 3.96 seconds with transceivers
of divergence angle of 25o and angular speed of 300 rpm .

The rest of the chapter is organized as follows: The proposed methodology, theoretical analysis and
the algorithms are described in Section 4.1. In Section 4.2, we illustrate the simulation scenarios
and discuss the results. We provide the details of the proof-of-concept prototype and analyze the
experimental results in Section 4.3. Finally, we summarize and conclude the chapter in Section
4.4.

4.1

4.1.1

Theory

Assumptions

We make the following assumptions for our proposed directional neighbor discovery model:

i) Mode: The mode of communication between the nodes can be either half-duplex or fullduplex. We considered half-duplex communications for this work.
ii) Nodes in 3D: The nodes hover in 3D space and are within the communication range of each
other.
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iii) Directional: Both the transmitter and the receiver of a node are directional and face towards
the same direction and rotate together. The receiver can receive signal from a neighbor that is
within its main beam and the transmission beam of the neighbor must face towards it.
iv) Transceiver rotation: The nodes can rotate their transceivers 360o in the horizontal plane and
360o in the vertical plane using mechanically steerable heads.
v) Supplementary channel: At the start of the discovery phase an additional omni-directional
RF channel is used. The nodes are not equipped with any location tracking device such as
GPS.

4.1.2

Transceiver Rotation in 3D space

As the distance between the transmitter and receiver of a node is very small compared to the
communication range, we use one beam pattern to indicate both the transmission and field-of-view
areas. Figure 4.2 shows such a beam. We approximate the beam with a cone of height r and radius
r tan β, where r is the maximum communication range of the transceiver and β is the divergence
angle (half angle from the axis of propagation) for transmissions. The angle of field-of-view is 2β
for receptions. The orientation of the beam is denoted by r, θ, φ. In this paper, we shall use the
Polar and Cartesian coordinates interchangeably and the corresponding conversion rules are given
below.


p



r
=
x2 + y 2 + z 2




θ = arccos(z/r)






φ = arctan(y/x)

⇔
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x = r sin θ cos φ




y = r sin θ sin φ






z = r cos θ

(4.1)

Figure 4.2: Orientation of directional antenna in 3D sphere

4.1.3

Neighbor Discovery

As stated earlier, we consider two nodes hovering in 3D space. There are two main stages in the
proposed neighbor discovery method: i) initialization and ii) 3D scanning. We briefly describe the
two stages below.

4.1.3.1

Initialization

In the initialization stage, the nodes use their omni-directional transceivers to find the existence
of a neighbor node through a common RF channel (very low data rate compared to directional
transceivers). Since we consider the absence of GPS, the nodes do not know their location and
hence cannot share their location information to each other. In this stage, the nodes agree on a
starting time for the 3D scanning stage to synchronize the discovery process (Figure 4.4). More-
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over, one of the nodes (master) agree to only transmit Beacon messages, the other one agrees to act
as a receiver (slave). This can be done by having each node randomly pick a number and follow a
tie-breaking rule, e.g., whomever picked a smaller number gets to be the master. The master node
then starts the 3D scanning with its transceiver facing in the upward direction (φ = 0o , θ = 0o ).
The slave node faces its transceiver downward (φ = 0o , θ = 180o ) at the start of 3D scanning.
The nodes decide to rotate their transceivers at the same angular speed of ω in the same direction
on the horizontal plane.

4.1.3.2

3D Scanning

In this stage, the nodes use only their directional very high data rate RF/FSO transceivers for LOS
discovery. The master node starts the 3D scanning by rotating its transceiver following a modified
spiral path (explained in Section 4.1.4) as shown in Figure 4.3a. While rotating the transceiver,
it sends a Beacon message periodically. The slave node also rotates its transceiver in a similar
modified spiral path starting from the bottom end of the sphere. It waits for a Beacon message to
arrive from the master node. Once a Beacon message is received, it stops rotating its transceiver and
sends an acknowledgment message (B-ACK) to the master. Upon receiving the B-ACK message,
the master also stops rotating its transceiver and does not send Beacon messages. It sends an
ACK message to the slave completing the three-way handshake (Figure 4.4). This completes the
neighbor discovery and a communication link is established between the nodes.
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(a) Spiral path
(b) Side view

(c) Beam Cross Section

Figure 4.3: Depiction of beam scan trajectory

4.1.4

Modified Helix Movement

To make the motor rotation smooth, we consider the transceiver beams to rotate in a spiral pattern
and scanning in the 3D space for discovering the LOS between neighbor nodes. Figure 4.3a illustrates a sample path taken by the beam. The dotted blue line denotes the path of the normal of the
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beam. We consider the range of the beam to be the radius of the sphere created by the modified
spiral. We can simply imagine the idea of covering a tennis ball with a narrow tape. In that case,
the width of the tape is same as the diameter of the transceiver beam. For better coverage, the
distance between two lines in Figure 4.3a should be equal for all the lines.

Figure 4.4: Timing diagram of neighbor discovery

Figure 5.3a provides a side view of the transceiver beam. Figure 5.3b provides the 2D projection
of the cross section of the beam in vertical (θ) and horizontal (φ) planes. Assume that at some time
t, the normal of the beam is directed at point e. The path or trajectory of the normal is plotted in
the picture. As the beam normal is rotating in a spiral, the path taken by the beam in the upper
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floor of the spiral is also plotted in the picture. As the beam moves from right to left (from h to
g) in a continuous motion, a point within the square abcd will be inside the circle with origin at e
for a longer period of time, compared to a point lying outside the square abcd but within the circle
with origin at e. Thus, the width of the coverage of the beam movement (γ) can be calculated as
follows:

2γ 2 = (2β)2 ⇒ γ =

√

2β

(4.2)

As we have determined the width of the coverage, the number of rotations of the spiral (n) can be
determined as:

n=

π
π
=√
γ
2β

(4.3)

With n rotations, the whole 3D space will be scanned and if there is a neighbor within the communication range, it could be discovered during this 3D scan.

4.1.4.1

Rotational speed

We have found the trajectory to be followed by the transceiver beam to scan the whole 3D space.
Now, we need to consider the angular speed of the transceiver so as to maximize the probability of
neighbor discovery during the 3D scan. The maximum angular speed will be limited by the time
required to complete 3-way handshake. Let us consider that the total time required to send Beacon,
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receive B-ACK and then to send ACK is τ . Incorporating transmission delay (ttran ), propagation
delay (tprop ) and processing delay (tproc ) at both ends. τ can be calculated as:

ttran =

Beacon size + B-ACK size + ACK size
data rate

τ = ttran + 3 × tprop + 2 × tproc

(4.4)

tprop will vary with distance between the nodes but we can consider a maximum propagation delay
as the time required for the signal to propagate within transmission range which is in the order of
nano seconds. tproc can also vary depending on the hardware and the workload on the processor at
that moment.
From Figure 5.3b, we can establish a relationship between the maximum angular speed the 3way handshake time. If the neighbor node lies anywhere inside the abcd square, the nodes will
have

γ
ω

time to face each other. But, when they start facing each other the master may not start

transmitting Beacon immediately, rather since the master may still have been transmitting the last
Beacon. So, to assure that the nodes discover each other successfully, the time they face each other
must be greater than 2τ . Although the necessary condition for discovery is γ/ω ≥ τ , the sufficient
condition will be::

γ
β
≥ 2τ ⇒ ω ≤ √
ω
2τ

(4.5)

Since the nodes synchronize themselves at the beginning and rotate the transceivers with same
angular speed ω, they will be able to discover themselves as long as (4.5) holds true.
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Theorem 3. If two nodes are within the communication range r, then they will be able to discover
each other within one complete scan of their respective surrounding spherical volume with radius
r as long as (4.5) holds.

Proof. We prove this by contradiction. Let us assume that two nodes A (master) and B (slave)
are within the communication range of each other and follow the proposed neighbor discovery
method. Then there are only 3 possible scenarios which can result in the nodes not discovering
each other:

(i) B is not covered by A’s transmitting beam.
(ii) B is covered by A’s transmitting beam but they do not have enough time to complete the
three-way handshake.
(iii) When A’s transceiver is pointing towards B, B’s transceiver is not pointing towards A.

Let us first look at Figure 5.3b. The path of the beam’s normal follows the gh line. The θ and φ
coordinates have a range between [−π,π]. For a point to be not covered by the transmitting beam,
it must be located at a point further than β from the line gh (i.e., outside the circle centered at e).
Now, we know that, the distance between two paths like ab and cd is π/n, which (from (4.3)) is
less than 2β. As the distance between two such lines is less than 2β, a point cannot be at a distance
more than β from line gh. Thus, (i) is not possible.
Now, a node within the area abcd will have at least

√β
2ω

amount of time for completing the three-

way handshake. From (4.5), we know that the nodes will have at least τ amount of time for
completing the discovery. Thus, (ii) is also not possible.
If (i) and (ii) are not possible, then the only possibility for the nodes to not discover each other is
if they were not synchronized with each other. Let us assume node B is at (θ0 , φ0 ) with reference
66

to A. Since nodes A and B synchronize with each other in the initialization phase, then, when A
faces to (θ0 , φ0 ), B faces (θ0 + π, φ0 + π). So, both nodes point their respective transceivers towards
each other at the same time. Thus, (iii) is not possible as well.

4.1.4.2

Suitable Modified Helix Equation

We have discussed the working principle of the beam scanning and the transceiver rotation in 3D
space. Now we need to determine the path for the beam and its corresponding equations. We start
with the equation of helix as provided in (4.6) below. A variable s is varied from −1 to 1 and the
position is calculated in Cartesian coordinates (x, y, z). Figure 4.5 plots the 3D view and the 2D
projection of the path with this equation.




s








ρ




x







y







z

∈ [−1, 1]
=1
= ρ sin(snπ)

(4.6)

= ρ cos(snπ)
= snπ

Note that for regular helix, the diameter of the spiral stays the same on the horizontal plane. So, we
modified the equation of the helix and varied the diameter as a cosine function of s. In this case,
the diameter of the spiral is 1 at the equator and 0 at the two poles. We also varied the movement
along the z axis as a sine function of s. The equations of the modified helix are given in (4.7) and
Figure 4.6 illustrates the trajectory in 3D and 2D projections.
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Figure 4.5: Regular helix using (4.6)
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ρ




x







y







z

∈ [−1, 1]
= cos(sπ/2)
= ρ sin(snπ)

(4.7)

= ρ cos(snπ)
= sin(sπ/2)

Now, replacing x, y and z from (4.7), we can see that,
p
x2 + y 2 + z 2 = 1.
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(4.8)
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Figure 4.6: Modified helix using (4.7)

So, the distance of a particle following this trajectory, from the center is the same for all values of
s. If we vary s from −1 to 1, the beam scans the whole sphere. Thus, equation (4.7) represents the
desired modified helix.

4.1.5

Average Neighbor Discovery Time

Let us consider a scenario where the master node is located at position (0, 0, 0), and the slave node
at position (0, 0, zi ). Let us consider the best case where the master starts scanning its beam from
φ = 0, θ = π/2, and the slave begins scanning from φ = 0, θ = −π/2. In this case, the nodes will
immediately find each other and the discovery time will be ≈ τ , which is the time to complete the
3-way handshake. Now, consider the worst case where the master starts scanning its beam from
φ = 0, θ = −π/2 and the slave begins scanning from φ = 0, θ = π/2. In this case, the neighbor
discovery time will be Tscan , which represents the time required to complete a full scan of the
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surrounding 3D environment. We can write Tscan as follows:

√ ∂x
( ∂s )2 +( ∂y
)2 +( ∂z
)2
−1
∂s
∂s
√
tan
ds
−π
x2 +y 2 +z 2
q
R
1 π
−1
)2 + ( ∂y
)2 + ( ∂z
)2 ds
= ω −π tan
( ∂x
∂s
∂s
∂s
1
ω

Tscan =

Rπ

(4.9)

Here, ω is the rotational speed of the transceivers. So, assuming the nodes are placed randomly the
average neighbor discovery time is:

tavg =

τ + Tscan
2

(4.10)

Combining equations (4.7), (4.8), (4.9), and (4.10), we can obtain tavg . Note that (4.10) assumes
the nodes are randomly placed with respect to each other. In practice, the nodes will likely be
placed in a more correlated manner. In particular, the nodes will likely be spatially correlated
over the vertical plane, e.g., they will be flying relatively at similar heights. However, picking the
unfavorable case, we assume that the nodes are uniformly distributed across both horizontal and
vertical planes in this work.

4.1.6

Multiple Neighbor Discovery (MND)

The proposed neighbor discovery algorithm can be applied to discover multiple neighbors, i.e.,
more than two nodes in the network. We propose two different approaches:
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4.1.6.1

Iterative MND (I-MND):

Let us consider that there are M nodes in an ad-hoc network. So, each node has to discover M − 1
neighbors. In the initialization phase, each node uses the available omnidirectional RF channel to
inform the neighbor nodes in the network about its presence. So, each node is aware of the number
of nodes in the network. The nodes then use a leader election algorithm [92, 93, 94, 95] to elect
one of the nodes as the master. The remaining M − 1 nodes are considered as slaves. The master
operates in transmission mode and the slaves operate in receive mode. Then, the nodes progress
to the 3D scanning stage as described in Section 4.1.3.2. Since, only the master is in transmission
mode, there is no possibility of packet collision. Thus, the master can discover M −1 slaves within
one complete scan of the surrounding 3D network. A slave stops scanning as soon as it discovers
the master and returns to the initialization phase. The master returns to the initialization phase
after discovering all M − 1 neighbors. Now, the M − 1 slaves execute the leader election algorithm
to elect a new master and perform 3D scanning in the same manner. This time, the 3D scanning
ends when the master discovers M − 2 neighbors. This procedure is continued until each node
discovers its M − 1 neighbors. Assuming the time to discover M − 1 slaves by the first elected
master as tM −1 , the time to discover M − 2 slaves by the second elected master as tM −2 , and so
on, the total neighbor discovery time using the I-MND approach is:

TI−M N D =

M
−1
X

tn

(4.11)

n=1

4.1.6.2

Logarithmic MND (L-MND):

Here, we propose another approach for discovering multiple neighbors by modifying a deterministic scan-based algorithm SBA − D [2]. In SBA − D, if there are M nodes in the network,
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each node is assigned a unique identifier of log2 dM e bits. For example, if there are 8 nodes, they
are assigned the identifiers from 000 to 111. We assume that the nodes use the omnidirectional
RF channel to elect a master as described in Section 4.1.6.1 and the master assigns the identifiers
to all the nodes. The nodes then start 3D scanning at the same time and perform a full scan. In
the j th scan, if the j th digit of a node’s identifier is 1, it operates in reception mode and if it is
0, it operates in transmission mode. It was shown in [2] that, using this scheme, each node can
discover all its neighbors within log2 dM e scans of the 3D network without taking the effect of
collision into account. But, in this scheme, a node can receive packets from multiple neighbors at
the same time. So, collision of packets might occur during the neighbor discovery process. So, in
the L-MND aprroach, we consider the effect of collision. A node may not be able to discover all its
neighbors within log2 dM e scans if collision occurs. Let us assume that, M 0 ≤ M nodes missed at
least one node during log2 dM e scans because of collision. These M 0 nodes will again be assigned
new identifiers of log2 dM 0 e bits and the SBA − D scheme will be performed. This procedure is
continued until each node discovers all its neighbors.

4.2

Simulations and Results

We performed MATLAB simulations to analyze the effectiveness of the proposed directional
neighbor discovery method. We considered DJI Matrice 100 (M100) drones [96] as the nodes.
√
√
√
We considered a simulation region of Rmax / 3 × Rmax / 3 × Rmax / 3, so that the nodes are
within each other’s maximum communication range Rmax . We considered master node’s hovering
position as the origin. We repeated the simulations 2,000 times and randomly chose the hovering
position of the slave node with different seeds for each simulation run. We assumed (Rmax ) of
25m, 50m, 75m and 100m. We considered the divergence angles of the transmitters as β (half
angle from the axis of propagation) and field-of-view (F OV ) of the receivers to be 2β, where β
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had values of 3o , 5o , 10o , 15o , 20o and 25o . We considered rotational speeds of 30 − 300 rpm (rpm
stands for rotations per minute and 1 rpm = 6o /s) for the transceivers.
We assumed the nodes to be equipped with free-space-optical (FSO) transceivers (LEDs as transmitters and photodiodes as receivers). The received power and the maximum communication range
of an FSO transceiver is affected by Lambertian loss, atmospheric attenuation and geometric attenuation. We calculated the received power Prcv of a node’s transceiver from the following relations
[97]:

Prcv = cos δ × (Pt − 10 log10 e−σR cos δ − 20 log10

ζ
)
ξ + 200βR cos δ

(4.12)

where R is the distance between the nodes in meters, δ is the radial distance of a node from
its neighbor’s beam’s axis of propagation, Pt is the transmitter’s source power in dBm, S is the
receiver’s sensitivity in dBm, ξ is the transmitter radius in cm, ζ is the receiver radius in cm, β is
the divergence angle of transmitter in mRad, and σ is is the attenuation coefficient consisting of
atmospheric absorption and scattering (Table 4.1).
Table 4.1: Simulation parameters
Symbol
Meaning
Value
Pt
Transmitter source power
-43 dBm
ξ
Transmitter radius
0.3 cm
ζ
Receiver radius
3.75 cm
σ
Attenuation coefficient
0.0508∗
∗
For visibility of 20km and wavelength of 1,550nm [97]
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4.2.1

Single Neighbor

In this section, we consider the case when there are only two nodes in the network. We performed
simulations to observe how the proposed neighbor discovery method performs as the divergence
angle is increased. We also want to observe how changing the angular speed of the transceiver
affects the average neighbor discovery time.
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Figure 4.7: CDF and average discovery time (95% confidence interval) for ω = 300 rpm

Figure 4.7 shows the cumulative probability (CDF) and the average neighbor discovery time for
transceivers with different divergence angles β, for angular speed ω = 300 rpm and Rmax =
100 m. We can observe that the discovery time reduces more than linearly as the divergence
angle increases. For example, the average discovery time is 2.66s for β = 3o , but it is only 0.28s
for β = 25o . As presented earlier in equations (4.9) and (4.10), the neighbor discovery time
is directly proportional to the time taken to scan the surrounding 3D space. This scannig time
depends on the number of rotations n of the spiral or modified helix. From equation (4.3), we see
that n ∝ 1/β. Thus, the average neighbor discovery time tavg ∝ 1/β, and this can be observed
in Figure 4.7. Moreover, larger values of divergence angle or field-of-view (FOV) provides larger
coverage volume, and thus, results in smaller discovery times.
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Figure 4.8: Effect of ω on neighbor discovery time for β = 25o (95% confidence interval)

In Figure 4.8, we show the CDF and the average of the discovery times for different values of
angular speed of the transceivers when β = 25o . We observe that, for a fixed divergence angle,
increasing the rotational/angular speed ω of the transceiver reduces the neighbor discovery time.
From (4.9) and (4.10), we see that the average discovery time tavg ∝ 1/ω, which is exactly what
we observe in Figure 4.8. For example, when ω = 60rpm, neighbor discovery time can be as high
as 3.2s, but, when ω = 300rpm, neighbor discovery is completed within 0.64s.
Figure 4.9 shows the simulation results where ω is calculated using (4.5), i.e., it is set to maximum
possible angular speed. Similar to the previous results, we observe that higher values of divergence
angles yield smaller discovery times. The average discovery time decreases as β and ω increases.
Again, we see that tavg ∝ 1/ω ∝ 1/β. Moreover, we observe that, if the angular speed is very
high, for example, ≈ 2, 650 rpm when β = 25o , then the neighbor discovery can be completed
within 0.07s.
In Figure 4.10, the combined effect of ω and β on average discovery time is presented. We can
observe that, the neighbor discovery time reduces as divergence angle is increased. And also,
increasing the angular speed of the transceivers also reduces discovery time, thus, improves the
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performance. Thus, larger divergence angle combined with faster rotational speed provides better
performance than smaller divergence angle combined with slower rotational speed. For example, when β = 3o and ω = 30rpm, average discovery time is 26.592, but when β = 25o and
ω = 300rpm, average discovery time is only 0.28s. The figure in the inner box shows the result
with both x-axis and y-axis in logarithmic scale. This result shows that, the differences between
average discovery times for different divergence angles remains very consistent as rotational speed
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Figure 4.9: CDF of discovery for ω = β/ 2τ rpm

Another aspect to look at is how much more additional benefit is possible as ω becomes greater than
√
the level sufficient to guarantee discovery when the transceivers face each other, i.e., ωs = β/ 2τ .
Figure 4.11 portrays the effect on average discovery time with 95% confidence when ω varies with
√
respect to ωs , where ωs = β/ 2τ . In Section 4.1.4.1, it was mentioned that when the beams
of two transceivers start facing each other, the master node may not immediately start sending a
√
Beacon. So, the required rotational speed was set to ω ≤ β/ 2τ to ensure the completion of the
three-way handshake and thus achieve neighbor discovery within one complete scan. The results
√
in Figure 4.11 demonstrate that when ω > β/ 2τ , the nodes may not always complete the three76

way handshake while their beams cross over each other. And hence, the nodes require multiple
scans of the surrounding 3D space, which results in increased neighbor discovery time. Similar to
the results displayed in Figure 4.8 and Figure 4.9, we can observe that the average discovery time
keeps decreasing as ω increases. But we can see that, for ω ≥ 1.5 × ωs , the average discovery time
increases with increase in ω. This result shows an interesting phenomenon that the ideal setting for
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Figure 4.10: Discovery Time vs. ω for different β

4.2.2

Effect of Hovering Position Error

As mentioned earlier, we considered DJI Matrice 100 (M 100) [96] drones as nodes. The M 100
has hovering error of 2.5m horizontally and 0.5m vertically. So, we added the error values given
in Table 4.2 to the drones’ hovering positions in the simulations to observe how they affect the
performance of the proposed neighbor discovery algorithm. Due to the hovering error, it is now
possible that our 3D scans may not result in a complete neighbor discovery. So, in this section,
we consider, the percentage of the number of times (out of 2000 simulation runs) discovery is
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completed within one complete scan (Psuccess ) of the surrounding 3D network, as the performance
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Figure 4.11: Effect on discovery time as ω is varying with respect to ωs = β/ 2τ

Table 4.2: Parameters for simulating hovering errors
Setting
HE 0
HE 1
HE 2
HE 3

Horizontal error in m Vertical error in m
0
0
(0.0, 0.5]
(0.0, 0.5]
(0.5, 1.5]
(0.5, 1.5]
(1.5, 3.0]
(0.5, 3.0]

Figure 4.12 displays how different error values in hovering position affects neighbor discovery for
different divergence angles when Rmax = 50m. We can observe that, for β = 30 and β = 5o ,
neighbor discovery is not completed 100% of the time within one complete scan as hovering error
increases. For example, when β = 3o and error value is HE 2 , discovery is successful within one
scan Psuccess = 87% of the time; and, when β = 3o and error value is HE 3 , Psuccess = 84%.
For larger divergence angles, such as, β ≥ 10o , Psuccess = 100%, even in the presence of errors
in hovering positions of the nodes. So, we again see that, larger divergence angle provides better
coverage volume, and thus, improves the performance.
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Figure 4.13: Effect of hovering error for different values of ω

Figure 4.13 shows how the neighbor discovery times are affected by hovering error for different
values of rotational speed, ω. The values of β and Rmax were fixed at 3o and 25m respectively. We
can see that, for all values of ω, Psuccess decreases as error is increased from HE 1 to HE 3 . Moreover, we can observe that Psuccess decreases as ω increases. Earlier, in Figure 4.8, we observed that
the performance of the neighbor discovery method was better for faster rotational speeds, consid-
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ering average discovery time as the performance metric. Now, we can see that, in the presence of
hovering error, considering Psuccess as the performance metric, the neighbor discovery algorithm
performs better for slower rotational speeds. But, we observed in Figure 4.12 that, for large divergence angles, hovering errors has almost no adverse effect on the performance of the neighbor
discovery algorithm.
Also, from both Figure 4.12 and Figure 4.13, we observe that, when there is no hovering error,
Psuccess = 100% for any value of β and ω. So, we can conclude that, the proposed neighbor
discovery algorithm confirms neighbor discovery with one complete scan 100% of the time in the
absence of hovering position error.
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Figure 4.14: Effect of hovering error for different values of Rmax

Now, Figure 4.14 depicts the effect of the maximum communication range Rmax and hovering
error on the performance of the proposed algorithm. The value of β was 3o in this scenario. We
can observe that, as expected, for all values of Rmax , Psuccess decreases as hovering error increases.
We can also see that, Psuccess improves as Rmax increases. So, we can say that, as the coverage
area of the transceivers increases, the hovering error has lesser effect on the neighbor discovery
process.
80

4.2.3

Multiple Neighbors

In this section, we demonstrate how the proposed neighbor discovery scheme performs in multiple
neighbor scenarios. We conducted simulations using the two approaches I-MND and L-MND
described in Section 4.1.6. In both cases, we considered Rmax = 100m and ω = 300rpm. Figure
4.15 portrays the time required, TN , for all neighbors in a network to discover each other using
I-MND for different values of divergence angle β. We can observe that TN increases linearly
with the increase in number of nodes in the network. We can also see that, similarly to the single
neighbor scenario, the discovery time decreases as β becomes larger.
Figure 4.16 demonstrates the time taken to discover all neighbors for each node using L-MND. We
assume that collision occurs when two or more nodes try to send packets to the same receiving node
at the same time and the receiving node’s transceiver’s FOV is including both the sender nodes’
beacons. We can again see that TN increases as the number of nodes in the network increases.
Also, we can observe that, when the number of nodes in the network is 3, 5 or 9 (number of
neighbors: 2, 4, 8 respectively), TN is smaller for larger values of divergence angle. But, when
there are 16 neighbors or 17 nodes, TN = 4.68s for β = 20o and TN = 4.76s for β = 25o . This
phenomenon is the result of collision between packets. A transceiver beam with β = 25o covers
more volume than a beam with β = 20o , thus, the probality of it being in LOS with more nodes
increases. Hence, the probabilty of collision increases with increase in β when there is a large
number of nodes in a network. We can see that, for a network with 33 nodes, the effect of collision
on neighbor discovery time is more prominent. Here, TN = 10.59s for β = 20o is higher than
TN = 10.13 for β = 15o . Also, TN = 14.62s for β = 25o is higher than the values of TN for
both β = 15o and 20o . Figure 4.17 portrays the effect of collision more clearly. We can see that
collision does not affect neighbor discovery time when β is 3o or 5o . But, for larger values of β
(e.g., 10o − 25o ), neighbor discovery time increases as a result of collision.
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In Figure 4.18, the neighbor discovery times achieved using I-MND and L-MND are compared.
We can see that, for all different values of β, neighbor discovery tims ares smaller for I-MND than
those for L-MND, when the number of nodes (M ) in the network is small (M ≤ 5). For higher
number of nodes in the network, L-MND provides smaller discovery times compared to I-MND.
We can observe that, because of the collision effect, the TN achieved using L-MND is very close
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to the TN acquired using I-MND for β = 25o .
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Figure 4.17: Effect of packet collision on neighbor discovery time
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Figure 4.18: I-MND vs L-MND (x-axis in logarithmic scale) when ω = 300 rpm

4.3

Proof-of-Concept Prototype

We developed a proof-of-concept prototype to perform experimental evaluation of the proposed
neighbor discovery method in a 3D environment. We used off-the-shelf electronic components
to design and built the prototype. Figure 4.20 shows the block diagram of the prototype system
architecture and Figure 4.19 shows the different parts of the prototype, which are: A DJI drone, a
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mechanically steerable head, and an IR transceiver. These parts are controlled by a Raspberry Pi
[87] using separate threads: Head control, data transmission, and data reception.

Figure 4.19: Front view of the proof-of-concept prototype

Figure 4.20: Prototype block diagram
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4.3.1

System Hardware

In this section, we describe the hardware design of the prototype.

4.3.1.1

DJI Drone

We used Matrice 100 drones/quadcopters (Figure 4.19) as the nodes in our work. The Matrice
100 (M100) is a customizable quadcopter produced by DJI. It is a very stable and powerful flying
platform. DJI has made it an open platform and is very suitable for researchers and developers. It
has a hovering accuracy of 0.5m vertically and 2.5m horizontally, and can fly at a maximum speed
of 22m/s. It can be controlled using a remote controller and can also be customized for autonomous
operation using the DJI SDK [96].

4.3.1.2

Mechanically Steerable Head

We used a 2 DOF Pan and Tilt sensor mount [98] as the steerable head (Figure 4.19) on which
we mount the IR transceiver. The sensor mount consists of two Mg995 [99] servo motors. One
servo provides rotation along the horizontal plane and the other one along the vertical plane. The
combination of these rotations of the two servos help achieve 3D rotation. A Raspberry PI is used
to control the servos.

4.3.1.3

The Transceiver

We used IrDA2 Click [90] as the transceiver. The board includes an infrared encoder/decoder. This
device sits between a UART and an infrared (IR) optical transceiver. It supports IrDA speeds up
to 115.2 Kbit/s. The transceiver module also has a photo pin diode, an infrared emitter (IRED),
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and a low-power control IC to provide a total front-end solution in a single package. The IrDA2
Click covers a maximum communication range of 3 meters using the internal intensity control.
The infrared emitter has peak emission wavelength of 900nm and divergence angle (angle of half
intensity) of ±24o .
Start

Calculate
rotation angles,
o
o
d , ⍬d

Stop rotation
Send PWM
signal to
steerable head

(a) Head control thread
Packet Received

Received “Hello”/“B-Ack”

Wait for
packet

Generate
packet

Start

Jump to
receive thread
Stop
transmitting
packet

“B-Ack”

“Ack”

Read
packet

Stop

“Hello/“B-Ack”

“Hello”

Jump to
transmission
thread

Transmit
packet

“Ack”

(c) Receiver thread

(b) Transmitter thread

Figure 4.21: Different threads running in the prototype
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4.3.2

Implementing the Neighbor Discovery Protocol

We implemented the initialization phase (described in Section 4.1.3) using a simple client-server
program in Python. The client program runs on the Master node and the server program runs
on the Slave node. The PIs on the quadcopters/nodes are controlled from a laptop via a secure
shell session (SSH) over Wi-Fi. The laptop and the PIs are all on the same local-area-network
(LAN). The nodes are identified using their IP addresses in the LAN. The Master node sends
message to a specific port of the other node. The Slave node keeps listening on that port. A simple
three-way handshake through Wi-Fi helps synchronize the two nodes’ mechanical head rotation
before the start of the 3D scanning stage. Wi-Fi is not further used in the protocol. Since the
Master node is always hovering at a higher elevation than the Slave node (it is either on the ground
or hovering a lower elevation), we started the Master node’s head rotation by facing downward
(θ = 180o , φ = 0o ) and the Slave node’s head rotation facing upward (θ = 0o , φ = 0o ) to minimize
the discovery time.
In the 3D scanning stage, the nodes use three separate threads (running in the Raspberry PIs), one
for running the servos (Figure 4.21a), one for packet transmission (Figure 4.21b) and the other
for packet reception (Figure 4.21c). The Master node starts rotating its head following the spiral
pattern described in Section 4.1.4 and Section 4.1.4.2. At the same time, it sends a ‘Beacon’
message every 5 ms using the IrDA2 Click and waits for a ‘B-ACK’. The Slave node also starts
scanning the 3D space following the spiral pattern and keeps listening for the ‘Beacon’ on its IR
transceiver. When it receives a ‘Beacon’, it starts sending a ‘B-ACK’ every 5 ms and waits for
an ’ACK’. The Master node receives this ‘B-ACK’ and stops rotating its head. It sends an ‘ACK’
and stops all its threads. The Slave then stops all its threads when it receives an ‘ACK’. And, this
marks the end of the 3D neighbor discovery.
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4.3.3

System Limitations

The servo motors used to rotate the heads could only perform a maximum of 180o rotation. So, we
emulated the 181o to 360o rotation along the horizontal plane (x − y plane), by performing rotation
in the opposite direction, from 179o to 0o , once it reached 180o . We made sure that the nodes do
not transmit or receive packets during the 179o − 0o horizontal steering. The maximum angular
speed of the steering head was 180o /s. Also, we mounted the steerable head on top of one of the
drones. During the experiments, we kept this drone on the ground. For the other drone, the head
was placed at the bottom. We made this drone hover at a higher elevation than the other one for
all experimental scenarios. Other limitations are: the communication range of the transceivers is 3
meters and the data transfer rate of the transceivers is 115.2 Kbps.

4.3.4

Experimental Results

We performed some experimental evaluation of our proposed directional neighbor discovery protocol using the developed prototype. We kept one node on the ground and the other one hovering.
The ground node was the Master and the hovering node was the Slave. The Master node always
started the 3D scanning by facing upward (φ = 0o , θ = 0o ) and the hovering node faced downward
(φ = 0o , θ = 180o ) to minimize discovery time. We performed two experiments, one for checking
the sanity of the proposed algorithm and another for measuring the neighbor discovery time.

4.3.4.1

Sanity Check

The goal of this experiment is to show the sanity of the proposed LOS discovery protocol. In this
experiment, Master node was on the ground and Slave node was hovering. As shown in Figure
4.22, the Slave node was kept in a hovering position right on top of the Master node, and ω was
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fixed at 180o /s. In one scenario, the Master started the 3D scan facing its transceiver upward (φ =
0o , θ = 0o ), and the Slave started the scan facing its transceiver downward (φ = 0o , θ = 180o ).
We ran the experiment 10 times, and, the nodes almost immediately (≈ 0.55s − 0.65s ) discovered
each other, since they started the scan facing their transceivers directly at each other. In another
scenario, the Master started the 3D scan facing its transceiver downward (φ = 0o , θ = 180o ), and
the Slave started the scan facing its transceiver upward (φ = 0o , θ = 0o ). So, the transceivers
were facing away from each other. We again ran the experiment 10 times, and, in this case, both
nodes had to perform a complete 3D scan before discovering each other. The discovery time was
≈ 6.2s − 6.8s in this scenario.

Figure 4.22: Sanity check experiment

89

Figure 4.23: Experiment to find average discovery time

4.3.4.2

Discovery Time

The aim of this experiment was to find out the neighbor discovery time in the 3D scanning stage.
In this experiment, Master node was kept on the ground and Slave node hovered within the communication radius of 3 meters as shown in Figure 4.23. We performed the experiment for four
different values of rotational speed (90o /s, 120o /s, 150o /s and 180o /s) of the mechanical head.
We acquired 99 data points for ω = 90o /s, 112 for ω = 120o /s, 116 for ω = 150o /s, and 91 for
ω = 180o /s. Figure 4.24 shows the cumulative distribution function (CDF) of the discovery times
achieved from the experiments. And, Figure 4.25 displays the average discovery times for different
values of rotational speed, ω. We can observe from both of these figures that, the discovery time
reduces as ω increases. This means that, higher rotational speed of the head helps a node discover
a neighbor node faster than lower rotational speed. This result is consistent with the simulation
results presented in Section 4.2.1.
During the experiments, we observed that, due to error in the hovering position of the Slave node,
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the nodes could not complete the discovery within one complete scan of the surrounding environment in some cases. This result is displayed in Figure 4.26. Here, Psucces represents the percentage
of the time the two nodes discovered each other within one scan. We can see that, for all values of
ω, discovery was complete within one scan more than 90% of the time. We also observe that, as
ω increases from 120o /s to 180o /s, Psuccess reduces, similar to our observations in the simulation
results presented in Section 4.2.2. But, we can also see here, for ω = 90o /s, Psuccess is lower than
those achieved with other values of ω.
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Figure 4.24: CDF of discovery time for different rotational speeds

4.4

Summary

We proposed a novel scheme for neighbor discovery in a 3D ad-hoc network. The scheme is a
hybrid design in that it makes an initial synchronization of the nodes via an additional channel
and then resorts to asynchronous 3D scanning to complete the discovery process. We consider
nodes (UAVs or quadcopters) hovering in 3D space, each equipped with a mechanically steerable
head/arm on which a highly directional FSO or RF transceiver is mounted.
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Figure 4.26: Effect of hovering position error on neighbor discovery

The nodes rotate their transceivers following a modified spiral path and send/receive search signals to discover each other. We showed that, for very fast rotational speeds of the transceivers,
neighbor discovery can be performed even within 0.034s. We observed that the neighbor discovery algorithm provides better performance with faster rotational speed and larger divergence angle
of transceivers. But, in the presence of hovering position of the nodes, miss detection increases
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with increased rotational speed. We proposed two schemes for neighbor discovery when there are
multiple neighbors present in the network. Through extensive simulations we demonstrated that
all the nodes in the network can discover all of their neighbors successfully. From the simulation
results we observed that I-MND performs better for small networks and L-MND provides better
performance for larger networks. Additionally, we designed and built a proof-of-concept prototype using off-the-shelf components. We conducted experiments using the developed prototype to
demonstrate the effectiveness of the proposed method. The results from both simulations and experiments show that, using the proposed neighbor discovery algorithm, the nodes in a 3D wireless
network can successfully discover each other within a very small amount of time.
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CHAPTER 5: IN-BAND LOS DISCOVERY IN 3D USING HIGHLY
DIRECTIONAL FSO TRANSCEIVERS

In this chapter, we propose a novel method for LOS discovery between two nodes (e.g., hovering
UAVs/drones/quadcopters) in a 3D environment1 . We consider each node to be equipped with
a highly directional FSO/RF transceiver, mounted on a mechanically steerable spherical structure/head. Thus, the transceiver can be steered to scan 360o along the horizontal plane and 360o
along the vertical plane. We also assume that there is no GPS available to acquire location information. Moreover, we assume that there is no additional omni-directional RF channel available to
share location or any other information. The only way for the nodes to discover each other is to
use the mechanically steerable highly directional transceivers to scan the surrounding 3D space in
search of the neighbor node. Thus, in-band operation is the only viable option we consider while
comparing to the cases with more information exchange capability between the nodes.
The gist of the neighbor discovery method is to scan the surrounding space by rotating the transceivers
in randomly chosen circular paths. Each node arbitrarily chooses an angular speed and a circular
path to start the discovery process. They start rotating their transceivers, and at the same time,
start a three-way handshake by sending ‘Hello’ messages. When a node receives this ‘Hello’, it
responds with a ‘H-Ack’ and waits for an ‘Ack’. The node that sent the corresponding ‘Hello’
receives this ‘H-Ack’, replies with an ‘Ack’ and stops scanning. The other node receives the ‘Ack’
and also stops scanning, thus, finishing the three-way handshake and completing successful neighbor discovery.

1

An earlier version of this work has been published in ACM DroNet 2018 [100].
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Contributions

The main contributions and novelties of this chapter are as follows:

• The first in-band method for two nodes in a 3D environment to discover each other without
any knowledge of the neighbor’s location using only one highly directional transceiver each.
• A heuristic protocol that chooses a circular scanning path and angular speed randomly, and
updates the path and the speed after threshold times.
• We show through simulations that the proposed technique helps complete neighbor discovery
within a very small amount of time.

Key Insights

• We observed from the simulations that fully in-band neighbor discovery is possible within
1.18 seconds if the divergence angle of the transceiver is 25o and the angular speed is chosen
from the range (1894, 4545) rpm (rotations per minute).
• We observed that, randomized selection of the scanning path provides better performance
than discretized selection of the scanning path.

The rest of the chapter is organized as follows: The proposed methodology is described in Section
5.1 and Section 5.2. We present the simulations and results in Section 5.3. Finally, we conclude in
Section 5.4.
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5.1

5.1.1

Theory

Assumptions

We make the assumptions listed below for our proposed neighbor discovery method:

i) 3D environment: The nodes are situated in a 3D space, e.g., drones or UAVs hovering within
each other’s communication range.
ii) Directionality: The transceivers are highly directional. The nodes can communicate only
while facing the transceivers towards each other.
iii) Scanning: The transceiver on each node is mounted on a mechanically steerable spherical
structure with which it can scan 360o in the horizontal plane 360o along the vertical plane.
iv) In-band full-duplex: There is no additional omni-directional RF channel or GPS available.
Only the highly directional transceivers can be used for communication. The nodes can simultaneously transmit and receive at the same time over the same channel.
v) Asynchronous algorithm: The nodes run the proposed algorithm in a distributed manner
without any synchronization mechanism.
vi) Transceiver beam: The transmitter and the receiver are placed closely together in the transceiver.
So, we assume one beam pattern to indicate both the transmission and field-of-view coverage
areas. We approximate the beam with a cone of height r and radius r tan β, where r is the
maximum communication range of the transceiver and β is the divergence angle.
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5.1.2

Discovery

Let us assume two nodes A and B are hovering within each other’s communication range. But,
they do not the know the location information of one another. Each node starts a 3D scan using
the available mechanical steering mechanism to achieve line-of-sight (LOS) with the neighbor
node and perform a three-way handshake to establish the desired communication link between
them. Considering the cone shape of the beam, a node can scan a spherical volume of radius
r (transmission range) around itself. This spherical volume can be considered as a combination
of several circles with the same center as the sphere. Node A, randomly selects a circle to start
scanning with an angular speed chosen from a given range. At the same time, it starts sending
‘Hello’ messages and keeps listening for an ‘H-Ack’ as response. Node B, similarly, chooses a
circular path randomly, to scan with an angular speed chosen from a predefined range. Node B
starts listening for ‘Hello’ messages at the same time. After a given time interval, if Node A does
not receive a response, it changes its transceiver’s circle of rotation. After another time interval,
it changes its angular speed too. Node B does the same if it does not receive the ‘Hello’. This
continues until the nodes are within in each other’s line-of-sight. When the transceiver beams of
the nodes start crossing over each other, the ‘Hello’ is received by Node B. And, Node B responds
with the ‘H-Ack’ and waits for an ‘Ack’. Node A receives this ‘H-Ack’, sends the ‘Ack’ and stops
the scanning process. Node B receives the ‘Ack’ and also stops the transceiver rotation and brings
an end to the three-way handshake. This completes the neighbor discovery process and a highly
directional communication link is established between nodes A and B.
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Figure 5.1: Great Circles covering a sphere

5.2

In-band Line-of-Sight Discovery

In this section, our proposed LOS discovery algorithm will be discussed in detail. The important
parts of the algorithm are, to select the circular paths, when to move to a new path, the angular
speeds of the transceivers’ rotations and when to reset the angular speeds (Algorithm 2).

5.2.1

Randomized selection of Great Circles

Since the nodes are not aware of each other’s location and have no omni-directional communication
channel, a complete scan of the surrounding space is necessary for neighbor discovery. Considering
a node with a transceiver of communication range Rmax , the volume covered by this transceiver’s
beam can be considered to be a sphere of radius Rmax with the node’s position as the center. This
sphere can be considered as a combination of a number of Great Circles [101]. So, the scanning
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Figure 5.2: Great Circles generated using rotation matrices

of the whole spherical volume can be approximated by scanning through multiple of these Great
Circles (e.g., similar to a ball covered with thread).
The following set of equations provide a circle in the x − y plane with center at (0, 0, 0) and radius
of Rmax .





θ = 90o







0 ≤ φ < 360o




x = Rmax sin θ cos φ






y = Rmax sin θ sin φ







z = R
cos θ
max
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(5.1)

Algorithm 2 Algorithm for randomized neighbor discovery
Initialize the state variable
1:
2:
3:
4:
5:
6:
7:
8:
9:
10:
11:
12:
13:
14:
15:
16:
17:
18:
19:
20:
21:
22:
23:
24:
25:
26:
27:
28:
29:
30:
31:

State = INIT //Just starting discovery
Choose a random circular scanning path, p
if State = INIT then
Goto step 8
else
Goto step 15
end if
State = STARTED
Choose optimal confidence level α
Determine Tα using α
Determine ωmin and ωmax using α
Choose a random angular speed ω ∈ (ωmin , ωmax )
T imeout1 ← current time + Tα
o
Determine Tpathreset = 360
ω
T imeout2 ← current time + Tpathreset
Start rotating the transceiver with ω following path p
Send the Hello
if Hello received from other node then
stop rotating and send H-Ack
wait for Ack
else if Ack received from neighbor then
stop scanning
else if H-Ack received from neighbor then
stop rotating and send Ack
else if current time > T imeout1 then
Goto step 12
else if current time > T imeout2 then
Goto step 2
else
Goto step 17
end if

Now, the other Great Circles on the same sphere with center at (0, 0, 0) and radius Rmax can be
generated by using the following rotation matrices:
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(5.2)

Here, Rx , Ry and Rz represents rotations around the x, y and z axes, by angles of θx , θy and θz
respectively. The value of each of these angles is picked randomly from the range [0, 180o ). So,
using (5.1) and (5.2) in the following equation, we get the equations of the other Great Circles:

Zθx θy θz

 
 
0
x 
x
 
 
 
0
=
y  = Rz Ry Rx y 
 
 
0
z
z

(5.3)

Figure 5.2 shows an example of such Great Circles. For instance, Z122o 20o 42o represents the circle
obtained using (5.1) and (5.2) with θx = 122o , θy = 20o and θz = 42o .
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Figure 5.3: Scanning path of transceiver beam

5.2.2

Choosing the angular speed

Once a random circular path is chosen for a transceiver to scan through, the next thing to decide is
the angular speed of this scanning process. The angular speed should be chosen in such a way that
the nodes get enough time to complete the three-way handshake to discover each other. The time
required to complete the three-way handshake (τ ) can be calculated as:

τ = ttrn + 3 × tprp + 2 × tprc

(5.4)

Here, ttrn is the transmission delay that can be calculated by dividing the total size of Hello, H-Ack
and Ack packets by the data rate. The propagation delay (tprp ) is the time required (in the order of
nano seconds) for the signal to travel to the neighbor node. And tprc is the processing delay that
depends on the speed and load of a node’s processor.
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Now, the time required for a node’s transceiver beam to cross over the neighbor node varies with
the position of the neighbor. Figure 5.3 shows the side view and cross-section of a transceiver beam
crossing a neighbor. Let us assume that the line aca0 represents a portion of the path followed by
the transceiver beam. If the neighbor is situated somewhere on aca0 , given an angular speed of
ω and divergence angle of β, the time required for the beam to cross-over the neighbor would be
2β
.
ω

Similarly, if the position of the neighbor is somewhere on bb0 or dd0 , the time required by

the transceiver beam to cross-over it would be
implies

λ0
ω

<

λ
ω

<

2β
.
ω

λ
ω

or

λ0
ω

respectively. Here, λ0 < λ < 2β which

So, the node will face its neighbor the maximum duration of time when the

neighbor’s position is on the path followed by its transceiver beam. So, for successful neighbor
discovery, this time duration must be greater than the time required for completing the three-way
handshake. Thus, the relation between the angular speed ω and τ should be as follows:
2β
≥τ
ω

(5.5)

Hence, the angular speed must be chosen from the following range:

0<ω≤

We will denote

2β
τ

2β
τ

(5.6)

as ω̂ in the rest of the chapter.

5.2.3

Moving to a new path

We have discussed how (5.1), (5.2) and (5.3) can be used to select a circular path for a node to
scan through with its transceiver beam. Now, another important decision to make is, after what
time period should a node move its transceiver beam to a new circular path, in other words, how
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long should a node scan through the current path. Let us denote the time period after which a node
moves its transceiver to scan through a new circular path as Tnewpath and the average neighbor
discovery time achieved using this Tnewpath is tavg (Tnewpath ). So, the optimal value of Tnewpath
would be:

opt
Tnewpath
= arg min(tavg (Tnewpath ))

(5.7)

Tnewpath

So, the value of Tnewpath that provides the smallest average neighbor discovery time is chosen
as the time period after which the transceiver beam is moved to a new path. We observed how
the average discovery time changes as Tnewpath is varied, through simulations. The details of the
simulation results are discussed in Section 5.3.1.

5.2.4

Resetting the Angular Speed

Another decision to make for a node is when to change the value of the angular speed (ω). The
initially chosen value of ω may result in very large discovery times. For example, if both nodes
choose the same angular speed and are facing their transceiver at the same direction at some point
of time, the nodes will always be out of phase and will never discover each other. So, changing
the angular speed after a given time period is very important. Let us assume that the probability of
discovery within time t is given by pt and the confidence level is given by α ∈ (0, 1). Now, we can
obtain the angular speed reset time Tα for a given confidence level α as follows:

Tαopt

=

arg min(t(Tα ))
Tα

s.t. pt ≥ α
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(5.8)

Again, the effect of resetting the angular speed is observed through simulations and the results are
discussed in Section 5.3.2.

5.2.5

Optimum range of angular speed

As discussed earlier, the angular speed, ω, chosen by a node must be within the range (0, 2β
) or
τ
(0, ω̂). This range may not give the optimal discovery time, so, a range [ωmin , ωmax ] is chosen for
selecting the values of ω. The optimum values of ωmin and ωmax are:
opt
ωmin

=

opt
ωmax

=

arg min(tavg (ωmin , ωmax ))

(5.9)

ωmin

arg min(tavg (ωmin , ωmax ))

(5.10)

ωmax

s.t. ωmin ∈ (0, 2β/τ )
ωmax ∈ (ωmin , 2β/τ ]

5.2.6

Discretized Random Selection of Great Circles

As mentioned earlier, we modify the proposed neighbor discovery method by changing the way
the circular path is selected. Here, the circular path is chosen in a discretized random pattern
instead of randomized selection. In this case also, a circular path is generated using (5.1), (5.2)
and (5.3). The only difference is in the way θx , θy and θz are chosen. The sphere covered by
a transceiver beam of divergence angle β is assumed to be a combination of n circles, where
n=

o
180
√ .
2β

As shown in Figure 5.4a, the north pole of the sphere is chosen by randomly choosing

θx , θy and θz from [0, 180o ). Using these values of θx , θy and θz with (5.1), (5.2) and (5.3), the
√
first circle is generated. Then, the next circle is generated by only incrementing θx by 2β, so that
√
θx = θx + 2β. This process is repeated until n circles are generated. When the scanning of the
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nth circular path is completed, it marks the end of scanning the sphere once. At this point, θx , θy
√
and θz are again randomly chosen to choose a new north pole. Again, θx is incremented by 2β
until the sphere is covered (Figure 5.4b). This process is continued and repeated until neighbor
discovery is completed.
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Figure 5.4: Alternate way to select circular paths

5.3

Simulations and Results

We performed simulations using MATLAB to gain insight into the effectiveness of the proposed
neighbor discovery method. The nodes’ positions were randomly chosen for each run of the simulation. The maximum communication range was fixed at 100m for all cases. We considered
divergence angles of 5o , 10o , 15o , 20o and 25o . We assumed the nodes to be equipped with freespace-optical (FSO) transceivers (LEDs as transmitters and photodiodes as receivers). The received
power and the maximum communication range of an FSO transceiver is affected by Lambertian
loss, atmospheric attenuation and geometric attenuation. We calculated the received power Prcv of
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a node’s transceiver from the following relations [97]:

−σR cos δ

−(Pt + Pr ) < 10 log10 e


+ 10 log10

ζ
γ + 200βR cos δ

2

Prcv = Pr × cos δ

(5.11)

where, R is the distance between the nodes in meters, δ is the radial distance of a node from
its neighbor’s beam’s axis of propagation, Pt is the transmitter’s source power in dBm, Pr is the
received power along beam normal in dBm, γ is the transmitter radius in cm, ζ is the receiver
radius in cm, β is the divergence angle of transmitter in mRad.
The messages used for the three-way handshake ‘Hello’, ‘H-Ack’ and ‘Ack’ were considered to be
38 bytes and data rate was 1Mbps, which gives packet transmission time of ≈300µs. Assuming a
processing delay of 100µs, from (5.4), we calculated τ = 3 × 300 + 2 × 100 = 1100µs.

5.3.1

Finding Tnewpath

First, we ran simulations to find out the optimal time after which a node should move to a new
circular path. The angular speed, ω, was selected randomly from the range (0, ω̂] at the start and
was kept the same. As mentioned earlier, ω̂ =

2β
.
τ

The results are shown in Figure 5.5 with both axes in log scale. Here, the term ‘spin’ represents
o

one full scan of a circular path or a rotation of 360o . Thus, Tnewpath = Number of spin × 360
.
ω
Each point in the figure is an average of 1000 simulation runs. It is clear from the figure that the
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average discovery time is minimum when the scanning path is changed after 3 scans or Tnewpath
o

= 3 × 360
. We can see that, as the number of spins increases from 1 to 3, the average discovery
ω
time decreases. But, as number of spins increases to more than 3, the average discovery time keeps
increasing. And this trend can be observed for all values of the divergence angle, β. Moreover, we

Average discovery time (seconds)

can observe that, the average discovery time increases as β becomes smaller.
β = 10 o

102
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Figure 5.5: Average discovery time changing with number of spins

5.3.2

Finding α and Tα

We performed more simulations to find out the angular speed reset time, Tα , for a given confidence
level, α. The value of Tnewpath was calculated as 3 ×

360o
,
ω

where ω ∈ (0, ω̂]. For each value of β,

the simulation was run 1000 times.
Figure 5.6 shows the empirical CDF (cumulative distribution function) of the discovery times. The
inner box shows the CDF of discovery times with x−axis in logarithmic scale. The y−axis of this
figure represents the confidence level α. For β = 25o , 99% of the time discovery is completed
within 16.88s. For β = 20o , 99% of time neighbor discovery is achieved within 31.43s. On
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the other hand, for smaller values of β like 10o and 15o discovery takes longer time period. For
example, with β = 10o , we can see that, 90% of the time neighbor is discovered within ≈154s.
So, we set the angular speed reset time Tα as 154s for confidence level of 90% or α = 0.9 for
transceivers with β = 10o . The values of α and Tα for different β are shown in Table 5.1.
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Figure 5.6: Empirical cumulative probability of discovery

Table 5.1: Angular speed reset time Tα in seconds (Randomized Scheme)

α
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

β = 5o
85.82
184.87
299.24
429.83
625.60
827.07
1097.30
1557.20
2663.40

β = 10o
4.93
11.40
18.90
26.38
38.72
53.34
74.27
99.78
154.84

Tα
β = 15o
1.11
2.48
3.85
5.27
7.54
10.57
14.57
20.72
31.23

β = 20o
0.38
0.79
1.32
1.920
2.70
3.59
4.67
6.827
10.38

β = 25o
0.16
0.36
0.54
0.76
1.09
1.52
2.12
2.89
4.24

We used the angular speed reset times (Tα ) from Table 5.1 for different confidence levels (α) and
performed further simulations. The results are displayed in Figure 5.7, where, we can observe that
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for transceivers of different divergence angles, the average discovery times are minimum when
α = 0.1.

5.3.3

Finding optimal ωmin and ωmax

In this section, our goal is to observe if changing the range [ωmin , ωmax ] from which the angular
speed, ω is chosen affects the performance of the algorithm. Here, we performed simulations for
different combinations of ωmin ∈ (0, ω̂) and ωmax ∈ (ωmin , ω̂]. The divergence angle was 25o ,
angular speed reset was not considered and we used Tnewpath = 3 ×

360o
.
ω

A selected portion

of the result is displayed in Figure 5.8. The minimum average discovery time was observed for
ωmin = 0.25 × ω̂ and ωmax = 0.60 × ω̂.

5.3.4

opt
opt
]
, ωmax
Combined effect of Tnewpath , Tαopt and [ωmin

o

The results in the preceding sections provided the optimal value of Tnewpath = 3× 360
, alpha = 0.1
ω
to select angular speed reset time and ω ∈ (0.25 × ω̂, 0.60 × ω̂). In this section, we performed
simulations using these values to observe how they affect the average discovery time. We compare
the results to the case, where we choose ω ∈ (0, ω̂) and without resetting the angular speed.
Figure 5.9 demonstrates that significanlty smaller discover times can be achieved by using ω ∈
(0.25 × ω̂, 0.60 × ω̂) and resetting the angular speed after every T0.1 seconds. For example, for
β = 15o , the average discovery time improves from 13.25s to 8.53s, and for β = 25o , the average
discovery time improves from 2s to 1.2s. In all cases, the average discovery time reduces by more
than 30%.
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Figure 5.7: Average discovery times for different levels of confidence
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Figure 5.8: Average discovery time for different combinations of ωmin and ωmax with β = 25o

5.3.5

Discretized Path Selection

In this section, we show the simulation results obtained using the path selection method described
in Section 5.2.6. First, we performed simulations by having the nodes randomly choose the angular
speeds, ω ∈ (0, ω̂), only at the beginning of the search. The value of ω was not reset during the
neighbor discovery process. Using the method used in Section 5.3.2, we attained the confidence
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levels α and the respective angular speed reset time Tα from these simulations.
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Table 5.2: Angular speed reset time Tα in seconds (Discretized Scheme)

α
0.1
0.2
0.3
0.4
0.5
0.6
0.7
0.8
0.9

β = 5o
97.228
199.54
317.93
467.35
655.47
884.62
1238.7
1837.9
3173

β = 10o
4.6461
12.159
18.829
30.203
42.308
56.363
85.008
115.05
194.65

Tα
β = 15o
1.1331
2.4056
3.8911
5.9292
8.2857
11.425
15.293
23.453
36.67

β = 20o
0.2886
0.6605
1.1387
1.7341
2.4852
3.357
4.646
6.6896
10.877

β = 25o
0.1512
0.3288
0.5492
0.852
1.1725
1.5739
2.1113
3.142
5.0266

Figure 5.10 shows the empirical cumulative distribution of the discovery time for different values
of divergence angle β. We can observe again that, the performance of the neighbor discovery
method improves with increase in β. We can also see that, for β = 25o , 90% of the time, discovery
is completed within 5.03 s; and for β = 20, within 10.88 s. For β = 10o and 15o , discovery is
completed within 36.67 s and 194.65 s respectively 90% of the time. But, there are cases when the
discovery is not successful even after 10 minutes, which calls for the periodic reset of the angular
speeds. So, similarly to the randomized path selection method, we prepared a table 5.2of angular
speed reset values from these results.
We used the angular speed reset times Tα from Table 5.2 for different confidence levels α and performed further simulations. The results are displayed in Figure 5.11, where, we can observe that,
similar to the randomized path selection scheme, for transceivers of different divergence angles,
the average discovery times are minimum when α = 0.1.
We conducted additional simulations to observe if changing the range [ωmin , ωmax ] from which
the angular speed, ω is chosen affects the performance of the algorithm. Here, we performed
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simulations for different combinations of ωmin ∈ (0, ω̂) and ωmax ∈ (ωmin , ω̂] The divergence
angle was 25o and angular speed reset was not considered. A selected portion of the result is
displayed in Figure 5.12. The minimum average discovery time was observed for ωmin = 0.20 × ω̂

β = 10 o
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Figure 5.12: Average discovery time for different combinations of ωmin and ωmax with β = 25o

Finally, we compare results achieved by utilizing combination of the optimal angular speed range
of [0.20× ω̂, 0.50× ω̂] and angular speed reset times Tα from Table 5.2, to the results achieved using
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ω ∈ (0, ω̂] and without periodic angular speed reset. Again, we observe a significant improvement
in the performance of the algorithm for all divergence angles. For example, for β = 25o , without
angular speed, in 99.9% of the cases discovery is complete within ≈51 s, whereas, with optimal
angular speed range and reset time, in 99.9% of the cases discovery is accomplished within ≈ 11
s.
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Figure 5.13: Resetting angular speed increases the probability of neighbor discovery

5.3.6

Randomized vs. discretized path selection

In Figure 5.14, comparison between the discovery times obtained using randomized and discretized
circular path selection is presented. For both cases, optical ranges and resetting of angular speeds
of the nodes’ transceivers were considered. We can see that, for any value of divergence angle,β,
the discovery algorithm performs better when randomized path selection is used. But, in both randomized and regular path selection method, neighbor discovery can be assured with a probability
of more than 99.9%.
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Figure 5.14: Comparison between randomized and discretized path selection

5.4

Summary

In this chapter, we presented a novel neighbor discovery method for nodes situated in a 3D environment using only one directional transceiver. There is neither GPS nor any additional communication channel available. The directional transceiver of each node is mounted on a mechanically
steerable head/arm. The nodes can scan the surrounding 3D environment using the directional
transceiver in order to discover line-of-sight with a neighbor node. We proposed two methods for
selecting the path for scanning. One method requires randomized path selection, and the other
requires pre-defined path selection. Through extensive simulations, we showed that the proposed
methods can ensure successful neighbor discovery with very high probability. The simulation results showed that, the randomized path selection strategy provides better performance compared
to the pre-defined path selection process. We observed from the simulation results that, using the
proposed method, a neighbor node can be discovered even within 1.2 seconds.
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CHAPTER 6: GPS-FREE MAINTENANCE OF A
FREE-SPACE-OTPICAL LINK BETWEEN TWO
UNMANNED-GROUND-VEHICLES

In this chapter, we propose a novel scheme showing the feasibility of maintaining optical wireless
communication in a mobile setting with minimal disruption using mechanically steered transceivers
and a simple auto-alignment mechanism1 . We consider two autonomous nodes/robots moving in
random directions, each initially unaware of the location of the other. We focus on the case where
the mobiles have an FSO transceiver each, mounted on a mechanically steerable head (which could
as well be a simple arm) capable of rotating 360o . In this paper, we also present a prototype implementation of such mobile FSO nodes. We show that using such mechanical steering capability
to control the rotation of the transceivers, the problem of LOS maintenance can be dealt with effectively without global positioning system (GPS) but merely with an orientation device such as
compass.
Maintaining a directional communication link would be trivial if a location service like GPS is
available. However, for RF-challenged or indoor environments, solutions that do not utilize RF
signals or GPS are needed. Within this context, our major contributions include:

• a theoretical framework for GPS-free maintenance of FSO links so that calculation of mechanical steering parameters (e.g., angular speed of the rotating arm) is feasible,
• a protocol for maintaining the FSO link at a desired minimum SNR or link quality,
• an approach that uses only the optical signals without any usage of RF signals for exchanging
information among the mobiles, and
1

This work was published in IEEE TMC 2017 [5].
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• an approach that does not need multiple transceivers or elements to detect the movement
direction of the other mobile.

The rest of the paper is organized as follows: In Sections 6.1, 6.2 and 6.3, we describe our
proposed method for maintaining communication link between two autonomous mobiles using
FSOC. Sections 6.4 and 6.5 presents a simulation-based evaluation of our approach. In Section 6.6
we describe the prototype in detail. In Section 6.6.1, we provide some initial experimental results.
Finally, we conclude in Section 6.7.

6.1

6.1.1

Technical Approach

Problem Statement and Assumptions

For the problem of maintaining an FSO link between two mobiles, we make the following assumptions that the nodes:

• are in a GPS-free environment with no medium of communication available other than the
FSO link;
• are mobile and completely autonomous;
• move on both straight lines and curved lines;
• are each equipped with an Internal Measurement Unit (IMU). The IMU consists of an accelerometer, gyroscope and a compass/magnetometer giving them the sense of their own
direction and movement; and
• are each equipped with a mechanically steerable head (with which they can scan the entire
360o ) that is mounted with a full-duplex FSO transceiver.
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Figure 6.1: Establishment of an FSO link between A and B

Our algorithm has two main stages: (i) Detection of line-of-sight (LOS) and establishment of an
FSO link, which we call the discovery phase, and (ii) Maintaining the FSO link. The basic idea
for our neighbor discovery approach is to rotate the transceivers of each node with a given angular
speed. The nodes start a three way handshake by sending search messages. Upon reception of a
search message a node responds with an acknowledgment. The sender of the search message then
responds to this acknowledgment completing the three-way handshake. Thus, LOS is detected
and a full-duplex FSO link is established. While establishing this link, the nodes exchange the
information about their speed and heading direction with each other. Then, in the “maintaining the
link” phase, each node uses these speed and heading information to determine the angular velocity
at which to rotate its transceiver to maintain the LOS, thus the FSO link with the neighbor node.

6.1.2

Discovery

Let us consider the case where two mobile nodes are moving in random directions but within the
transmission range of each other. The steerable heads of both the nodes rotate continuously in
the same direction (both clockwise/ both counter clockwise) but with different angular velocities.
While rotating, both the nodes periodically send SYN frames through their respective transceivers.
A node stops sending this signal when it receives either a SYN ACK frame as a reply to its own
SYN frame or a SYN frame from the other node. As an answer to the SYN ACK the sender again
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sends ACK ensuring detection and establishment of LOS. For simplicity, let us follow the case
depicted in Fig. 6.1, in which node A sends a SYN, node B replies with SYN ACK and A replies
with an ACK. When A sends out its first ACK frame, it changes its internal state to ALIGNED
with Node B and same is true for B when it receives the ACK. At this point, B and A can start
exchanging DATA frames as the link is established. The pseudocode of a simple discovery protocol
is given in Algorithm 3.
A key issue with LOS discovery among two autonomous nodes is the time it will take for the two
nodes to finally get their transceivers in LOS and hence make the above SYN-ACK exchange. If
the nodes are rotating their heads in similar speeds, it may take longer time to discover each other.
Increasing the rotation speed will not work after a point. A more detailed study of the issue of how
fast and which direction the nodes should turn their heads needs to be done. In this paper, we focus
on the next stage of the problem, i.e., preserving an existing LOS link between two mobiles.

6.1.3

Maintaining The Link

In this stage, we assume that an FSO link has been established between the two mobiles, but the
goal is to maintain this link. While establishing the link, a node conveys the information about
its velocity, the direction in which it is moving and the orientation of its head to the other node.
This information is used by the other node to set the angular velocity and the direction of rotation
(clockwise/counterclockwise) of its head to maintain the link.
After establishing the FSO link, the nodes maintain the link with the aid of mechanical steering.
Using the determined angular velocity and finding which way to rotate (clockwise/counterclockwise),
the head is steered accordingly to maintain the FSO link. If one or both of the nodes change velocity or direction or both, then they need to recalculate their heads’ angular velocity and direction of
rotation, which we detail in the next two sections. The pseudocode of a simplistic link maintenance
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protocol is given in Algorithm 4.
Algorithm 3 Discovery: LOS Detection and Establishment
DiscoverNeighbor()
1: {Initialize the state variables}
2: State = SEARCH //Aligned or Search state?
3: Done = FALSE //Full duplex or not
4: {Continuously rotate head and send search signal (SYN)}
5: while State = SEARCH do
6:
Send SYN
7:
if SYN is received then
8:
State = ALIGNED
9:
Send SYN ACK
10:
end if
11:
if SYN ACK is received then
12:
State = ALIGNED
13:
Done = TRUE
14:
Send ACK
15:
end if
16: end while
17: {Wait for SYN ACK if not received}
18: while Done = FALSE do
19:
Send SYN
20:
if SYN ACK is received then
21:
Done = TRUE
22:
Send ACK
23:
end if
24: end while

6.2

Autonomous Maintenance of an FSO Link

Assuming that two nodes A and B have already detected the LOS and established an FSO link
between them, there are several calculations and decisions to be made in order to maintain the
FSO link between each other. These include which direction to rotate their heads, calculation of
the proper angular velocity of the rotation, and calculation of the distance between the nodes. Last
but not the least, the nodes should know how frequent and which specific information to exchange
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among each other so that the calculations and decisions could be made in a timely manner. We
address these issues below.
Algorithm 4 Maintenance: Tune Angular Velocity of the Head
{Global variables}
Dist N odes //Distance between the two mobiles in meters
Rmax //Maximum communication range of the transceiver in meters
{Head rotation variables}
AngularV elocity //Degrees per second
AngularDirection //CW or CCW
{My movement/mobility variables}
V elocity //My speed and direction of movement
Orientation //Head’s orientation
{Neighbor’s movement/mobility variables}
N V elocity //Neighbor’s speed and direction of movement
N Orientation //Head’s orientation
{Periodically exchange velocity, direction & head orientation}
{Called every tx seconds}
ExchangeInfo()
1: Send < V elocity, Orientation >
2: Receive < N V elocity, N Orientation >
{Periodically check the link and re-tune the angular velocity of the head}
{Protocol A: Called every tx seconds}
Maintain(αmax )
1: α =< Angle of Deviation > /θ
2: {Check if the link is still up}
3: if Dist N odes > Rmax then
4:
DiscoverNeighbor()
5: else
6:
{Check if the link has deviated more than αmax }
7:
if α > αmax then
8:
Recalculate AngularV elocity
9:
Recalculate AngularDirection
10:
end if
11: end if
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6.2.1

The Angular Velocity: Three Cases

There are three cases according to the relative directions and positions of the nodes. We detail
these cases for autonomously calculating the angular velocity of the nodes’ heads so that the link
can be maintained.
Case I: One Moving, One Stationary. As depicted in Fig. 6.2, let’s consider the case when A is
stationary and B is mobile. B continues to move in the direction it was already moving. Let us
assume that B moves a distance of x in some given time t (very small amount of time in tens of
milliseconds). To sustain the link, both A and B will need to rotate their heads. If the angle of
rotation for the head of A is X1 and for the head of B is X2 . From Fig. 7.2 it can be seen that:
∠X1 + ∠Y + ∠Z = 180 ◦
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(6.1)

and that the path traversed by B is a straight line:

∠Z + ∠X2 + ∠Y = 180 ◦ .

(6.2)

(6.1) and (6.2) show that ∠X1 = ∠X2 . Let this angle of rotation be X, where ∠X = ∠X1 = ∠X2 .
Then, the angle of rotation ∠X can be determined using the following formula:
x
y
z
=
=
sin X
sin Y
sin Z

(6.3)

where x, y and z are the edges of the triangle in Fig. 7.2. We can, then, calculate X by:

X = arcsin

x sin Y
y

(6.4)

Since we know B’s velocity, v~b , from the discovery phase, we can calculate x by measuring the
time difference between the two positions of B and applying

Distance = V elocity × T ime.

(6.5)

That is, x = vb × t. Next, we can also calculate ∠Y as it is the angle between the direction of
B’s motion and the orientation of its head. To find y, we look at Fig. 6.2. Let us consider the
position of B at the moment of LOS discovery as the origin (0, 0) of the reference frame. After
time t, B’s position is (a1 , b1 ) and let A’s position be (a2 , b2 ). Then, we can write a1 = x sin θ,
b1 = x cos θ, a2 = z sin φ, and b2 = z cos φ, where θ is the angle between the compass and the
direction of B’s motion, φ is the angle between the compass and the orientation of the head. We
p
can now calculate y = (a1 − a2 )2 + (b1 − b2 )2 ), which means everything needed to calculate X
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in (6.3) is complete. Finally, the angular velocity for A’s head will be ∠X/t, since we know that

Angular V elocity =

Angular Displacement
T ime

(6.6)

We will describe how to find z later in Section 6.2.2.
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Figure 6.3: Case II

Case II: One Node Eastbound, One Node Westbound. Fig. 6.3 portrays another case where A is
going westbound and B eastbound. Let θ1 be the angle between the compass axis and the direction
of motion of the first node, A and θ2 be the angle between the compass axis and the direction
of motion of the second node, B. Then, eastbound represents θ2 = [0 ◦ , 179 ◦ ] and westbound
represents θ1 = [180 ◦ , 359 ◦ ]. Assume that B moves x1 and A moves x2 after discovering LOS
between each other. Similar to Case I, we can assume A as stationary and B as moving with relative
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~ 2 ). Here, x =
velocity v~a + v~b which gives B’s relative displacement, x, as ~x = x~1 + (−x

p
R12 + R22

and ψ = arctan(R2 /R1 ), where R1 = x1 + x2 cos(180 ◦ − θ1 − θ2 ), R2 = x2 sin(180 ◦ − θ1 − θ2 ),
and ψ is the angle between the original direction and the relative direction of B’s motion. Similar to
Case I, considering B’s position at the moment of LOS discovery as the origin (0, 0) of the global
reference frame, we can calculate A’s position (a2 , b2 ) at the moment of LOS detection and B’s
p
apparent position (a1 , b1 ) at distance x. This would give us y = (a1 − a2 )2 + (b1 − b2 )2 . And
∠Y = ∠H − θ2 − ψ. Here, ∠H represents the orientation of the head of Node B with respect to
the compass axis. Finally, we then again use (6.3), (6.4), (6.5) and (6.6) to determine the angular
velocity, ∠X/t.
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Node A
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Figure 6.4: Case III

Case III: Both Nodes Eastbound or Westbound. The last case is portrayed in Fig. 6.4, where A
and B are both going eastbound, with velocities v~a and v~b , respectively. Again, similarly to Case
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II, we can assume A as stationary and B as moving with velocity v~b − v~a . Here ~x = x~1 + (−x~2 ),
p
where x = R12 + R22 and ψ = arctan(R2 /R1 ). Here, R1 = x1 − x2 cos(θ1 − θ2 ) and R2 =
x2 sin(θ1 − θ2 ). Here, θ1 = angle between the compass axis and the direction of motion of Node
A. And θ2 = angle between the compass axis and the direction of motion of Node B. Similar
calculations as in Cases I and II give us y. We then calculate ∠Y = ∠H − θ2 + ψ. Finally, we
apply (6.3), (6.4) and (6.5) and (6.6) to find the angular velocity, ∠X/t.
These calculations for determining the angular velocity are applicable for nodes moving on both
straight lines and curves. We assume the curve to be a concatenation of a large number of very
small straight lines. The distance x = vb Xt would be very small since we assume t to be very small
(10ms − 1s). Although it is possible to further improve this calculation for curvature movements,
we leave that for future work.

6.2.2

Determination of z

We represent the distance between the two mobile nodes at the moment they discover the LOS as
z. This distance (z) is measured only at the start of the maintenance phase. To find z, we assume
availability of an optical distance measurement device, which are available in three categories:
interferometry, time-of-flight (TOF) and triangulation methods [102]. The FSO transceivers can
use the TOF technique to measure z. TOF refers to the time it takes for a pulse of energy to travel
from its transmitter to an observed object and then back to the receiver. If light is used as energy
source, the relevant parameter involved in range counting is the speed of light, i.e., roughly 30
cm/ns. A TOF system measures the round trip time (RTT) between a light pulse emission and
the return of the pulse echo resulting from its reflectance off an object. When LOS is established
between the two nodes, this technique is applicable.
Another method may be to measure the time between sending a “Hello” packet to the neighbor
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and receiving a response for that packet. For this case, while calculating the RTT, we also need
to consider the processing time of the receiving node (µs to ns) and transmission time of (µs) the
control packet. We assume that processing time of the receiver is constant and known to the sender
or the processing time can be included in the response packet. The transmission time or time to
insert the control packet into the propagation medium can be calculated by dividing the size of
the control message by the line rate (upto 155M bps [17] for VCSELS and LEDs). Since RTT is
representative of traveling twice the distance and must therefore be halved to find the actual range
to the target [102]. In this case, RTT is:

RT T = trecv − tsend − tproc − ttrans

(6.7)

where, trecv is the time when response is received from the receiver (Node B), tsend is the time
when initial signal was sent by sender (Node A), tproc is the processing time of the nodes and ttrans
is the time to insert the control packet into the propagation medium.

Table 6.1: Neighbor in Northern Quadrants
Condition
∠P < ∠Q
∠P > ∠Q
∠P = ∠Q

Rotation
CW
CCW
None

Table 6.2: Neighbor in Southern Quadrants
Condition
∠P < ∠Q
∠P > ∠Q
∠P = ∠Q
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Figure 6.5: Rotation direction: Neighbor in northeast quadrant

6.2.3

Rotation: Clockwise (CW) or Counterclockwise (CCW)?

Another important decision to make for the nodes is which way to rotate: clockwise or counterclockwise. Considering two nodes A and B again, the decision depends on two parameters:
orientation of the heads and the direction of motion of the nodes. Fig. 6.5 depicts an example.
Assume that, Node A was at location (0, 0) and Node B was at location (a2 , b2 ) at the start of the
“Maintaining The Link” phase. After a given time, Node A moves to (a1 , b1 ) and Node B Moves
to (a3 , b3 ). Here ∠P is the orientation of the head of node A with respect to the compass axis at the
start of the “Maintaining The Link” phase. ∠Q is the orientation of the head of node A with respect
to the compass axis after a given time. If ∠P < ∠Q, then rotation should be Counterclockwise. If
∠P > ∠Q, then rotation should be Clockwise and if ∠P = ∠Q, there is no need for the nodes to
rotate their heads. Tables 6.1 and 6.2 show all the possible cases which aids in deciding whether
the rotation should be clockwise or counterclockwise.
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Table 6.3: Mathematical Notations
Symbol
θ
α
αmax
γ
γmin
tx
Nrec
Rmax
ζ
Pt
S

Meaning
Angle of Divergence (degrees)
Angle of Deviation / θ
Maximum allowed α
Received SNR - Minimum required SNR (dB)
Minimum allowed γ (dB)
Time period of information exchange(s)
No. of Recalculations
Maximum transmission range of transceiver (m)
Radius of receiver (cm)
Transmitter’s source power (dBm)
Receiver’s sensitivity (dBm)

6.3

Exchange Protocols to Maintain the Link

A crucial part of establishing the nodes’ autonomy is to let the nodes decide how fast to turn their
heads autonomously. We assume that the nodes will exchange their velocity and signal quality
values periodically over the FSO link itself. These periodic exchanges will allow the nodes to
recalculate how fast they should turn their heads so that the FSO link stays up. We considered two
different simplistic protocols for recalculating the angular velocity of the rotating head.

6.3.1

Protocol A: Maximum Angle of Deviation

Every time the nodes exchange their information, the receiver node will see if it has deviated
greater than a preset threshold. If so, the receiver node will recalculate the angular speed of its
head. We assume that the nodes can turn their heads as fast as needed, which is realistic since we
only consider walking speeds.
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Let tx be the time period of information exchanges between the two nodes. Further let α be the
ratio between the Angle of Deviation (θd ) of the receiver from the the normal of the other node’s
beam and the Divergence Angle (θ), and αmax be the maximum allowed α before recalculation of
rotational speed is performed. At every tx , α is checked, and if α > αmax then the angle of rotation
(X) for the mobile FSO nodes are recalculated using (6.4) − (6.6).
During simulations, it was observed that θd >> X when α > αmax . So instead of updating X by
directly adding/subtracting θd , it is updated as follows:



θd
∠X = ∠X 1 ±
θ


(6.8)

Also, a value of α > 1 means that the link is down. Alg. 5 lays down one particular implementation
of Protocol A as a pseudocode.

6.3.2

Protocol B: Minimum SNR

In this protocol, every time the nodes exchange their information, the receiver node will see if its
received Signal-to-Noise Ratio (SNR) is less than a preset threshold. If so, the receiver node will
recalculate the angular speed of its head. This design is particularly useful if quality of the FSO
link is important.
Let γ be the difference (in dB) between the received SNR of the receiver and the receiver’s minimum required SNR, and γmin be the minimum allowed γ before recalculation of rotational speed
is performed. At every tx , γ is checked, and if γ < γmin then the angle of rotation (X) for the
mobile FSO nodes are recalculated. A value of γ < 0 means that the link is down. The angle of
rotation is updated using (6.8).
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6.4

Simulation Setup

To gain insight into effectiveness of our approach, we performed simulations using MATLAB
[103]. We considered walking speeds and reasonably capable robots for our nodes, e.g., Packbots
[14]. We concentrated on the “Maintaining the Link” phase, and assumed that the nodes had
discovered each other. We detail our simulation setup and assumptions, followed by results below.
Table 6.3 lists the meanings of each mathematical symbol we used in our models.

6.4.1

Transceiver Coverage Model

A key part of the simulation is to model transmission and field-of-view areas of an FSO transceiver,
which follow the Lambertian law. To ease the computations, we approximated an FSO transceiver’s
coverage area L as the combination of a triangle and a half circle, which was shown to approximate
the Lambertian coverage with a negligible error in [104]. Fig. 6.6 illustrates the key parameters:
R, the height of the triangle; θ, the divergence angle and Rmax , the maximum reachable range.
The radius of the half circle is R tan θ, and R can be found by Rmax = R + R tan θ. Then, the
coverage area of the transceiver, L, can be derived as:
1
L = R2 tan θ + π(R tan θ)2
2

(6.9)

The received power of an FSO transceiver is subject to Lambertian loss due to radial distance
from the axis of propagation (see Fig. 6.6), atmospheric attenuation and geometric attenuation
[104]. The maximum communication range of an FSO transceiver is affected by these losses.
The maximum range Rmax that can be reached by an FSO transceiver (or the maximum reachable
range) is dependent on the transmitter’s source power P dBm, the receiver’s sensitivity S dBm, the
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radius of the transmitter β cm, the radius of the receiver (on the other receiving FSO node) ζ cm,
the divergence angle of transmitter θ mRad, the visibility V km, and the optical signal wavelength
λ nm. The maximum solution of the following inequality gives us Rmax .

−σR

−(Pt + S) < 10 log10 e


+ 10 log10

ζ
γ + 200Rθ

2
(6.10)

Triangle
θd

R tanθ

Half Circle

θ

R tanθ

R
Rmax

Figure 6.6: Coverage area of an FSO transceiver as “Triangle + Half Circle”

6.4.2

Divergence Angle

During our simulations, we tried different divergence angles for the transceivers. We assumed
that, for a transceiver, both the transmitter’s divergence angle and the receiver’s field-of-view are
the same. Lasers operate with 0.5 mRad (0.0286◦ ) to 2.5 mRad (0.1432◦ ) divergence angles, while
VCSELs with 2.5 mRad (0.1432◦ ) to 75 mRad (4.2972◦ ) and LEDs with 60 mRad (3.4377◦ ) to 200
mRad (11.4592◦ ) [104]. For our simulations, we considered VCSELs and LEDs as transmitters
and considered 3◦ , 5◦ , 7.5◦ , and 10◦ as divergence angles.
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6.4.3

Minimum SNR in Protocol B

Protocol B aims to keep the quality of the FSO link above a threshold. The performance of a
receiver degrades as a result of several factors, including line-width, relative intensity noise (RIN)
of the source, and receiver noise. These effects have an impact on the maximum transmission
distance and signal coverage area. The performance of an optical digital link is measured by the bit
error rate (BER). Conversely, in an analog optical link, the performance of the receiver is measured
by SNR. An example of such an analog system is the optical wireless CATV system [105], where
multiple analog or digital TV signals (or both) are combined by means of subcarrier multiplexing
(SCM) into a single analog signal, which is then transmitted over an optical link. To provide
good picture quality, the analog signal must have an SNR much greater than typical (e.g., 14 to
17 dB) for non-return-to-zero (NRZ) signal. For analog TV channels, the National Association
of Broadcasters (NAB) recommends an SNR > 46 dB. For a digital TV channel with QAM-256
modulation and forward error correction (FEC), a typical SNR > 30 dB is required [105, 106]. For
our simulation purposes, we chose the minimum required SNR of 30 dB for Protocol B.

6.4.4

Node Size and Configuration

Our main simulation scenario is to evaluate two Packbots exploring a region of interest while
maintaining an FSO link between each other. So, we considered the nodes as Packbots having
length and width of 75cm and 40cm respectively [14]. We considered a fixed value of Rmax (100
meters) for different values of the divergence angle. We considered receiver’s sensitivity of -43
dBm, visibility of 20 km, optical signal wavelength of 1550 nm, transmitter radius of 0.3 cm and
receiver radius of 3.75 cm. The required source power for the transmitter was calculated from
(6.10).
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6.4.5

Sensor Reading Errors

We consider both nodes to be equipped with an Internal Measurement Unit (IMU) each. An IMU
consists of an accelerometer, gyroscope and a magnetometer. These sensors are used by the nodes
to measure their own speed and heading direction that they share with each other. These sensors
are sensitive and contains measurement errors like noise, a bias, scale factor error, g-sensitivity,
cross-axis sensitivity etc. Disturbances in the magnetic field near the magnetometer can induce
errors. This disturbances include power lines, motors, residual magnetism in the vehicle’s chassis
etc. [107]. We considered the presence of these errors in our simulations and associated different
error values to the measurement of initial distance [102], speed [108] and heading [109] of the
nodes. We denoted the different error values as follows:

• NE: No error was considered.
• EC1: Error values between −0.25m/s and 0.25m/s were randomly chosen from a truncated
Gaussian distribution and added to the speed measurement.
• EC2: Error values between −0.50m/s and 0.50m/s were added to the speed measurement.
• EC3: Error values between −0.75m/s and 0.75m/s were added to the speed measurement.

Moreover, for EC1, EC2 and EC3, error values between −3o and 3o were added to the heading
measurements and error values between −0.25m and 0.25m were added to the initial distance
measurements (determination of z) between the nodes.
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6.5

Simulation Results

We evaluated the performance of our approach using the two exchange Protocols A and B for
recalculating the angle of rotation autonomously. We compare the percentage of time the FSO link
was down during our simulations. We evaluated Protocols A and B under various ranges for the
parameters shown in Table 6.3. We performed simulations for different values of the divergence
angle θ (2.5◦ , 5◦ , 7.5◦ and 10◦ ), αmax (0.25, 0.5 and 0.75), γmin (5dB, 6dB and 7dBb), and tx
(10ms to 1s). We first considered Packbots moving on straight lines with speeds between 0m/s to
2.5 m/s (or 9 km/h) [14]. We randomly chose the initial positions of the nodes. We also randomly
picked their initial speed and heading direction for each simulation run. For each simulation run,
after every two seconds, the speed of the nodes were increased by 10% of its current speed for
the first ten seconds. For the next ten seconds, the speed of the nodes were reduced by 10% of
its current speed. If the link duration reached twenty seconds or if the nodes were out of each
others’ communication range the simulation was ended. For calculating the percentage of time the
link was down for each simulation run, we checked every 10ms if a receiver node was within the
coverage area of the transmitting node i.e., for protocol A we checked if α > 1 and for protocol B
we checked if γ < 0. The values α > 1 and γ < 0 were counted as misses. Dividing the count of
misses by the link duration value gave us the percentage of link down value. For each parameter
combination, we calculated the average percentage of link down time and the number of message
exchanges over 400 simulation runs.

6.5.1

Using Protocol A

We simulated the protocol for different values of αmax (0.25, 0.5 and 0.75), and tx (10ms to 1s).
In this section, we report the results where angle of deviation is used as the metric for deciding
when to re-tune the angular speed of the head’s rotation (i.e., Protocol A). We simulated with two
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mobility scenarios: (i) both nodes moving on straight lines and (ii) one node on a curve and the
other on a straight line.

6.5.1.1

Both Nodes on Straight Lines

Link Down (%)

12
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EC2
EC3

10
8
6
4
0

0.2

0.4

0.6

0.8

1

tx

Figure 6.7: Effect of tx and sensor errors on link maintenance for αmax = 0.25 and θ = 7.5o (with
70% confidence interval) (c)

Fig. 6.7 depicts the performance of the algorithm for maintaining the FSO link for different values
of tx . The percentage link down time values are plotted along with 70% confidence interval. We
can see that, as tx increases the link is down for longer percentage of time. Smaller tx means more
frequent exchange of speed and heading information between the nodes. This helps to update the
angular velocity with more accuracy and provides better link maintenance. For example, with
error EC2 (explained in Section 6.4.5), link down time is 6.57% for tx = 30ms and 7.71% for
tx = 100ms. We can also observe from Fig. 6.7 that, the link is down for longer percentage
of time with increase in errors in the sensor readings. As we can see, when no sensor error is
considered the link is down for ≈ 5% of the time. When error is EC2, link is down for ≈ 7% and
when error is EC3, link down time is ≈ 10%.
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Figure 6.8: Effect of divergence angle on link maintenance for αmax = 0.25 (with 95% confidence
interval)
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Figure 6.9: Effect of αmax on link maintenance for θ = 100

Fig. 6.8 depicts the performance of the algorithm for maintaining the FSO link for different divergence angles when αmax = 0.25 and error is EC1. The percentage link down time values are
plotted along with 95% confidence interval. We can observe that the lower the divergence angle,
the larger percentage of time the link is down. For example, when tx = 50ms and θ = 2.5o , link
down time is 19.33%. On the other hand, when tx = 50ms and θ = 10o , link down time is only
3.34%. A larger θ with a fixed Rmax (100m) provides a larger coverage area than a smaller θ. So,
the larger the divergence angle, the better is the performance.
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Figure 6.10: Distribution of down time percentage across link duration (αmax = 0.25, θ =
10o , tx = 50ms)

For a fixed divergence angle, θ = 100 , Fig. 6.9 shows the link maintenance performance for
different values of αmax and sensor error EC1. We observe that smaller αmax results in better link
maintenance. We can see that, the percentage of time the link is down, is larger for αmax = 0.25
than that for αmax = 0.75. This is expected since a lower αmax value means that the recalculation
of rotational speed is done for less deviation from the sender node’s area of coverage. Thus, lower
αmax yields more accurate calculation of angle of rotation and thus the link stays up for a longer
period of time.
A relevant issue is how the links’ duration relates to the link down time. Fig. 6.10 shows the
averages of the percentage of link down time across link duration. The link duration is the length
of time the two nodes are both in communication ranges of each other. If the link duration reached
20s simulation was stopped. We can observe that the percentage of down time is larger for the
links that had longer duration, e.g., 0% down time for links ongoing up to 16s while 0% − 4% for
links ongoing longer than 16s. This is a motivating result since the largest percentage of link down
time is only 4% for links longer than 16s, and the link down time stays under control.
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Figure 6.11: Divergence angle (θ) vs transmitter source power

Fig. 6.11 displays the relationship between divergence angle and required transmitter power. The
average percentage link down time values are plotted along with 95% confidence interval. We can
observe that for a fixed value of Rmax , although the performance of the algorithm improves with
larger divergence angles, this is achieved at the cost of higher transmitter source power (calculated
from [104]). To maintain a particular Rmax , the required transmitter source power increases (Black
line) with increase in the divergence angle.
Fig. 6.12, shows the combined effect of divergence angle and αmax on link down time. We can
observe that, for small sensor errors (N E or EC1), combination of larger divergence angles and
smaller αmax provides better link maintenance. But this behavior is not consistent when sensor
errors are high (EC2 and EC3). For example, with error EC2 and θ = 2.5, αmax = 0.75 results
in smaller link down time than αmax = 0.25, which is contrary to what we observed for N E and
EC1. But for larger divergence angles (5o , 7.5o and 10o ), the combination of large θ and small α
works well again. This irregularity is caused by the sensor reading errors.
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Figure 6.12: Combined effect of θ and αmax on link maintenance

Lastly, Fig. 6.13 shows the communication and computation overheads i.e., the number of recalculations (Nrec ) of rotational speed for different values of tx and αmax . It can be seen that the
overhead reduces with increase in tx . For example, for αmax = 0.25 and θ = 5o , we empirically
find that the overhead decays with a power of -0.96, i.e., Nrec = c ∗ t−0.96
(c is a constant). This is
x
a very promising result since it is possible to attain significant reductions in overhead by making
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small increases to tx . In a more complicated protocol, tx can be dynamically tuned to leverage
this relationship and reduce the recalculation overhead depending on the mobility of the nodes and
their relative positions. We can also observe that the overhead decreases as αmax increases. The
overhead is higher for αmax = 0.25 than that for αmax = 0.75.
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Figure 6.13: Overhead for different αmax and θ (axes in log scale)

We have observed that, the proposed scheme provides better link maintenance for smaller values
of αmax and tx , but at the cost of larger overhead. And it also provides better performance when
divergence angles are larger but at the cost of larger transmitter source power.

6.5.1.2

One Node on a Curve, The Other on a Straight Line

The angular speed calculations of our approach in Section 6.5.1.1 assumes that the nodes move
on straight lines. One natural question to answer is how the approach would perform if the nodes
move on curves. For this case, we considered one node moving on a curve and the other moving
on a straight line. We modeled the curved path using the equation of a parabola:

y = ax2 + bx + c.
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(6.11)
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Figure 6.14: Effect of tx and sensor errors on link maintenance

We assumed that the node on a straight line is starting from the center of the simulated area, and
randomly picked the starting point and the direction of the other node which follows the curve
according to (6.11).
Fig. 6.14 shows the performance of the link maintenance protocol when one of the nodes moves
on a curve. The solid lines show the link down time for the scenario where both nodes move on
straight lines. The dotted lines show link down time for the scenario where one node moves on a
curve. It can be seen that, the link is down for longer percentage of time when both nodes are not
moving on a straight line. But the difference is subtle. Additionally, we observe that, link down
time increases with increase in tx and with larger sensor errors.
Again, Fig. 6.15, shows the combined effect of divergence angle and αmax on link down time when
one node is moving on a curve. We again observe that, for no sensor errors (N E), combination
of larger divergence angles and smaller αmax provides better link maintenance. But this behavior
is not consistent when sensor errors are present (EC1, EC2 and EC3). The combination of large
θ and small α works well for larger divergence angles (θ > 2.5o for EC1, θ > 5o for EC2 and
θ > 7.5o for EC2).
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Figure 6.15: Combined effect of θ and αmax on link maintenance

6.5.2

Using Protocol B

In this section, we report the results where SNR is used as the metric for re-tuning (i.e., Protocol B).
We again considered with two mobility scenarios: (i) both nodes moving on straight lines and (ii)
one node on a curve and the other on a straight line. We simulated this protocol also for different
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values of the divergence angle, γmin (5dB, 6dB and 7dBb), and tx .
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Figure 6.16: Effect of tx and sensor errors on link maintenance for γmin = 7dB and θ = 10o (with
70% confidence interval)

6.5.2.1

Both Nodes on Straight Lines

Fig. 6.16 depicts the performance of the algorithm for maintaining the FSO link for different values
of tx using Protocol B. Again, the percentage link down time values are plotted along with 70%
confidence interval. We can see that, similar to the case using Protocol A, increase in tx causes the
link to be down for longer percentage of time. As discussed earlier, smaller tx helps to update the
angular velocity with more accuracy and provides better link maintenance. We can also observe
from Fig. 6.16 that, the link is down for longer percentage of time with increase in errors in the
sensor readings. As we can see, the link down time is smaller when there is no sensor error,
compared to when sensor error is EC2 or EC3.
In Fig. 6.17, the effect of divergence angle of the transceivers on link maintenance is shown when
Protocol B is used for re-tuning the angular velocity of the node’s heads. Once again, we observe
that, link maintenance is better performed with larger divergence angles.
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Figure 6.17: Effect of θ on link maintenance for γmin = 7dB (with 95% confidence interval)
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Figure 6.18: Effect of γmin on link maintenance for θ = 100

For a fixed divergence angle, θ = 10o , Fig. 6.18 shows the link maintenance performance for
varying γmin . We observe that increasing γmin improves the performance. This is also an expected
result because for a higher value of γmin , the recalculation of angular speed is done for higher
difference between the receiver SNR and the threshold SNR. Higher γmin means more accurate
calculation of angle of rotation angle and thus better maintenance of the FSO link is achieved.
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Figure 6.19: Combined effect of θ and γmin on link maintenance

Fig. 6.19 displays the combined effect of θ and γmin , averaged over all possible values of tx . It can
be seen that increasing the divergence angle yields better link maintenance. Also, increasing the
γmin improves the performance. As we can observe, combination of a high divergence angle (θ =
10o ) and a high γmin = 7dB, with error EC1, provides better (≈ 3% down time) link maintenance
than that (≈ 17% down time) obtained using a combination of (θ = 2.5o ) and γmin =5dB. Unlike
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the cases in protocol A, increase in sensor error does not affect this large θ−high γmin combination.
Finally, Fig. 6.20 shows the communication and computation overhead (i.e., the number of recalculations of rotational speed). Although higher γmin and smaller tx provides better link performance
(Fig. 6.16), this is achieved at the cost of higher overhead. Again we see that overhead reduces
with with increase in tx . So, it is possible to attain significant reductions in overhead by making
small increases to tx .
104

γmin = 5dB
γmin = 6dB

Nrec

103

γmin = 7dB
102
1

10
-2
10

10

-1

10

0

tx (sec)

Figure 6.20: Overhead for different γmin and θ (axes in log scale)

6.5.2.2

One Node on a Curve, The Other on a Straight Line

We performed simulations using Protocol B also for the scenario where one node moves on a curve
and the other moves on a straight line. We again observe in Fig. 6.21 that, the link down time is
slightly higher when one node is moving on a curve compared to when both nodes are moving on
straight lines. Similar to the simulation results in 6.5.1.1, 6.5.1.2 and 6.5.2.1, we see that the FSO
link is better maintained for smaller sensor errors. Also, the link maintenance is performed better
with smaller tx (Fig. 6.21), larger divergence angle, and higher γmin (Fig. 6.22).
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Figure 6.21: Effect of tx and sensor errors on link maintenance

6.6

Proof-of-Concept Prototype

We designed and built a prototype of the mobile node with a mechanically steerable FSO transceiver
by employing commercially available off-the-shelf electronic components. The prototype and a
block diagram of it are shown in Figure 6.23 and Figure 6.24, respectively. The main parts of
the prototype are: a robot car, a mechanically steerable head, a magnetometer, and IR transceiver.
All of these parts are controlled by a Raspberry Pi [87] using separate threads: head control, car
control, compass readings, and transmit or receive data. Due to UART compatibility issues of
Raspberry Pi, we added an Arduino [110] to handle the transmission and reception of the serial
data (via UART) to/from the IR transceiver.
We used the Emgreat 4-wheel Robot Smart Car Chassis Kits car [88] as the mobile node and
the Aluminum Robot Turntable Swivel Base [89] as the steerable head on which we mount the
IR transceiver. We used IrDA2 Click [90] as the transceiver. It supports IrDA speeds up to
115.2Kbit/s. Integrated within the transceiver module are a photo pin diode, an infrared emitter
(IRED), and a low-power control IC to provide a total front-end solution in a single package. This
device covers the full IrDA range of 3m using the internal intensity control. The IRED has peak
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emission wavelength of 900nm and the angle of half intensity is ±24o . And as the magnetometer
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we used the GY-273 HMC5883L 3-Axis Magnetic Electronic Compass [109].
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Figure 6.22: Combined effect of θ and γmin on link maintenance
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6.6.1

Experimental Results

We performed some initial experiments using the prototype to gain insight about the effectiveness
of our proposed FSO link maintenance protocol. We considered one node stationary and the other
mobile . Also, we considered half-duplex communication mode since the available IrDA2 click
transceivers do not work in full-duplex mode. The mobile node worked as a transmitter and the
stationary node was the receiver. For data transmission, we used the maximum baud rate of 115.2
Kbps of the IrDA2 click. We considered two types of packets: control packets and data packets.
The control packet contained the speed and direction information of the mobile node. The data
packet was randomly generated. The packet structures are shown in Figure 6.25.
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Figure 6.26: Experiment scenarios

We performed two experiments on the setup shown in Figure 6.26a. For both experiments, we kept
Node A stationary and Node B moving. We varied the message exchange interval tx (i.e., the time
interval between sending the control packets) and Node B’s speed vx . We measured the throughput
Videos explaining the proposed method and sample experiments are provided here: https://drive.
google.com/folderview?id=0B3IGA4_FJqpXTURPR1BDdS1XTDA&usp=sharing
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of the FSO link as the performance metric.

6.6.1.1

Experiment I: Angular Change

The goal of this experiment is to show that the protocol can effectively maintain the FSO link while
there is an angular change in the relative position of the two nodes. In this experiment, Node B
moved on a straight line parallel to the x-axis as shown in Figure 6.26a. As Node B moves, both
nodes have to tune their heads’ angular speeds in order to maintain the link. Node B was stopped
after it traveled 8 feet (or 2.44m), half of it towards the y-axis and the other half away from it. This
parallel movement requires changing the heads’ angular speeds continuously.
We performed the experiment for tx = [1, 2750]ms and vx = [0.375, 0.75]m/s. Figure 6.27a shows
how the throughput (in Kbps) behaves as tx varies. We can observe that the throughput was
≈68Kbps for tx of up to 2,500ms at speeds 0.375–0.75m/s. The throughput drops significantly for
larger tx . We can also observe that the maximum value of tx to achieve a throughput of ≈68Kbps
reduces with increase in speed. As expected, this means that higher speeds require more frequent
(smaller tx ) information exchange between the nodes to maintain the same level of throughput.
For example, for vx =0.375m/s, the throughput was ≈68Kbps for 1ms≤ tx ≤ 2,500ms. Likewise,
for vx =0.50m/s, the throughput was ≈68Kbps for 1ms≤ tx ≤1600ms.
Figure 6.27b displays the effect of αmax on the maximum value of tx to maintain a throughput of
≈68Kbps. For our experiments, we used αmax of 0.125 and 0.25. We can observe that, for both
cases, maximum tx reduces with increase in velocity. We can also see that the maximum tx is larger
for αmax = 0.25 than that for αmax =0.125. We also performed experiments with αmax = 0.375,
but for this case even with tx =1ms, the throughput was ≈50Kbps.
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Figure 6.27: Effect of tx and αmax on throughput for different car speed
6.6.1.2

Experiment II: No Angular Change

The goal of this experiment is to show the sanity of the proposed alignment protocol. In this
scenario also, we kept Node A stationary on the x-axis and Node B mobile but there was no
angular change in the relative positions of the nodes. First, we performed experiments with Node
B moving along the x-axis towards Node A (top Figure 6.26b). For all values of tx and vx , both
nodes correctly calculated the head rotation angles to be 0o and successfully maintained the FSO
link. The throughput remained ≈68Kbps for all the trials. Then, we performed experiments with
Node B moving on the x-axis away from Node A as shown in Figure 6.26b (bottom). In this case
also, all the packets sent by Node B was received by Node A correctly.
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6.7

Summary

We presented a novel approach to overcome the problem of maintaining an FSO link between
two autonomous mobile nodes. Each of the nodes is equipped with a mechanically steerable head
(or arm) on which an FSO transceiver is mounted. Using the proposed algorithm to control the
mechanically steered head, the FSO transceivers on the nodes can maintain a communication link
successfully. We outlined all possible cases for calculating the angular velocity of the nodes’ heads
and the direction of the heads’ rotation so as to maintain the FSO link. We also presented two different protocols for deciding when to recalculate the angular velocity. One is based on the deviation
of the receiver node from the transmitter’s coverage area, the other based on a minimum received
SNR. We also presented a prototype implementation of the above mentioned mobile FSO nodes.
For evaluating our proposed algorithm, we performed MATLAB simulations and real experiments
using the developed prototype. We showed through both simulation and experimental results that,
using a simple protocol to control the mechanically steerable head, the FSO transceivers on the
nodes can maintain a communication link successfully.
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CHAPTER 7: AUTONOMOUS MAINTENANCE OF
FREE-SPACE-OPTICAL LINKS BETWEEN UAVS

In this chapter, we propose a novel scheme showing the feasibility of maintaining an FSOC link
among two nodes/UAVs moving in 3D1 . We assume that the UAVs have mechanically steered
transceivers and a simple auto-alignment protocol by exchanging beacon messages. We consider
two autonomous aerial nodes/UAVs flying in random directions, each initially unaware of the
location of the other. We focus on the case where the mobiles have an FSO transceiver each,
mounted on a mechanically steerable hemispherical structure/head capable of rotating 360o in the
horizontal plane and 180o in the vertical plane. We show that using such mechanical steering
capability to control the rotation of the transceivers, the problem of LOS detection, establishment
and maintenance can be dealt with effectively. The key novelty of our work is that we assume no
GPS support and use the FSOC link itself to exchange the orientation information among the two
UAVs, which then autonomously decide where and how much to turn their heads.
The rest of the chapter is organized as follows: In Sections 7.1 and 7.2, we describe our proposed
method for maintaining communication link between two autonomous UAVs using FSOC. Section 7.3 presents an initial simulation-based evaluation of our approach. Finally, we conclude in
Section 7.4.

1

This work was published in ACM HotWireless 2015 [111].
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FSO Transceiver
Hemispherical Head

Top View

Side View

Figure 7.1: A quadcopter/UAV with hemispherical heads mounted with optical transceivers

7.1

7.1.1

Technical Approach

Problem Statement and Assumptions

For the problem of maintaining an FSO link between two aerial nodes, we make the assumptions
that the two nodes:

• are mobile and autonomous with no GPS support;
• cannot use an out-of-band RF link to exchange control information (e.g., their orientation
and velocity), but can only use the FSO link itself;
• move on straight lines only but in any direction;
• are equipped with Inertial Measurement Units (IMU) giving them the sense of velocity and
orientation;
• are equipped with two mechanically steerable hemispherical heads each, one on top and one
at the bottom of the UAV, mounted with FSO transceivers (Fig. 7.1);
• can scan complete 360o in the horizontal plane and 180o in the vertical plane with each head.
157

We further assume that the UAVs initially use GPS and RF communication to discover each other,
and then exchange information about their positions and point the FSO transceivers towards each
other to initiate the FSO link. Once the FSO link is established, we, in this paper, focus on maintaining the LOS link between the two UAVs.

7.1.2

Maintaining The Link

While establishing the link, a node conveys the information about its velocity, the direction in
which it is moving, its position, and the orientation of its head to the other node. This information is used by the other node to set the angular velocity and the direction of rotation (clockwise/counterclockwise and up/down) of its head to maintain the link. The nodes periodically
exchange this orientation and velocity information to keep the link up. A key difference from the
prior work is that the nodes exchange the information in-band using the FSO link itself.

7.1.2.1

Setting Up The Angular Velocity

Assuming that two aerial nodes A and B have established an FSO link, there can be two cases
depending on the relative velocities and positions of the nodes. We detail these cases for autonomously calculating the angular velocity of the nodes’ heads so that the link can be maintained.
Case I: One Mobile, One Stationary. As depicted in Fig. 7.2, let’s consider the case when A
is stationary and B is mobile, with initial positions of A and B being (0, 0, c0 ) and (a1 , b1 , c1 ),
respectively. Further assume that B moves a distance of x in during time t (in the order of tens of
milliseconds) to a new position (a2 , b2 , c2 ). To sustain the link, both A and B will need to rotate
their heads in both horizontal and vertical planes. For A, let the rotation angles be [∠Xxy , ∠Xz ],
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where ∠Xz = |∠θz0 − ∠θz |. ∠Xxy and ∠θz0 can be determined by:

Xxy

y 02 + z 02 − x02
= arccos
2y 0 z 0

θz0 = arccos
where x0 = x cos φz , y 0 =

(7.1)

y0
y

(7.2)

p
a22 + b22 , and z 0 = z cos θz .
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Figure 7.2: Case I: A stationary and B moving

Since we know B’s velocity, v~b , from the last time they discovered each other, we calculate x
by measuring the time difference between the two positions of B and applying: x = vb × t.
p
We use: y = a22 + b22 + (c2 − c0 )2 . We represent the distance between the two nodes at the
p
moment of discovery as z =
a21 + b21 + (c1 − c0 )2 ), where a1 = z 0 cos θxy , b1 = z 0 sin θxy ,
a2 = a1 + x0 cos φxy , b2 = b1 + x0 sin φxy , and c2 = c1 + x sin φz . Here, [θxy , θz ] represents the
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orientation of A’s head and [φxy , φz ] the direction of B’s motion at the last discovery time, where
θxy and φxy are azimuthal angles, and 90◦ − θz and 90◦ − φz are zenith angles.
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Y-axis (West)

a1, b1, c1

θz2
p2, q2, r2
θz1

0, 0, r1
θxy2

θxy1

X-axis (North)

0, 0, 0

Figure 7.3: Neighbor in Northeast Quadrant

Case II: Both Nodes Mobile. Assume that A and B are moving with velocities v~a and v~b . Further
assume that A moves a distance of x2 from (0, 0, r1 ) to (p2 , q2 , r2 ) and B moves a distance of x1
from (a1 , b1 , c1 ) to (a2 , b2 , c2 ) in time interval t. Again, to sustain the link, both A and B will
need to rotate their heads. From A’s perspective, the problem becomes the same as Case I if we
assume A as stationary and B as moving with relative velocity v~a + v~b . This means B’s relative
displacement, x, can be found by ~x = x~1 − x~2 . This gives us B’s apparent (as perceived by A)
position (a02 , b02 , c02 ). We, then, perform the calculations in Case I for solving A’s problem. Then
B’s rotation angles can be calculated by performing the same procedure from B’s perspective.
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Table 7.1: Rotation Direction
Western Quadrants
Condition Rotation
θxy1 < θxy2 CCW
θxy1 > θxy2 CW
θxy1 = θxy2 None
θz1 < θz2
Up
θz1 > θz2
Down
θz1 = θz2
None

7.1.2.2

Eastern Quadrants
Condition Rotation
θxy1 < θxy2 CW
θxy1 > θxy2 CCW
θxy1 = θxy2 None
θz1 < θz2
Up
θz1 > θz2
Down
θz1 = θz2
None

Rotation Direction

Another important decision to make for the nodes is which way to rotate: clockwise (CW) or counterclockwise (CCW) on the horizontal plane, and up or down on the vertical plane. As depicted in
Fig. 7.3, assume that A is at (0, 0, r1 ) and B at (a1 , b1 , c1 ), and the orientation of A’s head is given
by azimuthal angle θxy1 and zenith angle θz1 . After a time interval, A and B move to (p2 , q2 , r2 )
and (a2 , b2 , c2 ), respectively. At its new location, the orientation of A’s head is given by azimuthal
angle θxy2 and zenith angle θz2 . For the horizontal plane, if θxy1 < θxy2 , then rotation should be
CCW. If θxy1 > θxy2 , then rotation should be CW and if θxy1 = θxy2 , then there is no need for A to
rotate its head on the horizontal plane. The rotation direction is determined similarly by comparing
θz1 and θz2 . Table 7.1 shows all the possible cases for rotation directions of a node.

7.2

In-Band LOS Alignment

A crucial part of our approach is to let the nodes decide how fast to turn their heads autonomously.
We assume that the nodes exchange their position, direction, velocity and signal quality values
periodically over the FSO link. These periodic exchanges allow the nodes to recalculate how fast
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they should turn their heads so that the FSO link stays up. Another key part of the simulation is
to model transmission and field-of-view areas of an FSO transceiver, which follow the Lambertian
law. Following the 2D approximation of an FSO transceiver’s Lambertian coverage area in [25],
we approximated the volume covered by an FSO transceiver as the combination of a cone and a
hemisphere. We considered two different simplistic protocols.

7.2.1

Protocol A: Maximum Angle of Deviation

Every time the nodes exchange their information with each other, the receiver node sees if it has
deviated greater than a preset threshold. If so, the receiver node recalculates the angular speed of
its head. Let tx be the time period of information exchange between the two nodes. Further let α
be the ratio between the angle of deviation (θd ) of the receiver from the height of the transmitter’s
cone and the divergence angle (θ), and αmax be the maximum allowed value of α or θd /θ before
rotational speed is recalculated. At every tx , α is checked, and if α > αmax then the angle of
rotation for the mobile FSO nodes are recalculated using one of the methods described in 7.1.2.1.
And every 1ms it is checked if α > 1. Here, α > 1 means that the link is down.

7.2.2

Protocol B: Minimum SNR

In this protocol, every time the nodes exchange their information, the receiver node sees if its
received Signal-to-Noise Ratio (SNR) is less than a preset threshold. If so, the receiver node
recalculates the angular speed of its head. This design is particularly useful if quality of the FSO
link is important. Let γ be the difference (in dB) between the received SNR of the receiver and
the receiver’s minimum required SNR (30dB) [106], and γmin be the minimum allowed γ before
recalculation of rotational speed is performed. At every tx , γ is checked, and if γ < γmin then the
angle of rotation for the mobile FSO nodes are recalculated. And every 1ms it is checked if γ < 0.
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A value of γ < 0 means that the link is down.

7.3

Performance Evaluation

To gain insight into effectiveness of our approach, we performed simulations using MATLAB.
We randomly picked the initial positions and velocities of the nodes for each simulation run. We
considered both laser and LED transmitters. For lasers, we used maximum range of Rmax =2.5km
and node speed between 0 − 25m/s. Similarly, for LEDs, we used Rmax =100m and node speed
between 0 − 5m/s. We observed the percentage of time the link was down for different values of
the divergence angle θ (2-2.5 mRad for lasers, 3 − 7.5◦ for LEDs), αmax (0.25, 0.5 and 0.75) and
γmin (2dB, 4dB and 6dB). For each tx , we calculated average percentage of link down time over
100 simulation runs.

7.3.1

Finding Maximum tx

We observed from most simulation scenarios that a small increase in tx decreases the computation
and communication overhead exponentially, which is because the number of times our protocol
checks the status of the link is 1/tx . So, setting tx correctly can save a lot of protocols’ messaging
overhead. We performed simulations to find out the maximum value of tx for a minimum link up
time, i.e., the percent of the time the link was up. For example, to find out the maximum tx that
can maintain the link up for 90% of the time (for a given αmax and θ), we first ran the simulation
for tx = 1ms. If the link was up for at least 90% of the link duration (time during which the nodes
were within each others range), tx was doubled and the simulations were rerun. This was repeated
until the link up time was less than 90%. After this step, the average of the last two tx values was
tried. This binary search step was repeated until the link up time was within a predefined error
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of the target 90%, e.g., (1 ± .025) ∗ 90%. The algorithm for finding the maximum tx is shown in
Algorithm 5.
Algorithm 5 A binary search to find the maximum tx required to maintain the FSO link at a target
up time.
{Input Parameters}
mlink //percentage of link up time to be maintained
error //2.5% of mlink
{Return: Max tx to maintain the link at mlink uptime}
{Local Variables}
plink //average percentage of link up time
tx //period of information exchange
i //index of the values of tx
1: Initialize i = 1, tx (i) = 1ms, tmin = 0, and tmax = 0
2: Calculate plink of 100 simulation runs with tx (i)
3: while plink > mlink do
4:
Set i = i + 1 and tx (i) = tx (i − 1) ∗ 2
5:
Calculate plink of 100 simulation runs with tx (i)
6: end while
7: if plink <= mlink and i == 1 then
8:
return tx (i)
9: end if
10: Set i = i + 1, tmin = tx (i − 2), tmax = tx (i − 1), and tx (i) = (tmin + tmax )/2
11: Calculate plink of 100 simulation runs for tx (i)
12: while —plink - mlink—¿ error do
13:
if plink < mlink then
14:
tmax = tx (i)
15:
else
16:
tmin = tx (i)
17:
end if
18:
Set i = i + 1 and tx (i) = (tmin + tmax )/2
19:
Calculate plink of 100 simulation runs for tx (i)
20: end while
21: return tx (i)
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7.3.2

7.3.2.1

UAVs with Lasers

Using Protocol A

Fig. 7.4a shows how the maximum tx behaves against the target link up time for various θ and
a fixed αmax . We can observe that smaller tx is required for attaining a higher link up time (or
accuracy). Smaller tx means more frequent information exchange between the nodes. For example,
maintaining 80% link up time can be achieved with a tx as high as 1.04s when θ = 2.5 mRad. But
for 95% link up time tx has to be 3× lower at 288ms. Further, we can observe that tx can be larger
for larger divergence angles, e.g., for 90% link up time, tx is 384ms when θ = 2 mRad, but can
be 496ms when θ = 2.5 mRad. A larger θ with a fixed Rmax (2.5km) provides a larger coverage
area than a smaller θ. So, maintaining a target link up time with a larger θ is possible via smaller
frequency of information exchange (or higher tx ) than that with a smaller θ. Fig. 7.4b shows how
the maximum tx behaves against the target link up time for various αmax and a fixed θ = 2 mRad.
We again observe that a smaller tx is required for maintaining higher link accuracy. We can also
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observe that, required tx is higher for smaller αmax . This is expected since a lower αmax value
means that the recalculation of rotational speed is done for less deviation from the sender node’s
area of coverage. Thus, lower αmax yields more accurate calculation of angle of rotation and helps
reducing frequency of information exchange.
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Figure 7.5: 80% link up time: Protocol B with Lasers

7.3.2.2

Using Protocol B

Fig. 7.5a shows the effect of θ and γmin on tx for maintaining the FSO link at least 80% of the time
while the nodes are in each others coverage area. We can again observe that tx is higher for larger
divergence angles, and the required tx is higher for higher γmin similar to αmax of Protocol A.
Fig. 7.5b shows the communication and computation overheads i.e., the number of recalculations
(Nrec ) of rotational angle for various θ and γmin to maintain 80% link up time. We can observe
that larger divergence angle not only helps reducing the frequency of information exchange, but
also reduces the overhead. The same behavior can be observed for γmin .
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7.3.3

UAVs with LEDs

For LED transmitters, we observed behaviors similar to the lasers as well. Similar to lasers, Fig. 7.6
and Fig. 7.7 show that tx is higher for larger divergence angle, for smaller αmax (for Protocol
A) and larger γmin (for Protocol B). Comparing Fig. 7.5 and Fig. 7.7, maintaining an FSO link
with a minimum SNR of 4dB requires about 30 recalculations of rotational angle, Nrec for lasers
(θ = 2.5mrad), while it requires about 10 recalculations for LEDs (θ = 7.5o ) to maintain an 80%
link up time. However, to maintain the same target SNR levels, the maximum period of information
exchange, tx , can be as large as 5 seconds for LEDs while about 300ms for lasers. This shows that
Protocol B is clearly better suited for LEDs as they provide a higher quality transmission. However,
when a similar comparison is made for Protocol A among LEDs and lasers, LEDs do not provide
significant gains in terms of maintaining a target link up time (Fig. 7.4 and Fig. 7.6).
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7.4

Summary

We addressed the problem of maintaining an FSO link between two UAVs and proposed a novel
scheme to overcome this problem. We considered two UAVs to be equipped with two mechanically
steerable hemispherical heads, each of which are mounted with an FSO transceiver. Using the
proposed algorithm to control the mechanically steered head mounted FSO transceivers, the nodes
can maintain a communication link successfully. We outlined all possible cases for calculating the
angular velocity and rotation direction of the nodes’ heads so as to maintain the FSO link. We
also presented two protocols for deciding when to recalculate the angular velocity based on the
deviation of the receiver node from the transmitter’s coverage region. We also proposed a method
for selecting the time period of information exchange (tx ) between the nodes.
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CHAPTER 8: CONCLUSION AND FUTURE WORK

Free-Space-Optical (FSO) communication systems are envisioned to play a significant role in future generation wireless networks. Establishment of line-of-sight or neighbor discovery and maintenance of FSO links are integral parts of such mobile ad hoc networks. We proposed two novel
schemes for discovering neighbors via line-of-sight (LOS) FSO links in both 2D and 3D scenarios. We considered nodes equipped with a mechanically steerable head/arm on which a highly
directional FSO or RF transceiver is mounted. There is no other additional omnidirectional communication link available to the nodes. The nodes rotate the transceivers and send search signals to
discover the neighbors. We proposed methods for finding optimal rotational speeds for the node’s
heads mounted with transceivers. Through extensive simulations and real prototype experiments,
we showed that the nodes could discover each other within a reasonable period of time. We also
evaluated how the directional neighbor discovery protocol would perform when there are multiple
neighbors.
We also proposed a hybrid design scheme for neighbor discovery in a 3D ad-hoc network that
makes an initial synchronization of the nodes via an additional channel and then resorts to asynchronous 3D scanning to complete the discovery process. In this scheme, the nodes rotate their
transceivers following a modified spiral path and send/receive search signals to discover each other.
We observed that the neighbor discovery algorithm provides better performance with faster rotational speed and larger divergence angle of transceivers. But, in the presence of hovering position
of the nodes, miss detection increases with increased rotational speed. We proposed two schemes
for neighbor discovery when there are multiple neighbors present in the network. Through extensive simulations we demonstrated that all the nodes in the network can discover all of their
neighbors successfully. Additionally, we designed and built a proof-of-concept prototype using
off-the-shelf components. We conducted experiments using the developed prototype to demon169

strate the effectiveness of the proposed method. The results from both simulations and experiments
show that, using the proposed neighbor discovery algorithm, the nodes in a 3D wireless network
can successfully discover each other within a very small amount of time.
Once neighbor discovery is complete and an FSO link is established, the next major task is to
maintain the LOS alignment. We presented a novel approach to overcome the problem of maintaining an FSO link between two autonomous mobile nodes in a 2D scenario. Using the proposed
algorithm to control the mechanically steered head, the FSO transceivers on the nodes can maintain a communication link successfully. We outlined all possible cases for calculating the angular
velocity of the nodes’ heads and the direction of the heads’ rotation so as to maintain the FSO link.
We also presented two different protocols for deciding when to recalculate the angular velocity.
One is based on the deviation of the receiver node from the transmitter’s coverage area, the other
based on a minimum received SNR. We also presented a prototype implementation of the above
mentioned mobile FSO nodes. For evaluating our proposed algorithm, we performed MATLAB
simulations and real experiments using the developed prototype. We showed through both simulation and experimental results that, using a simple protocol to control the mechanically steerable
head, the FSO transceivers on the nodes can maintain a communication link successfully.
We also addressed the problem of maintaining an FSO link between two UAVs and proposed
a novel scheme to overcome this problem. We considered two UAVs to be equipped with two
mechanically steerable hemispherical heads, each of which are mounted with an FSO transceiver.
Again, we presented two protocols for deciding when to recalculate the angular velocity based
on the deviation of the receiver node from the transmitter’s coverage region. We also proposed a
method for selecting the time period of information exchange (tx ) between the nodes.
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8.1

Future Work

In our proposed link maintenance protocol in a 2D wireless ad hoc network, we assumed the
height of the FSO transceivers to be same, i.e., we considered the nodes traveling at the same
height. For nodes positioned at different heights or non-flat terrains, heads capable of rotating both
in horizontal and vertical planes can be considered [111]. Also, for link maintenance in both 2D
and 3D scenarios we considered FSOC between two mobile nodes. More future work is needed
to explore the scenarios involving more than two such nodes. Interference from multiple neighbor
nodes would be an interesting problem to tackle in this case.
Our current prototype implementation is limited by the IrDA2’s communication speed of 115.2Kbps
and range of 3 meters. We want to improve the prototype by using transceivers of different divergence angles, faster communication speed and larger range. We also plan to perform experiments
using multiple drones. Further, in the experiments, we considered one stationary and one mobile or
hovering node with a half-duplex transceiver mounted on each of them. To reap the full potential
of the proposed FSO link maintenance protocol, full-duplex transceivers are required. As future
work, we plan to develop full-duplex optical transceivers for improving the prototype. Another
possible line of future work is to explore multi-transceiver designs for the mobile nodes. It is possible to equip each node with multiple transmitters and/or receivers and use them for detecting the
movement direction of the other node [17]. Such redundancy will help both during the discovery
and maintenance phases of our approach.
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