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Morty : We should listen to one random song a day, you know ?
We’d end up hearing more songs we didn’t like, but we’d discover a
lot more that we did.
Rick : That is an interesting concept. You know, it makes me won-
der if there’s an algorithmic expression that could achieve the ideal
ratio. Pfft ! Listen to me, trying to calculate happiness over here.
Morty : Hoo, if anyone could, Rick.
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(.)T Transposée
AB Produit matriciel
AB Produit de Hadamard
diag(a) Matrice diagonale fondée sur a
||A||F Norme de Frobenius de A
0K Vecteur nul de taille K
Probabilités
x ∼ p(θ) x suit la loi p(θ)
p(x; θ) Densité associée à la loi p paramétrée par θ
E(x) Espérance de x
Eq(x) Espérance de x sous la loi q
var(x) Variance de x
H(q) Entropie de la distribution q
δa Loi Dirac localisée en a








R Ensemble des nombres réels
R+ Ensemble des nombres réels positifs
(a, b) Intervalle ouvert
[a, b] Intervalle fermé
RK Ensemble des vecteurs de taille K
N Ensemble des entiers naturels
N∗ Ensemble des entiers naturels strictement positifs
Acronymes
BePo Bernoulli-Poisson
CAVI Coordinate ascent VI
CF Collaborative filtering
dcPF Discrete compound Poisson factorization





LDA Latent Dirichlet allocation
MAR Missing-at-random
McF Matrix co-factorization




NBF Negative binomial factorization
NDCG Normalized discounted cumulative gain
NMF Non-negative matrix factorization
OrdNMF Ordinal NMF
PF Poisson factorization
PPC Posterior predictive check
S-coNMF Scale-free non-negative matrix co-factorization
VBEM Variational Bayes EM
VI Variational inference
































































































































































































































































































































































































































































Ces quinze dernières années, les systèmes de recommandation ont fait l’objet de nom-
breuses recherches. Ces systèmes ont pour but de recommander aux utilisateurs de plate-
formes des contenus qu’ils pourraient apprécier. Ils facilitent ainsi la navigation des utili-
sateurs parmi de larges catalogues de produits. De tels systèmes ont notamment été mis
en place pour le commerce (Amazon), la musique (Deezer, Spotify) ou l’audiovisuel (Net-
flix, Youtube). Ils sont devenus un enjeu majeur pour ces plateformes, leur permettant de
fidéliser leurs clients par le biais de recommandations personnalisées. Par exemple, des sites
de streaming musical comme Deezer ou Spotify proposent à leurs utilisateurs des playlists
hebdomadaires personnalisées.
Les techniques dites de filtrage collaboratif (CF) permettent de faire de telles recom-
mandations à partir des historiques de consommation des utilisateurs. Ces informations
sont stockées dans une matrice où chaque coefficient correspond au retour (feedback) d’un
utilisateur sur un article (item). Cette matrice est typiquement de grande dimension (des
millions d’utilisateurs qui interagissent avec des millions d’articles) et extrêmement creuse
(les utilisateurs n’ont interagi qu’avec une petite portion du catalogue). Les retours collectés
par le système peuvent être de deux types : explicites ou implicites. Un retour explicite tra-
duit directement l’intérêt d’un utilisateur, par le biais d’une note par exemple. Au contraire,
un retour implicite donne une indication indirecte de ses préférences. Les données implicites
sont plus faciles à collecter que les données explicites, mais sont aussi de moins bonne
«qualité». Dans cette thèse, nous nous intéressons aux retours implicites, et plus particuliè-
rement aux données de comptage. Ces données, qui correspondent par exemple aux nombres
d’écoutes de chansons, sont très courantes en CF, mais sont difficiles à modéliser. Elles sont
en effet généralement très bruitées et sur-dispersées, i.e., leur variance est supérieure à leur
moyenne.
Le concours Netflix Prize [BL+07], lancé en 2006, a popularisé l’utilisation des méthodes
de factorisation de matrices (MF) pour le CF. La MF vise à approximer la matrice des
retours par le produit de deux matrices de plus petite taille, produisant ainsi une approxi-
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mation de rang faible des données. Dans le cadre du CF, les deux matrices ainsi obtenues
correspondent aux préférences des utilisateurs et aux attributs des articles. Cela signifie
que chaque utilisateur et chaque article sont représentés par un vecteur de petite dimension
correspondant à leur «profil». La force d’une interaction est alors mesurée par le produit
scalaire du profil d’un utilisateur (ses préférences) avec celui d’un article (ses attributs).
La factorisation en matrices non-négatives (NMF) impose une contrainte de non-négativité
supplémentaire sur les facteurs de préférences et d’attributs. De telles contraintes favorisent
une reconstruction dite par parties et permettent une meilleure représentation des données.
L’estimation des facteurs latents permet alors de faire des prédictions afin d’établir des listes
de recommandations aux utilisateurs.
Les approches de MF probabilistes supposent que les données observées sont la réalisation
d’un processus aléatoire paramétré par une matrice de rang faible. Différents modèles de
bruits peuvent alors être choisis pour s’adapter à la nature des données. Par ailleurs, dans
cette thèse, nous nous adoptons un point de vue bayésien. Par conséquent, nous assignons
des lois a priori aux facteurs latents, et cherchons à estimer la loi a posteriori de ces variables.
Nous utilisons notamment des méthodes d’inférence variationnelle afin d’approximer cette
distribution insoluble.
L’objectif de cette thèse est de proposer des modèles bayésiens de NMF permettant de
modéliser les données de comptage sur-dispersées rencontrées en CF.
Structure du manuscrit
La suite du manuscrit est structurée de la manière suivante.
Le Chapitre 1 introduit les notions clés relatives aux systèmes de recommandation et
quelques pré-requis sur les outils d’inférence bayésienne que nous utilisons. En particulier,
la dernière section de ce chapitre présente la factorisation Poisson (PF) qui est une variante
de la NMF adaptée aux données de comptage. Elle nous servira de référence tout au long
de cette thèse. Nous présentons les propriétés importantes de cette méthode et montrons
ses limites pour la modélisation de données sur-dispersées. Une façon de contourner ce
problème est de pré-traiter les données et de les rendre binaire. Dans la suite de la thèse, nous
proposons donc différentes méthodes probabilistes de NMF permettant soit de modéliser
directement les données de comptage sur-dispersées, soit de minimiser l’impact du pré-
traitement appliqué aux données.
Le Chapitre 2 présente la factorisation binomiale négative (NBF). Ce modèle est fondé
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sur la loi binomiale négative qui est une extension naturelle de la loi Poisson permettant
de modéliser les données sur-dispersées. En particulier, nous étudions une formulation de la
NBF introduisant une variable latente dite d’exposition. Cette variable permet de prendre
en compte les variations locales des données, mais son inférence s’avère être coûteuse pour
les problèmes de CF.
Le Chapitre 3 présente une instance de la factorisation Poisson dite composée spé-
cialement conçue pour traiter les données de comptage sur-dispersées (dcPF). Ce modèle
hiérarchique propose de regrouper les données de comptage en un petit nombre de «sessions
d’écoutes». Ainsi, la dcPF permet de rendre les données sur-dispersées «plus factorisables»
au sens de la PF. Nous montrons que la dcPF est une extension naturelle de la PF qui cor-
respond à ses cas limites. Contrairement à la NBF, ce modèle permet de traiter des matrices
creuses de grande dimension.
Le Chapitre 4 présente une nouvelle façon de travailler avec les données implicites. Dans
ce chapitre, les données implicites sont quantifiées de manière à les rendre plus facilement
factorisables. Par conséquent, nous proposons un nouveau modèle de NMF probabiliste
(OrdNMF) spécialement conçu pour ce type de données dites ordinales.
Le Chapitre 5 s’intéresse à un autre aspect du CF : le problème du démarrage à froid.
Afin de résoudre ce problème, nous utilisons des informations supplémentaires sur les articles
à recommander et obtenons ainsi des données multimodales. Nous proposons un modèle
de co-factorisation de matrices afin de traiter conjointement les deux modalités liées aux
articles.
Le chapitre de conclusion (page 125) revient sur les contributions de cette thèse, et
propose une taxonomie des différents modèles développés tout au long de ce manuscrit.
Différentes perspectives de notre travail sont discutées dans ce chapitre.
L’Annexe A détaille les dérivations des différents algorithmes CAVI développés dans
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1.1. Systèmes de recommandation
Le but des systèmes de recommandation [AT05 ; RRS11] est de proposer à des «utilisa-
teurs» des «articles» qu’ils sont susceptibles d’aimer. Selon le contexte, ces articles peuvent
être des films (Netflix [GH16]), des vidéos (Youtube), des musiques (Spotify, Deezer), des
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marchandises (Amazon), etc. On peut classer ces systèmes à partir du type de données
utilisées pour établir les recommandations de la manière suivante [BS97].
Filtrage fondé sur le contenu. Les recommandations fondées sur le contenu (content-
based en anglais) [BC92] sont construites à partir de données disponibles sur les articles.
Par exemple, pour la recommandation musicale, on peut utiliser des informations haut
niveau (metadata) comme l’artiste, l’année de parution, le genre de la chanson (rock, rap,
folk) ; ou bas niveau avec des descripteurs audio [vDS13]. L’idée est alors de recommander
aux utilisateurs des articles qui partagent des caractéristiques similaires à ceux qu’ils ont
précédemment aimés. De la même manière, ces systèmes peuvent être fondés sur des données
démographiques concernant les utilisateurs (âge, sexe, lieu de vie). L’une des principales
limites de ce genre de filtrage est que les recommandations sont fortement dépendantes de
la qualité des informations extérieures utilisées, qui peuvent être difficiles à collecter. Un
exemple de filtrage fondé sur le contenu est le service de radio en ligne Pandora, qui fait
appel à des experts pour labelliser chaque chanson de sa base de données.
Filtrage collaboratif. Le filtrage collaboratif (CF, collaborative filtering en anglais)
[Gol+92 ; HKR00] exploite uniquement les retours (feedbacks en anglais) qu’ont donnés
les utilisateurs sur les articles. Le CF n’utilise aucune information extérieure et peut donc
explorer plus librement les relations qui lient les utilisateurs et les articles. Ce genre de
filtrage est réputé pour être plus performant que le filtrage fondé sur le contenu [Sla11].
Néanmoins, le CF souffre du problème de démarrage à froid (cold-start problem) [Sch+02 ;
Lam+08]. Ce terme signifie que le système doit disposer d’un historique de consommation
suffisant avant de pouvoir faire des recommandations pour un utilisateur ou un article. De
plus, les recommandations obtenues avec les techniques de CF sont difficiles à expliquer et
à interpréter [DGG19].
Approches hybrides. Les approches hybrides [Bur02 ; Paz99] permettent de combiner à
la fois le filtrage fondé sur le contenu et le filtrage collaboratif. L’introduction de données
extérieures permet notamment de résoudre le problème de démarrage à froid. En effet,
si un nouvel utilisateur arrive dans le système, ses données démographiques peuvent être
exploitées pour lui proposer de nouveaux articles. De la même façon, un nouvel article pourra
être recommandé auprès des utilisateurs à partir de leurs metadata, même sans interaction
préalable.
Dans cette thèse, on s’intéressera à des approches de type filtrage collaboratif dans les
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Chapitres 2, 3 et 4. Dans le Chapitre 5 on étudiera une approche hybride pour résoudre la
démarrage à froid.
1.1.1. Filtrage collaboratif
Le filtrage collaboratif est fondé uniquement sur l’historique de consommation des uti-
lisateurs. On note U le nombre d’utilisateurs et I le nombre d’articles disponibles dans le
catalogue. Les interactions passées entre les utilisateurs et les articles sont stockées dans une
matrice Y de taille U × I. Chaque coefficient yui de la matrice correspond au retour d’un
utilisateur u ∈ {1, . . . , U} sur un article (item en anglais) i ∈ {1, . . . , I}. Généralement, la
matrice Y est de très grande dimension (des millions d’utilisateurs qui interagissent avec
des millions d’articles). Cependant, cette matrice est généralement très creuse puisque les
utilisateurs n’interagissent qu’avec un nombre limité d’articles du catalogue.
Il existe deux approches pour faire des recommandations en CF.
— La première approche est fondée sur la «mémoire» du système (memory-based en
anglais). On utilise alors des heuristiques fondées sur Y qui permettent de faire des
prédictions. Dans cette catégorie, on retrouve notamment les méthodes dites des plus
proches voisins. Grossièrement, ces approches consistent à comparer les utilisateurs
[Her+99] (ou les articles [Sar+01]) entre eux à l’aide de mesures de corrélation (en
utilisant la corrélation de Pearson par exemple). Ainsi, pour chaque utilisateur, on
pourra se baser sur l’historique de consommation de ses voisins pour lui proposer de
nouveaux contenus.
— La seconde approche est fondée sur l’apprentissage d’un modèle (model-based en an-
glais). Cette approche se décompose en deux étapes [BHK98]. D’abord, on infère les
paramètres du modèle à partir des observations passées (les retours des utilisateurs).
Puis, on utilise ces paramètres pour faire des prédictions sur les prochains retours
d’utilisateurs. Dans cette thèse on traitera des méthodes dites à facteurs latents. Elles
regroupent entre autre : l’analyse sémantique latente probabiliste (PLSA, de l’anglais
probabilistic latent semantic analysis) [Hof99], l’allocation de Dirichlet latente (LDA,
de l’anglais latent Dirichlet allocation) [BNJ03], les méthodes de factorisation de ma-
trices [SRJ05] et les réseaux de neurones [Lia+18]. L’un des enjeux majeurs de ces
méthodes est la capacité des algorithmes à passer à l’échelle sur des grands jeux de
données. Pour cela, on peut chercher à tirer profit de la parcimonie extrême de la




(b) Netflix (c) Last.fm
Figure 1.1. – Illustration de quelques retours explicites ou implicites.
1.1.2. Données explicites et implicites
Les données utilisées en CF correspondent aux retours que font les utilisateurs sur les
articles avec lesquels ils interagissent. Ces retours peuvent être classés en deux catégories :
les retours explicites et les retours implicites. La Figure 1.1 illustre quelques exemples de
retours d’utilisateurs que nous détaillons dans la suite.
Retours explicites. Un retour est dit explicite lorsque l’utilisateur donne directement son
avis sur un article. Le plus souvent ces retours se font au moyen d’un système de notation.
Par exemple, sur le site Allociné un utilisateur peut noter un film sur une échelle d’une à cinq
étoiles (voir Figure 1.1(a)), sur Netflix avec un système de like/dislike (voir Figure 1.1(b)).
Ce type de retour est de haute qualité puisqu’il reflète explicitement l’intérêt des utilisateurs.
Cependant, ils sont coûteux à collecter puisqu’ils requièrent une action spécifique de leur
part.
Les données explicites ne sont que partiellement observées (puisque les utilisateurs n’ont
noté qu’une portion des articles). Un retour explicite peut être soit positif (note élevée),
négatif (note faible) ou bien manquant (pas de note associée). Le but du système de recom-
mandation est alors de prédire les notes manquantes à partir de celles déjà observées. Cela
correspond à un problème de complétion de matrice (voir Section 1.2.1). L’évaluation de
ce genre de tâche repose essentiellement sur des métriques d’erreur de prédiction telles que
l’erreur quadratique moyenne ou l’erreur absolue moyenne.
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Retours implicites. Un retour est dit implicite s’il reflète indirectement l’intérêt d’un
utilisateur pour un article. Les données implicites correspondent le plus souvent à des his-
toriques de navigation, d’achats, etc. De fait, elles sont très faciles à collecter. Les retours
implicites peuvent prendre peuvent prendre plusieurs formes.
— Les données de comptage, i.e., yui ∈ N, représentent le nombre de fois où un utili-
sateur a effectué une action : nombre de clics sur une page web, nombre de fois où
un utilisateur a écouté une chanson (voir Figure 1.1(c)). Ces données arrivent sou-
vent par rafale et sont alors sur-dispersées (la variance des données est supérieure à
la moyenne). Nous nous intéresserons spécifiquement à ce type de données dans les
Chapitres 2, 3 et 4.
— Les données continues, i.e., yui ∈ R ou R+ peuvent représenter par exemple la valeur
d’un panier d’achat ou la somme de dons fait à des associations [BE16].
— Les données binaires, i.e., yui ∈ {0, 1}, représentent si un utilisateur a interagi avec un
utilisateur ou non. Elles sont aussi appelées données à une classe [Pan+08 ; Sin+10 ;
PK13] puisque seuls les retours positifs sont collectés (une absence de retour peut à
la fois signifier que l’utilisateur ne connaît pas ou n’aime pas l’article).
Contrairement aux données explicites, les données implicites sont entièrement observées.
Elles sont aussi de moins bonne qualité et très bruitées [HKV08]. Par exemple, une écoute
d’un utilisateur sur une chanson ne traduit pas forcément une préférence, l’utilisateur peut
être déçu ou bien ne pas être présent lorsque la chanson est jouée. Au contraire, un très haut
nombre d’écoutes ne traduit pas forcément une plus forte préférence, l’utilisateur peut préfé-
rer une chanson qu’il écoute modérément mais régulièrement (correspondant à un classique
intemporel) à une chanson qu’il écoute sans arrêt pendant une courte durée (correspondant
à un succès éphémère).
Le but du système de recommandation va être ici de prédire les futures interactions des
utilisateurs. Pour chaque utilisateur, les recommandations se présentent sous la forme d’une
liste personnalisée d’articles. Sur les sites de streaming musical comme Spotify ou Deezer, on
retrouve ce type de recommandation via des playlists personnalisées qui sont créées chaque
semaine.
1.1.3. Évaluation des listes de recommandations
Pour chaque utilisateur, on propose une liste ordonnée de recommandations contenant
L articles avec lesquels il n’a jamais interagi. Cette liste est construite à partir d’un score
de prédiction sui calculé à partir des paramètres inférés du modèle choisi. Nous utilisons
11
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la métrique NDCG (pour normalized discounted cumulative gain en anglais) [JK02] pour
évaluer la qualité de cette liste de recommandations.







où rel(u, l) ∈ R correspond à la pertinence du l-ième article de la liste de recommandations
(plus cette valeur est élevée, plus l’article est pertinent). Le numérateur récompense la
présence d’articles pertinents dans la liste, tandis que le dénominateur pénalise leur position
dans la liste. Plus un article pertinent est placé en fin de liste plus il sera pénalisé. Cela
traduit le fait qu’un utilisateur portera plus d’attention au début qu’à la fin de la liste. On
définit le DCG idéal (IDCG) comme le score de DCG qu’obtiendrait un oracle qui classe
tous les articles les plus pertinents en tête de liste. Par conséquent, on peut définir la version





Ainsi pour chaque utilisateur on a un score de NDCG qui appartient à [0, 1] (puisque
DCGu ≤ IDCGu), où NDCGu = 1 correspond à la liste parfaite. Le NDCG d’un modèle de
recommandation est défini comme la moyenne des NDCG de tous les utilisateurs.
Il existe d’autres critères pour mesurer la qualité d’une liste de recommandations comme
la précision et le rappel. Dans nos expériences ces métriques n’apportent pas d’informa-
tion supplémentaire par rapport au NDCG, nous ne développerons donc pas ces métriques
dans cette thèse. Le lecteur intéressé peut se référer à [Her+04] pour plus de détails sur
l’évaluation dans les systèmes de recommandation.
Pertinence. En pratique, la pertinence d’un article rel(u, l) est mesurée via un ensemble
de test Ytest préalablement mis de côté. Soit i(l) l’indice de l’article placé en l-ième position
de la liste de recommandations, nous choisissons de travailler dans cette thèse avec une
pertinence définie par :
rels(u, l) = 1[ytestui(l) > s], (1.3)
où s ≥ 0 est un seuillage. Nous avons donc ici rels(u, l) ∈ {0, 1}. Un article est donc considéré






Figure 1.2. – Illustration de la factorisation de matrices.
supérieure à un certain seuil s. On note par NDCGs, le score de NDCG moyen calculé avec
un seuil s. Par exemple, si les données collectées correspondent à des nombres d’écoutes
de chanson, le NDCGs correspond au score NDCG où les articles sont jugés pertinents
seulement lorsqu’ils ont été écoutés plus de s fois.
Autres critères d’évaluation. L’évaluation des systèmes de recommandation est un
problème difficile [Her+04]. D’autres critères d’évaluation existent pour mesurer la diversité
des recommandations [Can+11], l’exploration de la queue lourde des données, la sérendipité
(fait de découvrir par hasard de nouveaux contenus), etc.
1.2. Factorisation de matrices
Parmi les méthodes à facteurs latents, la factorisation de matrices (MF, matrix factori-
zation en anglais) est devenue très populaire en filtrage collaboratif à la suite du concours
Netflix Prize [BL+07 ; BK07]. La MF consiste à chercher une approximation de rang faible
Yˆ de la matrice d’observation Y. Autrement dit, on s’intéresse à l’approximation suivante :
Y ≈WHT = Yˆ, (1.4)
où K  min(U, I) est le nombre de facteurs latents, W ∈ RU×K est la matrice des pré-
férences des utilisateurs et H ∈ RI×K est la matrice des attributs des articles 1. La Fi-
gure 1.2 représente cette approximation. Par conséquent, la MF suppose que chaque utilisa-
teur u ∈ {1, . . . , U} est représenté par un vecteur de préférences wu ∈ RK (qui correspond à
une ligne de W), et que chaque article i ∈ {1, . . . , I} est représenté par un vecteur d’attri-
buts hi ∈ RK (qui correspond aux lignes de H) [KBV09]. Ces deux vecteurs appartiennent
1. Dans le cadre de l’apprentissage de dictionnaire, on dit que la matrice W correspond au dictionnaire
et est composé d’atomes, et que la matrice H correspond aux activations.
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au même espace latent RK . De plus, la force d’une interaction entre un utilisateur et un
article est mesurée par le produit scalaire : 〈wu,hi〉 = ∑Kk=1wukhik, où wuk et hik sont les
coefficients respectifs des matrices W et H. Une fois l’approximation calculée, la matrice Yˆ
permet de faire des prédictions et des recommandations aux utilisateurs.
1.2.1. Complétion de matrices
Les premiers travaux de CF se sont focalisés sur le traitement de données explicites. Dans
ce cas, le but du système de recommandation est de compléter les valeurs manquantes de la
matrice Y [CR09 ; CP10]. Les prédictions de font alors à l’aide de l’approximation de rang
faible Yˆ.
Lorsque Y est une matrice pleine (dont tous les coefficients sont observés), la décomposi-
tion en valeurs singulières (SVD, de l’anglais singular value decomposition) permet d’obtenir
la meilleure approximation de rang faible de Y au sens de la norme de Frobenius. Pour cela, il
suffit de sélectionner les K plus grandes valeurs singulières de la décomposition. Cependant,
dans le cadre du CF appliqué à des données explicites, la matrice Y n’est que partiellement
observée. On ne peut donc plus appliquer cette méthode pour obtenir l’approximation.
Pour pallier ce problème, les auteurs de [Sar+00] proposent de compléter artificiellement
les valeurs manquantes de la matrice Y avant d’appliquer la SVD, mais ces méthodes sont
coûteuses et sujettes au sur-apprentissage.
Une autre approche proposée notamment dans [SRJ05 ; RS05] propose de travailler uni-
quement sur les valeurs observées de la matrice Y. On définit par O = {(u, i) tel que yui est
observée} l’ensemble des données observées. Ainsi, le problème de complétion de matrice






yui − [WHT ]ui
)2
+ γ(‖W‖2F + ‖H‖2F ). (1.5)
où γ est un paramètre de régularisation et ‖.‖F est la norme de Frobenius. Les termes ‖W‖2F
et ‖H‖2F permettent de régulariser les matrices W et H, afin d’éviter le sur-apprentissage.
La fonction de coût, qui est non-convexe par rapport aux variables W et H, peut être par
exemple minimisée par une descente de gradient (les méthodes de second ordre ne convenant
pas en général aux problèmes de grande dimension). Ce problème d’optimisation peut aussi
être interprété comme l’estimation au sens du maximum de vraisemblance d’un modèle à




Hypothèses sur les données manquantes. Soit M la matrice indicatrice de taille
U × I qui correspond au motif d’observation des données, i.e., mui = 1[(u, i) ∈ O]. Dans
la majeure partie des cas, on fait l’hypothèse que le motif d’absence M est déterministe.
Cependant des approches récentes ont proposé de considérer le motif M comme la réalisation
d’une variable aléatoire [LR14]. Différentes hypothèses ont été développées sur le processus
générant le motif M. Les données manquantes peuvent l’être au hasard (MAR, missing-at-
random en anglais), ou pas au hasard (MNAR, missing-not-at-random en anglais). Dans le
deuxième cas, le motif d’absence M contient alors de l’information et doit être pris en compte
lors de l’inférence des paramètres d’intérêt. Nous invitons le lecteur intéressé à se référer à
l’article [Sea+13] pour une discussion sur la signification de ces hypothèses. Des modèles
de recommandation sous hypothèses MNAR ont été récemment proposés [Mar+07 ; MZ09 ;
HHG14]. L’inférence se fait alors à la fois à partir de la matrice des retours partiellement
observée et sur la matrice indicatrice complètement observée M.
1.2.2. Factorisation pondérée de matrices (WMF)
Plusieurs travaux ont tenté d’adapter les méthodes MF aux données implicites. La ma-
trice Y est alors totalement observée et est très creuse. Les modèles de MF classiques ont
tendance à surestimer l’importance des zéros de Y. De ce fait, plusieurs approches ont pro-
posé de pondérer l’influence des valeurs nulles [Pan+08 ; Cai+10 ; PK13]. En particulier,
la factorisation pondérée de matrices (WMF, de l’anglais weighted matrix factorization)






mui − [WHT ]ui
)2
+ γ(‖W‖2F + ‖H‖2F ), (1.6)
où mui = 1[yui > 0], et ωui ≥ 0 sont des coefficients de pondération. Dans [HKV08],
les auteurs proposent de définir les coefficients de pondération en fonction des données
implicites, i.e., ωui = f(yui) où f est une fonction croissante prédéfinie. Par exemple, elle
peut être choisie de la forme f(yui) = 1 + a log(1 + ε−1yui) où a et ε sont deux scalaires.
Dans ce modèle, les retours implicites ne sont donc pas directement modélisés mais servent
de pondération au modèle de factorisation. Ils correspondent à une confiance associée au
retour binaire mui (qui correspond au fait qu’un article soit consommé ou non) et non pas
directement à un intérêt pour l’article. Cette fonction de coût peut être minimisée à l’aide
d’une méthode des moindres carrés alternés. Le pré-calcul de certaines statistiques permet
d’obtenir un algorithme passant à l’échelle sur des données de grande dimension, et qui est
parallélisable [Zha+06]. Contrairement à ces travaux, nous développerons dans la suite de
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β = 0 (IS)
β = 1 (KL)
β = 2
Figure 1.3. – β-divergence pour β ∈ {0, 1, 2}.
la thèse des modèles probabilistes permettant de modéliser directement les données brutes.
1.2.3. Factorisation en matrices non-négatives (NMF)
La factorisation en matrices non-négatives (NMF, non-negative matrix factorization en
anglais) est une méthode de MF avec des contraintes de non-négativité 2 supplémentaires
sur les matrices W et H [LS99 ; LS01]. Ces contraintes permettent d’imposer une approxi-
mation dite constructive de la matrice Y. En effet, un coefficient yui est approximé par la
somme de K valeurs positives ∑Kk=1wukhik. Ainsi, la NMF est grandement appréciée pour
l’interprétation rendue possible des matrices W et H (voir l’article [LS99] qui utilise la NMF
pour décomposer des images de visages). Le problème d’optimisation lié à la NMF peut se
formaliser de la sorte :
min
W,H
D(Y|WHT ), s.c. W ≥ 0,H ≥ 0, (1.7)
où W ≥ 0 exprime le fait que chaque coefficient de la matrice W est positif, et D est une
divergence mesurant la dissemblance entre Y et WH, telle que D(Y|WHT ) = ∑ui d(yui|
[WHT ]ui). Contrairement à une distance, une divergence peut ne pas être symétrique. La
divergence entre deux scalaires est toujours positive, i.e., d(y|x) ≥ 0 et est nulle uniquement
en x = y.
2. On préférera utiliser le terme non-négativité à positivité pour éviter la confusion avec la notion de
matrices positives utilisée en algèbre.
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Cas de la β-divergence. Plusieurs choix de divergences ont été étudiés dans la littérature
pour mesurer l’erreur de reconstruction, dont n-otamment la β-divergence [FI11] qui est une
famille de divergences continue paramétrée par un scalaire β ∈ R. La β-divergence entre deux






yβ + (β − 1)xβ − βyxβ−1
)





− 1, pour β = 0,
y log y
x
− y + x, pour β = 1.
(1.8)
La β-divergence regroupe plusieurs cas particuliers qui sont couramment utilisés dans la
littérature : l’erreur quadratique pour β = 2 ; la divergence de Kullback-Leibler généralisée
(KL) pour β = 1 qui est associée à la loi Poisson (voir Section 1.4) ; la divergence d’Itakura-
Saito (IS) pour β = 0 qui est souvent utilisée en audio [FBD09]. Ces trois cas particuliers
de la β-divergence sont illustrés dans la Figure 1.3.
Une propriété importante de la β-divergence est son comportement par changement
d’échelle. Soit ω > 0, la β-divergence respecte :
dβ(ωy|ωx) = ωβdβ(y|x). (1.9)
Cela permet d’avoir une indication sur le paramètre β à choisir pour un problème donné. En
effet, la β-divergence pénalise plus fortement les grandes valeurs si β > 0, et les faibles valeurs
si β < 0. Si β = 0 (IS), la divergence est invariante par changement d’échelle et pénalise de
la même façon les fortes et faibles valeurs. C’est une propriété recherchée en audio où l’on
travaille avec des spectrogrammes de puissance. La distribution Tweedie [Twe84] donne une
interprétation probabiliste à la β-divergence. En effet, la log-vraisemblance de la distribution
Tweedie correspond à la β-divergence à un signe près [YC12 ; TF13].
Dans le reste de la thèse, nous nous intéresserons exclusivement à des problèmes de NMF.
Nous adopterons un point de vue probabiliste dans les Chapitres 2, 3 et 4, et un point de
vue optimisation dans le Chapitre 5.
1.3. Inférence bayésienne
Dans cette section, nous détaillons les outils d’inférence bayésienne que nous utiliserons
tout au long de cette thèse (Chapitres 2, 3 et 4). En particulier, nous nous intéressons à
l’inférence variationnelle [Jor+99 ; BKM17].
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Soit y = {y1, . . . , yN} un ensemble de données observées que l’on suppose tirées de la
distribution jointe p(y, z) = p(y|z)p(z), où z = {z1, . . . , zM} est un ensemble de variables
latentes, p(z) est la loi a priori assignée à ces variables, et p(y|z) est la vraisemblance associée
aux données. L’inférence bayésienne repose sur l’analyse de la distribution a posteriori définie
par p(z|y) = p(y,z)p(y) , où p(y) =
∫
z p(y, z) est appelée l’évidence. Souvent, l’évidence est trop
coûteuse voire impossible à calculer, ce qui rend la loi a posteriori insoluble. L’estimation
de cette loi nécessite alors des approximations.
Il existe deux paradigmes majeurs pour approximer cette distribution : les méthodes de
Monte-Carlo par chaînes de Markov (MCMC, de l’anglais Markov chain Monte Carlo) et
l’inférence variationnelle (VI, de l’anglais variational inference).
1.3.1. Méthodes de Monte-Carlo par chaînes de Markov
L’idée des méthodes MCMC est d’approcher la distribution a posteriori par un échan-






où {z(1), . . . , z(J)} est un ensemble de J échantillons de p(z|y).
La génération de ces échantillons se fait à l’aide d’une chaîne de Markov dont la distri-
bution stationnaire est la distribution d’intérêt (i.e., la loi a posteriori). Plusieurs schémas
de chaînes de Markov ont été étudiées dans la littérature. En particulier, l’échantillonnage
de Gibbs consiste à tirer séquentiellement chaque variable aléatoire zi selon la loi condi-
tionnelle p(zi|y, z−i), où z−i = z \ {zi}. Dans cette thèse, nous travaillons exclusivement
avec des modèles augmentés qui nous permettent d’obtenir les lois conditionnelles. Ainsi,
des échantillonneurs de Gibbs pourraient être développés pour chaque modèle présenté.
Les méthodes MCMC fournissent un échantillonnage de la distribution a posteriori p(z|y)
qui est asymptotiquement exact. Cependant, ces méthodes sont réputées pour converger
lentement et leur convergence est difficile à évaluer.
1.3.2. Inférence variationnelle
Principe de l’inférence variationnelle. L’inférence variationnelle (VI) [BKM17] consiste
à approximer au sens de la divergence KL la loi a posteriori insoluble p(z|y) par une distri-
bution variationnelle q(z) plus simple. La distribution variationnelle est recherchée parmi
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une famille F qui contrôle la complexité de l’approximation. Ainsi, le problème d’inférence




où la divergence KL est donnée par KL(q(z)|p(z|y)) = Eq(log q(z)) − Eq(log p(z|y)). La
divergence KL est positive, i.e., KL(q(z)|p(z|y)) ≥ 0, et nulle lorsque q(z) = p(z|y).
Il est important de noter que la VI n’est pas une méthode asymptotiquement exacte. En
effet, elle ne permet pas d’atteindre la distribution a posteriori p(z|y) (sauf si p(z|y) ∈ F).
Le choix de la famille F est donc très important puisqu’il régit la qualité de l’approximation.
Borne inférieure de l’évidence. La minimisation de la divergence KL est impossible
en pratique puisqu’elle nécessite le calcul de l’évidence p(y). Pour contourner ce problème,
on peut réécrire la divergence comme suit [CM07] :






= Eq(log q(z))− Eq(log p(y, z)) + log p(y). (1.13)
De ce fait, on obtient la décomposition de l’évidence suivante :
log p(y) = KL(q(z)|p(z|y)) + ELBO(q), (1.14)
où ELBO(q) = Eq(log p(y, z))− Eq(log q(z)), (1.15)
avec H(q) = −Eq(log q(z)) l’entropie de la distribution variationnelle. La divergence KL
étant positive, nous obtenons une borne inférieure de l’évidence (ELBO, pour l’anglais
evidence lower-bound), i.e., p(y) ≥ ELBO(q). D’après l’Éq. (1.14), minimiser la divergence
KL équivaut donc à maximiser la ELBO, ce qui est plus simple en pratique. Le problème





Famille du champ moyen. Un choix commun pour le choix de F est la famille du champ
moyen (mean-field family en anglais). Dans cette famille, on suppose que la distribution est
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Cela signifie que les variables {z1, . . . , zM} sont indépendantes sous la distribution q. On
note q−i =
∏
j 6=i qj la distribution associée à l’ensemble de variables z−i.
La famille du champ moyen est couramment utilisée en VI car elle permet d’obtenir
des algorithmes très simples à mettre en place. D’autres choix de familles plus complexes
permettent d’obtenir de meilleures approximations de la loi a posteriori. Dans cette thèse,
nous nous intéressons exclusivement à l’hypothèse de champ moyen.
Algorithme d’inférence variationnelle avec optimisation par bloc. Le problème








Les algorithmes de VI avec optimisation par bloc (CAVI, coordinate ascent VI en anglais)
consistent à optimiser séquentiellement la ELBO par rapport à chaque composante qi, en
supposant q−i fixée, i.e.,
max
qi
ELBO(qi),∀i ∈ {1, . . . ,M}. (1.19)
Ainsi, à chaque itération de l’algorithme la ELBO croît. Dans cette thèse, nous choisissons de
stopper nos algorithmes CAVI lorsque la différence relative de la ELBO entre deux itérations




où q(t) correspond à la distribution variationnelle à l’itération t.
L’utilisation conjointe de l’hypothèse de champ moyen et de l’optimisation par bloc permet
d’obtenir des règles de mise à jour analytiques pour les distributions qi. En effet, la ELBO
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par rapport à la loi qi peut être réécrite sous la forme :








= −KL(qi(zi)|di(zi)) + cste, (1.23)
où di(zi) ∝ eEq−i (log p(y,z)) est une distribution. Maximiser la ELBO par rapport à qi est alors
équivalent à minimiser la divergence KL entre qi et di. Sans contrainte supplémentaire sur
la famille de distributions F (nous avons seulement imposé l’hypothèse de champ moyen),












Ainsi, pour obtenir la distribution variationnelle qi il suffit de calculer l’espérance sous
q−i de la distribution jointe p(y, z) ou de la distribution conditionnelle p(zi|y, z−i). Comme
mentionné précédemment, dans cette thèse, nous travaillons exclusivement avec des modèles
augmentés où les distributions conditionnelles sont connues.
Inférence variationnelle stochastique. L’inférence variationnelle étant un problème
d’optimisation sur les paramètres de distributions, des algorithmes de gradient stochastique
peuvent être implémentés. Ces algorithmes proposent de traiter les données par paquets
(batch en anglais), ce qui peut être particulièrement intéressant sur les gros jeux de données.
Nous invitons le lecteur intéressé à se référer à l’article [Hof+13] pour le développement de
tels algorithmes pour la VI. Dans cette thèse, nous développons uniquement des algorithmes
CAVI. Cependant, des algorithmes stochastiques pourraient être facilement dérivés pour
chaque modèle proposé.
1.3.4. Estimation des paramètres et algorithme EM
Dans les sections précédentes, nous avons vu comment obtenir une approximation de la
loi a posteriori des variables latentes z. Une autre tâche d’intérêt est de pouvoir apprendre
conjointement les paramètres Φ qui contrôlent la distribution des données.
L’estimateur du maximum de vraisemblance marginalisé permet d’obtenir une estimée de
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ces paramètres. Il consiste à résoudre le problème d’optimisation suivant :
max
Φ
log p(y; Φ). (1.26)
Afin de maximiser cette quantité, nous utilisons un algorithme d’espérance-maximisation
(EM, expectation-maximization en anglais) fondé sur l’égalité présentée précédemment en
Éq. (1.14) :
log p(y; Φ) = KL(q(z)|p(z|y; Φ)) + ELBO(q; Φ) (1.27)
= KL(q(z)|p(z|y; Φ))︸ ︷︷ ︸
étape E
+Eq(log p(y, z; Φ))︸ ︷︷ ︸
étape M
+cste, (1.28)
où cste est une constante par rapport aux paramètres du modèle Φ.
Les algorithmes EM consistent à alterner entre deux étapes : l’étape d’espérance (E) et
l’étape de maximisation (M).
— L’étape E consiste à réduire l’écart entre la distribution q et la loi a posteriori p(z|y; Φ˜),
où Φ˜ est la valeur courante des paramètres Φ. Comme nous l’avons vu précédemment,
cet écart, mesuré par la divergence KL, est nul pour q˜(z) = p(z|y; Φ˜). On peut alors
calculer l’espérance :




p(z|y; Φ˜) log p(y, z; Φ)dz. (1.30)




L’algorithme EM suppose que l’on ait accès à la loi a posteriori p(z|y). Lorsque cela n’est
pas le cas, on peut utiliser une approximation de cette loi, fondée soit sur les méthodes
MCMC (on parle d’algorithme MCEM pour Monte Carlo EM ), soit sur les méthodes va-
riationnelles (on parle alors d’algorithme VBEM pour variational Bayes EM ).
L’algorithme VBEM, que nous utilisons tout au long de cette thèse, revient donc à opti-
miser alternativement le terme ELBO(q; Φ) par rapport à q (étape E) puis par rapport à Φ
(étape M). Cela nous permet d’obtenir à la fois une approximation de la loi a posteriori et
une estimation des paramètres Φ. L’algorithme VBEM est résumé en Algorithme 1.
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Algorithme 1 : Algorithme VBEM
Données : Données y
Résultat : Distribution variationnelle q et paramètre Φ
1 Initialisation aléatoire de q et Φ;
2 répéter
3 pour chaque i ∈ {1, . . . ,M} faire






6 Φ = argmaxΦ Eq(log p(y, z; Φ));
7 Calculer ELBO(q,Φ);
8 jusqu’à ELBO converge;
1.4. Factorisation Poisson (PF)
La factorisation Poisson (PF, pour Poisson factorization en anglais) [Can04 ; BJ06 ;
Cem09 ; Ma+11 ; GHB15] est une méthode de NMF probabiliste permettant de modéli-
ser des données de comptage. Tout au long de cette thèse, nous proposerons des extensions
de la PF, qui nous servira donc de méthode référence.
La PF suppose que chaque observation est tirée d’une distribution Poisson :
yui ∼ Poisson([WHT ]ui), (1.32)
avec yui ∈ N. Les matrices W et H sont supposées non-négatives, ce qui implique que le
produit matriciel WHT est lui aussi non-négatif (hypothèse nécessaire pour le paramètre
d’une distribution Poisson).
La PF est particulièrement adaptée aux cas où les données collectées dans Y corres-
pondent à des données de comptage. En effet, la distribution Poisson permet de décrire le
nombre d’événements se produisant lors d’un intervalle de temps fixé. Comme nous l’avons
vu précédemment, ces données sont particulièrement courantes en CF (par exemple des




La divergence associée à la distribution Poisson est la divergence de KL généralisée. En
effet, la log-vraisemblance d’une observation peut s’écrire sous la forme :
− log p(yui|W,H) = −yui log[WHT ]ui + [WHT ]ui + log yui! (1.33)
= KL(yui|[WHT ]ui) + cste, (1.34)
où cste est une constante par rapport aux variables W et H.
1.4.2. Modèle augmenté
En utilisant la propriété de superposition de la loi Poisson [Cem09 ; GHB15], le modèle
PF peut être augmenté de la façon suivante (modèle graphique donné en Figure 1.4) :





L’introduction de ces variables latentes permet notamment de simplifier les règles de mises
à jour liées aux matrices W et H. En effet, chaque colonne de W et H sont indépendantes
sachant ces variables latentes additionnelles.
La distribution conditionnelle de la variable latente cui = (cui1, . . . , cuiK)T est donnée
par :
cui|yui,W,H ∼ Mult(yui,φui), (1.37)
où Mult correspond à la distribution multinomiale et φui est un vecteur de probabilités de
taille K ayant pour coefficients φuik = wukhik[WHT ]ui . Si yui = 0, alors on a cui = 0K où 0K est
le vecteur nul de taille K. De ce fait, la variable latente C est partiellement connue et n’a
besoin d’être estimée que pour les valeurs non nulles de la matrice Y seulement. Son coût
computationnel est d’autant plus faible que la matrice Y est creuse, ce qui est le cas en
pratique dans les problèmes de CF.
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1.4.3. Notion de budget
On peut introduire une variable de budget définie par bu =
∑
i yui et qui correspond











(yu1, . . . , yuI)T |bu ∼ Mult (bu,φu) , (1.39)





réécriture, on tire d’abord le budget bu associé à un utilisateur. Ensuite, ce budget est
réparti entre les différents articles en fonction des préférences de l’utilisateur et des attributs
de chaque article. De la même façon, on peut réécrire le modèle PF en introduisant une
variable de budget pour chaque article à répartir entre les différents utilisateurs. De ce fait,
la PF modélise conjointement les budgets associés aux utilisateurs et aux articles. La PF
pondère naturellement l’effet des zéros de Y en limitant le budget des utilisateurs et des
articles [GHB15].
Remarque. La formulation présentée ci-dessus permet de faire un rapprochement avec les
modèles d’appartenance partagée (mixed membership models en anglais) [Zho17] et notam-
ment avec la LDA [BNJ03]. En effet, si l’on impose les contraintes :∑i hik = 1,∑k wuk = 1,
alors l’Éq. 1.39 correspond au modèle de LDA avec φui = [WHT ]ui.
1.4.4. Activité et popularité
Les extensions bayésiennes de la PF [Can04 ; BJ06 ; Cem09 ; Ma+11 ; GHB15] imposent
généralement un a priori gamma sur chaque coefficient de la matrice W et/ou de la ma-
trice H :
wuk ∼ Gamma(αW , βWu ), (1.40)
hik ∼ Gamma(αH , βHi ), (1.41)
où αW et αH sont des paramètres de forme et βW = (βW1 , . . . , βWU ) et βH = (βH1 , . . . , βWI )
sont des paramètres d’intensité. L’espérance des coefficients des matrices est donnée par :









Figure 1.4. – Représentation graphique du
modèle augmenté PF. En bleu foncé : les va-








Figure 1.5. – Représentation graphique de
la distribution variationnelle q.
cimonie lorsque le paramètre de forme est plus petit que 1. C’est une propriété intéressante
puisqu’elle implique que chaque utilisateur et chaque article ne soit représenté que par un
nombre réduit de facteurs. De plus, on obtient un modèle entièrement conjugué en utilisant
la formulation présentée en Éq. (1.35)-(1.36). La conjugaison du modèle permet d’utiliser
des algorithmes itératifs très faciles à mettre en place (voir le paragraphe suivant).
Les paramètres d’intensité peuvent être liés à l’activité des utilisateurs et à la popularité
des articles respectivement. En effet, on peut écrire pour l’espérance de la variable de bud-
get : E(bu) ∝ 1/βWu . Dans cette thèse, nous considérons βW et βH comme des paramètres
que l’on estime par maximum de vraisemblance à la manière de [Cem09]. Des approches
hiérarchiques ont aussi été proposées où des a priori sur ces variables sont imposés. Dans
[GHB15], les paramètres d’intensité ont un a priori gamma, alors que dans [SWZ16], ce sont
les paramètres d’échelle (inverse du paramètre d’intensité) qui en ont un.
Le paramètre de forme de l’a priori gamma peut lui aussi être estimé. Dans [Cem09], les au-
teurs proposent un estimateur de maximum de vraisemblance et font appel à un algorithme
de Newton Raphson. Des approches bayésiennes ont aussi été considérées, notamment dans
[ZCC15] et font appel à des astuces d’augmentations de modèle dont nous nous servirons
dans le Chapitre 3. Pour notre part, les paramètres de forme seront considérés comme des
hyper-paramètres que nous ne chercherons pas à estimer.
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Tableau 1.1. – Expression des distributions variationnelles pour le modèle PF.
Variable Distribution q













Nous nous intéressons dans cette section à l’estimation de la distribution a posteriori
p(W,H|Y) qui nous permet de faire des prédictions et des recommandations aux utilisa-
teurs. Pour cela, nous travaillons avec le modèle augmenté illustré en Figure 1.4 :
wuk ∼ Gamma(αW , βWu ), hik ∼ Gamma(αH , βHi ), (1.42)





On note Z = {C,W,H} l’ensemble des variables latentes du modèle augmenté et Φ =
{βW ,βH} l’ensemble des paramètres. Les paramètres de forme αW et αH sont considérés
ici comme des hyper-paramètres. La distribution a posteriori p(Z|Y) étant insoluble, on
utilise l’inférence variationnelle pour l’approximer (voir Section 1.3.2).
Famille du champ moyen. On choisit la famille F comme étant la famille de champ
moyen (voir Section 1.3.3), où q est supposée être entièrement factorisable par rapport à











Le modèle graphique de la distribution variationnelle est donné en Figure 1.5.
Espérance prédictive a posteriori. La distribution prédictive a posteriori p(Y∗|Y)
correspond à la distribution de nouvelles données Y∗ sachant que des données Y ont été
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Cette expression fait notamment apparaître la loi a posteriori insoluble p(W,H|Y) que nous
cherchons à approximer. Dans le but de faire des recommandations aux utilisateurs, nous
nous intéressons à l’espérance de cette loi E(Y∗|Y), appelée espérance prédictive a posteriori.









≈ Eq(W)Eq(HT ). (1.48)
Ainsi, nous construisons les listes personnalisées de recommandations à partir du score défini
par : sui = [Eq(W)Eq(HT )]ui.
Algorithme de VI avec optimisation par bloc. Comme présenté en Section 1.3.3,
on utilise un algorithme avec optimisation par bloc pour maximiser la ELBO. Couplé avec
l’hypothèse de champ moyen, on obtient des règles de mise à jour simples puisque le modèle
augmenté est entièrement conjugué. La forme de la distribution variationnelle est résumée
dans le Tableau 1.1. Les règles de mise à jour des paramètres variationnels sont présentées
dans l’Algorithme 2 et le détail des dérivations est donné en Annexe A.1. À noter que lorsque
q(x) = Gamma(α, β), on a Eq(x) = α/β et Eq(log x) = Ψ(α)− log(β), où Ψ est la fonction
digamma.
Optimisation des paramètres. Dans ce paragraphe, nous développons les règles de mise
à jour liées à l’apprentissage des paramètres d’intensité βW et βH . Comme décrit dans la
Section 1.3.4, on cherche à maximiser la quantité :
ELBO(q,Φ) = Eq(log p(W;βW )) + Eq(log p(H;βH)) + cste, (1.49)
où cste est une constante par rapport aux paramètres βW et βH . Le problème est séparable
et symétrique pour les deux paramètres. Ainsi, pour βW , on cherche à maximiser :









Algorithme 2 : Algorithme CAVI pour la PF
Données : Matrice d’observation Y
Résultat : Distribution variationnelle q
1 Initialisation aléatoire des paramètres variationnels ;
2 répéter
3 pour chaque couple (u, i) tel que yui > 0 faire
4 Λuik = exp (Eq(logwuk) + Eq(log hik)) ; Λui =
∑
k Λuik ;





7 pour chaque utilisateur u ∈ {1, . . . , U} faire
8 α˜Wuk = αW +
∑
i Eq(cuik) ;




11 pour chaque article i ∈ {1, . . . , I} faire
12 α˜Hik = αH +
∑
u Eq(cuik) ;












17 jusqu’à ELBO converge;




même façon, on obtient βHi =
αH∑
k Eq(wik)/K
. L’algorithme de PF complet est résumé en
Algorithme 2.
1.4.6. Exemple de recommandation
Jeu de données. Dans ce paragraphe, nous nous intéressons à un exemple de recom-
mandation musicale obtenue avec la PF. Nous utilisons le jeu de données Taste Profile
(TP) [Ber+11] qui contient le nombre de fois où des utilisateurs ont écouté des chansons.
Nous pré-traitons les données comme dans [Lia+16]. Nous sélectionnons un sous-ensemble
des données, et ne gardons que les utilisateurs et les chansons qui ont au moins 20 interac-
tions. Nous obtenons une matrice Y de dimensions U = 16 301 et I = 12 118.
Nous divisons le jeu de données Y en un ensemble d’entraînement Ytrain contenant 80%
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des valeurs non nulles du jeu de données original et un ensemble de test Ytest contenant
les 20% restants (ces valeurs sont mises à zéro dans l’ensemble d’entraînement). Le modèle
est entraîné sur l’ensemble Ytrain. Le score de prédiction défini plus haut nous permet de
créer des listes de recommandations de 100 chansons pour chaque utilisateur. Ces listes sont
ensuite évaluées sur l’ensemble de test selon la métrique NDCG définie en Section 1.1.3.
Méthodes comparées. On compare dans cette section deux versions de la PF. La pre-
mière est entraînée sur les données brutes Ytrain ∈ NU×I , on utilisera l’acronyme PFbrut.
La seconde est entraînée sur une version pré-traitée des données où n’est conservée que
l’information de parcimonie, i.e., si l’article (ici une chanson) a été écouté au moins une fois.
On obtient donc une version binaire des données 3 définie par ybinui = 1[yui > 0]. On utilisera
l’acronyme PFbin pour cette version de la PF.
Après comparaison sur la grille de recherche {0.1, 0.3, 1}, nous fixons les paramètres de
forme à αW = αH = 0.3. Le nombre de facteurs latents est recherché sur la grille K ∈
{50, 150, 200, 500, 1000}. Pour chaque K fixé, nous exécutons l’algorithme PF (présenté
en Algorithme 2) 5 fois avec des initialisations aléatoires différentes. La convergence de
l’algorithme est établie lorsque la croissance relative de la ELBO passe sous le seuil τ = 10−5.
Résultats. La Figure 1.6 illustre les résultats de recommandation moyens (et l’écart-type
sur 5 exécutions) obtenus avec PFbrut et PFbin par rapport au nombre de facteurs latents
K. Les quatre figures correspondent à différents seuils s ∈ {0, 1, 2, 5} qui définissent la
pertinence d’une recommandation (voir Section 1.1.3). Plusieurs remarques peuvent être
faites au regard de ces graphiques. Tout d’abord, le nombre de facteurs optimal pour PFbin
semble être aux alentours de K = 150, alors qu’il est supérieur à K = 500 pour PFbrut (la
courbe semble atteindre un palier à partir de cette valeur). Cela est en adéquation avec le
fait que les données brutes contiennent plus d’information que les données binarisées.
Comparons maintenant les performances de PFbrut et PFbin sur le score de NDCG
avec différents seuils. PFbin surpasse PFbrut pour le score NDCG0 (en haut à gauche
de la Figure 1.6). Le surplus d’information (sur les valeurs non nulles de Y) ne profite
donc pas à PFbrut. Cependant, comme PFbin se concentre uniquement sur l’information
de parcimonie, elle voit ses performances décroître avec l’augmentation du seuil s. PFbrut
semble plus robuste à ce changement. Les résultats semblent être similaires entre PFbrut et
PFbin pour s = 2, alors que pour s = 5 PFbrut surpasse PFbin.
3. Dans la suite de la thèse on utilisera le terme de «données binarisées» pour décrire ce pré-traitement.
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Figure 1.6. – Résultats de recommandation pour PFbrut et PFbin pour différents seuils
de pertinence s ∈ {0, 1, 2, 5}.
Nombre de facteurs latents. Dans cette thèse, nous choisissons de fixer le nombre de
facteurs latents et de comparer les résultats sur une grille pré-définie. On constate que la
PF régularise l’influence des facteurs latents lorsque K est grand. Par exemple, pour PFbin
avec K = 200, la Figure 1.8 illustre la valeur moyenne des colonnes de Eq(H). On constate
qu’une cinquantaine de colonnes correspondent à des résidus. Cela confirme bien que le K
optimal pour cette méthode (et ce choix de paramètres de forme) est atteint pour K = 150.
Représentation. La Tableau 1.2 illustre un exemple de trois facteurs latents inférés avec
PFbin sur le jeu de données TP. Pour chacun des trois facteurs latents sélectionnés, nous
affichons les artistes 4 qui ont les plus hautes valeurs Eq(hik) associées. On constate bien que
la PF regroupe des artistes similaires.
4. Nous avons choisi d’afficher ici le nom des artistes plutôt que le titre des chansons afin d’imposer plus
de diversité dans la liste des artistes représentant les différents facteurs latents.
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Figure 1.7. – Convergence de la ELBO
pour PFbin avec K = 200.




Figure 1.8. – Valeur moyennes des co-
lonnes de Eq(H) pour PFbin avec K = 200.

















1.4.7. Modèles non paramétriques
Dans cette thèse, le nombre de facteurs latents est considéré comme un paramètre du
modèle. Pour chaque expérience, on cherchera donc le nombre de facteurs latents K opti-
mal sur une grille prédéfinie (voir Section 1.4.6). Cette recherche est coûteuse puisqu’elle
nécessite d’exécuter l’algorithme plusieurs fois. Néanmoins, il existe des méthodes dites non
paramétriques qui permettent d’inférer/régulariser le nombre de facteurs latents K. Cela se
révèle particulièrement utile lorsque le nombre de communautés sous-jacentes est amené à
croître avec les dimensions de Y [CF17].
Dans le cas où la vraisemblance est poissonnienne, un choix pratique est de construire
le modèle non paramétrique à partir du processus gamma [Tit08 ; CTM14]. Un processus
gamma permet de générer une collection infinie de poids positifs dont la somme est presque
sûrement finie (lorsque la mesure de base du processus est finie). On retrouve beaucoup




En particulier, [Gop+14] propose une version non paramétrique de la PF où les préférences
des utilisateurs suivent un processus gamma. Le modèle présenté repose sur la construction
stick-breaking (en anglais) du processus de Dirichlet [Set94]. L’inférence du modèle se fait à
l’aide de la VI. La distribution variationnelle est tronquée à partir d’un certain rang T , au
delà duquel la distribution variationnelle est supposée égale à la loi a priori [KWV07]. Cela
permet d’obtenir un nombre fini de paramètres à optimiser.
Bilan et perspectives. En conclusion de cette section, on peut établir qu’une étape de
binarisation appliquée aux données dans le cas de la PF est bien efficace. Il permet d’obtenir
un nombre de facteurs latents réduit et d’améliorer les performances sur les petites valeurs
de seuil (et en particulier pour s = 0 qui est le cas le plus couramment étudié). Cependant,
l’application de ce pré-traitement entraîne une perte d’information qui nuit à la qualité des
recommandations pour des seuils s ≥ 2.
Une des explications au fait que la PF ait du mal a traiter des données brutes réside
dans le fait que la variance de la distribution Poisson est fixée et égale à son espérance, i.e.,
var(yui) = E(yui). De ce fait, PFbrut a besoin de plus de facteurs latents pour expliquer la
sur-dispersion des données, ce qui nuit aux capacités prédictives du modèle. Par conséquent,
dans les Chapitres 2, 3 et 4 nous étudierons des moyens de contourner cette limitation de





Ce chapitre est adapté du rapport technique [GOF18b].
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2.1. Introduction
Les données implicites collectées dans les systèmes de recommandation sont souvent dis-
ponibles sous la forme de données de comptage. Ces données sont connues pour être par-
cimonieuses (peu de données observées) et sur-dispersées (de variance supérieure à leur
moyenne) [HKV08 ; SWZ16]. Dans ce chapitre, nous prendrons l’exemple de données qui
correspondent au nombre de fois où un utilisateur a écouté une chanson.
Comme nous l’avons vu en Section 1.4, la loi de Poisson est particulièrement adaptée
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aux données de comptage. Cependant, la variance de cette loi est fixée et égale à son espé-
rance, i.e., var(yui) = E(yui), ce qui ne permet pas de modéliser la sur-dispersion présente
dans les données. Ainsi la loi Poisson souffre d’un fort couplage entre la modélisation des
valeurs nulles et de la sur-dispersion [BE16]. C’est pourquoi une étape de binarisation est
souvent ajoutée avant d’appliquer la PF [GHB15] (voir Section 1.4.6). Ceci entraîne une
perte d’information puisque le nombre d’écoutes ne peut plus être pris en compte par le
modèle.
Dans ce chapitre, nous cherchons à construire un modèle qui permet de représenter les
données de comptage sur-dispersées sans avoir recours à une étape de binarisation. Pour cela,
nous utilisons la distribution binomiale négative (NB, pour negative binomial en anglais).
Cette distribution est une extension naturelle de la loi Poisson qui possède un paramètre
supplémentaire permettant de contrôler la variance. La loi NB a été largement utilisée
dans des modèles de régression [Law87 ; GMS95 ; Hil11 ; Zho+12]. Contrairement à ces
travaux, nous nous intéressons à l’utilisation de la loi NB dans le cadre de la NMF (nous
utiliserons l’acronyme NBF pour negative binomial matrix factorization) et nous imposons
que le modèle soit paramétré par sa moyenne.
Les contributions de ce chapitre sont les suivantes.
— Nous développons un modèle fondé sur la loi NB qui est paramétré par sa moyenne.
Nous étudions en particulier sa formulation comme composition de lois Poisson et
gamma et faisons le lien avec des modèles qui utilisent des variables dites d’exposition.
— Nous mettons en lumière la divergence associée à ce modèle probabiliste. Cette diver-
gence, qui n’a pas été étudiée auparavant à notre connaissance, définit un nouveau
problème de NMF.
— Nous développons un algorithme MM pour une approche fréquentiste du problème, et
un algorithme CAVI pour une approche bayésienne.
— Nous testons ce modèle sur des tâches de recommandation et pointons ses limites, tout
en proposant des perspectives d’amélioration.
Le reste du chapitre est organisé comme suit. Dans la Section 2.2 nous introduisons le
modèle NBF ainsi que sa formulation comme composition de lois Poisson et gamma. De
plus, nous établissons des connexions avec d’autres travaux existants. Dans la Section 2.3,
nous étudions l’estimateur de maximum de vraisemblance et la divergence associée à notre
modèle. Dans la Section 2.4, nous mettons en place un algorithme d’inférence variationnelle
pour une version bayésienne du modèle. Dans la Section 2.5, nous testons la NBF sur des
tâches de recommandation. Enfin, dans la Section 2.6, nous discutons des limites du modèle
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proposé.
2.2. Description du modèle
2.2.1. Processus génératif & formulation Poisson-gamma
Pour chaque utilisateur u ∈ {1, ..., U} et chaque article i ∈ {1, ..., I}, on suppose que le








où NB(α, p) est la distribution NB paramétrée par un coefficient de dispersion (ou paramètre
de forme) α ∈ R+ et par un paramètre de probabilité p ∈ (0, 1). Sa fonction de masse,
illustrée en Figure 2.2, est donnée par :
NB(y;α, p) = Γ(y + α)
y!Γ(α) p
y(1− p)α. (2.2)
Quand α ≤ 1, le mode de la loi NB se situe en 0. Quand α tend vers l’infini et que la
moyenne est fixée, on retrouve la distribution Poisson.
Comme pour la PF et beaucoup d’autres modèles de factorisation de matrices paramétrés
par la moyenne [TF13], l’espérance des observations est donnée par : E(yui) = [WHT ]ui. Cela
permet une compréhension intuitive du modèle. Contrairement à la distribution Poisson, la
distribution NB possède un second paramètre qui permet d’ajouter de la variance au modèle.
Dans la paramétrisation proposée en Éq. (2.1), la variance et le ratio variance/espérance
des observations sont donnés par :













Remarque. Il est important de noter que, contrairement à la méthode du même nom
introduite dans [Zho17], nous plaçons la factorisation [WHT ]ui sur le paramètre de proba-
bilité de la loi NB et non pas sur le paramètre de forme. Cette seconde approche sera plus
longuement discutée dans le Chapitre 3.
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Figure 2.1. – Fonction de densité de la dis-
tribution gamma : a ∼ Gamma(α, α).



















Figure 2.2. – Fonction de masse de la dis-
tribution NB : y ∼ NB(α, p), tel que
E(y) = 4.5.
La distribution NB peut aussi être vue comme un mélange Poisson-gamma. En utilisant
cette propriété, on peut écrire le modèle hiérarchique suivant, équivalent à Éq. (2.1) :
aui ∼ Gamma(α, α), (2.5)
yui|aui ∼ Poisson(aui[WHT ]ui). (2.6)
On note A la matrice de taille U × I ayant pour coefficients [A]ui = aui. La variable A
n’est contrainte que par sa loi a priori. La Figure 2.1 illustre la densité associée à cette loi
gamma. Par construction, on a E[aui] = 1 et var(aui) = α−1. Ainsi, la variable A peut être
vue comme un bruit multiplicatif qui ajoute de la variance au modèle et qui modélise les
variabilités locales.
Lien avec la factorisation Poisson robuste. D’autres travaux ont proposé des versions
de la PF robustes aux données aberrantes. Par exemple, dans [FD15], les données sont
supposées être générées d’après yui ∼ Poisson([WHT ]ui + eui), où eui est une variable
aléatoire positive et parcimonieuse. Cette variable correspond à un bruit additif permettant
de prendre en compte les valeurs aberrantes présentes dans les données. De par sa contrainte
de positivité, elle ne permet cependant d’expliquer que les valeurs aberrantes. Au contraire,
notre variable aui ∈ R+ peut à la fois expliquer les hautes et faibles valeurs.
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2.2.2. Interprétation : la notion d’exposition
La matrice A décrit les variations locales qui ne peuvent pas être expliquées par le produit
matriciel WHT . A peut atténuer ou accentuer les coefficients de WHT . Dans le domaine
des systèmes de recommandation, A peut être interprétée comme une variable d’exposi-
tion [Lia+16]. Ici, nous avons aui ∈ R+, ce qui permet plusieurs interprétations possibles :
— Si aui  1, l’utilisateur est sous-exposé à l’article. Cela peut être expliqué de diverses
manières : l’utilisateur n’est pas au courant de la sortie d’une chanson, il n’habite pas
dans un lieu où la chanson est populaire, etc.
— Si aui  1, l’utilisateur est sur-exposé à l’article. Là aussi, cela peut s’expliquer de
diverses manières : la chanson est un tube du moment et est largement diffusée à la
radio, l’utilisateur a un comportement d’écoute compulsif et écoute sans arrêt cette
chanson, etc.
— Si aui ≈ 1, alors l’exposition n’affecte pas la préférence de l’utilisateur pour la chanson,
qui est alors entièrement décrite par le produit [WHT ]ui.
La matrice A n’étant contrainte que par sa loi a priori aui ∼ Gamma(α, α), le paramètre α
prend une grande importance puisqu’il détermine la variation possible autour de la moyenne
WHT (var(aui) = α−1). Si α est trop petit, le rôle de A devient prépondérant par rapport
au produit WHT et détruit le pouvoir prédictif du modèle.
Variable d’exposition dans des modèles Poisson. La NBF peut être vue comme une
instance d’un modèle plus général décrit par :
A ∼ p(A; Θ), (2.7)
yui|aui ∼ Poisson(aui[WHT ]ui), (2.8)
où p(A; Θ) est une distribution paramétrée par Θ.
On trouve plusieurs exemples de tels modèles dans la littérature.
— PF. Si A est déterministe avec pour tout couple utilisateur/article aui = 1, on retrouve
la PF [Can04 ; BJ06 ; Cem09 ; Ma+11 ; GHB15].
— Modèle Poisson avec excès de zéros (zeroinflated Poisson en anglais). Dans [Sim13], la
variable d’exposition aui est tirée selon une loi Bernoulli : aui ∼ B(µ), et modélise le
fait qu’un utilisateur connaisse un article ou non. Marginaliser cette variable permet
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de retrouver une loi Poisson avec excès de zéros [Lam92] :
yui ∼ (1− µ)δ0 + µPois([WHT ]ui). (2.9)
Dans notre cas, nous étudions un cas plus général où aui ∈ R+, ce qui permet de
modéliser aussi les hautes valeurs ainsi qu’une interprétation plus souple. Dans [Sim13],
un modèle hiérarchique plus sophistiqué est proposé pour la variable µ (qui devient une
variable locale µui), incluant des sources de données extérieures (comme des données
géographiques ou des données issues de réseaux sociaux). De telles idées pourraient
être incorporées dans notre cadre de travail.
— Structure de rang faible. Dans [BE17], les auteurs considèrent un modèle plus contraint
où la variable d’exposition A possède, elle aussi, une structure de rang faible :
aui ∼ Poisson([UVT ]ui). (2.10)
Cet article est une extension de [BE16] dont nous discuterons plus en détail dans le
Chapitre 3.
— Graphe aléatoire. Dans [PK13], l’exposition est modélisée par un graphe aléatoire
biparti. La moitié des articles non consommés est arbitrairement considérée comme
correspondant à des retours manquants.
Variable d’exposition dans des modèles Gaussiens. Au-delà des modèles à vraisem-
blance poissonnienne, la notion d’exposition a aussi été introduite dans le cadre de modèles
gaussiens. En particulier, dans [Lia+16], les auteurs proposent un modèle de factorisation
de matrices à exposition :
yui ∼ (1− µ)δ0 + µN ([WHT ]ui, σ2), (2.11)
où yui ∈ {0, 1} sont des données implicites binaires (ou binarisées), W ∈ RU×K et H ∈ RI×K .
Les auteurs de ce papier soulignent le fait que le modèle WMF [HKV08] appliqué à des
données binaires est un cas particulier de leur modèle. Un algorithme EM est développé
pour inférer les paramètres du modèle. Contrairement à ce travail, nous choisissons de
travailler avec la loi Poisson qui nous semble mieux adaptée aux données de comptage. De
plus, nous n’appliquons pas de pré-traitement aux données.
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Figure 2.3. – Divergence associée à la distribution NB paramétrée par sa moyenne dα(y|λ).
Séparation aveugle de sources. Dans le contexte de la séparation aveugle de sources en
traitement de signal audio, un modèle similaire à la NBF a été développé pour obtenir plus
de flexibilité [YIG16 ; LBR17]. Ce modèle suppose que les coefficients yui de la transformée
de Fourier à court-terme de chaque source suivent une loi t de Student. Les paramètres de
cette distribution possèdent une structure NMF. On peut introduire dans ce modèle une
variable latente aui et ainsi obtenir la formulation hiérarchique suivante :
aui ∼ IG(α/2, α/2) (2.12)
yui|aui ∼ N (0, aui[WHT ]ui). (2.13)
La variable latente aui a un rôle équivalent à celui de notre variable d’exposition. Elle
permet de rajouter de la variance au modèle afin d’obtenir une distribution marginale (loi
t de Student) qui possède une queue plus lourde que la loi normale.
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2.3. Estimation au sens du maximum de vraisemblance
2.3.1. Divergence associée à la distribution binomiale négative
L’estimateur du maximum de vraisemblance de la moyenne λ, associé à la distribution
y ∼ NB(α, p) avec p = λα+λ , est donné par la minimisation de la fonction de coût suivante :
C(λ) = − log NB(y;α, p) (2.14)
= −y log p+ α log(1− p) + cste (2.15)
= −y log λ+ (α+ y) log(α+ λ) + cste, (2.16)
où cste est une constante par rapport à la variable λ.
Pour tout α > 0 fixé, la divergence associée à la distribution NB paramétrée par sa





− (α+ y) log α+ y






, pour y = 0.
(2.17)
On a bien dα(y|λ) ≥ 0 et dα(y|y) = 0. Pour tout ω > 0, on a le comportement à l’échelle
suivant : dα(ωy|ωλ) = ωdα/ω(y|λ). La Figure 2.3 illustre cette divergence pour y = 1 et
y = 0 et pour différentes valeurs de α. À notre connaissance, cette divergence n’a pas de
nom associé et ne correspond pas à un cas connu de la littérature. Comme attendu, la
divergence généralisée de Kullback-Leibler (associée à la distribution Poisson) est un cas
limite de notre divergence :
lim
α→+∞ dα(y|λ) = KL(y|λ). (2.18)
La divergence associée au modèle 2.1 est donnée par :Dα(Y|WHT ) = ∑ui dα(yui|[WHT ]ui).
2.3.2. Algorithme de majoration-minimisation (MM)
L’estimateur du maximum de vraisemblance des paramètres W et H s’écrit donc comme
la solution du problème d’optimisation :
min
W,H
Dα(Y|WHT ), s.c. W ≥ 0, H ≥ 0. (2.19)
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Cette équation définit un nouveau problème de NMF. Une approche standard pour mini-
miser Dα(Y|WHT ) est la descente par blocs dans laquelle les matrices W et H sont mises
à jour alternativement jusqu’à convergence vers un point stationnaire (qui peut ne pas être
un minimum global compte tenu de la non convexité de la fonction de coût). Comme pour
beaucoup de problèmes de NMF, notamment lors de l’utilisation d’une β-divergence [FI11],
les mises à jour de W et H peuvent être obtenues en utilisant la majoration-minimisation
(MM). Les rôles de W et H étant interchangeables par transposition (Y ≈WHT est équi-
valent à YT ≈ HWT ), on se focalisera ici sur la mise à jour de la matrice H sachant
W.
Le principe des algorithmes MM est d’optimiser une majorante G(H|H˜) de la fonction
de coût. Cette majorante est choisie de telle sorte qu’elle vérifie G(H|H˜) ≥ Dα(Y|WHT )
et G(H˜|H˜) = Dα(Y|WH˜T ). Cela produit un algorithme de descente où la fonction de coût
décroît à chaque itération [HL04].
En suivant le principe de l’approche de [FI11], la majorante peut être facilement construite
en majorant séparément la partie convexe et la partie concave de Dα(Y|WH˜T ) :
dα(yui|[WHT ]ui) = −yui log([WHT ]ui)︸ ︷︷ ︸
convexe
+ (α+ yui) log(α+ [WHT ]ui)︸ ︷︷ ︸
concave
+cste. (2.20)
La partie convexe est majorée en utilisant une inégalité de type Jensen. La partie concave
est majorée en utilisant l’inégalité de la tangente. Cette procédure entraîne la mise à jour









[WH˜T ]ui + α
wuk
. (2.21)









[W˜HT ]ui + α
hik
. (2.22)
Ces mises à jour préservent la positivité de W et H tant que l’initialisation des matrices
est elle aussi positive. Comme convenu, on retrouve les mises à jour multiplicatives liées à
la divergence KL lorsque α→ +∞. Un autre moyen d’obtenir ces mises à jour est d’utiliser
un algorithme EM basé sur la variable auxiliaire C introduite dans la Section 1.4.
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2.4. Estimation bayésienne








Figure 2.4. – Représentation graphique du modèle augmenté NBF. En bleu foncé : les
variables observées ; en bleu clair : les variables partiellement observées.
Dans cette section, nous présentons une formulation bayésienne de la NBF. Des lois a
priori gamma sont assignées aux variables W et H et le modèle est augmenté avec la
variable latente C (voir Section 1.4) et avec la variable latente A (voir Section 2.4.1). Le
processus génératif des observations, illustré en Figure 2.4 est donc le suivant :
wuk ∼ Gamma(αW , βW ), hik ∼ Gamma(αH , βH), (2.23)
aui ∼ Gamma(α, α), (2.24)





On note Z = {C,A,W,H} l’ensemble des variables latentes et Φ = {α, αW , αH , βW , βH}
l’ensemble des paramètres. Contrairement à la Section 1.4, on considère ici que les intensités
sont les mêmes pour chaque utilisateur βWu = βW et pour chaque article βHi = βH .
44
Chapitre 2. Factorisation binomiale négative
Tableau 2.1. – Expression des distributions variationnelles pour le modèle NBF.
Variable Distribution q

















La distribution a posteriori p(Z|Y) étant insoluble, on utilise l’inférence variationnelle











L’utilisation d’un algorithme CAVI et de l’hypothèse de champ moyen permettent d’obte-
nir les expressions analytiques des distributions variationnelles (décrites dans le Tableau 2.1).
L’Algorithme 3 résume les mises à jour des paramètres variationnels. Le détail des dériva-
tions est disponible en Annexe A.2.
Espérance prédictive a posteriori. De la même manière que pour la PF, nous pou-
vons utiliser l’approximation variationnelle pour obtenir une approximation de l’espérance
prédictive a posteriori. Ainsi, nous obtenons pour le modèle NBF :
E(Y∗|Y) ≈ Eq(W)Eq(HT ). (2.28)
Nous utilisons donc le score sui = [Eq(W)Eq(HT )]ui pour construire les listes de recomman-
dation de chaque utilisateur.
Paramètres d’intensité. On peut remarquer que nous avons une invariance d’échelle
entre les paramètres βW et βH . En effet, pour λ ∈ R+ fixé, on pose β¯W = λβW , β¯H = λ−1βH ,
Φ¯ = {α, αW , αH , β¯W , β¯H} et q¯(W) = Gamma(α˜Wuk, λβ˜Wuk), q¯(H) = Gamma(α˜Hik, λ−1β˜Hik ). On
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peut montrer que :
p(Y; Φ¯) = p(Y; Φ), (2.29)
ELBO(q¯, Φ¯) = ELBO(q¯,Φ). (2.30)
Par conséquent, on considère le paramètre d’intensité βW fixé et égal à αW , de sorte que
E(wuk) = 1. De plus, comme nous avons E(aui) = 1, l’information d’échelle est uniquement
portée par βH . En optimisant la ELBO par rapport à cette variable on obtient la règle de





Algorithme 3 : Algorithme CAVI pour la NBF
Données : Matrice d’observation Y
Résultat : Distribution variationnelle q
1 Initialisation aléatoire des paramètres variationnels et de βW ;
2 Calculer : α˜Aui = α+ yui ;
3 répéter
4 pour chaque couple (u, i) tel que yui > 0 faire
5 Λuik = exp (Eq(logwuk) + Eq(log hik)) ; Λui =
∑
k Λuik ;





8 pour chaque couple (u, i) faire




11 pour chaque utilisateur u ∈ {1, . . . , U} faire
12 α˜Wuk = αW +
∑
i Eq(cuik) ;




15 pour chaque article i ∈ {1, . . . , I} faire
16 α˜Hik = αH +
∑
u Eq(cuik) ;








20 Calculer ELBO(q,Φ) ;
21 jusqu’à ELBO converge;
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Complexité algorithmique. Contrairement aux algorithmes utilisés pour la PF, les al-
gorithmes pour la NBF ne passent pas à l’échelle (que ce soit l’algorithme MM ou CAVI).
En effet, à chaque itération nous estimons les variables locales aui qui sont définies pour
tout couple utilisateur/article. Ce calcul peut être prohibitif dans le cadre des systèmes de




Jeu de données. Dans cette expérience, nous utilisons le jeu de données Taste Pro-
file (TP) [Ber+11]. Ce jeu de données contient l’historique d’écoutes de chansons par des
utilisateurs. Nous utilisons le même pré-traitement que [Lia+16]. Nous sélectionnons un
sous-ensemble des données, et ne conservons que les utilisateurs qui ont écouté au moins 20
chansons différentes, et les chansons qui ont été écoutées par au moins 50 utilisateurs dif-
férents. Finalement, notre matrice d’observation contient U = 1 502 utilisateurs et I = 786
articles.
Méthode d’évaluation. Nous utilisons la même méthode d’évaluation que celle présen-
tée en Section 1.4.6 pour la PF. Notre jeu de données est donc divisé en un ensemble
d’entraînement Ytrain contenant 80% des valeurs non nulles du jeu de données original et
un ensemble de test Ytest contenant les 20% restants (ces valeurs sont mises à zéro dans
l’ensemble d’entraînement). L’algorithme VI est entraîné sur l’ensemble d’entraînement et
fournit une liste de recommandations de 100 nouvelles chansons à chaque utilisateur fondée
sur le score de prédiction : [Eq(W)Eq(HT )]ui. La qualité de ces listes est ensuite évaluée sur
l’ensemble de test à l’aide de la métrique NDCG présentée en Section 1.1.3.
Méthodes comparées. On compare la NBF avec la PF appliquée aux données brutes
(PFbrut) et la PF appliquée aux données binarisées (PFbin). Les hyper-paramètres sont
fixés αW = αH = 1 (cela correspond à une loi exponentielle). Tous les algorithmes sont
exécutés 5 fois avec des initialisations aléatoires. Le critère de convergence de l’algorithme
est fixé à τ = 10−6.
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Figure 2.5. – Influence du paramètre α de la NBF.
2.5.2. Analyse des résultats
Influence du paramètre α. La Figure 2.5 représente l’influence du paramètre α et du
nombre de facteurs latents K sur le comportement de la NBF pour des tâches de recom-
mandation. L’axe des abscisses correspond au nombre de facteurs latents du modèle, testés
parmi K ∈ {10, 20, 50, 100, 200}. L’axe des ordonnées correspond au score NDCG0 présenté
en Section 1.1.3. Les quatre courbes affichées correspondent aux résultats de la NBF obtenus
pour différentes valeurs de α ∈ {0.1, 1, 10, 100}. On rappelle que lorsque α est très grand, la
NBF tend vers la PF appliquée aux données brutes.
Premièrement, on constate que le nombre de facteurs latents optimal varie avec le pa-
ramètre α : plus α est petit, plus le K optimal est lui aussi petit. Comme nous l’avons
vu précédemment, le paramètre α contrôle le degré de liberté de la variable A. Lorsque α
diminue, l’influence de la variable A augmente et permet d’expliquer de plus en plus les
variations locales présentes dans les données. De ce fait, le terme de factorisation WHT n’a
besoin que d’un nombre de facteurs latents réduits pour modéliser la structure de Y.
Néanmoins le choix du paramètre α semble être critique dans les performances de la NBF.
En effet, si α est fixé à une valeur trop petite, le rôle de A va devenir prépondérant par
rapport au produit matriciel WHT dans l’inférence du modèle. La matrice A va absorber
toute l’information présente dans les données et détruire le pouvoir prédictif du modèle
porté par le produit matriciel WHT . On constate ce phénomène notamment pour la valeur
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Figure 2.6. – Résultats de recommandation pour la NBF (avec α = 1), PFbrut et PFbin
pour différents seuils de pertinence s ∈ {0, 1, 2, 3}.
α = 0.1 qui a un K optimal aux alentours de K = 20 mais qui a des faibles résultats de
recommandation. Le paramètre α donnant les meilleurs résultats de recommandation (au
sens du score NDCG0) semble être atteint pour α = 1 et K = 50.
Nous avons tenté d’apprendre le paramètre α afin de diminuer le nombre de paramètres
à régler dans le modèle. Pour cela, nous avons estimé α au sens du maximum de vraisem-
blance (nous avons une méthode de Newton-Raphson similaire à [Cem09] pour estimer le
paramètre). Malheureusement, le paramètre inféré était de valeur très petite, ce qui place
le modèle dans le cas pathologique présenté ci-dessus.
Résultats de recommandation. La Figure 2.6 présente les résultats de recommandation
obtenus pour les modèles NBF (avec α = 1), PFbrut et PFbin. Les quatre graphiques
correspondent à différentes valeurs de seuil s ∈ {0, 1, 2, 3} pour définir la pertinence d’une
recommandation dans le score de NDCG (voir Section 1.1.3). L’ajout de variance par le biais
du paramètre α dans la NBF permet de diminuer le nombre de facteurs latents nécessaires
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pour faire des recommandations à partir de données brutes. PFbin reste toujours la méthode
la plus performante pour le score NDCG0. Cependant, la NBF conserve la robustesse de
PFbrut sur les seuils s plus élevés. À partir de s = 1, la NBF surpasse PFbin en terme de
recommandations.
Ces résultats expérimentaux semblent donc être prometteurs. Néanmoins nous tenons à
rappeler que la complexité algorithmique de la NBF ne nous permet pas de travailler sur
des grands jeux de données. De plus, le paramètre α joue un rôle très important dans les
performances du modèle. D’après notre expérience, il est difficile d’obtenir des résultats
similaires sur des jeux de données plus larges.
2.6. Discussion
Dans ce chapitre, nous avons développé une première extension de la PF fondée sur la
loi NB dans le but de mieux modéliser les données de comptage sur-dispersées. La NBF
est paramétrée par sa moyenne et dispose d’un second paramètre permettant d’ajouter de
la variance au modèle. Sa réécriture comme composition de lois Poisson et gamma permet
de mettre en exergue une variable aléatoire d’exposition. Cette variable positive peut être
interprétée comme un bruit multiplicatif expliquant les variabilités locales autour de la
moyenne. La divergence associée à la NBF permet de définir un nouveau problème de NMF.
Nous avons proposé deux approches pour résoudre le problème d’inférence. La première
repose sur l’estimateur du maximum de vraisemblance pour lequel nous avons mis en place
un algorithme MM. La seconde est une approche bayésienne où nous approximons la loi a
posteriori à l’aide de la VI. Dans la dernière section de ce chapitre nous avons testé la NBF
sur des tâches de recommandation à partir d’un jeu de données de petite taille.
Passage à l’échelle. La limite majeure de la NBF telle que nous l’avons présentée dans
ce chapitre est que les deux algorithmes développés ne passent pas à l’échelle. En effet, ils
reposent sur l’estimation des variables latentes d’exposition, d’une complexité algorithmique
en O(UI). Cela devient prohibitif lorsque la matrice Y est de très grande dimension. La
NBF paraît donc inadaptée aux méthodes de filtrage collaboratif pour les systèmes de
recommandation. Une alternative pouvant être envisagée pour réduire drastiquement le
temps de calcul de l’algorithme VI serait d’imposer que la distribution variationnelle vérifie
q(aui) = δ1 lorsque yui = 0. Ainsi, l’algorithme VI passerait à l’échelle avec le nombre de
valeurs non nulles présentes dans la matrice Y. Cette hypothèse supplémentaire supposerait
néanmoins que chaque valeur nulle de Y provienne d’une loi Poisson et non plus d’une loi NB.
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Rôle de la variable d’exposition. Même si l’interprétation de la variable d’exposition
paraît claire, on observe parfois un comportement pathologique lors de l’inférence du modèle.
En effet, cette variable n’est contrainte que par sa loi a priori paramétrée par le paramètre
α > 0, ce qui peut potentiellement lui procurer une grande liberté. Comme nous l’avons
souligné plus tôt, plus le paramètre α est petit, plus la variable A peut expliquer les varia-
tions présentes dans la matrice Y. Si le paramètre α est mal réglé (trop petit), la variable
latente A va absorber des informations qui pourraient être utiles pour la recommandation
(et qui devraient donc être capturées par le produit matriciel WHT ). La répartition de
l’information entre les paramètres A et WHT paraît peu claire et très sensible au choix
des paramètres. Un découplage des paramètres locaux et globaux semble nécessaire afin
d’obtenir une réponse à ce problème. Le modèle présenté en Chapitre 3 répond notamment
à ce point critique.
Perspectives en biologie. Au vu du problème de passage à l’échelle sur les très grandes
données dont souffre la NBF, d’autres champs d’application que le CF sont à explorer. De
ce fait, nous avons tenté d’utiliser l’algorithme MM (correspondant au cadre fréquentiste)
sur d’autres tâches comme : la complétion de matrice, la séparation aveugle de source ou le
traitement d’images hyper-spectrales. Malheureusement, nous n’avons pas observé de gain
notable par rapport aux méthodes standards de NMF avec la divergence KL. Néanmoins,
une perspective que nous n’avons pas encore exploité est d’appliquer la NBF à des données
génomiques. En effet, dans ce domaine, la loi NB est souvent utilisée sur des matrices






Ce chapitre est adapté de l’article [GOF19] publié à la conférence Uncertainty in
Articial Intelligence (UAI) en 2019.
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3.1. Introduction
Dans le Chapitre 2, nous avons présenté la factorisation NB (NBF, negative binomial
factorization en anglais) sous la forme d’un mélange de lois Poisson et gamma. Cette ex-
tension de la PF permettait d’ajouter de la variance au modèle grâce l’introduction d’une
variable d’exposition. Malheureusement, l’inférence de cette variable s’est avérée coûteuse et
ne passait pas à l’échelle sur des jeux de données de grande dimension comme ceux utilisés
en CF.
La factorisation Poisson composée (cPF, de l’anglais compound Poisson factorization) est
une extension de la PF introduite dans [BE16]. Dans ce chapitre, nous nous intéressons à
une instance de ce modèle appelée factorisation Poisson composée discrète (dcPF, discrete
compound Poisson factorization) spécialement conçue pour les données de comptage sur-
dispersées. Contrairement à la NBF, la dcPF préserve la propriété de passage à l’échelle
de la PF. De plus, elle décorrèle le rôle des différents paramètres du modèle qui contrôlent
la parcimonie et la sur-dispersion des données, permettant ainsi de mieux modéliser les
données de comptage rencontrées en CF.
La dcPF est fondée sur la loi Poisson composée discrète (dcP, discrete compound Poisson
en anglais) qui permet de compter des objets appartenant à des groupes. La loi dcP suppose
que le nombre de groupes suit une loi Poisson, alors que le nombre d’objets par groupe suit
une loi dite élémentaire. Cette distribution a notamment été utilisée pour la modélisation de
groupes de populations [Ney39 ; Que49 ; Tho49]. Par exemple, dans [Que49], l’auteur étudie
les populations de papillons. Il modélise le nombre d’espèces de papillon par une loi Poisson,
tandis que le nombre de papillons par espèce est distribué selon une loi logarithmique.
En CF [BE16 ; BE17] et en analyse de documents [Zho17], les données arrivent souvent
par rafale (le terme bursty est souvent employé en anglais [Kle03 ; SWZ16]), ce qui les
rend sur-dispersées. Cela a amené certains auteurs à binariser les données avant d’appliquer
leur modèle prédictif. Une autre approche consiste à modéliser la notion d’auto-excitation
(self-excitation en anglais) pour expliquer les arrivées par rafale. En effet, l’auto-excitation
traduit le fait qu’un événement «parent» puisse entraîner une salve d’événements «enfants».
Par exemple, l’écoute d’une chanson peut en entraîner plusieurs autres ou bien l’emploi d’un
mot peut conduire l’auteur d’un document à le ré-employer par la suite. Cette notion est
aussi présente dans certains travaux sur les processus stochastiques poissoniens [Du+15 ;
Hos+18 ; Kho+18 ; Zho17] où ce phénomène est modélisé temporellement. La loi cP nous
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permet de modéliser l’auto-excitation via la loi élémentaire introduite dans le processus
génératif des données.
La distribution Poisson composée (cP, compound Poisson en anglais) ne se limite pas
au cas discret et peut aussi modéliser des données parcimonieuses continues. Dans [BE16 ;
BE17], les auteurs considèrent aussi bien le choix de lois discrètes ou continues dans le
contexte du CF. Cela peut par exemple permettre de modéliser le montant d’un panier
d’achat sur un site web. Dans [YC12 ; SCY13], les auteurs s’intéressent à la distribution
Tweedie qui est la distribution associée à la β-divergence (voir Section 1.2.3). En effet, pour
β ∈ (0, 1), la distribution Tweedie peut être représentée par une loi cP de loi élémentaire
gamma. Cette représentation permet notamment d’apprendre le paramètre β.
Dans ce chapitre, nous présentons de nouvelles contributions pour la dcPF :
— Nous développons un cadre de travail unifié pour la dcPF. Nous étudions en particulier
quatre distributions qui permettent de modéliser la notion d’auto-excitation et faisons
le lien avec entre le choix de ces distributions et la combinatoire.
— Nous proposons une hypothèse simple et non contraignante sur le support de la dis-
tribution élémentaire afin de préserver la propriété de passage à l’échelle de la PF
et d’obtenir des règles de mise à jour exactes pour l’estimation de la distribution a
posteriori.
— Nous montrons que la PF appliquée aux données brutes et que la PF appliquée aux
données binarisées sont deux cas limites de la dcPF. Cela fait de la dcPF une extension
naturelle de la PF.
— Nous discutons du choix de la distribution élémentaire et en proposons une nouvelle
dans le contexte des modèles Poisson composées, la loi NB translatée. Nous présen-
tons une nouvelle méthodologie pour l’estimation des paramètres des distributions
élémentaires et conduisons des expériences sur trois jeux de données différents.
Le reste du chapitre est organisé comme suit. Dans la Section 3.2, nous présentons quelques
pré-requis sur la distribution cP et sur la famille exponentielle à dispersion qui nous per-
mettent de motiver notre cadre de travail. Dans la Section 3.3, nous présentons le modèle
dcPF et offrons une interprétation intuitive dans le contexte d’utilisateurs écoutant des
chansons. Dans la Section 3.4, nous donnons l’exemple de quelques distributions élémen-
taires discrètes. Dans la Section 3.5, nous montrons que la dcPF est une extension de la
PF et mettons en avant le choix d’un des paramètres du modèle. Dans la Section 3.6, nous
proposons une inférence bayésienne du modèle qui passe à l’échelle et nous nous intéressons
à l’estimation des paramètres. Dans la Section 3.7, nous conduisons des expériences de re-
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commandations sur trois jeux de données différents. La Section 3.8 conclut ce chapitre et
discute des perspectives.
3.2. Pré-requis
3.2.1. Distribution de Poisson composée
Une distribution de Poisson composée peut être représentée par le processus génératif
suivant [JKK05] :
n ∼ Poisson(λ), (3.1)





avec y = 0 si n = 0. x1, . . . , xn sont n variables aléatoires indépendantes et identiquement
distribuées. La distribution E associée à ces variables aléatoires est appelée distribution élé-
mentaire. Dans la suite, on se restreint au cas où la distribution élémentaire est à support
discret, i.e., xl ∈ N pour tout l ∈ {1, . . . , n}, on parle alors de distribution Poisson compo-
sée discrète. On note Poisson(λ)∨ E la loi Poisson composée de distribution élémentaire E
(notation reprise de [JKK05]). La fonction génératrice, définie par G(z) = E(zy), associée à
la variable aléatoire y ∼ Poisson(λ)∨ E est donnée par G(z) = exp [λ(g(z)− 1)] où g(z) est
la fonction génératrice de la distribution élémentaire E . On dit que la distribution associée
à la variable y généralise la distribution élémentaire.
Représentation d’une loi Poisson composée. Les distributions Poisson composées
discrètes représentent un grand nombre de distributions. En effet, on a le résultat sui-
vant [Fel08] :
Théorème 3.1. Toute distribution Poisson composée est une distribution infiniment divi-
sible 1. Réciproquement, toute distribution infiniment divisible à support discret peut s’écrire
sous la forme d’une distribution de Poisson composée.
Proposition 3.1 (Unicité). y ∼ Poisson(λ)∨ E est équivalent à y ∼ Poisson (λ(1− b))∨ Eb
1. Une distribution est dite infiniment divisible si et seulement si pour tout entier n, sa fonction carac-
téristique φ peut s’écrire comme la puissance n-ième d’une fonction caractéristique φn, i.e., φ(t) = φn(t)n.
56
Chapitre 3. Factorisation Poisson composée discrète
où Eb est une distribution élémentaire modifiée définie par :
Eb = 11− b (E − bδ0) , (3.4)
avec b ∈ (−∞, b0], où b0 est la masse en 0 de la distribution E. Dans le cas où b = b0, Eb
correspond à la distribution E tronquée en zéro.
Démonstration. Soit y ∼ Poisson(λ)∨ E , la fonction génératrice associée peut se réécrire
sous la forme :






1− b − 1
)]
. (3.6)
La fonction génératrice gb(z) = g(z)− b1− b correspond à la distribution élémentaire modi-
fiée Eb.
Lemme 3.1. La représentation d’une distribution infiniment divisible à support discret sous
la forme d’une distribution de Poisson composée est unique si et seulement si la distribution
élémentaire est à support dans N∗.
Sur-dispersion. Soit y ∼ Poisson(λ)∨ E la distribution Poisson composée qui généralise
la variable x ∼ E . L’espérance de la marginale est E(y) = λE(x) et, en utilisant le théorème
de la variance totale, la variance est donnée par :











E(x) ≥ 1, puisque nous avons supposé que la distribution élémentaire est à support
dans N (et donc x2 ≥ x). Par conséquent, la distribution Poisson composée est particulière-
ment adaptée aux données sur-dispersées.
Quelques exemples. Il existe dans la littérature beaucoup d’exemples de distributions
Poisson composées définies avec des distributions élémentaires discrètes. Elles ont été lar-
57
Chapitre 3. Factorisation Poisson composée discrète
Tableau 3.1. – Exemple de distributions Poisson composée.
Loi élémentaire Loi marginale Référence
Logarithmique Binomiale négative [Que49 ; Zho17]
Poisson (ou ZTP 2.) Neyman de type A [Ney39]
Poisson translatée Thomas [Tho49]
Géo. 3 (ou géo. translatée) Pólya–Aeppli [Pól30]
NB (ou NB tronquée en 0) Pólya-Aeppli généralisée [Ske52]
Bernoulli Poisson
gement étudiées dans le cadre de la modélisation de populations. Le Tableau 3.1 présente
quelques lois élémentaires ainsi que la loi marginale de la loi dcP associée.
3.2.2. Famille exponentielle à dispersion discrète
Un élément central des distributions Poisson composées est le choix de la distribution
élémentaire. Dans la suite de ce chapitre, on supposera que cette distribution appartient à
la famille exponentielle à dispersion (EDM, exponential dispersion model en anglais) [Jør86 ;
Jor87 ; Jor97], qui est une extension de la famille exponentielle. C’est un choix pratique dans
le cadre des modèles composés [YC12 ; SCY13 ; BE16]. Comme évoqué précédemment, nous
nous restreignons au cas où la distribution élémentaire est à support discret. La fonction de
densité d’une EDM discrète peut s’écrire sous la forme :
p(x; θ, κ) = exp(xθ − κψ(θ))h(x, κ), x ∈ Sκ (3.10)
où θ ∈ Θ est le paramètre naturel, κ > 0 est le paramètre de dispersion, ψ(θ) est la fonction
de log-partition, h(x, κ) est la mesure de base, et Sκ est le support (qui dépend du paramètre
de dispersion). On note x ∼ ED(θ, κ). L’espérance d’une EDM est donnée par E(x) = κψ′(θ)
et sa variance par var(x) = κψ′′(θ).
Une propriété qui nous sera utile par la suite est la propriété d’additivité des EDM [Jor87].
Proposition 3.2. Soient n variables x1, . . . , xn i.i.d. selon xl ∼ ED(θ, κl) et y =
∑n
l=1 xl,
alors on a y ∼ ED(θ,∑nl=1 κl). En particulier, si κl = κ pour tout l ∈ {1, . . . , n} alors
y ∼ ED(θ, nκ).
2. Zero-truncated Poisson en anglais
3. Géo. fait référence à la loi géométrique.
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3.3. Factorisation Poisson composée discrète
3.3.1. Modèle génératif
On considère le modèle proposé par [BE16]. Le modèle génératif des observations Y est
donné par :











On suppose ici que xl,ui est une variable aléatoire discrète et que son support est égal à
N∗ = N \ {0}. Ce choix n’est pas restrictif puisque, d’après le lemme 3.1, si le support est
égal à N alors on peut se ramener au modèle présenté ci-dessus par un simple changement de
variables. De plus, cette simple contrainte nous permet d’obtenir des propriétés qui seront
détaillées dans la suite.
3.3.2. Interprétation : la notion de sessions d’écoutes
Dans cette section, on s’intéresse à un couple utilisateur/article fixé. Par souci de clarté, on
omettra les indices ui. Comparé à la PF, la dcPF introduit de nouvelles variables latentes n et
{xl}l∈{1,...,n}. La variable latente n représente le nombre de sessions d’écoute d’un utilisateur
associé à une chanson. Pour chaque chaque session, indexée par l, l’utilisateur écoute la
chanson un nombre de fois xl ≥ 1. Cette variable latente xl modélise le concept d’auto-
excitation induit par une écoute de chanson [Zho17 ; Hos+18] : un utilisateur peut écouter
une chanson, non pas parce qu’il aime cette chanson, mais en réponse à une précédente
écoute (excitation). Par exemple, un utilisateur peut écouter sans arrêt une chanson sans
que cela traduise une préférence sur le long-terme. Au sein d’une session, la première écoute
d’un utilisateur reflète son intérêt pour la chanson, alors que les xl − 1 écoutes suivantes
ne sont que l’écho de la première écoute et traduisent une préférence sur le court-terme. Le
nombre total d’écoutes y est alors l’agrégation de toutes les écoutes provenant des différentes
sessions.
Par conséquent, le nombre total d’écoutes y peut être regroupé en un plus petit nombre de
sessions d’écoute n qui sont plus à-même de représenter les préférences de l’utilisateur pour
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la chanson sur le long-terme. La variable n peut donc être vue comme une façon de répartir
les y écoutes en un plus petit nombre de sessions. Dans la suite, on notera N ∈ NU×I la
matrice des sessions d’écoute, avec pour coefficients [N]ui = nui.
3.3.3. Log-vraisemblance jointe
En utilisant la propriété d’additivité des EDM (Prop. 3.2), on peut facilement marginaliser
les variables latentes xl,ui, ce qui mène à : yui ∼ ED(θ, nuiκ). Ainsi, la log-vraisemblance
jointe des observations Y et des variables latentes N, W et H est donnée par :
log p(Y,N,W,H) = log p(Y|N; θ, κ)︸ ︷︷ ︸
Mapping
+ log p(N|[WHT ])︸ ︷︷ ︸
Structure PF
+ log p(W,H)︸ ︷︷ ︸
Régularisation
. (3.15)
Cette log-vraisemblance peut être décomposée en trois termes : un mapping probabiliste
entre les observations et le nombre de sessions, la structure PF sur la variable latente N, un
terme de régularisation induit par les a priori gamma sur W et H. Contrairement à la PF, la
factorisation est placée sur la variable latente N et non pas directement sur les observations
Y. Si l’on revient à notre interprétation, cela signifie que la variable latente N est plus
à-même de donner des informations sur les préférences des utilisateurs que les observations
brutes Y. Le terme de mapping peut être vu comme une distorsion probabiliste appliquée
aux données brutes, les rendant de ce fait «plus factorisables». Ce terme additionnel permet
de travailler directement avec les données brutes et d’éviter tout pré-traitement (comme la
binarisation des données) en laissant les données choisir la meilleure distorsion possible (au
sens de la PF).
3.3.4. Propriétés
En imposant que les utilisateurs écoutent une chanson au moins une fois lors de chaque
session, i.e., xl,ui ≥ 1, deux propriétés importantes peuvent être déduites.
Premièrement, nous avons l’équivalence entre les zéros de Y et ceux de N, i.e., yui = 0⇔
nui = 0. En d’autres termes, le nombre d’écoutes est égal à zéro si et seulement si le nombre
de sessions est égal à zéro. De ce fait, la variable latente N est partiellement observée et
est aussi une matrice creuse puisqu’elle a les même zéros que ceux de Y. Grâce à cela, la
propriété de passage à l’échelle est préservée pour la dcPF. De plus, on a :
P(yui = 0) = P(nui = 0) = e−[WH
T ]ui . (3.16)
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Tableau 3.2. – Exemple de quatre distributions élémentaires.
Distribution θ Θ θbrut θbin κ ψ(θ) h(x, κ)
x ∼ Log(p) log(p) R∗− −∞ 0 1 log(− log(1− eθ)) x!κ!St1(x, κ)
x ∼ ZTP(p) log(p) R −∞ +∞ 1 log(eeθ − 1) x!κ!St2(x, κ)





x ∼ sNB(a, p) log(p) R∗− −∞ 0 (1, a)T (θ,− log(1− eθ))T Γ(x−κ1+κ2)Γ(x−κ1+1)Γ(κ2)
On obtient donc le découplage suivant : les variables W et H sont les seules à contrôler la
parcimonie de la matrice Y, tandis que la distribution élémentaire et ses paramètres {θ, κ}
se focalisent seulement sur la représentation des valeurs strictement positives.
La deuxième propriété qui nous intéresse ici est que nui ≤ yui. En d’autres termes, le
nombre de sessions est majoré par le nombre total d’écoutes. Ainsi, pour une observation
yui donnée, la variable nui ne peut prendre qu’un nombre fini de valeurs : nui ∈ {0, ..., yui}
(en particulier, on a yui = 1⇔ nui = 1). Lors de l’inférence, cette propriété permet d’avoir
une forme analytique pour la mise à jour de N.
3.4. Exemples de distributions
Le choix de la distribution élémentaire est crucial dans le modèle présenté en Section 3.3.1.
Comme expliqué précédemment, elle contrôle la distribution des valeurs non nulles. Dans
cette section, on détaillera le choix de quatre distributions discrètes dont le support est N∗.
Les quatre distributions sont résumées dans le Tableau 3.2 et leur fonction de masse est
affichée en Figure 3.1(a). Pour chaque distribution présentée, la distribution marginale y est
affichée en Figure 3.1(b) et est comparée à la distribution Poisson (qui est une distribution
Poisson composée de distributions Dirac). Par souci de clarté, les indices ui seront à nouveau
omis.
3.4.1. Distributions de Stirling
Dans cette section, on se focalise sur trois lois élémentaires particulières qui peuvent
s’écrire sous la forme d’une EDM discrète avec un paramètre de dispersion κ = 1 (voir
Tableau 3.2) :
— la loi logarithmique, notée xl ∼ Log(p) ;
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(a) Fonction de masse de quatre distributions élé-
mentaires.





















(b) Fonction de masse de la distribution marginale
des observations. Les fonctions de masses marquées
par un astérisque ne sont pas disponibles en forme
analytique et sont représentées par un histogramme
de valeurs simulées.
Figure 3.1. – Fonctions de masse de quatre distributions élémentaires (a) et des distribu-
tions marginales associées (b).
— la loi Poisson tronquée en zéro (ZTP), notée xl ∼ ZTP(p) ;
— la loi géométrique translatée, notée xl ∼ sGeo(1− p).
Ces trois lois sont appelées lois de Stirling car elles font intervenir les nombres de Stirling
de première, deuxième et troisième espèce respectivement et sont détaillés dans les sections
suivantes.
Loi logarithmique
La fonction de masse de la loi logarithmique avec p ∈ (0, 1) est donnée par :
Log(x; p) = 1− log(1− p)
px
x
, x ∈ N∗. (3.17)
Soit y = ∑nl=1 xl, où xl ∼ Log(p) alors y ∼ SumLog(n, p), aussi appelée distribution de
Stirling de première espèce. Sa fonction de masse est donnée par :
SumLog(y;n, p) = n!
y!St1(y, n)
py
(− log(1− p))n , y ∈ {n, . . . ,+∞}, (3.18)
où St1 correspond au nombre de Stirling non signé de première espèce. Son écriture sous la
forme d’une EDM est décrite dans le Tableau 3.2.
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Si n ∼ Poisson(λ), alors la distribution marginale de y est une loi binomiale néga-
tive [Que49] :
y ∼ NB (r, p) , avec r = λ− log(1− p) . (3.19)
Contrairement au Chapitre 2, le paramètre de probabilité p est fixé et le paramètre d’inté-
rêt λ, qui possède une structure de rang-faible, est placé sur le paramètre de forme. Cela
correspond au modèle introduit dans [Zho17] à un changement de variable près.
La distribution conditionnelle de la variable latente n est donnée par :
n|y ∼ CRT (y, r) , (3.20)
où CRT est la distribution du nombre de tables dans un processus de restaurant chinois
(CRP, chinese restaurant process en anglais) [ZC15]. L’espérance de cette loi conditionnelle
est connue sous forme analytique : E(n|y) = r (Ψ(y + r)−Ψ(r)).
Loi Poisson tronquée en zéro
La fonction de masse de la loi Poisson tronquée en zéro avec p ∈ R+ est donnée par :
ZTP(x; p) = 1
ep − 1
px
x! , x ∈ N
∗. (3.21)
Soit y = ∑nl=1 xl, où xl ∼ ZTP(p) alors y ∼ SumZTP(n, p), aussi appelée distribution de
Stirling de deuxième espèce. Sa fonction de masse est donnée par [SV06] :
SumZTP(y;n, p) = n!
y!St2(y, n)
py
(ep − 1)n , y ∈ {n, . . . ,+∞}, (3.22)
où St2 correspond au nombre de Stirling non signé de seconde espèce. Son écriture sous la
forme d’une EDM est décrite dans le Tableau 3.2.
La distribution marginale de y est une distribution de Neyman de type A [Ney39]. En effet,
d’après la propriété 3.1, y ∼ Poisson(λ)∨ZTP(p) est équivalent à y ∼ Poisson( λ1−e−p )∨
Poisson(p) qui correspond à la loi de Neyman de type A.
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Première espèce Deuxième espèce Troisième espèce
St1(3, 1) = 2 St2(3, 1) = 1 St3(3, 1) = 6
Figure 3.2. – Illustration des nombres de Stirling des trois espèces pour y = 3 et n = 1.
Loi géométrique translatée
La fonction de masse de la loi géométrique translatée, notée x ∼ sGeo(1−p) avec p ∈ (0, 1),
et qui correspond à x− 1 ∼ Geo(1− p), est donnée par :
sGeo(x; 1− p) = px−1(1− p), x ∈ N∗. (3.23)
Soit y = ∑nl=1 xl où xl ∼ sGeo(1− p), alors on a y−n ∼ NB(n, p) (dans le cas où le para-
mètre de forme de la NB est entier, la distribution est aussi appelée distribution de Pascal).
Sa densité peut peut être réécrite sous la forme d’une EDM discrète (voir Tableau 3.2).
Comme pour les deux lois précédentes, nous pouvons faire apparaître un terme correspon-
dant au nombre de Stirling de troisième espèce, plus communément appelé nombre de Lah





La distribution marginale de la variable y est une loi de Pólya–Aeppli [Pól30]. D’après la
propriété 3.1, on a y ∼ Poisson(λ)∨ sGeo(1−p) qui est équivalent à y ∼ Poisson(λp )∨Geo(1−
p), la loi géométrique tronquée en zéro étant égale à la loi géométrique translatée.
Nombres de Stirling
Les trois distributions présentées peuvent donc s’écrire sous la forme d’une EDM discrète
avec un paramètre de dispersion κ = 1, et une mesure de base faisant apparaître un nombre
de Stirling :
h(x, κ) = x!
κ!Stj(x, κ), (3.24)
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où Stj représente les nombres de Stirling non signés de première (j = 1), seconde (j = 2)
et troisième espèce (j = 3).
Les nombres de Stirling des trois espèces sont autant de façons de répartir y éléments
en n groupes [Rio12]. La Figure 3.2 illustre les nombres de Stirling pour y = 3 éléments à
répartir entre n = 1 groupe.
— Le nombre de Stirling de première espèce correspond au nombre de façons de répartir
y éléments en n cycles disjoints. Il est obtenu grâce à la formule de récurrence St1(y+
1, n) = y St1(y, n) + St1(y, n− 1).
— Le nombre de Stirling de seconde espèce correspond au nombre de façons de répar-
tir y éléments en n sous ensembles non vides. Il peut être calculé analytiquement :






jy. Lorsque y est très grand, son calcul peut souffrir de
problèmes numériques, mais de bonnes approximations existent [BW74].
— Le nombre de Stirling de troisième espèce (ou nombre de Lah) correspond au nombre
de façons de répartir y éléments en n sous ensembles ordonnés non vides. Il se calcule




n! . Cette définition semble particulièrement adaptée lorsque
les groupes résultent de phénomènes temporels.
3.4.2. Distribution binomiale négative translatée
Dans cette section, nous introduisons une quatrième distribution élémentaire, la loi NB
translatée, notée sNB. Lorsque xl ∼ sNB(a, p), cela correspond à xl − 1 ∼ NB(a, p). Le
paramètre de forme a contrôle la queue de la distribution et p ∈ (0, 1) est un paramètre de
probabilité. La loi NB translatée est une EDM translatée et n’appartient pas exactement à
la famille EDM. Cependant, on peut écrire la densité de y = ∑nl=1 xl comme :
p(y;n, θ, κ) = exp(yθ − nκTψ(θ))h(y, nκ), (3.25)
où y ∈ {n, . . . ,+∞}, κ = (κ1, κ2)T = (1, a)T et ψ(θ) = (θ,− log(1−eθ))T . Il est important de
noter que κ et ψ(θ) sont ici des vecteurs de dimension 2. Contrairement aux trois précédents
exemples, le paramètre de dispersion n’est pas fixé à 1 et offre donc un degré de liberté
supplémentaire. Ainsi, le paramètre κ1 contrôle la translation et κ2 la forme de la loi NB.
Les lois élémentaires translatées ont une interprétation particulièrement intéressante dans
notre contexte. En effet, avec ce type de loi, on modélise le nombre d’événements «enfants»
découlant de l’événement «parent» et non pas le nombre d’événement total. Dans notre
exemple, la loi NB modélise le nombre d’écoutes successives à une première écoute, le nombre
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total d’écoute étant alors distribué selon une loi sNB. C’est cette même réflexion qui a amené
Thomas [Tho49] a utiliser une loi de Poisson translatée pour modéliser la distribution de
plantes.
À notre connaissance, la loi marginale de la variable y n’a pas de nom connu dans la litté-
rature. Elle peut être vue comme une généralisation de la distribution de Thomas [Tho49]
qui généralise la loi élémentaire Poisson translatée. À noter que cette distribution marginale
est bien différente de la loi Pólya–Aeppli généralisée [Ske52], qui généralise une loi NB (non
translatée) ou une loi NB tronquée en zéro d’après la proposition 3.1.
3.5. Un compromis entre la factorisation Poisson appliquée
aux données brutes et aux données binarisées
Dans cette section, nous montrons que la dcPF généralise la PF ; la PF appliquée aux
données brutes et la PF appliquée aux données binarisées étant vues comme deux cas limites.
Pour un paramètre de dispersion κ fixé, le paramètre naturel contrôle le niveau d’information
contenu dans les observations Y :
— Quand θ tend vers une certaine limite θbrut, la dcPF devient équivalente à la PF
appliquée aux données brutes.
— Quand θ tend vers une certaine limite θbin, la loi a posteriori de W et H sachant les
données brutes Y de dcPF devient équivalente à celle de PF appliquée aux données bi-
narisées. En d’autres termes, appliquer dcPF sur les données brutes devient équivalent
à appliquer PF sur les données binarisées. À noter que, dans ce cas, la distribution de
y|n devient dégénérée, mais la distribution a posteriori reste bien définie [Rob07].
— Entre ces deux cas limites, nous obtenons un continuum contrôlé par le paramètre
naturel θ. Il contrôle le degré de distorsion implicite des observations.
Ces résultats sont formalisés dans les propositions suivantes :
Proposition 3.3. S’il existe θbrut tel que limθ→θbrut κTψ(θ) = −∞, alors la loi a posteriori
de dcPF tend vers la loi a posteriori de PF lorsque θ tend vers θbrut.
Proposition 3.4. S’il existe θbin tel que limθ→θbin κTψ(θ) = +∞, alors la loi a posteriori
de dcPF tend vers la loi a posteriori de PF appliqué aux données binarisées lorsque θ tend
vers θbin, i.e. : limθ→θbin p(W,H|Y) = p(W,H|N = Yb).
Les quatre distributions décrites en Section 3.4 respectent les hypothèses des deux pro-
positions. Les cas limites du paramètre naturel sont présentés dans le Tableau 3.2.
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Démonstration. Soit λ ∈ R+, n ∼ Poisson(λ) et y|n ∼ ED(θ, nκ) dont le support est
S = {n, . . . ,+∞}. On note r = λe−κTψ(θ).




mh(y,mκ)(m!)−1 , n ∈ {1, . . . , y}. (3.26)







r→0 rh(y, κ). (3.28)
On en déduit les deux cas limites : limr→+∞ p(n|y) = δy(n) et limr→0 p(n|y) = δ1(n). De
ces résultats, on peut déduire que pour la dcPF, en supposant que :
— il existe θbrut tel que limθ→θbrut κTψ(θ) = −∞ (et donc r → +∞),
— il existe θbin tel que limθ→θbin κTψ(θ) = +∞ (et donc r → 0),














δYb(N) p(W,H|Y)dWdH = δYb(N). (3.31)







p(W,H|N = Y) (3.33)
−−−−→
θ→θbin
p(W,H|N = Yb), (3.34)
où p(W,H|N) est la loi a posteriori d’un modèle PF avec des données brutes ou binarisées
respectivement.
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Figure 3.3. – Représentation graphique du modèle augmenté dcPF. En bleu foncé : les
variables observées ; en bleu clair : les variables partiellement observées.
Apprentissage du paramètre naturel Il est particulièrement intéressant d’apprendre
le paramètre naturel θ puisque celui-ci caractérise les données. Si θ est proche de θbrut,
les observations n’ont pas besoin d’être «distordues» (elles ne sont pas trop sur-dispersées)
et PF sur les données brutes est efficace. Si θ est proche de θbin, les valeurs strictement
positives de Y sont non informatives et une étape de pré-traitement rendant les données
binaires est bienvenue. Entre ces deux cas extrêmes, la valeur de θ quantifie le «lissage»
dont les données ont besoin avant d’appliquer une PF.
3.6. Estimation bayésienne
3.6.1. Inférence variationnelle
Dans cette section, nous nous intéressons à l’estimation de la distribution a posteriori
p(W,H|Y). Pour cela, nous considérons le modèle augmenté suivant :
wuk ∼ Gamma(αW , βWu ), hik ∼ Gamma(αH , βHi ), (3.35)





yui ∼ ED(θ, κnui). (3.38)
On note Z = {N,C,W,H} l’ensemble des variables latentes et Φ = Φ1 ∪Φ2 l’ensemble des
paramètres avec Φ1 = {θ, κ} et Φ2 = {αW , αH ,βW ,βH}.
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On utilise une fois encore l’inférence variationnelle et l’hypothèse du champ moyen afin











Il est important de noter que les variables nui et cui restent ici couplées et nous utilisons la
décomposition suivante :
q(nui, cui) = q(cui|nui)q(nui). (3.40)
Le Tableau 3.3 récapitule l’expression analytique des différentes distributions variationnelles.
L’Algorithme 4 présente les règles de mise à jour pour les paramètres variationnels. En
particulier, on a Eq(cuik) = Eq(nui)φ˜uik. Comparée à la PF, la dcPF nécessite le calcul
supplémentaire de Eq(nui) pour chaque couple (u, i) tel que yui > 0. Grâce à la propriété
présentée en Section 3.3.4, cette quantité est disponible analytiquement :
Eq(nui) =

0, si yui = 0,
yui∑
n=1
nq(nui = n), sinon.
(3.41)
Nous rappelons que lorsque la distribution élémentaire est la loi logarithmique nous avons :
Eq(nui) = rui
(
Ψ(yui + rui) − Ψ(rui)
)
[ZC15]. Comme prévu, nous retrouvons les règles de
mise à jour de la PF (voir Section 1.4) appliquée aux données brutes si Eq(nui) = yui et aux
données binarisées si Eq(nui) = 1[yui > 0].
Distribution prédictive a posteriori. La distribution prédictive a posteriori de nou-
velles données Y∗ sachant les données observées Y peut être approximée en utilisant la distri-
bution variationnelle q. En particulier, on peut obtenir l’approximation : p(Y∗,W,H|Y) ≈
p(Y∗|W,H)q(W)q(H). Cette distribution sera utilisée en Section 3.7.4 pour effectuer une
vérification prédictive a posteriori.
En utilisant le fait que : E(Y|N) = NE(x), où E(x) = κψ′(θ) est l’espérance de la
distribution élémentaire, on peut approximer l’espérance de cette loi prédictive a posteriori
par :
E(Y∗|Y) = E(x)E(N∗|Y) (3.42)
≈ κψ′(θ)Eq(W)Eq(HT ). (3.43)
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Tableau 3.3. – Expression des distributions variationnelles pour le modèle dcPF.
Variable Distribution q




N q(nui = n) ∝ (rui)nh(yui, nκ)
n! , n ∈ {1, . . . , yui}








Ainsi, comme pour la PF ou la NBF, on peut utiliser le score Eq(W)Eq(HT ) pour établir
la liste personnalisée de recommandations pour chaque utilisateur.
3.6.2. Estimation des paramètres
Dans cette section, nous nous intéressons à l’optimisation de la ELBO par rapport aux




Cela équivaut aux deux sous-problèmes d’optimisation : maxΦ1 Eq(log p(Y|N; Φ1)) et
maxΦ2 Eq(log p(W,H; Φ2)). Le premier problème traite des paramètres de la distribution
élémentaire Φ1 = {θ, κ} qui détermine le niveau de sur-dispersion du modèle.
Paramètre naturel. Le paramètre naturel θ joue un rôle très important dans le mo-
dèle dcPF puisqu’il définit le continuum entre les deux cas limites PFbrut et PFbin (voir
Section 3.5). L’optimisation de la ELBO par rapport à ce paramètre est équivalent à maxi-
miser :
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Algorithme 4 : Algorithme CAVI pour la dcPF
Données : Matrice d’observation Y
Résultat : Distribution variationnelle q
1 Initialisation aléatoire des paramètres variationnels et des paramètres Φ ;
2 répéter
3 pour chaque couple (u, i) tel que yui > 0 faire
4 Λuik = exp (Eq(logwuk) + Eq(log hik)) ; Λui =
∑
k Λuik ; rui = Λuie−κψ(θ) ;
5 Calculer q(nui = n) pour n ∈ {1, . . . , yui} ;
6 Calculer Eq(nui) tel que décrit en Éq. (3.41) ;
7 fin
8 pour chaque utilisateur u ∈ {1, . . . , U} faire
9 α˜Wuk = αW +
∑
i Eq(cuik) ;




12 pour chaque article i ∈ {1, . . . , I} faire
13 α˜Hik = αH +
∑
u Eq(cuik) ;




16 Paramètre naturel : résoudre Éq. (3.47) ;
17 Paramètre de dispersion (pour sNB) : Éq. (3.52) ;
18 Paramètres d’intensité : Éq. (3.53) ;
19 Calculer ELBO(q,Φ)
20 jusqu’à ELBO converge;
Dans le cas de la loi NB translatée, ψ(θ) ∈ R2 et ψ′ correspond à son gradient. Pour les











1 + ap1−p pour sNB.
(3.47)
La solution de l’Éq. (3.46) est donc connue analytiquement pour les lois élémentaires
géométrique et NB translatée. Pour les lois logarithmique et ZTP, nous implémentons un
algorithme de Newton-Raphson pour résoudre cette équation.
Paramètre de dispersion. Lorsque la NB translatée est choisie comme loi élémentaire,
le paramètre de dispersion κ2 = a, qui contrôle la forme de la loi NB, peut être appris. Son
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optimisation n’est pas directe puisqu’un terme de la forme Eq(h(yui, nuiκ)) apparaît dans
la ELBO et est très coûteux à optimiser.
Pour contourner ce problème, on utilise la formulation Poisson composée de la loi NB






yui − nui ∼ SumLog(mui, p). (3.49)
La loi conditionnelle de la variable mui est [Zho17] :
mui|yui, nui ∼ CRT(yui − nui, anui), (3.50)
avec E(mui|yui, nui) = anuia
(
Ψ(yui − nui + anui)−Ψ(anui)
)
et si yui = 0 alors mui = 0.






Ψ(yui − n+ an)−Ψ(an)
)
, (3.51)





Elles peuvent être calculées au même moment que la mise à jour de la variable N présentée
en Éq. (3.41).
Paramètres liés à l’activité et la popularité. L’optimisation de la ELBO par rapport
aux paramètres Φ2 est exactement la même que celle présentée en Section 1.4 pour la PF.
Les paramètres de forme {αW , αH} sont supposés connus et fixés. Seuls les paramètres liés
à l’intensité et à la popularité {βW ,βH} sont appris. Comme pour la PF nous obtenons les
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Tableau 3.4. – Structure des jeux de données TP, NIPS et Last.fm après pré-traitement.
TP NIPS Last.fm
Nombre de lignes U 16 301 5 811 781
Nombre de columns I 12 118 11 463 11 172
Nombre de valeurs non nulles 1 176 086 4 033 830 402 058
% de valeurs non nulles 0.60% 6.06% 4.61%
Jeux de données. On considère les trois jeux de données suivants, dont la structure est
résumée dans le Tableau 3.4.
— Le jeu de données Taste Profile (TP) [Ber+11] contient le nombre d’écoutes de chan-
sons par des utilisateurs. Nous pré-traitons les données comme en Section 1.4.6. L’his-
togramme des comptes d’écoutes est affiché en Figure 3.6.
— Le jeu de données Last.fm [Cel10] contient lui aussi l’historique d’écoutes d’utilisateurs
sur des chansons avec des informations temporelles additionnelles. Nous sélectionnons
les données correspondant à l’année 2008 et appliquons le même pré-traitement que
pour le jeu de données TP.
— Le jeu de données NIPS [Per+16] contient la représentation sous forme de sac de
mots (bag of words en anglais) des articles scientifiques publiés entre 1987 et 2015 à la
conférence NIPS (maintenant appelée NeurIPS). Nous faisons une analogie entre «des
utilisateurs qui écoutent des chansons» et «des documents écrits avec des mots». Le
but est donc ici de recommander des mots non employés aux auteurs des papiers.
Méthode d’évaluation. Nous utilisons la même méthode d’évaluation que celle présen-
tée en Section 2.5 pour la NBF. Chaque jeu de données est donc divisé en un ensemble
d’entraînement Ytrain contenant 80% des valeurs non nulles du jeu de données original et
un ensemble de test Ytest contenant les 20% restants (ces valeurs sont mises à zéro dans
l’ensemble d’entraînement). Chaque algorithme est entraîné sur l’ensemble d’entraînement
et fournit une liste de recommandations de 100 articles à chaque utilisateur fondée sur le
score de prédiction : [Eq(W)Eq(HT )]ui comme discuté en Section 3.6.1. La qualité de ces
listes est ensuite évaluée sur l’ensemble de test à l’aide de la métrique NDCG présentée en
Section 1.1.3.
Méthodes comparées. On compare la dcPF avec ses deux cas limites : la PF appliquée
aux données brutes (PFbrut) ou aux données binarisées (PFbin). Au vu des expériences
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Figure 3.4. – Influence des paramètres K et θ = log p sur le score de recommandation
NDCG pour différents seuils s ∈ {0, 1, 2, 5}. Cartes de niveau pour la dcPF avec distribution
élémentaire Log.
réalisées en Section 1.4.6, nous sélectionnons les hyper-paramètres αW = αH = 0.3. Le
nombre de facteurs latents K sera testé sur une grille de recherche dans la Section 3.7.2.
Pour les jeux de données NIPS et Last.fm, qui sont de taille plus petite que le jeu de
données TP, nous sélectionnons αW = αH = 0.3 et K = 50. Le critère d’arrêt des différents
algorithmes est fixé à τ = 10−5. Pour chaque expérience, les algorithmes sont exécutés cinq
fois avec des initialisations aléatoires.
3.7.2. Résultats de prédiction
La Figure 3.4 illustre les résultats de recommandation moyens obtenus sur 5 exécutions de
l’algorithme de dcPF avec une loi élémentaire Log, pour différentes valeurs de K et p = log θ
(ici, le paramètre naturel n’est pas mis à jour dans l’Algorithme 4). Le nombre de facteurs
latents est testé sur la grilleK ∈ {20, 50, 100, 150, 200, 300, 400, 500}, et le paramètre naturel
p = log θ varie de 0 (PFbrut) à 1 (PFbin) avec un pas de 0.1. Chacune des quatre figures
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représente le NDCG pour les seuils s ∈ {0, 1, 2, 5} (voir Section 1.1.3). Les croix noires
correspondent à l’Algorithme 4 où le paramètre naturel est appris durant l’inférence. On
constate que les meilleurs résultats se concentrent dans une région définie par K ∈ [150, 300]
et par un paramètre p qui décroit lorsque le seuil s augmente. Pour chaque figure, le NDCG
est maximal pour une valeur p différente de 0 (PFbrut) et 1 (PFbin). Cela montre l’utilité du
continuum proposé par la dcPF entre PFbin et PFbrut pour améliorer le NDCG. La courbe
noire nous indique que le paramètre naturel appris ne dépend pas du nombre de facteurs
latents. D’après ces observations, nous choisissons donc de fixer le nombre de facteurs latents
à K = 150 pour les modèles dcPF.
Nous nous intéressons maintenant aux résultats obtenus par les différentes versions de
la dcPF (Log, ZTP, sGeo, sNB) qui sont rapportés dans le Tableau 3.5. Une observation
générale est que la dcPF donne de meilleurs résultats que les deux modèles de références
PFbrut et PFbin pour chacune des métriques et pour chaque distribution élémentaire (à
l’exception de la loi ZTP pour NDCG0 et NDCG1). PFbin donne de meilleurs résultats
que PFbrut jusqu’au seuil s = 2. Cela confirme l’utilité de l’étape de binarisation lors de
l’application de PF, mais seulement jusqu’à un certain seuil s. En effet, lorsque le seuil s
augmente, PFbin perd de son pouvoir prédictif et l’écart avec dcPF augmente. Cela paraît
sensé puisque PFbin n’exploite pas la valeur des données non nulles du jeu de données
original.
Pour les deux autres jeux de données NIPS et Last.fm, le Tableau 3.6 montre que dcPF
bat les méthodes de référence pour toutes les distributions élémentaires. On peut noter que
pour le jeu de données NIPS, qui est un cas légèrement différent de la recommandation
musicale, PFbrut est performant et fait mieux que PFbin dès que le seuil s est plus grand
que 1. D’après les Tableaux 3.5 et 3.6, nous pouvons conclure que la loi NB translatée offre
un bon compromis parmi les distributions élémentaires.
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Figure 3.5. – Influence du paramètre naturel θ = log p pour K = 150 sur le score de
recommandation NDCG pour différents seuils s ∈ {0, 1, 2, 5}.
3.7.3. Influence du paramètre naturel
Comme expliqué en Section 3.5, l’estimation du paramètre naturel nous indique le degré
d’information exploité par le modèle dcPF. Le tableau 3.5 montre en effet que la dcPF offre
un compromis intéressant entre PFbrut et PFbin, puisque le paramètre estimé θ se situe
entre les deux cas limites θbrut et θbin. Pour évaluer la qualité de la procédure d’estimation de
θ pour les lois Log, ZTP et sGeo décrites en Section 3.4, nous comparons dans la Figure 3.5
les résultats de recommandation de deux versions de l’Algorithme 4 : l’une où le paramètre
naturel est appris durant l’inférence, et l’autre où le paramètre naturel est supposé fixé
durant l’inférence et est recherché sur une grille prédéfinie. Pour les lois Log et sGeo, on
recherche le paramètre p entre les valeurs 0 (PFbrut) et 1 (PFbin) avec un pas de 0.1. Pour la
loi ZTP, on recherche p parmi l’ensemble de valeurs {0, 0.1, 0.5, 1, 2, 10, 100}. Il apparaît que
l’algorithme VBEM sur-estime légèrement la valeur optimale (au sens du critère NDCG)
du paramètre naturel pour chacune des trois lois. Cela peut s’expliquer notamment par
la présence de valeurs aberrantes dans les données. Néanmoins, la procédure d’estimation
proposée reste une robuste par rapport au score NDCG.
La Figure 3.5 illustre les performances de la dcPF avec les trois lois élémentaires Log,
ZTP et sGeo. Le nombre de facteurs latents fixé à K = 150, et le paramètre p est recherché
entre les valeurs 0 (PFbrut) et 1 (PFbin) avec un pas de 0.1 pour les lois Log et sGeo, et
parmi l’ensemble {0, 0.1, 0.5, 1, 2, 10, 100} pour la loi ZTP. Plus précisément, on choisit le
paramètre θ = log p qui maximise le critère NDCG5 pour un ensemble de valeurs prédéfinies.
Pour les lois Log et sGeo, p est recherché entre les valeurs 0 et 1 avec un pas de 0.1. Pour
la loi ZTP, p est recherché parmi l’ensemble de valeurs {0, 0.1, 0.5, 1, 2, 10, 100,+∞}.
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Tableau 3.7. – Corrélation entre la sur-dispersion des données et le paramètre naturel in-
féré. Moyenne, variance et ratio variance/moyenne des valeurs non nulles de chaque jeu de
données. Paramètres appris pour chaque modèle et chaque jeu de données.
Jeu de données NIPS TP Last.fm
Moyenne 2.7 2.7 3.9
Variance 20.9 25.9 65.7
Ratio var./moy. 7.6 9.8 17.0
Log - p 0.74 0.80 0.90
ZTP - p 1.40 1.95 2.35
sGeo - p 0.51 0.60 0.69
Le Tableau 3.7 illustre la corrélation entre le paramètre naturel inféré et la sur-dispersion
des données. Pour cela, on compare le paramètre naturel appris pour chaque modèle et pour
les trois jeux de données présentés. Chaque jeu de données a un niveau de sur-dispersion
différent. On constate alors que plus la sur-dispersion est élevée plus le paramètre naturel
se rapproche de θbrut. Le modèle dcPF applique une distorsion des données plus importante
lorsque les données sont fortement dispersées.
3.7.4. Vérification prédictive a posteriori
Dans cette section, nous nous intéressons à la vérification predictive a posteriori (PPC,
de l’anglais posterior predictive check) de la distribution des comptes d’écoutes dans le jeu
de données TP (voir Figure 3.6). Un PPC consiste à simuler un nouvel ensemble de données
YPPC à partir d’un modèle génératif et de ses paramètres inférés, puis de comparer, selon un
critère d’intérêt, les données simulées avec les données réelles. Ici, nous générons de nouvelles
données d’après le modèle dcPF décrit en Section 3.3.1 à partir des variables latentes W et H
et des paramètres inférés κ et θ (voir Section 3.7.2). Ensuite, nous comparons l’histogramme
des valeurs de Ytrain et YPPC.
Le PPC des deux cas limites (PFbrut et PFbin) est très instructif. PFbrut essaie de
s’ajuster à la queue lourde des données mais, ce faisant, détruit la représentation des valeurs
nulles (1.02% de valeurs non nulles par rapport à 0.48% dans le jeu de données réel). Cela
peut en partie expliquer les performances décevantes de PFbrut pour le score NDCG0. Au
contraire, PFbin s’ajuste mieux à la parcimonie des données mais ne permet pas de décrire
les grandes valeurs (phénomène attendu puisque PFbin n’avait pas accès à ces informations
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Figure 3.6. – PPC de la distribution des valeurs non nulles dans le jeu de données TP.
Les points bleus représentent l’histogramme empirique des valeurs non nulles de l’ensemble
d’entraînement. Les courbes colorées représentent les histogrammes simulés obtenus à partir
des différents modèles déduits de dcPF ou de PF. Les pourcentages des valeurs non nulles
sont écrits entre parenthèses.
lors de la phase d’apprentissage). Dans les deux cas, PF a du mal à équilibrer correctement
l’influence des grandes valeurs par rapport aux petites. En comparaison, dcPF propose
une pondération plus douce entre les grandes et petites valeurs. dcPF respecte à la fois la
parcimonie et la queue lourde des données pour les quatre distributions élémentaires. ZTP
semble surestimer l’influence des comptes moyens (de 1 à 5), alors que la NB translatée
s’ajuste le mieux à l’histogramme. Nous observons que quel que soit le modèle, il reste
difficile d’expliquer les très grandes valeurs (> 100), mais nous pouvons considérer qu’après
un certain seuil, les comptes ne contiennent plus d’informations utiles.
3.8. Discussion
Dans ce chapitre, nous avons étudié la dcPF qui est une instance de la cPF proposée
par [BE16]. La dcPF est spécialement conçue pour traiter les données de comptage sur-
dispersées collectées en CF. En particulier, la dcPF préserve la propriété de passage à
l’échelle de la PF, en assurant que les zéros de la variable latente N soient les mêmes que
ceux des données observées Y. Contrairement à la NBF, les rôles des paramètres régissant
la dcPF sont parfaitement définis. En effet, les paramètres additionnels θ et κ de l’EDM
utilisée se focalisent uniquement sur la sur-dispersion des données et n’influent pas sur leur
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niveau de parcimonie.
Nous avons montré que la dcPF offre un continuum entre deux versions de la PF : l’une, ap-
pliquée sur les données brutes (PFbrut) et l’autre, appliquée aux données binarisées (PFbin).
La variable latente additionnelle N de la dcPF peut être interprétée comme une distorsion
des données brutes, permettant de les rendre plus «factorisable» au sens de la PF. Cette
distorsion est plus souple qu’une étape de binarisation et est adaptative. De plus, la dcPF
dispose de deux cas limites au comportement stable (PFbrut et PFbin), ce qui lui évite
de rencontrer des cas pathologiques, comme cela peut être le cas pour la NBF (lorsque le
paramètre α est petit). Le choix du paramètre θ n’est donc pas critique et permet de donner
plus ou moins d’importance aux données brutes. Nous avons proposé d’estimer ce paramètre
au sens du maximum de vraisemblance, mais d’autres méthodes pourraient être envisagées,
en utilisant un ensemble de validation par exemple [Lia+18]. Nous détaillons dans ce qui
suit quelques perspectives de ce travail.
Individualisation des paramètres. Une première amélioration possible de la dcPF
consisterait à individualiser le rôle des paramètres θ et κ. En l’état actuel, ces paramètres
régissent la sur-dispersion des données pour la totalité de la matrice Y. L’estimation de ces
paramètres peut donc être biaisée par la présence de données aberrantes. Cela semble être
le cas dans les problèmes de CF où de très grands comptes d’écoutes peuvent être observés.
L’utilisation de paramètres de la forme θu et κu pour u ∈ {1, . . . , U} pourrait permettre de
modéliser plusieurs types de comportements au sein des utilisateurs. Certains utilisateurs
écoutent des contenus variés à des doses raisonnables. Leurs données sont alors peu disper-
sées et peuvent être traitées en l’état par la PF. Au contraire, d’autres utilisateurs écoutent
un petit ensemble de chansons un grand nombre de fois (par exemple un bar qui utilise la
même playlist chaque jour). Leurs données sont alors fortement sur-dispersées et nécessitent
d’être binarisées avant d’appliquer la PF.
Paramètre de dispersion. Dans ce chapitre, nous avons étudié l’influence du paramètre
naturel θ sur la dcPF lorsque le paramètre de dispersion κ est fixé. C’est notamment le
cas par exemple pour les distributions de Stirling qui imposent κ = 1. Une perspective
intéressante est d’étudier le rôle du paramètre de dispersion κ sur la dcPF. Cela permettrait
de mieux comprendre l’influence jointe des deux paramètres θ et κ et dobtenir un réglage
plus fin du modèle.
Nous avons proposé une méthode d’estimation du paramètre de dispersion κ seulement
dans le cas de la distribution élémentaire sNB où nous utilisons une astuce d’augmentation
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de modèle. Comme nous l’avons signalé, l’estimation de ce paramètre au sens du maximum
de vraisemblance dans un cadre général est coûteuse. Une perspective possible est donc
de chercher une nouvelle méthode d’apprentissage de ce paramètre qui soit raisonnable en
temps de calcul.
Une dernière perspective de travail à propos du paramètre de dispersion est d’utiliser des
lois de la forme : xl,ui ∼ ED(θ, κl), ∀l ∈ {1, . . . , nui} dans le modèle génératif. Cela signifie-
rait que la distribution du nombre d’écoutes pour chaque session dépendrait de l’indice de
cette session. Par exemple, on pourrait imaginer que plus le nombre de sessions d’écoutes
d’un utilisateur pour une chanson est élevé, plus il va l’écouter la chanson lors ces ces ses-










où le terme non-linéaire φ(n) = ∑nl=1 κl remplacerait le terme nκ de la dcPF. L’introduction
d’une non-linéarité a été proposée dans [BE17] où la fonction φ est prédéfinie et n’est pas
nécessairement une fonction croissante (ce qui rend l’interprétation délicate). Les paramètres
κl > 0 pourraient donc être estimés afin de mieux modéliser la distribution des valeurs sur-
dispersées (et notamment les très grandes valeurs).
Modèles de mélange fondés sur la PF. La dcPF est un modèle hiérarchique introdui-
sant une variable latente N (voir Section 3.3.3). Cette variable est liée aux données Y par
la distribution p(yui|nui) pour chaque couple (u, i). Dans le cadre de la dcPF, cette distri-
bution correspond à la convolution de nui distributions élémentaires. Cependant, la dcPF
peut s’inscrire dans un cadre encore plus général où la distribution p(yui|nui) correspondrait
à un modèle de mélange. Ainsi, le modèle pourrait être formalisé sous la forme :
nui ∼ Poisson([WHT ]ui) (3.55)
yui ∼ δ0, si nui = 0, (3.56)
yui ∼ f(µnui), sinon. (3.57)
f est une distribution dont le support exclut 0 (cela permet de préserver la propriété de
passage à l’échelle de la PF). La variable nui ∈ N ne correspond plus à un nombre de sessions
d’écoutes, mais à l’indice d’une classe définissant le comportement de l’utilisateur u vis-à-vis
de la chanson i. Les paramètres µn contrôlent la distribution f du nombre d’écoutes lié à la
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classe n. Nous avons donc un nombre infini de paramètres à estimer puisque nui ∈ N. Pour
contourner ce problème on peut approximer le modèle en supposant que µn = µT dès que
n ≥ T .
Ce modèle est plus général que la dcPF puisqu’il peut notamment modéliser des données
Y qui sont bornées 4. Cependant, on peut s’interroger sur la pertinence d’imposer un a priori
poissonnien à l’indice des classes nui dans ce type de modèle. Ces réflexions correspondent
à un travail en cours.
4. Le support d’une distribution Poisson composée ne peut pas être borné.
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Le contenu de ce chapitre sera soumis prochainement pour publication.
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4.1. Introduction
Dans le Chapitre 1, nous avons montré qu’une étape de binarisation des données entraînait
une perte d’information. Pour pallier ce problème, nous avons proposé dans les Chapitres 2
et 3 de modéliser directement les données de comptage sur-dispersées par le biais de modèles
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généralisant la PF, donnant lieu à la NBF et à la dcPF. Cependant, factoriser les données
brutes est un problème difficile et sensible aux très grandes valeurs présentes dans les don-
nées. Dans ce chapitre, nous considérons une autre approche utilisant une quantification
des données plutôt qu’une binarisation (voir Tableau 4.2 pour un exemple de quantifica-
tion). Ce pré-traitement est moins radical que la binarisation et permet de conserver plus
d’information comprise dans les données.
Les données quantifiées font parties de la classe des données ordinales [Ste+46]. Les
données ordinales sont des données nominales possédant une relation d’ordre naturelle (par
exemple : froid ≺ tiède ≺ chaud). Il est important de noter que pour ce type de données,
il n’existe pas de notion de distance entre les différentes classes rencontrées. Cela implique
notamment que la statistique de la moyenne n’est pas adaptée à ces données, contrairement
à la médiane [Ste+46]. Sans perte de généralité, nous travaillons dans la suite du chapitre
avec des données pré-traitées appartenant à {0, . . . , V } 1, c’est-à-dire que nous utilisons une
quantification sur V + 1 niveaux.
Plusieurs méthodes de régression ont été développées pour les données ordinales, appelées
méthodes de régression ordinale. Nous invitons le lecteur intéressé à se référer à [Gut+15]
pour une revue de la littérature, les auteurs y proposent notamment une taxonomie claire
des différents modèles existants. Il existe deux façons naïves de traiter les données ordinales.
La première est de voir ces données comme de simples données nominales afin de leur ap-
pliquer des méthodes de classification. La relation d’ordre qui lie les différentes classes est
alors ignorée. La seconde est de considérer ces données comme des valeurs réelles afin de leur
appliquer des modèles de régression. En faisant cela, on crée alors artificiellement une dis-
tance entre les différentes classes. Ces deux méthodes naïves ne considèrent pas entièrement
les spécificités des données ordinales, puisqu’elles enlèvent ou ajoutent de l’information aux
données.
Dans ce chapitre, nous nous intéressons aux modèles à seuillage latent (threshold models
en anglais) [WD67 ; McC80]. Cette approche populaire suppose que les données ordinales
résultent de la quantification de variables latentes continues par rapport à une suite crois-
sante de seuils. Le but de ces modèles est alors d’entraîner un modèle prédictif sur la variable
latente, et d’apprendre les seuils de la quantification. Les modèles à seuillage latents peuvent
ainsi être vus comme une extension des modèles de régression naïfs, où les distances entre
les différentes classes sont apprises par le biais des seuils de quantification. Plus particuliè-
1. Nous choisissons de commencer la numérotation des catégories par 0, car cette catégorie correspondra
aux données de comptage nulles. Dans la littérature, il est plus courant que cette numérotation commence
à 1.
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rement, nous nous focalisons sur la famille des cumulative link models (en anglais) [AK11]
qui proposent d’estimer la fonction de répartition des données ordinales.
Dans ce chapitre, nous développons un modèle de NMF probabiliste pour les données
ordinales (pour lequel nous utilisons l’acronyme de OrdNMF pour NMF pour données ordi-
nales). La OrdNMF est un modèle à seuillage latent où la variable latente a une structure
NMF. Autrement dit, cela revient à définir l’approximation Y ≈ WHT pour Y une ma-
trice ordinale, W et H des matrices non-négatives. La OrdNMF peut être vue comme une
nouvelle extension de la PFbin où le pré-traitement appliqué aux données est plus souple.
Contrairement à la NBF ou à la dcPF qui travaillent sur les données brutes, la OrdNMF
permet de prendre en compte toutes les échelles de valeurs (notamment les très grandes
valeurs présentes dans les données). De plus, la OrdNMF peut traiter le cas de données
implicites continues, puisqu’elle s’intéresse à une quantification de celles-ci.
Les données explicites rencontrées dans les systèmes de recommandation sont aussi des
données ordinales. Elles correspondent le plus souvent à des notes d’utilisateurs appartenant
à une échelle du type : mauvais ≺ moyen ≺ bon ≺ très bon. Notre modèle, conçu pour
des données implicites pré-traitées, permet aussi de s’adapter aux données explicites. Nous
développons deux versions de l’algorithme OrdNMF pour ce type de données, l’une fondée
sur l’hypothèse MAR et l’autre sur l’hypothèse MNAR (voir Section 1.2.1) [LR14 ; Sea+13].
Les contributions de ce chapitre sont les suivantes.
— Nous proposons un modèle de NMF pour données ordinales (OrdNMF) fondé sur
la présence d’un bruit multiplicatif. En particulier, nous étudions une instance de ce
modèle où le bruit est supposé être tiré d’une loi IG. Nous montrons notamment que ce
modèle est une extension du modèle Bernoulli-Poisson (BePo) proposé dans [AGZ15].
— Nous utilisons une astuce d’augmentation de modèle afin de mettre en place un al-
gorithme variationnel très simple, à la fois pour les règles de mise à jour des facteurs
latents W et H, et pour celles des seuils b.
— Nous comparons les performances de la OrdNMF avec celles de la dcPF sur des tâches
de recommandation sur le jeu de données Taste Profile. De plus, nous nous intéressons
au PPC de la distribution des différentes classes et montrons la capacité de la OrdNMF
à prendre en compte les très grandes valeurs.
— Nous adaptons la OrdNMF au traitement des données explicites. Nous développons
notamment deux algorithmes fondés sur les hypothèses MAR et MNAR. Là aussi,
nous effectuons un PPC pour montrer la capacité de la OrdNMF à s’adapter à ce type
de données.
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Figure 4.1. – Représentation graphique de la factorisation de matrices pour données or-
dinales. Une variable latente X est introduite pour faire le lien entre la MF WHT et les
données ordinales Y.
Le reste du chapitre est organisé comme suit. Dans la Section 4.2, nous présentons quelques
pré-requis sur les modèles à seuillage latents pour données ordinales. De plus, nous présen-
tons le modèle de factorisation BePo (BePoF) qui étend la PF au traitement de données
binaires. Dans la Section 4.3, nous présentons le modèle OrdNMF et en étudions une ins-
tance particulière. Dans la Section 4.4, nous développons un algorithme de VI fondé sur
une augmentation de modèle similaire à la BePoF. Dans la Section 4.5, nous testons cet
algorithme sur le jeu de données Taste Profile comme dans le Chapitre 3. Dans la Sec-
tion 4.6, nous adaptons le modèle proposé au traitement de données explicites et testons les
algorithmes développés sur le jeu de données MovieLens. Enfin, dans la Section 4.7, nous
discutons des limites et perspectives de la OrdNMF.
4.2. Pré-requis
4.2.1. Factorisation de matrices pour données ordinales
Dans cette section, nous présentons la famille des cumulative link models qui ont d’abord
été proposés pour des modèles de régression [AK11]. Nous nous intéressons ici au problème
de MF représenté par l’approximation Y ≈ WHT , où Y ∈ {0, . . . , T}U×I est une matrice
ordinale, et où W ∈ RU×K et H ∈ RI×K sont des variables latentes. Chaque coefficient de la
matrice Y correspond à l’étiquette d’une classe (ici, ces classes sont numérotées de 0 à V ).
Comme nous l’avons évoqué en introduction, l’idée des modèles à seuillage latent est
d’introduire une variable latente continue xui ∈ R permettant de faire le lien avec les données
ordinales yui. Pour cela, on introduit une suite croissante de seuils b−1 = −∞ < b0 < · · · <
bV−1 < bV = +∞, notée b, permettant de quantifier la variable latente xui. On définit la
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Figure 4.2. – Fonction de quantification Gb, où les seuils b ont été inférés avec le jeu de
données Taste Profile quantifié.
fonction de quantification, illustrée en Figure 4.2, comme :
Gb : R → {0, . . . , V }
x 7→ v tel que x ∈ [bv−1, bv).
(4.1)
Par conséquent, les données ordinales résultent de la quantification de la variable xui par la
fonction en escalier Gb, i.e., yui = Gb(xui). La variable latente xui correspond à la variable
λui = [WHT ]ui ∈ R perturbée par un bruit additif εui, dont la fonction de répartition est
notée Fε : R→ [0, 1]. On obtient donc le modèle génératif (illustré en Figure 4.1) suivant :
xui = λui + εui, (4.2)
yui = Gb(xui). (4.3)
Le but de ces modèles de MF pour données ordinales est d’inférer conjointement les variables
W et H, ainsi que la suite de seuils b permettant de faire le lien entre R et les données
ordinales.
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Fonction de répartition. La fonction de répartition associée à la variable aléatoire yui
peut être calculée de la sorte :
P[yui ≤ v|λui] = P[Gb(xui) ≤ v|λui] (4.4)
= P[λui + εui < bv] (4.5)
= P[εui < bv − λui] (4.6)
= Fε (bv − λui) . (4.7)
On a bien que la fonction v 7→ P[yui ≤ v|λui] est croissante puisque la suite des seuils est
elle-même croissante. De plus, la fonction de masse associée aux données ordinales peut
s’écrire sous la forme :
P[yui = v|λui] = P[yui ≤ v|λui]− P[yui ≤ v − 1|λui] (4.8)
= Fε (bv − λui)− Fε (bv−1 − λui) . (4.9)
Quelques exemples. Si la fonction de répartition est strictement croissante, on peut
réécrire l’Éq. (4.7) sous la forme :
F−1ε (P[yui ≤ v|λui]) = bv − λui. (4.10)
D’où le nom de cumulative link models, puisque le modèle de factorisation est lié à la fonction
de répartition des données ordinales par une fonction de lien F−1ε : [0, 1] → R. Plusieurs
choix de bruits (ou de fonctions de lien F−1ε ) ont été proposés dans la littérature. Nous
présentons quelques uns de ces choix dans ce qui suit.
— Fonction logit. L’utilisation de la fonction logit a d’abord été proposée dans [WD67],
puis le modèle a été popularisé et appelé proportional odds model par [McC80]. Le
modèle peut alors être réécrit sous la forme :
logitP[yui ≤ v|λui] = log P[yui ≤ v|λui]P[yui > v|λui] = bv − λui (4.11)
— Fonction probit. Un choix commun pour le bruit additif est de supposer que εui ∼
N (0, σ2) [CG05 ; PTW12 ; HHG14] et la fonction de lien F−1ε est la fonction probit.
L’inférence du modèle peut être menée avec un algorithme EM introduisant la variable
latente xui.
— D’autres choix comme les fonctions log-log ou cauchit ont aussi été étudiées dans la
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littérature [AK11]. La revue de littérature [AK97] récapitule notamment quelques uns
de ces choix.
4.2.2. Bernoulli-Poisson factorisation (BePoF)
Dans cette section, et sans lien avec la section précédente, nous nous intéressons à une
variante de la PF pour les données binaires. Cette variante fait apparaître une augmentation
de modèle que nous réutilisons dans la suite du chapitre.
La distribution Poisson peut être facilement augmentée pour s’adapter à des données
binaires yui ∈ {0, 1}. Pour cela, il suffit d’introduire un seuillage pour binariser les don-
nées [AGZ15]. Le modèle génératif hiérarchique est alors donné par :
nui ∼ Poisson([WHT ]ui), (4.12)
yui = 1[nui > 0], (4.13)
où nui ∈ N est une variable latente. On peut marginaliser cette variable en notant que
P[yui = 0] = e−[WH
T ]ui . On obtient donc :
yui ∼ Bern(1− e−[WHT ]ui). (4.14)
Ce modèle fait le pont entre la loi Bernoulli et la loi Poisson. Nous utiliserons l’acronyme
BePoF pour Bernoulli-Poisson factorisation. La distribution conditionnelle de la variable
latente nui est donnée par :
nui|yui ∼
δ0 si yui = 0,ZTP([WHT ]ui) si yui = 1. (4.15)
Ainsi, on peut mettre en place des algorithmes de Gibbs ou de VI pour l’estimation de la
loi à posteriori du modèle augmenté p(N,C,W,H|Y), où N est la matrice contenant les
variables latentes nui et C est la variable latente telle qu’introduite en Section 1.4.2.
Remarque. Le modèle génératif marginalisé présenté en Éq. (4.14) est de la forme yui ∼
Bern(f([WHT ]ui)) où la fonction f : R (ou R+) → [0, 1] fait le lien entre le domaine de
[WHT ]ui et le paramètre de probabilité de la loi Bernoulli. Lorsque [WHT ]ui ∈ R, la
fonction f peut être la réciproque de la fonction probit [CM07] ou de la fonction logit par
exemple. Ces deux cas sont alors des cas particuliers du modèle présenté en Section 4.2.1 où
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V = 1. Des modèles de MF paramétrés par la moyenne ont aussi été développés [LFF18],
i.e., f = Id. Ils nécessitent cependant des contraintes supplémentaires sur W et H afin de
s’assurer que [WHT ]ui ∈ [0, 1].
Extension aux données bornées. La PF peut être aussi étendue aux données bornées
yui ∈ {0, . . . , V } en utilisant la même fonction de lien que précédemment :
yui ∼ Bin(V, 1− e−[WHT ]ui), (4.16)
où Bin correspond à la loi binomiale. Ce modèle peut aussi être augmenté en utilisant le
fait qu’une loi binomiale de paramètre V correspond à la somme de V lois Bernoulli.
4.3. NMF bayésienne pour données ordinales
Dans cette section, nous introduisons la OrdNMF, qui est un modèle de NMF pour
données ordinales. Contrairement à la Section 4.2.1, nous imposons ici que les matrices W et
H soient non-négatives, ainsi nous avons [WHT ]ui ∈ R+ et non plus [WHT ]ui ∈ R. Comme
dans les Chapitres 2 et 3, nous imposons des a priori gamma sur chacun des coefficients des
matrices W et H :
wuk ∼ Gamma(αW , βWu ), hik ∼ Gamma(αH , βHi ). (4.17)
On note λuik = wukhik et λui =
∑
k λuik = [WHT ]ui.
4.3.1. Quantification de la droite des réels positifs
À l’instar des méthodes de MF pour données ordinales, notre modèle propose de quantifier
la droite des réels positifs R+. Pour cela, on pose la suite croissante des seuils b donnée par
b−1 = 0 < b0 < · · · < bV−1 < bV = +∞ (les seuils sont ici non-négatifs). De plus, on définit
la fonction de quantification Gb : R+ → {0, . . . , V } comme en Éq. (4.1) (le domaine de
définition est ici donné par R+).
Contrairement à la Section 4.2.1, nous allons ici supposer la présence d’un bruit multi-
plicatif non-négatif. Ce type de bruit semble plus adapté aux données sur-dispersées qu’un
bruit additif. Soit εui une variable aléatoire réelle positive, de fonction de répartition Fε,
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nous proposons le modèle génératif suivant :
xui = λui · εui, (4.18)
yui = Gb(xui). (4.19)
Comme précédemment notre but est d’inférer conjointement les variables W et H ainsi que
la suite des seuils b. Dans notre modèle, la fonction de répartition associée à la variable
aléatoire ordinale yui est :
P[yui ≤ v|λui] = P[Gb(xui) ≤ v|λui] (4.20)














Par conséquent, on peut en déduire que la fonction de masse est donnée par :












Plusieurs fonctions Fε peuvent être utilisées dans le modèle présenté ci-dessus, correspondant
à différents modèles de bruit. La Figure 4.3 illustre la fonction λ 7→ Fε(λ−1) pour les
exemples décrits ci-dessous.
— Bruit gamma : εui ∼ Gamma(α, 1). 2 La fonction de répartition est donnée par Fε(x) =
γ(α, x)
Γ(α) où γ(α, x) =
∫ x
0 t
α−1e−tdt est la fonction gamma incomplète inférieure. Si
α = 1, on retrouve un bruit exponentiel εui ∼ Exp(1) dont la fonction de répartition
est Fε(x) = 1− e−x.
— Bruit inverse-gamma (IG) : εui ∼ IG(α, 1). 2 La fonction de répartition est donnée
par Fε(x) =
Γ(α, x−1)
Γ(α) où Γ(α, x) =
∫∞
x t
α−1e−tdt est la fonction gamma incomplète
supérieure. Si α = 1, on obtient une fonction de répartition de la forme Fε(x) = e−1/x.
— Tout autre fonction croissante Fε : R+ → [0, 1] définit une variable aléatoire positive
et pourrait être utilisée dans ce modèle à bruit multiplicatif.
2. Le paramètre d’échelle β est ici fixé à 1 du fait de l’invariance par changement d’échelle existante par
rapport à la variable λui.
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Figure 4.3. – Fonctions λ 7→ Fε(λ−1) associées à des bruits gamma (a) ou inverse-
gamma (b).
4.3.2. OrdNMF avec bruit multiplicatif IG
Dans la suite de ce chapitre, nous nous focalisons sur le cas où le bruit multiplicatif est
IG avec un paramètre de forme α = 1, i.e., εui ∼ IG(1, 1) 3. Nous utiliserons l’acronyme
IG-OrdNMF pour cette instance du modèle OrdNMF.
On pose θv = b−1v . La suite θ correspond à l’inverse des seuils et est donc décroissante.
On a θ−1 = +∞ > θ0 > · · · > θV−1 > θV = 0. De plus, on note ∆ la suite positive
des décréments définie par ∆v = θv−1 − θv pour v ∈ {1, . . . , V }. On a donc la relation
θv =
∑V
l=v+1 ∆l avec en particulier θV−1 = ∆V .
Interprétation. La fonction de répartition associée à une donnée ordinale yui dans le
modèle IG-OrdNMF est donc donnée par :
P[yui ≤ v|λui] = e−λuiθv , (4.26)
soit P[yui > v|λui] = 1− e−λuiθv , (4.27)
pour v ∈ {0, . . . , V }. Par conséquent, la BePoF présentée en Section 4.2.2 est un cas parti-
culier de la IG-OrdNMF pour V = 1 et θ0 = 1.
Cette formulation permet une nouvelle interprétation du modèle IG-OrdNMF. En effet,
l’événement {yui > v} est une variable aléatoire binaire suivant une loi Bernoulli : {yui >
v} ∼ Bern(1−e−λuiθv). On peut donc voir la IG-OrdNMF comme la fusion de V modèles de
3. L’espérance de la variable IG n’est pas définie lorsque α ≤ 1, cependant le modèle reste bien posé.
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BePoF pour différents seuils v ∈ {0, . . . , V −1} de binarisation. Les coefficients θv permettent
de régler les poids liés à chaque factorisation.
Fonction de masse. La fonction de masse :
P[yui = v|λui] =

e−λuiθ0 , si v = 0,
e−λuiθv − e−λuiθv−1 , si v ∈ {1, . . . , V − 1},
1− e−λuiθV−1 , si v = V.
(4.28)
On peut réécrire la log-vraisemblance sous la forme :
logP[yui = v|λui] =
−λuiθ0, si v = 0,−λuiθv + log(1− e−λui∆v), si v ∈ {1, . . . , V }. (4.29)
Cette réécriture fait apparaître un terme linéaire en λui et un terme non-linéaire de la forme
x 7→ log(1− e−x) faisant apparaître la fonction de lien BePo.
De plus, l’espérance des observations est bien définie et est donnée par :




Nous rappelons que, dans le cadre du traitement de données ordinales, l’espérance n’est pas
une bonne statistique puisqu’elle suppose implicitement une notion de distance entre les
différentes classes. Cependant, cette valeur nous sera utile par la suite pour construire nos
listes de recommandation. On remarque notamment que la fonction λui 7→ E(yui|λui) est
bien une fonction croissante. Ainsi, on retrouve le même comportement que pour la PF, la
NBF ou la dcPF : plus le produit scalaire λui entre un utilisateur et un article est élevé,
plus le niveau d’interaction sera élevé (en espérance).
4.4. Inférence bayésienne
4.4.1. Modèle augmenté
Comme nous l’avons vu précédemment, la log-vraisemblance des données ordinales pour
v ∈ {1, . . . , V } fait apparaître un terme en log(1 − e−x) qui n’est pas conjugué avec la
distribution gamma et rend l’inférence compliquée. Pour résoudre ce problème, nous utilisons
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l’astuce présentée en Section 4.2.2 en augmentant notre modèle avec la variable latente :
nui|yui, λui ∼
δ0, si yui = 0,ZTP(λui∆yui), si yui > 0. (4.31)
De plus, comme dans les chapitres précédents, nous augmentons notre modèle avec la va-
riable latente cui|nui, λui ∼ Mult(nui,φui), où φui est un vecteur de probabilité ayant pour
coefficients λuikλui .
De ce fait, pour les données yui ∈ {1, . . . , V }, nous obtenons la log-vraisemblance jointe
suivante (les dérivations sont détaillées en Annexe A.4) :
log p(yui, nui, cui|λui) = log p(yui|λui) + log p(nui|yui, λui) + log p(cui|nui, λui) (4.32)
= −λuiθyui−1 + nui log ∆yui +
∑
k
(cuik log λuik − log cuik!) , (4.33)
s.c. nui ∈ N∗ et nui = ∑k cuik.
Log-vraisemblance jointe du modèle IG-OrdNMF. On note Z = {N,C,W,H}
l’ensemble des variables latentes du modèle augmenté. De plus, on définit Hv tel que :
Hv =
θ0, si v = 0,θv−1, si v > 0. (4.34)





nui log ∆yui +
∑
k
(cuik log λuik − log cuik!)− λuiHyui
]
. (4.35)
Il est important de rappeler que nui = 0 et cui = 0K lorsque yui = 0. Par conséquent,
les variables N et C sont partiellement observées, comme c’était le cas pour la dcPF en
Chapitre 3.
4.4.2. Inférence variationnelle
La distribution a posteriori p(Z|Y) est insoluble. Nous utilisons donc la VI pour approxi-
mer cette distribution par une distribution variationnelle q plus simple. Nous supposons que
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Tableau 4.1. – Expression des distributions variationnelles pour le modèle OrdNMF.
Variable Distribution






ZTP(nui; Λui∆yui), si yui > 0
δ0, si yui = 0



















Encore une fois, nous gardons les variables N et C couplées (comme dans le Chapitre 3).
Nous utilisons un algorithme CAVI qui nous permet d’obtenir les expressions analytiques
des distributions variationnelles décrites en Tableau 4.1. Les règles de mise à jour des pa-
ramètres variationnels sont résumées en Algorithme 5. Les dérivations des calculs menant à
ces résultats sont détaillées en Annexe A.4.
Approximation et lien avec la PFbin. L’Algorithme 5 peut être simplifié en supposant
que q(nui) = δ1 si yui > 0. Cela revient à remplacer le terme non-linéaire log(1 − e−x) par
log x dans l’Éq. (4.29) (voir Figure 4.4). Cependant, cette approximation ne produira des
résultats similaires que si x est très petit, puisque log(1− e−x) = log x+ o(x). En pratique,
on ne peut vérifier cela qu’a posteriori en constatant que Eq(nui) ≈ 1.
Comme nous l’avons évoqué précédemment, la BePoF est un cas particulier de la IG-
OrdNMF pour V = 1 et θ0 = 1. De ce fait, on peut remarquer que l’algorithme PFbin est
une approximation de l’algorithme BePoF avec q(nui) = δ1 si yui = 1.
4.4.3. Estimation des seuils
Un élément clé des modèles à seuillage latent est l’apprentissage des seuils (correspon-
dants ici aux paramètres θ). Pour cela, on utilise un algorithme VBEM comme décrit en
Section 1.3.4. On cherche alors à maximiser le terme Eq(log p(Y,Z;θ)) par rapport aux
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y = log(1− e−x)
y = log x
Figure 4.4. – Représentation des fonctions x 7→ log(1− e−x) et x 7→ log x.





Eq(nui) log ∆yui − Eq(λui)Hyui
]
+ cste,
s.c. θ0 > θ1 > · · · > θV−1 > θV = 0. (4.37)
On rappelle que Hv (défini en Éq. (4.34)) et ∆v = θv−1−θv > 0 sont des termes dépendants
de la suite θ.
Optimisation des décréments. On choisit de travailler avec la suite des décréments
∆ plutôt qu’avec la suite des seuils inversés θ. En effet, en faisant cela, la contrainte de
décroissance devient une contraire de positivité des décréments et nous obtenons seulement
des termes en x et log x dans la fonction à maximiser. Le problème peut alors être résolu
analytiquement.




1[v ≤ l]∆l, ∀v ∈ {0, . . . , V }. (4.38)
Par conséquent, le problème d’optimisation présenté en Éq. (4.37) revient à maximiser la
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Algorithme 5 : Algorithme CAVI pour OrdNMF pour des données implicites.
Données : Matrice d’observation Y
Résultat : Distribution variationnelle q et seuils θ
1 Initialisation des paramètres variationnels et des seuils θ ;
2 répéter
3 pour chaque couple tel que yui > 0 faire










7 pour chaque utilisateur u ∈ {1, . . . , U} faire
8 α˜Wuk = αW +
∑
i Eq(cuik) ;




11 pour chaque article i ∈ {1, . . . , I} faire
12 α˜Hik = αH +
∑
u Eq(cuik) ;




15 Mise à jour des seuils selon Éq. (4.40) et Éq. (4.41) ;
16 Mise à jour des paramètres d’intensité ;
17 Calculer ELBO(q,θ) ;
18 jusqu’à ELBO converge;
fonction suivante :






1[yui = l]Eq(nui) log ∆l − 1[yui ≤ l]Eq(λui)∆l
)
+ cste,
s.c. ∆ ≥ 0. (4.39)
On obtient donc les règles de mise à jour suivantes :
∆l =
∑
ui 1[yui = l]Eq(nui)∑
ui 1[yui ≤ l]Eq(λui)




∆l, pour tout v ∈ {0, . . . , V − 1}. (4.41)
Espérance prédictive a posteriori. L’espérance prédictive a posteriori nous permet
d’établir des listes de recommandation pour chaque utilisateur. En utilisant la VI, on peut
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dcPF - Log (0.48)







Contrairement à la PF, à la NBF et à la dcPF, cette approximation ne peut pas être calculée
analytiquement. Cependant, nous ne sommes intéressés que par l’ordre de cette espérance
par rapport aux articles et non pas par sa valeur en elle-même. La fonction λui 7→ E(y∗ui|λui)
étant croissante, on peut donc établir que l’ordre des recommandations donné par le score
de l’Éq. (4.42) est le même que celui obtenu par le score sui = [Eq(W)Eq(H)T ]ui.
4.5. Résultats expérimentaux
4.5.1. Protocole expérimental
Jeu de données et pré-traitement. Nous considérons le même sous-ensemble du jeu
de données Taste Profile que dans les Sections 1.4.6 et 3.7. Comme expliqué dans l’intro-
duction du chapitre, nous utilisons un pré-traitement prédéfini des données afin d’obtenir
des données quantifiées. Ce pré-traitement est décrit dans le Tableau 4.2. Nous avons choisi
une quantification dans laquelle la taille des intervalles d’écoutes croit exponentiellement.
La Figure 4.5 présente en bleu la distribution des différentes classes ainsi construites.
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Nous invitons le lecteur à bien faire attention à ne pas confondre la quantification des
données (qui correspond à un pré-traitement dont les seuils sont prédéfinis et qui permet
d’obtenir des données ordinales), avec la quantification de la variable latente présente dans
le modèle OrdNMF (dont les seuils b sont estimés durant l’inférence du modèle).
Méthode d’évaluation. Nous utilisons la même méthode d’évaluation que celle présen-
tée en Section 2.5 pour la NBF. Nous divisons donc le jeu de données en un ensemble
d’entraînement Ytrain contenant 80% des valeurs non nulles du jeu de données original et
un ensemble de test Ytest contenant les 20% restants (ces valeurs sont mises à zéro dans
l’ensemble d’entraînement). Chaque algorithme est entraîné sur l’ensemble d’entraînement
et fournit une liste de recommandations de 100 articles à chaque utilisateur fondée sur le
score de prédiction : [Eq(W)Eq(HT )]ui comme discuté en Section 4.4.2. La qualité de ces
listes est ensuite évaluée sur l’ensemble de test à l’aide de la métrique NDCG présentée en
Section 1.1.3.
Méthodes comparées. On compare la OrdNMF avec les différentes méthodes étudiées
dans cette thèse, à savoir : BePoF (cas particulier de la OrdNMF avec V = 1), PFbin
(approximation de la BePoF) et dcPF avec loi élémentaire Log qui est appliquée sur les
données brutes. Nous sélectionnons les hyper-paramètres αW = αH = 0.3 pour tous les
modèles. Nous sélectionnons K = 150 pour la PFbin et la dcPF, et K = 200 pour la
OrdNMF et la BePoF, qui sont les nombres de facteurs latents qui donnent les meilleurs
résultats en terme de NDCG0 parmi K ∈ {150, 200, 300}. Le critère d’arrêt des différents
algorithmes est fixé à τ = 10−5. Pour chaque expérience, les algorithmes sont exécutés cinq
fois avec des initialisations aléatoires.
4.5.2. Résultats de prédiction
Le Tableau 4.3 reporte les résultats des quatre modèles pour la métrique d’évaluation
NDCG pour les seuils s ∈ {0, 1, 5, 10}. Les deux dernières lignes du tableau sont les mêmes
que dans le Tableau 3.5.
Premièrement, ce tableau nous permet de comparer la BePoF et son approximation PFbin
(voir la remarque de la Section 4.4.2). La BePoF surpasse légèrement PFbin en terme de
recommandation. De plus, le nombre de facteurs latents est plus grand pour la BePoF. Cela
peut s’expliquer par le fait que la BePoF pénalise moins les grandes valeurs de WHT que
PFbin lorsque yui > 0. En effet, nous avons que limx→+∞ log(1 − e−x) = 0 pour la BePoF
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Tableau 4.3. – Performance des modèles OrdNMF, BePoF, PFbin et dcPF (avec loi élémen-
taire logarithmique) sur le jeu de données TP. En gras : les deux meilleurs scores NDCG.
Entre parenthèses : l’écart-type des 5 exécutions effectuées.
Modèle K NDCG0 NDCG1 NDCG5 NDCG10
OrdNMF 200 0.207 (4 · 10−3) 0.187 (4 · 10−3) 0.149 (4 · 10−3) 0.134 (5 · 10−3)
BePoF 200 0.206 (4 · 10−3) 0.185 (4 · 10−3) 0.145 (3 · 10−3) 0.130 (3 · 10−3)
PFbin 150 0.205 (2 · 10−3) 0.184 (1 · 10−3) 0.145 (6 · 10−4) 0.130 (9 · 10−4)
dcPF - Log 150 0.208 (3 · 10−3) 0.188 (3 · 10−3) 0.152 (2 · 10−3) 0.139 (2 · 10−4)
alors que limx→+∞ log x = +∞ pour PFbin. Enfin, nous pouvons vérifier la qualité de cette
approximation en observant la variable latente N pour la BePoF. Nous avons que la valeur
moyenne des Eq(nui) pour les valeurs yui > 0 est d’environ 1.069. Nous pouvons donc établir
que la PFbin est une bonne approximation de la BePoF, même si elle dégrade légèrement
les performances de recommandation.
En comparant les deux premières lignes du tableau, on peut constater que la OrdNMF
améliore bien les performances de recommandation par rapport à la BePoF (qui en est un
cas particulier travaillant sur les données binarisées). Cette amélioration est d’autant plus
nette que le seuil augmente. Cela confirme les conclusions de la Section 1.4.6 relatant que les
valeurs des données de comptage contiennent de l’information utile à la recommandation.
Cependant, le modèle OrdNMF a des performances légèrement plus faibles que la dcPF avec
loi élémentaire Log comme présentée en Chapitre 3.
4.5.3. Vérification prédictive a posteriori (PPC)
Similairement à la Section 3.7.4, nous présentons un PPC de la distribution des différentes
classes {0, 1, . . . , 10} de nos données, pour les modèles OrdNMF et dcPF. Pour cela, nous
générons artificiellement de nouvelles données à partir de la distribution prédictive a poste-
riori p(Y∗,W,H|Y) ≈ p(Y∗|W,H)q(W)q(H). La dcPF générant directement des données
de comptage, nous appliquons le pré-traitement décrit dans le Tableau 4.2 afin de pouvoir
comparer les résultats avec la OrdNMF qui génère des classes.
La Figure 4.5 présente les résultats de ces PPC, les barres bleues correspondent à l’histo-
gramme empirique des données (Ytrain), les barres rouges et oranges correspondent elles aux
histogrammes des données simulées avec la OrdNMF et la dcPF respectivement. Comme
nous l’avions constaté en Section 3.7.4, la dcPF ne parvient pas à modéliser les très grandes
valeurs présentes dans les données (à partir de la classe 7, ce qui correspond aux valeurs
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supérieures à 50 écoutes). Au contraire, la OrdNMF parvient à s’adapter parfaitement au
pré-traitement appliqué aux données, comme en témoigne la proximité entre les barres bleues
et rouges.
4.6. Données explicites
Dans cette section, nous nous intéressons au problème de CF pour des données explicites.
Le plus souvent, ces données correspondent à des notes d’utilisateurs sur des articles. Ici,
nous prenons l’exemple d’un sous-ensemble du jeu de données MovieLens qui contient les
notes de U = 20k utilisateurs sur I = 12k films. Les notes vont de 0.5 pour la note minimale,
à 5 pour la note maximale, avec un pas de 0.5. La distribution des notes dans le jeu de
données est illustrée en Figure 4.6 (barres bleues). On constate notamment que l’échelle de
notation est «discontinue», les utilisateurs préférant utiliser les notes entières plutôt que les
demi-points.
Les notes données par les utilisateurs sont des données ordinales puisqu’elles possèdent
une relation d’ordre permettant de classer leurs préférences, la note n’étant considérée que
comme l’étiquette associée à la classe. De ce fait, on considérera ici que les notes appar-
tiennent à {0, 1, . . . , V } avec V = 9. La classe 0 correspond à la note 0.5 et la classe 9
correspond à la note 5.
L’une des particularités des données explicites est que la matrice Y contenant les notes
n’est que partiellement observée (les utilisateurs n’ont noté qu’une partie des films dispo-
nibles). Le but est donc de prédire les notes manquantes de cette matrice afin de pouvoir
indiquer aux utilisateurs quels films ils devraient regarder. On reprend les notations pré-
sentées en Section 1.2.1 : O correspond à l’ensemble des couples utilisateurs-articles (u, i)
tels qu’une note est observée ; M est la matrice binaire indicatrice du motif d’absence des
données, i.e., mui = 1[(u, i) ∈ O]. On supposera dans la suite que le motif d’absence M est
lui aussi aléatoire.
4.6.1. Hypothèse MAR
Dans cette première section, on suppose que les données sont manquantes au hasard
(MAR). Dans ce cas, le motif d’absence M peut être ignoré lors de l’inférence. La matrice
M est alors considérée comme un masque qui cache les valeurs manquantes de la matrice Y.
L’algorithme de OrdNMF sous cette hypothèse peut facilement être adapté en introduisant
le masque M. L’Algorithme 6 résume les différentes règles de mise à jour. Nous entraînons
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Figure 4.6. – PPC de la OrdNMF sous hypothèse MAR.
le modèle OrdNMF sur le jeu de données MovieLens. Le nombre de facteurs latents est fixé
à K = 150 et le critère d’arrêt est fixé à τ = 10−5.
Nous réalisons une vérification prédictive a posteriori (PPC) de la distribution des notes
dans le jeu de données. Pour cela, nous générons une nouvelle matrice de note Y∗ à partir
des matrices W, H et des seuils b estimés. La Figure 4.6 illustre le PPC réalisé à partir
de ces simulations. Nous comparons alors la distribution empiriques des notes, avec celle
des notes simulées. Les barres bleues correspondent à la distribution empirique des notes
de la matrice Y. Les barres orange correspondent à la distribution des notes simulées pour
la totalité de la matrice Y∗. Les barres rouges correspondent à la distribution des notes
simulées Y∗ pour lesquelles mui = 1. Comme pour la OrdNMF sur données implicites, on
remarque que l’histogramme simulé (rouge) et empirique (bleu) sont très proche l’un de
l’autre. Cela montre encore une fois que la OrdNMF est capable de s’adapter à tout type
de distribution des données. Les barres oranges nous indiquent que les notes cachées par le
masque M sont légèrement moins élevées que celles observées.
4.6.2. Hypothèse MNAR
Données manquantes en CF. Les auteurs de l’article [MZ09] ont montré que les hy-
pothèses MAR n’étaient pas vérifiées en CF. Pour cela, ils ont étudié deux jeux de données
fournis par Yahoo, contenant les notes d’utilisateurs sur 1 000 chansons. Le premier jeu
de données correspond aux notes attribuées par les utilisateurs qui ont librement interagi
avec le catalogue. Au contraire, le second jeu de données correspond à un sondage où il
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Algorithme 6 : Algorithme CAVI pour OrdNMF pour des données explicites sous
hypothèse MAR
Données : Matrices d’observation Y et de masque M
Résultat : Distribution variationnelle q et seuils θ
1 Initialisation des paramètres variationnels et des seuils θ ;
2 répéter
3 pour chaque couple (u, i) ∈ O tel que yui > 0 faire










7 pour chaque utilisateur u ∈ {1, . . . , U} faire
8 α˜Wuk = αW +
∑
imuiEq(cuik) ;




11 pour chaque article i ∈ {1, . . . , I} faire
12 α˜Hik = αH +
∑
umuiEq(cuik) ;




15 Mise à jour des seuils selon Éq. (4.40) et Éq. (4.41) ;
16 Mise à jour des paramètres d’intensité ;
17 Calculer ELBO(q,θ) ;
18 jusqu’à ELBO converge;
est demandé à chaque participant de noter 10 chansons sélectionnées aléatoirement et de
manière uniforme parmi le catalogue. Les résultats de cette expérience montrent que les
notes du second jeu de données sont bien plus basses que celles du premier. À partir de
cette observation, plusieurs modèles de MF ont été proposés pour lever l’hypothèse MAR
au profit d’une hypothèse MNAR [Mar+07 ; MZ09 ; PTW12 ; HHG14].
OrdNMF avec hypothèse MNAR. Dans cette section, nous proposons une version de
la OrdNMF permettant de travailler efficacement sur les hypothèses MNAR. Pour cela, nous
supposons que la matrice M est aussi une matrice ordinale possédant la relation d’ordre
suivante :
mui = 0 (donnée manquante) ≺ mui = 1 (donnée observée). (4.43)
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Cela signifie que le fait d’observer un retour d’utilisateur est un indicateur de son intérêt
pour l’article. Cette relation d’ordre illustre le fait que les utilisateurs ne choisissent pas
l’article avec lequel ils vont interagir au hasard. Au contraire, ils le choisissent en présumant
de leur intérêt pour celui-ci. Par exemple, un utilisateur qui n’aime pas les films d’horreur
a peu de chance d’aller en regarder un au cinéma, puisqu’il suppose qu’il ne va pas aimer le
film.
Modèle génératif. Nous travaillons désormais avec deux modalités de données ordinales :
la matrice de notes Y et le motif d’absence M. Comme précédemment, nous lions ces deux
aspects des données avec la droite des réels positifs R+ à l’aide des seuils b pour les notes
des utilisateurs, et du seuil bmis = (θmis)−1 pour le motif d’absence. Nous introduisons un
bruit multiplicatif pour chacune de ces deux modalités. Par conséquent, le modèle génératif
considéré est le suivant :
wuk ∼ Gamma(αW , βWu ), hik ∼ Gamma(αH , βHi ), (4.44)
λui = [WHT ]ui, (4.45)
εmisui ∼ IG(1, 1), mui = Gbmis(λuiεmisui ), (4.46)
εui ∼ IG(1, 1), yui = Gb(λuiεui). (4.47)
Nous pouvons aussi voir ce problème comme un problème de co-factorisation de matrices
donné par M ≈ WHT et Y ≈ WHT . Nous discuterons plus largement des problèmes de
co-factorisation dans le Chapitre 5.
Algorithme CAVI. Nous utilisons les mêmes astuces d’augmentation que celles présen-
tées en Section 4.4.1 pour chacune des deux modalités. Nous avons donc les augmentations
suivantes :
nui ∼ ZTP(λui∆yui), cui ∼ Mult(nui,φui), pour yui ∈ {1, . . . , V }, (4.48)
nmisui ∼ ZTP(λuiθmis), cmisui ∼ Mult(nmisui ,φui), pour mui = 1, (4.49)
où φui est un vecteur de probabilité ayant pour coefficients λuikλui .
Nous notons Z = {N,C,Nmis,Cmis,W,H} l’ensemble des variables latentes. La distri-
bution a posteriori p(Z|Y,M) est insoluble. Nous l’approximons donc par la distribution
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Algorithme 7 : Algorithme CAVI pour OrdNMF pour des données explicites sous
hypothèse MNAR
Données : Matrices d’observation Y et de masque M
Résultat : Distribution variationnelle q et seuils θ, θmis
1 Initialisation aléatoire des paramètres variationnels et des seuils θ, θmis ;
2 répéter
3 pour chaque couple (u, i) ∈ O faire
4 Λuik = exp (Eq(logwuk) + Eq(log hik)) ; Λui =
∑
k Λuik ;
5 pour yui > 0 : Eq(nui) =
Λui∆yui




6 Eq(nmisui ) =
Λuiθmis
1− e−Λuiθmis ; Eq(c
mis





8 pour chaque utilisateur u ∈ {1, . . . , U} faire













12 pour chaque article i ∈ {1, . . . , I} faire













16 Mise à jour des seuils selon Éq. (4.40) et Éq. (4.41) ;





18 Mise à jour des paramètres d’intensité ;
19 Calculer ELBO(q,θ,Φ) ;
20 jusqu’à ELBO converge;














L’algorithme CAVI permettant d’obtenir q ainsi qu’une estimation des seuils b est décrit
en Algorithme 7.
Vérification prédictive a posteriori (PPC). Comme précédemment nous réalisons un
PPC de la distribution des notes pour le modèle OrdNMF sous hypothèse MAR. Cette
fois-ci, nous générons à la fois une matrice de notes Y∗ ainsi qu’une matrice indicatrice des
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Figure 4.7. – PPC de la OrdNMF sous hypothèse MNAR.
absences M∗, à partir des matrices W, H et des seuils b et bmin inférés. La Figure 4.7 illustre
ce PPC réalisé à partir de ces simulations. On note que les barres rouges correspondent ici
à la distribution des notes simulées Y∗ pour lesquelles m∗ui = 1.
Comme pour le premier modèle les barres bleues et rouges sont assez proches l’une de
l’autre. Néanmoins, on observe que les petites notes sont sur-estimées par rapport à l’his-
togramme empirique. Cela peut s’expliquer de deux manières : le modèle MNAR est plus
difficile à inférer que le modèle MAR (introduction de nouvelles variables latentes), le PPC
est plus variable que précédemment puisque la matrice de motif d’absence Mmis est aussi
générée à partir des paramètres estimés.
Contrairement au premier modèle sous hypothèse MAR, nous constatons ici une très
grande différence entre la distribution des notes observées (en rouge) et la distribution
des notes complètes (en orange). Les notes manquantes sont bien plus basses que celles
observées, puisque l’hypothèse MNAR suppose qu’une note manquante traduit aussi un
désintérêt pour le film.
Ces PPC réalisés sur les données explicites semblent prometteurs. Les futurs travaux
consisteront à mener de plus amples expériences avec notamment des évaluations de recom-
mandation (via les métriques MAE, MSE ou NDCG par exemple).
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4.7. Discussion
Dans ce chapitre, nous avons proposé une nouvelle approche pour prendre en compte les
données implicites sur-dispersées rencontrées en CF. Contrairement aux Chapitres 2 et 3,
nous n’avons pas cherché à modéliser directement ces données, mais nous avons choisi de
travailler sur une version quantifiée des données (ce qui est un pré-traitement plus souple
que la binarisation introduite en Section 1.4). Nous avons développé un modèle de NMF
capable de d’adapter à ces données ordinales. En particulier, nous avons étudié le modèle
IG-OrdNMF qui est une extension du modèle BePoF. Nous avons conduit des expériences
sur le même jeu de données que les chapitres précédents. À partir de ces expériences, nous
pouvons conclure que la OrdNMF s’adapte bien aux données quantifiées. En particulier, elle
prend aussi en compte les grandes classes qui correspondent aux grandes valeurs présentes
dans les données. Plusieurs perspectives de travail peuvent être évoquées.
Modèles de bruit. Tout d’abord, comme nous l’avons décrit en Section 4.3.1, le modèle
OrdNMF peut se décliner pour différents choix de bruit multiplicatif. Par exemple, la Fi-
gure 4.3 illustre les choix d’un bruit gamma ou IG avec différents paramètres de forme. On
peut notamment remarquer que les fonctions associées aux lois gamma ou IG avec un para-
mètre de forme α > 1 présentent toutes un point d’inflexion. Ainsi, ces fonctions exhibent
deux paliers permettant de mieux discriminer les valeurs de λ. Par conséquent, ce genre de
bruit permettrait sûrement de mieux discriminer les classes des données ordinales.
Parmi ces choix, le bruit exponentiel (bruit gamma avec α = 1) retient toute notre
attention. En effet, la fonction de répartition est connue en forme analytique pour ce cas. De
plus, nous pouvons à nouveau utiliser l’astuce d’augmentation présentée en Section 4.2.2 afin
de simplifier le modèle. Nous obtenons alors une vraisemblance jointe faisant apparaître une
divergence d’IS pondérée. Comme pour la IG-OrdNMF, des algorithmes de VI pourraient
être mis en place, en utilisant la propriété de conjugaison de la loi GIG.
Quantification des données. Une des limites du modèle proposé dans ce chapitre est
qu’il dépend du pré-traitement choisi pour quantifier les données. Une perspective serait
d’apprendre à la fois cette quantification et d’inférer la OrdNMF. Une autre idée pourrait
être d’appliquer la OrdNMF directement sur les données de comptage (sans pré-traitement)




Co-factorisation de matrices pour
données multimodales
Ce chapitre est adapté de l’article [GOF18a] publié à la conférence International Society
for Music Information Retrieval (ISMIR) en 2018.
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5.1. Introduction : le problème du démarrage à froid
Dans les Chapitres 2, 3 et 4, nous avons proposé différents modèles afin de s’adapter à
la sur-dispersion des données implicites rencontrées en CF. Comme toute méthode de CF,
ces modèles souffrent du problème de démarrage à froid [Sch+02 ; Lam+08]. Cela signifie
qu’ils sont dans l’incapacité de proposer de nouvelles recommandations pour de nouveaux
utilisateurs ou de nouveaux articles. En effet, les méthodes de CF nécessitent de posséder
des historiques d’interactions suffisants afin de pouvoir inférer les vecteurs de préférences
ou d’attributs. Une des façons de résoudre ce problème est de mettre en place des mé-
thodes hybrides de recommandation, mêlant le CF avec le filtrage fondé sur le contenu, en
introduisant de nouvelles modalités.
Comme pour les chapitres précédents, nous utilisons le jeu de données Taste Profile conte-
nant les historiques d’écoutes d’utilisateurs. Nous ajoutons à cela de nouvelles informations
sur les chansons, sous la forme de tags. Ces tags ont été attribués à chaque chanson par des
utilisateurs et collectés par le site internet Last.fm. À partir de ces données multimodales,
nous nous fixons deux objectifs : pouvoir recommander des chansons jamais écoutées sur la
base de leurs tags associés, et pouvoir attribuer des tags à des chansons non labellisées sur
la base de leur audience.
Pour cela, nous nous mettons en place une méthode de co-factorisation de matrices (McF,
matrix co-factorization en anglais) [FS11 ; WB11] permettant de factoriser conjointement
plusieurs matrices (correspondant à plusieurs modalités) tout en ajoutant des contraintes
sur les matrices de préférences ou d’attributs. Dans ce chapitre nous introduisons un modèle
McF fondé sur la divergence KL (liée à la loi Poisson) qui permet de prendre en compte les
phénomènes d’échelle pour chacune des modalités. Contrairement aux chapitres précédents,
nous adaptons un point de vue fréquentiste et présentons notre modèle sous la forme d’un
problème d’optimisation. Le cœur de ce chapitre étant d’étudier les méthodes de McF, nous
choisissons de travailler avec des données binarisées afin de simplifier le problème.
Le reste du chapitre est organisé comme suit. Dans la Section 5.2, nous présentons une
revue de la littérature sur les techniques de co-factorisation. Dans la Section 5.3, nous
présentons notre modèle de co-factorisation sous la forme d’un problème d’optimisation.
Dans la Section 5.5, nous fournissons un algorithme MM permettant d’estimer les diffé-
rents paramètres du modèle. Dans la Section 5.6, nous testons ce modèle sur des tâches
de recommandation musicale et d’attribution automatique de tags [Eck+08]. Enfin, dans la
Section 5.7, nous concluons ce chapitre et discutons des perspectives liées à ce travail.
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5.2. Co-factorisation de matrices
Un moyen de résoudre le problème de démarrage à froid est d’introduire de nouvelles mo-
dalités [FS11 ; GCB14 ; LZE15]. Ainsi, les méthodes de co-factorisation ont été développées
pour factoriser conjointement plusieurs matrices d’observation (correspondant à plusieurs
modalités). Nous nous restreignons ici au cas où deux modalités sont disponibles. Nous
cherchons les approximations de rang faible YA ≈ WAHTA et YB ≈ WBHTB, et lions les
matrices d’attributs HA ≈ HB afin d’en exploiter l’information mutuelle.
5.2.1. Co-factorisation stricte
La co-factorisation stricte [FS11 ; Sei+14] suppose que le lien entre les attributs se traduit
par une contrainte d’égalité : HA = HB = H. Cela revient à concaténer les observations
YA et YB, ainsi que les dictionnaires WA et WB. le problème d’optimisation revient alors
à minimiser la fonction de coût :













où γ ∈ R+ est un hyper-paramètre de pondération.
5.2.2. Co-factorisation souple
La co-factorisation souple [Sei+14] relâche la contrainte d’égalité en la remplaçant par
l’ajout d’une pénalité, contrôlée par un hyper-paramètre δ ∈ R+ qui règle la pondération :
C(WA,WB,H) = KL(YA|WA(HA)T ) + γKL(YB|WB(HB)T )
+ δD(HA,HB). (5.3)
Un choix possible pour la pénalité est la norme `1, i.e., D(HA,HB) = ‖HA −HB‖1. Elle
est particulièrement adaptée lorsque les modalités partagent les mêmes activations, excepté
en quelques endroits parcimonieux où elles peuvent différer significativement.
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5.2.3. Co-factorisation bayésienne
Des formulations bayésiennes des problèmes de co-factorisation ont aussi été développées.
Ces modèles bayésiens font appels à une variable latente dite de compensation (offset en
anglais) [WB11 ; GCB14]. Le lien entre les attributs est alors donné par :
hBik = hAik + εik, (5.4)
où εik ∈ R+ est la variable latente de compensation.
En particulier dans [GCB14], un modèle de co-factorisation est développé à partir de
la PF, avec εik ∼ Gamma(α, β). Ce choix est motivé par la conjugaison de la loi gamma
par rapport à la loi Poisson. Il est important de noter que ce modèle n’est pas symétrique
par rapport aux matrices HA et HB puisque hBik ≥ hAik par construction. De ce fait, il ne
peut résoudre le problème de démarrage à froid que pour la modalité A, et pas pour la
modalité B.
5.3. Modèle de co-factorisation de matrices
Comme nous l’avons évoqué en introduction, nous nous intéressons au cas où la modalité
A correspond aux comptes d’écoute de U utilisateurs sur I chansons, et où la modalité B
correspond aux tags assignés à chacune de ces I chansons (parmi un ensemble de V tags).
WA est la matrice des préférences des utilisateurs, WB est la matrice des dictionnaires de
tags et HA et HB sont les attributs des chansons pour chacune des modalités.
5.3.1. Lien entre les attributs
Nous proposons de lier les attributs de la manière suivante :
HA = DNA, HB = DNB, (5.5)
où D ≥ 0 est une matrice commune de taille I ×K telle que chacune de ses lignes somme
à 1, et NA ≥ 0 et NB ≥ 0 sont deux matrices diagonales de tailles I × I. On note par nAi
et nBi les éléments de la diagonale des matrices NA et NB. Les vecteurs lignes des matrices
HA, HB et D sont notés hAi , hBi et di, et leurs coefficients sont notés hAik, hBik et dik.
Ainsi lorsque nAi > 0 et nBi > 0, le lien présenté ci-dessus correspond à une contrainte
d’égalité sur les vecteurs d’attributs normalisés, i.e, pour chaque article i ∈ {1, . . . , I}, on a
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Ainsi, dans notre modèle, chaque chanson i ∈ {1, . . . , I} est représentée par trois va-
riables :
— Un vecteur normalisé des attributs di sommant à 1. Cette information est partagée
pour les deux modalités. C’est elle qui va pouvoir discriminer les différentes chansons
du catalogue. On s’attend par exemple à ce que les K facteurs latents soient reliés à
des informations sur le genre de la chanson (rock, rap, classique, métal, etc.). Le fait
que ce vecteur soit contraint à sommer à 1 permet de retirer l’effet d’échelle.
— Un paramètre d’échelle nAi lié à la modalité A (écoutes d’utilisateurs). Ce paramètre
permet de capter l’information de popularité liée à la chanson (voir Section 1.4). Plus
l’audience liée à cette chanson est grande, plus ce paramètre augmente. En particulier,
une nouvelle chanson qui ne possède pas encore d’audience (aucun utilisateur ne l’a
encore écoutée) a un paramètre d’échelle nul, i.e., nAi = 0.
— Un paramètre d’échelle nBi lié à la modalité B (tags). Similairement au paramètre nAi ,
ce paramètre permet de modéliser la quantité de tags associée à une chanson. Plus
une chanson est labellisée, plus ce paramètre augmente. À l’inverse, une chanson ne
possédant aucun tag a un paramètre d’échelle nul, i.e., nBi = 0.
Deux chansons i 6= j peuvent partager les mêmes motifs d’attributs di = dj mais posséder
des paramètres d’échelle différents. Par exemple, la première chanson peut être très populaire
et rencontrer une large audience, i.e., nAi  0, mais n’avoir été que peu décrite par des tags,
i.e., nBi ≈ 0. De la même façon, la seconde chanson peut être peu populaire (parce qu’elle
est nouvelle ou mal reçue), i.e., nAj ≈ 0, mais avoir beaucoup de tags associés, i.e., nBj  0.
Il est important de noter que ce modèle est parfaitement symétrique par rapport aux
modalités A et B. Il permet donc de résoudre à la fois le problème de démarrage à froid
pour la recommandation de chansons à des utilisateurs et la labellisation de tags.
5.3.2. Fonction de coût
Le problème d’optimisation de ce modèle de factorisation, illustré en Figure 5.1, consiste
à minimiser la fonction de coût :
C(WA,WB,D,NA,NB) = KL(YA|WADTNA) + γKL(YB|WBDTNB), (5.7)
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Figure 5.1. – Illustration du modèle de co-factorisation.
s.c. WA ≥ 0, WB ≥ 0, et où D, NA et NB sont telles que décrites en Section 5.3.1. On
note Z = {WA,WB,NA,NB,D} l’ensemble des paramètres à estimer.
Invariances d’échelle. Nous avons deux invariances par changement d’échelle liées à la
fonction de coût décrite ci-dessus.
— Soit Θ = diag((θ1, . . . , θI)) une matrice diagonale de taille I × I ayant des coeffi-
cients strictement positifs. Il est aisé de montrer l’invariance par changement d’échelle
suivante :
C(WA,WB,Θ−1D,NAΘ,NBΘ) = C(WA,WB,D,NA,NB). (5.8)
Cette invariance nous permet d’imposer la contrainte de somme à 1 sur D par une
simple étape de renormalisation (voir Section 5.5).
— Nous avons une seconde invariance dans ce modèle. Soit Λ = diag((λ1, . . . , λK)) une
matrice diagonale de taille K×K ayant des coefficients strictement positifs. Il est aisé
de montrer l’invariance par changement d’échelle suivante :
C(WAΛ−1,WBΛ−1,DΛ,NA,NB) = C(WA,WB,D,NA,NB). (5.9)
En pratique, cette invariance ne pose pas de problème de dégénérescence et nous ne
procédons donc pas à une étape de renormalisation.
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Ces deux invariances par changement d’échelle peuvent être résumées dans l’équation sui-
vante :
C(WAΛ−1,WBΛ−1,Θ−1DΛ,NAΘ,NBΘ) = C(WA,WB,D,NA,NB). (5.10)
On note D¯ = Θ−1DΛ, W¯A = WAΛ−1,W¯A = WBΛ−1,N¯A = NAΘ et N¯B = NBΘ.
On remarque que la matrice D¯ respecte la contrainte de somme à 1 si et seulement si
θi =
∑
k dikλk. Nous discuterons à nouveau de cette invariance dans la section suivante.
5.4. Tâches de recommandation
Jusqu’à maintenant, nous nous sommes intéressés à la recommandation de chansons déjà
écoutées par des utilisateurs (nous utiliserons le terme anglais de in-matrix recommenda-
tion). Ici, nous voulons aussi pouvoir faire des recommandation sur des chansons pour
lesquelles une des modalités est manquante, nous les appelons «recommandations à froid»
(cold-start ou out-matrix recommendation en anglais).
5.4.1. In-matrix recommendation
Pour cette tâche de recommandation, nous utilisons le même score qu’habituellement







Ce score a les mêmes invariances que la fonction de coût décrite en Éq. (5.9). En effet, en







5.4.2. Recommandation à froid
Dans cette section on prendra l’exemple d’un problème de démarrage à froid pour la
modalité A, i.e., pour des chansons qui n’ont pas encore été écoutées mais qui ont des tags
qui leur sont associés. Les remarques suivantes sont aussi valables pour la modalité B (le
problème est symétrique).
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Contrairement à la section précédente, on utilise la matrice D et non pas la matrice
HA = NAD, puisque le paramètre d’intensité associé à ses chansons est nul, i.e., nAi = 0 et
donc sAui = 0.
Il est important de noter que le score fAui et la fonction de coût C n’ont pas les mêmes









i dik = θ−1i fAui, (5.13)
avec θi = θi =
∑
k dikλk où (λ1, . . . , λK) sont des scalaires arbitraires. Cela signifie que nous
ne pouvons pas établir de liste personnalisée de recommandations pour les utilisateurs à
partir de ce score, puisque l’ordre de la liste dépendrait des paramètres (λ1, . . . , λK).
De ce fait, pour proprement évaluer les recommandations à froid, nous devons le faire
pour une chanson fixée et proposer une liste ordonnée d’utilisateurs ou de tags. Pour la
modalité A, cela revient à répondre à la question : «Quels utilisateurs doit-on avertir de la
sortie d’une nouvelle chanson ?», alors que pour la modalité B, cela revient à répondre à :
«Quels tags peut-on associer à une chanson qui n’en a pas encore ?»
5.5. Estimation par majoration-minimisation
La fonction de coût C n’a pas de minimum disponible en forme analytique et n’est pas
convexe. Comme en Section 2.3.2, on utilise un algorithme MM [FI11] pour atteindre un
minimum local.
Notre fonction de coût correspond à une somme de deux divergences KL. Les terme de la
forme log(∑i xi) peuvent être majorés en utilisant une inégalité de type Jensen [FI11]. On















Chapitre 5. Co-factorisation de matrices pour données multimodales
Algorithme 8 : Algorithme MM pour la co-NMF
Données : Matrices d’observation YA et YB.
Résultat : Matrices WA, WB, HA, HB.
1 Initialisation des matrices WA, WB, D, NA, NB ;
2 répéter
3 pour chaque couple (u, i) tel que yAui > 0 et chaque couple (v, i) tel que yBvi > 0
faire
4 Calculer cAuik tel que décrit en Éq. (5.14) ;
5 Calculer cBvik tel que décrit en Éq. (5.15) ;
6 fin




























































15 di ← diθ−1i , nAi ← nAi θi, nBi ← nBi θi.
16 fin
17 jusqu’à C converge;













, cBvik = yBviφBvik. (5.15)
La fonction auxiliaire G peut être minimisée en utilisant un algorithme de descente par bloc.
À chaque itération, on minimise la fonction G par rapport à une des variables latentes, en
laissant toutes les autres variables fixées. En procédant de la sorte on obtient les règles de
mise à jour décrites dans l’Algorithme 8.
Comme discuté en Section 5.3.2, nous appliquons une étape de renormalisation à la fin
de chaque itération pour respecter la contrainte liée à la variable D.
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Comme pour les algorithmes de PF, notre algorithme ne traite que les valeurs non nulles
de chaque modalité durant les mises à jour des variables cAuik et cBuik. Par conséquent, notre
algorithme passe à l’échelle et est particulièrement adapté aux larges jeux de données parci-
monieux, comme c’est le cas en recommandation (voir Tableau 5.1). L’algorithme est stoppé
lorsque que l’incrément relatif de la fonction de coût entre deux itérations consécutives passe
sous le seuil τ = 10−5.
5.6. Résultats expérimentaux
5.6.1. Protocole expérimental
Jeux de données. Nous utilisons deux jeux de données extraits du Million Song Dataset
(MSD) [Ber+11] et les fusionnons selon les chansons :
— Comme dans les chapitres précédents, nous utilisons le jeu de données Taste Profile
[McF+12] que nous pré-traitons les donnons pour ne sélectionner que des utilisateurs
et des chansons qui détiennent plus de 20 interactions.
— Le jeu de données Last.fm contient des tags associés à environ 500k chansons. Ces tags
ont été extraits via l’API Last.fm [Cel10]. Ces tags proviennent d’annotations d’utili-
sateurs et sont donc assez bruités. Nous pré-traitons ces données en ne sélectionnant
que les 1 000 tags les plus utilisés. Pour chaque paire chanson-tag, une valeur entre 0
et 100 indique la confiance liée au tag, nous gardons seulement les tags qui ont une
confiance plus grande que 10. Les 10 tags les plus rencontrés après le pré-traitement
sont affichés dans le Tableau 5.2.
Dans ce chapitre, nous utilisons la divergence de KL qui est associée à la distribution
Poisson. Comme nous l’avons vu dans la Section 1.4, cette loi n’est pas adaptée aux données
sur-dispersées que nous rencontrons ici. Ainsi, nous binarisons les deux jeux de données de
telle sorte que YA ∈ {0, 1}U×I et YB ∈ {0, 1}V×I . La structure finale des deux jeux de
données après pré-traitement est décrite dans le Tableau 5.1.
Méthodes comparatives. Pour chaque expérience, on compare les performances de
notre modèle, noté S-coNMF (pour scale-free non-negative matrix co-factorization en an-
glais) avec deux autres méthodes :
— KL-NMF, présenté en Section 1.4. Cette méthode souffre du problème de démarrage
à froid et ne peut donc être utilisée que pour des tâches de in-matrix recommendation.
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Tableau 5.1. – Structure des jeux de données correspondant aux deux modalités.
TP Last.fm
Nombre de chansons I 15 667 15 667
Nombre de lignes (U ou V ) 16 203 620
Nombre de valeurs non nulles 792 761 128 652
% de valeurs non nulles 0.31% 1.32%
Tableau 5.2. – Occurrences (Occ.) des 10 tags les plus utilisés dans le jeu de données Last.fm
après pré-traitement.
Tags Occ. Tags Occ.
rock 6 703 electronic 2 413
alternative 4 949 female vocalists 2 407
indie 4 151 indie rock 2 171
pop 3 853 Love 1 875
alternative rock 2 854 singer-songwriter 1 786
— La co-factorisation stricte (H-coNMF), présentée en Section 5.2.1 et qui utilise l’algo-
rithme de KL-NMF sur les données concaténées. Pour les recommandations à froid,
nous utilisons une matrice de masque qui indique quelles sont les données manquantes.
La fonction de coût est donc :
C(W,H) = KL(MY|MWHT ), (5.16)
où  est la multiplication terme à terme de matrices, et M est la matrice de masque.
Pour chaque méthode, on choisit K = 100 facteurs latents. L’hyper-paramètre de pondé-
ration est fixé à γ = UV , de sorte qu’il compense la différence de taille entre les deux jeux de
données (V  U).
Évaluation des listes de recommandations. Comme nous considérons que les ma-
trices d’observation YA et YB sont binaires, les évaluations des listes de recommandations
se font donc à l’aide de la métrique NDCG0 (voir Section 1.1.3). Cependant, nous rap-
portons les scores NDCG pour différentes tailles de listes L ∈ {1, 10, 20, 100, I} suivant les
expériences. Nous notons NDCG@L le score NDCG0 dépendant de la taille L des listes de
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Tableau 5.3. – Performance des trois modèles : S-coNMF, H-coNMF, KL-NMF, pour trois
tâches différentes : recommandation à froid (OUT-A), annotation automatique de tags
(OUT-B), in-matrix recommendation (IN-A). Chaque algorithme est exécuté 5 fois, la
moyenne et la variance des métriques NDCG sont affichées.
Expérience OUT-A OUT-B IN-A
Score NDCG@20 NDCG@200 NDCG@1 NDCG@10 NDCG@100 NDCG@I


























5.6.2. Recommandation avec démarrage à froid
Dans cette section, on évalue les tâches de recommandation à froid pour les modalités A
et B. Pour cela, on remplace artificiellement des colonnes de YA et de YB par des colonnes
de zéros. Ainsi nous créons les ensembles d’entraînement YtrainA et YtrainB de telle sorte à
ce que 10% des chansons ont uniquement des informations de comptes d’écoute, 10% des
chansons ont uniquement des informations de tags, et 80% ont les deux informations. Les
colonnes retirées forment les ensembles de test YtestA et YtestB .
Pour chaque chanson qui n’a jamais été écoutée, nous proposons une liste ordonnée d’uti-
lisateurs qui pourraient l’apprécier (voir Section 5.4). Nous entraînons donc l’algorithme sur
les bases YtrainA et YtrainB . Pour chaque chanson, nous créons une liste ordonnée d’utilisa-
teurs à partir du score présenté en Section 5.4. Nous évaluons la qualité de cette liste avec
la métrique NDCG@L avec L ∈ {20, 200}. De la même façon, pour chaque chanson qui n’a
aucune annotation, nous proposons une liste ordonnée de tags qui pourraient la décrire, et
l’évaluons avec la métrique NDCG@L avec L ∈ {1, 10}.
Les colonnes OUT-A et OUT-B du Tableau 5.3 présentent les résultats des modèles S-
coNMF et H-coNMF sur ces deux problèmes de recommandation à froid. Pour recommander
de potentiels auditeurs (OUT-A), H-coNMF semble être sensiblement meilleure que notre
méthode. Cependant, S-coNMF surpasse H-coNMF sur la tâche d’étiquetage. S-coNMF
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présente un taux de réussite de 42% sur la prédiction du premier tag. Ceci est un bon
résultat au regard du bruit présent dans ce jeu de données. En effet, les chansons n’ont pas
été annotées par des experts mais par des utilisateurs, ce qui explique certaines incohérences
dans les tags utilisés. Plus de détails sur les annotations sont donnés en Section 5.6.4.
5.6.3. Recommandation sans démarrage à froid
On peut aussi évaluer notre algorithme sur des tâches plus classiques de recommandation
(in-matrix recommendation) comme lors des précédents chapitres. Le but est de recomman-
der des listes personnalisées de chansons aux utilisateurs. Puisque l’on ne traite plus ici du
problème de démarrage à froid, l’algorithme KL-NMF peut être aussi évalué sur cette tâche.
Nous appliquons le même protocole expérimental que dans le Chapitre 2 et retirons ar-
tificiellement 20% des valeurs non nulles de la modalité A. Ainsi, nous construisons deux
ensembles YtrainA et YtestA . Pour chaque utilisateur, une liste de chansons est proposée à par-
tir du score défini en Section 5.4.1, parmi les chansons qu’il n’a pas encore écoutées. Nous
évaluons la qualité de cette liste avec la métrique NDCG@L avec L ∈ {100, I}.
Les résultats sont présentés dans la troisième colonne (IN-A) du Tableau 5.3. S-coNMF
est sensiblement meilleur que H-coNMF, mais nous observons que KL-NMF obtient les
meilleures performances sur cette tâche. Ce n’est pas totalement surprenant, l’ajout d’une
nouvelle modalité (ici des tags) peut être vu comme un terme de régularisation sur les
attributs HA. Nous perdons donc en précision dans la tâche de recommandation pour les
utilisateurs mais résolvons le problème de démarrage à froid. Ce compromis peut être réglé
avec le paramètre de pondération γ.
5.6.4. Analyse exploratoire : prédiction de tags
Dans le Tableau 5.4, nous présentons les attributs obtenus pour trois facteurs latents.
— Dans la première colonne du tableau, nous affichons les tags correspondant aux 5 plus
grandes valeurs des trois colonnes de WB associées à ces facteurs.
— Dans la deuxième colonne du tableau, nous affichons les chansons correspondant aux
5 plus grandes valeurs des trois colonnes de HA = NAD associées à ces facteurs.
— Dans la troisième colonne du tableau, nous affichons les chansons correspondant aux
5 plus grandes valeurs des trois colonnes D associées à ces facteurs.
Les tags associés à chaque facteur sont consistants, par exemple, des genres comme «new
wave» et «post-punk» appartiennent au même facteur latent. Le modèle est aussi robuste
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aux différentes orthographes utilisées par les utilisateurs («post-punk» et «Post punk» par
exemple). Nous constatons que les chansons associées à chaque facteur sont bien reliées
avec les tags associés. Eminem, 50 Cent et The Notorious B.I.G. sont des artistes de rap.
The Cure, The Smiths et Joy Division sont des groupes de new wave. TV On The Radio,
The Mars Volta et Animal Collective sont des groupes de rock expérimental. Finalement, la
popularité des chansons NA a une forte influence sur la diversité de chaque facteur. En effet,
lorsque cette notion est retirée (dernière colonne du tableau), des chansons et des groupes
moins populaires apparaissent en tête de chaque facteur.
5.7. Discussion
Dans ce chapitre, nous avons proposé un modèle de McF où chaque modalité dispose
de ses propres paramètres d’échelle. L’inférence de ce modèle symétrique nous permet de
résoudre le problème de démarrage à froid à la fois pour la modalité A et la modalité B.
Ainsi, nous pouvons recommander des utilisateurs à de nouvelles chansons à partir leurs
tags associés, et nous pouvons recommander des tags pertinents pour les chansons à partir
de leur audience. Nous détaillons des perspectives liées à ce travail dans ce qui suit.
Co-factorisation bayésienne. Une première perspective serait donc d’adopter un point
de vue bayésien en imposant des lois a priori aux matrices D, NA et NB. Par exemple, on
pourrait imaginer l’ensemble de lois a priori suivant :
di ∼ Dir(α), (5.17)
hAi = nAi di ; nAi ∼ Gamma(Kα, β), (5.18)
hBi = nBi di ; nBi ∼ Gamma(Kα, β). (5.19)
De cette façon, les distributions marginales des matrices W et H seraient encore une fois
des lois gamma, i.e., hAi ∼ Gamma(α, β) et hBi ∼ Gamma(α, β).
Extension aux données non binaires. Une deuxième perspective serait de combiner
le modèle S-coNMF avec les modèles étudiés en Chapitres 2, 3 ou 4, afin d’éviter l’étape
de binarisation que nous avons appliquée aux modalités A et B. Avec la dcPF, on pourrait
apprendre le paramètre naturel de la distribution élémentaire pour chacune des deux mo-
dalités. Ainsi, le modèle s’adapterait à la qualité des informations détenues dans chacune
des modalités.
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Rang de la factorisation pour chaque modalité. Dans ce chapitre, nous avons sup-
posé que le rang des factorisations de matrices était le même pour les modalités A et B.
Cependant, les matrices observées peuvent présenter des dynamiques différentes selon les
modalités. Par conséquent, une dernière perspective pourrait être de développer un modèle
capable de s’adapter à des rangs de factorisation différents, par le biais de méthodes de
tri-factorisation par exemple [YC09].
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Dans cette thèse, nous nous sommes intéressés à des méthodes bayésiennes de NMF pour
les données de comptage sur-dispersées rencontrées en CF. La PF est une variante de la NMF
adaptée pour les données de comptage. Comme nous l’avons montré dans le Chapitre 1, elle
ne permet pas de modéliser la sur-dispersion des données. Une étape de binarisation des
données est un moyen efficace de contourner ce problème. Cependant, ce pré-traitement
entraîne une perte d’information puisque la valeur des comptes est alors ignorée.
Dans les Chapitres 2, 3 et 4 de ce manuscrit, nous avons donc proposé des méthodes de
NMF probabilistes permettant de mieux modéliser les données brutes et de minimiser l’effet
des pré-traitements. La Figure 6.1 présente une taxonomie des modèles proposés dans ces
chapitres et des liens qui les unissent.
Dans le Chapitre 2, nous avons développé la factorisation binomiale négative (NBF) qui
est une extension de la PF. Nous avons montré que la NBF était capable de prendre en
compte la sur-dispersion des données par le biais d’une variable dite d’exposition. Cepen-
dant, l’inférence de cette variable s’est avérée coûteuse pour les problèmes de CF. De plus,
nous avons identifié un régime où la variable d’exposition pouvait nuire aux recommanda-
tions.
Afin de pallier ces limitations, nous avons proposé dans le Chapitre 3 la dcPF qui est une
instance de la cPF [BE16] spécialement conçue pour les données de comptage sur-dispersées.
Nous avons notamment montré que la dcPF, qui est contrôlée par le paramètre naturel de
sa loi élémentaire, offre un continuum entre les deux versions de la PF : PFbrut et PFbin.
De plus, l’algorithme développé pour la dcPF passe à l’échelle sur des données de grande
dimension.
Dans le Chapitre 4, nous avons adopté une approche différente des deux chapitres pré-
cédents. Au lieu de travailler directement sur les données de comptage sur-dispersées, nous
avons eu recours à une quantification des données, plus souple que la binarisation. Cette
quantification nous a permis de conserver la relation d’ordre associée aux données en ne se
focalisant que sur un nombre réduit de classes les représentant. Nous avons proposé un mo-
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NBF (cf Ch. 2)
PFbrut
dcPF (cf Ch. 3)
PFbin
BePoF (cf Ch. 4)





Figure 6.1. – Taxonomie des modèles étudiés dans ce manuscrit. Les flèches pleines corres-
pondent à des cas limites, alors que la flèche en pointillé correspond à une approximation.
dèle de NMF spécialement conçu pour ces données quantifiées, appelé OrdNMF. Ce modèle
peut être vu comme une nouvelle extension de PFbin permettant d’utiliser un pré-traitement
plus fin que l’une binarisation des données. Nous avons utilisé une astuce d’augmentation
de modèle afin d’obtenir un algorithme simple et passant à l’échelle. Les résultats de nos
expériences confirment l’utilité d’exploiter les valeurs brutes de comptage.
Enfin, dans le Chapitre 5, nous nous sommes focalisés sur une des limites bien connue
des techniques de CF : le problème de démarrage à froid. Ce problème peut être résolu
grâce à l’introduction de nouvelles informations sur les articles à recommander. Dans ce
chapitre, nous nous sommes intéressés à la recommandation musicale, et nous avons choisi
d’intégrer des informations d’étiquetage (tags) sur les chansons. Nous avons proposé un
modèle de co-factorisation de matrices permettant de prendre en compte les phénomènes
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d’échelle propre à chaque modalité. Ce modèle entièrement symétrique nous a permis de
résoudre le problème de démarrage à froid pour chacune des modalités.
Discussions et perspectives
Autres modélisations. Dans les Chapitres 2 et 3, nous nous sommes efforcés de propo-
ser des méthodes bayésiennes capables de modéliser directement les données de comptage
brutes (sans pré-traitement). Néanmoins, nous avons évalué nos modèles sur des tâches de
recommandation de listes d’articles en utilisant des métriques de classement. Nos modèles
ne sont pas directement optimisés pour ce type de métriques puisqu’ils cherchent à modéliser
la valeur de chaque coefficient de la matrice d’observation. Cela semble être un effort trop
important pour le type d’évaluation que nous avons choisi. Dans le Chapitre 4, nous avons
relâché nos contraintes en acceptant d’utiliser une quantification des données. Nous nous
sommes alors focalisés sur la modélisation de la relation d’ordre présente dans les données
plutôt que sur la modélisation de leurs valeurs. Ce type de modèle est donc plus flexible
et paraît mieux adapté aux métriques de classement. D’autres articles ont proposé proposé
d’apprendre à classer (learning-to-rank) les articles plutôt que de prédire les retours des
utilisateurs associés [Ren+09]. Les travaux du Chapitre 4 prennent donc cette direction et
nous pourrions proposer de tels modèles sur la base du modèle OrdNMF présenté. Cela
semble une perspective très excitante puisque les algorithmes que nous avons développés
sont très simples à mettre en place.
Un autre aspect du travail proposé dans ce manuscrit dont nous pouvons discuter est le
choix d’une modélisation probabiliste des données. Les modèles probabilistes nous ont per-
mis de donner un cadre clair à nos travaux. Cependant les modèles d’optimisation semblent
plus souples et permettent d’ajouter plus facilement de nouvelles contraintes et régularisa-
tions. Par exemple, dans [HKV08], les auteurs proposent d’utiliser les valeurs des retours
d’utilisateurs sous la forme de coefficients de pondération, ce que nous ne nous sommes pas
autorisés à faire dans cette thèse.
Enfin, nous pouvons évoquer les perspectives qu’offrent les méthodes d’apprentissage
profond. Alors que les modèles de MF correspondaient à l’approche dominante en CF depuis
le Netflix prize, des travaux récents ont commencé à intégrer des techniques d’apprentissage
profond dans les systèmes de recommandation [KH17]. L’apprentissage profond possède




Aspect temporel. Une autre perspective serait de proposer des modèles tenant compte
de phénomènes temporels, tels que l’évolution des goûts des utilisateurs au cours du temps
par exemple. Dans cette thèse, nous avons uniquement utilisé des données collectées corres-
pondant aux retours d’utilisateurs pendant un laps de temps donné.
Il existe deux manières de prendre en compte les informations temporelles. La première
façon est de discrétiser l’axe du temps et de collecter les données à intervalle régulier. La
matrice d’observation devient alors un tenseur d’observation, et des lois a priori fondées
sur des chaînes de Markov peuvent alors être placées sur les préférences des utilisateurs
et les attributs des articles [Cha+15 ; JBE17]. Ainsi, il pourrait être intéressant d’adapter
les modèles présentés dans cette thèse à ce type de problème. De plus, plusieurs choix de
chaînes de Markov sont possibles et leur étude pourrait améliorer notre compréhension de
ces modèles. Une autre manière d’aborder ce problème est d’utiliser des processus Poisson
hétérogènes où le temps est continu. Certains modèles fondés sur les cascades de processus
Poisson [SJ10] permettent de modéliser l’arrivée par rafale des données. Dans le Chapitre 3,
nous avons notamment fait le lien entre la dcPF et ce type de modèle [Du+15 ; Hos+18 ;
Kho+18 ; Zho17]. Nous pourrions également étudier ce lien plus en profondeur, et proposer
une façon de modéliser les évolutions du comportement des utilisateurs au fil du temps.
Évaluation des systèmes de recommandation. Une des problématiques majeures des
systèmes de recommandation concerne la façon d’évaluer les recommandations [Her+04].
Dans cette thèse, nous avons choisi d’évaluer nos modèles sur des tâches de recommandation
de listes personnalisées d’articles. Ce choix correspond à des situations réelles, Deezer ou
Spotify proposant des playlists hebdomadaires à leurs abonnés par exemple. Le calcul de
ces métriques repose sur la notion de pertinence des articles recommandés. Nous avons
travaillé avec des jeux de données publiques disponibles en ligne, et procédé à des évaluations
dites hors-lignes de nos modèles. Ainsi, le calcul de la pertinence d’un article correspond
à sa présence ou non dans un ensemble de test préalablement mis de côté. Ces méthodes
d’évaluation hors-lignes récompensent donc davantage la prédiction des futures interactions
d’un utilisateur, plutôt que la prédiction de ce que l’utilisateur aurait pu aimer. Cette nuance
est importante puisqu’elle définit l’objectif du système de recommandation : anticiper les
actions des utilisateurs ou leur proposer de nouveaux articles qu’ils pourraient aimer. Nous
avons tenté d’inclure cette nuance dans nos évaluations avec l’introduction d’un seuillage
pour définir la pertinence des articles, mais cela semble avoir un impact limité sur les scores.
Une des solutions pourrait être d’évaluer les modèles traitant de données implicites pour
lesquels il existe une vérité-terrain explicite. De plus, il serait intéressant d’intégrer des
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notions de diversité ou de sérendipité dans les modèles de recommandations, sous la forme




Dérivations des algorithmes CAVI
Dans cette annexe, nous donnons les éléments-clés des dérivations liées aux algorithmes
CAVI développés pour les modèles PF, NBF, dcPF et IG-OrdNMF (sur données implicites
quantifiées). Le lecteur est invité à se référer au Tableau A pour la forme des différentes
distributions utilisées dans la suite. On rappelle que l’utilisation d’un algorithme CAVI








Dans le modèle PF augmenté, on a noté Z = {C,W,H} l’ensemble des variables latentes.
Distribution jointe. La densité de la distribution jointe du modèle augmenté de PF peut
se décomposer en deux termes :
log p(Y,C,W,H) = log p(Y,C|W,H)︸ ︷︷ ︸
attache aux données
+ log p(W) + log p(H)︸ ︷︷ ︸
a priori
. (A.2)










k cuik. Le terme de régularisation (correspondant aux lois a priori gamma)
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Variable C. Ainsi, pour la variable latente C, on a :
log q(C) = Eq−C(log p(Y,C,W,H)) + cste, (A.5)




















log Mult(cui; yui, φ˜ui) + cste. (A.8)
Et donc q(cui) = Mult(cui; yui, φ˜ui) où φ˜ui est un vecteur de taille K ayant pour coefficients
φ˜uik = ΛuikΛui , avec Λuik = exp (Eq(logwuk) + Eq(log hik)).
Variables W et H. De la même façon, pour la variable W, on a :
log q(W) = Eq−W(log p(Y,C,W,H)) + cste, (A.9)
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A.2. Modèle NBF
Dans le modèle NBF, l’ensemble des variables latentes est donné par Z = {C,A,W,H}.
Comme pour la PF, ce modèle augmenté est entièrement conjugué. On détaillera ici le calcul
de la loi q(A).
Distribution jointe. La densité de la distribution jointe du modèle augmenté est donnée
par :
log p(Y,C,A,W,H) = log p(Y,C|A,W,H) + log p(A) + log p(W) + log p(H) (A.15)






















k cuik. On peut remarquer dès à présent que la loi q(C) va être la même que
précédemment (la variable cui est indépendante de A sachant Y, W et H). La loi a priori




[(α− 1) log aui − αaui] + cste, (A.19)
où cste est une constante par rapport à aui.
Variable A. On note q−A(C,W,H) = q(C)q(W)q(H). Pour la variable A, on obtient
donc :
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A.3. Modèle dcPF
Dans le modèle dcPF, l’ensemble des variables latentes est donné par Z = {N,C,W,H}.
On détaillera ici le calcul de q(N,C).
Distribution jointe. La densité de la distribution jointe du modèle augmenté peut
s’écrire comme :
log p(Y,N,C,W,H) = log p(Y|N)︸ ︷︷ ︸
mapping
+ log p(N,C|W,H)︸ ︷︷ ︸
PF
+ log p(W) + log p(H)︸ ︷︷ ︸
a priori
, (A.24)




[yuiθ − nuiκψ(θ) + log h(yui, nuiκ)] . (A.25)
On peut remarquer dès à présent, que les distributions q(W) et q(W) seront très similaire
au modèle PF. Il suffit de substituer yui par Eq(nui) dans les Éq. (A.13) et (A.13).
Variables N et C. On rappelle que nous avons choisi de garder les variables latentes N
et C couplées. On note q−{N,C}(W,H) = q(W)q(H). On obtient alors :
log q(N,C) (A.26)















−nuiκψ(θ) + log h(yui, nuiκ) +
∑
k












+ log Mult(cui;nui, φ˜ui)
+ cste, (A.30)
où Λuik = exp (Eq(logwuk) + Eq(log hik)) et φ˜ui est un vecteur de taille K ayant pour
coefficients φ˜uik = ΛuikΛui . Par conséquent on a q(nui, cui) = q(nui)q(cui|nui) avec :






q(cui|nui) = Mult(cui;nui, φ˜ui). (A.32)
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A.4. Modèle IG-OrdNMF
Le modèle IG-OrdNMF est augmenté avec les variables N et C telles que :
nui|yui ∼
{
δ0, si yui = 0,
ZTP(λui∆yui), si yui > 0,
(A.33)
cui|nui,W,H ∼ Mult(nui,φui), (A.34)
où φui est un vecteur de probabilité ayant pour coefficients λuikλui , avec λuik = wukhik et
λui =
∑
k λuik. On note Z = {N,C,W,H} l’ensemble des variables latentes du modèle
augmenté.
Distribution jointe. Lorsque yui = 0, on a nui = 0 et cui = 0K . La log-vraisemblance
des valeurs nulles est donnée par log p(yui = 0) = −θ0λui.
Lorsque yui > 0, on a les densités suivantes :
log p(yui|W,H) = −θyuiλui + log(1− e∆yuiλui) (A.35)
log p(nui|yui,W,H) = − log(1− e∆yuiλui) + nui log ∆yuiλui −∆yuiλui − lognui! (A.36)
log p(cui|nui,W,H) = −nui log λuik + lognui! +
∑
k
(cuik log λuik − log cuik!) (A.37)
Ces équations correspondent respectivement à : la distribution des données ordinales pour
l’Éq. (A.35), l’augmentation ZTP pour l’Éq. (A.36), et l’augmentation multinomiale pour
l’Éq. (A.37). Ainsi, pour une observation yui > 0, on obtient :
log p(yui, nui, cui|W,H) (A.38)
= log p(yui|W,H) + log p(nui|yui,W,H) + log p(cui|nui,W,H) (A.39)
= −θyui−1λui + nui log ∆yui +
∑
k
(cuik log λuik − log cuik!) (A.40)
En introduisant Hy comme décrit en Éq. (4.34), on obtient la densité de la distribution
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k
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Variables N et C. Encore une fois, on garde les variables N et C couplées. Lorsque
yui > 0, on a nui ∈ N∗ et ∑k cuik = nui. On obtient :
log q(cui) = Eq−{N,C}(log p(yui, cui, nui|W,H)) + cste (A.42)
= nui log ∆yui +
∑
k
(cuik log Λuik − log cuik!) + cste (A.43)
= nui log ∆yui + nui log Λui − lognui! + log Mult(cui;nui, φ˜ui) + cste (A.44)
= log ZTP(nui; Λui∆y) + log Mult(cui;nui, φ˜ui) + cste, (A.45)
où Λuik = exp (Eq(logwuk) + Eq(log hik)) et φ˜ui est un vecteur de probabilité de taille K
ayant pour coefficients φ˜uik = ΛuikΛui . Par conséquent, on a q(nui, cui) = q(nui)q(cui|nui) avec :
q(nui) = ZTP(nui; Λui∆y) (A.46)
q(cui|nui) = Mult(cui;nui, φ˜ui). (A.47)
Variables W et H. De la même façon que les modèles précédents, on a pour la va-
riable W :











(α− 1) logwuk − βwuk
]
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Ces quinze dernières années, les systèmes de recommandation ont fait l’objet de nom-
breuses recherches. L’objectif de ces systèmes est de recommander à chaque utilisateur
d’une plateforme des contenus qu’il pourrait apprécier. Cela permet notamment de faciliter
la navigation des utilisateurs au sein de très larges catalogues de produits. Les techniques
dites de filtrage collaboratif (CF) permettent de faire de telles recommandations à partir
des historiques de consommation des utilisateurs uniquement. Ces informations sont ha-
bituellement stockées dans des matrices où chaque coefficient correspond au retour d’un
utilisateur sur un article. Ces matrices de retour ont la particularité d’être de très grande
dimension mais aussi d’être extrêmement creuses puisque les utilisateurs n’ayant interagi
qu’avec une petite partie du catalogue. Les retours dits implicites sont les retours d’uti-
lisateurs les plus faciles à collecter. Ils peuvent par exemple prendre la forme de données
de comptage, qui correspondent alors au nombre de fois où un utilisateur a interagi avec
un article. Les techniques de factorisation en matrices non-négatives (NMF) consistent à
approximer cette matrice de retour par le produit de deux matrices non-négatives. Ainsi,
chaque utilisateur et chaque article présents dans le système sont représentés par un vecteur
non-négatif correspondant respectivement à ses préférences et attributs. Cette approxima-
tion, qui correspond à une technique de réduction de dimension, permet alors de faire des
recommandations aux utilisateurs.
L’objectif de cette thèse est de proposer des méthodes bayésiennes de NMF permettant de
modéliser directement les données de comptage sur-dispersées rencontrées en CF. Pour cela,
nous étudions d’abord la factorisation Poisson (PF) et présentons ses limites concernant
le traitement des données brutes. Pour pallier les problèmes rencontrés par la PF, nous
proposons deux extensions de celle-ci : la factorisation binomiale négative (NBF) et la
factorisation Poisson composée discrète (dcPF). Ces deux méthodes bayésiennes de NMF
proposent des modèles hiérarchiques permettant d’ajouter de la variance. En particulier, la
dcPF amène à une interprétation des variables spécialement adaptée à la recommandation
musicale. Nous choisissons ensuite de travailler avec des données implicites quantifiées. Cette
quantification permet de simplifier la forme des données collectées et d’obtenir des données
ordinales. Nous développons donc un modèle de NMF probabiliste adapté aux données
ordinales et montrons qu’il peut aussi être vu comme une extension de la PF appliquée
à des données pré-traitées. Enfin, le dernier travail de cette thèse traite du problème bien
connu de démarrage à froid qui affecte les méthodes de CF. Nous proposons un modèle de




In recent years, a lot of research has been devoted to recommender systems. The goal of
these systems is to recommend to each user some products that he/she may like, in order to
facilitate his/her exploration of large catalogs of items. Collaborative filtering (CF) allows
to make such recommendations based on the past interactions of the users only. These data
are stored in a matrix, where each entry corresponds to the feedback of a user on an item.
In particular, this matrix is of very high dimensions and extremly sparse, since the users
have interacted with a few items from the catalog. Implicit feedbacks are the easiest data
to collect. They are usually available in the form of counts, corresponding to the number of
times a user interacted with an item. Non-negative matrix factorization (NMF) techniques
consist in approximating the feedback matrix by the product of two non-negative matrices.
Thus, each user and item is represented by a latent factor of small dimension corresponding
to its preferences and attributes respectively.
The goal of this thesis is to develop Bayesian NMF methods which can directly model the
over-dispersed count data arising in CF. To do so, we first study Poisson factorization (PF)
and present its limits for the processing of over-dispersed data. To alleviate this problem,
we propose two extensions of PF : negative binomial factorization (NBF) and discrete com-
pound Poisson factorisation (dcPF). In particular, dcPF leads to an interpretation of the
variables especially suited to music recommendation. Then, we choose to work on quantified
implicit data. This pre-processing simplifies the data which are therefore ordinal. Thus, we
propose a Bayesian NMF model for this kind of data, coined OrdNMF. We show that this
model is also an extension of PF applied to pre-processed data. Finally, in the last chapter
of this thesis, we focus on the well-known cold-start problem which affects CF techniques.
We propose a matrix co-factorization model which allow us to solve this issue.
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