Abstract
Optical Multistage Interconnection Network
Electronic multistage interconnection networks (MINs) have been studied extensively as an important interconnecting scheme for communication and parallel computing systems [22] . MIN consists of N inputs, N outputs, which are interconnected by n (n=lg 2 N) stages of switching elements [22] . There are two inputs and two outputs for each switching element (SE). Each stage consists of N/2 switching elements [22] .
In this paper, we are interested in an Omega network, which has shuffle-exchange connection pattern. It has N inputs, N outputs and n stages where n = log 2 N. To connect the source address to the destination address, the address is shifted one bit to the left circularly in each connection such as source to the first stage, one stage to the next stage, etc. In an 8*8 network each connection between the stages is shuffle-exchanged as in Figure- From Figure-2 , we can see that there exists crosstalk in all the switching elements if we want to route all the inputs to the outputs in one pass.
Cross talk in OMIN
Cross talk [20] occurs when two signal channels interact with each other. When a cross talk happens, a small fraction of the input signal power may be detected at another output although the main signal is injected at the right output. For this reason, the input signal will be distorted at the output due to the loss and crosstalk introduced on the path [14] . The channels carrying the signals could cross each other in order to embed a particular topology. This is shown as Figure-3 :
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Figure-3: Two types of switching connections
Each switching element can be in two connecting schemes as shown in Figure-3 . Since these two ways in Figure-3 will cause crosstalk, what we need to do is to avoid these situations to happen in all the switching elements.
Approaches to avoid cross talk
To reduce the negative effect of cross talk, many approaches have been proposed. One way to solve cross talk is to use a 2N*2N regular MIN to provide the N*N connection [13, 19] . But half the inputs and outputs are wasted in this approach. Another more efficient solution, which we are interested in this research is to route the traffic through an N*N optical network to avoid coupling two signals within each switching element. We can implement this idea using time domain approach [12, 1] . This means, in every switching element, there is only one of the following legal passing ways as shown in Figure- 
Avoiding cross talk in Omega network
To avoid cross talk, we can use a time domain approach [15] , which is to partition the set of the connections into several subsets [18] such that the connections in each subset can be established simultaneously in the network without cross talk. That is, to route all the inputs [5] in several groups (passes), such that no cross talk will be caused in each pass. Since we can only pass a message in a switching element in one of the four ways in Figure-2 , we can see that there is no way to realize a permutation in a single pass through a optical network without cross talk. The reason is at least the two input links on an input switch or the two output links on an output switch cannot be active in the same pass [14] . So, we need to use at least two passes to realize a permutation [6] . For example, we have the following permutation:
We can route the 8 messages shown in Figure-1 in two passes as shown in Figure-5 . In this research, we deal with randomly generated permutations, which have random source addresses and random destination addresses. The goal of our research is to minimize the number of passes to route all the inputs to the outputs without crosstalk. 
Routing Algorithms
We use the Window Method [16] to find the conflicts among the messages to be sent. Then we draw a conflict graph [16] , where we connect two nodes using an edge if they have conflict during routing.
There are many ways to decide the order of the scheduling. The four heuristic algorithms choose the message in the following way. The purpose of these routing algorithms is to schedule the messages in different passes in order to avoid the path conflicts in the network [12] . The degree of each message in the conflict graph is the number of conflicts to other messages it has in the conflict graph. Scheduling the messages in decreasing degrees of the message conflicts will result in the best performance among these four algorithms. The Genetic algorithm is not so easy and straightforward. More about how Genetic algorithm is applied to OMIN can be found in [8, 11] . Lets discuss briefly about how the Genetic algorithm is used for OMIN to reduce the number of passes.
Genetic Algorithm
Genetic Algorithms (GAs) are a part of evolutionary computing [2, 7] . A GA is initialized with a set of solutions, which are represented by chromosomes. Those solutions are called the population. Solutions from the initial population are taken and used to form a new population. This procedure is motivated by the hope, by analogy with biological population, that the new population will be better than the old one. To select new solutions (offspring) to form new population, the fitness of the original solution is the important criterion. If the fitness value is more, the more chances they get to reproduce. This is repeated generation by generation until some condition is satisfied such as the number of populations gets to the limit or the improvement of the best solution is good enough for the research or there is no more improvement possible.
Performance of Genetic Algorithm over the other four Algorithms
The Genetic algorithm improved the performance in terms of the average number of passes. It saved one or two passes [8] than the degree-descending algorithm and two passes than the remaining algorithms. The Genetic algorithm was time consuming. It even took hours to calculate the number of passes for large network sizes.
Simulated Annealing
Simulated Annealing originated in the annealing processes found in thermodynamics and metallurgy [2, 7] . Simulated Annealing was introduced by Metropolis et al. [4] and is used to approximate the solution of very large combinatorial optimization problems [Kirk] (e.g. NP-hard problems). It is based upon the analogy between the annealing of solids and solving optimization problems. When SA was first proposed [7] , it was mostly known for its effectiveness in finding near optimal solutions for large-scale combinatorial optimization problems [10] , such as the traveling salesperson problem, buffer allocation in production lines [17] , and chip placement problems in circuits [11] (finding the layout of a computer chip that minimizes the total area). But recent approaches of SA [9] demonstrated that this class of optimization approaches could be considered competitive with other approaches for solving optimization problems. Simulated Annealing was derived from physical characteristics of spin glasses [7] . The principle behind simulated annealing is analogous to what happens when metals are cooled at a controlled rate. The slowly falling temperature [4] allows the atoms in the molten metal to line them up and form a regular crystalline structure that has high density and low energy. But if the temperature goes down too quickly, the atoms do not have time to orient themselves into a regular structure and the result is a more amorphous metal with higher energy. See Figure- From Figure-7 we can see that, heating the material to a very high temperature gives atoms the energy to move around. Then cool the material very slowly; which gently restricts the range of motion till everything freezes into a low energy configuration.
In simulated annealing, the value of an objective function [21] that we want to minimize is analogous to the energy in a thermodynamic system. At high temperatures, SA allows function evaluations at faraway points and it is likely to accept a new point with higher energy. This corresponds to the situation in which high-mobility atoms are trying to orient themselves with other non-local atoms and the energy state can occasionally go up. At low temperatures, SA evaluates the objective function only at local points and the likelihood of it accepting a new point with higher energy is much lower. This is analogous to the situation in which the low-mobility atoms can only orient themselves with local atoms and the energy state is not likely to go up again.
Obviously, the most important of SA is the so-called annealing schedule [7] or cooling schedule, which specifies how rapidly the temperature is lowered from high to low values. This is usually application specific and requires some experimentation by trial-and-error. The following fundamental terminology about SA [7] is useful before going to a detailed description of SA.
Objective function: An objective function f(⋅) maps an input vector x into a scalar E:
Where each x is viewed as a point in an input space. The task of SA is to sample the input space effectively to find an x that minimizes E.
Generating function:
A generating function g(⋅,⋅) specifies the probability density function of the difference between the current point and the next point to be visited. Specifically, ∆x (= xnew -x) is a random variable with probability density function g(∆x, T), where T is the temperature. For common SA used in combinatorial optimization applications g(⋅,⋅) is a function independent of temperature T. For our problem we use move set approach to generate the next solution.
Acceptance function: After a new point xnew has been evaluated, SA decides whether to accept or reject it based on the value of the acceptance function h(⋅,⋅). The most commonly used acceptance function is the Boltzmann distribution function.
h (∆E, T) = exp (-∆E / T)
Where T is the temperature, and ∆E is the energy difference between xnew and x.
The common practice is to accept xnew with probability h(∆E, T). Note that when ∆E is negative, SA tends to accept the new point because it reduces the energy. When ∆E is positive, SA may accept the new point and end up in a higher energy state or it may not accept the point. Lower the temperature; the less likely SA is to accept any significant high-energy states.
Annealing schedule: An annealing schedule regulates how rapidly the temperature T goes from high to low values. The easiest way of setting an annealing schedule is to decrease the temperature T by a certain percentage at each iteration.
To find the next legal point, we usually define a move set [7] , denoted by M(x), as a set of legal points available for exploration after x. Usually the move set M(x) represents a set of neighboring points of the current point x in the sense that the objective function at any point of the move set will not differ too much from the objective function at x.
The basic Simulated Annealing algorithm includes the following steps [11] .
1. Start: Select a large starting value for the temperature T, a value for the final temperature Tfinal, a value for the stopping condition ts that is chosen as 10, suitable value for the temperature reducing parameter α. The ts value is used because it will stop the algorithm if there are no changes to the solution after ts iterations. We also choose a variable M so that M iterations are performed for each temperature. 2. Initialize the current gain to be equal to the gain of the solution, which we are using to proceed, and ts to some variable tstop. 3. while (tstop > 0 and T > Tfinal) we proceed, 4. for i = 1 to M do 5. Generate a new solution using the present solution. 6. Calculate the new gain .If the new gain is less than the current gain we accept it, otherwise we use the following strategy to decide. R = random number (0<R<1) Y = exp(-∆E / T) If (R < Y) then we accept the solution, else we reject it 7. If we accept the move then the current gain will be set to the new gain and we keep the new solution, otherwise we keep the old solution. 8. If we accept the solution then we assign tstop = ts else we decrement tstop by 1 (tstop = tstop -1) 9. Then we change the temperature by a factor α, T = T * α. 10. End.
Operators in Simulated Annealing
We use many type of operators in simulated annealing. We discuss briefly about the various type of operators, the initial solution and the parameters used in simulated annealing.
Move Sets in Simulated Annealing
Move sets are the most important operators in SA approach. We used three types of Move sets for SA in this research. They are Inversion, Translation and Switching.
Inversion:
We have a sorted vertex and we apply inversion to this sorted vertice to generate a new solution. For example if we have a sorted vertex as shown in Figure- 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 Figure-8
Then we generate two random points and then replace that section in the opposite order. For example if we generate the random points as 4 and 11, then we invert the numbers from 11 to 4 and store them in this particular order as shown in Figure- 0 1 2 3 11 10 9 8 7 6 5 4 12 13 14 15
Figure-9
Translation: Here we randomly generate two points and then that section of the vertice is stored in between two randomly generated points. For example if we generate 1 and 3 for the section to be replaced, and then 14 and 15, the section 1-2-3 is placed in between 14 and 15 as shown below. This is applied on the sorted vertex after Inversion is applied as shown in Figure- 
Figure-11
We used these three techniques and found out that Inversion is mostly suitable for application in Simulated Annealing to generate a new solution. This is because, translation needed more time when compared to inversion because of the random number generations and switching move set tends to rupture the solution [7] .
Initial solution for the Simulated Annealing Algorithm
Initially we need a solution to proceed with the SA algorithm [7] . This is because SA cannot proceed without having any arbitrary solution to generate the next solution. For this purpose the sorted vertice is formed with vertices taken in the increasing order. Then the number of passes needed with this sorted vertice is calculated. We assign the Current gain to the number of passes we got initially and proceed to the SA algorithm.
Parameters of SA Algorithm
The parameters [11] used in the algorithm are the starting temperature, the final temperature, the temperature-cooling rate (α), the number of iterations (M) for a particular temperature value and the stopping value ts. The starting temperature is used for the algorithm to start at a particular temperature. The cooling rate (α) is chosen in between 0 and 1. This value regulates on how rapidly the temperature goes from high to low. The final temperature is chosen because after reaching this point the algorithm terminates and the solution is returned. We need to generate solutions at a particular temperature and see whether they are accepted or not. For this purpose we iterate at a particular temperature depending on the M value chosen. The ts is chosen as 10 and is fixed. It is used to stop the algorithm when there have been no changes to the solution after ts iterations. In this way the algorithm terminates either on reaching the final temperature or after ts iterations. We use a random number generator to generate random numbers between 0 and 1. This is used for comparing the random number value to exp(-∆E / T).
Application of SA Algorithm to the problem
First we use a sorted vertice in ascending order as the initial solution to the problem. We calculate the number of passes using this sorted vertice and then assign the number of passes to the current gain. Then we start at the initial temperature. We generate a new solution using one of the move set approaches. Then we calculate the number of passes needed with this sorted vertice and assign it to a variable called new gain. If the new gain is less than or equal to the current gain then the solution is accepted. If the new gain is more than the current gain then we calculate exp(-∆E / T) and then generate a random number. If the random number generated is less than exp(-∆E / T) then the solution is accepted, else the solution is rejected. If the solution is accepted then the new gain is assigned to current gain and the new sorted vertice is used for generating the next solution. If the solution is not accepted then the Current gain does not change and the sorted vertice will remain the same. M iterations are performed for each temperature value and after these M iterations the value of the temperature is changed to T = α * T. Then we repeat the process if T is greater than the final temperature and if tstop is greater than 0 (tstop > 0). Finally the algorithm stops having met any of the two conditions. At this point the number of passes is returned which corresponds to the final solution obtained after applying the SA algorithm.
Analysis of the Testing Results
Many cases were tested using different values of the parameters and different combinations of the parameters. We know that among the four heuristic algorithms, the degree-descending algorithm gives the best result. From Ji's paper [8] we see that the Genetic algorithm produces better results when compared to the four heuristic algorithms but it was time consuming. For the purpose of testing the Simulated Annealing algorithm with the other algorithms, first we tested the different types of generating a solution using move set approaches. We employed Inversion, Translation and Switching move set approaches and then generated the sorted vertice and calculated the number of passes, and the time taken by each approach by varying the parameters. After many careful observations and testing of many cases the number of rounds was set at 100, starting temperature at 1000, final temperature at 0.05, cooling rate at 0.9 and the number of iterations per temperature at 20. Too low values for these parameters resulted in high values for the average number of passes. When the values of these parameters were made too high, then there is no improvement in the average number of passes and the time complexity is increased. Therefore, after many careful observations with different network sizes, the above values were decided to be optimum for generating a good average value for the number of passes with a good low time complexity. Observations concluded that Inversion move set approach performs better than the other move set approaches, both in terms of the average number of passes as well as the running time. Thus, Inversion process was used for generating the move sets for our SA algorithm to be compared with the other 5 algorithms.
The algorithms performance on different size networks, can be seen in Chart-1: From Chart-1, we see that the degree-ascending algorithm performs the worst. This was concluded by Miao [12] in his research. More information can be obtained about Miao's research and about the four heuristic algorithms from [12] . From the table and the graph it is clear that GA is the best. The results obtained by SA algorithm very closely match to that of the GA. But as already discussed above, since the Genetic algorithm takes very long times to compute a solution, the Simulated Annealing algorithm can be considered more appropriate for finding the average number of passes for a give network. This is illustrated in Chart-2. Analyzing the testing results we have, we get that the largest difference between sequential (ascending) algorithm and SA algorithm is 0.768, largest difference between descending algorithm and SA algorithm is 0.617, largest difference between degree-ascending algorithm and SA algorithm is 0.746, and the largest difference between degree-descending algorithm and SA algorithm is 0.157. When compared to the GA, SA algorithm sometimes performs better than the GA. In other words, the SA algorithm can improve the performance 0.768 pass in average over sequential (ascending) algorithm, 0.617 pass in average over descending algorithm, 0.746 pass than degree-increasing algorithm, and 0.157 pass over degree-descending algorithm. Based on the testing cases in this research, the SA algorithm could reduce the number of passes 0, 1, or 2 passes in each round over the basic 4 heuristic algorithms other than the Genetic algorithm. The results of the SA algorithm reducing the passes from the other algorithms are as shown in Table- The Genetic and the Simulated Annealing Algorithms doesn't guarantee to produce better solutions. But in most cases they produce better solutions. More cases can be tested using the simulation package, which is available at http://tinman.cs.gsu.edu/~cscankx/th/Omin.html.
Conclusion
In this paper, we use Simulated Annealing algorithm to improve the performance of routing and scheduling in Optical Multistage Networks. The Simulated Annealing algorithm reduced the number of passes we use to send messages on OMIN without cross talk. The most obvious advantage of using Simulated Annealing algorithm over the other 4 heuristic algorithms is that it improves the average number of passes. When compared to the Genetic algorithm the Simulated Annealing algorithm performance is almost equal to that of the Genetic algorithm, and, for large network sizes, it is better than the Genetic algorithm. The big advantage of SA algorithm over Genetic algorithm is in terms of the running time. It beats Genetic algorithm by a larger gap when running time is considered.
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