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Resumo
A análise de séries temporais estão sempre presentes nos mais diferentes domínios, pela
grande facilidade de representar os acontecimentos em relação ao tempo. Alguns dos fato-
res que podem ser investigados nas séries temporais são a descrição do comportamento da
série e/ou a realização de previsões dos valores futuros da série. O principal objetivo desta
dissertação foi encontrar um modelo preditivo que conseguisse apresentar valores futuros
satisfatórias para as tomadas de decisões empresariais. A metodologia utilizada consistiu
de três etapas principais que foram: a definição do problema, seguido da preparação dos
dados com uma investigação sobre estes dados para então criar um modelo preditivo e
finalmente apresentar os resultados. Identificou-se, na investigação sobre os dados, que
grande parte dos produtos não estavam mais sendo produzidos, sendo assim, foi utilizado
do k-means para realizar o agrupamento dos produtos com demanda regular e assim pros-
seguir com a criação do modelo preditivos, em que, onde foram testados os algoritmos
de média móvel integrada autoregressiva sazonal (SARIMA), perceptron multicamadas
(MLP) e floresta aleatória (RF). Os melhores resultados foram apresentados pelo algo-
ritmo de Floresta Aleatória, com um coeficiente de determinação de aproximadamente
88%, com um erro absoluto médio de aproximadamente 189 unidades de produtos.
Palavras-chave: Séries Temporais, Aprendizado de Máquina, Previsão.
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Abstract
The analysis of time series are always present in the most different domains, due to
the great ease of representing events in relation to time. Some of the factors that
can be investigated in the time series are the description of the behavior of the se-
ries and/or the realization of forecasts of future values of the series. The main objec-
tive of this dissertation was to find a predictive model that could present satisfactory
future values for business decision making. The methodology used consisted of three
main steps that were: the definition of the problem, followed by the preparation of
the data with an investigation on these data to then create a predictive model and fi-
nally present the results. It was identified in the research on the data that most of the
products were no longer being produced, so that k-means was used to group products
with regular demand and thus to proceed with the creation of the predictive models,
where the algorithms of integrated autoregressive seasonal moving average (SARIMA),
multilayer perceptron (MLP) and random forest (RF) were tested. The best results
were presented by the Random Forest algorithm, with a determination coefficient of ap-
proximately 88%, with an mean absolute eror of approximately 189 product units.
Keywords: Time Series, Machine Learning, Forecasting.
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Capítulo 1
Introdução
As organizações proporcionaram um grande avanço no mundo moderno, tornando-se im-
possível imaginar um mundo sem as mesmas. Conforme as definições apresentadas em [1]
as organizações são formadas por duas ou mais pessoas que compartilham de um objetivo
ou um conjunto de objetivos em comum e trabalhando juntas para alcançá-los.
As organizações são classificadas em três setores fundamentas:
• setor primário: são as organizações que estão relacionadas à exploração dos recursos
naturais.
• setor secundário: são as organizações responsáveis pela produção (fabricação ou
montagem) de alguns produtos.
• setor terciário: são as organizações que prestam algum tipo de serviço para as
empresas do setores primário, secundário ou para o consumidor.
A estruturação dentro das organizações acontecem por meio da administração. O
modelo administrativo utilizado se relaciona diretamente com o sucesso ou fracasso de
qualquer entidade [1]. Está estruturação é realizada por meio de processos que definem
como serão realizadas as atividades nas organizações ou como decorrerá a utilização dos
recursos, proporcionando assim, alcançar os objetivos/metas da organização.
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O processo é a forma sistemática de fazer alguma coisa. Todos os processos ocorrem
por meio de ciclos, sendo alguns mais utilizados que outros. O planejamento é necessário
para qualquer processo, independentemente do grau de importância e abrangência que o
mesmo terá na organização [1].
Todas as organizações tem pelo menos cinco atividades básicas: atividades de marke-
ting/vendas, contabilísticas, gestão de recursos-humanos, logística e operações. Cada um
com seu grau de importância. As atividades de marketing/vendas estão relacionadas com
a procura de demanda, e possuem como atuadores as áreas de marketing e de vendas. As
atividades contábeis desenvolvem o papel de fornecer informações úteis aos usuários da
contabilidade para a tomada de decisões, tais como a contabilidade financeira, de custos
e gerencial. As atividades de gestão de pessoas estão relacionadas ao controle e gerencia-
mento dos recursos humanos e da organização, afim de conciliar os objetivos de ambas das
partes. As atividades logísticas são associadas à gestão dos materiais físicos precisos para
o funcionamento da organização. Por fim, as atividades de operação são realizadas no
processo produtivo, ou seja, na produção dos bens ou serviços que serão disponibilizados
pela organização [1].
Todas as atividades são importantes dentro da organização, neste trabalho, aborda-
remos um processo que acontece dentro das atividades marketing/vendas, previsão de
demanda, que implicam diretamente nas atividades logísticas e operacionais.
Em 1980, Jaynes questiona-se, com a informação disponível, quais serão as melhores
previsões obtidas sobre os fenômenos observáveis [2]. Assim a análise preditiva é utilizada
para a identificação de padrões nos dados e então indicar tendências, mudanças, hábitos
de consumo, entre outras coisas mais.
Está pergunta ecoa até hoje em busca de soluções. Isso acontece por causa de existirem
diferentes casos, assim, são criadas soluções generalizadas para resolver este problema.
Desde 1980 até os dias atuais, ocorreu uma evolução muito grande do poder computa-
cional e a quantidade de dados aumentou exponencialmente nos últimos anos. Com isso
aumentou a motivação de extrair informações importantes, que podem agregar valor nas
tomadas de decisões empresarias.
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A previsão de vendas é uma estimativa de quanto será vendido por uma empresa
num determinado período de tempo. Assim, a contribuição da previsão de vendas no
processo do planejamento corporativo é amplamente necessário e reconhecido [3]. Uma
das áreas em que a previsão de vendas pode ser aplicado é na elaboração do Production
Manager Program (PDP), que é a elaboração o plano de produção dos produtos que serão
manufaturados pela linha de produção.
Uma previsão de demanda de alta qualidade, permite que a empresa forneça aos seus
clientes os produtos e serviços, quando e onde eles desejarem [4]. Com isso, a procura
para melhorar os processos de previsão de demanda tornou-se necessário, devido ao auxílio
fornecido no planejamento da cadeia de suprimentos, fornecimento futuro, estratégias de
vendas e assim por diante.
1.1 Enquadramento
A utilização dos modelos de séries temporais em previsão de demanda, procura encontrar
um modelo estatístico que descreva os acontecimentos passados para realizar as projeções
de demandas futuras [1]. As técnicas utilizadas para a previsão de séries temporais podem
ser divididas em dois grupos: técnicas tradicionais baseadas em modelos matemáticos e
estatísticos, como Auto-Regressivos de Médias Móveis (ARMA) e Modelo Auto-Regressivo
Integrado de Médias Móveis (ARIMA), e as técnicas de Machine Learning (ML), como
Long short-term memory (LSTM) e RF.
Uma comparação entre os métodos de previsão utilizando 1045 séries temporais é
apresentado em [5], em que se concluiu que as técnicas de ML apresentam resultados
inferiores as técnicas estatísticas tradicionais. Constatou-se que os artigos publicados,
que utilizam técnicas de ML, não realizam comparação com os modelos matemáticos
e estatísticos tradicionais, assim, não existem provas experimentais que as técnicas de
ML são mais precisas. Um fator que deve ser levado em consideração é a dificuldade
de modelagem de algumas técnicas de ML, além do grande poder computacional que é
necessário para o treinamento dos modelos de previsão.
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Assim sendo, nota-se a importância de realizar trabalhos que abordem também as
técnicas de previsão tradicionais, realizando a comparação entre elas, afim de encontrar
a técnica com o melhor desempenho.
1.2 Objetivos
Realização da previsão de demanda para os produtos manufaturados de uma indústria
automobilística, diminuindo o erro das previsões com uma antecipação mínima de 5 se-
manas, gerando assim o plano de produção.
1.2.1 Objetivos Específicos
• Realizar a previsão de vendas com uma antecipação mínima de 5 semanas;
• Identificação dos produtos manufaturados que possuem uma regularidade e serão
utilizados na solução desenvolvida;
• Comparação das técnicas utilizadas na previsão;
• Visualização do plano de produção para as semanas previstas, podendo utilizar os
resultados em outro sistema desenvolvido pela Techwelf 1.
1.3 Motivação
A dificuldade em encontrar o equilíbrio entre a necessidade de reduzir os custos e a neces-
sidade de melhorar o nível de serviço, acaba por favorecer uma das opções. Por exemplo,
ao reduzir o stock, em busca de redução dos custos, prejudicaria o rápido atendimento na
variação de demanda do cliente. Por outro lado, o aumento no stock de segurança, para
atender a demanda durante os picos, gera um excesso de stock e um aumento nos custos
[6].
1http://www.techwelf.com/
4
As principais estratégias dos processos em uma cadeia de suprimento são divididas em
duas categorias: na antecipação aos pedidos do clientes, produção puxada, ou na resposta
ao pedidos dos clientes, produção empurrada [7].
Na produção puxada, pull, o processo inicia-se em resposta ao pedido do cliente, com
isso, é produzido o que realmente o cliente precisa. Os processos pull podem ser definidos
como processos reativos, porque reagem à demanda do cliente [7].
As principais vantagens da produção puxada é o lead time de pedido em um intervalo
menor, isso colabora com um nível de stock menor. Reação mais rápida às oscilações e
incertezas da demanda [8].
Na produção empurrada, push, o processo inicia-se na antecipação aos pedidos dos
clientes. A quantidade que será produzida é calculada por meio de previsões, podendo
não ser a real necessidade do cliente. Este processo pode ser chamado de especulativo,
porque responde as previsões e não a demanda real do cliente [7].
As principais desvantagens dos processos empurrados são [8]:
• O tempo de armazenagem do stock nos depósitos, que podem ser de longos períodos,
aumentando o risco do produto ficar obsoleto, custos de manutenção e diminuição
de lucros;
• A acumulação de stocks pode limitar a capacidade da empresa acompanhar as ten-
dências do mercado.
A aplicação dos dois processos push/pull juntos na cadeia de suprimento torna-se muito
viável. A adaptação dos dois processos na cadeia de suprimentos depende de uma análise,
em que os gestores definiram as melhores abordagens para sua organização.
Dentro desses conceitos, surge o sistema Just in Time (JIT), produção puxada, foi
criado por Taiichi Ohno, na Toyota Motor Corporation, com a proposta de produzir e
atender no tempo certo à produção, ou seja, disponibilizar o produto no lugar certo e na
hora certa [9].
Com o objetivo de reduzir os processos que consomem recursos ou causam desperdício,
por exemplo o stock, o transporte interno de mercadoria, paradas durante o processo,
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retrabalho, entre outros, deveriam ser suprimidos da linha de produção de fábricas.
Assim o sistema JIT tem como princípios [10]:
• Trabalhar com o menor stock possível ou stock zero;
• Produção enxuta, uma produção sem desperdícios ou com o mínimo de desperdício
possível;
• Esforço constante na resolução dos problemas;
• Lotes de fornecimentos reduzidos. Os lead times do fornecimento são reduzidos,
permitindo oferecer um alto nível de qualidade.
• Redução da quantidade de stock armazenada, devido ao fato de se produzir o ne-
cessário, reduzindo os problemas de perda de stock, diminuição nos lucros, produto
obsoleto ou/e espaço para o armazenamento.
O JIT proporciona uma redução de custos, de stock e melhoria na qualidade, propor-
cionando a obtenção de maiores lucros e melhoria no retorno do capital investido.
Um dos problemas que acontecem com a previsão de vendas é a baixa acurácia que
provoca problemas na estimativas, requerendo um elevado nível de stock de segurança,
e isso não deveria ser uma solução [11]. Devido a essa situação e procurando aplicar as
melhorias desenvolvidas nos modelos de previsão apresentados nas pesquisas acadêmicas,
surgiu a oportunidade do desenvolvimento desse trabalho buscando a aproximação entre os
avanços das pesquisas acadêmicas e a industria, validando os novos modelos e analisando
seu comportamento em uma situação real.
A aplicação de técnicas de inteligência artificial nas empresas está nos assuntos mais
desenvolvidos dos últimos tempos, assim a contribuição desse trabalho no meio acadêmico
com a aplicação de técnicas de ML em situações reais fornecendo um insight que possa
ser utilizado nas decisões empresariais.
Outro ponto a se destacar é na utilização das previsões no nivelamento de produção,
que significa a divisão do ciclo mensal em quantidades diárias [12], assim a linha de
produção atua com ciclos diários na manufatura dos produtos.
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O processo de nivelamento é composto por várias operações de planejamento em busca
da distribuição das ordens de lotes programados em sequências otimizadas para a produ-
ção. Essa sequência deve respeitar a capacidade produtiva e suavizar as quantidades que
serão produzidas [13].
O processo pode ser descrito da seguinte forma:
• Dimensionamento dos lotes em quantidades menores;
• Nivelamento da carga de produção;
• Escalonamento dos produtos respeitando a capacidade diária;
• Sequência de manufatura para linha de produção.
1.4 Limitações
Uma das limitações do trabalho encontra-se no tamanho do conjunto de dados fornecidos
pelo fabricante, que é de apenas dois anos de dados. Conforme Hyndman, Kostenko
et al., as séries temporais curtas possuem muitas dificuldades de fornecer uma previsão
confiável. Normalmente, os dados reais contém muita variação aleatória, com isso surge
a necessidade de utilizar mais amostras [14]. Apesar dos novos pedidos feitos, a empresa
em questão não teve como disponibilizar mais dados para análise.
1.5 Estrutura do Documento
O trabalho está organizado da seguinte forma:
No capítulo 2 apresenta uma introdução ao conceito de séries temporais e abordas as
técnicas estatísticas e ML utilizadas para realizar previsões em séries temporais.
O capítulo 3, realiza uma descrição dos processos realizados durante o desenvolvimento
do trabalho, abordando as ferramentas e bibliotecas utilizadas.
No capítulo 4 é realizado uma apresentação do dataset utilizado neste trabalho e a
identificação dos produtos com demanda regular.
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No capítulo 5 são apresentados e debatidos os resultados encontrados, com compara-
ções entre as técnicas apresentadas no capítulo 2.
O capítulo 6 contém as informações sobre o desenvolvimento de protótipo para a
utilização na empresa, visando a aplicação dos dados obtidos.
No capítulo 7 são apresentadas as conclusões do trabalho, com comentário sobre os
resultados obtidos e sugestões para trabalhos futuros.
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Capítulo 2
Técnicas para análise de séries
temporais
2.1 Série Temporal
Um conjunto de observações que estão ordenadas no tempo é uma característica de uma
série temporal [15]. Os conjuntos de observações pode ser preços de ações [16], sinais de
áudio [17] ou imagem por ressonância magnética funcional [18], são alguns exemplos de
séries temporais. A variável tempo está num intervalo de segundos, dias, semanas, meses
ou anos.
O conjunto de observação pode ser composto de variáveis quantitativas, que apresen-
tam medidas em escala quantitativa, valores numéricos. Essas podem ser contínuas, que
assumem valores em uma escala continua, ou variáveis discretas, que são números finitos
ou infinitos contáveis.
Existem dois tipos de séries temporais: estacionárias e não estacionárias. Uma série
temporal estocástica é estacionária se a média, variância e autovariância, em diferentes
períodos, forem constantes. Essa característica é encontrada em diferentes períodos, ou
seja, não variam com o tempo. Já um série temporal estocástica não-estacionária é quando
a média ou a variância variam com o tempo, com isso, somente alguns períodos são
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semelhantes, isto prejudica as previsões destas séries temporais.
Os principais fatores a serem investigados em séries temporais são, a simulação com os
dados observados para gerar novos valores para o mesmo período ou em cenários futuros.
Com a análise estatística de gráficos ou descritiva, procura-se descobrir o comportamento
dos dados. Por fim, com a previsão espera-se criar um modelo estatístico utilizando
os dados e assim realizar estimativas para os próximos valores das séries, chamado de
horizonte de previsão.
Os principais componentes das séries temporais são:
• Tendência (Tt): Representa as alterações unidirecionais ao longo do tempo. Esse
tipo de comportamento está presente quando a série exibe crescimento ou decai-
mento constantes, em períodos consecutivos de tempo.
• Sazonalidade (St): O movimento de oscilação ao longo do tempo, com acontecimento
em períodos conhecidos ou fixos, por exemplo, os feriados, datas comemorativas do
país, entre outros;
• Ciclo (Et): Representa a variação aleatória em torno dos componentes anteriores.
A decomposição de uma série temporal pode ser representada em dois modelos: adi-
tiva, Equação 2.1, em que as componentes são somadas, ou multiplicativa, Equação 2.2,
no qual as componentes são multiplicadas.
Aditivo Yt = Tt + St + Et (2.1)
Multiplicativo Yt = Tt ∗ St ∗ Et (2.2)
No processo de análise de série temporal encontra-se o teste de normalidade em que se
verifica se os dados são normalmente distribuídos, um teste aplicado é o de Shapiro-Wilk.
No teste de raiz unitária é verificado se as propriedades da série não se alteram no tempo,
ou seja, se ela é estacionária, sendo um teste aplicado o Dickley-Fuller.
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2.2 Modelos Matemáticos e Estatísticos
Esses modelos pressupõe que as observação passadas possuem as informações sobre o
comportamento da série temporal, em que o padrão é periódico no tempo. Com a proposta
de identificar esse padrão, abstraindo os ruídos que possam estar contidos nas observações
e ao identificar o padrão da série é possível realizar previsões para períodos futuros.
2.2.1 Suavização Exponencial
A suavização exponencial é um dos modelos utilizados nas séries temporais, devido a sua
simplicidade, facilidade de ajuste e boa precisão. Para efetuar a previsão, é realizada
a soma ponderada das observações passadas, com um peso exponencial decrescente nas
observações anteriores.
A Suavização Exponencial Simples, utiliza os dados univariados sem tendência ou
sazonalidade. Assim esse método requer somente um coeficiente de suavização, chamado
de alfa α, que controla a taxa de influencia da observação no tempo [19]. A fórmula de
previsão é apresentada na Equação 2.3, no qual o intervalo varia de 0 < α < 1.
yˆ =
t∑
j=1
α(1− α)t−jyj + α(1− α)tι0 (2.3)
Na Suavização Exponencial Dupla, Equação 2.4, utiliza de base a Suavização Expo-
nencial Simples com a adição da tendência na série temporal. O coeficiente de suavização
beta, β, controla o decaimento da Influência da mudança da tendência, como apresen-
tado na Equação 2.6. O modelo suporta as tendências de diferentes maneiras: aditivo e
multiplicativo.
Para as previsões multi-passos a tendência pode ter um comportamento irreal, assim
para amortecer a tendência a longo prazo é adicionado o coeficiente de amortecimento
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phi, (φ), que controla a taxa de amortecimento.
Previsão yˆ = lt + hbt (2.4)
Cíclico lt = αyt + (1− α)(lt−1 + bt−1) (2.5)
Tendência bt = β∗(lt − lt−1) + (1− β∗)bt−1 (2.6)
Por fim, a suavização exponencial tripla, é a última extensão da suavização exponen-
cial, com a adição da sazonalidade na série temporal univariada. Além dos coeficientes
comentados anteriormente, tem a adição do coeficiente gamma, γ, que controla a influên-
cia da componente sazonal. Essa é a variação mais avançada da suavização exponencial.
Para garantir a sazonalidade é necessário indicar quando o período sazonal acontece.
yˆ = lt + hbt + st−m+h+m (2.7)
h+m = b(h− 1) |m|c+ 1 (2.8)
2.2.2 Modelo Auto-Regressivo Integrado de Médias Móveis
Este modelo Auto-Regressivos de Médias Móveis (ARMA) é apresentando na Equação
2.9, em que a previsão inclui os valores anteriores dos erros de yt e os atrasos. Também
nota-se que os coeficientes garantem a estacionariedade e invertibilidade da série analisada
[5].
yt = c+ φ1yt−1 + ...+ φpyt−p + φ1et−1 + ...+ φqyt−q + et (2.9)
Da combinação da equação 2.9 com a diferenciação surge o Modelo Auto-Regressivo
Integrado de Médias Móveis (ARIMA), com as seguintes componentes ARIMA(p, d, q),
onde o termo AR é o percentual de diferença, MA é o termo de média móveis e I é
a diferenciação, assim é possível tornar uma série não-estacionaria em estacionaria por
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diferenciação:
• p = ordem de termos auto-regressivos;
• d = grau da primeira diferenciação;
• q = ordem de termos de média móvel-
2.3 Aprendizado de Máquina
Devido à grande quantidade de dados disponíveis e à limitação humana para compreender
e analisar essas informações, surge o Machine Learning (ML). Ele é utilizado para realizar
o processamento em grande escala e para conjuntos de dados complexos com grande
número de variáveis e recursos. Um dos pontos a se destacar no ML e Deep Learning, é
o melhor desempenho em grande conjunto de dados melhorando assim, os resultados dos
modelos analíticos e preditivos das séries temporais [20].
O ML refere-se à extrapolação dos padrões mapeados nos conjuntos de dados ou na
capacidade de realizar previsões de novos dados com o que foi aprendido com os dados
conhecidos anteriormente. As duas grandes divisões no aprendizado de máquina são o
aprendizado supervisionado e o não-supervisionado, existindo uma terceira conhecida por
aprendizado por reforço.
No aprendizado supervisionado, os algoritmos usam os conjuntos de dados categori-
zados para então classificar os dados semelhantes não categorizados. A categorização dos
dados pode ser discreta ou contínua.
No aprendizado não supervisionado não existe uma categorização, o algoritmo aprende
sozinho a classificar. Um exemplo é a técnica de agrupamento, em que se procura sepa-
rar os dados em subconjuntos. Uma das características para os cluster são ter grande
semelhança entre os dados da mesma classe e baixa similaridade com as demais classes.
Existem muitas técnicas utilizadas no aprendizado não supervisionado e o grande sucesso
da Deep Learning está relacionado a essa eficiência [20].
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Por fim, o aprendizado por reforço é semelhante ao aprendizado supervisionado, em que
é fornecidos feedback para melhorar o desempenho. Uma diferença entre esse aprendizado
é que não existe uma categorização nos dados, mas uma avaliação por métricas, por
exemplo [20].
2.3.1 Floresta Aleatória
A floresta aleatória, conhecido também com RF é um algoritmo flexível e fácil de ser
usado. Além de produzir resultados excelentes na maioria das vezes, mesmo sem o ajuste
de hiper-parâmetros [21].
Uma árvore de decisão simboliza uma função que tem como entrada um vetor de
valores de atributos e retorna uma decisão [22]. É realizado uma combinação, ensamble,
de várias árvores de decisão, que tem a finalidade de realizar o aumento do resultado
geral, nos critérios de acurácia e estabilidade.
A avaliação da importância do atributo é uma parte importante do processo, pois
podemos identificar os atributos mais importantes para a decisão nas RF e remover os
atributos menos importantes, ganhando desempenho [21].
2.3.2 Multilayer Perceptron
O algoritmo de aprendizado supervisionado, MLP, tem por definição a função de apren-
dizado f(.) : Rm− > R0, em que m é o número de dimensões de entrada e 0 é o número
de dimensões de saídas. Dado um conjunto de dados X = x1, x2, ..., xm e um target y,
o algoritmo pode aprender uma função de aproximação não linear para classificação ou
regressão. Entre a camada de entrada e a camada de saída, podem existir mais camadas,
conhecidas como camadas ocultas [23].
A camada que fica à esquerda é conhecida como camada de entrada, que possui um
conjunto de neurônios de entrada, que são representados por xi|x1, x2, ..., xm. Os neurônios
da(s) camada(s) oculta(s) transformam os valores da camada anterior em um somatório
linear ponderado w1x1, w2x2, ..., wmxm, seguidos por um função de ativação não linear
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g(.) : R− > R, sendo elas:
• Função Identidade: f(x) = x
• Função de Ativação Retificada (relu): f(x) = max(0, x)
• Função Tangente Hiperbólica (tanh): f(x) = tanh(x)
• Função Logística ou Sigmoide (logistic): f(x) = 1(1+exp(−x))
Dentre as vantagens da MLP são a capacidade de aprender modelos não lineares e
aprender modelos em tempo real. Nas desvantagens da MLP são que as camadas ocultas
possuem funções de perdas não convexas, em que existe mais de um mínimo local.
O treinamento da rede MLP é realizado pela técnica backpropagation sem nenhuma
função de ativação na camada de saída. A função de perda utilizada é o erro quadrático,
Equação 2.10, em que a iniciação dos pesos aleatórios é minimizada pela função de perda,
realizando a atualização desses pesos.
Perda(yˆ, y,W ) = 12 ‖yˆ − y‖
2
2 +
α
2 ‖W‖
2
2 (2.10)
Devido a sensibilidade no dimensionamento de recursos, é recomendado a transforma-
ção que padronize os dados para ter a média 0 e a variância 1.
2.3.3 Long short-term memory
A arquitetura LSTM é um exemplo de Recurrent Neural Network (RNN). Essa arquitetura
é conhecida por preservar as informações por longos períodos, sendo um comportamento
comum e fácil de aprender. Introduzidas por Hochreiter e Schmidhuber, em 1997, com
o objetivo de melhorar o desempenho ao resolver o problema do desaparecimento de
gradiente que as RNN naturalmente sofrem ao lidar com grandes quantidade de dados
[24].
A célula de memória das redes LSTM possui quatro componentes: Uma célula Cons-
tant Error Carousel (CEC), que é responsável por percorrer toda a cadeia, não possuindo
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uma função de ativação, com isso o gradiente não desaparece no treinamento do backpro-
pagation. Isso solucionou o problema das RNN e facilitou a aprendizagem a longo prazo,
pois as informações circulam facilmente entre as células inalteradas [25]. Também possui
três gates, portões, que são formas de, opcionalmente, deixar passar as informações. Ao
não deixar passar a informação, expressa o esquecimento. São compostas por uma camada
de rede neural sigmoide e uma operação de multiplicação.
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Capítulo 3
Materiais e Métodos
Os procedimentos realizados durante o desenvolvimento deste trabalho de dissertação,
encontram-se descritos de forma detalhada nesta seção e resumidas na Figura 3.1. A
compreensão dos fatos permite a elaboração de previsões e com a ajuda da análise de da-
dos é possível explorar o passado, para a criação de modelos preditivos. Os passos a serem
seguidos na análise de dados, conforme apresentado por [26], são: Definição do Problema;
Obtenção dos dados; Limpeza dos dados; Normalização dos dados; Transformação dos
dados; Estatística exploratória; Visualização exploratória; Modelagem preditiva; Valida-
ção do modelo; Visualização e interpretação dos resultados obtidos; e Implementação da
solução.
As etapas executadas de forma resumida, são apresentadas no Figura 3.1:
Figura 3.1: Etapas da metodologia de trabalho
17
3.1 Etapa 01: Definição do Problema
A pergunta base deste trabalho foi: Com base nos dados históricos, é possível realizar
uma previsão da quantidade de vendas dos produtos com alta qualidade e precisão para
sustentar a definição do Production Manager Program (PDP)?
A partir da definição do objetivo, realizou-se a estruturação da metodologia e das
ferramentas que se utilizaram.
3.2 Etapa 02: Preparação dos dados
Os passos que foram executados para a obtenção, limpeza, normalização, transformação
dos dados em um conjunto ideal, evitando os problemas que os dados brutos possuem
valores inválido, ausentes ou outlier1.
Durante esta etapa, a avaliação da relação entre as variáveis foi realizada e foram
removidas as variáveis com muitos valores nulos, selecionado apenas as variáveis que pos-
suíam valores úteis para a análise. A ferramenta utilizada foi a linguagem de programação
Python e a biblioteca Pandas, que fornece métodos de leitura de arquivos e manipulação
dos dados, assim foi realizado a remoção de colunas e valores ausentes.
O próximo passo foi realizar o agrupamento das vendas por semana do ano, que acon-
teceu da seguinte forma. Para cada data de entrega foi calculado o primeiro dia daquela
semana do ano, após isso foi realizado o agrupamento das quantidades produzidas dos
produtos por semana do ano, formando assim três colunas: Material_ID, data da semana
do ano e Quantidade.
Devido a necessidade de normalização do dados para a aplicação de algumas técni-
cas de ML, foi utilizados a biblioteca scikit-learn2 e as transformações MinMaxScaler e
StandardScaler.
A transformação MinMaxScaler é utilizada para dimensionar os valores para uma
média zero, com escala de variação. A equação utilizada é apresentada em 3.1, em que
1Dados que se diferenciam drasticamente de todos os outros
2http://scikit-learn.org/stable/index.html
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p_min e p_max é o intervalo desejado para os dados transformados, por exemplo (0,1)
ou (-1,1) e X é o conjunto de dados que será transformado:
x_std(X) = X −min(X)
max(X)−min(X)
X_scaled = x_std ∗ (p_max− p_min) + p_min
(3.1)
StandardScaler transforma os dados de modo que tenham média zero e desvio padrão
igual a um. A Equação 3.2, demostra como é realizada esta transformação.
z = x−media
desviopadrao
(3.2)
3.2.1 Feature engineering
Um dos objetivos do modelos preditivos é a obtenção dos melhores resultados possíveis.
Para alcançar isso, é necessário obter o máximo aproveitamento dos dados que possui. As
características dos dados, influenciaram diretamente no desempenho dos modelos predi-
tivos elaborados. Feature engineering torna-se uma parte importante no processo, pois
com ela, é possível extrair características úteis que podem ser determinantes para o de-
sempenho do modelo.
As tarefas de preparação dos dados e a feature engineering podem parecer simila-
res, mas a grande diferença é o tempo para realizar cada tarefa e a complexibilidade.
Enquanto a preparação dos dados é um processo mais de limpeza, como a detecção de
valores duplicados e valores nulos ou outliers, já a feature engineering realiza uma avali-
ação mais profunda para o conhecimento da variável explorada, por exemplo, redução da
dimensionalidade, transformação dos dados ou combinações entre variáveis.
Feature engineering é a de parte de modelar manualmente como deverá ser a entrada,
input, para algoritmos que serão utilizados na previsão.
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3.3 Etapa 03: Exploração dos dados
Nesta etapa acontece a busca dos padrões e relações entre os dados. São utilizados gráficos
e a análise estatística ou outros métodos descritos na literatura.
3.3.1 Agrupamento da Demanda
O processo do agrupamento da demanda auxilia na escolha dos métodos de previsão.
Desenvolvida por [27] em 2005, os ítens são agrupados em quatro categorias: (a) Errático:
são os itens com alta variação da quantidade e com períodos regulares; (b) Irregular:
são os produtos com alta variação da quantidade e com muitos períodos sem demanda;
(c) Regular: são os itens com baixa variação da quantidade e com pedidos regulares e
(d) Intermitente: são os produtos com baixa variação na quantidade e com períodos sem
demanda.
Os cálculos do ADI, equação 3.3, e do CV 2, equação 3.4, são apresentados a seguir:
ADI = NúmerodePeríodosComDemanda
NúmerodePeríodosSemDemanda (3.3)
CV 2 =
(
DesvioPadrão
Média
)2
(3.4)
A Figura 3.2 apresenta os intervalos dos valores entre do ADI e do CV 2 em que é
identificada a categoria à qual o item pertence.
3.4 Etapa 04: Modelagem Preditiva
Neste processo, foi elaborado a criação e escolha do modelo que será utilizado para prever
os resultados.
Os modelos apresentados nas seções 2.2 e 2.3 foram implementados na linguagem de
programação Python por meio das bibliotecas Keras3 e scikit-learn.
3https://keras.io/
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Figura 3.2: Categorização da demanda por meio dos valores do ADI e do CV 2, adaptado
de [27]
Primeiramente, os conjuntos de dados criados foram separados em dois sub-conjuntos
Train, utilizado para o treinamento do modelo, e Test, utilizado para a validação deste
modelo.
As amostras foram separadas de forma aleatória por meio do método train_test_split
da biblioteca scikit-learn. O conjunto original foi divido em 90% para o sub-conjunto
Train e 10% para o sub-conjunto Test. No sub-conjunto de Train foram aplicados as
técnicas que realizando os cálculos das equações e parâmetros para criaram o modelo. O
sub-conjunto de Test foi utilizado para verificar da precisão do modelo.
Para comprovar a eficiência do modelo de regressão são utilizadas as funções de perda,
de pontuação e de utilidade. Isto fornece uma forma de avaliação dos modelos desenvolvi-
dos. As métricas de avaliações que foram utilizadas para medir o desempenho do modelo
desenvolvido, estão descritas a seguir:
3.4.1 Mean Absolute Error
O Erro Absoluto Médio,Mean Absolute Error (MAE), é uma medida utilizada para avaliar
os modelos de regressão. Ela é uma medida de quanto o valor previsto desviou do valor
real, em que, quanto maior o valor da medida, maior é o desvio do valor real.
A equação para calcular os valores absolutos dos erros é apresentada em 3.5, onde y
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são os valores verdadeiros, yˆ são os valores previstos e n é o número de amostras.
MAE(y, yˆ) = 1
n
n−1∑
i=0
|yi − yˆi| (3.5)
3.4.2 MSE e RMSE
O Erro Quadrático Médio é semelhante ao MAE, só que em vez de assumir os valores
absolutos dos erros, a diferença entre o valor real e o valor previsto é elevada ao quadrado.
Isso torna a métrica sensível ao valores discrepantes, devido à penalização que os erros
grandes levam. A equação é apresentada 3.6.
MSE(y, yˆ) = 1
n
n−1∑
i=0
(yi − yˆi)2 (3.6)
O RMSE também mede a magnitude média do erro, com uma pequena diferença para
o MSE, que é a raiz quadrada. Assim a unidade de medida volta para a unidade real
facilitando a interpretação da precisão do modelo. A fórmula é apresentada em 3.7.
RMSE(y, yˆ) =
√√√√ 1
n
n−1∑
i=0
(yi − yˆi)2 (3.7)
3.4.3 R2
Outra medida é o R2 que mede o quão bem o modelo será capaz de prever os valores
futuros. Na equação 3.8, o y são os valores reais, yˆ são os valores previstos, y¯ é a média
dos valores reais e n é o número de amostras.
R2(y, yˆ) = 1−
∑n−1
i=0 (yi − yˆi)2∑n−1
i=0 (yi − y¯)2
(3.8)
3.5 Etapa 05: Visualização dos resultados
A etapa final da análise é a apresentação dos resultados. Nesse caso, será a previsão de
vendas com uma antecedência mínima de cinco semanas, exportado para uma tabela no
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Excel.
3.6 Materiais
Para a realização desta atividades foi utilizada a ferramenta Anaconda, que é uma distri-
buição da linguagem Python.
A biblioteca Pandas pode ser utilizada para a leitura e gravação de conjuntos de dados
em diferentes formatos, tais como arquivos comma-separated values e de texto, planilhas
em excel, entre outros. Ao ler os dados é criado um objeto DataFrame que facilita a
manipulação de dados e possui indexação integrada. Com o DataFrame é possível realizar
cálculos estatísticos básicos, operações nos conjuntos de dados, como mesclar e manipular
valores.
A biblioteca Numpy foi utilizada para a manipulação das matrizes, operações de ál-
gebra linear e transformação nos dados. Para a visualização de dados, foi utilizado a
biblioteca Matplolib que permite a elaboração de gráficos, histogramas e diagramas.
O IPython é um ambiente interativo que permite a visualização imediata dos resultados
e realizar anotações. A biblioteca Scikit-learn possui um coleção de algoritmos e métodos
implementados para análise de dados.
Flask é um microframework com código aberto que utiliza-se para o desenvolvimento
de aplicações Web. A sua arquitetura baseia-se em adicionar os módulos conforme a
necessidade do desenvolvimento.
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Capítulo 4
Análise Exploratória e Preparação
dos Dados
4.1 Análise Estatística do Dataset
Os dados fornecidos para o desenvolvimento deste trabalho são de uma fabricante inter-
nacional de componentes automóveis, localizada no nordeste de Portugal. O conjunto de
dados refere-se às vendas realizadas no período de fevereiro de 2016 até janeiro de 2018.
O arquivo engloba 139.970 mil amostras com 14 colunas. A Tabela 4.1, apresenta uma
amostra das cinco primeiras linhas do conjunto de dados antes do pré-processamento.
Cada coluna apresenta as informações descritas, em que:
• Plant: Identificação da fábrica, sempre constante. Valor: 1361;
• Material: Referência interna do produto manufaturado. Possui 855 referências dis-
tintas;
• Purchase Order: Refere-se as ordens de compra. Sempre nulo, não apresentou
nenhum dado;
• Material Description: Descrição do nome do produto por extenso. Possui 814 des-
crições distintas;
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• Movement Type: Identificação do tipo de movimento do produto. Possui 2 valores
distintos;
• Storage Location: Abreviação do local de armazenamento. Possui 6 valores distin-
tos;
• Quantity: Quantidade do produto vendida ou devolvida;
• Order Unit: Unidade do pedido. Sempre nulo, não apresentou nenhum dado;
• Entry Date: Data em que foi realizada a venda. Possui 574 dias distintos;
• Time of Entry: Horário em que foi realizada a venda;
• Reference: Identificação única do produto no documento emitido pela fabricante.
Possui 16014 valores distintos;
• Amount in LC: Valor total da quantidade na moeda local em que o sistema foi
configurado;
• Material Document: Identificação dos produtos que foram vendidos ou devolvidos.
Possui 16113 valores distintos;
• User name: Identificação do usuário. Possui 25 usuários distintos.
Tabela 4.1: Amostra dos dados originas fornecidos pela fabricante
Plant Material Purchase Order Material Description Movement Type Storage Location Quantity Order Unit Entry Date Time of Entry Reference Amount in LC Material Document User name
0 1361.0 10150752XX NaN ECube - Muﬄer EB2 STD 601.0 OU10 -90 NaN 2016-06-30 12:45:06 47894337.0 -778.83 4.873719e+09 8EMEA_CPS
1 1361.0 10150752XX NaN ECube - Muﬄer EB2 STD 601.0 OU10 -90 NaN 2016-06-30 12:40:44 47811068.0 -778.83 4.873717e+09 8EMEA_CPS
2 1361.0 1077377YXX NaN Tubo Q3 125-147kw TFSI 4motion EU5 601.0 OU10 -144 NaN 2016-06-30 19:20:12 47812149.0 -389.96 4.873915e+09 8EMEA_CPS
3 1361.0 1077464YXX NaN Tubo Q3 125-147kw TFSI 4motion EU5 601.0 OU10 -208 NaN 2016-06-30 19:20:12 47812149.0 -604.48 4.873915e+09 8EMEA_CPS
4 1361.0 1100720RXX NaN Tubo de pressao 1714R2 601.0 OU10 -15 NaN 2016-06-30 21:45:05 47871409.0 -48.61 4.873983e+09 8EMEA_CPS
Conforme analisado, optou-se por remover as colunas Purchase Order e Order Unit,
por não terem nenhuma informação que poderia ser utilizado. Outra coluna removida foi
a Plant, por apresentar valor constante.
Observou-se que a identificação da Reference era a mesma para as vendas e para
as devoluções, desta maneira, foi possível identificar as ordens que foram vendidas e
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devolvidas. Isto é um ponto importante, devido a proposta de aumentar a precisão do
modelo de previsão e diminuir a produção de produtos extras. A Tabela 4.2, apresenta
que o MovementType de 601.0 é o valor de saída, assim a Quantity é negativa. Já o valor
do MovementType 602.0 é de entrada, assim a Quantity é positiva. Foram identificadas
55 Reference iguais em que o Movement Type foi de saída e após um tempo de entrada,
isso significa que estes produtos foram vendidos e logo em seguida devolvidos, deste modo,
realizou-se a remoção destes dados do conjunto.
Tabela 4.2: Amostra dos dados de vendas e depois de devolução
Plant Material MaterialDescription MovementType StorageLocation Quantity EntryDate TimeofEntry Reference AmountinLC MaterialDocument Username
1361.0 1224704XXX H4H5 E6 inlet Monolith 601.0 IN10 -2 2016-03-03 18:08:00 45557653.0 -115.50 4821534440.0 ARRIBASD
1361.0 1525547XXX X82 Eur6 CATA Monolyth 601.0 PR10 -1 2016-03-03 18:08:00 45557653.0 -191.24 4821534440.0 ARRIBASD
1361.0 1224704XXX H4H5 E6 inlet Monolith 602.0 IN10 2 2016-03-03 18:13:53 45557653.0 115.50 4821537379.0 ARRIBASD
1361.0 1525547XXX X82 Eur6 CATA Monolyth 602.0 PR10 1 2016-03-03 18:13:53 45557653.0 191.24 4821537379.0 ARRIBASD
Após isto, foi realizado o agrupamento pelas colunas Material, MaterialDescription
e EntryDate, somando a Quantity, obtendo assim a vendas diárias de cada produto.
Ao total esta nova tabela possuía 57.065 amostras, com quatro colunas. Foi realizado
a operação matemática, valor absoluto, na coluna Quantity, tornando todos os valores
positivos. A Tabela 4.3, apresenta 5 amostras das vendas diárias realizadas no decorrer
do período de 01/02/2016 até 31/01/2018. Neste período foram produzidos 855 produtos
diferentes pela empresa.
Tabela 4.3: Amostra dos dados de vendas diárias
Material MaterialDescription EntryDate Quantity
1001465PXX Canning Cata X12 exp 2016-02-01 200
1001465PXX Canning Cata X12 exp 2016-02-08 200
1001465PXX Canning Cata X12 exp 2016-02-22 200
1001465PXX Canning Cata X12 exp 2016-03-07 200
1001465PXX Canning Cata X12 exp 2016-03-14 200
A apresentação da correlação entre os dados Material e MaterialDescription, foram
aplicados na função para criar um Label Encoder, que transformou os dados não numéricos
em dados numéricos, formando um único atributo, chamado Material_ID.
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Realizou-se o agrupamento semanal, realizou-se uma análise cautelosa para que todas
as amostras estivessem ao longo de uma semana completa. A atributo EntryDate foi
utilizado para calcular o primeiro dia da semana, segunda-feira, chamado de Date.
Os dados foram novamente agrupados pelos atributos Material_ID e Date. Identificou-
se que nem todos os produtos tinham o mesmo número de amostra por semana, pois nas
semanas que não teve produção, não existia a informação. Para os Material_ID que não
tinham vendas em determinada data, foram criadas amostras com o valor da Quantity
zero, deixando o mesmo número iguais para todos os produtos. Assim o conjunto de dados
ficou constituído com 853 produtos, em 104 semanas totalizando 88.712 mil amostras.
A Figura 4.1, apresenta o conjunto de dados agregados, nota-se uma sazonalidade nos
meses de julho, agosto e dezembro, mais especificamente entre as semanas do ano 28 à
32 e 49 á 52. Esta queda das vendas, deve estar diretamente relacionadas ao período em
que a fabricante tem por obrigação de fechar a fábrica, totalmente ou parcialmente, para
as férias dos trabalhadores nos períodos de 15 de Julho a 31 de Agosto, por ser de até 21
dias consecutivos, e/ou durante as férias escolares de Natal, não excedendo 5 dias úteis
consecutivos, conforme a cláusula 72, itens b e d do documento [28].
4.2 Agrupamento dos dados
A aplicação do método do agrupamento dos produtos descrito em 3.3.1, constatou-se que
apenas duas classes estavam presentes no conjunto de dados sendo elas, a classe regular
com 188 produtos e a classe irregular com 665 produtos.
A classe irregular representa 11% da quantidade de vendas totais de todos os produtos
que a empresa realizou, enquanto o restante das vendas é representada pela classe regular.
Identificou-se que alguns produtos que foram classificados como irregulares, possuíam
semanas regular de encomendas. Devido a este fato, criou-se uma tabela com 855 linhas e
104 semanas, em que o valor das célula 0 representava que o produto não teve encomendas
naquela semana, enquanto o valor 1 representava que aconteceu encomendas.
Utilizou-se do algoritmo k-means para realizar o agrupamento dos produtos em 4
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Figura 4.1: Sazonalidade dos dados agrupados da série temporal
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classes, seguindo o padrão descrito em 3.3.1.
A primeira classe, 0, contém 77 produtos, em que as encomendas variam entre 19 e
77 semanas. A percentagem de vendas totais é de 13%. A segunda classe, 1, contém 83
produtos, em que as encomendas semanas variam entre 12 e 59 semanas. A percentagem
de vendas é de 10%. A terceira classe, 2, contém 555 produtos, em que as encomendas
variam entre 1 até 28 semanas. Esta classe contém os produtos que foram produzidos
poucas vezes, normalmente um pedido especial de alguma empresa e os produtos descon-
tinuados. A percentagem de vendas é de 2%. A quarta classe, 3, contém 138 produtos,
em que as encomendas variam entre as semanas 54 e 102. São os produtos mais regulares,
que têm vendas semanais constantes. Assim, é onde se encontra a maior representação
de vendas que a empresa realizou, com uma percentagem de 75%.
A Tabela 4.4, apresenta a comparação entre as duas técnicas, descrita na seção 3.3.1
representada nas linhas e a aplicação da técnica k-means representada pelas colunas, em
que a classe com identificação 3, agrupou todos os produtos regulares, 138 produtos, e a
classe com identificação 2, contém todos os produtos irregulares ou descontinuados, com
555 produtos. Os outros dois identificadores de classe, 0 e 1, contêm a mistura entre as
duas classes do método 3.3.1.
Tabela 4.4: Comparação entre as classificações dos produtos
0 1 2 3 Venda (%)
Regular 41 9 0 138 11
Irregular 36 74 555 0 89
Venda (%) 13 10 2 75 100
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Capítulo 5
Resultados e Discussões
A utilização de diferentes conjuntos de treinamento aconteceu pelos motivos de que os
algoritmos precisaram de atributos diferentes para a realização do treinamento, por exem-
plo, o modelo Média Móvel Integrada Auto-regressiva Sazonal (SARIMAX) necessitava
de uma série temporal com os dados ordenados. Para os modelo de RF foi necessário
extrair algumas características referentes à data.
5.1 Conjunto de Treinamento - Tipo 01
Este conjunto de treinamento é composto pelos atributos Material_ID, Year, Month,
Week, e o target que é a Quantity. Para isto o conjunto original foi dividido em 2 sub-
conjuntos 10% para test e 90% para train, e realizado a normalização dos dados. Foi
realizado o treinamento do modelo RandomForestRegressor, em que o resultados dos
atributos mais importantes para a decisão é apresentado na Figura 5.1. Constata-se que
o Material_ID é o atributo mais relevante para a decisão na floresta aleatória. Verificou
que o modelo contém 10 árvores de decisão, que formaram a floresta aleatória, com um
total de 8.872 folhas.
A Tabela 5.1, apresenta as métricas de avaliações do modelo, em que os resultados para
os sub-conjuntos de treinamento e de teste, apresentaram uma R2 de aproximadamente
97% e 85 % respectivamente. A Figura 5.2, apresenta uma comparação entre o y_real,
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Figura 5.1: Importância dos atributos para o algorítimo floresta aleatória
Figura 5.2: Comparação entre o y_real e o y_previsto por meio do modelo RF
linha azul, e o y_previsto, linha laranja, os dados foram agrupados e realizado a média
deles por semana de todos os produtos. Se nota que o modelo consegue identificar os
padrões das séries temporais.
Tabela 5.1: Resultados das métricas de avaliação para o modelo de RF
R-Squader Mean Absolute Error Root Mean Squared Error
Treinamento 0.974799 28.079867 130.18012
Teste 0.852687 69.956249 330.680791
5.2 Conjunto de Treinamento - Tipo 02
O modelo SARIMAX(p, d, q, s), como mencionados na seção 2.2.2, teve uma das seguintes
configurações SARIMAX(1, 0, 0, 52) ou SARIMAX(0, 0, 0, 52). Com isto, realizou-se a
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Figura 5.3: Comparação entre o y_real e o y_previsto obtido por meio do modelo SARI-
MAX
previsão para todo os produtos com a mesma configuração e com os resultados obtidos
foram calculadas as métricas que são apresentadas na Tabela 5.2, nota-se que o conjunto
test não teve um boa resposta. A Figura 5.3, é notável que o modelo não conseguiu
predizer com tanta confiabilidade o comportamento das vendas dos produtos. Isto fica
constatado pelo baixo valor do R2.
Tabela 5.2: Resultados das métricas de avaliação para o modelo de SARIMAX
R-Squader Mean Absolute Error Root Mean Squared Error
Treinamento 0.858299 77.752127 308.478999
Teste 0.548395 133.945987 580.600020
5.3 Conjunto de Treinamento - Tipo 03
Com os resultados obtidos na Tabela 4.4, e a baixa importância dos produtos da coluna
com o identificador 2, foi realizado a combinação entre os outros identificadores, em
que a ordem foi a seguinte 0-A, 1-B, 3-C, 01-AB, 03-AC, 13-BC e 013-ABC, ou seja,
realizou-se a combinação das colunas da Tabela 4.4 obtendo a lista dos produtos que
pertencia a cada classe. Os resultados obtidos são apresentados na Tabela 5.3, em que se
observou uma melhoria nos resultados para o tipo C, com a combinação dos resultados
em que, o R2 aumentou e o MAE diminuiu, um bom sinal para o modelo que se espera
encontrar para aplicar na empresa. Observando-se a métrica MAE no teste obteve-se um
desvio aproximadamente de 75 a 270 unidades entre os produtos, em aproximadamente
10 semanas em que o modelo não conhecia os dados.
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Tabela 5.3: Resultados das métricas de avaliação para o modelo de RF
Treinamento Teste
R-Squader Mean Absolute Error Root Mean Squared Error R-Squader Mean Absolute Error Root Mean Squared Error
TipoA 0.978990 43.574911 133.585334 0.834241 128.023397 337.228069
TipoB 0.974476 34.224678 152.159194 0.689388 74.284212 250.057835
TipoC 0.977616 99.348963 231.701881 0.852998 270.826957 591.854025
TipoAB 0.971583 42.081782 155.212392 0.784749 119.655998 399.008583
TipoAC 0.976711 81.609975 210.744787 0.868531 218.903493 539.958559
TipoBC 0.977259 75.733943 208.442563 0.897246 204.788501 478.324194
TipoABC 0.975184 70.096943 201.247183 0.886182 188.441661 494.242138
5.4 Conjunto de Treinamento - Tipo 04
Para os algoritmos MLP e LSTM foi utilizado o conjunto com os atributos de datas: Year,
Month e Week mais os atrasos das encomendas em cinco semanas e o Material_ID. A
Tabela 5.4 apresenta uma amostra dos dados do conjunto, em que os parâmetros de data
são da semana atual e t-1 são as venda da semana anterior, t-2 de duas semanas atrás, e
assim por diante.
Tabela 5.4: Amostra do conjunto de treinamento do tipo 04
Material_ID Year Month Week t-1 t-2 t-3 t-4 t-5
Date
2016-03-07 5 2016 3 10 240.0 360.0 456.0 288.0 504.0
2016-03-14 5 2016 3 11 432.0 240.0 360.0 456.0 288.0
2016-03-21 5 2016 3 12 726.0 432.0 240.0 360.0 456.0
2016-03-28 5 2016 3 13 408.0 726.0 432.0 240.0 360.0
2016-04-04 5 2016 4 14 480.0 408.0 726.0 432.0 240.0
A Tabela 5.5 apresenta as métricas de avaliação do modelo MLP em que se observa
uma pequena variação entre os resultados do conjunto de treinamento e de teste. Não
houve melhoria nos erros de previsão conforme apresentado pelas métricasMAE e RMSE
ao serem comparados com os valores das tabelas anteriores. O mesmo aconteceu com o
algoritmo LSTM, em que não foram observadas melhorias, mas sim uma diminuição no
coeficiente de determinação, R2. Em uma comparação entre os dois algoritmos, o MLP
apresentou os melhores resultados com erros de previsão, MAE e RMSE, menores que os
valores apresentados pelo modelo LSTM.
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Tabela 5.5: Resultados das métricas de avaliação para o modelo de MLP e LSTM
Treinamento Teste
R-Squader Mean Absolute Error Root Mean Squared Error R-Squader Mean Absolute Error Root Mean Squared Error
MLP 0.855600 214.173538 492.566256 0.851373 208.906001 490.093804
LSTM 0.577195 341.364286 849.326125 0.593557 331.294951 749.347785
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Capítulo 6
Aplicação
Após identificar o melhor modelo, realizou-se o desenvolvimento de uma aplicação web
para a utilização pelos usuários, podendo assim, realizar o carregamento dos arquivos
sobre as vendas, em que a aplicação realizará o processamento do dados e exibirá os
resultado por meio de gráficos ou saídas no formato excel.
Para o desenvolvimento da aplicação foi utilizada a linguagem de programação Python
com o framework Flask e com a Ambiente de Desenvolvimento Integrado (IDE) Visual
Studio Code1.
6.1 Descrição dos Processos de Pré-Processamento
A Figura 6.1, apresenta as atividades realizadas durante o pré-processamentos dos dados.
Após carregar os arquivos com a biblioteca Pandas, foi realizado a seleção das variáveis
usadas neste trabalho de dissertação, seguido pelo processo para realizar o agrupamento
dos produtos com o objetivo de identificar os produtos com demanda regular e por fim
salvar em um arquivo todos os dados processados.
1https://code.visualstudio.com/
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Figura 6.1: Diagrama com as atividades executadas no pré-processamento dos arquivos
de dados brutos
6.1.1 Carregar arquivos
Para iniciar, é criado uma nova estrutura de dados tabulares bidimensional, onde foi
inserido os dados brutos dos arquivos fornecidos pela fabricante. Nota-se que é removido
qualquer linha que esteja com valor vazio na coluna Material.
1 df_vendas = pd . DataFrame ( )
2 f o r vendas_f i l e in os . l i s t d i r ( path_raw_vendas ) :
3 df_vendas = df_vendas . append (pd . read_excel ( path_raw_vendas + vendas_f i l e ) )
4 df_vendas = df_vendas . dropna ( subset=[ ’ Mater ia l ’ ] , how=’ a l l ’ )
Algoritmo 6.1: Leitura dos dados brutos
6.1.2 Selecionar variáveis necessárias
Conforme explicado na Seção 4.1, nem todos os atributos foram utilizado para realizar
a previsão, assim o seleção destes atributos é apresentando no Algoritmo 6.5. A função
groupby, agrega todas as informações semelhantes realizando a soma. Com isso, é obtido
a Quantidade total vendida no dia, mais esta quantidade está negativa, assim é realizado
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o abs, valor absoluto do atributo.
1 df_vendas = df_vendas . groupby ( [ ’ Mater ia l ’ , ’ Mate r i a lDe s c r i p t i on ’ ,
2 ’ EntryDate ’ ] ) [ ’ Quantity ’ ] . sum ( ) . reset_index ( )
3 df_vendas [ ’ Quantity ’ ] = abs ( df_vendas [ ’ Quantity ’ ] )
Algoritmo 6.2: Somatório da quantidade agrupado pelos atributos Material, Material
Description e Entry Date
6.1.3 Realizar o agrupamento dos produtos e selecionar os pro-
dutos com previsão estimável
Para realizar o agrupamento dos dados foi criando um dataframe que contém as infor-
mações referentes aos produtos que foram vendido ou não naquela semana. Com esse
dataframe foi realizado o treinamento da técnica k-means, obtendo assim as classes seme-
lhantes. O Algoritmo 6.3 apresenta os passos realizados.
1 from sk l ea rn . c l u s t e r import KMeans
2
3 d f_c lu s t e r = pd . DataFrame ( index=df_vendas . Material_ID . unique ( ) , columns=df_vendas . Date . unique ( ) , data=0)
4 f o r index in df_vendas . Material_ID . unique ( ) :
5 f o r c o l in df_vendas . Date . unique ( ) :
6 d f_c lu s t e r . at [ index , c o l ] = np . where ( df_vendas [ ( df_vendas [ ’ Material_ID ’ ] == index ) & ( df_vendas [ ’ Date ’ ] == co l ) ] [ ’ Quantity ’ ] > 0 , 1 , 0)
7
8 kmeans = KMeans( n_c lus te r s = 4 , i n i t = ’ random ’ , max_iter=400 , random_state=45)
9 kmeans . f i t ( d f_c lu s t e r )
10 l a b e l s = kmeans . l abe l s_
11
12 df_kmeans = pd . DataFrame ( )
13 df_kmeans [ ’ Material_ID ’ ] = d f_c lu s t e r . index
14 df_kmeans [ ’ Label ’ ] = l a b e l s
15
39
Figura 6.2: Tela do gerenciamento dos arquivos brutos do conjunto de dados
16 l i s t_mate r i a l_ id = df_kmeans [ df_kmeans [ ’ Label ’ ] . i s i n ( [ 0 , 1 , 3 ] ) ] . index
Algoritmo 6.3: Etapa do agrupamento dos produtos e seleção dos produtos com demanda
regular
A Figura 6.2 demostras os passos descritos anteriormente, com o processo para seleci-
onar os arquivos e o gerenciamento dos mesmos.
6.2 Descrições sobre os Processos do Treinamento do
Modelo
Após os ajustes no conjunto de dados foi necessário projetar como o modelo é treinando.
Assim são apresentadas as etapas por meio do diagrama de atividades na Figura 6.3. Basi-
camente o processo é composto de 3 principais fases: a separação da variável dependente,
Quantity e das variáveis independentes.
Após essa separação é realizado a divisões. Por fim, é realizado o treinamento do
modelo e salvado o mesmo para uma utilização futura.
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Figura 6.3: Diagrama com as atividades executadas no treinamento do modelo
6.2.1 Separação das variáveis independentes e dependentes e
modelação do conjunto de dados nos sub-conjuntos de trei-
namento e teste
O Algoritmo 6.4, apresenta o separação do conjunto de dados em duas variáveis X e y. A
variável X contém as dados independentes, como o mês, ano e semana do ano,; enquanto
a variável y contém os dados alvo que é a Quantity.
O segundo passo, foi realizar uma transformação que tornou o conjunto com média
zero e dentro de uma escala de variação entre os valores 0 e 1.
De seguida foi separado o conjunto em 10% para teste e 90% para o treinamento.
1 X = df_vendas . drop ( columns=[ ’ Quantity ’ ] ) . set_index ( ’Date ’ )
2 y = df_vendas . set_index ( ’Date ’ ) [ [ " Quantity " ] ] . copy ( )
3 de f (X, y , porc =.10) :
4 scx=MinMaxScaler ( )
5 scy=MinMaxScaler ( )
6 scx . f i t (X)
7 scy . f i t ( y )
8 Xm=pd . DataFrame ( scx . trans form (X) , columns=X. columns )
9 Xm. index = X. index
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Figura 6.4: Tela das tarefas de previsão de treinamento do modelo
10 ym=pd . DataFrame ( scy . trans form (y ) , columns=y . columns )
11 ym. index = y . index
12 # Separa os conjuntos em t e s t e e va l idacao com 10%
13 Xt , Xv, yt , yv= t r a i n_t e s t_sp l i t (Xm,ym, t e s t_ s i z e=porc , random_state =302)
Algoritmo 6.4: Procedimento de separação das variáveis e a criação dos conjuntos
6.2.2 Realizar o treinamento do modelo escolhido
Após terem sido criados os conjuntos de treinamento e teste, o conjunto de treinamento
foi usado para realizar o treinamento do modelo e em seguindo salvado no disco.
1 model_RF= RandomForestRegressor ( )
2 model_RF . f i t (Xt , yt )
3 # save the model to d i sk
4 f i l ename = ’ f ina l i z ed_mode l . sav ’
5 j o b l i b . dump(model , path_model + f i l ename )
Algoritmo 6.5: Treinamento do modelo e salvamento no disco local
A Figura 6.4 apresenta a página de interação com os algoritmos descritos nesta seção.
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Figura 6.5: Diagrama com as atividades executadas na previsão com o modelo
6.3 Descrições sobre os Processos de Previsão do Mo-
delo
Após a conclusão das tarefas das seções 6.1 e 6.2, foi possível realizar a previsão para
valores futuros da demanda. A Figura 6.5 apresenta os processos que foram necessários
para realizar a previsão e obter os resultados especulativos.
6.3.1 Carregar o modelo e as transformação dos dados
Este processo acontece pelo fato de não ser viável realizar um treinamento do modelo toda
a vez que for solicitado uma previsão. Assim, neste processo é carregado as informações
essenciais que são o modelo construído e as variáveis de transformações dos dados que
foram utilizadas.
6.3.2 Variável informada pelo usuário
Para a realização da previsão os parâmetros que foram solicitados ao usuário foram:
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• Ano:
• Semana do ano:
• Numero de semanas a serem previstos:
6.3.3 Realizar a previsão com o modelo
Após o treinamento do modelo é esperado obter resultados sobre o rumo dos produtos
manufaturados pela empresa e assim realizar as tomadas de decisão. Para tal objetivo,
foi realizado a criação de uma função em Python.
1 de f fun_forecas t ( year , weekofyear , num_forecast ) :
2 import datet ime
3 dt= datet ime . datet ime ( year , 1 , 1 )
4 # Check i f i t ’ s the f i r s t day o f the week
5 i f dt . weekday ( ) != 0 :
6 dt = dt − t imede l ta ( days=dt . weekday ( ) )
7 # Checks i f i t i s the f i r s t week o f the year
8 i f dt . i s o c a l e nda r ( ) [ 1 ] != 1 :
9 dt = dt + t imede l ta ( days=7)
10 # Cal cu l a t e s the date o f the f o r e c a s t week reques ted
11 dt = dt + t imede l ta ( days=7∗weekofyear )
12 df_aux_pdp = pd . DataFrame ( data=l i s t_mate r i a l_ id )
13
14 # For each week the f o r e c a s t o f the products i s
15 # ca r r i e d out and s to r ed in the other dataframe
16 f o r x in range ( num_forecast ) :
17 dt_previsao = dt + t imede l ta ( days=7∗x )
18 aux_df = pd . DataFrame ( data=l i s t_mate r i a l_ id )
19 aux_df [ ’ Year ’ ] = dt_previsao . year
20 aux_df [ ’Month ’ ] = dt_previsao . month
21 aux_df [ ’Week ’ ] = dt_previsao . i s o c a l e nda r ( ) [ 1 ]
22
23 Xm=pd . DataFrame ( scx . trans form ( aux_df ) , columns=aux_df . columns )
24 pred i c t ed_tra in = model_RF . p r ed i c t (Xm)
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26 aux_df [ ’ prev ’ ] = scy . inverse_trans form ( pred i c t ed_tra in . reshape (−1 , 1 ) )
27 aux_df [ ’ prev ’ ] = aux_df [ ’ prev ’ ] . apply ( lambda x : math . f l o o r ( x ) )
28
29 df_aux_pdp [ ’ ’ . j o i n ( [ ’W+’ , s t r ( x+1) ] ) ] = aux_df [ ’Week ’ ]
30 df_aux_pdp [ ’ ’ . j o i n ( [ ’Qtd_W+’ , s t r ( x+1) ] ) ] = aux_df [ ’ prev ’ ]
Algoritmo 6.6: Processo de criação das variáveis independentes e processo de previsão
6.3.4 Exibição dos gráficos e salvamento do arquivo dos dados
da previsão
No apêndice, Tabela C.1 encontra-se as estimativas realizadas pelo modelo para o ano de
2018, entre as semanas do ano 5 e 9. Os produtos/materiais previstos são os de demanda
regular totalizando 298 produtos. Nota-se que os dados conhecidos eram até à semana 4
do ano de 2018, sendo assim estes resultados não foram comparados com a real demanda
que a fabricante teve durante esse período.
Por fim a exibição na aplicação web foi realizado por meio do Dash 2, assim foi possível
a integração entre os framework Flask e Dash, criando interfaces interativas para a visu-
alização dos produtos previsto por meio de gráficos. A Figura 6.6 apresenta a dashboard
com os gráficos de barras das semanas para as quais foi realizada as previsões e ainda foi
disponibilizado filtro para todos os elementos, facilitando a visualização nos gráficos.
2https://plot.ly/products/dash/
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Figura 6.6: Dashboard dos produtos previstos com os gráficos e filtros
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Capítulo 7
Conclusões e Trabalhos Futuros
7.1 Conclusão
A previsão ainda continua sendo um desafio a ser estudado. As limitações referentes
à conjuntos pequenos de dados são um dos problemas que requer a pesquisa de novas
soluções. A aplicação de técnicas de Machine Learning (ML) podem contribuir para uma
melhoria na previsão dos dados.
A identificação dos produtos que são produzidos em larga escala é um ponto impor-
tante. Verificando o resultado entre os dados dos conjuntos que possuíam todos os dados
e o conjuntos já com os dados filtrados, fica notável a importância do agrupamento. De-
vido ao fato de não ter dados rotuladas foi procurado métodos na literatura e por meio
das técnicas de agrupamento do aprendizado de maquina, assim foi selecionado a melhor
forma em que foi possível realizar a remoção de produtos que foram produzidos poucas
semanas ou produtos descontinuados ao longo do ano, tudo isso automaticamente, sem a
interferência humana.
Em uma avaliação geral do conjunto de dados testado, o melhor algoritmo foi o RF,
com ele foi possível atingir um precisão de aproximadamente 88% da variável prevista,
Tabela 5.3 - Tipo ABC.
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Os resultados do algoritmo MLP são promissores, Tabela 5.5, apresentando uma pre-
cisão de aproximadamente 85%, demonstrando um bom R2.
O algoritmo de SARIMAX, não apresentou bons resultados para o conjunto de teste,
isso significa que o mesmo teve uma baixa correlação entre os valores previstos e os valores
reais, com um R2 de aproximadamente 55%.
Depois de testar algumas soluções e realizar a análise em busca do melhor conjunto
de dados e do melhor algoritmo para resolver este problema, foi selecionado o conjunto
de dados do tipo 03 e o algoritmo de aprendizado de máquina Random Forest (RF).
Por fim, o desenvolvimento de uma aplicação para facilitar a utilização pelos usuários.
As vantagens são o ganho de informações que é possível com a utilização dessa aplica-
ção, proporcionando mais tempo para realizar uma análise humana nos dados gerados,
realizando ajustes quando for necessário.
7.2 Trabalhos Futuros
Como possíveis trabalhos futuros, pode-se apontar:
• Reunir as informações históricas de no mínimo 5 anos para um novo conjunto de
dados e assim realizar a extração de características e modelos de previsão.
• Busca de incorporação de dados que possuem Influências nas vendas, como condições
do mercado de atuação, condições climáticas, e assim por diante.
• Aprendizagem por reforço, em que desenvolvimento de um validação automática e
correção nos parâmetros com o passar do tempo.
• Desenvolvimento com a utilização de dados em tempo real ou por semana, inter-
ligando as aplicações de previsão juntamente com o Sistema Integrado de Gestão
Empresarial (ERP) utilizado pela empresa.
• Combinação das técnicas de previsão de forma a criar uma rede com vários previ-
sores, combinando os melhores modelos em um só, basicamente como a RF faz, em
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que é um conjunto de árvores de decisão onde é realizado uma votação para escolher
o resultado.
• Implementação de previsão em varias etapas, pois a previsão atual foi desenvolvida
em um passo sendo necessário repetir N vezes para obter a quantidade desejada.
• Com mais amostras no conjunto de dados, explorar as componentes de tendência
e sazonalidade na procura para encontrar os melhores parâmetros para as técnicas
tradicionais baseadas em modelos matemáticos.
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Resumo 
A utilização dos processos de previsões de resultados ajudam empresas a realizar seu planejamento, 
definir metas, detectar anomalias, estimar a procura ou prever as necessidades produtivas de logística 
operacional, nomeadamente das encomendas de matéria prima, entre outros. Assim, a utilização de 
métodos preditivos tornam-se cada vez mais uma ferramenta fundamental para auxiliar nos processos 
de decisões empresariais, principalmente quando por meio destes, é possível obter previsões 
confiáveis e de elevada qualidade.  
 
As previsões são obtidas por meio de dados históricos da empresa, muitas vezes sob a forma de séries 
temporais, que descrevem os dados ordenados no tempo. 
 
Nesse contexto, essa dissertação de mestrado tem como objetivo principal, a criação de um modelo de 
previsão que tendo por base o histórico de encomendas dos clientes, que permita auxiliar no processo 
de definição do plano de produção, com uma antecedência mínima de cinco semanas.  
 
A ferramenta utilizada para esse propósito é o Prophet, que utiliza modelos tradicionais de previsão, 
como Holt Winters e Box & Jenkins, para a partir de séries temporais, criar modelos de previsões. 
Realizou-se com esta o treinamento de um modelo de previsão com os dados reais, tendo-se alcançado 
um coeficiente de determinação de 78% que indica que o comportamento da variável dependente é 
altamente explicado pelo comportamento da variável independente. 
 
Na Figura 1, a linha azul representa os dados reais e a linha vermelha os dados previstos. Para este 
caso, a previsão foi realizada com cinco semanas de antecedência, conforme definido nos requisitos. 
No eixo y estão as quantidades e no eixo x as datas em meses. A raiz do erro quadrático médio, RMSE 
do inglês, foi de 22.064,81 quantidades. Essa medida indica a diferença entre os valores previstos e os 
valores reais. 
 
 
Figura 1: Previsão da quantidade por semanas do ano.  
Não obstante o modelo ainda estar em validação, o objetivo no decorrer desse trabalho de dissertação é 
transpó-lo para ser uma solução autônoma e de utilização real para a empresa. 
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Abstract. The use of predictive methods is becoming a fundamental tool to aid
in business decisions. So with the Facebook Prophet tool, you can create fore-
cast models for time series that estimate future orders.
Resumo. A utilizac¸a˜o de me´todos preditivos esta˜o se tornando uma ferramenta
fundamental para auxiliar nas deciso˜es empresariais. Assim, com a ferramenta
Facebook Prophet, e´ possı´vel criar modelos de previsa˜o para se´ries temporais
que estimam as encomendas futuras.
1. Introduc¸a˜o
Em 1980, Jaynes foca em um objetivo fundamental, com a informac¸a˜o disponı´vel, quais
sera˜o as melhores previso˜es obtidas sobre os fenoˆmenos observa´veis? [Jaynes 1980].
Surge o conceito da ana´lise preditiva que e´ utilizada para a identificac¸a˜o dos padro˜es nos
dados e enta˜o indicar tendeˆncias, mudanc¸as, ha´bitos de consumo, entre outras coisas mais.
Normalmente o processo produtivo na˜o fornece uma ra´pida resposta a demanda,
isso significa que as empresas na˜o podem aguardar que seus clientes manifestem interesse
pelo produto para enta˜o iniciar sua produc¸a˜o, exceto em empresas que trabalham com o
processo produtivo sob demanda, conforme [Slack et al. 2009]. Com isso, o processo pro-
dutivo inicia-se antes de conhecer a real necessidade do mercado, tornando-se necessa´rio
a utilizac¸a˜o de ferramentas que auxiliem nesse processo, por exemplo as previso˜es.
A previsa˜o de vendas e´ uma estimativa de quanto sera´ vendido por uma em-
presa num determinado perı´odo de tempo. As contribuic¸o˜es da previsa˜o de ven-
das no processo do planejamento corporativo e´ amplamente necessa´rio e reconhecido
[Mentzer and Moon 2004]. Isso e´ muito importante na logı´stica operacional do processo
produtivo, pois fornece uma orientac¸a˜o, evitando assim atrasos de entrega, perda de ven-
das, elevado custo da produc¸a˜o ou os custos com estoque.
Uma previsa˜o de demanda de alta qualidade, permite que a empresa fornec¸a aos
seus clientes os produtos e servic¸os, quando e onde eles desejarem [Moon et al. 2006].
Com isso, a procura para melhorar os processos de previsa˜o de demanda tornou-se ne-
cessa´rio, devido ao auxı´lio fornecido no planejamento da cadeia de suprimentos, forneci-
mento futuro, estrate´gias de vendas e assim por diante.
2. Materiais e Me´todos
Se´rie temporal pode ser definida com um conjunto de amostra ordenadas cronologica-
mente. As observac¸o˜es do intervalo de tempo de se´ries temporais podem variar por dia,
semana, meˆs, ano, entre outros. Alguns trabalhos que foram desenvolvidos utilizando
se´ries temporais utilizam dados como, ac¸o˜es da bolsa de valores, imagem de ana´lise, en-
tre outros [Hyndman and Athanasopoulos 2018].
A estacionariedade expressa que a se´rie temporal esta´ se desenvolvendo no tempo
aleato´rio em torno da me´dia constante, tornando esta´vel. Na maioria das vezes, a se´ries
apresentam alguma forma de na˜o-estacionariedade. Uma das formas de verificar a es-
tacionariedade e´ por meio de gra´ficos ou de testes estatı´sticos, como Dickey-Fuller
[Costa and Baidya 2001].
Os treˆs principais padro˜es das se´ries temporais sa˜o a tendeˆncia, sazonalidade e
ciclo. A tendeˆncia indica o comportamento da se´rie ao longo do tempo, em que pode
ser constante, linear ou quadra´tica. A sazonalidade em uma se´rie sa˜o as oscilac¸o˜es que
sempre acontecem em um determinado perı´odo do dia, do meˆs, da semana ou do ano. Um
ciclo indica as alterac¸o˜es que na˜o possuem perı´odos regulares, e que podem ser represen-
tadas por ondas longas, em torno da tendeˆncia [Hyndman and Athanasopoulos 2018].
Dentre os principais interesses no estudo de se´ries temporais esta˜o a ana´lise e mo-
delagem da se´rie temporal e a previsa˜o na se´rie temporal. O primeiro busca-se descrever a
se´rie, encontrar as caracterı´sticas mais importantes e possı´vel relac¸o˜es com outras se´ries.
Na previsa˜o espera-se com os valores histo´ricos da se´rie, estimar previso˜es de curto prazo,
forecast, do ingleˆs. O nu´mero de instancias futuras que sera˜o previstas e´ conhecido como
horizonte de previsa˜o.
2.1. Dados e pre´-processamento
O registro de dados de vendas dia´rias correspondentes ao perı´odo de fevereiro de 2016
ate´ janeiro de 2018, foram obtidos em contato com uma fabricante internacional de pec¸as
automotivas, na regia˜o nordeste de Portugal.
Com um total de 139.970 registro de vendas e uma produc¸a˜o de 860 materiais
durante o perı´odo fornecido. Os dados conte´m as informac¸o˜es sobre a fa´brica, o material
e sua descric¸a˜o, o tipo de movimento, o local de armazenagem, a quantidade, o data e
hora, a refereˆncia, o valor total na moeda local e o documento do material.
A Figura 1, apresenta as etapas que foram realizadas durante o pre´-processamento
dos dados brutos produzindo o arquivo de vendas semanas. Na etapa 1 foi realizado a
leitura dos 4 arquivos em excel fornecidos pela fa´brica e removido as linhas vazias que
na˜o possuı´am as informac¸o˜es do material, pois eram as linhas de somato´rio de todas as
quantidade vendidas e valor que estavam no arquivo do excel.
Na etapa 2, foi realizado a remoc¸a˜o das devoluc¸o˜es de produtos que estavam apa-
recendo nos dados fornecidos, isso foi possı´vel pelo somato´rio da quantidade agrupa-
mento pela refereˆncia, onde foi identificado que os valores se anulavam, ou seja, o so-
mato´rio da refereˆncia apresentavam o valor zero. Depois foi realizar o agrupamento dos
documento do material que possuı´am valores com a quantidade positiva, que segundo a
empresa na˜o eram produtos que foram vendido, e assim realizado a remoc¸a˜o do dados.
Por fim na etapa 3 foi realizado o somato´rio da quantidade agrupados por material,
descric¸a˜o e data, seguido pelo ca´lculo do primeiro e do u´ltimo dia da semana para cada
amostra. Apo´s isso foi realizado a remoc¸a˜o das amostras que na˜o completaram uma
semana inteira. Isso foi necessa´rio para na˜o influenciar durante a construc¸a˜o do modelo e
o u´ltimo passo foi realizado o somato´rio da quantidade agrupamento pelo primeiro dia da
semana, formando a se´rie temporal que foi analisada. Apo´s todo o pre´-processamento, a
se´rie temporal ficou com 104 amostras.
Figura 1. Etapas realizadas no pre´-processamento
2.2. Facebook Prophet
O Phophet e´ uma biblioteca desenvolvida para auxiliar na criac¸a˜o de previso˜es de se´ries
temporais, [Taylor and Letham 2018]. O modelo utilizado e´ apresentado na Equac¸a˜o 1,
no qual as componentes sa˜o:
• g(t) e´ o crescimento linear ou logı´stico das tendeˆncias.
• s(t) sa˜o as mudanc¸as perio´dicas, ou seja, sazonalidade.
• h(t) e´ o efeito dos feriados, fornecidos durante o treinamento.
• e(t) sa˜o os resı´duos, as alterac¸o˜es na˜o explicadas pelo modelo.
y(t) = g(t) + s(t) + h(t) + e(t) (1)
Utilizando o tempo como varia´vel independente, e´ realizado combinar de va´rias
func¸o˜es lineares e na˜o lineares no tempo como os componentes. A sazonalidade da mo-
delagem no Prophet e´ aditiva ou multiplicativa, a mesma abordagem utilizada para a
suavizac¸a˜o no modelo de Holt-Winters. Essa biblioteca realiza ajuste na curva do pro-
blema de previsa˜o, sem olhar explicitamente para a dependeˆncia baseada no tempo de
cada observac¸a˜o da se´rie temporal.
2.3. Medidas de Avaliac¸a˜o
Para determinar o valor do coeficiente de determinac¸a˜o, R2, foi utilizado a Equac¸a˜o 2,
em que a melhor pontuac¸a˜o e´ 1. O numerador da frac¸a˜o corresponde ao somato´rio dos
quadrados do erro residual, enquanto o denominador corresponde ao somato´rio total dos
quadrados, conforme [Damodar et al. 2004].
R2(y, yˆ) = 1−
∑n−1
i=0 (yi − yˆi)2∑n−1
i=0 (yi − y¯)2
(2)
Outra medida de avaliac¸a˜o foi a raiz do erro quadra´tico me´dio, RMSE em ingleˆs,
que expressa a acura´cia dos resultados, apresentando os valores do erro na mesma unidade
da varia´vel analisada, [Chai and Draxler 2014], conforme apresentado na Equac¸a˜o 3.
Tabela 1. Ana´lise descritiva e teste de estacionariedade para a se´rie temporal
No Observac¸o˜es Me´dia Desvio Padra˜o Curtose Coef. Variaˆc¸a˜o p value Dickey-Fuller
Dados Brutos 104 175382.66 49303.68 3.19 0.28 0.000021
RMSE(y, yˆ) =
√√√√ 1
n
n−1∑
i=0
(yi − yˆi)2 (3)
3. Resultados e Discussa˜o
A Figura 2, apresenta o gra´fico de linhas dos dados da se´rie temporal, nota-se uma sa-
zonalidade nos meses de agosto e nas u´ltima semana de dezembro. Essa queda das ven-
das pode estar diretamente relacionadas ao perı´odo em que o empregador pode fechar a
fa´brica, totalmente ou parcialmente, para as fe´rias dos trabalhadores nos perı´odos de 15
de Julho a 31 de Agosto, por ate´ 21 dias consecutivos, e/ou durante as fe´rias escolares de
Natal, na˜o excedendo 5 dias u´teis consecutivos, conforme a cla´usula 72, itens b e d do
documento [AIMMAP et al. 2010].
Figura 2. Se´rie temporal da quantidade de encomendas semanais
A Tabela 1 apresenta uma breve ana´lise estatı´stica em relac¸a˜o aos dados de venda
semanal. Com um total de 104 observac¸o˜es, o coef. de variac¸a˜o indica que as amostrar
possuem uma dispersa˜o me´dia. O p-value de Dickey-Fuller apresenta um valor menor
que 0.05, isso significa que a se´rie temporal e´ estacionaria.
Com a utilizac¸a˜o do Prophet, realizou-se o treinamento de alguns modelos em
que, alguns paraˆmetros foram fixados como, o crescimento linear das tendeˆncias, e as
sazonalidades semanal, mensal e dia´ria, como verdadeira. A lista de feriados definidos,
possuı´a algumas semanas do ano nos meses de julho, agosto e dezembro dos anos de 2016
e 2017.
Os dados apresentados na Tabela 2, onde varia a utilizac¸a˜o de alguns paraˆmetros
informados para o treinamento. Vale ressaltar que em ambos dos tipos de sazonalidade,
aditiva e multiplicativa, os resultados de coeficiente de determinac¸a˜o e RMSE apresenta-
ram valores melhores quando utilizados com os feriados.
A Figura 3 apresenta as componentes descompostas da se´rie temporal referente
ao modelo 1 da Tabela 2. Nota-se que essa se´rie temporal possui aparentemente uma
Tabela 2. Paraˆmetro do modelo com seus respectivos RMSE e R2
Modelo Paraˆmetros R2 RMSE
01
Sazona.: Aditivo
Feriados: Sim 0.757306 34222.431185
02
Sazona.: Multiplicativo
Feriados: Sim 0.752305 34573.257638
03
Sazona.: Aditivo
Feriados: Na˜o 0.726166 36351.761457
04
Sazona.: Multiplicativo
Feriados: Na˜o 0.721847 36637.330079
tendeˆncia de crescimento nas encomendas. Observa-se que a tendeˆncia, trend, teve um
crescimento mais acelerado a partir do meˆs de dezembro de 2016. A componente feriado,
holidays, apresentou uma diminuic¸a˜o nas encomendas de 30%, como identificado na Fi-
gura 2 devido a relac¸a˜o com o perı´odo de parada. Em relac¸a˜o a componente anual, yearly,
observa-se uma queda maior nos meses de julho e agosto, o que ja´ era esperado, devido
ser o perı´odo em que a fa´brica reduz drasticamente as vendas por causa das fe´rias.
Figura 3. Componentes decompostos da se´rie temporal analisada
4. Conclusa˜o
O agrupamento dos dados de forma semanal realizado nesse trabalho forneceram um
melhor entendimento de como a organizac¸a˜o funciona, assim foi possı´vel identificar as
reduc¸o˜es de encomendas que aconteceram nos perı´odos de julho, agosto e dezembro.
Esses padro˜es de sazonalidade poderiam na˜o estar visı´veis, se a ana´lise acontecesse sepa-
radamente para cada produto. As informac¸o˜es que foram obtidas dessa ana´lise servira˜o
para dar continuidade nos trabalhos futuros.
A utilizac¸a˜o da biblioteca Facebook Prophet auxiliou na elaborac¸a˜o e testes dos
modelos, ale´m de conseguir obter informac¸a˜o que sobre o modelo e suas principais com-
ponentes. A utilizac¸a˜o das te´cnicas cla´ssicas pode ajudar a obter resultados satisfato´rios
para se´ries temporais univaria´veis. O efeito dos feriados na se´rie temporal fica claro,
sendo uma componente interessante a ser explorado. A sazonalidade aditiva foi a que
obteve o melhor resultado, conforme a apresentac¸a˜o realizada sobre o modelo e suas
explicac¸o˜es.
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Apêndice C
Tabela dos resultados da previsão
realizados pelo modelo RF entre as
semanas 5 a 9 do ano de 2018
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