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POINTWISE CONVERGENCE ALONG A TANGENTIAL CURVE
FOR THE FRACTIONAL SCHRO¨DINGER EQUATION
CHU-HEE CHO AND SHOBU SHIRAKI
Abstract. In this paper we study the pointwise convergence problem along a
tangential curve for the fractional Schro¨dinger equations in one spatial dimension
and estimate the capacitary dimension of the divergence set. We extend a prior
paper by Lee and the first author for the classical Schro¨dinger equation, which in
itself contains a result due to Lee, Vargas and the first author, to the fractional
Schro¨dinger equation. The proof is based on a decomposition argument without
time localization, which has recently been introduced by the second author.
1. Introduction
Let d ≥ 1. We consider the fractional Schro¨dinger equation on Rd × R{
i∂tu+ (−∆)m2 u = 0,
u(·, 0) = f ∈ Hs(Rd),
with the initial data f ∈ Hs(Rd) and m > 0. Here, Hs(Rd) denotes the Sobolev space
of order s whose norm is given by
‖f‖Hs(Rd) = ‖(1−∆)
s
2 f‖L2(Rd).
Then, the solution can be formally written as
u(x, t) = eit(−∆)
m
2 f(x) =
(
1
2pi
)d ∫
Rd
ei(x·ξ+t|ξ|
m)f̂(ξ) dξ,
where ·̂ is the Fourier transform defined by f̂(ξ) = ∫Rd e−ix·ξf(x) dx. While the
classical and standard Schro¨dinger equation when m = 2 has drawn attention in
numerous fields, the fractional Scho¨dinger equation with general m has also been
found to be influential in recent years. In fact, it is not only a model case of a general
dispersive equation [10, 24] but also one of the fundamental equations in quantum
mechanics [25, 26]. Since then, it has become an important subject studied by a
number of authors from a variety of perspectives, see for example [7, 8, 18, 19, 20, 21,
22, 23, 33].
A fundamental question is the following pointwise convergence problem of deter-
mining the minimal exponent s for which
(1) lim
t→0
eit(−∆)
m
2 f(γ(x, t)) = f(x) a.e.
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Figure 1. Three typical paths of convergence
for f ∈ Hs(Rd). Here, γ is a continuous function such that
γ : Rd × [−1, 1]→ Rd, γ(x, 0) = x.
The key quality of γ for (1) is the way of convergence whether tangential or non-
tangential to the hyperplane Rd × {0}.
The simplest example of γ is γ(x, t) = x and may be considered as the prototypical
non-tangential case. For this γ, (1) reduces to the seminal pointwise convergence
problem, so-called Carleson’s problem, originating in [5]. It turns out for d = 1 and
m = 2 that (1) holds for all f ∈ Hs(R) if and only if s ≥ 14 , due to [5] and Dahlberg
and Kenig [12]. Later, Sjo¨lin [37] generalized their results and proved s ≥ 14 is also
necessary and sufficient even for m > 1. In higher dimensions, d ≥ 2, the problem
has attracted significant attention and been studied by many authors. When m = 2,
it has recently been understood that s ≥ d2(d+1) is necessary for (1) by Bourgain in
[4] and s > d2(d+1) is sufficient for (1) by Du, Guth and Li [15] and Du and Zhang
[16]. Ko and the first author [6] also proved s > d2(d+1) is sufficient for (1) when
m > 1 as well. The reader may also refer to in particular the work of Vega [39], Lee
[27], Bourgain [3], and Du, Guth, Li and Zhang [17] as papers which have played an
important role in earlier developments.
In the study of pointwise convergence problem for the Schro¨dinger equation with
harmonic oscillator potential, Lee and Rogers [28] showed that any γ ∈ C1(Rd ×
[−1, 1]→ Rd), such as γ(x, t) = x− (tκ, 0, · · · , 0) with κ ≥ 1, is essentially equivalent
to the vertical line in the context of pointwise convergence problem of (1).
In contrast to the non-tangential case above, here we consider the tangential case.
The curve γ is said to satisfy Ho¨lder condition of order κ ∈ (0, 1] in t if
(2) |γ(x, t)− γ(x, t′)| ≤ C1|t− t′|κ, x ∈ Rd, t, t′ ∈ [−1, 1]
and be bilipschitz in x if
(3)
1
C2
|x− x′| ≤ |γ(x, t)− γ(x′, t)| ≤ C2|x− x′|, t ∈ [−1, 1], x, x′ ∈ Rd
for some C1, C2 > 0. Then, we denote by Γ(d, κ) the collection of such curves, namely,
Γ(d, κ) = {γ : Rd × [−1, 1]→ Rd : γ satisfies γ(x, 0) = x, (2) and (3)}.
Note that Γ(d, κ) contains γ(x, t) = x−(tκ, 0, · · · , 0) with 0 ≤ κ ≤ 1. (See also Figure
1.) As a tangential case for γ ∈ Γ(1, κ), Lee, Vargas and the first author [9] observed
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the crucial difference in nature from the non-tangential case; s > max{ 14 , 1−2κ2 } is the
sharp sufficient condition for (1).
We further consider a refinement of this question: quantifying the sets on which
the convergence (1) fails in more precise way than Lebesgue measure. Let 0 < α ≤ d.
A positive Borel measure µ is said to be α-dimensional if there exists a constant c
such that
(4) µ(B(x, r)) ≤ crα,
where B(x, r) is the ball centered at x ∈ Rd with radius r > 0. For f ∈ Hs(Rd) and
γ ∈ Γ(d, κ), let us define the divergence set by
D(γ, f) = {x ∈ Rd : eit(−∆)m/2f(γ(x, t)) 6→ f(x) as t→ 0},
and for a subset X in Rd, we also define the capacitary dimension by
dimc(X) = sup{α :Mα(X) 6= ∅},
where Mα(X) = {µ : µ is α-dimensional and 0 < µ(X) <∞}. By the forthcoming
Frostman’s lemma, note that for a Borel set X there exists µ ∈Mα(X) if and only if
the Hausdorff dimension of X is greater than or equal to α. In this case, the capaci-
tary dimension of X coincides with the Hausdorff dimension (see also [32]). Sjo¨gren
and Sjo¨lin [36] considered this refined version of Carleson’s problem for γ(x, t) = x
and m ≥ 2. Later, Barcelo´, Bennett, Carbery and Rogers [1] extended their result to
m > 1 and also obtained the sharp bound of the Hausdorff dimension of the diver-
gence set by combining with work of Zˇubrinic´ [41]. In higher dimension, there are still
some gaps remaining for which we refer the readers to contributions by Bennett and
Rogers [2], Luca` and Rogers [29, 30, 31], and aforementioned papers [15, 16, 17]. For
γ ∈ Γ(d, κ) and m = 2, Lee and the first author obtained the capacitary dimension of
the divergence set in [8] as a refinement of aforementioned result by them with Vargas1.
Let d = 1 and write Γ(κ) = Γ(1, κ) in the rest of the paper. Our goal of the present
note is to estimate the capacitary dimension of divergence sets for the pointwise
convergence to the fractional Schro¨dinger equation along the curve γ ∈ Γ(κ). Let us
define evolution operator St on appropriate input functions by
Stf(x) =
1
2pi
∫
R
ei(xξ+t|ξ|
m)f̂(ξ) dξ.
Our main results are the following.
Theorem 1. Let m > 1, 0 < κ ≤ 1, µ be an α-dimensional measure and γ ∈ Γ(κ).
If s > max
{
1
4 ,
1−α
2 ,
1−mακ
2
}
, then
lim
t→0
St(f(γ(x, t))) = f(x), µ-a.e. x
for all f ∈ Hs(R).
By a standard argument, this is reduced to the following local maximal estimate.
1 The result due to [9] coincides with the case α = 1 in [8]. Consequently,
|D(γ, f)| = 0
for all f ∈ Hs(R) with s > max{ 1
4
, 1
2
− κ}, where | · | is the Lebesgue measure defined in R.
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Theorem 2. Let m > 1, 0 < κ ≤ 1, µ be an α-dimensional measure and γ ∈ Γ(κ).
If s > max
{
1
4 ,
1−α
2 ,
1−mακ
2
}
, then there exists a constant C such that
(5)
(∫ 1
−1
sup
t∈[−1,1]
|Stf(γ(·, t))|2 dµ(x)
) 1
2
≤ C‖f‖Hs
for all f ∈ Hs(R).
It is straightforward to obtain some results of the above type for m 6= 2 (more
specifically m ≥ 2) by appropriately modifying the argument in [9] or [14], however,
as the second author observed in his study of a related problem in a different setting
[35], there are some barriers with such an approach to treat m near 1. In particular,
building on the ideas in [35] in which we completely avoid time localization tech-
niques, we are able to handle the full range of m > 1 and give us the sharp sufficient
conditions. Here, saying sharp is meant by that: Suppose s < max
{
1
4 ,
1−α
2 ,
1−mακ
2
}
,
then there exists γ ∈ Γ(κ), α-dimensional µ and f ∈ Hs(R) such that (1) fails. Since
the counterexamples can be provided by adjusting the corresponding well-known con-
structions (for instance, [9] and [37]) without any major difficulty, we rather focus on
the sufficient conditions. As corollaries of Theorem 1, we have the following.
Corollary 3. Let m > 1, 0 < κ ≤ 1, γ ∈ Γ(κ). If s > 14 , then
dimc(D(γ, f)) ≤ max
{
1− 2s, 1− 2s
mκ
}
.
The special case when µ is the (1-dimensional) Lebesgue measure extends the result
in [9] from m = 2 to m > 1 as follows. Here, note that the required regularity on s
for (1) depends not only on κ but m as well.
Corollary 4. Let m > 1, 0 < κ ≤ 1 and γ ∈ Γ(κ). If s > max{ 14 , 1−mκ2 }, then
(6)
(∫ 1
−1
sup
t∈[−1,1]
|Stf(γ(·, t))|2 dx
) 1
2
≤ C‖f‖Hs
holds for all f ∈ Hs(R).
Ding and Niu have also considered (6) for m ≥ 2 in [14] and claim that the sharp
sufficient condition is s > max{ 14 , 1−2κ2 } (in particular, their condition is independent
of m). Unfortunately, it appears that the arguments in [14] are not complete and
the sharp regularity threshold is max{ 14 , 1−mκ2 }; we note that the necessity of s ≥
max{ 14 , 1−mκ2 } for (6) follows from Section 5 in the present paper by taking α = 1.
Combining Corollary 4 with the result from [35], the results in [9] have been com-
pletely extended from the standard Schro¨dinger equation to the fractional Schro¨dinger
equation with2 m > 1.
Remark. Although Theorem 2 is stated for the fractional Schro¨dinger evolution oper-
ator, by simply following the provided proof in Section 4 the same conclusion is valid
for a wider class of evolution operators such as
SΦt f(x) =
1
2pi
∫
R
ei(xξ+tΦ(ξ))f̂(ξ) dξ,
2 One can also consider the fractional Schro¨dinger equation with 0 < m ≤ 1 but the nature
appears to be certainly different. For instance, see [11, 34, 40] for γ(x, t) = x.
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where Φ : R → R is a C2-function for which there exist constants C3, C4 > 0 such
that
(7) |ξ|2−m
∣∣∣∣ d2dξ2 Φ(ξ)
∣∣∣∣ ≥ C3 and |ξ| ∣∣∣∣ d2dξ2 Φ(ξ)
∣∣∣∣ ≥ C4 ∣∣∣∣ ddξΦ(ξ)
∣∣∣∣
for all |ξ| ≥ 1. This class trivially contains |ξ|m whenever m > 1.
Throughout the paper, we denote I = [−1, 1], A & B if A ≥ CB, A . B if
A ≤ CB and A ∼ B if C−1B ≤ A ≤ CB for some constant C > 0. The domain
of certain norms is sometimes abbreviated, for its meaning is clear from the context.
In the following Section 2, we present useful lemmas, then first prove Theorem 1
and Corollary 3 in Section 3. In Section 4, we prove Theorem 2 by employing the
philosophy in [35] of a decomposition argument without time localization. Finally, in
Section 5 we see the shaprness of Theorem 2.
2. Preliminaries
In this section, as we have informed, we introduce useful lemmas which we use
multiple times in the rest of the paper.
Lemma 5 (Frostman’s lemma). Let d ≥ 1 and X be a Borel set in Rd. Then,
dimc(X) ≥ α if and only if there exists α-dimensional measure such that suppµ ⊂ X
and 0 < µ(Rd) <∞. Further, µ(X) > 0.
For a proof of Lemma 5, we refer the reader to [32]. We need the following lemmas
in order to prove Theorem 2 in Section 4.
Lemma 6 (van der Corput’s lemma). Let −∞ < a < b < ∞, φ be a sufficiently
smooth real-valued function and ψ be a bounded smooth complex-valued function. Sup-
pose we have | dk
dξk
φ(ξ)| ≥ 1 for all ξ ∈ [a, b]. If k = 1 and ddξφ(ξ) is monotonic on
(a, b), or simply k ≥ 2, then there exists a constant Ck such that∣∣∣∣∣
∫ b
a
eiλφ(ξ)ψ(ξ) dξ
∣∣∣∣∣ ≤ Ckλ− 1k
(∫ b
a
∣∣∣∣ ddξ ψ(ξ)
∣∣∣∣ dξ + ‖ψ‖L∞
)
for all λ > 0.
For a proof of Lemma 6, we refer the reader to [38].
Lemma 7. Let 0 < α ≤ 1 and µ be an α-dimensional measure. There exists a
constant C such that for any interval [a, b] (−∞ < a, b <∞)∣∣∣∣∫∫ ∫∫ g(x, t)h(x′, t′)χ[a,b](x− x′) dµ(x)dtdµ(x′)dt′∣∣∣∣(8)
≤ C(b− a)α‖g‖L2x(dµ)L1t ‖h‖L2x(dµ)L1t .
Moreover, for 0 < ρ < α there exists a constant C such that∣∣∣∣∫∫ ∫∫ g(x, t)h(x′, t′)|x− x′|−ρ dµ(x)dtdµ(x′)dt′∣∣∣∣(9)
≤ C‖g‖L2x(dµ)L1t ‖h‖L2x(dµ)L1t .
Here, the both integrals are taken over (x, t), (x′, t′) ∈ I × I.
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Proof of Lemma 7. Denoting G(x) = ‖g(x, ·)‖L1 and H(x′) = ‖h(x′, ·)‖L1 ,∣∣∣∣∫∫ ∫∫ g(x, t)h(x′, t′)χ[a,b](x− x′) dµ(x)dtdµ(x′)dt′∣∣∣∣
≤
∫ 1
−1
∫ 1
−1
G(x)H(x′)χ[a,b](x− x′)dµ(x)dµ(x′).
By invoking the Cauchy–Schwarz inequality on L2(I × I, dµdµ) and (4),∫ 1
−1
∫ 1
−1
G(x)H(x′)χ[a,b](x− x′)dµ(x)dµ(x′)
.
(∫∫
G(x)2χ[a,b](x− x′) dµ(x)dµ(x′)
) 1
2
(∫∫
H(x′)2χ[a,b](x− x′) dµ(x)dµ(x′)
) 1
2
. (b− a)α‖G‖L2x(dµ)‖H‖L2x(dµ).
Now, (9) follows from (8), immediately. In fact, by applying a dyadic decomposi-
tion, ∣∣∣∣∫∫ ∫∫ g(x, t)h(x′, t′)|x− x′|−ρ dµ(x)dtdµ(x′)dt′∣∣∣∣
.
∞∑
j=0
2ρj
∫∫
G(x)H(x′)χ[2−j ,2−j+1](x− x′) dµ(x)dµ(x′)
.
∞∑
j=0
2(ρ−α)j‖G‖L2x(dµ)‖H‖L2x(dµ)
. ‖G‖L2x(dµ)‖H‖L2x(dµ)
whenever ρ− α < 0. 
3. Some reduction arguments
3.1. Proof of (Theorem 2 =⇒ Theorem 1). Fix an arbitrary f ∈ Hs(R). Then,
it is enough to show that µ(D(γ, f)) = 0. Now, choose a sequence {fn}n∈N ⊂ C∞0 (R)
which converges in Hs-norm to f ∈ Hs(R). Then, we divide the divergence set into
localized pieces as follows and show that all terms turn out to be 0.
µ(D(γ, f)) ≤
∑
j∈Z
∞∑
`=1
µ({x ∈ I + j : lim
t→0
|Stf(γ(x, t))− f(x)| > `−1}).
Now, for each n ≥ 1, j = 0 and λ ≥ 1 observe that
µ({x ∈ I : lim
t→0
|Stf(γ(x, t))− f(x)| > λ−1})
≤ µ({x ∈ I : lim sup
t→0
|Stf(γ(x, t))− Stfn(γ(x, t))| > (3λ)−1})
+ µ({x ∈ I : lim sup
t→0
|Stfn(γ(x, t))− fn(x)| > (3λ)−1})
+ µ({x ∈ I : |fn(x)− f(x)| > (3λ)−1})
≤ µ({x ∈ I : sup
t∈I
|St
(
f(γ(x, t))− fn(γ(x, t))
)| > (3λ)−1})
+ 0 + µ({x ∈ I : |fn(x)− f(x)| > (3λ)−1}).
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By invoking the Chebyshev’s inequality and Theorem 2 we obtain
(10) µ({x ∈ I : lim
t→0
|Stf(γ(x, t))− f(x)| > λ−1}) . λ2‖f − fn‖2Hs(R),
which tends to 0 as n→∞. For other j, make translation x 7→ x+ j and we define a
measure µj by µj(x) = µ(x+ j) and a curve γj by γj(x, t) = γ(x+ j, t), both of which
satisfy the required conditions3 for Theorem 2 so that (10) holds with I replaced by
I + j. Therefore, for all j ∈ Z and ` ≥ 1
µ({x ∈ I + j : lim
t→0
|Stf(γ(x, t))− f(x)| > `−1}) = 0
holds as desired. 
3.2. Proof of (Theorem 1 =⇒ Corollary 3). Let s > 14 and f ∈ Hs(R). If we
suppose dimc(D(f, γ)) > max{1 − 2s, 1−2smκ } ≥ 0, then one would find 0 < α < 1
satisfying dimc(D(f, γ)) > α > max{1 − 2s, 1−2smκ } ≥ 0. Here, note that the sec-
ond inequality is equivalent to s > max{ 1−α2 , 1−mακ2 }. Hence, by Lemma 5 there
would exist an α-dimensional measure µ such that µ(D(f, γ)) > 0, which contradicts
Theorem 1, and we must have dimc(D(f, γ)) ≤ max{1− 2s, 1−2smκ }. 
4. Proof of Theorem 2
Let
s∗ = min
{
1
4
,
α
2
,
mακ
2
}
.
By following the standard steps via Littlewood–Paley decomposition, it is enough to
show the following proposition. (For the details, for instance, see [35].)
Proposition 8. Let ε > 0. Then, there exists a constant Cε such that
(11)
∥∥∥∥sup
t∈I
|Stf(γ(·, t))|
∥∥∥∥
L2(I,dµ)
≤ Cελ 12−s∗+ε‖f‖L2
holds for all λ ≥ 1 and f ∈ L2(R) whose Fourier support is contained in {ξ ∈ R : λ2 ≤|ξ| ≤ 2λ}.
Proof of Proposition 8. Let
Tf(x, t) = χ(x, t)
∫
R
ei(γ(x,t)ξ+t|ξ|
m)f(ξ)ψ( ξλ ) dξ,
where χ = χI×I and ψ ∈ C∞0 ((−2,− 12 )∪ ( 12 , 2)). Then, by Plancherel’s theorem, (11)
follows from
(12) ‖Tf‖2L2x(dµ)L∞t . λ
1−2s∗+ε‖f‖2L2 .
By duality, (12) is equivalent to
(13) ‖T ∗F‖2L2 . λ1−2s∗+ε‖F‖2L2x(dµ)L1t ,
where
T ∗F (ξ) = ψ( ξλ )
∫∫
χ(x′, t′)e−i(γ(x
′,t′)ξ+t′|ξ|m)F (x′, t′) dµ(x′)dt′.
3 Strictly speaking, γj 6∈ Γ(κ) because γj(x, 0) = x+j, however this translation effect is negligible
for Theorem 2 since |γj(x, t)−γj(x′, t′)| is essentially equivalent to |γ(x, t)−γ(x′, t′)| for any x, x′, t, t′.
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Then,
‖T ∗F‖2L2 =
∫
ψ( ξλ )
2
∫∫ ∫∫
χ(x, t)χ(x′, t′)
× ei((γ(x,t)−γ(x′,t′))ξ+(t−t′)|ξ|m)F (x, t)F (x′, t′) dµ(x)dtdµ(x′)dt′dξ
=
∫
W
∫
W ′
χ(w)χ(w′)F (w)F (w′)Kλ(w,w′) dµwdµw′
=
3∑
`=1
∫∫
V`
χ(w)χ(w′)F (w)F (w′)Kλ(w,w′) dµwdµw′
= I1 + I2 + I3.
Here, we denote W = I × I, w = (x, t) ∈ W , w′ ∈ (x′, t′) ∈ W and dµw = dµ(x)dt.
Also,
Kλ(w,w
′) =
∫
R
eiφ(ξ,w,w
′)ψ( ξλ )
2 dξ
= λ
∫
R
eiφ(λξ,w,w
′)ψ(ξ)2 dξ,
φ(ξ, w,w′) = (γ(x, t)− γ(x′, t′))ξ + (t− t′)|ξ|m
and
V1 = {(w,w′) ∈W ×W : |x− x′| ≤ 2λ− 2s∗α },
V2 = {(w,w′) ∈W ×W : |x− x′| > 2λ− 2s∗α and 1C2 |x− x′| > 2C1|t− t′|κ},
V3 = {(w,w′) ∈W ×W : |x− x′| > 2λ− 2s∗α and 1C2 |x− x′| ≤ 2C1|t− t′|κ}.
Then, (13) follows from
I` . λ1−2s∗+ε‖F‖2L2x(dµ)L1t
for each ` = 1, 2, 3.
The term I1. By using the trivial estimate
(14) |Kλ(w,w′)| . λ
and Lemma 7, we obtain
I1 . λ1−2s∗‖F‖2L2x(dµ)L1t .
The term I2. In this case, first note that we have
(15) |γ(w)− γ(w′)| ≥ 1
2C2
|x− x′|
for (w,w′) ∈ V2 by using (2) and (3). Next, we split Kλ into K1 and K2 as follows.
Kλ(w,w
′) = λ
∫
U1
eiφ(λξ,w,w
′)ψ(ξ)2 dξ + λ
∫
U2
eiφ(λξ,w,w
′)ψ(ξ)2 dξ
=: K1 +K2,
where {
U1 = {ξ ∈ suppψ : 1C2 |x− x′| > 4mλm−1|t− t′||ξ|m−1},
U2 = {ξ ∈ suppψ : 1C2 |x− x′| ≤ 4mλm−1|t− t′||ξ|m−1}.
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For K1, we use (15) in order to estimate the phase∣∣∣∣ ddξ φ(λξ, w,w′)
∣∣∣∣ ≥ λ|γ(w)− γ(w′)| −mλm|t− t′||ξ|m−1
≥ 1
2C2
λ|x− x′| −mλm|t− t′||ξ|m−1
>
1
4C2
λ|x− x′|
& λ1−
2s∗
α
> 1
since 2s∗α = min{ 12α , 1,mκ} ≤ 1. Here, note that the interval U1 consists of at most
two intervals since ddξφ(λξ, w,w
′) is monotone on each interval (−∞,−1] and [1,∞).
Thus, Lemma 6 gives that
K1 . λ(λ|x− x′|)−1 . λ(λ|x− x′|)−min{ 12 ,α}.
On the other hand, for K2,∣∣∣∣ d2dξ2φ(λξ, w,w′)
∣∣∣∣ & λm|t− t′||ξ|m−2
& λ|x− x′|
so that we are allowed to apply Lemma 6 to obtain
K2 . λ(λ|x− x′|)− 12
. λ(λ|x− x′|)−min{ 12 ,α}.
Hence, for (w,w′) ∈ V2 we have the following kernel estimate
|Kλ(w,w′)| . λ1−min{ 12 ,α}|x− x′|−min{ 12 ,α}
. λ1−min{ 12 ,α}+ε|x− x′|−min{ 12 ,α}+ε.
Here, we used the separation assumption, |x − x′| & λ− 2s∗α . By Lemma 7 with
ρ = min{ 12 , α} − ε < α we conclude that
I2 . λ1−min{ 12 ,α}+ε‖F‖2L2x(dµ)L1t
. λ1−2s∗+ε‖F‖2L2x(dµ)L1t .
The term I3. It remains to consider I3. Observe that∣∣∣∣ d2dξ2φ(λξ, w,w′)
∣∣∣∣ & λm|t− t′||ξ|m−2
& λm|x− x′| 1κ
& λmλ−
2s∗
ακ
> 1
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since 2s∗ακ = min{ 12ακ , 1κ ,m} ≤ m. Then, by Lemma 6 for arbitrary small ε > 0
|Kλ(w,w′)| . λ(λm|x− x′| 1κ )− 12
. λ(λm|x− x′| 1κ )− 2s∗m
∼ λ1−2s∗ |x− x′|− 2s∗mκ
. λ1−2s∗+ε|x− x′|− 2s∗mκ+ε
since 2s∗m = min{ 12m , αm , ακ} < 12 and our separation assumption again. Therefore,
applying Lemma 7 with ρ = 2s∗mκ − ε = min{ 12mκ , αmκ , α} − ε < α, it follows that
I3 . λ1−2s∗+ε‖F‖2L2x(dµ)L1t .

5. The necessary conditions regarding Theorem 2
In this section, we present s ≥ max{ 14 , 1−α2 , 1−mακ2 } is necessary for Theorem
2, otherwise there exist γ ∈ Γ(κ) and α-dimensional measure µ such that (5) fails.
Throughout the section, we shall let λ ≥ 1, γ(x, t) = x − tκ, µ(x) = |x|−1+α dx and
ψ0 be a smooth radial bump function whose support is in a small neighborhood of the
origin. Also, we fix m > 1 and 0 < κ ≤ 1, and we assume that the maximal estimate
(5) holds.
The necessity of s ≥ max{ 1−α2 , 1−mακ2 }. In this case, we will simply follow the idea
in [9]. Let
f̂1(ξ) = ψ0(λ
− 1m ξ).
With this initial data,
|Stf1(γ(x, t))| ∼
∣∣∣∣∫ ei((x−tκ)ξ+t|ξ|m)f̂1(ξ) dξ∣∣∣∣
= λ
1
m
∣∣∣∣∫ eiφ1(η,x,t)ψ0(η) dη∣∣∣∣ ,
where
φ1(η, x, t) = λ
1
m (x− tκ)η + λt|η|m.
For x ∈ (0, 1100 (λ−
1
m + λ−κ)) and |t| < 1100λ−1, we have
|φ1(η, x, t)| = |λ 1m (x− tκ)η + λt|η|m)| ≤ 1
2
so that
|Stf1(γ(x, t))| & λ 1m
∣∣∣∣∫ (cosφ1(η, x, t))ψ0(η) dη∣∣∣∣
& λ 1mχ
(0, 1100 (λ
− 1
m+λ−κ))×(0, 1100λ−1)
(x, t).
Hence,∥∥∥∥sup
t∈I
|Stf1(γ(·, t))|
∥∥∥∥
L2(I,dµ)
≥
∥∥∥∥∥ supt∈(0, 1100λ−1) |Stf(γ(·, t))|
∥∥∥∥∥
L2((0, 1100 (λ
− 1
m+λ−κ)),dµ)
& λ 1m max{λ− αm , λ−ακ} 12 .
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On the other hand,
‖f1‖Hs ∼
(∫
(1 + |ξ|2)s|ψ0(λ− 1m ξ)|2 dξ
) 1
2
. λ smλ 12m .
Therefore, combining the above calculations, we obtain
λ
1
m max{λ− αm , λ−ακ} 12 . λ smλ 12m .
If 1m ≥ κ, then max{λ−
α
m , λ−ακ} = λ−ακ, and as λ→∞ it is necessary that
1
m
− ακ
2
≤ s
m
+
1
2m
,
which clearly gives
s ≥ 1−mακ
2
.
If 1m < κ, then max{λ−
α
m , λ−ακ} = λ− αm , and as λ→∞, it is necessary that
1
m
− α
2m
≤ s
m
+
1
2m
,
which is
s ≥ 1− α
2
.
The necessity of s ≥ 14 . In this case, we will refer to the idea in [37] (see page 712).
Let
f̂2(ξ) = λ
−1ψ0(λ−1ξ + λ).
Then, by the change of variables −η = λ−1ξ + λ,
|Stf2(γ(x, t))| ∼
∣∣∣∣∫ ei((x−tκ)ξ+t|ξ|m)λ−1ψ0(λ−1ξ + λ) dξ∣∣∣∣
=
∣∣∣∣∫ eiφ2(η,x,t)ψ0(−η) dη∣∣∣∣ ,
where
φ2(η, x, t) = −(x− tκ)λη + λmt|λ+ η|m.
By a Taylor expansion,
(λ+ η)m = λm(1 + λ−1η)m
= λm
(
1 +mλ−1η +
m(m− 1)
2
λ−2η2 +O(λ−3|η|3)
)
= λm +mλ−(1−m)η +
m(m− 1)
2
λ−(2−m)η2 +O(λ−(3−m)|η|3),
and it follows that
φ2(η, x, t) = −λxη + λtκη + λ2mt+mλ−(1−2m)tη
+
m(m− 1)
2
λ−(2−2m)tη2 +O(λ−(3−2m)t|η|3)
= λ2mt+ λ(−x+ tκ +mλ−(2−2m)t)η
+
m(m− 1)
2
λ−(2−2m)tη2 +O(λ−(3−2m)t|η|3).
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For x ∈ (0, 1100 ), we can choose t(x) such that x = t(x)κ +mλ−(2−2m)t(x). In fact, if
we consider the function τ(t) = tκ+mλ−(2−2m)t, then τ : [0,∞)→ [0,∞) is a strictly
increasing bijection and
0 = τ−1(0) < τ−1(x) = t(x) < τ−1( 1100 ) <
λ2−2m
100m
.
Therefore, for such choice of (x, t(x)), it follows that
|φ2(η, x, t(x))− λ2mt(x)| . 0 + 1
100
+O(λ−1) ≤ 1
2
,
which implies that
|Stf2(γ(x, t(x)))| ∼
∣∣∣∣∫ cos(φ2(η, x, t(x))− λ2mt(x))ψ0(−η) dη∣∣∣∣
& χ(0, 1100 )(x).
Hence, ∥∥∥∥sup
t∈I
|Stf2(γ(·, t))|
∥∥∥∥
L2(I,dµ)
& 1.
On the other hand,
‖f2‖Hs =
(∫
(1 + |ξ|2)s|λ−1ψ0(λ−1ξ + λ)|2 dξ
) 1
2
. λ2sλ− 12 .
Therefore, combining the calculations above implies that
1 . λ2sλ− 12 .
As λ→∞, it is necessary that
s ≥ 1
4
.
This ends the proof that s ≥ max{ 14 , 1−α2 , 1−mακ2 } is necessary for (5) to hold.
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