For many applications measuring the similarity between documents is essential. However, little is known about how users perceive similarity between documents. This paper presents the first large-scale empirical study that investigates perception of narrative similarity using crowdsourcing. As a dataset we use a large collection of Dutch folk narratives. We study the perception of narrative similarity by both experts and non-experts by analyzing their similarity ratings and motivations for these ratings. While experts focus mostly on the plot, characters and themes of narratives, non-experts also pay attention to dimensions such as genre and style. Our results show that a more nuanced view is needed of narrative similarity than captured by story types, a concept used by scholars to group similar folk narratives. We also evaluate to what extent unsupervised and supervised models correspond with how humans perceive narrative similarity.
INTRODUCTION
Measuring the similarity between documents is essential in many applications. For example, clustering systems are inherently dependent on the used similarity measure. However, for many tasks it is unclear what an appropriate similarity measure should be. Multiple dimensions might play a role (e.g. topic, genre), and different users might not agree on which dimensions are important. So far, most research on text similarity has focused on topical or semantic similarity, thereby ignoring dimensions that might be important from a user's perspective. Research investigating how humans perceive similarity between documents has been scarce so far.
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Understanding how humans perceive similarity is useful in many situations. It could guide the development of similarity metrics to correspond better with human perception. Clustering systems could benefit by knowing along which dimensions documents should be clustered. And, it could aid in the creation of more suitable datasets [2] and evaluation metrics [13] .
In this paper, we study perception of similarity in the domain of folk narratives (such as fairy tales and urban legends). With the increasing digitization of folk narratives [1, 16, 19] , there is a need for better search and clustering systems [12] . However, so far little is known about how humans perceive narrative similarity. For example, take the following two narratives (summaries are shown): Narrative 1 Some men sat around a fire. Nine cats came to sit near the fire, and the men got nervous. One of the men threw fire at the cats with a fire shovel. The next day, nine women in the village lay in bed with burned buttocks.
Narrative 2 Every afternoon a large black cat came to sit by the fire in the kitchen. The people knew about a witch in the neighborhood. One afternoon the cat came again. The woman threw a pan with hot oil at the cat's neck. The next day, the neighbor wore a white scarf, she had burned her neck.
The characters in both narratives are witches, humans and cats. Although the exact events are different, both narratives share a story line: The cats are actually witches, who are recognized by their wounds in their human form. Some people might even recognize that these narratives served a common purpose: demonstrating that witches are real.
Folktale researchers could recognize these narratives as belonging to the same story type (titled 'Witch hurt as animal; woman turns out to be wounded the next day', SINSAG 0640). A story type represents a collection of similar stories. Story types are used by scholars to organize folk narratives and defined in catalogues such as SINSAG and ATU. For example, a well-known story type is 'Little Red Riding Hood ' (ATU 333). The many variations of this story (e.g., with different endings) are classified with the same story type.
The above example illustrates that similarity between narratives can be based on various dimensions (e.g. characters, plot, theme/purpose, story types). The goal of our study is to shed light on how narrative similarity is perceived. Which dimensions do people consider when judging narrative similarity, and do non-experts pay attention to different dimensions than experts?
Empirical studies on narrative similarity have only been done on a small scale so far (e.g., [9, 15] ). This study is the first large-scale empirical study on narrative similarity. We collect data from a large number of non-experts using crowdsourcing by asking them to rate similarity between narrative pairs. Data on how experts judge narrative similarity was collected in two ways: 1) By asking experts directly to rate similarity, in the same way as data obtained from nonexperts. 2) By using the story types that the narratives are (manually) classified with.
To summarize, our contributions are as follows:
• We show how crowdsourcing can be used to collect data for studying perception of similarity (Section 4).
• We identify the dimensions that play a role in perception of narrative similarity (Section 5).
• We show that non-experts and experts have a different perception of narrative similarity and that story types do not fully correspond with non-expert perception of narrative similarity (Section 5).
• We show that automatic methods correspond reasonably well with judgements of the crowd (Section 6).
RELATED WORK
In this section we discuss related work on empirical studies of similarity, narrative similarity, and crowdsourcing.
Empirical studies of similarity. Our study follows recent research on the human perception of similarity in various domains, for example images [21] , style of paintings [14] , text [2] , multimedia files [31] , music [17, 29] and videos [4] . Some of these studies also investigated which dimensions play a role in human judgement of similarity, for example of multimedia files [31] and preference judgements of search result lists [13] . The influence of structure, style, and content on text similarity have been studied by Bär et al. [2] . Compared to these previous studies, we collect and compare judgements from both experts and non-experts.
Narrative similarity. Narratives have traditionally been studied by focusing on their plot structure. This is also reflected in research focusing on narrative similarity [20] . Scholars have typically approached this by developing formal systems to represent and find analogies between plot structures of narratives. The approaches rely on in-depth annotations of story structures by humans and as a result have stayed either theoretical [20] or have only been tested on small amounts of data (e.g. 1 narrative pair [8] , or 26 Aesop fables [7] ).
A different line of work involves a more computational approach but uses shallower features. For example, automatic classification of folk narratives [23] or jokes [10] . These methods focus on lexical similarity and do not study which dimensions play a role in perception of similarity. In addition, their ground truth labels provide only a binary view of similarity.
Two recent studies investigated perception of narrative similarity, but on a very small scale (16 narrative pairs [15] , variations of two stories [9] ). Their results have suggested that non-experts also focus on dimensions other than structural similarity [9] , and that humans are more likely to rate narratives as similar if they have a common summary [15] .
Crowdsourcing. Crowdsourcing enables the collection of large amounts of data with low costs using platforms such as Amazon Mechanical Turk and Crowdflower. We target Dutch workers in our study, who are fast and of high quality [24] . Recent studies have explored how the crowd can be used to infer taxonomies [6] and clusterings from data [11] . However, such approaches need judgements for each item. An alternative approach is to use the crowd to learn a similarity metric, which can then be applied on large, growing collections (e.g., [32] ). Our study follows the latter line of thought, by aiming to obtain insight into perceived similarity and develop automatic methods to measure similarity.
BACKGROUND ON FOLKTALES
Dutch Folktale Database. In this study, we use narratives from the Dutch Folktale Database. The database contains over 40.000 folk narratives [19] , collected through various methods, including fieldwork and from social media. All narratives have been manually annotated with metadata such as a summary, keywords, language, story type and named entities.
Genres. In this study, we confine ourselves to the most frequent genres in the Dutch Folktale Database [22] :
• Fairy tales are set in an unspecified time and place, with often a happy ending and magical elements.
• Legends are situated in a known place and recent past, with human characters but also supernatural elements such as witches.
• Urban legends take place in modern times and are claimed to have happened. They are often about hazardous or embarrassing situations.
• Jokes are stories told to entertain each other, frequently ending with a punch line.
Narratives belonging to the same story type do not necessarily occur in only one genre. For example, 'Little Red Riding Hood ' can be told as a fairy tale or as a joke.
Story types. Story types are used by scholars to categorize similar folk narratives. A story type represents a collection of similar stories often with recurring plot, motifs or themes [27] . For example, the story type 'Little Red Riding Hood ' (ATU 333, [26] ) is about a young girl who visits her grandmother, but then is eaten by a wolf disguised as her grandmother. Variations of a story emerge as stories are retold in different cultures and by different narrators. For example, in some variations the girl manages to escape from the wolf, and in other variations the story is transformed into a joke.
Story types are defined in catalogues created by various scholars. For example, the SINSAG catalogue focuses specifically on legends. While story types have been useful to organize narratives, they also suffer from limitations [5] . They provide a simplified (binary) view of similarity and story types do not always group narratives on the same level of specificity. Some story types are very specific, grouping narratives that share a common plot (e.g. 'Little Red Riding Hood '). Other story types group narratives that share a common structure (e.g. repetition), and the broadest category of story types only share a common theme (e.g. 'Anecdotes about Lawyers').
DATA COLLECTION
In this section we describe the collection of the narrative similarity judgements.
Preprocessing
We selected a subset of the narratives from the Dutch Folktale Database. We restricted the set to narratives that were easily readable (based on writing style and length) and had all the required metadata to support our analyses. More specifically, we only kept narratives with the following requirements: 1) Written in Standard Dutch [28] 2) With an annotated story type, genre and collector 3) Of intermediate length (between 10 and 250 tokens).
Task Design
To collect data, we designed a human intelligence task (HIT). The task was given to both experts and non-experts. Data from non-experts was collected by posting the HITs on Crowdflower, a crowdsourcing platform. We asked workers to judge the similarity between pairs of stories. We provided as few instructions as possible (e.g. by not mentioning terms like plot), so that workers were not influenced by us to pay attention to certain dimensions. Small pilot experiments were carried out while developing the design of the HIT. Each HIT consisted of 6 pairs of narratives (5 pairs + 1 pair with gold labels), and several survey questions. Each HIT was initially judged by 3 workers. We collected additional judgements for narrative pairs with large standard deviations of the judgements, such that all HITs received 3 to 5 judgements. We paid 40 US dollar cents for each HIT.
Survey. To study the influence of characteristics of people on how they perceive narrative similarity, we included several survey questions:
• Gender (male/female)
• Age (in years)
• Location (one of the Dutch provinces, or other)
• Highest completed education Similarity judgements. Workers were presented with pairs of narratives for which they were asked to rate the similarity on a scale from 1 (no similarity) to 5 ((almost) the same). A similar scale was used in related studies [18, 33] . Workers were also asked to provide a short motivation for their rating in a free text field for each narrative pair. The order of the displayed narrative pairs within a HIT was randomized.
Gold labels. To improve the detection of spammers, we manually created 12 narrative pairs with 'gold labels'. Workers who provided ratings deviating from these labels were identified as potential spammers. We created pairs with high similarity by copying an existing story and making small edits in spelling, punctuation, word order, etc. For such pairs, we expected a similarity judgement of 4 or 5. We also selected pairs with very low similarity by manually selecting stories that had nothing in common (e.g. plots and characters are completely different). For such pairs, we expected a similarity judgement of 1 or 2. We did not inform workers about their performance on the pairs with gold labels.
Pair Selection
Selecting pairs at random would generate many pairs with little similarity. Therefore, we control the selection of pairs as follows:
1. Similarity between narratives classified with the same story type and same genre.
2. Similarity between narratives classified with the same story type but different genre.
3. Similarity between narratives with the same genre, but different story types.
Under conditions 1 and 2, the narratives are the same based on their story types. We include pairs by varying the lexical similarity of these pairs based on cosine similarity. A threshold (based on data analysis, see below) was calculated to distinguish between low, mid and high similarity. We include an equal number of pairs from each bin.
Under condition 3, we only include pairs that have a high cosine similarity. We assume that pairs with low or mid similarity are less interesting, since they have little lexical similarity and are also not similar based on their story types.
Thresholds. We first group all narratives by story type.
For each story type, we randomly select a pair of narratives and calculate the cosine similarity. Based on the samples, we take their 33% and 67% boundaries to define the thresholds to distinguish between low, mid and high cosine similarity.
Same story type, different genre. We select pairs of narratives that are classified under the same story type but under different genres. We first generate candidate pairs:
For each story type:
Group all narratives by genre If #genres > 1: Sample pairs across genre (up to 3 per bin)
The final selection is made by sampling from all the candidate pairs, given the desired distribution for the cosine similarity bins and the number of pairs to include.
Same story type, same genre. We study similarity between pairs belonging to the same genre and story type, but with varying levels of cosine similarity.
For each genre:
For each story type: Sample up to 3 pairs per cosine bin
The final selection is made by sampling from the candidate pairs ensuring an equal distribution across cosine similarity bins, given a desired genre distribution and the total number of pairs needed.
Same genre, different story types. We also select pairs belonging to different story types but with a high cosine similarity. We create candidate pairs as follows:
For each genre:
For each story type: Select up to 3 pairs with high cosine similarity and with one of the narratives belonging to this story type.
The final selection is made by sampling from the candidate pairs given a desired genre distribution.
Groups
The designed HITs were given to two different groups: crowdworkers and folk narrative researchers.
Crowdworkers. We posted the tasks on CrowdFlower and targeted workers from the Netherlands. The jobs ran between April 4, 2014 and April 27, 2014. We launched the jobs in several batches, to prevent workers from doing the task too many times and to ban spammers in between. Potential spammers were identified by the following criteria:
• Inconsistent demographics. Most workers completed multiple HITs. We assumed workers with inconsistent demographics information to be spammers.
• Time spent on judgement. Workers who spent less than 3 minutes on a HIT (based on data analysis).
• Gold labels. Workers whose judgements did not match the gold labels.
• Motivation. We manually inspected the answers on the motivation questions. Spammers answered with random characters, by copying parts of the narratives or by always answering with the same sentence.
We manually checked if workers identified using these criteria were spammers. Such workers were excluded from the dataset and blocked for all next HITs. We collected in total 923 HITs (150 workers). 619 HITs (80 workers) were kept after filtering spammers. Figure 1 shows the average times spent on a HIT for workers (median: 677.5 seconds).
Folktale Researchers. We also asked three senior folktale researchers (all with a researcher/lecturer position) to do the same task. We selected 40 narrative pairs, ensuring that we included at least 2 pairs from each bin according to our sampling method described above. HITs were the same as presented to the crowdworkers, but without the pairs with gold labels (thus resulting in 5 narrative pairs per HIT).
Statistics
The statistics of the collected data are shown in Table 1 .
Statistic
Crowdworkers Experts 
ANALYSIS
In this section, we analyze the collected data. We start with studying the demographics of the workers and then continue with an analysis of their similarity judgements.
Workers
Demographics. Workers are mostly men (66%), but are relatively spread across different ages and education levels. The workers are spread throughout the Netherlands, but most workers come from the west of the Netherlands (where the population density is higher as well).
Reading and Watching Movies. Table 2 summarizes the users' reading and movie-watching behaviour. Most people read both fiction and non-fiction (52, 65%), and some read only fiction (20, 25%) . A small fraction only reads non-fiction (8, 10%). We code the education responses, and movies and reading behaviour by converting each category to an integer. We find that the education level is highly correlated with frequencies of reading a book (Spearman's ρ = .424, p < 0.001). The education level is negatively correlated with the frequency of watching movies (Spearman's ρ = −.229, p < 0.05). Watching movies and reading books is not correlated (Spearman's ρ = −.086, not significant). 
Understandability Ratings
Workers also indicated how well they understood the pair of narratives on a scale from 1 (not understandable) to 5 (well understandable) (Figure 2 ). Manual inspection of pairs with lower ratings, revealed that crowdworkers had difficulty with language use that was less standard (e.g., dialects, slang, uncommon words), unconventional style and structure. Narratives from more modern genres, urban legends and jokes, are understood better than narratives from the older genres, legends and fairy tales (Table 3) . For each worker, we calculate the worker's understandability bias, by calculating the average difference between the worker's score and the average of the scores. We find that higher educated workers tend to give lower understandability scores (Spearman's ρ = -.249, p < 0.05). While this may seem counterintuitive, they also vary more in their understandability ratings (Spearman's ρ = .278, p < 0.05). We found no significant correlations with reading or movie watching behaviour. In the remainder of this paper, we only keep narrative pairs that received an average understandability rating of 3.5 or higher (removing 104 pairs).
Understandability

Narrative Similarity Ratings
We first analyze the agreement between the judgements. Next, we study the similarity judgements for different conditions. Finally, we study the similarity dimensions by analyzing the free-text motivations.
Agreement
Crowd Workers. We first analyze the agreement between crowdworkers. We have in total 80 workers and 898 pairs. For each pair, we have 3 to 5 judgements. Figure 3 shows a histogram of the standard deviations of the judgements for each narrative pair. We find that 85% of the pairs have a standard deviation less than 1. We also calculate a user bias. For each worker, it is the average over the differences between a judgement made by a worker and the overall mean of the judgements for each narrative pair. Only 17.5% of the workers are on average more than 0.5 points off the mean. We calculate several agreement metrics (see Table 5 ). Following [18] , we calculate a measure of inter-rater correlation. For each narrative pair, we select at random a judgement and correlate it with the average of the other similarity judgements. We also calculate a pairwise agreement. For each narrative pair, we check the agreement between all pairs of workers. The reported pairwise agreement is the number of pairs workers agreed on divided by the total number of pairs, and is similar to the value reported in [33] . We also find that mapping the scores to a lower number of categories (1-2, 3, 4-5) leads to a higher pairwise agreement of 0.517.
Metric
Crowd Experts We also analyzed the influence of demographics on agreement. We find that people who read books daily (3) or never (0) tend to agree more within their group (pairwise agreement of 0.433 and 0.444, see Table 6 ). We also tested excluding groups with lower reading frequencies. Only including workers who often read (≥ 2) leads to higher agreement (0.374) than including all workers. No clear trends were observed with watching movies or education. Experts. We calculated the agreement between experts in the same way as with the crowd. Table 5 shows the calculated metrics. We find that experts achieve higher interannotator agreement than the crowd, probably because their reasoning involves story types and they agree more on which dimensions are important (see also the next section). We also study to what extent individual experts and the average of the experts correspond with the crowd judgements (Table 7). Averaging the expert judgements leads to a higher correlation with the crowd judgements.
Crowd .654 .683 .633 .744 Table 7 : Spearman correlation of individual experts (E1-3) and average expert with the crowd
Analysis
The average similarity for each condition (see Section 4.3) is shown in Table 4 .
Story types. We first investigate how story types correspond with judgements by the crowd. We would expect narratives belonging to the same story type to receive higher ratings than narratives belonging to different story types.
Narrative pairs (with high cosine similarity) with the same story type indeed receive higher ratings than pairs (with high cosine similarity) with different story types (Table 4) . Figure 4 shows a histogram of the similarity ratings for narrative pairs belonging to the same story type. If story types would correspond strongly with perceived similarity by non-experts, we would see a skewed distribution with most of the ratings being a 4 or 5. Instead, most of the ratings are in the middle and the perceived similarities of the narratives belonging to the same story type vary widely. Figure 4 also shows a histogram of the similarity ratings for narrative pairs belonging to different story types. Here, we do see a skewed distribution, with most scores being low (e.g. 1 or 2).
Thus, although narratives belonging to the same story type tend to be perceived as more similar than narratives belonging to different story types, story types do not explain all of the observed variation in similarity judgements by nonexperts. This suggests that story types ignore dimensions that non-experts do find important. Figure 5 shows figures based on expert judgements. The figures reflect that experts use story types in their research and give more extreme scores than non-experts. Pairs of narratives belonging to the same story type are mostly rated with a 5, narratives belonging to different story types often with a 1 or 2. However, we do observe variation indicating that other aspects influence their judgements as well. For example, based on their feedback, we find that experts tend to rate pairs of narratives from broad story types (e.g., based on theme) lower than story types defined based on plots. Genres. Table 4 also shows the scores for narratives with the same story type but classified under different genres. We find that narrative pairs with different genres tend to receive a lower similarity judgement than pairs belonging to the same genre. In the next section we study the influence of genre using the provided free-text motivations.
Cosine similarity. In Table 4 we observe that within each genre, a higher cosine bin results in a higher average similarity judgement. In a later section, we experiment how the similarity judgements correspond with various supervised and unsupervised similarity metrics.
Dimensions of Narrative Similarity
For each similarity judgement, we also asked for a freetext answer with a motivation. In this section, we study the importance of different similarity dimensions (e.g., plot, characters) based on these motivations.
Crowdworkers. Motivations given for the narrative pair in the introduction are shown in Table 9 . The first worker only mentions a similarity in the characters, the other workers also see a similarity in the plot. Note that other dimensions could have (unconsciously) influenced the workers as well, but they did not mention them. We randomly selected 192 narrative pairs and included all motivations for these pairs (total: 589). The most frequent dimensions were identified after annotating subsets of the data. Each motivation was then manually annotated (Table  8) by one coder. A second coder annotated a subset of 64 narratives. Cohen's κ ranged from moderate (e.g., plot: κ = 0.59, style: κ = 0.66, theme: κ = 0.59) to high (e.g., genre: κ = 0.80, characters: κ = 0.88, number of details: κ = 1.00).
The characters, plot, genre and theme were mentioned the most. However, a variety of other dimensions were mentioned as well (e.g., style, number of details). No explanation was given in 18% of the motivations.
For each dimension (except 'none' and 'other'), we annotated whether a difference and/or similarity was mentioned, e.g. 'plots are different' (Table 8) . When workers mentioned the characters, plot or theme, they tended to focus on the similarities between the narratives. However, when they referred to the amount of detail, workers only stated differences. Table 10 : OLS model (weights and standard errors). * * * p < 0.001; * * p < 0.01; * p < 0.05; p < 0.1
For most dimensions, whether they are mentioned is influenced by the presented narrative pair. For example, the probability of a random motivation mentioning theme is 0.28. However, knowing that another worker has mentioned theme for the same pair, the probability goes up to 0.51.
To study the importance of these dimensions, we fitted an Ordinary Least Squares model (OLS) with the given score as the dependent variable (Table 10) . We find that plot, genre and theme are the most important. Characters are not significant after including the other dimensions. Maybe surprisingly, mentioning differences between style and number of details receives a positive weight. From manual inspection, we find that when narratives are already very similar on other dimensions, workers tend to mention these more superficial differences.
We also analyzed the correlation between characteristics of workers (education, frequency of watching movies/reading books). For most of the dimensions, we did not observe a relation with the characteristics of workers. People who read more books more often mention the theme of a narrative (ρ = .223, p < 0.05). We also found that people who watch more movies more often pay attention to whether narratives differ in number of details or length (ρ = .210, p < 0.1).
Experts. Motivations given by the experts for the narrative pair in the introduction are shown in Table 11 . Statistics based on manual annotation are shown in Table 8 . The dimensions 'story types' and 'motifs' are used in folk narrative research. Motifs are small elementary building blocks of plots of narratives (e.g., 'disease caused by witchcraft'). As expected, motifs and story types were only mentioned by the experts. Story types were mentioned in many of the motivations (46%).
Both are the same: the narratives must demonstrate that witches are real. Given score: 5. Dimensions: Theme, Characters Strong similarity in content, I doubt between box 4 and 5: 1 and 2 share the traditional element of a witch changing into a cat, getting hurt, and being recognized in her human form through the wound. Given score: 4. Dimensions: Characters, Plot Clearly two narratives of the same type: Hexentier verwundet: Frau zeigt am folgenden Tag Malzeichen. Whether it is with multiple cats, or one, it doesn't matter. Moral: night cats are metamorphosed witches, and you don't want them near you. Given score: 5. Dimensions: Story type, Theme, Characters Other dimensions important to experts are the plot, characters and theme of the narratives. Style, whether true facts are recounted, and setting are not important to experts.
ESTIMATING NARRATIVE SIMILARITY
In this section we present preliminary experiments on how well unsupervised and supervised methods correspond with the crowd judgements. Studies on document similarity in other domains found low to moderate correlations between automatic measures and human judgements. For example, a correlation of less than 0.2 was observed using cosine similarity [33] and between 0.5-0.6 using different binary, countbased and LSA-based measures [18] . To our knowledge, we are the first to perform such experiments on narrative similarity.
Goal and Evaluation
For each narrative pair, we take the mean of the received similarity judgements by the crowdworkers. We experiment with two different setups: 1) Classification, where the goal is to classify the pairs into low (<= 3) and high (>3) similarity. The performance is reported using the F-score. 2) Regression, where the goal is to predict the mean of the received judgements. We evaluate the performance using the Spearman correlation and Mean Squared Error (MSE).
Dataset Construction
We randomly divided the dataset into a training and test set. Feature development and parameter tuning was done using cross-validation on the training set. Like in the previous sections, we excluded the narrative pairs that received a low score for understandability. Statistics of the dataset are shown in Table 12 . The documents were parsed using the Frog parser [30] and a stop word list of 76 frequent Dutch words was used. 
Set
Method
We experiment with both unsupervised similarity metrics (e.g., cosine similarity) and supervised machine learning models. We use linear regression and logistic regression with Ridge (L2) regularization to prevent overfitting.
Features
We evaluate a variety of features, most of them based on the dimensions we identified in the previous section. In addition, we explore features based on manually annotated metadata.
First, we study the effectiveness of features that only measure lexical similarity. We experiment with different metrics (cosine similarity and Jaccard index) and representations (e.g., words versus character ngrams).
We also extract features from the narratives to approximate elements such as the plot, characters and theme in narratives. Plot elements are approximated by extracting subject-verb pairs. They are extracted by searching on subject ('su' ) and verb complement ('vc' ) relations from the Frog parser. Each 'plot element' is a character + root of a verb (e.g., 'lawyer answer' or 'girl disappear').
We extract the characters of a narrative by searching on subject ('su' ) relations from the Frog parser. Only tokens classified as nouns, pronouns, or as 'special' are included. Unfortunately, the narratives are noisy because they come from a variety of sources, and therefore the Frog parser sometimes missed relations or incorrectly extracted them.
Themes are extracted using LDA [3] . We train a model on the training documents with 20 topics using the Gensim library [25] . We measure the similarity between the topic distributions using the Jensen-Shannon divergence.
Crowdworkers also pay attention to style. We therefore experiment with features that capture stylistic similarities based on statistics such as the length of words and sentences, and similarities in POS structures.
Our analyses also revealed that differences in the amount of detail in narratives play a role. We use the difference in length of the narratives to approximate this dimension.
We also study the usefulness of manually annotated metadata. They also capture dimensions identified in the previous section, such as whether the narratives have the same genre (mentioned by the crowd and experts), or story type (only mentioned by experts). In addition, we study whether manually annotated keywords and named entities are useful.
Below is an overview of the used features: 13. Named Entities (Jaccard)
Results
We first study the individual features. Next, we study the performance achieved by combining them.
Individual features. We first evaluate the individual features in the regression setup. We report the Spearman correlations and MSEs (Table 13) .
For the lexical features, we experimented with using the cosine similarity and Jaccard index. We also experimented with using word unigrams, word unigrams + bigrams, or character ngrams (of lengths 2-5). We find that using ngrams consistently achieves a better performance. In addition, the Jaccard index performs better than the cosine similarity.
We find that the stylistic features (POS patterns, word and sentence length) only obtain a low correlation. The features that aim to capture the story elements (e.g., theme) perform moderately. The features based on manually annotated metadata perform well, in particular the features based on story types and keywords. Combination of features. We now combine the features using supervised machine learning models. We evaluate them in regression and classification tasks (Table 14) . We find that a reasonable performance is obtained using only the lexical features. Although the story elements features alone (plot, characters, theme) obtained a moderate performance, they do not help improve on the performance using the lexical features. We suspect this has several reasons. First, the story elements features are directly derived from the text as well and therefore highly correlated with the lexical features. For example, we find a Spearman correlation of .468 between the characters feature and the Jaccard n-grams feature. In addition, manual inspection shows that the extracted story elements are noisy, and thus the extraction of the features itself can be improved.
Metric
The metadata alone are already very effective. However, one should keep in mind that for new narratives no metadata will be available.
Using only lexical + stylistic features a good performance is achieved. Adding the remaining features does not lead to improvements. However, the best performance is obtained using both the automatically extracted features and the metadata. While the obtained correlation is moderate (.592), we should keep in mind that it is a difficult task. For example, when we randomly selected a judgement for each narrative pair and correlated that with the average of the remaining judgements, a Spearman correlation of .556 was obtained (see the section on agreement analysis).
DISCUSSION AND IMPLICATIONS
We analyzed the relationship between story types and human perception of similarity. While most narrative pairs from different story types are indeed perceived as not similar, within a story type there may be much variation. Dimensions such as genre and style that do not play a role in the definition of story types, do play a role in perception of similarity. This suggests that a more nuanced view of narrative similarity is desired.
Our results highlighted that non-experts and experts differ in how they judge narrative similarity. Therefore, how similarity between narratives is estimated should depend on the intended users and goal of the application.
We also found that non-experts vary in which dimensions they consider. Therefore, efforts to personalize systems that deal with narrative similarity could be an interesting direction of research. In addition, to help users understand the output of an automatic system, explicit explanations of how narratives are related would be useful as well.
Our study has limitations. First, free-text motivations were used to study the importance of dimensions. Users only mentioned dimensions they considered relevant, but (unconsciously) they may have also been influenced by other dimensions. Second, the mentioned dimensions and provided ratings may also have been influenced by the previous pairs a user has seen. We randomized pairs within a HIT to reduce possible effects of displaying order. However, further research is needed to study the influence of sampling and displaying order on the user judgements. Third, to enable a large-scale experiment, we included a large number of narratives from the Dutch Folktale Database. While we posed several restrictions to the final set to improve readability and also asked workers to indicate whether they understood the narratives, unclear or noisy narratives may have led to noise in the obtained judgements and mistakes in the automatic extraction of the features in the prediction experiments. Fourth, our experiments were performed on one specific dataset. Although we expect that our experimental setup can be used in other domains as well, other datasets (for example, movie reviews) should be used to verify this.
CONCLUSION
This paper presented a study on how humans perceive narrative similarity. A better understanding of narrative similarity is a first step towards better clustering and retrieval systems dealing with narrative collections. Data was collected by asking crowdworkers and folktale experts to rate the similarity between narrative pairs. We analyzed the provided similarity scores as well as their provided motivations. Our results showed that non-experts pay attention to more dimensions than experts, and that story types only give a limited view of narrative similarity.
Many of the identified dimensions can currently only be approximated in a shallow way using automatic methods. Further work is needed on automatically extracting dimensions such as style, structure, plot etc. of narratives to improve the automatic estimation of narrative similarity. Based on the findings in this paper, we plan to develop better clustering systems for narratives.
While this paper focused on a particular domain (narratives), we expect that the setup of the experiment and the types of data analyses performed can also be used to shed light on how similarity is perceived in other domains.
