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Abstract
In statistical modeling of computer experiments, prior information is sometimes
available about the underlying function. For example, the physical system simulated
by the computer code may be known to be monotone with respect to some or all
inputs. We develop a Bayesian approach to Gaussian process modeling capable of
incorporating monotonicity information for computer model emulation. Markov chain
Monte Carlo methods are used to sample from the posterior distribution of the process
given the simulator output and monotonicity information. The performance of the
proposed approach in terms of predictive accuracy and uncertainty quantification is
demonstrated in a number of simulated examples as well as a real queuing system
application.
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1 Introduction
Deterministic computer models are commonly used to study complex physical phenomena in
many areas of science and engineering. Oftentimes, evaluating a computational model can
be very time consuming, and thus the simulator is only exercised on a relatively small set of
input values. In such cases, a statistical surrogate model (i.e., an emulator) is used to make
predictions of the computer model output at unsampled inputs. To this end, a Gaussian
process (GP) model is a popular choice for deterministic computer model emulation (Sacks
et al., 1989). The reason for this rests largely on the ability of the GP to interpolate the
output of the simulator, the flexibility of the GP as a non-parametric regression estimator
and its ability to provide a basis for statistical inference for deterministic computer models.
An important property of GP models that makes them attractive in some settings is that
the partial derivative processes are also GPs with covariance functions that can be derived
from the original process (see for e.g. Rasmussen and Williams (2006), Section 9.4). Indeed,
when the simulator output includes derivatives, they can be used to improve the accuracy of
the emulator (Morris et al., 1993). In some applications, derivative information is available
only in the form of qualitative information - for example, the computer model response is
known to be monotone increasing or decreasing in some of the inputs. Incorporating the
derivative information into the emulator in such cases is more challenging because the deriva-
tive values are unknown. The problem of using the known monotonicity of the computer
model response in one or more of the inputs to build a more accurate emulator is the main
focus of this paper. Although our approach can be applied in situations with observation
error, we focus primarily on GP emulation of computer experiments.
While a rich literature exists on monotone function estimation, interpolation of mono-
tone functions with uncertainty quantification remains an understudied topic. Examples of
related work are monotone smoothing splines, isotonic regression, etc. See for e.g. Ramsay
(1998), He and Shi (1998) and Dette et al. (2006). Also work has been done on incorpo-
rating constraints in general and monotonicity specially into Gaussian process regression as
discussed below. In a related framework, constrained Kriging has been considered in the
area of geostatistics (Kleijnin and van Beers, 2013). While some of the existing methods
may be modified to be used in the noise-free set-up none of them directly address monotone
interpolation. On the other hand, there exist tools for monotone interpolation that do not
provide uncertainty estimates. See for e.g. Wolberg and Alfy (1999).
Riihimaki and Vehtari (2010) considered monotonicity assumptions for GP models for
noisy data. They incorporate the monotonicity information by placing virtual derivatives
at pre-specified input locations, thereby encouraging the derivative process to be positive at
these points. They use expectation-propagation techniques (Minka, 2001) to approximate
the joint marginal likelihood of function and derivative values. Point estimates for the hyper-
parameters are obtained by maximizing this approximate likelihood.
In this paper we initially take an approach similar to Riihimaki and Vehtari (2010) to
build an emulator, given the computer model output and monotonicity information. Our
approach is different in two respects. First, we focus on deterministic computer experiments
where interpolation of the simulator is a requirement. Constructing a monotone emulator is
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more challenging in the deterministic setting than the noisy setting. The problem in our case
lies in generating sample paths from the GP that obey monotonicity and also interpolate
the simulator output. In the noisy setting, where the GP need not interpolate the obser-
vations, sampling from the GP is easier. Second, we sample from the exact joint posterior
distribution rather than relying on an approximation. In doing so, we provide fully Bayesian
inference for all parameters of the emulator as well as the predicted function at unsampled
inputs, instead of using plug-in estimates of the parameters, thereby underestimating the
posterior predictive uncertainty. We also take advantage of the flexible parametrization of
monotonicity information to facilitate efficient computation. We show that when the mono-
tonicity constraints are more strict, virtually all the posterior mass of the distribution for the
derivatives falls in <+. The end result of the proposed approach is an emulator of the com-
puter model that uses the monotonicity information and is more accurate than the standard
GP.
An advantage of approaches which use derivative sign information at specific locations
in the input space, is that they offer flexibility in incorporation of monotonicity information.
For example, by specifying that derivatives are positive with respect to a particular variable,
at particular locations, we have the flexibility to make predictions of the response that has
monotone relationship with a predictor in just a subset of the range of the predictor.
A related Bayesian approach to monotone estimation of GP models has been indepen-
dently developed in Wang (2012). Similar to this paper, the sign of derivatives at user-
specified locations is assumed known. Two modeling approaches are taken: i) an indicator
variable formulation, which can be seen as a limiting case of a probit link of Riihimaki and
Vehtari (2010) (also used in this paper), and ii) a conditional GP model, which allows zero
or positive derivative values. Unlike Wang (2012), who uses plug-in estimates of GP pa-
rameters, we conduct full inference for GP parameters as well as function and derivative
values. We also demonstrate applications with more than one input dimension. The exten-
sion to higher-order derivatives which Wang (2012) considers, is not developed here. While
Wang (2012) uses Gibbs sampling to sample from the marginal posterior with the covari-
ance parameters held fixed at their maximum likelihood estimates, we employ a sequentially
constrained Monte Carlo (SCMC) (Golchi, 2014) algorithm that permits sampling from the
full posterior in fairly high-dimensional scenarios.
Lin and Dunson (2013) propose a GP based method for estimating monotone functions
that relies on projecting sample paths obtained from a GP fit to the space of monotone
functions. They use the pooled adjacent violators (PAV) algorithm to obtain approximate
projections. While the projections of interpolating GP sample paths into the space of mono-
tone functions are not generally guaranteed to interpolate the function evaluations, the PAV
algorithm can be modified to generate monotone interpolants. However, there are two draw-
backs to this method; firstly, inference cannot be made about the GP model parameters by
projecting GP sample paths since the posterior distribution of the covariance parameters
is affected by the projection. Secondly, sample paths generated by the PAV algorithm are
often non-smooth since monotonicity is gained by flattening the ridges and valleys resulting
in flat segments followed by occasional rises. “Box-like” credible intervals are obtained from
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the projected interpolants with truncation from below and above to exclude violating sam-
ple paths. These credible intervals can remain unchanged for a range of different coverage
probabilities, making their interpretation difficult.
The article is organized as follows. Section 2 presents two motivating examples. The
first illustration demonstrates a situation where the unconstrained GP performs poorly.
We also describe a motivating application involving a queuing system. New methodology
for GP emulation of monotone computer models is proposed in Section 3. The monotone
interpolation variant of the SCMC algorithm that samples from the full posterior is explained
in Section 4. In Section 5, some insight and guidelines on the construction of the derivative
design is provided. Two simulated examples illustrate the performance of the method in
Section 6, and a simulation study is described in Section 7. The proposed method is applied
to the queuing system application in Section 8, and we finish the paper with some concluding
remarks in the subsequent section.
2 Motivating examples
2.1 Illustrative example
Consider the simple monotone function in Figure 1a, sampled at n = 7 design points. A GP
model provides estimates of the function evaluations and uncertainties at unsampled points
(Figure 1b) (we leave the details of GP models until Section 3.1).
This example illustrates several issues. Suppose that the function is known to be mono-
tone increasing. Since the GP model does not incorporate monotonicity information, the
posterior predictive distribution in Figure 1a includes sample paths (the gray curves) that
decrease. Furthermore, 95% credible intervals in the range x ∈ (0.4, 0.9) are relatively wide
(Fiqure 1b), reflecting the wide variety of sample paths suggested by the GP model. While
it is unlikely that an experimenter would run a design with such a large gap between the fifth
and sixth design points (i.e., 0.4 < x < 0.9), sizeable gaps are likely to occur in practice in
higher input dimensions - especially when the usual run-size recommendations for computer
model emulation (e.g., Leoppky et al. (2009)) are adopted.
If the experimenter knows beforehand that the computational model is monotone (in-
creasing in this example), this information should be used to rule out some of the non-
monotone proposals for the emulator. We will see (Section 3.3) that using our proposed
methodology, most of the posterior mass can be concentrated on increasing functions and
the posterior predictive uncertainty can be reduced (Figure 1c).
2.2 Queuing system application
The example that motivated this work is a computer networking queuing system in Bambos
and Michailidis (2004) and Ranjan et al. (2008). Consider a single server and two first-in-
first-out queues of jobs arriving stochastically at rates x1 and x2 (denoted as λ1 and λ2 in
Ranjan et al. (2008)). The queues have infinite capacity buffers for the jobs waiting to be
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Figure 1: Illustrative Example: (a) the true function plotted against x, the 7 evaluated points
of the function, and 100 sample paths taken from the GP posterior (b) posterior mean and
95% credible intervals from the GP model together with the true function (c) posterior mean
and 95% credible intervals from the constrained model together with the true function
served. To make decisions on which queue to serve, a server allocation/scheduling policy
is used to maximize the average amount of work processed by the system per unit of time
(Bambos and Michailidis, 2004). As mentioned by Ranjan et al. (2008), the queuing system
also captures essential dynamics of many practical systems, such as data/voice transmissions
in wireless networks or multi-product manufacturing systems.
A performance measure of the system is the average delay for the jobs to be served, as a
function of the arrival rates x1 and x2. This average delay is not available in closed form and
is evaluated by a computational model that simulates the system. Details of the simulator
are discussed in Ranjan et al. (2008).
An important characteristic of this queuing process is that the average delay is a monotone
increasing function of the job arrival rates. The increase is negligible for small x1 and x2,
yielding a nearly flat function, but eventually the average delay increases exponentially as
the arrival rate(s) increase. With such behavior in the response surface, predicting the
average delay at unsampled input rates is a challenge. The monotone GP model introduced
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in Section 3.3 will serve as a guide for improving inference in this context.
3 Gaussian process models with monotonicity infor-
mation
We begin this section with a brief review of GP models and use of derivatives in GP regres-
sion. Next, new methodology for emulation of monotone computer models and a sequential
Monte Carlo (SMC) algorithm for this setting are introduced.
3.1 Gaussian process regression
Let y(.) be the function encoded in the computer model that is evaluated at n design points
(or input locations) given by the rows of the n× d design matrix X = (x1, . . . ,xn)T , where
xi ∈ <d. It is standard to assume that the response surface for the computer model is
a realization of a GP (Sacks et al., 1989). In practice, this amounts to placing a prior
distribution over the class of functions produced by the simulator.
Denote the vector of computer model outputs as y = (y1, . . . , yn)
T , where yi = y(xi)
(i = 1, . . . , n). We specify y(x) be a zero mean (without loss of generality) GP with an
anisotropic, stationary covariance function. Therefore, y is a realization of a mean zero
multivariate normal distribution with a covariance matrix Rn×n whose (i, j)th element is
given by
Cov(yi, yj) = r(xi,xj) = σ
2
d∏
k=1
g(|xik − xjk|, lk),
where l = (l1, . . . , ld) is the vector of length scale parameters in each dimension and σ
2 is the
constant variance. We choose g(.) from the Matern class of covariance functions that are of
the form
gλ(|xik − xjk|, lk) = 2
1−λ
Γ(λ)
(
√
2λ
lk
|xik − xjk|)λKλ(
√
2λ
lk
|xik − xjk|),
where Γ is the gamma function, K is the modified Bessel function of the second kind, and
λ is a non-negative parameter. The Matern correlation function is t-times mean square
differentiable if and only if λ > t. We choose λ = 5
2
.
This choice of the Matern covariance function over the commonly used squared exponen-
tial family (Sacks et al., 1989) avoids numerical instability, often observed when inverting the
covariance matrix, by removing the restriction of infinite differentiability. Note that twice
mean square differentiability is a requirement to be able to obtain the covariance function
for the derivative process and is likely to be the level of smoothness one can safely assume
in practice.
Following the above specification for the GP, the conditional distribution of y(.) at any
unsampled input x∗, given the evaluations and the covariance parameters, is given by
[y(x∗)|y, l , σ2] = N (µ(x∗), τ 2(x∗)), (1)
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where
µ(x∗) = r(x∗,X)R−1y,
τ 2(x∗) = r(x∗,X)R−1r(X,x∗),
and r(x∗,X) is the n-vector of correlations between the observation at x∗ and the observa-
tions at the design points, X. The mean µ(x∗) is often used as the prediction of the computer
model response at x∗ (i.e., yˆ(x∗) = µ(x∗)) (Jones et al., 1998).
We take a Bayesian approach to make inference about the GP parameters, l and σ2,
instead of replacing them by their maximum likelihood point estimates (Jones et al., 1998).
Assuming a prior distribution, [l , σ2], the joint posterior distribution of the GP parameters
and y(x∗) is given by
[l , σ2, y(x∗)|y] ∝ [y(x∗)|l , σ2,y][y|l , σ2][l , σ2], (2)
where the first term on the right hand side of (2) is given by (1) and the second term is the
likelihood. We delay discussion of the specific choices of prior distributions until Section 6.
3.2 Derivatives of a Gaussian process
In the context of computer model emulation, a more efficient emulator can be obtained by
combining the model response and derivatives when the derivatives are observed (Morris
et al., 1993). Results relating the GP and observed partial derivatives are presented in this
section. Of course, in our setting the partial derivatives are not observed, but we treat the
derivatives as unobserved latent variables in the next section - doing so will allow us to
incorporate monotonicity information into the emulator.
Consider the partial derivative of the GP, y(x), with respect to xk (i.e., the k
th input
dimension). Denote this derivative function by y′k(x) =
∂
∂xk
y(x). Since differentiation is a
linear operator, the partial derivatives of a GP are also GPs (Morris et al., 1993).
The means and covariances of the derivative function can be obtained by differentiating
the mean and covariance of y(x) (Parzen (1962),page 83), i.e.,
E[y′k(x)] =
∂
∂xk
E[y(x)],
Cov[y′k(xi), y(xj)] = r1k(xi,xj) =
∂
∂xik
r(xi,xj), (3)
and
Cov[y′k(xi), y
′
k(xj)] = r2k(xi,xj) =
∂2
∂xik∂xjk
r(xi,xj).
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The analytic formulas for the derivatives of the Matern covariance function that we use are
given in Appendix A. Let X′ = (x′1, . . . ,x
′
p)
T be a set of input points where derivatives
have been observed (note that X′ does not necessarily have any points in common with X).
Furthermore, denote the vector of partial derivatives in the kth input dimension, observed
at X′ as y′k = (y
′
k,1, . . . , y
′
k,p)
T , where y′k,i = y
′
k(x
′
i) (i = 1, . . . , p). The joint distribution
of simulator evaluations, y, at the design matrix, X, and partial derivatives, y′k, at a set
of points given by the matrix X′, given the GP parameters follows a multivariate Gaussian
distribution,
[y,y′k(X
′)|l , σ2] = N (µ,Σ), (4)
where
µ =
(
E[y]
E[y′k]
)
,
and
Σ =
(
r(X,X) r1k(X,X
′)
r1k(X
′,X) r2k(X′,X′)
)
. (5)
Note that the four blocks of Σ are covariance matrices whose components are obtained
by applying the covariance functions to the points in X and X′. Partial derivatives with
respect to more than one dimension could be included analogously.
3.3 Incorporating monotonicity information
In some computer model applications, the simulator output includes derivatives with respect
to some of the input dimensions (Morris et al., 1993). In our setting, the experimenter knows
beforehand that the simulator response is monotone in some, or all, of the inputs, but only
knows the sign of the derivatives. The magnitude of the derivatives are unknown.
Consider, for example, the one-dimensional illustration given in Section 2.1. Suppose
that in addition to the seven function evaluations, it is also known that ∂
∂xk
y(x) > 0, but the
values of the partial derivative are unknown. Figure 1(b) shows the prediction intervals using
the usual GP, while Figure 1(c) illustrates the prediction intervals using the methodology
we will propose shortly. Clearly, the prediction intervals are smaller when the derivative
information is used in the predictions.
In this section, we propose methodology to construct a more efficient emulator than
the usual GP when the response is monotone in one or more of the inputs, but where
the derivative process is unobserved. We consider the case where the function is strictly
increasing with respect to the kth input. The strictly decreasing case is handled similarly by
replacing y′k with −y′k.
With no constraints imposed, the derivatives of the GP, outlined in the previous section,
take values in <. Riihimaki and Vehtari (2010) proposed a method to impose the positivity
constraint on the derivatives at a set of p specified inputs X′ = (x′1, . . . ,x
′
p)
T . Although the
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constraints at p input values do not guarantee monotonicity everywhere, with enough well-
placed points, monotone functions are made highly probable. They used a probit function
that links the monotonicity information with the derivative values that are treated as unob-
served latent variables. Building on their notation, let mk(x
′) be a binary random variable
that is equal to 1 when the derivative in the kth input dimension is positive at x′ and 0
otherwise. The mk’s are linked to the corresponding latent partial derivatives through the
following probit function,
P (mk(x
′) = 1|y′k(x′), τ) = Φ(τy′k(x′)), (6)
where Φ is the standard normal cumulative distribution function and τ > 0 controls the
strictness of monotonicity constraints. A small value of τ relaxes the monotonicity constraints
by allowing positive conditional probability for the event mk(x
′) = 1 given negative derivative
values. When τ = 0 the events mk(x
′) = 0 and mk(x′) = 1 will have equal conditional
probabilities regardless of the value of y′k(x
′), which corresponds to the usual unconstrained
GP,
P (mk(x
′) = 1|y′k(x′), τ = 0) = 1− P (mk(x′) = 0|y′k(x′), τ = 0) =
1
2
.
At the other extreme, as τ → ∞ the conditional probability of the event m = 1 given that
y′ is positive is 1 and it is 0, otherwise, i.e., (6) will approach a deterministic step function
of y′, taking a steep step at y′ = 0,
lim
τ→∞
P (mk(x
′) = 1|y′k(x′), τ) = 1− lim
τ→∞
P (mk(x
′) = 0|y′k(x′), τ) = 1(0,∞)(y′k), (7)
where 1A(·) is the indicator function of set A. Consequently, under the above set-up, the
constrained and unconstrained GPs can be viewed as opposite extremes of the same model.
Ideally, the parameter τ should be chosen to be as large as possible so that the probability
of a negative derivative is close to 0. In practice, there is a trade-off between the strictness of
the monotonicity constraint and the ease of sampling from the posterior predictive distribu-
tion. We use the monotonicity parameter, τ , to facilitate sampling from the target posterior
distribution using a variant of the sequential Monte Carlo samplers (see Section 4).
The idea behind the proposed approach is to augment the computer experiment with
monotonicity information at a set of p locations (X′) in the input space to encourage the
emulator to be monotone. That is, the aim is to estimate the simulator output while mono-
tonicity information in the form of mk(x) is used. Next, (6) is used to link the monotonicity
information to the derivative process, that in turn is connected to the emulator using the
results in the previous section.
For the time being, we condition on the GP parameters l and σ2. Let y∗ = (y(x∗1), . . . , y(x
∗
s))
T
be the vector of computer model responses at the prediction locations, X∗ = (x∗1, . . . ,x
∗
s)
T ,
and let mk = (mk(x
′
1), . . . ,mk(x
′
p)). Using the above link function, the joint posterior distri-
bution of (y∗,y′k) given the simulator output and monotonicity information can be written
as
[y∗,y′k |mk,y, l , σ2, τ ] ∝ [y∗,y′k | l , σ2][mk,y | y∗,y′k, l , σ2, τ ].
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Given y∗, y′k and the GP parameters, y and mk are assumed to be independent of each
other, i.e.,
[mk,y | y∗,y′k, l , σ2, τ ] = [mk | y∗,y′k, l , σ2, τ ][y|y∗,y′k, l , σ2].
Also, given the derivatives, y′k, mk is assumed to be independent of y
∗ and the GP param-
eters,
[mk | y∗,y′k, l , σ2, τ ] = [mk | y′k, τ ].
Therefore, the posterior predictive distribution can be simplified to the following form:
[y∗,y′k |mk,y, l , σ2, τ ] ∝ [y∗,y′k | l , σ2][mk | y′k, τ ][y | y∗,y′k, l , σ2], (8)
where [y∗,y′k|l , σ2] is the GP and [y|y∗,y′k, l , σ2] is the GP likelihood.
It follows from (7) that as τ →∞ the support of (y∗,y′k) will be <× <+, i.e.,
lim
τ→∞
[y∗,y′k|mk,y, l , σ2, τ ] ∝ [y∗,y′k|y, l , σ2]
p∏
i=1
1(0,∞)(y′ik).
Riihimaki and Vehtari (2010) used an expectation propagation technique that amounts to
choosing a parametric approximating distribution from the exponential family and sequen-
tially minimizing the Kullback-Leibler divergence between this approximate distribution and
the target distribution. The approximating distribution is chosen to suit the nature and do-
main of the parameter of interest (Minka, 2001). The approximating family of distributions
in Riihimaki and Vehtari (2010) is chosen to be Gaussian. When the underlying function is
obviously monotone, i.e., when derivatives are reasonably large positive numbers, a Gaussian
distribution, although not consistent with the model assumptions in principle, may serve as a
reasonable approximation. However, when derivatives are rather small and distributed near
zero, the performance of the Gaussian family as the approximating family is questionable.
We will overcome this drawback by directly sampling (as an alternative to approximation)
from the exact posterior predictive distribution using a SMC algorithm.
Another respect in which our approach is different from Riihimaki and Vehtari (2010)
is that we focus on deterministic computer experiments where there are two important
objectives: interpolating the simulator output and providing valid credible intervals that
reflect the deterministic nature of the simulator. The interpolation requirement could be
considered as an extra constraint on the model since it restricts the function space and
increases the difficulty of sampling from the target distribution. The noisy version of the
problem is much easier to approach from a sampling point of view since sample paths are
more likely to satisfy monotonicity when they do not need to necessarily interpolate the
evaluations.
Finally, as mentioned earlier, instead of replacing the GP parameters, l and σ2, with
their maximum likelihood estimates in the model we make Bayesian inference about these
parameters, i.e., we sample from the joint distribution of the GP parameters and (y∗,y′k)
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given the simulator output and monotonicity information. This joint posterior distribution
is given by
[l , σ2,y∗,y′k |mk,y, τ ] ∝ [l , σ2][y∗,y′k | l , σ2][mk | y′k, τ ][y | y∗,y′k, l , σ2]. (9)
In the following section we explain the generalization to the case where derivatives with
respect to more than one dimension are included.
3.4 Including partial derivatives with respect to more than one
input
Before putting all of the pieces together for estimating the statistical model parameters and
making predictions, we extend the methodology to incorporate monotonicity in more than
one dimension. Statistical inference using MCMC for this model is presented in the next
section.
Let dm ≤ d be the number of inputs where the computer model is known to be monotone.
Without loss of generality, let the computer model response be monotone in the first dm input
dimensions. Denote the locations where the monotonicity information is placed for each of
the dm dimensions as X
′
i (i = 1, . . . , dm). Note that the locations of the partial derivatives
in each monotone input dimension does not have to be the same. Furthermore, the number
of derivative locations, pi, also does not have to be equal for each of the dm inputs (i.e.,
X′i is a pi × d matrix). Consequently, the dm vectors of latent partial derivatives may be of
different lengths. Let y′i (i = 1, . . . , dm) be the vector of unobserved partial derivatives at
locations X′i. The joint distribution of y and the dm vectors of partial derivatives is given
by
[y,y′1, . . . ,y
′
dm|l , σ2] = N (v,Λ), (10)
where
v =

E(y)
E(y′1)
...
E(y′dm)
 ,
and
Λ =

r(X,X) r11(X,X
′
1) · · · r1dm(X,X′dm)
r11(X
′
1,X) r21(X
′
1,X
′
1) · · · r2dm(X′1,X′dm)
...
...
. . .
...
r1dm(X
′
dm
,X) r21(X
′
dm
,X′1) · · · r2dm(X′dm ,X′dm)
 . (11)
The model in (10) is a slightly more elaborate version of (4) and (9) where partial
derivatives in multiple dimensions are included. Furthermore, the joint covariance matrix
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includes correlations between not only the model responses and the partial derivatives, but
also among the derivatives.
The adaptation of a model for observed derivatives, (10), to latent derivatives with ob-
servable signs is an immediate extension of the development in Section 3.3. We have not
found it necessary to include different numbers of points where we observed the derivatives
in each dimension, but we note that it can be done. In the examples in Sections 4-6, we
incorporate monotonicity information at equal numbers of points in each monotone dimen-
sion.
4 Sequentially Constrained Monte Carlo for Posterior
Sampling
In this section we outline the sampling algorithm adapted from Golchi (2014) for the unob-
served function values, y∗ = y(X∗), derivative values, y′ = y(X′), and covariance parameter
values, l , σ2, from the posterior distribution, (9). While Bayesian inference for unconstrained
GP regression can be made using basic MCMC algorithms based on Metropolis-Hastings
steps, the addition of the constraints to the model creates sampling challenges that disqual-
ify the existing MCMC algorithms as efficient sampling tools. The main reason is that under
the constrained model, given the covariance parameters, y and y′ are no longer Gaussian pro-
cesses and their distribution cannot be obtained in closed form. Therefore, inference about
the function and its derivatives is made based on point-wise sampling. Under point-wise
sampling, the dimension of the state space gets large with the size of the prediction set and
the number of locations at which derivatives are constrained. MCMC sampling from such a
space will be inefficient.
Another factor that contributes to the difficulty of sampling from (9) is the restriction
imposed on the support of the posterior distribution by the monotonicity constraints; an
MCMC approach based on accept/reject steps is likely to be very inefficient when the support
of the proposal distribution is very different from that of the target distribution. While the
constraints define an explicit soft constraint on the derivative function space, the effect of this
constraint on the covariance parameters’ distribution is not obvious and therefore it is not
trivial to define a proposal distribution that is likely to generate values for these parameters
with high posterior probability.
To overcome these difficulties we use a variant of Sequential Monte Carlo (SMC) samplers
(Moral et al., 2006). SMC samplers take advantage of a sequence of distributions {pit}Tt=0 that
bridge between a distribution that is straightforward to generate from (e.g. the prior) and the
target distribution. Golchi (2014) introduced a variant of SMC, referred to as the sequentially
constrained Monte Carlo (SCMC), for the case that sampling from the target distribution is
challenging due to imposition of constraints. The filtering sequence is defined based on the
strictness of constraints. Starting from an initial distribution under which the constraints are
relaxed fully or to an extent that sampling is feasible, the restriction is imposed gradually on
the distributions to eventually obtain a sample from the fully constrained target distribution.
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In the following we describe the SCMC algorithm tailored for sampling from (9).
As mentioned in Section 3.3, the rigidity of the monotonicity constraint is controlled
by the parameter τ . Larger values of τ more strictly constrain the partial derivatives to
be positive at selected points. We use this property to define the filtering sequence of
distributions. By specifying an increasing schedule over the monotonicity parameter, we
move particles sampled from an unconstrained GP posterior towards the target model that
has a large enough monotonicity parameter, say τT . Let the vector of parameters defining
each particle be denoted by η = (l , σ2,y∗,y′k). The t
th posterior in the sequence is given by,
pit(η) ∝ [l , σ2][y∗,y′k|y, l , σ2][y|l , σ2]
∏
i
Φ(τty
′
k(x
′
i));
where
0 = τ0 < τ1 < . . . < τT →∞.
The sequential Monte Carlo algorithm tailored for monotone interpolation is given in
Algorithm 1. In step 1 of Algorithm 1, pi0 is chosen to be an unconstrained GP model corre-
sponding to τ = 0, that fully relaxes the positivity constraint on the derivatives. However,
MCMC is needed to generate a sample from the unconstrained model. Typical Metropolis
within Gibbs algorithms used to sample from a GP posterior can be found in the literature.
See for example Berger et al. (2001).
The simplified form of the incremental weights, w˜it is the result of the choice of the forward
transition kernels Kt as an MCMC kernel of the invariant distribution pit in the sampling
step (Moral et al., 2006). The proposal distributions, Q1t and Q2t used in the sampling
step are chosen to generate adequate values under pit and depend on t in the generic SCMC
algorithm. In the current application the same proposal distribution can be used at all
time points, t. However, the proposal step size (the variance of the proposal distribution)
is adjusted when progressing through the filtering sequence to prevent particle degeneracy
by keeping the acceptance rate in the sampling moves above a lower threshold. Existing
guidelines for adjusting proposal moves in the MCMC literature can be used. The proposal
step size parameters qt are chosen in the same manner. We discuss the specific choices made
for our examples in Section 6.
The increasing schedule over the monotonicity parameter, τ , should be determined such
that the transition from t to t + 1 is made effectively. To this end, the distributions pit and
pit+1 should be close enough so that there is an overlap between samples taken from the two
distributions. The effective sample size (ESS) can be used to measure the closeness between
two consecutive distributions based on a sample of weighted particles,
ESSt =
1∑N
i=1 W
i
t
.
Based on pilot runs of the algorithm with a smaller number of particles, the sequence of
monotonicity parameters can be specified such that the ESS is above a certain threshold (e.g.
half of the sample size). Of course, as mentioned by Moral et al. (2006), the effectiveness of
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Algorithm 1 Sequential Monte Carlo for monotone emulation
Input: a sequence of constraint parameters τt, t = 1, . . . , T ,
Forward transition kernels Kt,
proposal distributions Q1t and Q2t for l and σ
2,
proposal step adjustment parameter qt.
1: Generate an initial sample (l , σ2,y∗,y′k)
1:N
0 ∼ pi0
2: W 1:N1 ← 1N
3: for t := 1, . . . , T − 1 do
• W it ← w˜
i
t∑
w˜it
where w˜it =
∏
i Φ(τty′k(x′i))∏
i Φ(τt−1y′k(x′i))
, i = 1, . . . , N
• Resample the particles (l , σ2,y∗,y′k)1:Nt with weights W 1:Nt and W 1:Nt ← 1N
• Sample (l , σ2,y∗,y′k)1:Nt+1 ∼ Kt
(
(l , σ2,y∗,y′k)
1:N
t , .
)
through the following steps
– for i := 1 . . . , N do
∗ (l it, σ2it ,y∗it ,y′it )← (l it−1, σ2it−1,y∗it−1,y′it−1);
∗ propose lnew ∼ Q1t
(
.|l it
)
and
l it ← lnew with probability p = min{1,
pit
(
lnew,σ2it ,y
∗i
t ,y
′i
t
)
pit(l it,σ2it ,y∗it ,y
′i
t )
};
∗ propose σ2new ∼ Q2t (.|σ2it ) and
σ2it ← σ2new with probability p = min{1,
pit
(
l it,σ
2new,y∗it ,y
′i
t
)
pit(l it,σ2it ,y∗it ,y
′i
t )
};
∗ propose (y∗,y′)new ∼ N
(
(y∗,y′)it , qtΛl it
)
where Λl it is the correlation ma-
trix with correlation parameter vector l it and
(y∗,y′)it ← (y∗,y′)new with probability p = min{1,
pit
(
l it,σ
2i
t ,y
∗new,y
′new
)
pit(l it,σ2it ,y∗it ,y
′i
t )
}
– end for
4: end for
Return: Particles (l , σ2,y∗,y′k)
1:N
T .
the SMC depends on the length of the sequence, T , as well as the number of particles, N .
The fact that parallelized computation is fairly straightforward for SMC samplers allows for
using large values for T and N when needed.
5 The Derivative Input Set
The GP model for derivatives in Section 3.1 and the mechanism for including monotonicity
information via derivatives in Section 3.3 make the assumption that derivative information
is available at a “derivative input set”, X′. At each x′ ∈ X′, we assume the soft constraint
mk(x
′) = 1, which via (6) induces a probability that y′k(x
′) > 0. That is, instead of assuming
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that the derivative of the GP is positive everywhere, the model assumes that there is a (large)
probability that the derivative is positive at a specified set of points.
To estimate the monotone GP, the derivative input set must be specified. The SCMC
algorithm described above permits working with relatively large derivative sets since SCMC
is proved to be stable as the dimensionality of the state space increases (Beskos et al., 2012).
Therefore, using a space filling design to construct a derivative set that assures imposition
of the monotonicity constraints uniformly over the input space is a reasonable strategy.
However, one may restrict the derivative set to regions that probability of occurrence of
negative derivatives is high, as Riihimaki and Vehtari (2010) suggest, to save computation
time.
Under the unconstrained GP model the derivatives are Gaussian processes, and the point-
wise probability of negative derivatives can be obtained analytically for fixed covariance
parameters. For Example 1, Figures 2a and 2b show this probability together with the mean
and expected derivative function of the Gaussian process evaluated at the posterior mean of
the covariance parameters.
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Figure 2: Example 1. (a) GP mean and the probability of negative derivatives, (b) mean of
the GP derivative and the probability of negative derivatives.
Riihimaki and Vehtari (2010) recommend sequential addition of points where the proba-
bility of occurrence of negative derivatives is the largest. Wang (2012) developed a sequential
algorithm for selection of the derivative locations based on this idea with an upper bound
on the size of the derivative set predetermined with consideration of computational limi-
tation. Wang (2012) use maximum likelihood estimates for the covariance parameters and
are able to iteratively calculate the probability of negative derivatives analytically under the
constrained model to determine where to place the next derivative point. Implementation of
this algorithm in the fully Bayesian framework is not trivial. Online construction of deriva-
tive design that can be assembled into the SCMC algorithm, based on empirical estimates
of the probability of negative derivatives at each step is the topic of current research.
Figure 3 displays a sequence of point-wise 95% credible intervals for Example 1, as deriva-
tive locations are added. Starting from an unconstrained GP (Figure 3b) derivatives are
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constrained at locations added in the gap one at a time from left to right. Non-eligible sam-
ple paths are filtered from the posterior by addition of each derivative point to eventually
obtain a trimmed collection of posterior sample paths that satisfy positivity of derivatives
at ten locations (Figure 3k).
0.0 0.2 0.4 0.6 0.8 1.0
−
2
−
1
0
1
2
x
y(x
)
(a)
0.0 0.2 0.4 0.6 0.8 1.0
−
2
−
1
0
1
2
x
y(x
)
(b)
0.0 0.2 0.4 0.6 0.8 1.0
−
2
−
1
0
1
2
x
y(x
)
(c)
0.0 0.2 0.4 0.6 0.8 1.0
−
2
−
1
0
1
2
x
y(x
)
(d)
0.0 0.2 0.4 0.6 0.8 1.0
−
2
−
1
0
1
2
x
y(x
)
(e)
0.0 0.2 0.4 0.6 0.8 1.0
−
2
−
1
0
1
2
x
y(x
)
(f)
0.0 0.2 0.4 0.6 0.8 1.0
−
2
−
1
0
1
2
x
y(x
)
(g)
0.0 0.2 0.4 0.6 0.8 1.0
−
2
−
1
0
1
2
x
y(x
)
(h)
0.0 0.2 0.4 0.6 0.8 1.0
−
2
−
1
0
1
2
x
y(x
)
(i)
0.0 0.2 0.4 0.6 0.8 1.0
−
2
−
1
0
1
2
x
y(x
)
(j)
0.0 0.2 0.4 0.6 0.8 1.0
−
2
−
1
0
1
2
x
y(x
)
(k)
true function
posterior mean
95% credible bands
derivative points
function evaluations
Figure 3: Example 1. The effect of sequential addition of derivative points on 95% credible
intervals; the posterior mean and credible bands obtained by (a) unconstrained GP model
and (b-k) constrained models, together with the true function
The choice of the derivative input set can be extended to the case where monotonicity
is required in two or more inputs. We argue that the problem is no more complex than
the one-dimensional case since it can be tackled dimension-wise. As mentioned earlier in
Section 3.4 the derivative locations do not have to be the same when taking the partial
derivatives with respect to different dimensions. Therefore, we will use a different derivative
input set, X′k, k = 1, . . . , dm for each of the dm input dimensions in which the underlying
function is assumed to be monotone.
As a straightforward extension to the one-dimensional case we place the partial derivatives
in the neighborhood of the prediction point, on the corresponding slice, parallel to the
corresponding axes (see, for e.g., Figure 4). Placement of the derivatives in this manner
encourages local, dimension-wise monotonicity.
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6 Examples
In this section, two examples are used to illustrate the performance of the proposed method.
The first is the example illustrated in Figure 1, and the second is used to demonstrate
the methodology in the two-dimensional case. Comparisons are made with the Bayesian
GP model that ignores monotonicity information. In our examples the design points are
purposely chosen to create situations in which inference about the underlying function is
challenging.
Example 1. Consider the monotone increasing function y(x) = log(20x + 1) shown
in Figure 1. Let X = (0, 0.1, 0.2, 0.3, 0.4, 0.9, 1) be the locations at which the function is
evaluated. The large gap in the design between 0.4 and 0.9 will be a challenge for the
unconstrained GP which will tend to revert to the overall mean response with no data.
As mentioned in Section 3.5, ideally, the derivative input set is chosen to uniformly
inform the model about monotonicity over the input space. However, where the func-
tion evaluations are densely located enforcing the constraints is a waste of computation
since negative derivatives are unlikely to occur in these regions (see Figure 2). Conse-
quently, we choose a derivative set containing ten equally spaced points in the gap: X′ =
(0.42, 0.47, 0.52, 0.57, 0.62, 0.67, 0.72, 0.77, 0.82, 0.87). To evaluate the global predictive ca-
pability of the methods, the prediction set, X∗, is a fine grid of size 50 on [0, 1].
To specify the monotone model, prior distributions and the target value of the mono-
tonicity parameter, τT , that governs the strictness of the monotonicity restriction must be
determined. The monotonicity parameter is chosen to be τT = 10
−6. This allows a fairly
strict monotonicity restriction. The prior distributions on components of l are such that√
2λ
lk
have chi-squared distributions with one degree of freedom, and the prior on σ2 is a
chi-squared distribution with five degrees of freedom. In each case, the specification allows
for a weakly informative prior.
To sample from the target posterior using Algorithm 1, proposal distributions and the in-
creasing sequence {τt}T−1t=1 need to be specified. Components of l are proposed independently
using a random walk scaled to provide satisfactory acceptance rates. For the variance, σ2, a
chi-squared distribution whose degrees of freedom is the current value of this parameter (i.e.,
χ2(σ2(j−1))) is used. We use the same proposal distributions through the filtering sequence
(i.e., Q1t = Q1 and Q2t = Q2 for all t), but adjust the step size for the random walk and
let qt vary to obtain a reasonable acceptance rate in the sampling step of the algorithm.
Posterior sampling is performed through T = 20 steps of the SCMC algorithm. The number
of particles used is N = 40, 000. The same choices are made for our examples and simulation
studies for the rest of the paper; only the proposal step sizes are adjusted accordingly in
each case.
Figures 1b and 1c show the mean and 95% credible intervals for the set, X∗, obtained
using the unconstrained GP model and the proposed model, respectively. Notice that the
posterior sample obtained by the usual GP model includes non-monotone predictions (Fig-
ure 1a) and the uncertainty is quite large. However, looking at the derivative-constrained
prediction intervals in Figure 1c, we see a substantial decrease in uncertainty. While the
improvement in accuracy is most evident in the region with no training data, we also see
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improvement in the area with more closely spaced points.
Example 2. Consider the function, y(x1, x2) = 11x
10
1 +10x
9
2 +9x
8
1 +8x
7
2 +7x
6
1, evaluated
at 15 locations specified by a Latin hypercube design in the unit square, displayed in Figure 4.
A GP model is fit to the given evaluations to estimate five points (A−E) in the interior of
the input space. Following the intuitive justifications for placement of derivatives in more
than one dimension in Section 5, the partial derivatives are enforced to be positive for the
constrained model at 40 locations: 20 locations along each dimension. The derivative points
are arranged in a “+” shape around each prediction location. Along the horizontal part of
the “+”, derivative information with respect to x1 is provided. Along the vertical part of
the “+” derivative information with respect to x2 is provided (Figure 4).
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E
Figure 4: Example 2. Input sets; training set (black), prediction set (letters), derivative set
(red)
The results are presented as the kernel density estimates of the posterior of the GP
hyper-parameters (Figure 5) and the predictions (Figure 6) as the posterior samples evolve
towards the target posterior in twenty steps of the SCMC algorithm. While the light grey
curves corresponding to the earlier steps of the sampler are diffuse due to large prediction
uncertainty, the posterior becomes more focused about the true values as the monotonicity
constraint is imposed more strictly (darker curves).
7 Simulation study
In this section we describe a simulation study that demonstrates the performance of the
methodology to predict monotone polynomials. The monotone and unconstrained GP models
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Figure 5: Monotone emulation example; SCMC evolution of GP hyper-parameters; kernel
density estimates of the posterior at times t = 0, 1, . . . , T , the color of the curves grows
darker with time; the posterior means for times t = 0 (black) and t = T (red) are plotted
for each parameter; (a) length scale in the first dimension (b) length scale in the second
dimension (c) variance parameter.
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Figure 6: Monotone emulation example; evolution of predictions at points A-E; kernel density
estimates of the posterior predictive distribution at times t = 0, 1, . . . , T , the color of the
curves grows darker with time; the red vertical lines show the true function values.
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are compared in terms of the root mean squared error, the average width of the 95% credible
intervals and coverage probability for 100 simulated data sets.
The underlying model from which data are simulated is a 20-th order polynomial function
of two inputs x1 and x2 where all the main effects and interactions are included with positive
coefficients that are randomly generated, i.e.,
y(x1, x2) =
10∑
i=0
10∑
j=0
γijx
i
1x
j
2,
where γij > 0 are gamma random variables. To ensure equal contributions to the response
surface from each term, the coefficients are scaled as follows; let γi0 and γj0 be the coefficients
of xi1 and x
j
1, respectively. We wish to choose the coefficients such that
E(γi0x
i
1) = E(γt0x
t
1).
Since xk ∼ Uniform(0, 1), k = 1, 2, i.e., E(xik) = 1i+1 , the coefficients must be chosen such
that
E(γi0)
E(γt0)
=
i+ 1
j + 1
.
Therefore, we let,
γij = (i+ 1)(j + 1)β,
where β is generated from a Gamma distribution with shape parameter 0.01 and rate pa-
rameter 1. Figure 7 shows four such generated surfaces.
Each polynomial is evaluated at 25 points on a random Latin hypercube design. These
25 points are randomly divided into a training set of size n = 20 and a test set of size five.
As in Example 2, derivative points are placed on both sides of the prediction locations along
each axis. Figure 8 shows four of these random designs, with a total of p = 40 derivative
locations.
For each generated data set, an unconstrained GP model and the proposed monotone
model are used to make predictions at five test points. The following criteria are calculated
for the two models: the root mean squared error (RMSE) for each simulated data set,
RMSE =
√√√√1
5
5∑
i=1
(yˆi − ytrue,i)2,
where yˆi is the posterior mean for the i-th predicted value and ytrue is the true value of the
function at the same point; the average width of the 95% credible intervals (AWoCI) for each
data set,
AWoCI =
1
5
5∑
i=1
(Q
(i)
0.975 −Q(i)0.025),
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Figure 7: Simulation study: examples of polynomials with random coefficients generated
from a gamma(.01,1)
where Q
(i)
p is the p-th posterior sample quantile; and the coverage probability over the 500
predicted points (5 test points and 100 data set realizations),
cp =
1
500
500∑
i=1
δ{ytrue,i∈(Q(i)0.025,Q(i)0.975)}
.
The comparison results are illustrated in forms of side by side boxplots of the calculated
RMSEs and the average width of the 95% credible intervals for the two models in Figures 9a
and 9b, respectively.
The decrease in RMSE as a result of using the monotone model is evident from the box-
plots. Also, the 95% credible intervals are considerably narrower for the monotone model.
The reduction in prediction uncertainty for the monotone model is consistent with the ex-
amples in Section 6. The observed coverage probabilities of the 95% credible intervals for
the GP model and the constrained model are 0.960 and 0.908, respectively.
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Figure 8: Simulation input sets; training set (black dots), prediction set (red squares),
derivative set (blue diamonds)
8 Queuing application
The queuing application from Section 2.2 is now re-visited. The two inputs to the computa-
tional model are the arrival rates, x1 and x2. The response variable is the average delay - or
average time spent waiting in the queue for others to be served. The true response surface
is plotted in Figure 10. The system response is monotone in each of the inputs: one would
expect to wait longer if the arrival rate in the queue is larger.
The input region to be investigated is not rectangular (Ranjan et al., 2008). Instead
the region of interest, after scaling, is a subset of the unit square where the expected delay
is finite. The proposed methodology is evaluated using this setting. The design is shown
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Figure 9: Simulation results: side by side boxplots of the (a) calculated RMSEs and (b) av-
erage width of the 95% credible intervals for the unconstrained GP model and the monotone
model
in Figure 11. The evaluation set contains 32 points (the black dots in Figure 11) on a
grid in the two dimensional input space. Predictions at four input locations, A − D, are
made and compared to the true system response. We chose these points because they are
in a region of the design space where the response surface changes quite rapidly. This is
a challenging emulation problem because such non-stationary behavior is difficult to model
with a stationary GP. The derivatives are constrained at the locations shown by the red
dots in Figure 11 - that is four points along each axis in the neighborhood of the prediction
locations.
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Figure 10: queuing application: the average delay as a function of the two job arrival rates
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Figure 11: Input sets; training set (black), prediction set (letters), derivative set (red)
The proposed monotone interpolator and the unconstrained GP are applied to this ap-
plication. The posterior mean and 95% credible intervals obtained from the unconstrained
GP and the monotone model are given in Figure 12a. From the values of the posterior mean
for each model, at each location, we see that both approaches are doing fairly well. However,
the posterior uncertainty is so large for the unconstrained GP as to be almost uninformative.
Notice that both approaches overestimate the response at prediction point D. This is due
to the rapid change in the response.
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Figure 12: Posterior mean and 95% credible intervals obtained by (a) unconstrained Bayesian
GP model (b) GP model with monotonicity constraints; the red squares show the true
function values.
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Both models find this queuing application challenging. The response surface (Figure 10)
is very flat for much of the input space and increases rapidly near the boundary of the input
region. This is not the behavior of a simulator that is easily modeled by a stationary GP.
Overall, taking monotonicity into account helped reduce the predictive MSE and also the
uncertainty in the predictions.
9 Conclusion
In this article we have developed a methodology for the incorporation of monotonicity infor-
mation into the GP emulation of a deterministic computer model. Through the mechanism
of a link function, monotonicity information is encoded via virtual derivatives (binary indica-
tors of derivative sign) at points in a derivative input set. Some guidelines for construction of
the derivative input set are proposed; an online specification of the derivative design that can
be incorporated into the sampling algorithm is currently under investigation. Full inference
for unsampled values of the function and its derivatives are available via the constrained SMC
algorithm. Notably, by sampling GP parameters, l and σ2, a more realistic representation of
uncertainty is provided than would be obtained from plug-in estimates of l and σ2. Through
examples, a set of simulations, and a queuing application, we demonstrate improvement in
prediction uncertainty while respecting monotonicity information.
The proposed methodology will be most effective in situations where monotonicity of the
function is not clear from the data. As Example 1 indicates, when the training set has gaps
or holes, the lack of nearby data points may lead conventional GP models to estimate a non-
monotone relationship. As the queuing application suggests, another challenging situation
arises when the true function is monotone but nearly constant. In both these situations,
incorporating monotonicity information into the model is helpful, since the conventional GP
model may infer a non-monotone relationship.
In some prediction scenarios (e.g. point D in Figure 12), the monotonicity constraint may
impact coverage of credible intervals. Although credible intervals from the unconstrained
model have higher coverage, they are of little value because the intervals are wide enough
to be uninformative. One may gain back some prediction uncertainty by relaxing the model
assumptions in the proposed method. In our framework, this can be done by either relaxing
the monotonicity assumption to some extent or relaxing the interpolation requirement. The
former is done by choosing a smaller monotonicity parameter allowing for (small) positive
probability for the occurrence of negative derivatives while the latter is performed by adding
a nugget which allows for positive uncertainty at the evaluation points.
As input dimension increases, efficient computation will become more of a consideration.
If derivatives are constrained in dm input dimensions, then monotonicity information is
required in each of these inputs. Increasing dm has the effect of increasing the size of the
covariance matrix in (11) that has to be inverted with each evaluation of the likelihood.
This can slow down the computation considerably. However, the SMC, in comparison to
MCMC, has the advantage of being easily parallelizable and is shown to be stable as the
dimensionality increases, thereby, being able to handle fairly high dimensional scenarios.
25
P
re
pr
in
t,
Ju
ne
20
14
A Derivatives of the covariance function
The first and second derivatives of then Matern Covariance function with λ = 5
2
are given
by the following expressions, respectively,
gλ= 5
2
(|xik − xjk|, θ) = (1 + θ|xik − xjk|+ 1
3
θ2|xik − xjk|2) exp(−θ|xik − xjk|).
∂gλ= 5
2
(|xik − xjk|, θ)
∂xik
= −1
3
θ2|xik − xjk|(1 + θ|xik − xjk|) exp(−θ|xik − xjk|)sign(xik − xjk)
∂2gλ= 5
2
(|xik − xjk|, θ)
∂xik∂xjk
=
1
3
θ2(1 + θ|xik − xjk| − θ
2|xik − xjk|2
2
) exp(−θ|xik − xjk|)sign(xik − xjk)
where
θ =
√
2λ
l
.
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