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The mechanism of diffusing diffusivity predicts that, in environments where the diffusivity changes
gradually, the displacement distribution becomes non-Gaussian, even though the mean-squared
displacement (MSD) grows linearly with time. Here, we report single-particle tracking measurements
of the diffusion of colloidal spheres near a planar substrate. Because the local effective diffusivity
is known, we have been able to carry out the first direct test of this mechanism for diffusion in
inhomogeneous media.
The simple picture of Brownian motion due to Ein-
stein, von Smoluchowski, and others [1–3] leads to
stochastic motion where the mean-square displacement
(MSD) is linear in time t and where displacements are
Gaussian distributed. This picture, appropriate for an
isolated object diffusing in a homogeneous and infinite
medium, breaks down in more complex environments.
For example, in some situations, the motion of molecules
that diffuse inside the crowded environment of a cell has
been described by anomalous diffusion, with an MSD
having sublinear behavior ∼ tα, with 0 < α < 1 [4–
8]. In some cases (described by the fractional-Brownian-
motion model), the accompanying displacement distri-
butions remain Gaussian [9], while in others (continuous-
time-random-walk model) they are non-Gaussian [10, 11].
Another group of experiments has also reported devi-
ations from simple Brownian motion in complex media,
with MSDs that are linear but with displacement distri-
butions having tails that decay more slowly than Gaus-
sian. Such non-Gaussian yet normal diffusion has been
reported on lipid tubules and in networks of filamentous
molecules [12, 13], polymer systems [14–16], porous me-
dia [17], active-matter systems [18, 19], supercooled liq-
uids [20, 21], and colloidal suspensions [22], as well as in
simulations of 2D disks [23] and porous media [24]. This
behavior is believed to arise in complex environments
where the effective diffusion constant varies in space. The
picture is that the observed motion is the superposition
of ordinary diffusion processes that, over short time in-
tervals, are simple, with Gaussian displacements charac-
terized by some local diffusion constant. Displacement
distributions for an ensemble of particles then convolute
the contribution of Gaussian distributions with different
variances, sometimes leading to an overall non-Gaussian
distribution. At the same time, the central limit the-
orem ensures that longer-time displacements are Gaus-
sian, with linearly increasing MSD. This picture, devel-
oped qualitatively in [12, 13] and explained theoretically
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in [25], has inspired much theoretical investigation [26–
31].
In the experiments done to date, the characteristics
of the complex environment, such as the local value of
D, were not known, except perhaps statistically. Here,
we report experimental observations of single-particle dif-
fusion in a system where the underlying D variations
are known independently. Knowing explicitly the vari-
ations in D, we then carry out the first direct test of
the diffusing-diffusivity mechanism proposed in [25] to
account for non-Gaussian yet normal diffusion.
For our experiments, we consider the Brownian mo-
tion of a colloidal sphere near a planar horizontal surface
(Fig. 1), a situation where the diffusion constant varies
in a known way with distance from the surface. For a
freely diffusing Brownian sphere in an unbounded fluid
medium, the diffusivity is given by the Stokes-Einstein
relation, D0 =
kBT
6piηa , where kB is Boltzmann’s constant,
T the temperature, a the particle radius, and η the fluid’s
dynamic viscosity. For diffusion near a solid planar sur-
face, theoretical [5, 32, 34] and experimental [35–41] stud-
ies have shown that the diffusivity decreases anisotropi-
cally with distance z from the plane, owing to the hydro-
dynamic interaction between the sphere and the plane.
A useful second-order Pade´ approximation [35] to the
infinite-series results found by Brenner [5] gives the ver-
tical diffusivity
D⊥(z) ∼= D0
(
6z2 + 2az
6z2 + 9az + 2a2
)
, (1)
where z is the height of the bead bottom above the sub-
strate (Fig. 1). For small z, we have D⊥/D0 ≈ z/a.
By contrast, for small z, the value of D‖ is signifi-
cantly higher and its relative variation much smaller (ex-
cept perhaps extremely close to the plane [5]). As we
will see, the stronger relative variation of D⊥ can lead
to non-Gaussian dynamics, whereas the weaker relative
variation in D‖ does not generate measurable deviations
from Gaussian displacement distributions [42]. The ex-
periments presented below consider vertical motion only.
Near a horizontal substrate, the vertical motion of a
sphere is influenced by both gravitational and electro-
static forces. The surface of the colloidal particle and
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2FIG. 1. (color online). Brownian diffusion near a horizontal
substrate.
the substrate in a liquid may carry ionized chemical
groups, which in our experiments lead to repulsive elec-
trostatic double-layer forces that prevent the Brownian
particles from sticking to each other and to the surface
of the substrate [43]. For large-enough heights, van der
Waals forces can be neglected since they are very short
ranged (order of a few nanometers) and are masked by
the longer-ranged double-layer forces (50–100 nm). The
total potential energy U(z) of a diffusing particle is there-
fore dominated by the gravitational field at larger heights
and the double-layer potential at smaller heights:
U(z)
kBT
=
{
B¯ e−z/`D + z/`g , z ≥ 0 ,
∞ , z < 0 , (2)
where `D is the Debye length, which measures the effec-
tiveness of the screening—the range of double-layer inter-
action effects. In experiments, we chose a Debye length
large enough to keep the sphere-substrate interactions
simple by eliminating van der Waals forces. (A larger `D
also keeps characteristic times longer, making dynamical
behavior easier to measure [42].) The prefactor B¯ mea-
sures the strength of the double-layer potential, in units
of kBT . Finally, the gravitational decay length `g =
kBT
∆mg
is the typical distance moved by the particle in the grav-
itational potential in response to thermal forces. Here,
∆m = ∆ρ
(
4
3pia
3
)
is the mass difference between parti-
cle and displaced solvent, and ∆ρ is the corresponding
density difference.
Given the potential (2), the motion of the particle is
described by the overdamped Langevin equation, accord-
ing to which its displacement in a short interval δt is given
by [42, 44, 45]
∆z ≈
[
dD⊥(z)
dz
− D⊥(z)
kBT
dU(z)
dz
]
δt+
√
2D⊥(z)δt ξ ,
(3)
where we use the isothermal rule for stochastic integra-
tion [44, 46]. Here, ξ is a Gaussian random variable sat-
isfying 〈ξ〉 = 0 and 〈ξ2〉 = 1.
Apart from the above-mentioned three length
parameters—a, `D and `g—that can be controlled in
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FIG. 2. (color online). Intensity profile of the central region
of a bead stuck to the microscope slide. The stuck bead was
kept at height zref by a feedback loop, while the Brownian
bead diffused above the stuck bead. Inset shows camera image
of both stuck and Brownian (freely diffusing) beads.
experiments, the time interval ∆t over which the dis-
placements are measured is important. To observe the
diffusing-diffusivity mechanism, we need to ensure that
variations in D are the dominant contribution to non-
Gaussian dynamics within ∆t. Since the bounding po-
tential can lead to undesired nonlinear MSD, along with
non-Gaussian dynamics, we work in a regime where ther-
mal fluctuations dominate over deterministic drift. For
diffusion to dominate, we impose ∆t ≡ ∆t(D0/`2g) < ∆tc
[42]. A simple estimate based on a harmonic approxima-
tion to the potential of Eq. (2) then predicts ∆tc ≈ 13
for the parameters typical of our experiment [42].
Another requirement is that the experimental param-
eters should lead to non-Gaussian displacement distribu-
tions. To measure deviations from a Gaussian distribu-
tion, we used the excess kurtosis
κ ≡ 〈∆z
4〉
[〈∆z2〉]2 − 3 , (4)
which is defined so that κ = 0 for a Gaussian distri-
bution and κ > 0 for a heavier-tailed distribution [47].
We found that latex beads of radius 2.5 µm in purified
water above a glass substrate gave an easily measurable
diffusing-diffusivity effect for vertical motion.
In our experimental setup, a bright-field microscope
was used to image beads in three dimensions in reflection
(details of the experimental design in [42]). The bead’s
vertical position was inferred directly from intensity im-
ages by averaging pixel intensities over a 3 × 3 pixel re-
gion centered on the pixel with the maximum intensity.
The bead’s intensity profile against height relative to the
objective (Fig. 2) was obtained by vertically moving an
immobilized bead, using a voltage applied to a calibrated
piezo-stage and measuring the intensity of the bead from
the images taken. An intensity calibration was performed
before and after each set of measurements.
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FIG. 3. (color online). (a) Probability density function
PB(z) of bead height above substrate, z. Solid line is a fit to
the Boltzmann distribution, Eq. (2). (b) Vertical diffusivity
of the bead vs. z. Solid line is a plot—not fit—of Eq. (1),
using material parameters inferred from part (a). Data from
Run 10, with parameters from Table I [42].
To eliminate mechanical drift due to thermal expan-
sion or contraction between the sample cell and the mi-
croscope objective, we also tracked an immobilized bead
(stuck to the substrate) as a reference from which the
height z of the diffusing bead above the substrate could
be determined using a fit of the intensity profile. We set
the objective-stage separation to be just out of focus, so
that the intensity of the two beads was located on the
right side of the profile (Fig. 2). This ensured that none
of the beads had positions on the other side of the profile,
which would lead to ambiguity in the bead’s position, as
the profile is almost symmetric at the peak. We then
applied a feedback loop to stabilize the position of the
stuck bead. By choosing larger beads (r ≈ 2.5 µm), we
ensured that the maximum height of the diffusing bead
was always within the linear regime depicted by the thin
green line in Fig. 2. The differential measurement also
eliminates noise due to variation of the light source.
The distribution of heights for one bead trajec-
tory is shown in Fig. 3(a). The solid line is
the least-squares fit to the Boltzmann distribution
PB(z) ∝ exp [−U(z)/kBT ], using Eq. (2) (the de-
tails are described in Ref. [42]). The fit parameters
were `g = 0.113 ± 0.005 µm (expected value using nom-
inal bead size from manufacturer ≈ 0.11 ± 0.02 µm),
`D = 0.079 ± 0.004 µm, and B¯ = 15.3 ± 0.8 [42]. The
height reference zref (substrate position) is also fit. Since
`g is well determined from the data, we used it to in-
fer the bead size. For the data in Fig. 3(a), we find
a = 2.53 ± 0.04 µm. The variation of the bead’s verti-
cal diffusivity with height from the substrate is shown in
Fig. 3(b). The diffusion coefficients are measured using
conditional displacements ∆z in a narrow interval (0.1
µm) centered on height z above the substrate, correcting
for the camera exposure texp [42]. Using the asymptotic
diffusivity D0 = 0.0996 ± 0.0015 µm2/s calculated from
the inferred parameters, we plot the normalized diffu-
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FIG. 4. (color online). Diffusing diffusivity and Boltz-
mann regimes for short and long time intervals, with ∆t =
∆t(D0/`
2
g). (a) Excess kurtosis is non-zero for all intervals.
Light gray curves show results from 13 individual runs [42].
Solid symbols represent the unbiased estimate based on the
13 runs, with the standard error of this estimate shown,
too. Uncertainties in the scaled time interval ∆t are ≈ 2%,
which is smaller than the symbol size. Pink bars represent
the diffusing-diffusivity limit at short time intervals and the
Boltzmann limit at long time intervals. (b) Mean-square dis-
placement (MSD). Data from Run 10. Dashed line shows
linear MSD behavior for short time intervals, with the slope
obtained theoretically using parameters from Table I of [42].
Dotted line shows MSD for the difference between two po-
sition measurements drawn from the Boltzmann distribution
for U(z), likewise calculated theoretically.
sivity D⊥(z)/D0 from Eq. (1) in Fig. 3(b), with no ad-
justable parameters.
The excess kurtosis and MSD at different time scales
are shown in Fig. 4. For the excess kurtosis, the results
of 13 different runs are in light gray, and the unbiased
estimate obtained from them as described in Supplemen-
tary Material [42] is given by the solid symbols. To re-
duce statistical noise in the kurtosis, the data are binned,
with the bin widths roughly constant on the logarithmic
scale and data within each bin are averaged (or, rather,
the same unbiased estimate procedure is applied) and
assigned to the value of ∆t corresponding to the aver-
age between the values within the bin. The displace-
ments are non-Gaussian at all time scales, with heavier,
nearly exponential tails, as illustrated by the histogram
at left in Fig. 5 and also in the Supplemental Material
[42]. The excess kurtosis interpolates between ≈ 1.9 at
4large time intervals ∆t to ≈ 0.4 at small time intervals,
with a crossover at ∆tc ≈ 20, which is close to the value
calculated theoretically [42]. We notice that for each run
the fluctuations for different values of ∆t are correlated,
because each point on a single curve is calculated from
the same time series.
The two observed plateaus in kurtosis suggest that
there are two regimes: diffusing-diffusivity (∆t < ∆tc)
and Boltzmann (∆t > ∆tc). In the diffusing-diffusivity
regime, the non-Gaussian dynamics is driven by D vari-
ations, and the bounding potential has negligible influ-
ence. In this regime, the displacements are non-Gaussian;
yet the MSD grows linearly with time [Fig. 4(b)]. The
non-Gaussian displacement distribution is generated by
the diffusivity distribution P (D). Then, for ∆t→ 0,
P (∆z; ∆t) ≈
∫ ∞
0
dDP (D)
1√
4piD∆t
exp
[
− ∆z
2
4D∆t
]
.
(5)
In Fig. 4(a), we see that the kurtosis is constant near the
minimum time scales probed in the experiment. At these
short time scales, P (∆z) is governed chiefly by the time-
independent P (D). IfD did not vary, we would expect no
kurtosis (as observed for horizontal displacements [42]).
In the Boltzmann regime, the bounding potential
dominates the D variations, and the MSD saturates
[Fig. 4(b)]. At very large time intervals, we can view each
position measurement as an independent sample from the
equilibrium Boltzmann distribution. For ∆t→∞,
P (∆z) ≈
∫ ∞
−∞
dz PB(z)PB(z + ∆z) , (6)
where the potential U(z) in Eq. (2) and hence the Boltz-
mann distribution PB(z) is formally defined for all z, with
PB(z) = 0 for z < 0.
For the bounding potential in the system we study,
Eq. (6) is clearly non-Gaussian (it has exponential tails
∝ e−|∆z|/`g ). The predicted values of the excess kurtosis
for the 13 experimental runs based on the parameter esti-
mates for these runs (see Table I in Ref. [42]) range from
1.42 to 1.82, with the average 1.70. The range is consis-
tent with the unbiased estimate at large time intervals
based on the 13 runs (Fig. 4), keeping in mind the small
number of runs and the approximations made when esti-
mating the uncertainties. The large spread between the
runs for large ∆t is mostly due to lack of statistics and is
consistent with the results of numerical simulations [42].
Finally, we divided the vertical-position measurements
of the bead into very small height intervals (≈ 0.01 µm)
in the diffusing-diffusivity regime (∆t = 0.033 s) and
studied the displacement distribution in each interval
(Fig. 5). The results directly confirm the diffusing-
diffusivity mechanism predicted by Eq. (5): The displace-
ments are nearly Gaussian at each interval with different
variances (right side of Fig. 5); yet the overall distribu-
tion is non-Gaussian (left side of Fig. 5).
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FIG. 5. (color online). Displacements at starting-point in-
tervals of ≈ 0.01 µm close to the substrate. Right side shows
the nearly Gaussian height conditional distributions. Left side
shows the non-Gaussian distribution from all heights explored
by the bead. ∆t = 0.033 s. Data from Run 10 [42].
In conclusion, we have investigated experimentally the
Brownian motion of colloidal spheres near a planar sur-
face and have made the first direct confirmation of the
diffusing-diffusivity mechanism [25]: At small time in-
tervals, non-Gaussian displacements coexist with a MSD
that grows linearly with time. Our experimental sys-
tem is unique among studies of this mechanism in that
we independently measure the local value of the diffusiv-
ity, thereby showing that the conditional distributions at
small height intervals from the substrate exhibit nearly
Gaussian displacement distributions.
The results of the experiments reported here give a
rigorous test of the diffusing-diffusivity mechanism in a
model system with “quenched disorder” where diffusiv-
ity variations are measured independently. They suggest
new ways to understand the behavior of other systems
near walls and interfaces, such as the collective motion
of sperm cells near interfaces [48] and swimming bacte-
ria in thin films [49]. These quantitative results from
a simple model system also give confidence in the more
qualitative analyses done on more complex systems [12–
14, 17–22] where the same phenomena—linear MSD and
non-Gaussian displacements—are observed.
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1Supplemental Materials: Test of the
diffusing-diffusivity mechanism using
near-wall colloidal dynamics
EXPERIMENTAL SETUP
We assembled a vertically aligned, bright-field micro-
scope that imaged in reflection (Fig. S1). A halogen bulb
fiber-optic illumination (Model 190 Fiber-Lite Halogen
Illuminator, Dela-Jenner Industries, Boxborough MA,
U.S.A.) was used as a light source, made more uniform
by putting a ground-glass plate in front of it. We used
a 60X water-immersion objective (UPlanSApo, NA=1.2,
Olympus Corporation, Shinjuku, Tokyo, Japan).
Samples were prepared as follows: Latex spheres were
diluted and mixed with purified water, at volume frac-
tions low enough that each bead can be considered to
move independently from all others. Sample chambers
(≈ 60–80 µm in thickness) were made by placing four
pieces of Parafilm (Bemis Co., Neenah WI, U.S.A.) be-
tween a microscope slide (1 mm thick) and a No. 1 cov-
erslip (≈ 0.17 mm thick). The coverslip was first cleaned
using a nitrogen gas ionizing gun (Top Gun Static Neu-
tralizer, SIMCO Inc., Hatfield PA, U.S.A.) before use.
The cell was partially sealed using Parafilm melted on a
hot plate, then filled (without bubbles) with the beads
in solution. Finally, the cell was completely sealed with
melted wax in order to avoid fluid flow due to evaporation
or convection and allowed to cool. The sample was then
placed on an XY translation stage (Model 406, Newport
Corporation, MT, Irvine CA, U.S.A.), which moved the
sample to search for beads. A feedback-controlled piezo
stage (Nano OP-65, controlled by Nano-drive 85, Mad
City Labs, Madison WI, U.S.A.) was used for tracking
the z-positions of the bead.
Images were recorded by a CCD camera (Model FL3-
FW-03S1M-C, Point Grey Research, Richmond BC,
Canada). The image acquired was processed via the com-
puter, using LabVIEW software (National Instruments,
Austin TX, U.S.A.), to determine the position of the
bead. The camera was triggered by the rising edge of a
square wave from a function generator (2 MHz Function
Generator, Model 3011b, B&K Precision Corporation,
Yorba Linda CA, U.S.A.). The camera’s frame rate was
set to 30 Hz and the shutter speed to texp = 10 ms. Inten-
sities were digitized at 12-bit resolution (212 = 4096) and
mapped onto a 16-bit intensity scale (216 = 65536). The
field of view of the camera was about 60 µm × 40 µm.
We acquired and processed images at fixed time inter-
vals (33 ms) to determine the bead’s trajectory. If the
monitored bead diffused out of the field of view, we used
the XY stage to manually reset the bead’s image to the
center of the field of view and continued collecting data
on the same bead. In practice, we could obtain trajecto-
ries up to about 104 s.
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FIG. S1. (color online). Schematic diagram of experimental
setup. (a). Details of sample. (b) Microscope and feedback
loop used to track the beads.
To track the position of the bead in the XY-plane, we
used the edge-detecting algorithm from the IMAQ Vision
module for LabVIEW. The vertical position was obtained
from intensity variations, as mentioned in the main pa-
per. The feedback loop used for estimating the vertical
positions follows these steps: For each image taken, the
LabVIEW program determines the stuck bead’s intensity
I. The slope b from the linear fit is used to calculate a
required voltage V = α(I − Iref)/b, where α is the feed-
back gain, to move the stuck bead back to the set plane
(at Iref). Using a National Instruments data acquisition
device (NI-USB 6215), the voltage is applied, and the
iteration continues.
To correct for uneven illumination, which could bias
our height measurements of the Brownian bead, we nor-
malized the bead intensity pixel by pixel, using the in-
tensity of an averaged background image. This procedure
was done before and repeated after the Brownian bead
measurements were taken, to ensure that the background
image stayed uniform throughout the experiment. The
bead’s intensity values were further normalized by the il-
lumination intensity recorded by a photodiode. We elim-
inated the effects of stray ambient light by covering the
microscope with a box.
In order to estimate the variation of the diffusion con-
stant with the height z above the substrate, we measured
displacements ∆x and ∆z conditioned on starting in a
given height interval on bin n of width ∆zbin. That is,
z ∈ (zbin n, zbin n + ∆zbin). Denoting the mean-square
conditional vertical displacement by〈
(∆z)2
〉
n
, (S1)
The estimate of Dperp(z) for bin n is
Dperp(z)n =
〈
(∆z)2
〉
n
− 2ξ2)
2
(
∆t− 13 texp
) , (S2)
where the denominator corrects for the blurring effects
of the camera exposure, texp = 10 ms, which is not small
2compared to the measurement interval ∆t = 33 ms. The
ξ2 term represents the variance of the measurement noise
(assumed uncorrelated and identically distributed at dif-
ferent times), which is estimated ξ ≈ 0.004 µm by ex-
trapolating the autocorrelation function of position mea-
surements as a function of shift and isolating the “extra”
variance at zero shift. See [S1–S3] for derivation and dis-
cussion of the motion-blur effect. Since the measurement
noise in the time series for z was quite small, it had neg-
ligible effect on the diffusion-constant estimates.
SUPPLEMENTAL EXPERIMENTAL RESULTS:
VERTICAL DISPLACEMENTS
Figure S2 shows time series and vertical displacements
for three different time intervals. The slight deviation in
the tails from a Gaussian distribution leads to a positive
excess kurtosis.
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FIG. S2. (color online). Time series of vertical displacements
and histograms. Data from Run 10.
For Fig. 4 in the main text, we collected 13 sets of data
for different trajectories averaging about 45 minutes (82
000 data points) each. The results are summarized in
Table I.
A histogram estimate of the position probability den-
sity for each run was fit separately to the Boltzmann
distribution to obtain 13 sets of the parameters `g, `D
and B [S4]; the values of a and D0 are then obtained
from `g. For these histograms, a bin width of 5 nm was
chosen, which is sufficiently small that the probability
density does not change significantly over that length. A
weighted least-squares fitting procedure was used, with
the weights inversely proportional to the number of data
points in the bin and the bins with zero points ignored.
Estimating the uncertainties of the parameters is non-
trivial because of correlations between the bins; using
Run N lg [µm] lD [µm]
B
kBT
a [µm] D0 [µm
2/s]
1 68 966 0.120 0.071 16.8 2.48 0.102
2 71 628 0.118 0.077 15.6 2.49 0.101
3 100 394 0.117 0.071 17.7 2.50 0.101
4 119 155 0.121 0.078 14.7 2.47 0.102
5 93 778 0.117 0.075 16.3 2.50 0.101
6 62 869 0.114 0.070 17.0 2.52 0.100
7 38 763 0.121 0.073 15.8 2.47 0.102
8 34 892 0.105 0.086 14.5 2.59 0.097
9 80 065 0.117 0.074 16.2 2.50 0.101
10 139 716 0.113 0.079 15.3 2.53 0.100
11 119 645 0.123 0.072 16.8 2.46 0.102
12 82 324 0.118 0.072 15.6 2.49 0.101
13 54 923 0.106 0.079 16.4 2.58 0.098
TABLE I. Values obtained for experimental parameters from
13 different runs. N gives the number of data points in the
run. The radius a is inferred from `g using the measured
temperature T = (298.5± 1)K, and latex bead density ρb =
1.055 g/cc. The D0 values also use the water viscosity η =
(0.88± 0.02)× 10−3 N s/m2.
simulations, as described in the corresponding section
below, we estimate the uncertainties of `g, `D and B¯
as 5 nm, 4 nm and 0.8, respectively, for the longest runs
and 10 nm, 8 nm and 1.7 for the shortest runs. The cor-
responding uncertainty of a is 35–70 nm, while for D0 it
is 0.0015–0.003 µm2/s.
The resulting sets of parameters are given in Table I.
We see that the values are consistent with expected bead-
to-bead variations and with theory expectations. Notice
that the variations of the parameters between the runs
are somewhat larger than the statistical uncertainties of
individual measurements given above. The larger vari-
ation suggests that it arises mainly from bead-to-bead
differences. The amount of variation seen in the radius
(≈ ±2%) inferred in different runs is typical of manufac-
turer specifications for the coefficient of variation of the
diameter.
Finally, we mention an important point in our analy-
sis. Consider an imaginary series of runs using the same
particle under the same conditions. We will refer to the
run-to-run variations of estimates of various quantities in
such a series as their statistical fluctuations. For quan-
tities such as the bead radius a or asymptotic diffusion
constantD0 these statistical fluctuations are smaller than
the bead-to-bead variations of the true values of these
quantities in the 13 actual runs we analyze. However,
they are larger in the case of the excess kurtosis κ, where
large statistical fluctuations arise because κ depends on
the fourth moment of the probability distribution. Con-
sequently, it makes sense to report a single estimate of κ
based on the 13 runs, as we do in the main text. A proper
way to obtain this estimate is described below. But for
3the mean-square displacement (MSD), which depends on
only the second moment, and for the relation between
diffusivity and height, one should look at the data from
a single run.
SUPPLEMENTAL EXPERIMENTAL RESULTS:
HORIZONTAL DISPLACEMENTS
We first attempted to study the bead’s diffusing-
diffusivity mechanism using horizontal displacements.
Since there is no confining potential for horizontal mo-
tion, the diffusing-diffusivity mechanism does not com-
pete with the effects linked to the potential. Figure S3
compares the measured dimensionless horizontal and ver-
tical diffusion coefficients, along with analytical esti-
mates. The latter are given by Eq. 1 in the main text
and by [S5]. For sphere radius a and height above the
substrate z, we define δ ≡ aa+z . Then,
D‖(z)
D0
= 1− 9
16
δ+
1
8
δ3− 45
256
δ4− 1
16
δ5 +O (δ6) , (S3)
for motion parallel to the substrate (e.g., along the x
direction). As expected, D‖(z) has a higher value and
smaller relative variation in the range of heights that we
explore experimentally. As a result, D fluctuations are
smaller, as is the diffusing-diffusivity effect.
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FIG. S3. (color online). Scaled horizontal and vertical dif-
fusion coefficients, as a function of height z. Solid lines are
plots—not fits—of Eqs. (1) and (S3), based on parameters
from Table I. Data from Run 10.
As we see in Fig. S4 and more systematically in Fig. S5,
horizontal displacement distributions are nearly Gaus-
sian. The excess kurtosis [Fig. S5(a)] is nearly zero for
all times. The MSD remains linear with time [Fig. S5(b)]
for all explored time intervals. Any trace of the diffusing-
diffusivity mechanism is, unfortunately, too small to mea-
sure.
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FIG. S4. (color online). Time series of horizontal displace-
ments and histograms. Data from Run 10.
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FIG. S5. (color online). Results for horizontal diffusion: (a)
Excess kurtosis: individual runs (gray curves) and unbiased
estimates (solid symbols with error bars). (b) MSD as a func-
tion of scaled time intervals ∆t = ∆t(D0/`
2
g) for horizontal
and vertical motions. Data from Run 10.
For more discussion of these results, see [S6].
4AN UNBIASED ESTIMATE OF THE EXCESS
KURTOSIS
The ith moment of a random quantity ξ is defined as
mi =
〈
ξi
〉
. (S4)
In practice, moments are estimated by taking a finite
number N of samples from the distribution:
m˜i =
1
N
N∑
j=1
ξij . (S5)
The average of this estimate,
〈m˜i〉 =
〈
1
N
N∑
j=1
ξij
〉
=
1
N
N∑
j=1
〈
ξij
〉
=
1
N
N∑
j=1
〈
ξi
〉
= mi.
(S6)
This means that Eq. (S5) gives an unbiased estimate of
the true value of the moment, mi.
The situation is different for the excess kurtosis. Con-
sider an estimate similar to Eq. (S5),
κ =
1
N
N∑
j=1
κj =
1
N
N∑
j=1
m˜4,j
m˜2,j
2 − 3
=
1
N
N∑
j=1
m4 + δm4,j
(m2 + δm2,j)2
− 3 , (S7)
where the deviations δmi,j of the measured moments m˜i,j
from their true values mi,j are introduced. These mea-
sured moments are themselves calculated from a finite se-
ries of samples using Eq. (S5) (of course, generally speak-
ing, with a different number of samples N), and since
these are unbiased estimates, 〈δmi,j〉 = 0. Assuming for
simplicity that these deviations are small and expanding
in a Taylor series up to second order, we get
κ ≈ m4
m22
× 1
N
N∑
j=1
(
1 +
δm4,j
m4
)(
1− 2δm2,j
m2
+ 3
δm22,j
m22
)
−3 ,
(S8)
which after averaging gives
〈κ〉 ≈ m4
m22
(
1 + 3
〈
δm22
〉
m22
− 2 〈δm2δm4〉
m2m4
)
− 3 6= κ. (S9)
Thus, averaging the values of the excess kurtosis obtained
from runs of finite duration will not lead to the correct
value of κ even in the limit of an infinite number of such
runs.
A much better procedure is to average the moments
over all runs and then use these averaged moments to
estimate κ. That is, defining
m2 =
1
N
N∑
j=1
m2,j (S10)
and
m4 =
1
N
N∑
j=1
m4,j , (S11)
we estimate κ as
κ˜ =
m4
(m2)2
. (S12)
This is still, strictly speaking, not unbiased; the bias can
be estimated using Eq. (S9), with the deviations of the
moments replaced by those of their averages (δmi →
δmi). However, as
〈
δm2
2
〉
and 〈δm2 δm4〉 both decrease
as 1/N with growing N [see Eqs. (S15) and (S17) below],
the bias not only vanishes as N → ∞, but is also negli-
gible compared to the uncertainty of the kurtosis (which
goes as N−1/2) once N is large enough. Therefore, the
estimate (S12) can be considered unbiased and we refer
to it as such here and in the main text; it is this estimate
that is used to produce the solid symbols in Fig. 4(a).
Moreover, even when binning the data to produce the
gray curves for individual runs in that plot, the same
procedure is used to obtain each data point, although
in this case the difference compared to using Eq. (S7) is
very minor.
The uncertainty of the estimate (S12) can be estimated
by using Eq. (S8) with N = 1, mi → mi and δmi → δmi.
This gives, to first order,
δκ˜ ≈ (κ˜+ 3)
(
δm4
m4
− 2δm2
m2
)
, (S13)
and then
〈
δκ˜2
〉 ≈ (κ˜+3)2(〈δm42〉
m4
2 + 4
〈
δm2
2
〉
m2
2 − 4
〈δm2δm4〉
m2m4
)
.
(S14)
The square root of the last expression, where the uncer-
tainties of the averages are estimated as
〈
δm2
2
〉 ≈ 1
N(N − 1)
N∑
j=1
(m2,j −m2)2, (S15)
〈
δm4
2
〉 ≈ 1
N(N − 1)
N∑
j=1
(m4,j −m4)2, (S16)
〈δm2δm4〉 ≈
1
N(N − 1)
N∑
j=1
(m2,j −m2)(m4,j −m4) , (S17)
is plotted as the error bars in Fig. 4(a) in the main text.
CRITICAL TIME INTERVAL
We have seen that for short time intervals ∆t, the dis-
placement distribution P (∆z; ∆t) is dominated by the
5diffusing diffusivity effect, whereas at longer time inter-
vals, it is dominated by the shape of the potential U(z).
In this section, we derive the scale value ∆tc that divides
the two regimes. As stated in the main text, the basic
idea is to balance the diffusion and drift terms in Eq. (3)
of the main text. That is, we want
v
(0)
d ∆tc ≈
√
2D
(0)
⊥ ∆tc , =⇒ ∆tc ≈
2D
(0)
⊥[
v
(0)
d
]2 ,
(S18)
where v
(0)
d is, crudely speaking, the average or typical
absolute value of the drift velocity and, similarly, D
(0)
⊥ is
the typical value of the vertical diffusivity.
Our first task is to find the most probable distance z0
between bead and wall, which we do from the minimum
of the potential, U ′(z0) = 0. Using Eq. (2) in the main
text, we have, with U¯ denoting energies in units of kBT ,
U¯ ′(z) = − B¯
`D
e−z/`D +
1
`g
= 0 , (S19)
which implies
z0 = `D ln
(
B¯
`g
`D
)
. (S20)
The next task is to estimate the typical force exerted
by the potential as the particle fluctuates about the min-
imum at z0. We do so by approximating the motion
about the minimum z0 as a harmonic trap with “spring
constant” k = U ′′(z0), given by
U¯ ′′(z0) = +
B¯
`2D
e−z0/`D =
1
`g `D
, (S21)
The equipartition theorem then implies a typical dis-
placement
δz = ±
√
kBT
k
= ± 1√
U¯ ′′(z0)
= ±√`g `D . (S22)
and a typical force / kBT of
U¯ ′′(z0) δz = ±
√
U¯ ′′(z0) = ± 1√
`g `D
. (S23)
The drift velocity has two contributions:
vd ≈ D⊥′(z0)︸ ︷︷ ︸
variable D
−D⊥(z0)
[
U¯ ′′(z0) δz
]︸ ︷︷ ︸
force from potential
≈ D0
a
(
1∓ z0√
`g `D
)
, (S24)
where we have approximated the diffusivity and its
derivatives by their values at z0 and, since the beads stay
close to the substrate, D⊥(z) ≈ D0(z/a) and D⊥′(z) ≈
D0/a. For the typical value v
(0)
d we then take the aver-
age of the two absolute values (with the “+” and “−”
signs), and since under our conditions z0/(`g`D)
1/2 > 1,
this gives
v
(0)
d =
D0z0
a
√
`g `D
. (S25)
Similarly for the diffusivity,
D
(0)
⊥ =
[
D⊥(z0 − [`g`D]1/2) +D⊥(z0 + [`g`D]1/2)
]
/2
≈ D⊥(z0) ≈ D0 z0
a
. (S26)
Finally, we compute the balance between drift and dif-
fusion in this approximation. In dimensionless units,
∆tc = ∆tc
(
D0
`2g
)
=
(
D0
`2g
)
2D
(0)
⊥[
v
(0)
d
]2 = 2a`Dz0`g
=
2a
`g ln
(
B¯
`g
`D
) ≈ 12 . (S27)
The last step uses numbers from Run 11: `g = 0.123 µm,
`D = 0.072 µm, B¯ = 16.8, and a = 2.46 µm. These num-
bers imply z0 ≈ 0.24 µm and δz ≈ 0.094 µm. The result
is quite close to the experimental crossover at ∆tc ≈ 20,
given all the approximations involved and noting, in par-
ticular, that, as Fig. S6 shows, the harmonic approxima-
tion is not very accurate already at an energy kBT over
the minimum. Interestingly, the crossover between diffu-
sion and Boltzmann regimes in the MSD plot of Fig. 4b
gives a crossover at ∆tc ≈ 13.6, which is even closer to
our estimate here.
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FIG. S6. (color online). Particle potential (thick solid curve),
generated using parameters from Run 11. The potential
minimum, at z0, divides the electrostatic and gravitational
regimes. The harmonic approximation is indicated by the
dashed curve. Dotted line is kBT above the minimum. The
typical fluctuation scale is of order δz.
6It is also interesting to note that the same result
(S27) can be obtained in a different way, by consider-
ing the time it would take the particle to diffuse over the
length of the characteristic interval, from z0 − (`g`D)1/2
to z0 + (`g`D)
1/2. Since for most of the time interval ∆tc
diffusion dominates over drift, we neglect the drift alto-
gether and then the typical time ∆tc it takes to diffuse
the distance 2(`g`D)
1/2 is the solution of
2
√
`g`D ≈
√
2D⊥(z0)∆tc , (S28)
which gives (S27).
SIMULATIONS
To confirm our understanding of the experimental re-
sults, we have carried out computer simulations of the
motion of colloidal particles. The purpose is to verify
that taking into account the factors described in the main
text (namely, the electrostatic and gravity forces and
the variation in the diffusivity with the height above the
substrate) is sufficient to match the experiments qualita-
tively and quantitatively, while neglecting the diffusivity
variation leads to significant discrepancies with the ex-
perimental results.
To simulate the motion of the particles, we have used
the Brownian Dynamics approach. As in experiments,
13 runs were carried out. Since we are interested in the
evolution of the height z and the vertical motion is de-
coupled from the horizontal, a 1D simulation is sufficient.
At time t = 0 a particle starts at the height z drawn from
the Boltzmann distribution corresponding to the poten-
tial of Eq. (2). Then at each simulation step z changes
according to Eq. (3), with the time step δt = 0.001 s.
The diffusivity varies with height according to Eq. (1).
Since the experimental conditions vary little between the
experimental runs, we have used the same parameters
for all our runs, close to the average values in the exper-
iment. Namely, `g = 0.116 µm, `D = 0.076 µm, B = 16,
a = 2.51 µm, and D0 = 0.1 µm
2/s. Data for the z po-
sition were collected every 33 steps, or 0.033 s, the same
interval as in the experiment. We have also done a series
of runs emulating the “motion blur” effect [see Eq. (S2)],
by averaging the position over 11 time steps. This has
a very minor effect, which justifies neglecting this effect,
e.g., when calculating the MSD and the excess kurto-
sis. These results are not presented here. Since one of
our purposes is to verify that the significant discrepan-
cies between different runs at large ∆t seen in Fig. 4(a)
are attributable to lack of statistics, we have used the
same simulation durations as in the experimental run.
For each run, the kurtosis of the displacement distribu-
tion was first calculated for time interval durations from
1 to 11249 0.033-second time steps; for each duration,
the set of data used in the calculations consisted of the
displacements over all the intervals of that duration (in-
cluding overlapping ones) present in the run. To smooth
the resulting kurtosis dependence, the data were binned,
as in the experiments. The result is shown in Fig. S7(a),
together with the unbiased estimate based on all 13 runs
(solid circles with error bars). There is good agreement,
both qualitative and quantitative, with the experimental
results in Fig. 4.
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FIG. S7. (color online). Excess kurtosis of the vertical dis-
placement distribution as a function of the time interval ob-
tained in simulations, with the vertical diffusivity either (a)
given by Eq. (1) in the main text or (b) constant and equal to
the theoretical average. All other parameters roughly match
the experimental conditions. The gray curves are the binned
results for 13 individual realizations, and the solid circles with
error bars are unbiased estimates based on these realizations.
The horizontal red lines are the theoretical short- and long-
time-interval limits. For details, see the text.
We have also repeated the same simulations with one
significant difference: the diffusivity was made constant
and equal to D = 0.0104 µm2/s, the value obtained by
averaging Eq. (1) with the Boltzmann distribution. To
facilitate the comparison with the variable-D case, the
same seed value was used for the pseudorandom number
generator in both cases. While the results [Fig. S7(b)] are
similar for large ∆t, they are very different for small ∆t,
with the kurtosis in the constant-D case close to zero and
7significantly below the experimental values. The MSD
dependences are nearly identical in the two cases and
similar to Fig. 4(b) (not shown).
Simulations were also used to estimate the uncertain-
ties of the fitting parameters in Table I. For this, we
carried out two series of runs (400 runs in each) with
identical parameters (same values close to the averages
as quoted above). In one series, the lengths of all runs
were as in the shortest experimental run (Run 8), and
in the other series, as in the longest run (Run 10). For
each of the 800 runs, the position distributions were ob-
tained using the same bin width as for the experimental
data and fitted with the Boltzmann distribution. For an
infinitely long run, the fitting parameters would be iden-
tical to the simulation parameters, but for runs of a finite
duration the distributions have random noise and so do
the parameters of the fits. The standard deviations of
these parameters are then used as the estimates of the
uncertainties of the parameters in the experimental fits.
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