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Neural machine translation has become popular in recent years because it
can handle larger contexts compared to conventional machine translation sys-
tems. However, most of neural machine translation architectures do not employ
document-level contexts due to task complication.
Recently, several studies on neural machine translation have attempted to use
document-level context by using a multi-encoder and two attention mechanisms
to read the current and previous sentences to incorporate the context of previous
sentences. These studies concluded that the target-side context is less useful
than the source-side one. However, we hypothesized that the reason why the
target-side context is less useful lies in the architecture to model context.
In this study, we investigate how the target-side context can improve context-
aware neural machine translation. We propose a weight sharing method in
which neural machine translation saves decoder states and calculates an atten-
tion vector using the saved states when translating a current sentence. Our ex-
periments show that target-side context is more useful than source-side context
if we plug it into neural machine translation as decoder states when translating
a previous sentence.
∗Master’s Thesis, Department of Information and Communication Systems, Graduate School
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文脈文 時刻 i − 1におけるシステムの入力文または出力文．













ニューラルネットワークには，主に Recurrent Neural Network（RNN）が用いら
れる [2, 3]が，Convolutional Neural Network（CNN）を用いる ConvS2Sという




















































2014年に Sutskeverら [1]が提案した Recurrent Neural Network（RNN）を用
いたニューラル機械翻訳は，現在の機械翻訳技術の基礎となっている．現在の機械
翻訳は，入力文の情報を適宜参照することができる，Attention機構を用いたもの







橙部）の 3つからなる．入力文X を単語 x，文長M の列X = x1, ..., xm, ..., xM，






以下の式で Encoderの隠れ層ベクトル st を計算する．
sm = LSTMenc(ex,m, sm−1) (2.12)
ex,m = Wxxm (2.13)




図 2.1: Luong型の Attentionを備えたニューラル機械翻訳モデル
単語を生成する．
p(yn|y<n, X) = softmax(Woh̃n) (2.14)
h̃n = Wh[hn; cn] (2.15)
hn = LSTMdec(ey,n, hn−1) (2.16)
ey,n = Wyyn−1 (2.17)
ここで，記号 [a; b] はベクトル a とベクトル b の結合（concatenation）を指し，
a，b をそれぞれ n 次元ベクトルとすると，[a; b] は 2n 次元ベクトルとなる．
Wh ∈ RH×2H は重み行列†であり，Wy ∈ RE×V はWx と同様に単語分散表現を
扱う重み行列である．cn は Attentionベクトルであり，式 2.18で得られる．なお，
図 2.1 では簡略化のために y1 の計算時のみ Attentionベクトルが用いられている



















I am a cat . <CONCAT> As yet I have no name .





































Wang ら [13] は，単語ベクトルから文ベクトルを作る Encoder と，文ベクトル






















本研究のタスクは，L文対を含む文書をD = (X1, Y 1), ..., (Xi, Y i), ..., (XL, Y L)
としたときに各文 Xi に対応する Y i を得ることである．ここで，Xi と Y i はそ
れぞれ原言語側の文と目的言語側の文を示す．Xi は文長M i と単語 xim を用いて
Xi = xi1, ..., xim, ..., xiMi とする．Y
i についても同様に，文長 N i と単語 yin を用い






で定義する．ただし，Zi−1 は文脈文を示し，Xi−1 または Y i−1 が入るものとする．
p(Y i|Xi, Zi−1) =
Ni∏
n=1
p(yin|yi<n, Xi, Zi−1) (3.11)
p(yin|yi<n, Xi, Zi−1) = softmax(Woh̃in) (3.12)
Bawdenら [10]の手法では h̃in を以下のように計算する．隠れ状態ベクトルのサイ
ズを H とするとWh, Wc ∈ RH×2H であるから，この部分のパラメータ数は 4H2
である．
h̃in = Wh[hin; ain] (3.13)
ain = Wc[cin; ci−1n ] (3.14)
しかし本研究では，パラメータ数の削減や分析の容易さなどから，式 3.15で計算す
る．このときのパラメータ数はWh ∈ RH×3H より，3H2 である．
h̃in = Wh[hin; cin; ci−1n ] (3.15)
式 3.15以降の計算は，2.1節で示した従来のニューラル機械翻訳と同様である．
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(a) Separated Source型 (b) Separated Target型
図 3.1: Separated型のMulti-Encoderモデル
式 3.15と式 2.15を比較すると，ci−1n が増えていることがわかる．これは文脈文
の情報に対して計算した Attention（文脈 Attention）であり，文脈文のどの単語








βn,t = softmax(zi−1t · hin) (3.17)
ここまでの構造は本節で説明する Separated型と次節で述べる Shared型に共通で
あり，異なる点は式 3.16および式 3.17で用いる z の算出方法にある．
Separated 型の概略を図 3.1 に示す．Separated 型では，文脈文 Zi−1 の情報
zi−1 を得るために文脈 Encoder（図中の黄部）を導入する．ここで，zi−1 = ui−1
または vi−1 とし，Zi−1 が原言語側の文脈文Xi−1 の場合は ui−1，Zi−1 が目的言
語側の文脈文 Y i−1 の場合は vi−1 が得られるとする．
ui−1t = LSTMsrc_enc(Wxxi−1t , ui−1t−1) (3.18)




(a) Shared Source型 (b) Shared Target型
図 3.2: Shared型のMulti-Encoderモデル






る場合は Shared Source型，目的言語側の文脈文を用いる場合は Shared Target型
とする．この手法では文脈文の翻訳時に計算した状態ベクトルをそのまま用いる．
したがって，Shared Source 型では z = si−1， Shared Target 型では z = hi−1

















Shared型に限り，両方の文脈文を用いた Shared Mix型の実験を行った．図 3.3
に概略を示す．このモデルは Shared Source型で得られた文脈 Attention ci−1src,n と
Shared Target型で得られた文脈 Attention ci−1trg,n の和を h̃in の計算に用いる．
h̃in = Wh[hin; cin; ci−1src,n + ci−1trg,n] (3.21)
複数の状態ベクトルや Attentionベクトルをまとめる方法は，主に和をとる方法と
結合する方法の 2つがあり，特に和を求める場合には以下のような Gate機構 git を
導入して重み付き和をとることが多い．
cit = git ⊙ ci−1src,n + (1 − git) ⊙ ci−1trg,n
git = σ(Wg[ci−1src,n; ci−1trg,n])
ここで，記号 ⊙はベクトルまたは行列の要素積を示す．この手法を用いる場合は新





本研究で行う実験には，主に 14th International Workshop on Spoken Language










日本語文には MeCab‡（辞書に IPADic 2.7.0 を使用），中国語文には jieba§，
英語文とドイツ語文には統計的機械翻訳のツールである Moses [17] に付属する
tokenizer.perlをそれぞれ用いて単語分割した．その後，計算量等の都合から文
長が 100単語以上の文を含む文書を学習データからのみ削除した．













コーパス 学習 　検証 評価 英語側の語彙数 他方の語彙数
TED 独英/英独 203,998 888 1,305 30,446 31,790
TED 中英/英中 226,196 879 1,297 30,571 37,928
TED 日英/英日 194,170 871 1,285 30,293 34,295
Recipe 日英/英日 108,990 3,303 2,804 7,886 11,103
表 4.1: 前処理を通して得られた各コーパスの統計量









本研究のベースラインは，Luongら [3]の Dot Grobal Attention型ニューラル
機械翻訳である．単語分散表現と隠れ状態ベクトルの次元数は 512に設定した．最
適化には，AdaGrad を初期学習率を 0.01 に設定して用いた．Dropout の確率は
0.2とした．評価時のみビーム探索を窓幅を 5にして用いた．Encoderは 2層の双










　　　　　 Source Target Source Target Mix
TED 独英 26.55 26.29 ± .37 26.52 ± .12 ∗27.20 ± .11 ∗27.34 ± .11 27.18 ± .21
TED 英独 21.26 21.04 ± .64 20.77 ± .10 21.63 ± .27 21.83 ± .30 21.50 ± .29
TED 中英 12.54 12.52 ± .33 12.63 ± .24 ∗13.36 ± .41 ∗13.52 ± .10 ∗13.23 ± .09
TED 英中 8.97 8.94 ± .11 8.71 ± .06 9.45 ± .22 ∗9.58 ± .13 9.42 ± .19
TED 日英 5.84 ∗6.64 ± .26 ∗6.37 ± .12 ∗6.95 ± .07 ∗6.96 ± .18 ∗6.81 ± .16
TED 英日 8.40 8.58 ± .12 8.26 ± .00 8.51 ± .31 8.59 ± .08 8.66 ± .14
Recipe 日英 25.34 ∗26.51 ± .09 ∗26.69 ± .15 ∗26.90 ± .17 ∗26.92 ± .10 ∗26.78 ± .11
Recipe 英日 20.81 ∗21.87 ± .12 ∗21.45 ± .14 ∗22.02 ± .20 ∗21.97 ± .09 ∗21.81 ± .15








する文脈 Attention ci−1 はゼロベクトルとした．














目的言語側の文脈文の情報は文脈 Encoder から取り込むのではなく，Decoder の
計算履歴から取り込む方がよいと言える．
Separated Source型と Shared Source型はどちらも Encoderから情報を得てい
るため，結果に差異は生じないと考えていた．翻訳対象文を読み込む Encoderと文
脈 Encoderの重み共有を行った Voitaら [11]の研究では，英露翻訳の実験でどち
らも同程度の性能であったと報告している．しかし本研究で行った実験では，ほぼ

































図 5.1 に，各言語対の 1 回目の学習時における BLEU スコアの推移を示す．
























いる．Encoderまたは Decoderを 1層目，文脈 Encoderを 2層目と考えることに
よって，Dabreと Fujitaの研究を文書の時系列方向に対して拡張したものとして扱
18

















型と Shard Source型は文脈文として 1文前の入力文を与え，Separated Target型
と Shared Target型は文脈文として 1文前の出力文（上段の文）を与えた結果であ
る．Shared Mix型については 1文前の入出力文を文脈文として与えた．
“わかめ” と “長ねぎ” についてベースラインの出力例を見ると，1 文目では
“wakame seaweed”と “Japanese leek”に訳されているのに対し，2文目ではそれ
ぞれ “wakame”と “leek”に訳されている．Separated Source型と Shared Source
型でも，“長ねぎ” についてはベースラインと同様であった．また，Separated













(a) TED 独英翻訳 (b) TED 英独翻訳
(c) TED 中英翻訳 (d) TED 英中翻訳
(e) TED 日英翻訳 (f) TED 英日翻訳
(g) Recipe 日英翻訳 (h) Recipe 英日翻訳








Wash the wakame well to remove the salt, put into a bowl of water for
10 minutes and drain. Cut into large pieces. Slice the Japanese leek.
Heat a pan and pour the sesame oil. Stir fry the wakame and leek for 30
seconds.
Baseline
Wash the wakame seaweed well and remove the salt. Soak in water for
10 minutes, then roughly chop. Cut the Japanese leek into small pieces.
Heat sesame oil in a heated pot, add the wakame and leek, and lightly
sauté for about 30 seconds.
Separated
Source
Wash the wakame well, remove the salt, soak in water for about 10 min-
utes, then roughly chop. Cut the Japanese leek into small pieces.
Heat sesame oil in a heated pot and add the wakame and leek. Stir-fry
for about 30 seconds.
Shared
Source
Wash the wakame well, remove the salt, soak in water for about 10 min-
utes, then roughly chop. Cut the Japanese leek into small pieces.
Heat sesame oil in a heated pot and add the wakame and leek. Stir-fry
for about 30 seconds.
Separated
Target
Wash the wakame well, soak in water for about 10 minutes. Cut into
small pieces. Cut the Japanese leek into small pieces.
Heat the sesame oil in a frying pan, add the wakame and leek, and stir-fry
for about 30 seconds.
Shared
Target
Wash the wakame well, remove the salt, soak in water for about 10 min-
utes, then roughly chop. Chop the Japanese leek into small pieces.
Heat sesame oil in a heated pan, add the wakame and Japanese leek,
and lightly stir-fry for about 30 seconds.
Shared
Mix
Wash the wakame well, remove the salt, soak in water for about 10 min-
utes, then roughly chop. Chop the Japanese leek into small pieces.
Heat sesame oil in a heated pan, add the wakame and Japanese leek,



















1. Satoru Katsumata, Yukio Matsumura, Hayahide Yamagishi and Mamoru
Komachi. Graph-based Filtering of Out-of-Vocabulary Words
for Encoder-Decoder Model. In Proceedings of ACL 2018 Student
Research Workshop, pp.112-119. Melbourne, Australia. July 17, 2018.
2. Michiki Kurosawa, Yukio Matsumura, Hayahide Yamagishi and Mamoru
Komachi. Japanese Predicate Conjugation for Neural Machine
Translation. In Proceedings of NAACL 2018 Student Research Work-
shop, pp.100-105. New Orleans, Louisiana, USA. June 2, 2018.
3. Hayahide Yamagishi, Shin Kanouchi, Takayuki Sato, Mamoru Komachi.
Improving Japanese-to-English Neural Machine Translation by
Voice Prediction. In Proceedings of the 8th International Joint Con-
ference on Natural Language Processing (IJCNLP 2017), pp.277-282.
Taipei, Taiwan. November 28, 2017.
査読なし
1. 平澤寅庄, 松村雪桜, 山岸駿秀, 小町守. 画像から抽出した複数種の特徴量を
組み込んだニューラル機械翻訳の検討. NLP若手の会第 13回シンポジウム.
August 29, 2018.
2. 吉村綾馬, 松村雪桜, 山岸駿秀, 小町守. 機械翻訳の自動評価のための N-
24
best を用いたマルチリファレンス作成手法の提案. NLP 若手の会第 13 回
シンポジウム. August 27, 2018.
3. 勝又智, 松村雪桜, 山岸駿秀, 小町守. ニューラル機械翻訳における共起情報
を考慮した語彙選択. 言語処理学会第 24回年次大会, pp.1058-1061. March
15, 2018.
4. 黒澤道希, 松村雪桜, 山岸駿秀, 小町守. 述語の活用情報を用いたニューラル
日英翻訳. 言語処理学会第 24回年次大会, pp.813-816. March 14, 2018.
5. 勝又智, 松村雪桜, 山岸駿秀, 小町守. ニューラル日英翻訳におけるRNNモ
デルとCNNモデルの出力分析. NLP若手の会（YANS）第 12回シンポジ
ウム. September 4, 2017.
6. 黒澤道希, 山岸駿秀, 松村雪桜, 小町守. 活用情報を用いた日英ニューラル機
械翻訳. NLP若手の会（YANS）第 12回シンポジウム. September 4, 2017.
7. 嶋中宏希, 山岸駿秀, 松村雪桜, 小町守. クロスリンガルな単語分散表現を用
いた機械翻訳自動評価手法の検討. NLP若手の会（YANS）第 12回シンポ
ジウム. September 3, 2017.
8. 山岸駿秀, 叶内晨, 佐藤貴之, 小町守. ニューラル日英翻訳における出力文の
態制御. 言語処理学会第 23回年次大会, pp.1065-1068. March 16, 2017.
9. Hayahide Yamagishi, Shin Kanouchi, Takayuki Sato and Mamoru
Komachi. Controlling the Voice of a Sentence in Japanese-to-
English Neural Machine Translation. In Proceedings of The 3rd
Workshop on Asian Translation (WAT): System description papers,
pp.203-210. Osaka, Japan, December 12, 2016.
10. 山岸駿秀, 佐藤貴之, 叶内晨, 小町守. ニューラル日英翻訳における態の制御.

















[1] I. Sutskever, O. Vinyals, and Q.V. Le, “Sequence to sequence learning with neural
networks,” Advances in Neural Information Processing Systems 27, pp.3104–3112,
2014.
[2] D. Bahdanau, K. Cho, and Y. Bengio, “Neural machine translation by jointly
learning to align and translate,” Proceedings of the International Conference on
Learning Representations, pp.1–15, 2015.
[3] T. Luong, H. Pham, and C.D. Manning, “Effective approaches to attention-based
neural machine translation,” Proceedings of the 2015 Conference on Empirical
Methods in Natural Language Processing, pp.1412–1421, 2015.
[4] J. Gehring, M. Auli, D. Grangier, D. Yarats, and Y.N. Dauphin, “Convolutional
sequence to sequence learning,” Proceedings of the 34th International Conference
on Machine Learning, pp.1243–1252, 2017.
[5] A. Vaswani, N. Shazeer, N. Parmar, J. Uszkoreit, L. Jones, A.N. Gomez, L.
Kaiser, and I. Polosukhin, “Attention is all you need,” Advances in Neural Infor-
mation Processing Systems 30, pp.5998–6008, 2017.
[6] S. Hochreiter and J. Schmidhuber, “Long short-term memory,” Neural Compu-
tation, vol.9, no.8, pp.1735–1780, Nov. 1997.
[7] M. Müller, A. Rios, E. Voita, and R. Sennrich, “A large-scale test set for the
evaluation of context-aware pronoun translation in neural machine translation,”
Proceedings of the Third Conference on Machine Translation: Research Papers,
pp.61–72, 2018.
[8] J. Tiedemann and Y. Scherrer, “Neural machine translation with extended con-
text,” Proceedings of the Third Workshop on Discourse in Machine Translation,
pp.82–92, 2017.
[9] S. Jean, S. Lauly, O. Firat, and K. Cho, “Does neural machine translation benefit
from larger context?,” CoRR, vol.abs/1704.05135, pp.1–6, 2017.
[10] R. Bawden, R. Sennrich, A. Birch, and B. Haddow, “Evaluating discourse phe-
nomena in neural machine translation,” Proceedings of the 2018 Conference of
the North American Chapter of the Association for Computational Linguistics:
Human Language Technologies, Volume 1 (Long Papers), pp.1304–1313, 2018.
[11] E. Voita, P. Serdyukov, R. Sennrich, and I. Titov, “Context-aware neural machine
translation learns anaphora resolution,” Proceedings of the 56th Annual Meet-
ing of the Association for Computational Linguistics (Volume 1: Long Papers),
pp.1264–1274, 2018.
[12] J. Zhang, H. Luan, M. Sun, F. Zhai, J. Xu, M. Zhang, and Y. Liu, “Improving
27
the Transformer translation model with document-level context,” Proceedings
of the 2018 Conference on Empirical Methods in Natural Language Processing,
pp.533–542, 2018.
[13] L. Wang, Z. Tu, A. Way, and Q. Liu, “Exploiting cross-sentence context for neural
machine translation,” Proceedings of the 2017 Conference on Empirical Methods
in Natural Language Processing, pp.2826–2831, 2017.
[14] Z. Tu, Y. Liu, S. Shi, and T. Zhang, “Learning to remember translation history
with a continuous cache,” Transactions of the Association for Computational
Linguistics, vol.6, pp.407–420, 2018.
[15] S. Maruf and G. Haffari, “Document context neural machine translation with
memory networks,” Proceedings of the 56th Annual Meeting of the Association
for Computational Linguistics (Volume 1: Long Papers), pp.1275–1284, 2018.
[16] M. Cettolo, C. Girardi, and M. Federico, “WIT3: Web inventory of transcribed
and translated talks,” Proceedings of the 16th Conference of the European Asso-
ciation for Machine Translation, pp.261–268, 2012.
[17] P. Koehn, H. Hoang, A. Birch, C. Callison-Burch, M. Federico, N. Bertoldi,
B. Cowan, W. Shen, C. Moran, R. Zens, C. Dyer, O. Bojar, A. Constantin,
and E. Herbst, “Moses: Open source toolkit for statistical machine translation,”
Proceedings of the 45th Annual Meeting of the Association for Computational
Linguistics Companion Volume Proceedings of the Demo and Poster Sessions,
pp.177–180, 2007.
[18] R. Sennrich, B. Haddow, and A. Birch, “Neural machine translation of rare words
with subword units,” Proceedings of the 54th Annual Meeting of the Association
for Computational Linguistics (Volume 1: Long Papers), pp.1715–1725, 2016.
[19] K. Papineni, S. Roukos, T. Ward, and W.-J. Zhu, “BLEU: a method for automatic
evaluation of machine translation,” Proceedings of the 40th Annual Meeting on
Association for Computational Linguistics, pp.311–318, 2002.
[20] G. Neubig, “Travatar: A forest-to-string machine translation engine based on
tree transducers,” Proceedings of the 51st Annual Meeting of the Association for
Computational Linguistics: System Demonstrations, pp.91–96, 2013.
[21] R. Dabre and A. Fujita, “Recurrent stacking of layers for compact neural machine
translation models,” Proceedings of the 33rd AAAI Conference on Artificial In-
telligence, pp.1–6, 2019.
[22] L. Logeswaran and H. Lee, “An efficient framework for learning sentence repre-
sentations,” Proceedings of the International Conference on Learning Represen-
tations, pp.1–16, 2018.
28
