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A regression model  is  considered in  which the response var iables  
have gamma dis t r ibut ions with  a  common shape parameter .  A review is  
g iven  of  ex is t ing  es t imators  for  the  shape  parameter .   Bias  express ions  
for  the  maximum l ike l ihood  es t imates  of  the  regress ion  c o e f f i c i e n t s  
a n d  t h e  s h a p e  p a r a m e t e r  a r e  d e v e l o p e d .  A  n e w  e s t i m a t o r  f o r  t h e  shape 
parameter  based on bias  correct ion for  the  maximum l ikel ihood est imator  
is  shown to  have markedly bet ter  var iance and mean square  error  pro-
perties in small  to moderate sized samples.   Approximations to the low 
order moments of the Pearson statistic are derived for gamma regression 
models with general  l ink functions.   These are used for the case of a 
logarithmic link to develop new estimators for the shape parameter which 
have better moment properties than the estimators based on the Pearson 
statist ic which have been used previously.   Finally,  the small  sample 
var iance and mean square  error  eff ic iencies  of  the  es t imators  re la t ive  
to the maximum likelihood estimator are evaluated by simulation for the 
case of a single explanatory variable and a logarithmic link, for a  
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We consider  a  regression model  in  which the response var iables  





















    (1.1) 
where θ  > 0, μ i  > 0. We have  E(Yi) = μ i  and if μv  (Yi) denotes the vth 


















           (1.2) 
The skewness and kurtosis coefficients are ,6and,2 122
1
1
−− θ=γθ=γ  
respectively.  When θ  = 1 the densities are exponential,  and as ∞→θ   
the densities approach the normal. 
 
Since the shape parameter  θ  i s  assumed to  be constant  for  a l l  
observat ions,  each observat ion has  the same coeff ic ient  of  var ia t ion 
equal  to  2
1−θ  This  contrasts  with  the c lass ical  l inear  model  which 
assumes that  the  var iance of  the  response is  a  constant  independent   
of  the mean.  
For  the i th  individual ,  we le t  x i 1 ,  . . . ,x i k  denote  values  on k 
non-random regressor variates.The regression model for the mean response 




i =β=μ     (1.3) 





βββ=β=  i s  a  v e c t o r  o f  u n k n o w n   
regression coefficients  and g(•) is the link function.  Two functions  





i X β=μ−  a n d  t h e  l o g a r i t h m i c  ~~Xlog 'ii β=μ   T h e  f i r s t  f u n c t i o n   
provides  the canonical  l ink which yields  suff ic ient  s ta t is t ics  which  
are  l inear  funct ions of  the observat ions (McCullagh and Nelder  (1983)) ,  
but  has  the disadvantage that  res t r ic t ions on ~β  must  be imposed to   




r e g r e s s o r  v a r i a t e s  a r e  m u l t i p l i c a t i v e  a n d  i t  m a p s  t h e  r a n g e  o f  iμ  o n   
t o  t h e  w h o l e  r e a l  l i n e .  




i β=μ −  i  =  1 , .  .  .  ,n  a re  usual ly  found  
by  maximum l ike l ihood  (ML)  .  The  ML es t ima tor  ~βˆ  i s  the  so lu t ion  o f  























⎛ −μμ β=β∑     (1.4) 
for  any θ .   The covariance matr ix  of  the parameter  es t imates  is  approx-
imated by 
























μθ≈β ∑    (1.5) 
I n f e r e n c e  f o r  
~
β  i s  u s u a l l y  b a s e d  o n  a  s t a n d a r d  l a r g e  s a m p l e  M L  
approach,  taking 
~
βˆ  to  have  an approximate  mul t ivar ia te  normal  d i s -  
t r ibut ion  wi th  mean 
~
β  and covar iance  mat r ix  cova  .~ˆ ⎟⎠
⎞⎜⎝
⎛β   Usual ly  θ  i s  
unknown and must  be est imated.   McCullagh and Nelder  (1983)  consider   
a  n u mb e r  o f  e s t i ma t o r s .   T he  f i r s t  i s  t h e  M L  es t i ma t o r  θˆ  w h i c h  i s  t h e  
s o l u t i on  o f  
     D)}ˆ(ˆ{logn2 =θψ−θ  
w h e r e  dx/)X(logd)X( Γ=ψ  i s  t h e  d i g a m m a  f u n c t i o n  a n d  D  i s  t h e   
d e v i a n c e  s t a t i s t i c  g i v e n  b y  















⎛ μ=      (1.7) 
The deviance D is  proport ional  to  twice the difference between the 
maximum attainable value of the log-likelihood when no model is imposed 
on the {μ i }  and the log-l ikel ihood under  the f i t ted gamma regression  
model,  when θ  is treated as known. Nelder and Wedderburn (1972) show 
that  D s implif ies  to  )Y/ˆ(log2 ii
i
μ∑  under  the power l ink ~~X'ii β=μλ  and  
t h e  l o g a r i t h m i c  l i n k .  
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An exact solution for θˆ  satisfying (1.6) has to be found iteratively. 













++=θ    (1.8) 
The maximum errors in these approximations are claimed to be 0.0088%  
and 0.0054%, respectively, which for all  practical purposes are  
negligible. 











⎛++−−=ψ    (1.9) 
i f  θˆ  i s  su f f i c i en t ly  l a rge  and  t e rms  o f  o rde r  2ˆ −θ  a re  ignored ,  an   
e s t ima tor  p rov id ing  a  s imple  approx imat ion  to  θˆ  i s  
1
1 nDˆ
−=θ       (1.10) 
From Cordeiro (1983) ,  the expectat ion of  the  deviance s ta t is t ic   
is 
)n(0)1k()}({logn2)D(E 11 −− +θ+−θψ−θ=    (1.11) 
where  the  t e rm o f  o rder  1n −  depends  on  the  l ink  func t ion  and  the   
x -conf igura t ion .   Corde i ro  g ives  an  exp l i c i t  r ep resen ta t ion  fo r  th i s   
t e rm for  the  power  fami ly  l ink  and  the  logar i thmic  l ink .   Equa t ing  D  
to  i t s  expec ted  va lue  cor rec t  to  0 (1 ) ,  McCul lagh  and  Ne lde r  (1983)   
suggest  that  an improvement  to  the ML procedure is  to  use the est imator   
2θˆ  g iven  by  the  so lu t ion  o f  
.Dˆ)1k()}ˆ(ˆ{logn2 1222 =θ+−θψ−θ −     (1.12) 
I f  t e rms  o f  o rder  22ˆ
−θ  a re  ignored ,  the  es t imator  
1
3 D)1kn(ˆ
−−−=θ      (1.13) 




The  f ina l  e s t imator  p roposed  by  McCul lagh  and  Ne lder  i s  the  
moment  e s t imator  
1
4 T)1kn(ˆ




iii }ˆ/)ˆY{(T is  the Pearson s ta t is t ic  for  the gamma  
regression model .   This  es t imator  has  the advantage of  being much  
less  sensi t ive to  very small  observat ions for  the response var iable  
than the est imators  based on the deviance which is  inf ini te  i f  any  
observat ion is  zero.  
In  this  report ,  we propose a  number of  a l ternat ive est imators  
for  the shape parameter  and compare their  moment  propert ies  with   
those of  the commonly used est imators  3ˆ,ˆ θθ  and 4θˆ . In  sect ion 2,  
bias  approximations to  the ML est imators  of  the regression coeff ic ient   
vector  ~β  and θ  are  given for  the gamma regression model  with a  general   
l ink funct ion.   In  sect ion 3 the biases are  used to provide bias   
corrected est imators for  θ  which are  shown to have much bet ter  bias ,   
variance and mean square error properties than the ordinary ML estimator. 
Expressions for  the mean and var iance of  the Pearson s tat is t ic  to  0(1)   
and 0(n)  respect ively,  are  der ived in  sect ion 4.   The resul ts  are  used  
in  sect ion 5 to  examine the propert ies  of  a  c lass of  es t imators   
(n-a)T- 1    where a  is  a  constant .   I t  i s  shown that  s imple modif icat ions  
to  the es t imators  based on bias  correct ion leads to  es t imators  with  
markedly improved bias ,  var iance and mean square  error  propert ies .   
Final ly  in sect ion 6,  we report  the  f indings of  a  large scale  s imulat ion  
invest igat ion into the small  sample propert ies  of  the est imators  for   
the shape parameter  under  the logari thmic l ink.  
2. BIAS APPROXIMATIONS FOR THE ML ESTIMATORS 
Bias  approximations for  the ML est imators  to  order  n - 1  can be found  


















∂=  (2 .1)  
where for  notat ional  convenience we set  .θ=βθ   A s t raightforward 















































































r         (2.5) 












































































































rs     (2.8) 
)}({W,0W )2(2)i()i(r θβψ+θ−== −θθθθθ       (2.9) 
for  r ,  s ,  t  = 0,  1 ,  .  .  .  ,k ,  where ψV (θ)  is  the vth derivat ive of  the  





















⎛−= ∑∑∑   (2.10) 
The  e lements  in  the  informat ion matr ix  a re  










1I   (2.11) 






coeff ic ients  are  asymptot ica l ly  independent  of  .θˆ  Also  to  order  n - 1 ,   
we  have  
11)1(1 })({n)ˆvar( −−− θ−θψ=θ     (2.12) 
w h i c h  i s  i n d e p e n d e n t  o f  t h e  l i n k  f u n c t i o n  f o r  μ i .  O u r  l a t e r  r e s u l t s  
show tha t  (2 .12)  g ives  a  s e r ious  underes t imat ion  o f  the  va r iances   
even  fo r  modera te  s i zed  samples ,  under  the  logar i thmic  l ink .   For   





























































−θθθθθθ ∑   (2.14) 
 
for  r ,  s ,  t  =  0  ,1  ,  .  .  .  ,k  .   For  eva lua t ion  of  the  J  funct ions  we use   






















−   (2.15) 
and   obtain 


























21J    (2.16) 







1J       (2.17) 
  .0JJJJ ,s,st,,r ==== θθθθθθθθ      (2.18) 
 
From Cox and Snel l  (1968) ,  we  have  to  order  n - 1  
 






1b    (2.19) 
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where I r s  denotes  the element  corresponding to  β r   and βs   in  the inverse 
of  the  informat ion  mat r ix .   Each summat ion  in  (2 .19)  i s  over  the  values  
0 ,1 ,…. ,k .  .  s ince  I r θ  =  0  fo r  r  =  0 ,1 ,…. . ,k   and   J t ,θu   = -Kθ t u   =θ
- 1  I t u  ,   







































   (2.20) 
For  the  es t imates  o f  the  regress ion  coef f i c ien t s  the  b iases   













1b    (2.21) 
For  the  logar i thmic  l ink ,  these  b iases  t ake  on  pa r t i cu la r ly  s imple   
fo rms  i f  i t  i s  a s sumed  tha t  the  x ’ s  sa t i s fy  the  cen t re ing  cond i t ions  
∑ ==
i
ir .k,....,1rfor0X      (2.22) 
In  t h i s  c a s e  ∑θ=−===θ
i
iuitissu,tstu
r xxxjKandk.,.....,1rfor0I  


















)1k(b   (2.23) 
for  r  =  1 , . . . ,k ,  where  Mrs   denotes  the  ( r ,  s )  th  e lement  in  the  
inverse  of  the  sum of  c ross  products  matr ix  ∑=
i
isir .))xx((~M   In  


















3. BIAS CORRECTED ESTIMATORS FOR THE SHAPE PARAMETER 
 
F r o m  ( 2 . 2 0 )  a n d  ( 2 . 1 2 ) ,  t h e  b i a s  a n d  v a r i a n c e  o f  t h e  M L  


















)1(1    (3.2) 
.})({)(h 11)1(2
−−θ−θψ=θ       (3.3) 
T h e  a p p r o x i m a t i n g  b i a s  d e p e n d s  o n l y  o n  n ,  θ  a n d  t h e  n u m b e r  o f   
r e g r e s s o r  v a r i a t e s  k  a n d  i s  i n d e p e n d e n t  o f  t h e  l i n k  f u n c t i o n  f o r   
t he  mean  and  t he  va lue s  o f  t he  r eg re s so r  va r i a t e s .   I f  θ  i s  l a rge ,   
t hen  u s ing  t he  expans ions  
 
)(0)6()2(1)( 4121)1( −−− θ+θ+θ=−θθψ     (3.4) 
  )(0)2(1)( 4121)2( −−− θ+θ−θ−=+θθψ     (3.5) 











+++−θ+= −θ     (3.6) 
W h e n  k  =  0 ,  t h i s  b i a s  r e d u c e s  t o  t h a t  g i v e n  b y  B o w m a n  a n d  
S h e n t o n  ( 1 9 6 8 )  f o r  t h e  c a s e  w h e n  n o  r e g r e s s o r  v a r i a t e s  a r e  
p r e s e n t .  
M a k i n g  a  d i r e c t  c o r r e c t i o n  f o r  t h e  b i a s  o f  ,θˆ  w e  a r e  l e d  t o   
c o n s i d e r  t h e  e s t i m a t o r  
)ˆ(hnˆˆ 1
1
5 θ−θ=θ −      (3.7) 
o r  n e g l e c t i n g  t e r m s  o f  ),ˆ(0 2−θ  t h e  e s t i m a t o r  








⎛ +−θ=θ     (3.8) 
T h e  b i a s  o f  5θˆ  i s  ).n(0 2−  
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W e  n o w  c o m p a r e  t h e  v a r i a n c e  a n d  m e a n  s q u a r e  e r r o r  p r o p e r t i e s   
o f  t h e  e s t i m a t o r s  5θˆ  a n d  6θˆ  w i t h  t h o s e  o f  t h e  M L  e s t i m a t o r .   T o  d o   
t h i s  i t  i s  c o n v e n i e n t  t o  c o n s i d e r  a  g e n e r a l  e s t i m a t o r  o f  t h e  f o r m  
)ˆ(anˆˆ 1* θ+θ=θ −      (3.9) 
w h e r e  a ( θˆ )  i s  a  f u n c t i o n  o f  θˆ  wh i ch  i s  i ndependen t  o f  n .   We  have  
).n(0)(anbb 21ˆ*ˆ
−−
θθ +θ+=      (3.10) 
S i n c e  v a r  ( *θˆ )  =  v a r  )ˆ(θ  +  2 n - 1  c o v ( θˆ , a )ˆ(θ )  +  0 ( n - 3 )  a n d  
),n(0)ˆvar()('a))ˆ(a,ˆcov( 2−+θθ=θθ  w e  o b t a i n  
).n(0)('a)(hn2)ˆ(var()ˆvar( 32
2* −− +θθ−=θ−θ     (3.11) 
T h e  p r o p o r t i o n a t e  r e d u c t i o n  i n  t h e  v a r i a n c e  t o  0 ( n - 1 )  i s  
).('an2)(R 1V θ−=θ −      (3.12) 
U s i n g  ( 3 . 1 0 )  a n d  ( 3 . 1 1 )  w e  o b t a i n  
[ ] ).n(0)}(a)(h2){(a)(h2n)ˆ(mse)ˆ(mse 3122* −− +θ+θθ+θ−=θ−θ  (3.13) 
T h e  p r o p o r t i o n a t e  r e d u c t i o n  i n  t h e  m e a n  s q u a r e  e r r o r  t o  0 ( n - 1 )   
i s  
[ ].)(h)}(a)(h2){(a)('a2n)(R 1211m θθ+θθ+θ−=θ −−    (3.14) 
V a l u e s  o f  n R v  (θ )  a n d  n R m  (θ )  g i v e n  b y  ( 3 . 1 2 )  a n d  ( 3 . 1 4 ) ,  
r e s p e c t i v e l y  a r e  s h o w n  i n  t a b l e  1  f o r  t h e  e s t i m a t o r  ,ˆ 5θ  p u t t i n g   
a (θ )  = - h 1 (θ )  f o r  θ  =  0 . 2 5 ( 0 . 2 5 ) 1 . 0 0 ( 0 . 5 0 ) 3 . 0 0 ( 1 . 0 0 ) 6 . 0 0  a n d   











V a l u e s  o f  n R v  (θ )  a n d  n R m  (θ )  f o r  t h e  e s t i m a t o r  .ˆ 5θ  
 
)(nR v θ      )(nR m θ  
 
θ  k=1  k=2  k=3 k=4  k=1 k=2  k=3  k=4 
0.25  5.86  7.25  8.64 10.03  11.07 15.27  20.09  25.51
0.50  6.80  8.42  10.03 11.65  12.77 17.58  23.07  29.24
0.75  10.08  12.25  14.42 16.58  17.65 23.68  30.51  38.13
1.00  7.55  9.37  11.20 13.02  14.31 19.76  25.99  32.99
1.50  7.78  9.69  11.59 13.50  14.92 20.68  27.27  34.69
2.00  7.88  9.82  11.76 13.71  15.22 21.15  27.95  35.61
2.50  7.92  9.88  11.85 13.81  15.39 21.44  28.36  36.18
3.00  7.95  9.92  11.89 13.87  15.51 21.62  28.64  36.56
4.00  7.97  9.96  11.94 13.93  15.64 21.85  28.99  37.05
5.00  7.98  9.97  11.96 13.95  15.72 21.98  29.19  37.34







V a l u e s  o f  n R v  (θ )  a n d  n R m  (θ )  f o r  t h e  e s t i m a t o r  .ˆ 6θ  
 
)(nR m θ      )(nR m θ  
 
θ  k=1  k=2  k=3 k=4  k=1 k=2  k=3  k=4 
0.25  0.89  -0.67  -2.22 -3.78  5.21 4.45  3.13  1.27 
0.50  6.22  7.33  8.44 9.56  12.19 16.48  21.44  27.07
0.75  7.21  8.81  10.42 12.02  14.67 20.12  26.36  33.39
1.00  7.56  9.33  11.11 12.89  14.32 19.72  25.90  32.86
1.50  7.80  9.70  11.60 13.51  14.94 20.69  27.28  34.69
2.00  7.89  9.83  11.78 13.72  15.23 21.17  27.96  35.62
2.50  7.93  9.89  11.86 13.82  15.40 21.45  28.38  36.19
3.00  7.95  9.93  11.90 13.88  15.51 21.63  28.65  36.57
4.00  7.97  9.96  11.94 13.93  15.64 21.85  28.99  37.05
5.00  7.98  9.97  11.96 13.96  15.72 21.98  29.19  37.34











The  resu l t s  in  t ab l es  1  and  2  have  to  be  used  wi th  cau t ion ,  
pa r t i cu la r ly  i f  n  i s  no t  l a rge ,  s ince  t e rms  0 (n - 2 )  wi l l  no t  be  
neg l ig ib l e .   They  a re  c lea r ly  no t  app l i cab le  i f  nR v  (θ )  >  n  o r  
nR m  (θ )  >n .   However ,  s imula t ion  resu l t s  g iven  in  sec t ion  6  fo r  the  
case  k=1  wi th  a  logar i thmic  l ink  func t ion ,  sugges t  tha t  t hey  p ro-  
v ide  a  use fu l  gu ide  fo r  n  ≥  50 .  
The resul ts  indicate that  the  difference in  var iance and mean 
square  e r ro r  pe r fo rmance  be tween  the  b ias  r educ t ion  es t ima tors  5θˆ  
and  6θˆ  w i l l  be  neg l ig ib le  fo r  θ≥1 .0 .  The  es t ima to r  5θˆ  w i l l  have   
a  marked ly  be t t e r  pe r fo rmance  than  the  uncor rec ted  ML es t ima tor   
θˆ  fo r  a l l  va lues  o f  θ .   The  same  i s  t rue  o f  6θˆ  excep t  a t  ve ry  smal l   
va lues  o f  θ .   For  n  =  50 ,  k  =  1  and  θ≥  1 ,  p ropor t iona te  reduc t ion   
in  va r iance  i s  approx imate ly  16% and  the  p ropor t iona te  r educ t ion   
in  mean  square  e r ro r  i s  approx imate ly  30%.   Wi th  k  =  4 ,  these  pe r -  
cen tages  r i se  to  27% and  70%,  respec t ive ly .  
F i n a l l y ,  w e  c o n s i d e r  t h e  b i a s  and  va r i ance  p rope r t i e s  o f  t he  
e s t i ma t o r s  11 nDˆ
−=θ  and  3θˆ   =  ( n - k - 1 ) D - 1 .   The  expec t a t i on  o f  D  
t o  0 (1 )  i s  g iven  by  (1 .1 ) .   To  o rde r  n - 1 ,  .)}ˆ(nh)ˆ(ˆvar{log 12
−θ=θψ−θ  
U s e  o f  ( 1 . 6 )  g i v e s  t o  o r d e r  n  
).(h/n4)Dvar( 2 θ=      (3.15) 
Us ing  the  approx imat ion  
)}D(E/)Dvar(1{)}D(E{n)ˆ(E 211 +=θ −    (3.16) 




















    (3.17) 
whe re .)}({log)( 1−θψ−θ=θη   A  s i mi l a r  a p p r o a c h  g i v e s  t he  b i a s  























+θη+θ−θη=θ    (3.18) 
To order n-1, 
)}.(nh4/{)()ˆvar()ˆvar( 2
4
31 θθη=θ=θ     (3.19) 
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F r o m  ( 3 . 1 7 )  a n d  ( 3 . 1 8 ) ,  i t  i s  s e e n  t h a t  t h e  e s t i m a t o r s   a n d   1θˆ
3θˆ  a r e  n o t  a s y mp t o t i c a l l y  u n b i a s e d ,  t h e  b i a s e s  a p p r o a c h i n g  θ−θη )(2
1   
.nas ∞→  U s e  o f  ( 3 . 1 9 )  a n d  ( 3 , 1 )  s h o w s  t h a t  t h e  a s y mp t o t i c  v a r i a n c e  
e f f i c i ency  o f   and   r e l a t i v e  t o  t h e  M L  e s t i ma t o r   wh i c h  i s  
a s y mp t o t i c a l l y  u n b i a s e d ,  i s  
1θˆ 3θˆ ,θˆ
).(/)(h4E 422
)1( θηθ=θ     (3.20) 
V a l u e s  o f  t h e  a s y m p t o t i c  b i a s e s  o f   a n d   a r e  s h o w n  i n  t a b l e  3  1θˆ 3θˆ
a n d  v a l u e s  o f  t h e  a s y m p t o t i c  v a r i a n c e  e f f i c i e n c i e s    a r e  g i v e n  )1(Eθ
i n  t a b l e  4  f o r  θ  =  0 . 2 5 ( 0 . 2 5 ) 1 . 0 0 ,  1 . 5 0 , 2 . 0 0 , 3 . 0 0 , 4 . 0 0 ( 2 . 0 0 ) 1 0 . 0 0 .  
T h e  a s y m p t o t i c  b i a s  i s  n e g a t i v e  f o r  a l l  9  a n d  i s  a p p r o x i m a t e l y  
- 0 . 1 6  f o r  θ≥2 .   T h e  a s y m p t o t i c  v a r i a n c e  e f f i c i e n c y     i s  a  )1(Eθ
d e c r e a s i n g  f u n c t i o n  o f  θ  a n d  a p p r o a c h e s  1  f a i r l y  r a p i d l y .  
Table 3 
A s y mp t o t i c  b i a s e s  o f  e s t i ma t o r s   and   1θˆ 3θˆ
 
:θ  0.25  0.50 0.75 1.00 1.50  2.00 
:)(
2
1 θ−θη  -0.074  -0.106 -0.124 -0.134 -0.145  -0.151 
         
         
:θ  3.00  4.00 6.00 8.00 10.00   
:)(
2
1 θ−θη  -0.156  -0.159 -0.161 -0.162 -0.164   
 
Table 4 
A s y mp t o t i c  v a r i a n c e  e f f i c i e n c y  o f  and   r e l a t i v e  t o   1θˆ 3θˆ θˆ
:θ  0.25 0.50 0.75 1.00 1.50 2.00 3.00 4.00 6.00 8.00 10.00
            




4. APPROXIMATIONS TO THE EXPECTATION AND VARIANCE 
OF THE PEARSON STATISTIC 
In  th is  sec t ion ,  we  obta in  express ions  for  E(T)  to  0(1)  and var(T)   
to  0(n)  which  wi l l  be  used  in  the  next  sec t ion  to  examine moment  pro-
p e r t i e s  o f  e s t i m a t o r s  f o r  θ  b a s e d  o n  T .   T h e  e x p r e s s i o n s  a r e  d e r i v e d  





































=    (4.2) 
S i n c e  t h e  }{ iε  a r e  i n d e p e n d e n t l y  a n d  i d e n t i c a l l y  d i s t r i b u t e d ,  w e   



















1UH(EI)H(Eb)(E)R(E &   (4.3) 



































μ−=                            (4.5) 
 







μ−θ=               (4.6) 
 








































θ+=    (4.8) 
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we now consider two special cases 
 
a)  Logarithmic Link 
 
     For   the link   ~βi
!
~xilogμ = , we have  







2 ∑==∂∂ ∂−=∂∂−  
giving 















   2θ
1)1)(θ(k
θ
nE(T) ++−=                                                        (4.12) 
to 0(1) 
b)   Power Link 




































nE(T) 2                              (4.13) 
 
        To find the leading term of 0(n) in var(T).,  we write 
iaθ)iE(R




−+==                                                  (4.14) 
and to 0(n  ) we have 
 







        (4.15) 
 
A straightforward calculation gives 
 




























and  hence 
 


















         )jR,icov(Rji
)ivar(Ri
var(T) ∑+∑+∑=  


































.        (4.17) 
to 0(n). 
For the logarithmic link function with the x's centred such that 
0irxi
=∑  for  r = 1,….,k, we obtain  
(1)01)(θ
θ
2n(T)var 3 ++=       (4.18) 
 
No useful simplification occurs for the power link. 
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5.   ESTIMATORS FOR 9 BASED ON THE PEARSON STATISTIC 
 
In this section, we shall restrict attention to the gamma regression 
model with a logarithmic link and assume, without loss of generality, 
that the repressor variables are centred such that 0irxi
=∑  for 
r = 1,…,k .   We consider a class of estimators which include the 
McCullagh-Nelder estimator 4θ^ as a special case.  It  is shown that 
simple bias adjustments to the estimators leads to estimators with 
markedly better bias, variance and mean square error properties in 
small to moderate sized samples. 
Consider the estimator 
1a)T(n(a)θ^ −−=       (5.1) 
 
where a is a constant which is small compared with n.  Using the                               
standard approximations 
{ } { } { }(T)var(T)/E1E(T)a)(n(a)θ^E 21 +−≈ −      (5.2) 
 
{ } (T)(T)/Evara)(n(a)θ^var 42−≈ ,     (5.3) 
 
then from (4.12) and (4.18) we obtain to 0(n-1), 
 
        { } { }]a1)θ3)(θ(knθ[1(a)θ^E 11 −+++= −−     (5.4)  
 
{ } n/)1(2)a(^var +θθ=θ      (5.5) 
Use of (2.12) and (5.5) shows that the asymptotic variance efficiency  
of ( )aθˆ  relative to the ML estimator θˆ   is 
                                        
   ( ) ( ) ( ) ( ){ }[ ] .112 112 −θ −θθψ+θ=Ε      (5.6) 
 
The efficiency is independent of the number of regressor variables  
and their values and so is equal to the efficiency of the method of  
moments estimator relative to the ML estimator when no regressor  





 Values of θΕ  are shown in table 5 for θ   = 0.25(0.25)1.00,1.50,  
2.00,3.00,4.00(2.00)10.00. The results show that the efficiency is  




Asymptotic variance efficiency of ( )aθˆ  relative to θˆ  
 
θ  0.25 0.5 0.75 1.00 1.5 2.00 3.00 4.00 6.00 8.00 10.00 
( )2
θΕ  0.12 0.23 0.34 0.39 0.50 0.57 0.68 0.74 0.81 0.85 0.88 
            
 The variance and mean square error properties of the estimator  
( )aθˆ  can be substantially improved in small samples by adjusting for  
bias which to 0( n- 1 )  is 
 
   ( ) ( ){ }.3ka3knb 1aˆ ++θ−+= −θ     (5.7) 
 
The bias corrected estimator is 
 




  ( ) ( ) ( ){ }3ka3knbb 1aˆaˆ* ++θ−+−= −θθ     (5.9) 
 
which is ( )2n0 −  and 
 
  ( ){ } ( ){ } ( ){ }.aˆvara3kn1aˆvar 21* θ−+−=θ −     (5.10) 
 
The correction leads to an increase in variance when a>k+3.  
Assuming that 3ka0 +≤≤ ,  the proportionate decrease in variance is 
 
  ( ) ( ) ( ){ }.a3kn2a3knaR 11v −+−−+= −−     (5.11) 
 
For the McCullagh-Nelder estimator ( ) ( )11v4 n1n41kR,θˆ −− −=+  showing  




When a = 0, the bias corrected estimator is 
   
   ( ) ( ) .n3kT3knˆ 117 −− +−−−=θ      (5.12) 
 
The proportionate decrease in variance using  instead of the  7θˆ
uncorrected estimator n/T is 
 
  ( ) ( ) ( ){ }.3kn23kn0R 11v +−+= −−       (5.13) 
  
When k = 1 there is a 76% decrease in variance when n = 20 and a 15%  
decrease when n = 50.  The percentage decreases become substantially  
larger as k increases. 
  
 The estimator  provides a good approximation to the minimum  7θˆ
variance estimator within the class of bias corrected estimators  
( ){ }.aθˆ*  This is seen by writing 
 




  ( ) ( )( ){ } ( ){ }1knn/a3knank.nca −−+−−−=  




−−−−−−       (5.15) 
 
To order   ,  c is independent of a and 2n − ( k.nca ) ( ) .θˆaθˆ 7* ≈  
 The proportionate decrease in variance using   instead of  7θˆ
the McCullagh-Nelder estimator  is 4θˆ
   ( ) ( ) ( ) .1kn/2kn4k,nR 2v −−−−=                             (5.16) 
 
Table 6 gives values of ( )k,nR v  for n = 10(10)40(20)100 and k = 1(1)4.  
To order  and it  is seen that this approximation  ( ) 1v-1 n4k,nR,n −=






Values of the variance reduction factor ( )k,nR v  for comparing  with   7θˆ 4θˆ
 
 
k n 10 20 30 40 60 80 100 
1  0.438 0.210 0.138 0.102 0.068 0.051 0.040 
2  0.490 0.221 0.143 0.105 0.069 0.051 0.041 
3  0.556 0.234 0.148 0.108 0.07 0.052 0.041 
4  0.640 0.249 0.154 0.111 0.071 0.053 0.042 
 
 
The  proportionate  reduction   in mean   square  error   through using  
7θˆ  instead  of  is to order  4θˆ ,n
-1
 
  ( ) ( ) ( ){ }[ ].1θ803k201n4k,nR 21m ++++= −    (5.17) 
 
Values of  are shown in table 7 for θ  = 0.25(0.25)1.00(0.50)  ( k,nnR m )
)3.00(1.00)6.00 and k = 1 ,2,3,4.  When k = 1, n = 50, the values of ( k,nR m  are 0.41,0.26,0.15 for θ  = 0.5,1.0,4.0, respectively.  When  
k=3, the corresponding values rise to 0.73, 0.40 and 0.18, respectively  
The results indicate the marked gains to be had from using instead  7θˆ




 Values of the mean square error reduction factor ( )k,nnR m  
 
 
k θ 0.25 0.50 0.75 1.00 1.50 2.00 2.50 3.00 4.00 5.00 6.00 
1  36.40 20.67 15.52 13.00 10.53 9.33 8.63 8.17 7.60 7.27 7.05 
 
2  52.40 28.00 20.10 16.25 12.53 10.75 9.71 9.04 8.23 7.75 7.44 
3  71.60 36.67 25.43 20.00 14.80 12.33 10.91 10.00 8.90 8.27 7.86 




6.   MONTE CARLO RESULTS 
 
 In the previous sections, we have considered several alternative  
estimators for the shape parameter θ  under the logarithmic link  
function.  Theoretical approximations to their biases and variances  
were developed and used to compare the variance and mean square  
error properties of the estimators.  
 In order to assess the adequacy of the theoretical approximations,  
a large Monte—Carlo study was made for the case of a single explanatory  
variable with equally spaced x values, the model for the means being 
 
  ( ) n,...,1i,xexpμ ii0i =β+β=     (6.1) 
 
with ( ) ( ).0x,1nix i i21i =+−= ∑  Since the distributions of 
~~
ˆ β−β  and θ  are independent of ˆ ,
~
β  values 0ββ 10 ==  were used without 
loss of generality.  Values θ  =0.5(0.5)2.0,3.0,4.0 were used for 
the shape parameter.   For integer θ  with 1μ i =  ,  the density of Yi  
. is the special Erlangian distribution and the observation on Yi
can be generated as the sum of θ  independent standard exponential 
observations.  For the half integer values of θ  ,  the observation 
on Yi .  was generated as the scaled sum of squares of 2θ   N(0,1) 
observations, using the result  that ( )θθ 2/x~Y 22i  .   Sample sizes 
n =10,20,30,50 and 100 were used in the investigation.  The run size  
was 2000 in each case and calculations were performed using the  
statistical package GLIM. 
 Table 8 shows the values of ( ){ },11ˆ~ θθ hnb −  where θˆ~b  is the  
simulation estimate of the bias of θ  and ˆ ( )θ− 11hn  is the approximating  
bias given by (3.2) .  The results show that the actual biases are  
considerably larger than the approximate biases given by (2.20).  
For n=10, the biases obtained by simulation were more than 50%  
higher than the approximate biases.  With increasing n, the agreement  
between the approximate biases and biases obtained by simulation  
improved rapidly and the results suggest that (2.20) may be safely  


















 able 9 shows the values of  ( ) ( ){ ,hnˆ~var 21 θθ −   where ( )θˆ~var   
is the simulation estimate of ( )θˆ~var  and ( )θ− 21hn  is the approximating  
variance given by (3.3).  The results show that the first  order  
approximation to the variance of the ML estimate given by (2.12)  
seriously underestimates the variance in small to moderate sized  
samples.  When n = 20, the variances obtained by simulation are  
more than double the approximating variance.  For n= 100, the values  
are approximately 15% higher.  These results indicate that second  
order approximations to ( )θˆvar   as well as bias correction for θˆ  are  
needed for the approximating inference procedures for θ  to be  
satisfactory in small samples. 
 
Table 9 













      θ n 10 20 30 50 100 
0.5  1.89 1.34 1.08 1.10 1.21 
1.0  1.71 1.19 1.20 1.01 0.94 
1.5  1.73 1.17 1.20 1.04 1.00 
2.0  1.56 1.20 1.17 0.99 1.00 
3.0  1.66 1.23 1.21 1.07 1.10 
4.0  1.56 1.29 1.14 1.12 1.11 
       θ n 10 20 30 50 100 
0.5  4.42 2.03 1.35 1.26 1.14 
1.0  5.97 2.18 1.66 1.25 1.14 
1.5  6.37 2.26 1.84 1.29 1.12 
2.0  5.66 2.25 1.58 1.26 1.11 
3.0  5.87 2.14 1.72 1.36 1.16 
4.0  5.99 2.34 1.71 1.33 1.15 




 T h e  e s t i ma t o r s  ( ) ( )θˆhn-θˆθˆ,D1knθˆ,nDθˆ,θˆ 1-151311 =−−== −−  
And  ( ){ } ( ) ( ){ }30/1k2kn33kn-1θˆθˆ 1-16 +−+++= −  f o r m a  c l a s s  o f   
estimators as they are all  functions of the deviance statistic.  We  
let  
 
( )( ) ( ) ( ) ( )( ) ( ) ( ),θˆ/mseθˆmesnE,θˆ/varθˆvarnE jvjvj ==     (6.2) 
 
de n o t e  t he  v a r i a n c e  a n d  me a n  sq u a r e  e r r o r  e f f i c i e nc i e s  o f  jθˆ  
r e l a t i v e  t o  t h e  M L  e s t i ma t o r  θˆ .  S i mu l a t i o n  e s t i ma t e s  o f  t he  v a l u e s   
o f  t he se  e f f i c i ence s  a r e  shown  i n  t ab l e s  10  , 1 1 ,  12  and  1 3  fo r  
 6531 θˆandθˆ,θˆ,θˆ  r e spec t i ve ly .   The  b road  f i nd ings  a r e  a s  f o l l ows  
 (i)  The  e s t i ma t o r  1θˆ   h a s  o n l y  a  s l i g h t l y  b e t t e r  v a r i a n ce  p e r -  
f o r ma n c e  t h a n  θˆ .   E v e n  t h o u g h  i t s  me a n  s q u a r e  e r r o r  e f f i c i e n c y   
a p p r o a c he s  0  a s  ∞→n  t h e  e s t i ma t o r  h a d  a  b e t t e r  me a n  s q u a r e  e r r o r   
p e r f o r ma n c e  t h a n  θˆ  f o r  50n ≤  .  
 (i i)   U s e  o f  t h e  e s t i ma t o r  3θˆ  g i ve s  a  wor thwh i l e  improvemen t  i n   
v a r i a nc e  a n d  me a n  s q u a r e  e r r o r  p e r f o r ma n c e  c o mpa r e d  w i t h  θˆ ,  i n   
s ma l l  t o  m o d e r a t e  s i z e  s a mp l e s .   F o r  n  >  5 0  a n d  s ma l l  v a l u e s  o f  θ ,   
t h e  me a n  s q u a r e  e f f i c i e n c y  f  3θˆ   i s  l e s s  t h a n  o n e .  
 (i ii)   T h e  b i a s  c o r r e c t e d  e s t i ma t o r  3θˆ  h a s  muc h  b e t t e r  v a r i a n c e   
a nd  mean  squa re  e r ro r  p rope r t i e s  t han  θˆ  i n  s ma l l  t o  mo d e r a t e  s i zed   
s a mp l e s .   F o r  n =  2 0 ,  t h e  me a n  s q u a r e  e r r o r  e f f i c i e nc y  w a s  o n l y  a   
l i t t l e  l e s s  t h a n  2  an d  w a s  s t i l l  g r e a t e r  t h a n  1 . 5  w h e n  n = 5 0 .  
 (iv)  T h e  p e r f o r ma n c e  o f  t h e  e s t i ma t o r  6θˆ  w a s  n o t  u n e x p e c t e d l y   



















Simulation estimates of variance and me efficiencies of 1θˆ  relative to θˆ  
 
 
  ( ) ( )nE v1  ( ) ( )nE m1  
 θ n 10 20 30 50 100 10 20 30 50 100 
0.5  1.07 1.03 1.17 1.18 1.19 1.36 1.42 1.27 0.73 0.37 
1.0  1.02 1.04 1.05 1.06 1.06 1.14 1.24 1.25 1.04 0.68 
1.5  1.01 1.02 1.02 1.03 1.03 1.09 1.17 1.19 1.13 0.90 
2.0  1.00 1.01 1.01 1.01 1.01 1.07 1.13 1.17 1.13 1.00 
3.0  1.00 1.00 1.00 1.01 1.01 1.05 1.10 1.12 1.12 1.08 




Simulation estimates of variance and use eefficiences of 3θˆ  relative to θˆ  
 
      
  ( ) ( )nE v3  ( ) ( )nE m3  
 θ n 10 20 30 50 100 10 20 30 50 100 
0.5  1.67 1.40 1.34 1.28 1.24 2.46 1.51 0.94 0.62 0.33 
1.0  1.59 1.28 1.20 1.15 1.11 2.06 1.53 1.34 0.95 0.60 
1.5  1.57 1.26 1.17 1.11 1.07 1.99 1.53 1.37 1.13 0.83 
2.0  1.57 1.25 1.16 1.10 1.06 1.96 1.53 1.41 1.16 0.95 
3.0  1.57 1.24 1.15 1.09 1.05 1.94 1.54 1.39 1.23 1.08 
4.0  1.56 1.24 1.15 1.09 1.04 1.90 1.52 1.36 1.25 1.11 
            
 
Table 12 
Simulation estimates of variance and use eefficiences of 5θˆ  relative to θˆ  
 
 
  ( ) ( )nE v5  ( ) ( )nE m5  
 θ n 10 20 30 50 100 10 20 30 50 100 
0.5  2.42 1.43 1.26 1.15 1.07 3.50 1.80 1.48 1.28 1.14 
1.0  2.73 1.50 1.28 1.15 1.07 3.62 1.82 1.52 1.27 1.13 
1.5  2.82 1.58 1.34 1.17 1.07 3.74 1.92 1.58 1.31 1.14 
2.0  2.81 1.59 1.36 1.21 1.10 3.70 1.97 1.65 1.34 1.18 
3.0  2.78 1.56 1.33 1.18 1.08 3.76 1.98 1.61 1.33 1.17 
4.0  2.78 1.56 1.33 1.18 1.08 3.64 1.99 1.59 1.35 1.17 




Table  13 
Simulation estimates of variance and use eefficiences of  relative to  6θˆ θˆ
 
 
  ( ) ( )nE v6  ( ) ( )nE m6  
 θ n 10 20 30 50 100 10 20 30 50 100 
0.5  2.55 1.46 1.26 1.14 1.07 3.74 1.84 1.48 1.27 1.14 
1.0  2.72 1.54 1.32 1.17 1.08 3.61 1.87 1.57 1.30 1.14 
1.5  2.75 1.55 1.32 1.18 1.08 3.67 1.89 1.57 1.32 1.15 
2.0  2.76 1.56 1.33 1.18 1.08 3.63 1.92 1.61 1.33 1.16 
3.0  2.77 1.56 1.33 1.18 1.08 3.75 1.98 1.61 1.33 1.17 
4.0  2.77 1.56 1.33 1.18 1.08 3.64 1.99 1.59 1.35 1.17 
            
 
 
 We now turn to the properties of the estimators based on the  
Pearson statistic,  namely ( ) ( ) ( ) 11714 n3kT3knθˆ,T1knθˆ −−− +−−−=−−=  
and the bias corrected form of  given by 4θˆ
 
   ( ) ( ) .321θˆθˆ 1148 −− +−−= nkn      (6.3) 
 
 Values of the simulation estimates of the variance efficiencies  ( )v
jE  and the mean square error efficiencies 
( ) ( )nE mj  of    relative  jθˆ
to the ML estimator θ  are shown in tables 14 ,15 and 16 for  ˆ 74 ˆ,ˆ θθ
 and  ,  respectively.  The broad findings from the results are as  8θˆ
follows 
 (i)  The McCullagh-Nelder estimator  has a better performance  4θˆ
than the ML estimator  in very small samples.  However, i ts use  θˆ
cannot be recommended when n > 20 unless there are good grounds for  
suspecting the ML estimate. 
 (ii) The performance of the bias corrected estimator  compared  7θˆ
with  is good for sample sizes less than 50, except when θ  is very  θˆ ˆ
small.  
 (iii)  The performance of  ,  the bias corrected form of the  8ˆθ
McCullagh-Nelder estimator is very similar to that of   except in  7θˆ
very small samples. 
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Table 14 
Simulation estimates of variance and mse efficiencies of  relative to  4θˆ θˆ
 
 
  ( ) ( )nE v4  ( ) ( )nE m4  
θ n 10 20 30 50 100 10 20 30 50 100 
0.5  0.77 0.45 0.36 0.32 0.30 0.72 0.39 0.30 0.28 0.42 
1.0  1.05 0.74 0.58 0.53 0.50 1.15 0.71 0.57 0.51 0.48 
1.5  1.36 0.87 0.73 0.65 0.56 1.46 0.90 0.75 0.67 0.56 
2.0  1.36 0.87 0.73 0.65 0.56 1.47 1.01 0.88 0.72 1.64 
3.0  1.45 1.01 0.90 0.79 0.74 1.62 1.13 0.97 0.83 0.76 
4.0  1.48 1.09 0.99 0.82 0.80 1.69 1.22 1.07 0.88 0.84 
            
Table 15 
Simulation estimates of variance and mse efficiencies of   relative to  7θˆ θˆ
 
  ( ) ( )nE v7  ( ) ( )nE m7  
 θ n 10 20 30 50 100 10 20 30 50 100 
0.5  1.36 0.57 0.42 0.34 0.31 1.22 0.64 0.46 0.38 0.33 
1.0  2.04 0.93 0.67 0.57 0.52 2.35 1.08 0.79 0.63 0.54 
1.5  2.40 1.10 0.84 0.71 0.59 3.01 1.30 0.99 0.79 0.62 
2.0  2.38 1.18 0.96 0.77 0.66 2.93 1.44 1.16 0.85 0.70 
3.0  2.58 1.28 1.04 0.86 0.77 3.42 1.61 1.26 0.97 0.83 
4.0  2.64 1.38 1.15 0.90 0.83 3.40 1.76 1.36 1.03 0.90 
 
 
           
Table 16 
 
Simulation estimates of variance and mse efficiencies of   relative to  8θˆ θˆ
 
 
  ( ) ( )nE v8  ( ) ( )nE m8  
θ n 10 20 30 50 100 10 20 30 50 100 
0.5  1.20 0.56 0.41 0.34 0.31 1.26 0.64 0.46 0.38 0.33 
1.0  1.79 0.91 0.67 0.57 0.52 2.23 1.07 0.79 0.63 0.54 
1.5  2.10 1.07 0.83 0.57 0.52 2.23 1.07 0.79 0.63 0.54 
2.0  2.09 1.16 0.95 0.76 0.65 2.70 1.41 1.51 0.85 0.70 
3.0  2.26 1.25 1.03 0.86 0.77 3.06 1.58 1.25 0.97 0.83 
4.0  2.32 1.35 1.13 0.59 0.83 3.05 1.72 1.35 1.02 0.90 
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