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Abstract
This paper extends the robust Bayesian inference in misspecied models of Müller
(2013, Econometrica) to Bayesian model selection of a set of misspecied models. It
is shown that when a model is misspecied, under the Kullback-Leibler loss function,
the risk associated with Müllers posterior is less (weakly) than that with the original
posterior distribution asymptotically. Based on this new result, two new informa-
tion criteria are proposed for model selection under model misspecication. Su¢ cient
conditions are provided for the risk associated with Müllers posterior to be strictly
smaller.
JEL classication: C11, C12, G12
Keywords: Model selection; Model misspecication; Articial posterior distribution,
Sandwich-covariance matrix; Markov chain Monte Carlo.
Essentially, all models are wrong, but some are useful. (George Box)
1 Introduction
Economic theory often makes strong predictions on certain aspects of economic behavior
while at the same time is silent on other aspects. One of the best known cases is that
economists are often agnostic about the form of the distribution, especially when distrib-
utions are not normally distributed. As a result, robust statistical inference of economic
models has received a great deal of attention from econometricians and empirical econo-
mists. In frequentists paradigm, seminar methodological contributions include Huber
(1967), Hansen (1982), White (1982), Gourerioux, et al. (1984a, 1984b).
For a long time, robust Bayesian analysis has focused on investigating the sensitivity
of posterior distributions to prior distributions, leaving aside the issue of adequacy of the
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model specication. More recently, the robustness of posteriors was checked in the context
of a set of competing models; see for example, Pericchi and Pérez (1994). On the other
hand, an extensive literature performs nonparametric Bayesian analysis with the aid of
the Dirichlet process (Ferguson, 1973). The applications of this sort of nonparametric
Bayesian treatments have generated some fruitful outcomes in economic and nancial
applications in recent years; see, for example, Jensen and Maheu (2010 and 2013).
None of the above mentioned Bayesian approaches really tells the impact of model
specication on the quality of standard Bayesian inferential techniques, as in the way where
White (1982) investigated the impact of model specication on maximum likelihood (ML),
one of the most important and widely used frequentists inferential techniques. White
showed that there is a discrepancy between the ML theory of the correctly specied model
and that of a misspecied model. In the correctly specied model, the ML estimator (MLE)
is consistent towards the true value and follows a normal distribution asymptotically whose
covariance is the inverse of Fisher information matrix. In a misspecied model, on the
other hand, while the asymptotic distribution of MLE is also normal, it centers on the
pseudo true value that minimizes the Kullback-Leibler loss between the two models and
has a sandwichcovariance matrix.
To conduct the Bayesian inference, however, the posterior distribution converges to a
normal distribution with MLE as its mean and the inverse of Fisher information matrix
as its covariance, whether the model is correctly specied or not. Consequently, the
Bayesian inference based on this posterior distribution is not robust with respect to model
misspecication.
To the best of our knowledge, the rst systematic study of the impact of model speci-
cation on the quality of the standard Bayesian inferential technique is in Müller (2013)
where the author advocates using an articial posterior distribution, in particular, a nor-
mal distribution with MLE as its mean but with a sandwich estimate as its covariance.
He then showed that when the model is misspecied, Bayesian inference relying on the
new posterior achieves a lower asymptotic frequentist risk than the posterior distribution
corresponding to the misspecied model. This result points out an important observa-
tion that the traditional Bayesian inferential technique is suboptimal when the model is
misspecied.
The present paper reinforces this observation by extending Müllers result to the
Bayesian model selection problem. It is shown that when the model is misspecied, un-
der the Kullback-Leibler loss function, the risk of Müllers posterior distribution is lower
(weakly) than that of the original posterior distribution, as the sample size goes to innite.
Based on this new result, we then propose two new information criteria for comparing a
set of misspecied models. We show that the model selected by the information criteria
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that ignores model misspecication can be di¤erent from the model selected by our new
information criteria. Given that all models are wrong and some are useful, as George Box
put it in the header cited above, the information criteria that take model misspecication
into account should be very useful in practice. In addition, the proposed information
criteria are easy to compute, facilitating implementation in real applications.
This paper is organized as follows. Section 2 introduces the setup and reviews the
results of Müller (2013). Section 3 extends the results of Müller to model selection. Section
4 introduces the new information criteria based on the results obtained in Section 3.
Section 5 concludes. Appendix collects the proof of the theoretical results of the paper.
2 Bayesian Estimation under Model Misspecication
Let us rst x some notations of this paper. For any i < j, we let yi:j = (yi;yi+1    ;yj).
If i = 1, simply write yj = y1:j . Let data yn = (y1;y2;    ;yn) are from the data
generating process p(yjD), whereD represents the true model. When there is no confusion,
we simply write y = yn.
Consider a parametric model, M , denoted by p(yjM; ), where  is a set of parameters
in the model. When there is no confusion, we simply write p(yjM; ) as p(yj). Denote 0
2   Rp the pseudo true value that minimizes the Kullback-Leibler (KL) loss between
the data generating process and the parametric model,
0 = argmin

Z
log
p(yjD)
p(yj) p(yjD)dy;
that is, Z
@ log p(yj)
@
p(yjD)dyj=0 = 0:
Let ^ denote the pseudo ML estimator of  that maximizes the log-likelihood function of
the parametric model,
^ = argmax

log p(yj);
that is,
@ log p(yj)
@
j=^ = 0:
Let lt() = @ log p(ytj)=@, st() = lt()   lt 1(), ht() = @st()=@, J() =
ED (st()st()
0), I() =  ED (ht()), J^() = 1n
Pn
t=1 st()st()
0, I^() =   1n
Pn
t=1 ht().
If the model is correctly specied, the pseudo true value becomes the true value. In this
case, according to the standard asymptotic ML theory, we have
^
a N

0; I^
 1(^)=n

: (1)
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White (1982) established the misspecied ML theory by showing that
^
a N

0; I^
 1(^)J^(^)^I 1(^)=n

; (2)
where the asymptotic variance takes a sandwich form. Whites result is more general than
that in (1) because when the model is correctly specied, we have the equivalence of the
Hessian J(0) and the outer product of the score I(0).
To conduct Bayesian inference about , let p() be the prior distribution of . Given
the likelihood function p(yj), the posterior distribution is:
p(jy) = p(yj)p()
p(y)
/ p()p(yj); (3)
where p(y) =
R
p(yj)p()d is the marginal likelihood. Unlike the case of ML, there
is no discrepancy in the Bayesian asymptotic theory between the true model and the
misspecied model. In both cases, the large sample Bayesian theory is given by
jy a N

^; I^ 1(^)=n

:
The arise of the identical large sample Bayesian theory in the context of misspecication
is due to the fact that the sampling distribution of ^ and the model likelihood function
are di¤erent in the case of misspecication. This suggests a better inference about  may
be possible. To do so, Müller (2013) constructed an articial posterior distribution based
on the sandwich covariance matrix in (2). He then showed that the Bayesian inference
based on this new posterior leads to a smaller frequentist risk than that on the original
posterior under a general class of loss functions. In particular, the new sandwich posterior
distribution is given by:
pa(jy) / p()N

^; I^ 1(^)J^(^)^I 1(^)=n

:
Let d(y) denote a Bayes decision (which amounts to the choice of an estimator of 
in this context) and L(; d(y)) denote a loss function associated with the decision. The
Bayes risk under the two di¤erent posterior distributions is given by
R(d) =
Z Z
L(; d(y))p(jy)dp(y)dy = EY
Z
L(; d(y))p(jy)d

;
Ra(d) =
Z Z
L(; d(y))pa(jy)dpa(y)dy = EY a
Z
L(; d(y))pa(jy)d

;
where pa(y) =
R
pa(jy)p()d are the marginal likelihood associated to Müllers posterior
distribution. The optimal decision under di¤erent Bayes risk can be expressed as:
d(y) = argmin
d
Z
L(; d(y))p(jy)d; and da(y) = argmin
d
Z
L(; d(y))pa(jy)d:
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Müller (2013) showed that under a general class of loss functions, da(y) is superior to
d(y) in the sense that r(d(y); )  r(da(y); ) for each  2 , where r(d(y); ) is the
frequentist risk dened by
r(d(y); ) =
Z
L(; d(y))p(yjD)dy:
This result is important as it not only proves that the standard Bayesian estimator
under model misspecication is not optimal, but also o¤ers an improved Bayesian estima-
tor. In our view, it seriously and rigorously addresses a well-known concern, for the rst
time in the literature, that in robust Bayes studies too little attention has been paid to
the robustness with respect to the sampling model, and consequently, it opens the door
for robust Bayesian inference under model misspecication.
3 Risk of Alternative Predictive Distributions under Mis-
specication
Let us consider the problem of how to assess the usefulness of a candidate model. A
commonly used method to assess the usefulness of a model is to examine its out-of-the-
sample performance. For a candidate model M that is misspecied, corresponding to the
two di¤erent posterior distributions, i.e., p(jy) (the true posterior distribution associated
with model M) and pa(jy) (Müllers posterior distribution), two di¤erent predictive dis-
tributions can be constructed. Given some future observations yf , we dene p(yf jy) (the
regular predictive distribution) and pa(yf jy) (Müllers predictive distribution) by
p(yf jy) =
Z
p(yf j;y)p(jy)d; (4)
pa(yf jy) =
Z
p(yf j;y)pa(jy)d: (5)
A natural question to ask is which of these two predictive distributions we should use. In
this Section, a comparison is made from the decision-theoretical viewpoint.
To x the idea, let yn+1:2n = (yn+1;    ;y2n) denote some future data coming from the
true data generating process p(yjD). For t = 1;    ; n, let p(yn+tjyn+t 1; ) denote the
probability density of yn+t conditional on yn+t 1. When the misspecication is ignored,
the conditional probability distribution of yn+1:2n is:
p(yn+1:2njy) =
nY
t=1
Z
p(yn+tjyn+t 1; )p(jy)d

: (6)
Based on the posterior distribution of Müller (2013), the conditional probability distribu-
tion of yn+1:2n is:
pa(yn+1:2njy) =
nY
t=1
Z
p(yn+tjyn+t 1; )pa(jy)d

: (7)
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Both conditional distributions measure the predictive power of the model. When the
true data generating process and, hence, the corresponding predictive distribution are
known, we can measure the loss of information by examining the di¤erence between each
of the conditional distributions and the predictive distribution implied by the true data
generating process.
One of the most widely used loss functions is the Kullback-Leibler divergence. For any
two distributions f(x) and g(x), KL divergence is dened as:Z
log

f(x)
g(x)

f(x)dx:
In our context, if we choose to use p(yn+1:2njy) to measure the predictive power of the
model, the loss is Z
log
p(yn+1:2njy;D)
p(yn+1:2njy) p(y
n+1:2njy; D)dyn+1:2n:
If we choose to use pa(yn+1:2njy) to measure the predictive power of the model, the loss isZ
log
p(yn+1:2njy;D)
pa(yn+1:2njy) p(y
n+1:2njy; D)dyn+1:2n:
The risks based on these two loss functions can be expressed as, respectively,
rn =
Z Z
log
p(yn+1:2njy; D)
p(yn+1:2njy) p(y
n+1:2njy; D)dyn+1:2n

p(yjD)dy
=
Z
log p(yn+1:2njy; D)p(y2njD)dy2n  
Z
log p(yn+1:2njy)p(y2njD)dy2n
= r1n   r2n;
and
ran =
Z Z
log
p(yn+1:2njy; D)
pa(yn+1:2njy) p(y
n+1:2njy; D)dyn+1:2n

p(yjD)dy
= r1n   ra2n:
Obviously, r1n in rn and ran does not depend on the candidate model.
Dening the risk to be the expectation of the KL loss is a well-known practice in the
literature. To name just a few examples, see Akaike (1973), Takeuchi (1976), Laud and
Ibrahim (1995), Gelfand and Ghosh (1998), and Spiegelhalter et al. (2002). There is an
important di¤erence between our risk function and the risk function used in the literature
for the purpose of model selection, however. Our risk function is introduced to measure
the expected losses in predicted data sets while the risk function used in much of the
literature is the expected losses on replicate data sets.
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Our aim is to compare these two risks, rn and ran. To do so, following Müller (2013),
we rst impose the following regularity conditions.
Assumption 1: The prior density p() is continuous and positive at  = 0. The
likelihood dominates the prior information.
Assumption 2: 0 is an interior point of  and fltgnt=1 is twice continuously di¤eren-
tiable in a neighborhood 0 of 0.
Assumption 3: supt<n n 1=2jjst(0)jj p ! 0, n 1
Pn
t=1 st(0)st(0)
0 p ! J(0), where
J(0) 2 Rp almost surely, and n 1=2
Pn
t=1 st(0)
d ! J(0)1=2Z with Z  N(0; Ip) inde-
pendent of J(0).
Assumption 4: Let Ln() = log p(jy). For all  > 0, there exists K() > 0 so that,
as n!1,
Pn;0
 
sup
jj 0jj
n 1 (Ln()  Ln(0)) <  K()
!
 ! 1:
Assumption 5: 1n
Pn
t=1 jjht(0)jj = Op(1) and suptn jjht(0)jj = op(n). For any
sequence kn ! 0,
sup
jjt 0jj<kn
n 1
nX
i=1
jjht (t)  ht (0) jj p ! 0;
and n 1
Pn
t=1 ht(0)
p !  I(0) where I(0) 2 RP almost surely and I(0) is independent
of Z. Furthermore, it is assumed that
sup
jj 0jj<kn

sup
tn
jjht()jj

= op(n):
Assumption 6: Assumptions 1-5 hold for all yn+t, t = 1; 2;    ; n.
Assumption 7: Assume that the data generating process is strictly stationary and
that the following condition holds:Z
@ log p(yn+tjy1:n+t 1; )
@
p(yn+1:2njy; D)j=0 = 0:
Remark 3.1 Under Assumptions 1-5, we have
 = ^ + op(n
 1=2);
V (^) =  L (2)n (^) + op(n 1) = Op(n 1):
where  := E[jy] and V (^) := E
h
(   ^)(   ^)0jy
i
; L
(2)
n () :=
@2 log p(jy)
@@
0 . This Bayesian
large sample theory has been developed in the literature based on di¤erent sets of regularity
conditions, see Ghosh and Ramamoorthi (2003), Li, et al. (2013).
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Lemma 3.1 Let ~n+t be a consistent estimator of 0 constructed from y1:n+t. It can be
shown that, under Assumptions 1-5,
sup
tn

1
n+ t
jjhn+t(~n+t)jj

= op(1);
sup
tn

1
n+ t
jjsn+t(~n+t)s0n+t(~n+t)jj

= op(1);
1
n
nX
t=1
hn+t(~n+t) =
1
n
nX
t=1
ht(0) + op(1) =  I(0) + op(1);
1
n
nX
t=1
sn+t(~n+t)s
0
n+t(
~n+t) =
1
n
nX
t=1
st(0)s
0
t(0) + op(1) = J(0) + op(1);
1
n
nX
t=1
jjhn+t(~n+t)jj = Op(1); 1
n
nX
t=1
jjsn+t(~n+t)s0n+t(~n+t)jj = Op(1):
Lemma 3.2 Under Assumptions 1-5, we have
 = 0 +Op(n
 1=2);
V (0) = V () + nV ()J^()V () + op(n
 1):
Theorem 3.1 Under Assumptions 1-7, it can be shown that
lim
n!+1 r
a
n  limn!+1 rn:
Remark 3.2 Theorem 4.1 shows that when the model is misspecied, under the KL loss
function, the risk of Müllers posterior distribution is less (weakly) than that of the original
posterior distribution, as the sample size goes to innite. This result extends the Müller
(2013)s results to assess the predictive power of a misspecied model.
4 Bayesian Model Selection under Misspecication
Now suppose there are q candidate models that are all misspecied and we have to select
a model. Denote these candidate models by Mj , j = 1; 2;    ; q, and let dj denotes the
statistical decision to select modelMj . The model selection problem is to select the optimal
model. As argued in the last section, we do so by minimizing the risk of the statistical
decision. Following Akaike (1973) and Takeuchi (1976), we assume that parameter  is
only estimated from the sample y. Unlike Akaike (1973) and Takeuchi (1976), we do not
plug the MLE into the KL divergence.
If the misspecication is ignored, then the risk associated with decision dj is
rn(dj) =
Z Z
log
p(yn+1:2njy; D)
p(yn+1:2njy; dj)p(y
n+1:2njy; D)dyn+1:2n

p(yjD)dy = r1n   r2n(dj);
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where
p(yn+1:2njy; dj) =
nY
t=1
Z
p(yn+tjyn+t 1; )p(jy; dj)d

: (8)
If the misspecication is taken into account and Müllers posterior distribution is used,
then the risk associated with decision dj is
ran(dj) =
Z Z
log
p(yn+1:2njy; D)
pa(yn+1:2njy; dj)p(y
n+1:2njy; D)dyn+1:2n

p(yjD)dy = r1n   ra2n(dj);
where
pa(yn+1:2njy; dj) =
nY
t=1
Z
p(yn+tjyn+t 1; )pa(jy; dj)d

: (9)
When the misspecication is ignored, the optimal model is
j := argmin
j
rn(dj) = argmax
j
r2n(dj):
When the misspecication is taken into account, the optimal model is
ja := argmin
j
ran(dj) = argmax
j
ra2n(dj):
Traditionally, model selection has been performed using information criteria that mea-
sure the relative quality of a statistical model, for a given set of data. Well-known criteria
include Akaike information criterion (AIC) of Akaike (1973), Takeuchi information crite-
rion (TIC) of Takeuchi (1976), Bayesian information criterion (BIC) of Schwarz (1978),
posterior information criterion (PIC) of Phillips (1996), and deviance information crite-
rion (DIC) of Spiegelhalter et al. (2002), to name just a few. AIC, TIC and DIC are
constructed by estimating the KL divergence and hence share some similarities to our
method. We now introduce two new information criteria which can be used to estimate
 2r2n(dj) and  2ra2n(dj). Like other information criteria, they can be used to select the
optimal model.
Theorem 4.1 Let P 0D = ntr
h
J^()V()
i
, PD = P 0D+p, P
a
D = 3P
0
D n2tr
h
J^()V()J^()V()
i
.
When the misspecication is ignored, we denote the rst information criterion as
IC =  2 log p(yj) + PD:
When the misspecication is taken into account and Müllers posterior distribution is used,
we denote the second information criterion as
ICa =  2 log p(yj) + P aD:
9
Under Assumptions 1-7, we have,
 2r2n =
Z
IC  p(yjD)dy + o(1); i.e., ED(IC) =  2r2n + o(1);
 2ra2n =
Z
ICa  p(yjD)dy + o(1); i.e., ED(ICa) =  2ra2n + o(1):
Remark 4.1 In the new criteria,  2 log p(yj) can be understood as a Bayesian measure
of t, while PD and P aD measure the model complexity. This feature of trade-o¤ between
the goodness of t of the model and the complexity of the model is shared by other criteria.
Remark 4.2 In the iid case, note that P 0D = ntr
h
J^()V()
i
= J^(^)^I 1(^)+op(1). Hence,
from Theorem 3.1, we have
IC =  2 log p(yj) + J^(^)^I 1(^) + p+ op(1):
This compares to Akaike (1973)s AIC,  2 log p(yj^)+2p, and to Takeuchi (1976)s TIC,
 2 log p(yj^) + 2J^(^)^I 1(^).
Remark 4.3 When the model is correctly specied, P 0D = J^()^I
 1()+ op(1) = p+ op(1),
PD = 2p + op(1), and P aD = 2p + op(1). Since AIC =  2 log p(yj^) + 2p and DIC =
AIC + op(1), we have,
ICa = IC + op(1) = TIC + op(1) = AIC + op(1) = DIC + op(1): (10)
Equation (10) suggests that when a model is correctly specied, the two newly proposed
information criteria, IC and ICa, are asymptotically equivalent to each other. Further-
more, when a model is correctly specied, they are asymptotically equivalent to AIC, TIC
and DIC.
Remark 4.4 Similar to TIC, ICa works for both correctly specied models and misspec-
ied models. However, compared to TIC, ICa is easier to compute as we do not need to
invert I^(). This advantage is especially important when the dimension of  is high.
Let the optimal decision under risk rn(dj) and ran(dj) be j
 and ja, respectively. By
construction and by Theorem 4.1,
lim
n!+1 r
a
n(dja)  limn!+1 r
a
n(dj)  limn!+1 rn(dj):
Therefore, the risk associated with Müllers posterior cannot be lower (weakly) than that
with the true posterior of the misspecied model.
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Theorem 4.2 Under Assumptions 1-7, if J(0) 6= I(0) for model j and ja,
lim
n!+1 r
a
n(dja) < limn!+1 rn(dj
):
When the models are misspecied and J(0) 6= I(0), Theorem 4.2 suggests that the
risk associated with Müllers posterior is strictly lower than that with the posterior implied
by the misspecied model. This reduction in risk can be achieved in two ways. First, a
di¤erent optimal model may be selected by the new risk function. Second, the same
optimal model can be selected but the risk based on Müllers posterior is strictly smaller
than that based on the original posterior. While we have the su¢ cient condition for the
strict inequality for the risk functions, in general, unfortunately, it is di¢ cult to give
a su¢ cient condition under which the new risk selects a di¤erent optimal model (i.e.,
ja 6= j).
5 Conclusion
In this paper, we extend the idea and the results of Müller (2013) from Bayesian estimation
to Bayesian model selection when candidate models are misspecied. It is shown that
under model misspecication, on the basis of KL divergence between the correct predictive
distribution and the model implied predictive distribution, Müllers posterior leads to a
lower risk than that of the original posterior implied by the misspecied model. Two new
model selection criteria are proposed. They are asymptotically equivalent to AIC, TIC and
DIC when the model is correctly specied. When the candidate models are misspecied,
the optimal model selected by Müllers posterior may be di¤erent from that based on the
original posterior. Relative to TIC, our new information criteria are easier to compute.
6 Appendix
6.1 Appendix 1: Proof of Lemma 3.1
Using the rst order Taylor expansion, for t = 1; 2;    ; n, we have
sn+t(~n+t) = sn+t(0) + hn+t(n+t;0)(~n+t   0)
sup
tn
jjsn+t(~n+t)jj = sup
tn
jj [sn+t(0) + hn+t(n+t;0)(n+t   0)] jj
 sup
tn
jjsn+t(0)jj+ sup
tn
jjhn+t(n+t;0)(~n+t   0)jj
 sup
tn
jjsn+t(0)jj+

sup
tn
jj 1p
n
hn+t(n+t;0)jj
 
sup
tn
jjpn(n+t   0)jj

;
where n+t;0 lies on the segment between ~n+t and 0. Since n+t is the consistent estimator
of 0, there exists a real sequence kn+t ! 0 such that jjn+t  0jj  kn+t for enough large
11
n and jjn+t;0  0jj  kn+t. Using the regularity conditions and n+t;0 is dependent on y,
we have
p
n(~n+t   0) = Op(1); sup
tn
jjpn(n+t   0)jj = Op(1);
sup
tn
1p
n+ t
jjsn+t(0)jj  sup
tn
1p
n+ t
sup
in+t
jjsi(0)jj
 1p
n
sup
tn
sup
i2n
jjsi(0)jj = 1p
n
op(
p
2n) = op(1);
sup
tn
jj 1
n+ t
hn+t(n+t;0)jj  1
n
sup
tn
jjhn+t(n+t;0)jj
 1
n
sup
jj 0jjk2n
jjh2n()jj = 1
n
op(2n) = op(1):
Hence, we get
sup
tn
1p
n+ t
jjsn+t(n+t)jj
 sup
tn
1p
n+ t
jjsn+t(0)jj+ sup
tn
jj 1p
n(n+ t)
hn+t(en+t;0)jj sup
tn
jjpn(n+t   0)jj
 sup
tn
1p
n+ t
jjsn+t(0)jj+ sup
tn
jj
p
2
n+ t
hn+t(en+t;0)jj sup
tn
jjpn(n+t   0)jj
= op(1) +
p
2op(1)Op(1) = op(1);
sup
tn

1
n+ t
jjsn+t(n+t)sn+t(~n+t)jj



sup
tn

1p
n+ t
jjsn+t(n+t)jj
2
= op(1)
2 = op(1):
Further, we can show that
jj 1
n
nX
t=1
jjhn+t(~n+t)jj   1
n
nX
t=1
jjhn+t(0)jjjj = jj 1
n
nX
t=1
[jjhn+t(n+t)jj   jjhn+t(0)jj] jj
 1
n
nX
t=1
jjhn+t(~n+t)  hn+t(0)jj
 1
n
nX
t=1
jjhn+t(~n+t)  hn+t(0)jj+ 1
n
nX
t=1
jjht(~t)  ht(0)jj
 2 sup
jjt 0jjk2n
(
1
2n
"
2nX
t=1
jjht(t)  ht(0)jj
#)
= op(1)
1
n
nX
t=1
jjhn+t(~n+t)jj = 1
n
nX
t=1
jjhn+t(0)jj+ op(1) = 1
n
2nX
t=1
jjht(0)jj   1
n
nX
t=1
jjht(0)jj+ op(1)
= 2
1
2n
2nX
t=1
jjht(0)jj   1
n
nX
t=1
jjht(0)jj+ op(1) = 2Op(1) Op(1) + op(1) = Op(1):
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Similarly, we can show that
jj 1
n
nX
t=1
hn+t(~n+t)  1
n
nX
t=1
hn+t(0)jj = jj 1
n
nX
t=1
[hn+t(n+t)  hn+t(0)] jj
 1
n
nX
t=1
jjhn+t(~n+t)  hn+t(0)jj
 2 sup
jj jjk2n
(
1
2n
"
2nX
t=1
jjht(t)  ht(0)jj
#)
= op(1)
1
n
nX
t=1
hn+t(~n+t) =
1
n
nX
t=1
ht(0) + op(1) =
1
n
2nX
t=1
ht(0)  1
n
nX
t=1
ht(0) + op(1)
= 2
1
2n
2nX
t=1
ht(0)  1
n
nX
t=1
ht(0) + op(1) =  2I(0) + I(0) + op(1) =  I(0) + op(1):
Finally, we get
1
n
jj
nX
t=1
sn+t(~n+t)sn+t(~n+t)
0  
nX
t=1
sn+t(0)sn+t(0)
0jj
=
1
n
jj
nX
t=1
h
sn+t(n+t)sn+t(~n+t)
0   sn+t(0)sn+t(0)0
i
jj
 1
n
nX
t=1
jj2hn+t(~n+t;0)(~n+t   0)s0n+t(0)jj
+
1
n
nX
t=1
jjhn+t(~n+t;0)(~n+t   0)(~n+t   0)0h0n+t(n+t;0)jj

"
1
n
nX
t=1
jjhn+t(n+t;0)jj
# 
2jj(~n+t   0)jj sup
tn
jjs0n+t(0)jj

+
"
1
n
nX
t=1
jjhn+t(n+t;0)jj
# 
jj(~n+t   0)jj2 sup
tn
jjhn+t(n+t;0)jj

= 2Op(1)Op

n 1=2

op

n1=2

+Op(1)Op
 
n 1

op (n) = op(1):
1
n
nX
t=1
sn+t(~n+t)sn+t(~n+t)
0 =
1
n
nX
t=1
sn+t(0)sn+t(0)
0 + op(1)
= 2
1
2n
2nX
t=1
st(0)st(0)
0   1
n
nX
t=1
st(0)st(0)
0 + op(1)
= 2J(0)  J(0) + op(1) = J(0) + op(1):
1
n
nX
t=1
jjsn+t(~n+t)sn+t(~n+t)0jj = tr
"
1
n
nX
t=1
sn+t(~n+t)sn+t(~n+t)
0
#
= Op(1):
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6.2 Appendix 2: Proof of Lemma 3.2
Based on the standard ML theory and Lemma 3.1, we know that b   0 = Op(n 1=2),
   b = op(n 1=2). Hence, we have
   0 =    ^ + b   0 = op(n 1=2) +Op(n 1=2) = Op(n 1=2):
Theorem 3 of Müller (2013) implies that
1
n
L(2)n (^) =
1
n
nX
t=1
ht(^) =  I 1(0) + op(1):
Then, we have
E

(   0)(   0)0jy

=
Z 
(   0)(   0)0

p(jy)d
=
Z h
(   ^)(   ^)0 + 2(   ^)(b   0)0 + (^   0)(b   0)0i p(jy)d
=
Z h
(   ^)(   ^)0
i
p(jy)d + 2(   b)(^   0)0 + (^   0)(^   0)0
=  L (2)n (^) + 2(   ^)(^   0)0 + (b   0)(^   0)0
=  L (2)n (^) + 2(   ^)(^   0)0 + (b   0)(^   0)0
=  L (2)n (^) + 2op(n 1=2)Op(n 1=2) + (^   0)(^   0)0
=
1
n

I 1(0) + I 1(0)J(0)I 1(0)

+ op(n
 1):
Furthermore, we can show that
V () = E

(   )(   )0jy = Z (   )(   )0 p(jy)d
=
Z h
(   ^)(   ^)0 + 2(   ^)(b   )0 + (^   )(b   )0i p(jy)d
=
Z h
(   ^)(   ^)0
i
p(jy)d + 2(   b)(^   )0 + (^   )(^   )0
= E
h
(   ^)(   ^)0jy
i
  (^   )(^   )0
= V (^) + op(n
 1=2)op(n 1=2) = V (b) + op(n 1):
Hence,
V () = V (^) + op(n
 1) =
1
n
[  1
n
L(2)n (
b)] 1 + op(n 1)
=
1
n
I 1(0) +
1
n
op(1) + op(n
 1) =
1
n
I 1(0) + op(n 1):
Similar to Theorem 3 of Müller (2013), we can show that
st() = st(b) + ht(en+t)(   ^);
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where e lies on the segment between b and , and that
nX
t=1
st()st()
0 =
nX
t=1
n
[st(b) + ht(en+t)(   ^)][st(^) + ht(en+t)(   b)]0o
=
nX
t=1
n
st(^)st(b)0 + 2ht(en+t)(   b)s0t(^) + ht(en+t)(   b)(   b)0h0t(en+t)o :
Because ^ and  are both consistent estimators of 0, on the basis of Assumption 5,
we can nd some large n and null sequence kn to make en+t and b which both lie in
f : jj   0jj  kng. Using Lemma 3.1, we can show that
1
n
nX
t=1
jjht(en+t)(   ^)0s0t(en+t)jj

"
1
n
nX
t=1
jjht(en+t)jj# hjj(   b)jji sup
tn
jjst(b)jj
= Op(1)Op(n
 1=2)op(n1=2) = op(1):
1
n
nX
t=1
jjht(en+t)(   ^)(   ^)0h0t(en+t)jj

"
1
n
nX
t=1
jjht(en+t)(   b)(   ^)0jj# sup
tn
jjh0t(en+t)jj

"
1
n
nX
t=1
jjht(en+t)jj# hjj(   b)(   b)0jji sup
tn
jjht(en+t)jj
= Op(1)op(n
 1)op(n) = op(1):
and
1
n
jj
nX
t=1
sn+t()sn+t()
0  
nX
t=1
sn+t(b)sn+t(^)0jj
=
1
n
jj
nX
t=1
h
sn+t()sn+t()
0   sn+t(b)sn+t(^)0i jj
 1
n
nX
t=1
jj2hn+t(en+t)(   b)s0n+t(^)jj+ 1n
nX
t=1
jjhn+t(en+t)(   ^)(   ^)0h0n+t(en+t)jj

"
1
n
nX
t=1
jjhn+t(en+t)jj# 2jj(   b)jj sup
tn
jjs0n+t(b)jj
+
"
1
n
nX
t=1
jjhn+t(en+t)jj# jj(   b)jj2 sup
tn
jjhn+t(en+t)jj
= op(1):
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Hence, we have
1
n
nX
t=1
st()st()
0 =
1
n
nX
t=1
st(b)st(^)0 + op(1):
Based on Assumptions 1-6, according to Müller (2013), it can be shown that
I^(^) =   1
n
L(2)n (^) =  
1
2
nX
t=1
ht(b) = I(0) + op(1)
J^() =
1
n
nX
t=1
st()st()
0 =
1
n
nX
t=1
st(b)st(^)0 + op(1)
=
1
n
nX
t=1
st(0)st(0)
0 + op(1) = J(0) + op(1):
Furthermore, we can show that
V () = V (^) + op(n
 1) = [ L(2)n (^)] 1 + op(n 1)
=
1
n
[  1
n
L(2)n (^)]
 1 + op(n 1) =
1
n
I 1(0) + op(n 1):
Hence, we have
I 1(0)J(0)I 1(0) = n2

1
n
I 1(0)

J(0)

1
n
I 1(0)

= n2

V () + op(n
 1)
 h
J^() + op(1)
i 
V () + op(n
 1)

= n2
h
V ()J^() + V ()op(1) + op(n
 1)J^() + op(n 1)
i 
V () + op(n
 1)

= n2
h
V ()J^() +Op(n
 1)op(1) + op(n 1)Op(1) + op(n 1)
i 
V () + op(n
 1)

= n2
h
V ()J^() + op(n
 1)
i 
V () + op(n
 1)

= n2
h
V ()J^()V () + V ()J^()op(n
 1) + V ()op(n 1) + op(n 2)
i
= n2
h
V ()J^()V () +Op(n
 1)Op(1)op(n 1) +Op(n 1)op(n 1) + op(n 2)
i
= n2
h
V ()J^()V () + op(n
 2)
i
= n2V ()J^()V () + op(1);
and
E

(   0)(   0)0jy

=
Z 
(   0)(   0)0

p(jy)d
=
1
n

I 1(0) + I 1(0)J(0)I 1(0)

+ op(n
 1)
= V () +
1
n
h
n2V ()J^()V () + op(1)
i
+ op(n
 1)
= V () + nV ()J^()V () + op(n
 1):
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6.3 Appendix 3: Proof of Theorem 3.1
Considering the loss function
nY
t=1
Z
p(yn+tjyn+t 1; )p(jy)d

;
and applying the Taylor expansion to p(yn+tjyn+t 1; ), we get
p(yn+tjyn+t 1; ) = p(yn+tjyn+t 1; 0) + @p(yn+tjy
n+t 1; 0)

(   0)
+
1
2
(   0)0 @
2p(yn+tjyn+t 1; n+t)
0
(   0);
where en+t lies on the segment between  and 0. Let an+t = p(yn+tjy;n+t)p(yn+tjy;0) and we have
p(yn+tjyn+t 1; ) = p(yn+tjyn+t 1; 0) + @p(yn+tjy
n+t 1; 0)

(   0)
+
1
2
(   0)0 @
2p(yn+tjyn+t 1; n+t)
0
(   0)
= p(yn+tjyn+t 1; 0)

1 +
1
p(yn+tjyn+t 1; 0)
@p(yn+tjyn+t 1; 0)

(   0)

+
1
2
p(yn+tjyn+t 1; 0)an+t
"
(   0)0 1
p(yn+tjyn+t 1; ~n+t)
@2p(yn+tjyn+t 1; ~n+t)
0
(   0)
#
= p(yn+tjyn+t 1; 0)

1 +
@ log p(yn+tjyn+t 1; 0)

(   0)

+
1
2
p(yn+tjyn+t 1; 0)an+t
"
(   0)0 1
p(yn+tjyn+t 1; ~n+t)
@2p(yn+tjyn+t 1; ~n+t)
0
(   0)
#
= p(yn+tjyn+t 1; 0)qn+t;
where
qn+t = q1;n+t +
1
2
q2;n+t;
q1;n+t =
@ log p(yn+tjyn+t 1; 0)

(   0);
q2;n+t = an+t
"
(   0)0 1
p(yn+tjyn+t 1; n+t)
@2p(yn+tjyn+t 1; ~n+t)
0
(   0)
#
:
We can further show that
nY
t=1
Z
p(yn+tjyn+t 1; 0) (1 + qn+t) p(jy)d

=
nY
t=1

p(yn+tjyn+t 1; 0)
 nY
t=1
Z
(1 + qn+t) p(jy)d

=
nY
t=1

p(yn+tjyn+t 1; 0)
 nY
t=1
(1 + qn+t) ;
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where
qn+t = q1;n+t +
1
2
q2;n+t;
q1;n+t =
@ log p(yn+tjyn+t 1; 0)

(   0);
q2;n+t = an+t
"
1
p(yn+tjyn+t 1; ~n+t)
@2p(yn+tjyn+t 1; ~n+t)
0
E

(   0)(   0)0jy
#
;
and that
1
p(yn+tjyn+t 1; )
@2p(yn+tjyn+t 1; )
0
=
@2 log p(yn+tjyn+t 1; )
@@0
+
@ log p(yn+tjyn+t 1; )
@
@ log p(yn+tjyn+t 1; )
@0
=
@2 log p(yn+tj)
@@0
  @
2 log p(yn+t 1j)
@@0
+

@ log p(yn+tj)
@
  @ log p(y
n+t 1j)
@
 
@ log p(yn+tj)
@
  @ log p(y
n+t 1j)
@
0
= hn+t() + sn+t()s
0
n+t():
Then, we have
q1;n+t = s
0
n+t(0)(   0);
q2;n+t = an+t
nh
hn+t(n+t) + sn+t(~n+t)s
0
n+1(
~n+t)
i
E

(   0)(   0)0jy
o
:
Note that en+t lies on the segment between  and 0. So, en+t   0 = Op  n1=2. Sinceen+t is dependent on y, suptn jjen+t   0jj = Op  n1=2. Therefore, we can get
log p(yn+tjy; ~n+t) = log p(yn+tjy; 0) + @ log p(yn+tjy; 0)

(n+t   0)
+
1
2
(n+t   0)0 @
2 log p(yn+tjy; ~n+t;0)
0
(n+t   0)
= log p(yn+tjy; 0) + sn+t(0)(n+t   0) + 1
2
(n+t   0)0hn+t(~n+t;0)(n+t   0);
where en+t;0 lies on the segment between ~n+t and 0. Following the proof of Lemma 3.1
and Assumptions, it can be shown that supin+t jjhi(n+t;0)jj = op(n+t) and supin+t jjsi(0)jj =
18
op
 
(n+ t)1=2

, t = 1; 2    ; n. Furthermore, we can show that
jj log p(yn+tjy; ~n+t)  log p(yn+tjy; 0)jj
= jjsn+t(0)(n+t   0) + 1
2
(n+t   0)0hn+t(~n+t;0)(n+t   0)jj
 jjsn+t(0)jjjj(n+t   0)jj+ 1
2
jj(n+t   0)0 jjjjhn+t(~n+t;0)jjjj(n+t   0)jj


sup
in+t
jjsi(0)jj
 
sup
tn
jjpn(n+t   0)jj

1p
n
+
1
2

sup
in+t
jjhi(n+t;0)jj
 
sup
tn
jjpn(n+t   0)jj
2 1
n
:
sup
tn
an+t = sup
tn
n
exp
h
log p(yn+tjy; ~n+t)  log p(yn+tjy; 0)
io
 sup
tn
n
exp
h
jj log p(yn+tjy; ~n+t)  log p(yn+tjy; 0)jj
io
 exp

sup
tn
sup
in+t
jjsi(0)jj
 
sup
tn
jjpn(n+t   0)jj


exp

1
2

sup
tn
sup
in+t
jjhi(n+t;0)jj
 
sup
tn
jjpn(n+t   0)jj2

= exp

op(
p
2n)Op(1)
1p
n
+ op(2n)Op(1)Op(1)
1
n

= exp(op(1)) = 1 + op(1):
Under Assumptions 1-7, we have
sup
tn
jjq1n+tjj = sup
tn
jjsn+t(0)(   0)jj
 sup
tn
jjsn+t(0)jjjj(   0)jj


sup
tn
jj 1p
n
sn+t(0)jj

jjpn(   0)jj
=

sup
tn
p
n+ tp
n

op(1)Op(1) = op(1):
Further, strict stationarity implies thatZ
sn+t(0)p(yn+t q;    ;yn+tjD)
qY
i=0
dyn+t i
nX
t=1
"Z
q1n+tp(yn+t q;    ;yn+tjD)
qY
i=0
dyn+t i
#
= 0:
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Following Lemma 3.2 and Lemma 3.1, we have
sup
tn
jj
h
hn+t(~n+t) + sn+t(~n+t)s
0
n+t(n+t)
i
V (0)jj


sup
tn
jj 1
n+ t
hn+t(n+t)jj
 
sup
tn
(n+ t)

jjV (0)jj
+

sup
tn
jj 1
n+ t
sn+t(n+t)s
0
n+1(
~n+t)jj
 
sup
tn
(n+ t)

jjV (0)jj


sup
tn
jj 1
n+ t
hn+t(n+t)jj

fjj2nV (0)jjg
+

sup
tn
jj 1
n+ t
sn+t(n+t)s
0
n+t(
~n+t)jj

fjj2nV (0)jjg
= op(1)2nOp(n
 1) + op(1)2nOp(n 1) = op(1)
sup
tn
jjq2n+tjj = sup
tn
jjtr
n
an+t
h
hn+t(~n+t) + sn+t(n+t)s
0
n+t(n+t)
i
V (0)
o
jj


sup
tn
(an+t)

sup
tn
jjtr
nh
hn+t(~n+t) + sn+t(n+t)s
0
n+t(n+t)
i
V (0)
o
jj
= [1 + op(1)] op(1) = op(1):
Further, we can show that
nX
t=1
jj
h
hn+t(~n+t) + sn+t(~n+t)s
0
n+t(n+t)
i
V (0)jj

"
nX
t=1
jj 1
n+ t
hn+t(n+t)jj
# 
sup
tn
(n+ t)

jjV (0)jj
+
"
nX
t=1
jj 1
n+ t
sn+t(n+t)s
0
n+1(
~n+t)jj
# 
sup
tn
(n+ t)

jjV (0)jj

"
nX
t=1
jj 1
n
hn+t(n+t)jj
# 
sup
tn
(n+ t)

jjV (0)jj
+
"
nX
t=1
jj 1
n
sn+t(n+t)s
0
n+1(
~n+t)jj
# 
sup
tn
(n+ t)

jjV (0)jj

"
1
n
nX
t=1
jjhn+t(n+t)jj
#
jj2nV (0)jj+
"
1
n
nX
t=1
jjsn+t(n+t)s0n+1(~n+t)jj
#
[2nV (0)jj]
= [Op(1) + op(1)]Op(1) + [Op(1) + op(1)]Op(1) = Op(1):
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For any matrix A, using jtr(A)j pdim(A)jjAjj, we have
nX
t=1
jjq2n+tjj =
nX
t=1
jjtr
n
an+t
h
hn+t(~n+t) + sn+t(0)s
0
n+t(n+t)
i
V (0)
o
jj


sup
tn
jan+tj
( nX
t=1
jjtr
nh
hn+t(~n+t) + sn+t(n+t)s
0
n+1(n+t)
i
V (0)
o
jj
)


sup
tn
jan+tj
(p
p
nX
t=1
jj
h
hn+t(~n+t) + sn+t(n+t)s
0
n+1(n+t)
i
V (0)jj
)
= [1 + op(1)]Op(1) = Op(1):
jj
nX
t=1
n
q2n+t   tr
nh
hn+t(n+t) + sn+t(n+t)s
0
n+t(
~n+t)
i
V (0)
oo
jj
= jj
nX
t=1
tr
n
[an+t   1]
h
hn+t(~n+t) + sn+t(n+t)s
0
n+t(
~n+t)
i
V (0)
o
jj
 sup
tn
jan+t   1j
(
p
p
nX
t=1
j
h
hn+t(~n+t) + sn+t(n+t)s
0
n+t(n+t)
i
V (0)jj
)
= op(1)Op(1) = op(1):
nX
t=1
q2n+t =
nX
t=1
tr
nh
hn+t(n+t) + sn+t(n+t)s
0
n+t(
~n+t)
i
V (0)
o
+ op(1)
= [ I(0) + J(0) + op(1)] [F(0) + op(1)]
= [ I(0) + J(0)]F(0) + op(1):
Using Lemma 3.2, we can further show that
nX
t=1
jjq12n+tjj =
nX
t=1
q12n+t =
nX
t=1
(   0)0sn+t(0)s0n+t(0)(   0)
= J(0)F(0) + op(1)
jj
nX
t=1

q2n+t   q12n+t
 jj = jj nX
t=1
(
q1n+t +
1
2
q2n+t
2
  q12n+t
)
jj
= jj
nX
t=1

q1n+tq2n+t +
1
4
q22n+t

jj  jj
nX
t=1
q1n+tq2n+tjj+
1
4
jj
nX
t=1
q22n+tjj

nX
t=1
jjq2n+tjj

sup
tn
jjq1n+tjj

+
1
4
nX
t=1
jjq2n+tjj

sup
tn
jjq2n+tjj

= Op(1)op(1) +
1
4
Op(1)op(1) = op(1):
nX
t=1
q2n+t =
nX
t=1
q12n+t + op(1) =
nX
t=1

(   0)sn+t(0)s0n+t(0)(   0)

+ op(1)
= J(0)F(0) + op(1):
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Furthermore, we have
jj
nX
t=1
q3n+tjj = jj
nX
t=1

q1n+t +
1
2
q2n+t
3
jj
= jj
nX
t=1

q13n+t +
3
2
q12n+tq2n+t +
3
4
q1n+tq2
2
n+t +
1
8
q23n+t

jj
 jj
nX
t=1
q13n+tjj+
3
2
jj
nX
t=1
q12n+tq2n+tjj+
3
4
nX
t=1
jjq1n+tq22n+tjj+
1
8
jj
nX
t=1
q23n+tjj

"
nX
t=1
jjq12n+tjj
# 
sup
tn
jjq1n+tjj

+
3
2
"
jj
nX
t=1
q2n+tjj
# 
sup
tn
jjq1n+tjj
2
+
3
4
nX
t=1
jjq2n+tjj

sup
tn
jjq1n+tjj
 
sup
tn
jjq2n+tjj

+
1
8
"
nX
t=1
jjq2n+tjj
#
jj

sup
tn
jjq2n+tjj
2
= Op(1)op(1) +
3
2
Op(1)op(1)
2 +
3
4
Op(1)op(1)op(1) +
1
8
Op(1)op(1) = op(1);
nX
t=1
q3n+t = op(1):
Similarly, we can get that jjPnt=1 qjn+tjj  jjPnt=1 qj 1n+tjj suptn jjqn+tjj = op(1); j 
4. Hence, we can obtain
Pn
t=1 q
j
n+t = op
 Pn
t=1 q
3
n+t

; j  4. For x3 = op(1), using
log(1 + x) = x  12x2 + op(1), we getZ
log
(
nY
t=1
Z
p(yn+tjyn+t 1; 0) (1 + qn+t) p(jy)d
)
p(y1:2njD)dy1:2n
=
Z
log
(
nY
t=1

p(yn+tjyn+t 1; 0)
 nY
t=1
(1 + qn+t)
)
p(y1:2njD)dy1:2n
=
Z ( nX
t=1

log p(yn+tjyn+t 1; 0)

+
nX
t=1
[log (1 + qn+t)]
)
p(y1:2njD)dy1:2n
=
Z ( nX
t=1

log p(yn+tjyn+t 1; 0)

+
nX
t=1
qn+t   1
2
nX
t=1
q2n+t + op(1)
)
p(y1:2njD)dy1:2n
=
Z ( nX
t=1

log p(yn+tjyn+t 1; 0)
)
p(y1:2njD)dy1:2n + 1
2
tr f[ I(0) + J(0)]F(0)g
 1
2
tr

J(0)I
 1(0)J(0)I 1(0)

+ o(1)
=
Z ( nX
t=1

log p(yn+tjyn+t 1; 0)
)
p(y1:2njD)dy1:2n   1
2
p+ o(1)
=
Z
log p(yn+1:2njy; 0)p(y1:2njD)dy1:2n   1
2
p+ o(1)
=
Z
log p(yj0)p(yjD)dy   1
2
p+ o(1):
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Then, when the original posterior distribution p(jy) is replaced with Müller posterior
distribution pa(jy), we have
V a(0) = E
a

(   0)(   0)0jy

= 2I 1(0)J(0)I 1(0) + op(1)
= Fa(0) + op(1):
Similar to the proof above, if V (0) is replaced by V a(0), we haveZ
log
(
nY
t=1
Z
p(yn+tjyn+t 1; 0) (1 + qn+t) p(jy)d
)
p(y1:2njD)dy1:2n
=
Z ( nX
t=1

log p(yn+tjyn+t 1; 0)
)
p(y1:2njD)dy1:2n + 1
2
tr f[ I(0) + J(0)]Fa(0)g
 1
2
tr

J(0)I
 1(0)J(0)I 1(0)

+ o(1)
=
Z
log p(yj0)p(yjD)dy + 1
2

J(0)I
 1(0)J(0)I 1(0)  2J(0)I 1(0)

+ o(1):
Hence, we can get that
 2rn =  2
Z
log p(yj0)p(yjD)dy + p+ o(1);
 2ran =  2
Z
log p(yj0)p(yjD)dy  

J(0)I
 1(0)J(0)I 1(0)  2J(0)I 1(0)

+ o(1):
We can further show that
 2r2n   ( 2ra2n)
= J(0)I
 1(0)J(0)I 1(0)  2J(0)I 1(0) + p+ o(1):
Let C(0) = I 1=2(0)J(0)I 1=2(0) and we get
tr[J(0)I
 1(0)J(0)I 1(0))]  2tr[J(0)I 1(0)] + p
= tr[J(0)I
 1(0)J(0)I 1(0))]  2tr[J(0)I 1(0)] + p
= tr[I 1=2(0)J(0)I 1=2(0)I 1=2(0)J(0)I 1=2(0)]
 2tr[I 1=2(0)J(0)I 1=2(0)] + p
= tr [C(0)C(0)]  2tr [C(0)] + p
= (21 + 
2
2 +   + 2p)  (1 + 2 +   + p) + p
=
pX
i=1
(2i   2i + 1) =
pX
i=1
(i   1)2  0;
where i; i = 1; 2;    ; p, are the eigenvalue of C(0). Hence, we have
lim
n!+1 [ r2n]  limn!+1 [ r
a
2n] ;
lim
n!+1 [r1n   r2n]  limn!+1 [r1n   r
a
2n] ;
lim
n!+1 rn  limn!+1 r
a
n:
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6.4 Appendix 4: Proof of Theorem 4.1
Using the Taylor expansion, we can show that
log p(yj0) = log p(yj^) + @log p(yj^)
@
(0   ^) + 1
2
(0   ^)0@
2log p(yj^)
@@
(0   ^)
= log p(yj^) + 1
2
(0   ^)0@
2log p(yj~)
@@
(0   ^)
= log p(yj^) + 1
2
(0   ^)0@
2log p(yj^)
@@
(0   ^) + op(1)
= log p(yj^) + 1
2
hp
n(0   ^)0
i "1
2
nX
t=1
ht(^)
# hp
n(0   ^)
i
+ op(1)
= log p(yj^) + 1
2
hp
n(^   0)0
i "1
2
nX
t=1
ht(^)
# hp
n(^   0)
i
+ op(1)
= log p(yj^)  1
2
tr

J(0)I
 1(0)

+ op(1):
log p(yj) = log p(yj^) + @log p(yj^)
@
(   ^) + 1
2
(   ^)0@
2log p(yj^)
@@
(   ^) + op(1)
= log p(yj^) + 0 + 1
2
op(n
 1=2)Op(n)op(n 1=2) + op(1) = log p(yj^) + op(1)
= log p(yj0) + 1
2
tr

J(0)I
 1(0)

+ op(1):
When the likelihood information dominates the prior information, we get
L(2)n () =  I():
Using Lemma 3.1, we can show that
n
h
J^()V()
i
= n [J(0) + op(1)]

1
n
I 1(0) + op(n 1)

= [J(0) + op(1)]

I 1(0) + op(1)

= J(0)I
 1(0) + J(0)op(1) + op(1)I 1(0) + op(1)
= J(0)I
 1(0) +Op(1)op(1) +Op(1)op(1) + op(1)
= J(0)I
 1(0) + op(1)
n2
h
J^()V()J^()V()
i
=

J(0)I
 1(0) + op(1)
 
J(0)I
 1(0) + op(1)

= J(0)I
 1(0)J(0)I 1(0) + 2

J(0)I
 1(0)op(1)

+ op(1)
= J(0)I
 1(0)J(0)I 1(0) + 2 [Op(1)Op(1)op(1)] + op(1)
= J(0)I
 1(0)J(0)I 1(0) + op(1):
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Then, we can show that
PD = P
0
D + p = ntr
h
J^()V()
i
+ p = tr

J(0)I
 1(0)

+ p+ op(1)
P aD = 3P
0
D   n2tr
h
J^()V()J^()V()
i
= 3tr

J(0)I
 1(0)
  tr J(0)I 1(0)J(0)I 1(0)+ op(1):
Hence, according to Theorem ??, we can get thatZ
IC  p(yjD)dy =
Z  2 log p(yj) + PD p(yjD)dy
=  2
Z
log p(yj)p(yjD)dy +
Z
PDp(yjD)dy
=  2
Z
log p(yj0)p(yjD)dy   tr

J(0)I
 1(0)

+ o(1) + tr

J(0)I
 1(0)

+ p+ o(1)
=  2
Z
log p(yj0)p(yjD)dy + p+ o(1)
=  2r2n + o(1):Z
ICa  p(yjD)dy =
Z  2 log p(yj) + P aD p(yjD)dy
=  2
Z
log p(yj)p(yjD)dy +
Z
P aDp(yjD)dy
=  2
Z
log p(yj0)p(yjD)dy   tr

J(0)I
 1(0)

+ o(1)
+3tr

J(0)I
 1(0)
  tr J(0)I 1(0)J(0)I 1(0)+ op(1)
=  2
Z
log p(yj0)p(yjD)dy + 2tr

J(0)I
 1(0)
  tr J(0)I 1(0)J(0)I 1(0)+ o(1)
=  2ra2n + o(1):
6.5 Appendix 5: Proof of Theorem 4.2
As shown in Theorem 3.1, for any statistical decision d, we can show that
 2r2n(d)  ( 2ra2n(d))
=  2
Z
log p(yj)p(yjD)dy + J(0)I 1(0) + p
+2
Z
log p(yj)p(yjD)dy   3J(0)I 1(0)  J(0)I 1(0)J(0)I 1(0)
= J(0)I
 1(0)J(0)I 1(0)  2J(0)I 1(0) + p+ o(1):
Hence, for the statistical decision dj to choose j-th model, according to Theorem 3.1, we
have
lim
n!+1 [ r2n(dj)]  limn!+1 [ r
a
2n(dj)] ;
lim
n!+1 [r1n(dj)  r2n(dj)]  limn!+1 [r1n(dj)  r
a
2n(dj)] ;
lim
n!+1 [rn(dj)]  limn!+1 [r
a
n(dj)] :
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Let C(0) = I 1=2(0)J(0)I 1=2(0), similarly shown in Theorem 3.1, we know that
tr[J(0)I
 1(0)J(0)I 1(0))]  2tr[J(0)I 1(0)] + p
= (21 + 
2
2 +   + 2p)  (1 + 2 +   + p) + p
=
pX
i=1
(2i   2i + 1) =
pX
i=1
(i   1)2  0;
where i; i = 1; 2;    ; p, are the eigenvalue of C(0). Hence, only and only if all the
eigenvalues of C(0) are equal 1, the equality are true.
Since j and ja are the optimal decision under risk rn(dj) and ran(dj), we have
lim
n!+1 [r
a(dja)]  lim
n!+1 [r
a(dj)]  lim
n!+1 [r(dj
)] :
If J(0) 6= I(0), C(0) = I 1=2(0)J(0)I 1=2(0) is not an identity matrix so that not all
the eigenvalue of C(0) are equal one. Hence, we have
tr[J(0)I
 1(0)J(0)I 1(0))]  2tr[J(0)I 1(0)] + p > 0:
For model j, if J(0)I(0) is not an identity matrix, we have
lim
n!+1 [r
a
n(dja)]  limn!+1 [r
a
n(dj)] < limn!+1 [rn(dj
)] :
Theorem 4.2 is proven.
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