Abstract. The notion of a (k, n)-frieze pattern was introduced by the author in [16] as a generalisation of the classical frieze patterns. In this article we describe connections between classes of (3, n)-frieze patterns and classes of SL 3 -frieze patterns. We introduce the idea of a superimposed triangulation and clarify how superimposed triangulations may be used to understand quiddity sequences for SL 3 -frieze patterns.
the homogeneous coordinate ring C[Gr(2, n)], whilst remaining easy to understand. The bijection between triangulations of polygons and frieze patterns with positive integers was shown by Conway and Coxeter in [6] , see also [18] for a survey, and the essential ingredient in this bijection is the quiddity sequence.
Generalisations of frieze patterns have been studied in various forms for decades, starting with the SL 3 -frieze patterns introduced in [7] . However, quiddity sequences for the SL 3 -frieze patterns have remained elusive. To rectify this, we will consider SL 3 -frieze patterns through the lens of the higher frieze patterns introduced in [16] . Higher frieze patterns are able to visualise clusters of Plücker coordinates in the cluster structure of C[Gr(k, n)], and we denote the set of clusters of Plücker coordinates in the cluster structure of C[Gr(k, n)] by A k,n . The dimer algebras associated to each such cluster are interesting in their own right, and recent studies include [2] , [9] , [23] , [25] ; see also [5] , [12] , [14] for connections between these dimer algebras and other areas of research.
For particular (k, n)-frieze patterns, whose dimer algebras are rectangular (see Definition 4.1), we can use results of Scott [27] and Oh-Postnikov-Speyer [21] to define (k − 1)-superimposed triangulations of a polygon (Definition 4.2) as well as higher quiddity sequences (Definition 5.1). The class of rectangular frieze patterns generalises a class of SL 3 -frieze patterns that were described by by Morier-Genoud, Ovsienko and Tabachnikov to higher dimensions, and our main results elaborate on Proposition 5.6 of [20] . Note that a 2-frieze is an alternative formulation of an SL 3 -frieze, see Subsection 2.2. • A rectangular (3, n)-frieze pattern, P.
• A 2-frieze that has a double zig-zag.
• A rectangular-shaped cluster C ∈ A k,n .
Moreover, C induces a pair of 2-superimposed triangulations of an n-gon.
This restricts to the following description, where a cluster of quadrilateral type refers to the quadrilateral arrangements found in [27] , see also Subsection 4.1. In this case we have a nice generalisation of the classical quiddity sequences introduced by Conway and Coxeter [6] .
Theorem 1.2 (Theorem 5.7). The following are equivalent:
• A geometric (3, n)-frieze pattern, P, whose associated cluster C ∈ A k,n is of quadrilateral type.
• A 2-frieze generated by a double column.
• A pair of snake 2-superimposed triangulations.
In this case the first (respectively final) non-trivial row of the associated SL 3 -frieze pattern is a quiddity sequence of order n (a 1 , a 2 , · · · , a n ) (respectively (b 1 , b 2 , · · · , b n )), obtained by defining each a i (respectively b i ) to be one plus the number of arcs containing i in one of the respective 2-superimposed triangulations.
In general we can obtain a quiddity sequence from either a row of the SL 3 -frieze pattern, or from the 2-superimposed triangulation, but they may not be equal. It is also of note that rectangular-shaped quivers, albeit on a torus, have been studied in [3] . The description of a cluster of Plücker coordinates in the coordinate ring C[Gr(3, n)] as superimposing triangulations on a polygon contrasts with the description that tilting modules of higher Auslander algebras of linearly oriented type A, that are summands of the cluster-tilting modules, correspond to triangulations of a cyclic polytope [22] .
In [20] , the authors describe double zig-zags in 2-friezes. We interpret this description in terms of the plabic graph associated with a rectangular cluster C, and find how to obtain rectangular (3, n + 1)-frieze patterns from a rectangular (3, n)-frieze pattern. Throughout this paper we will consider (unless otherwise stated) k and n to be integers with 1 < k < n.
Frieze Patterns

Coxeter's Frieze Patterns.
Definition 2.1. In the sense of Coxeter, a frieze pattern is an infinite array of numbers that satisfies the following conditions:
• The array has finitely many rows .
• The top and bottom rows consist of only zeroes; the second and penultimate rows consist of only ones.
• Consecutive rows are displayed with a shift, and every diamond Note that we omit, by convention, the top and bottom rows of zeroes from the frieze pattern. 1 1 1 1  1  3 1 3 1 3 1 3 1 3  2  2 2 2 2 2 2 2 2 2  3 1 3 1 3 1 3 1 3 
A frieze pattern is said to be of width n if it has n rows strictly between the border rows of ones at the top and bottom.
2.2. SL 3 -Frieze Patterns. The easiest way to understand the unimodular rule is to interpret it as a 2×2 matrix determinant. So it makes sense to question whether there are frieze patterns defined by 3 × 3 matrix determinants. As introduced in [7] , an SL 3 -frieze pattern is defined as in Definition 2.1, with the only changes being an extra row of zeroes at each of the top and bottom of the frieze, and that each 3 × 3-matrix has determinant one. Examples are given in Example 2.2. By convention, we again neglect to write the zeroes in the pattern.
There is an immediate downside to SL 3 -frieze patterns in comparison to the Conway-Coxeter frieze patterns, in that 3×3-determinants are significantly harder to compute by hand. Fortunately, there is an alternative description of SL 3 -frieze patterns, requiring only calculation of 2 × 2-determinants, as introduced by Propp [26] , and further studied in [17] and [20] . Definition 2.2. A 2-frieze pattern is an infinite array of numbers satisfying the following conditions:
• The array has finitely many rows.
• The two top and bottom rows consist of only zeroes; the second and penultimate rows are rows consisting of only ones.
• Consecutive rows are displayed underneath each other, and every diamond By convention, we again neglect to write the zeroes in the pattern. A 2-frieze is said to contain a double zig-zag if there is a pattern of ones in the shape of a double zig-zag as follows:
Similarly, a 2-frieze is said to contain a double column if there is a pattern of ones in the shape of a double column as shown:
Examples of 2-friezes are given in Example 2.3. It was remarked in [20, Section 3.4] , in conjunction with results from [4] , that each SL 3 -frieze pattern determines a 2-frieze and vice versa. 1 1 1 1  1 3 5 2 1 3 5 2 1 3 5 2 1  5 2 1 3 5 2 1 3 5 2 1 3 5  1 1 1 1 1 1 1 1 1 1 1 1 1 3. Background 3.1. Plücker Relations. The definition of a higher frieze pattern hinges on the Plücker relations. These have been well-studied, see for example [15] as a reference. The Grassmannian of all k-dimensional subspaces of C n , Gr(k, n), can be embedded into the projective space P(∧ k (C n )) via the Plücker embedding. The coordinates of ∧ k (C n ) are called the Plücker coordinates and are indexed by the
By convention, rearrangements of Plücker coordinates are treated by setting
In particular, if i r = i s then p i 1 ···irir···i k = 0. The Plücker embedding satisfies the determinantal Plücker relations. In the case k = 2, the Plücker relations are
Then, more generally, the Plücker relations for k > 2 are generated by the relations
where I is a (k − 2)-subset of {1, · · · , n} with {a, b, c, d} ∩ I = ∅. An alternative set of generating relations for the (k, n)-Plücker relations is the set of relations
3.2. Alternating Strand Diagrams. Scott's work on Grassmannian cluster algebras in [27] is vital to the understanding of the higher frieze patterns. Underlying the proof that the homogeneous coordinate ring of a Grassmannian Gr(k, n) is a cluster algebra are objects called alternating strand diagrams. Definition 3.1. Two k-subsets I and J are said to be non-crossing (sometimes referred to as weakly separated in articles such as [8] , [21] ) if there do not exist elements s < t < u < v (ordered modulo n) where s, u ∈ I, s, u / ∈ J and t, v ∈ J, t, v / ∈ I. A cluster of Plücker coordinates in the cluster structure of Gr(k, n) is a maximal collection of pairwise non-crossing k-subsets of {1, 2, · · · , n}.
It was proven in [8] , [21] that a collection of pairwise non-crossing k-subsets of {1, 2, · · · , n} is maximal if and only if it has (k − 1)(n − k − 1) + n members.
Note that there is bijection between maximal collections of pairwise non-crossing k-subsets of {1, 2, · · · , n} and maximal collections of pairwise non-crossing (n−k)-subsets of {1, 2, · · · , n} obtained by replacing each subset in the collection with its complement.
Let C be a disc with n vertices {1, 2, · · · , n} =: C 1 prescribed clockwise around its boundary circle. A (k, n)-alternating strand diagram D consists of n directed curves called strands between the points of C 1 , such that at each of the vertices i ∈ {1, · · · , n} there is a single strand starting at i, which then ends at the vertex i + k (mod n), subject to the conditions:
• Only two strands may cross at a given point, and all crossings are transversal.
• There are finitely many crossing points.
• Proceeding along a given strand, the other strands crossing it alternate between crossing it left to right and right to left.
• A strand cannot intersect itself.
• If two strands intersect at points x and y (where x an y are also allowed to be points along the boundary), then one strand is oriented from x to y and the other from y to x. If in addition, upon proceeding along a given strand, no other strand crosses it twice in a row, then the alternating strand diagram is said to be reduced. Note that alternating strand diagrams must be considered up to isotopy: two alternating strand diagrams are said to be equivalent if they can be obtained from each other via "twists". Any alternating stand diagram can be obtained from one of reduced type via twists, and henceforth we will assume all alternating strand diagrams are of reduced type. For more details on twists and dimer algebras arising from alternating strand diagrams, see [2] . Recall that a quiver Q is a directed graph with a set Q 0 of vertices and a set Q 1 of arrows. The quiver Q(D) has a vertex for each region of D that is bounded by strands which have alternating orientation, and arrows corresponding to the intersection points of two alternating regions. As we are assuming that D is a reduced (k, n)-alternating strand diagram, there can be no two-cycles in the quiver Q(D). There is a set of boundary arrows which connect the vertices on the boundary of the disc, with orientation depending on the order of the two incident strands. Each vertex has a label given by a k-subset I of {1, 2, · · · , n}; each element i ∈ I given by a strand from i to i + k that contains the given region on its left. By convention, each label
Every non-boundary arrow α in Q(D) is contained in two cycles, one clockwise and one anti-clockwise. These cycles are αρ
Theorem 3.2. [27]
There is a bijection between the clusters in A k,n and (reduced) (k, n)-alternating strand diagrams.
Plabic Graphs.
Plabic graphs were introduced in [24] , see also [2] , [21] . Just as in Defintion 3.2, where a k-subset was associated to each alternating region, we may associate a colour to each oriented region: specifically, we draw a white node in each clockwise region and a black node in each anti-clockwise region, as in Figure 2 . In addition, a (non-coloured) boundary node is added to each of the initial marked points on the disc. The nodes of neighbouring oriented regions are then connected with an edge to form a plabic graph. Note that, just as alternating strand diagrams may be reduced, there are reduced plabic graphs -a plabic graph is reduced if each black node neighbours only white nodes and boundary nodes and vice versa. A reduced alternating strand diagram gives rise to a reduced plabic graph.
Fix a cluster C in A k,n . By Theorem 3.2, C has an associated alternating strand diagram, and hence we can define the (reduced) plabic graph associated with C. Let C be a cluster in A k,n , and K be a (k − 1)-subset of {1, 2, · · · , n}. If there are at least three subsets I ∈ C that satisfy K ⊂ I, then the collection of I ∈ C such that K ⊂ I is a white clique in C, W(K). Each white clique is of the form black clique is of the form
where j 0 < j 1 < · · · < j m modulo n. The white (respectively black) cliques in C correspond to the white (respectively black) vertices in the plabic graph associated with C. In Figure 2 , there are three white cliques:
(41, 42, 43, 45), (12, 14, 15) , (21, 23, 24) , which are W({4}), W({1}) and W({2}) respectively. Likewise, there are three black cliques:
(45, 15, 14) , (24, 14, 12) , (34, 24, 23), 3.4. Mutation. To summarise the previous sections, each cluster C ∈ A k,n can be described as a maximal collection of pairwise non-crossing k-subsets of {1, 2, · · · , n}.
To each cluster we may associated a (reduced) (k, n)-alternating strand diagram, a dimer algebra and a (reduced) plabic graph.
Definition 3.3. Let C ∈ A k,n and I ∪ {a, c} =: J ∈ C for some (k − 2)-subset I.
Then if there exist b, d ∈ {1, 2, · · · , n} such that a < b < c < d modulo n and the k-subsets I ∪ {a, b}, I ∪ {c, d}, I ∪ {a, d}, I ∪ {b, c} ∈ C, then C may be mutated at I ∪ {a, c} by replacing I ∪ {a, c} with the k-subset I ∪ {b, d}.
For a given cluster C ∈ A k,n , a mutation at J ∈ C to a new cluster C ′ ∈ A k,n is only possible when there are four subsets as in Definition 3.3. Equivalently, a mutation at a non-interval subset J is possible if J is contained in precisely two white cliques and two black cliques in C. Alternatively, a mutation at a noninterval subset J is possible if the vertex j corresponding to J, in the quiver of the dimer algebra associated with C has precisely two arrows starting and two arrows ending at it. In this case, the effect on the quiver Q of the dimer algebra associated with C can be described using Fomin-Zelevinsky quiver mutation [10] : For more information on mutations of clusters in A k,n , we refer to [2] for mutations of dimer algebras, [21] for mutations of plabic graphs and [27] for mutations of alternating strand diagrams.
3.5. Higher Frieze Patterns. The concept of a higher frieze pattern has been introduced by the author in [16] . Definition 3.4. Let k and n be positive integers such that 1 < k < n. Then a (k, n)-frieze pattern, P, is a map from the k-multisets of {1, 2, · · · , n} to the non-negative integers (sending I to p I ) such that:
• Each k-multiset of {1, 2, · · · , n}, I, is associated a non-negative integer value p I .
• Each interval subset, that is a subset I = {i, i + 1, · · · , i + k − 1} for a given 1 ≤ i ≤ n and under addition modulo n, satisfies p I = 1.
• The set of values {p I } satisfy the (k, n)-Plücker relations.
In addition, there is a bijection between geometric (3, n)-frieze patterns and clusters in A 3,n .
Rectangular Frieze Patterns
Definition 4.1. Following Scott [27, Section 4], a k-subset I ⊂ {1, 2, · · · , n} is a double-interval subset if it is of the form I = I 1 I 2 where I 1 and I 2 are interval subsets. A cluster C ∈ A k,n is rectangular if every subset in C is a doubleinterval subset. A (k, n)-frieze pattern is said to be rectangular if it arises from a rectangular cluster in A k,n .
We will, again following the notation of Scott, sometimes partition the label of a double-interval subset with a comma to show the double interval. For example, we may write the label of the 4-subset {1, 2, 3, 7} as 123, 7.
4.1. Cliques for Rectangular (k, n)-Frieze Patterns. Let C ∈ A k,n . We say that a non-interval subset I ∈ C is an horizontal edge subset of C if
We say that I is an edge subset of C if it is either a horizontal or a vertical edge subset of C and I is a corner subset of C if it is both. It should be noted that if we consider C as a cluster in A n−k,n by replacing each k-subset in C with its complement, then vertical edge subsets become horizontal edge subsets and vice versa. 
For the rectangular cluster C depicted in Figure 3 , the 4-subsets with labels 1237, 2347, 2678 and 3678 are all horizontal edge subsets of C. Likewise the 4-subsets with labels 1278 and 3467 are vertical edge subsets of C and the 4-subsets with labels 2789, 9127, 3457 and 4678 are all corner subsets of C.
Recall that for a cluster C ∈ A k,n , a collection of k-subsets in C are in a white clique W(K) if they share a (k − 1)-subset K, and in a black clique B(L) if they are all contained in the same (k + 1)-subset L.
Two subsets I, J ∈ C are said to be neighbours if their corresponding vertices in the quiver of the dimer algebra associated with C are connected by an arrow. In the quiver of the dimer algebra associated with C, every vertex in the interior must have an even number of neighbours -each arrow must be contained in both a clockwise and an anti-clockwise cycle. In addition, we are assuming that this quiver contains no two-cycles. So each non-interval subset in C must have at least four neighbours. This implies that each non-interval subset in C must belong to at least two white cliques and two black cliques. Proof. Let J be a (k−1)-subset defining a white clique in C that contains an interval subset. Then either
Any member of the white clique defined by J must be of the form J ∪ {a} for some 1 ≤ a ≤ n, a / ∈ J. In the first case, J ∪ {a} = {i, i + 1, · · · , i + k − 2, a} is either a horizontal edge subset or an interval subset.
In the second case, for J ∪ {a} to be a double-interval subset, we must have either a = j and J ∪ {a} is an interval subset, or a ∈ {i − 1, i + k} in which case J ∪ {a} is a vertical edge subset. The proof for black cliques is similar.
For the second part, by definition, any clique in a reduced plabic graph must have at least three members. We will first show that any white clique defined by a non-interval (k −1)-subset J has at most four members. Without loss of generality, let
There are only four possible double-interval subsets that may belong to the white clique defined by J: J ∪ {i − 1}, J ∪ {i + l + 1}, J ∪ {j − 1} and J ∪ {j + (k − l − 2)}. On the other hand, let J be a non-interval (k + 1)-subset defining a black clique in C. So without loss of generality
There are only four possible members of this clique: J \ {i}, J \ {i + l}, J \ {j} and J \ {j + (k − l − 1)}. Any clique not containing an interval subset must be of one of these two forms.
The final part follows from Section 9 of [21] .
Let a clique that does not contain an interval subset be an internal clique, and one that does contain an interval subset a boundary clique. From Lemma 4.1, we know that an internal clique defined by a subset J must have at most four members; these four subsets form the (hypothetical) square associated with J. The subsets in any such square have a natural cyclic ordering. So for a given cluster C ∈ A k,n and non-interval subset I ∈ C, we say a k-subset I ′ (not necessarily in C) is an opposite of I if there is an internal clique of C, defined by a subset J, where I and I ′ are at opposite points in the square associated with J. Note that I ′ does not have to be contained in C. The following proposition is a key result that we may use to define superimposed triangulations.
Proposition 4.3. Let C be a rectangular cluster in A k,n , and consider the subset
• If i < j ≤ i + k − 2 then precisely one of the k-subsets with label
is also in C.
• If i ≤ j < i + k − 2 then precisely one of the k-subsets with label The pair of subsets J 1 and J 2 are crossing, just as the pair of subsets K 1 and K 2 are, so at most one of each pair may be in the cluster C.
Observe that there are at least two and at most four (internal) white cliques in C containing I -the four potential white cliques are W(I ∩ J 1 ), W(I ∩ J 2 ), W(I ∩ K 1 ) and W(I ∩ K 2 ). Assume there is a white clique W(I ∩ J 1 ) in C, and J 1 / ∈ C. Then this white clique in C has three members,
By Lemma 4.1, there is a black clique in C given by B(I ∪ {m + 1}), which must have at least three members. Two members are given by I and I ∩ J 1 ∪ {m + 1}; a third member could be either J 2 (which by assumption is not in C) or the subset with label i · · · j, (l + 1) · · · (m + 1), which is crossing with I ∩ J 1 ∪ {i − 1}, as i − 1 < j < l < m + 1 modulo n. So we cannot have either white cliques W(I ∩ J 1 ) or W(I ∩ J 2 ) in C. This means both W(I ∩ K 1 ) and W(I ∩ K 2 ) must be white cliques in C. This implies, by the same argument as above, that either K 1 or K 2 is in C. Let K 1 ∈ C, and K 2 / ∈ C. Then there is a black clique B(I ∪ K 1 ) in C, and there may only be one other black clique in C containing I. As K 2 / ∈ C, we have I ∩ K 2 ∪ {m + 1} ∈ C but I ∩ K 2 ∪ {m + 1} / ∈ B(I ∪ K 1 ). So the other black clique in C that contains I is of the form B(I ∪ {m + 1}). But there can be no member of the white clique W(I ∩ K 1 ) that also belongs to B(I ∪ {m + 1}), a contradiction. This implies that either J 1 or J 2 is in C. Similarly, either K 1 or K 2 is in C.
Proposition 4.3 implies a structure for the subsets within each rectangular cluster in A k,n . Considering that each rectangular cluster C ∈ A k,n is also a rectangular cluster in A n−k,n , Proposition 4.3 describes a lattice structure for the internal vertices of the C, the lattice interior.
Let C ∈ A k,n be a cluster such that the quiver of the dimer algebra associated with C has only quadrilaterals in its interior, equivalently every internal vertex in the plabic graph of C is contained in precisely four cliques. Then C is of quadrilateral type. In addition, C is rectangular-shaped if it can be obtained from a cluster of quadrilateral type by a series of mutations such that mutations occur only at subsets that are contained in at most one three-member, internal clique. Proof. We first show that mutating a rectangular cluster C ∈ A k,n at an edge subset that is contained in more than one three-member internal clique either results in a cluster that is not rectangular (and that these are the only mutations that result in a non-rectangular cluster), or results in a cluster that contains either fewer or an equal number of three-member, internal cliques than C.
Case 1: Let I ∈ C be an edge subset such that I and an opposite of I are contained in the same three-member white clique in C. So I and its opposite are neighbours, and by Lemma 4.1, they are both contained in an (internal) black clique in C. This black clique must also have three members for I and its opposite to be neighbours. So I is contained in two three-member, internal cliques. We show that mutating at I gives a new subset that is not a double-interval.
Assume without loss of generality that I = {i, i + 1, · · · , j, · · · , i + k}, and the opposite of I also contained in C is {i, i + 1, · · · , j − 1, j, · · · , i + k + 1}. There are two possibilities for the three-member internal cliques; both subsets in one of the following pairs are also in C.
Recall from Section 3.4 that a mutation at I is only permitted if I is contained in precisely two white cliques and two black cliques -a consequence is that each white clique in C containing I must share two vertices with any black clique in C that contains I. If the second pair of subsets above are in C, then there must be a white clique W({i + 1, · · · , j, · · · , i + k}) and a black clique B({i − 1, · · · , j, · · · , i + k}) in C. The only double-interval subset that may be contained in both cliques is I, so a mutation at I is not permitted. For the first pair of subsets above, a mutation at I is permitted, but I must be mutated to the subset
which is not a double-interval subset. Case 2: Let I be contained in a white internal three-member clique that does not contain an opposite of I. Then we may assume that this white clique is
The mutation of I must be
which is contained in the four member clique
So mutation replaces a three-member clique containing I with a four-member clique. A similar argument shows that four-member cliques containing I are replaced by three-member cliques. As each mutatable subset is contained in four cliques of C, if a subset I ∈ C is contained in more than one three-member internal clique, then a mutation at I results in a cluster that contains either fewer or an equal number of three-member, internal cliques than C. It remains to show that there is a sequence of such quiver mutations from the quiver of the dimer algebra whose interior consists of only quadrilaterals (see [27] ) to the quiver of the dimer algebra associated with C. For k = 3, this is covered in [20, Proposition 5.6] .
In general, it is possible to mutate along the edge subsets until one side in the lattice interior of the dimer algebra associated with C has quadrilaterals. Consider that each side of the interior of the quiver dimer algebra is has the shape of a 2 × (k − 1)-(alternatively 2 × (n − k − 1)-) lattice. Within this structure, there may be (2 × i)-'block' components of the lattice as in Figure 4 -where each square in the block has the same shape. At each end of such a block, there is a vertex on the boundary of the lattice shaped interior that can be mutated to replace any three-cycles in the block with four-cycles, as marked by a red circle in Figure 4 . Repeating this process on each layer of the lattice, we can remove all three-cycles, and obtain the dimer algebra whose interior consists of only quadrilaterals.
Using results of [19] , we remarked in [16, Section 5] that every (3, n)-frieze pattern gives rise to an SL 3 -frieze pattern. For rectangular (3, n)-frieze patterns, this connection is stronger. Fix an integer n. Let I be a (b, r)-tiling and let J be a (b + 1, r − 1)-tiling. Then I and J are said to be non-crossing if for any arc [s, t] in the tiling I and arc [u, v] in the tiling J with s < t < u < v modulo n, then min{|t − s|, |u − t|, |v − u|, |s − v|} ≤ 1. Definition 4.2. Let I 1 be a (1, k − 1)-triangulation of the n-gon, I 2 a (2, k − 2)-triangulation of the n-gon and so on.
The collection {I 1 , I 2 , · · · , I k−1 } is a (k − 1)-superimposed triangulation of the n-gon if for each 1 ≤ j ≤ k − 1, I j and I j+1 are non-crossing . Proposition 4.6. Each rectangular cluster C ∈ A k,n determines a pair of (k − 1)-superimposed triangulations.
Proof. Let C ∈ A k,n be a rectangular cluster. The pair of (k − 1)-superimposed triangulations are obtained by taking the collections
We call each element in the collection (4) a lower arc of C, and any element in the collection (5) an upper arc of C. Proposition 4.3 ensures that for 1 ≤ j ≤ k − 1, each label of a subset in the j-th row of the lattice structure of C is of the form i · · · (i + j − 1), l · · · (l + k − j) for some i, l ∈ {1, 2, · · · , n}. It follows, using the description in Proposition 4.3, that the collection of lower arcs from each row defines a (j, k − j)-tiling of the n-gon.
If s < t < u < v modulo n and [s, u] is a lower arc in the (j + 1)-th row and [t, v] is a lower arc in the j-th row, then for the two associated subsets to be noncrossing, we must have that s + j = t + j − 1 or u + j = v + j − 1. This implies that the (j, k −j) and (j + 1, k −j −1) tilings arising from C are non-crossing. Similarly, the collection of upper arcs defines a collection of successively non-crossing (b, r)-tilings. So each rectangular cluster in A k,n defines a pair of (k − 1)-superimposed triangulations.
We call the collection 4 the lower superimposed triangulation associated with C and the collection 5 the upper superimposed triangulation associated with C.
(3, n)-Frieze Patterns
In this section, we will analyse (3, n)-frieze patterns more closely. Much of this theory is expected to generalise to higher dimensions, but some concepts do not generalise so easily. Especially, quiddity sequences are harder to understand in higher dimensions.
Higher Quiddity Sequences.
Definition 5.1. Let P be a (k, n)-frieze pattern. Define the forwards quiddity element at i to be p (i−1) i(i+1)···(i+k−1) and likewise the reverse quiddity element at i to be p (i−k+1)···(i−1) i(i+1) . A forwards (respectively reverse) quiddity sequence of order n is the list of forwards (respectively reverse) quiddity elements at i for 1 ≤ i ≤ n.
By Proposition 4.6, a rectangular cluster in A 3,n determines both a lower and an upper 2-superimposed triangulation. Let C ∈ A 3,n be a rectangular cluster of quadrilateral type. Scott [27, Theorem 1] proves that the k-subsets in C consist of all possible double-interval k-subsets of {1, 2, · · · , n} whose lower arcs appear in the snake triangulation of a n-gon (having preassigned a cyclic ordering of the vertices of the n-gon). The double-interval subsets whose lower arcs coincide with one of the diagonals of this triangulation are:
which is a maximal collection of non-interval, pairwise non-crossing 3-subsets of {1, 2, · · · , 7}.
Let P be the rectangular (3, n)-frieze pattern which arises from a rectangular cluster C ∈ A 3,n . Define the lower quiddity sequence of P to be the sequence of {1 + L(i)|1 ≤ i ≤ n}, where L(i) is the number of lower arcs of C containing i. The upper quiddity sequence of P is defined similarly. Proof. Let C ∈ A 3,n be the rectangular cluster that gives rise to a a (3, n)-frieze pattern P that is of quadrilateral type. Consider the lower superimposed triangulation first -we calculate L(i), the number of lower arcs that contain each vertex i. The cluster C has an explicit description as the subsets:
First, it is clear that {i − 1, i + 1, i + 2} is crossing with any of {i, i + 1, n − i}, {i, i + 1, n + 1 − i}, {i, n − i, n − i + 1} or {i, n − i + 1, n − i + 2} if and only if they are themselves non-interval subsets. So we claim p (i−1)(i+1)(i+2) = L(i) + 1. This is certainly true if L(i) = 0: in this case {i − 1, i + 1, i + 2} ∈ C.
If i is such that L(i) = 4, then
This shows that 5 =
, and assume without loss of generality that i = n − 1. In this case {i, i + 1, n − i} is an interval, and a similar calculation to the above shows
shows the lower quiddity sequence is the same as the reverse quiddity sequence. Reversing the orientation shows that the upper quiddity sequence is the same as the forwards quiddity sequence. Note that in the definition, p J(n+1) is not necessarily positive.
Expansions of Rectangular
Proof. First we have to show that the (k, n + 1)-Plücker relations are well-defined for p; that rearrangements of the Plücker coordinates can be treated by changing the sign of p as in Equation (1) . It suffices to show the following. Let I be an arbitrary (k − 2)-multiset of {1, 2, · · · , n}, and 1 ≤ s ≤ n. Then
Continuing in this fashion, we may continue to rearrange the Plücker coordinates as in Equation (1). Now to show the (k, n + 1)-Plücker relations are satisfied, we calculate:
Likewise,
where the second equality follows by substituting in Equation (3) . The third inequality follows from 1≤l≤n 1≤m≤n
This shows that the collection {p I } satisfies the (k, n + 1)-Plücker relations.
This description is still insufficient to define a new frieze pattern; we still need to choose the c m such that every interval subset I satisfies p I = 1.
Definition 5.2. Let P be a (3, n)-frieze pattern, j ∈ {1, 2, · · · , n} and select a (possibly empty) subset J ⊆ {j}. If J is empty, define the map Q by q I = p I . If J = {j}, then define the map Q by
Then as in Lemma 5.4, we can define a new map q J from the k-multisets of {1, 2, · · · , n + 1} to the integers using the constants:
For a given frieze pattern P and subset J as above, we say the map Q together with constants as above is the J-expansion of P. This has an alternative description. As P is a (3, n)-frieze pattern, P induces an SL 3 -frieze pattern (see [16] for more details):
which, following [19] , determines a 3 × n-matrix M P , considered as a point in the Grassmannian Gr(3, n).
The frieze pattern P is obtained by setting p I to be the determinant of the 3 × 3-minor of M P based on columns with indices in I. Let x ∈ GL n be the matrix
where the j-th row has two ones. The map Q is obtained by setting q I to be the determinant of the 3 × 3-minor of xM P based on columns with indices in I.
Remark. This description is based on descriptions found in [14] : Equation 7 is the same equation Lam uses [14, Lemma 7.5] to describe the operation of "adding a bridge" to a plabic graph. Adding bridges to plabic graphs is of interest in its own right, see for example [1] , [13] , [14] .
Proposition 5.5. Let P be a geometric (3, n)-frieze pattern and J ⊆ {j} for some j ∈ {1, 2, · · · , n}. Then the J-expansion of P is a geometric (3, n)-frieze pattern.
Proof. It follows from, for example, [14, Proposition 3.5] together with Lemma 5.4 that the J-expansion of a (k, n)-frieze pattern satisfies the (k, n + 1)-Plücker relations. First we show Q satisfies that q I = 1 for each interval 3-subset of {1, · · · , i, · · · , n}. If J is empty, then:
In the case that J is non-empty, we assume without loss of generality that J = {1}. Using the definitions:
Observing that for a 3-subset I ⊂ {1, 2, · · · , n}, p I is the value in the original geometric (k, n)-frieze pattern. So there are 2(n − 4) + n subsets I ⊆ {1, 2, · · · , n} that satisfy p I = 1.
Finally, we have to show that {I : q I = 1} is a maximal collection of pairwise non-crossing subsets of {1, 2, · · · , n + 1}. If J is empty, then we are done. If J = {1}, we already have three 3-subsets I ⊂ {1, 2, · · · , n + 1} that satisfy q I = 1 and n + 1 ∈ I, from the proof above. However we have also to consider 3-subsets J ⊂ {1, 2, · · · , n} that satisfy p J = 1 and q J > 1. Such a subset J must satisfy 1 ∈ J and 2 / ∈ J, else p J = q J . Taking into account that p (n−1)n2 = 1, we must have J = {n − 1, n, 1}.
By definition p J = 1, and q J = 1 + p (n−1)n2 > 1. On the other hand, we may calculate that
So {I : q I = 1} is a maximal collection of pairwise non-crossing 3-subsets of {1, 2, · · · , n + 1}, hence by Theorem 3.3, Q is a geometric (3, n + 1)-frieze pattern.
Corollary 5.6. If J is empty, then the J-expansion of a rectangular (3, n)-frieze pattern is also rectangular. If J = {1}, then the J-expansion of P is a rectangular (3, n + 1)-frieze pattern if p (n−1)n2 = 1.
Proof. If J is empty, then this statement is trivial. So assume without loss of generality that J = {1}. By the proof of Proposition 5.5, it is clear that any subset I that satisfies q I = 1 and n + 1 ∈ I is a double-interval subset.
So assume there is a 3-subset I ⊂ {1, 2, · · · , n} that satisfies q I = 1 and that is a double-interval subset of {1, 2, · · · n} but not a double-interval subset of {1, 2, · · · , n + 1}. In other words, n, 1 ∈ I and n − 1, 2 / ∈ I. Then I and {(n − 1), n, 2} are crossing, a contradiction.
We say a k-superimposed triangulation is a snake k-superimposed triangulation if the set of its lower arcs fits into a snake triangulation as in Example 5.2.
Theorem 5.7. The following are equivalent:
• A geometric (3, n)-frieze pattern, P, whose associated cluster C ∈ A 3,n is of quadrilateral type.
• A rectangular (3, n)-frieze pattern P, whose forwards quiddity sequence is the same as its upper quiddity sequence; its reverse quiddity sequence is the same as its lower quiddity sequence.
Before we prove this, we need a preparatory lemma. Proof. The new frieze pattern Q has two additional non-interval subsets with value one: {n − 1, n, 1} and {n, 1, 2}. Then this adds two lower arcs [n − 1, 1] and [n, 1], which means that the lower quiddity elements at n − 1 and n should increase by one, and the lower quiddity element at 1 should increase by two. From Definition 5.2, we have c 1 = −1, c n−1 = −1 and c n = p (n−1)12 + 1. Then q (i−1)(i+1)(i+2) = p (i−1)(i+1)(i+2) for all 2 ≤ i ≤ n − 2 and q (i−1)(i+1)(i+2) = 1 for i = n. Further, q (n−1)(n+1)1 = c n p (n−1)n1 = p (n−1)12 + 1; q (n−2)n(n+1) = c n−1 p (n−2)n(n−1) + c 1 p (n−2)n1 = p (n−2)n1 + 1, as claimed. Finally, the crucial step: Analogously, for the {1}-extension, we may calculate:
q (n−2)n(n+1) = p (n−2)n1 q (n−1)(n+1)1 = p (n−1)12 + p (n−1)n2 + 1 q n12 = 1 q (n+1)23 = p n23 + 1 q 134 = p 134 + 1; q (n−2)(n−1)(n+1) = p (n−2)(n−1)1 + 1 q (n−1)n1 = p (n−1)n2 + 1 q n(n+1)2 = 1 q (n+1)13 = p n13 + p n23 + 1, which accounts for the added subset {n, 1, 2} and {n, n + 1, 2} if and only ifthere is an equality p n23 = p (n−1)n2 = 1.
Proof of Theorem 5.7 . The proof of Theorem 5.7 follows from Lemma 5.8. Because we have the description in Lemma 5.8, we can show that the property of both quiddity sequences coinciding is uniquely obtainable by an alternating process of ∅-and {1}-extensions. A (3, n)-frieze pattern of quadrilateral type has this property by Proposition 5.3, so the unique (3, n)-frieze pattern for each n ≥ 5 with both quiddity sequences coinciding must be the (3, n)-frieze pattern of quadrilateral type. The other statements also follow from this specific description.
