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GEOMETRIC SCHUR DUALITY OF CLASSICAL TYPE, II
ZHAOBING FAN AND YIQIANG LI
Abstract. We establish algebraically and geometrically a duality between the Iwahori-
Hecke algebra of type D and two new quantum algebras arising from the geometry of N -step
isotropic flag varieties of type D. This duality is a type D counterpart of the Schur-Jimbo
duality of type A and the Schur-like duality of type B/C discovered by Bao-Wang. The
new algebras play a role in the type D duality similar to the modified quantum gl(N) in
type A, and the modified coideal subalgebras of quantum gl(N) in type B/C. We construct
canonical bases for these two algebras.
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1. Introduction
Let G be a classical linear algebraic group over an algebraically closed field. One of the
milestones in geometric representation theory is the geometric realization of the associated
Iwahori-Hecke algebra of G, by using the bounded derived category of G-equivariant con-
structible sheaves on the product variety of two copies of the complete flag variety of G.
Via this realization, many problems related to the Iwahori-Hecke algebra of G are solved.
For example, the positivity conjecture for the structure constants of the Kazhdan-Lusztig
bases ([KL79]) are settled by interpreting the basis elements as the (shifted) intersection
cohomology complexes attached to G-orbit closures in the product variety.
One may wonder if the geometric approach can be adapted to study other objects in rep-
resentation theory, besides Iwahori-Hecke algebras. Indeed, a modification by replacing the
adjective ‘complete’ in the construction by ‘partial’ already yields highly nontrivial results,
as we explain in the following.
If G is of type A, i.e., G = GL(d), and the complete flag variety is replaced by the N -step
partial flag variety of GL(d) with N bearing not relation to d, then an analogous construction
provides a geometric realization of the v-Schur quotient of the quantum gl(N) in the classic
work [BLM90]. Moreover, the quantum gl(N) can then be realized in the projective limit
of the v-Schur quotients (as d goes to infinity). Remarkably, an idempotented version of
quantum gl(N) is discovered inside the projective limit as well admitting a canonical basis.
The role of the canonical basis for the modified quantum gl(N) is similar to that of Kazhdan-
Lusztig bases for Iwahori-Hecke algebras. Subsequently, the Schur-Jimbo duality, as a bridge
connecting the Iwahori-Hecke algebra of GL(d) and (modified) quantum gl(N), is realized
geometrically by considering the product variety of the complete flag variety and the N -step
partial flag variety of GL(d) in [GL92]. The modified quantum sl(N) (a variant of quantum
gl(N)) and its canonical basis are further categorified in the works [La10] and [KhLa10],
which play a fundamental role in higher representation theory and the categorification of
knot invariants.
If G is of type B/C, i.e., G = SO(2d+ 1)/SP(2d), and the variety involved is replaced by
the N -step isotropic flag variety of SO(2d+1)/SP(2d), then one gets a geometric realization
of the modified forms of two coideal subalgebras Uı and U of quantum gl(N) in [BKLW14]
by mimicking the approach in [BLM90]. Moreover, the canonical bases of these modified
coideal subalgebras are constructed and studied for the first time. Along the way, a duality
of Bao-Wang in [BW13] relating the (modified) coideal subalgebras and the Iwahori-Hecke
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algebra of type B/C associated to SO(2d + 1)/SP(2d) is also geometrically realized in a
similar manner as the type-A case. (See also [G97] for a duality closely related to the duality
of Bao-Wang.) The canonical basis theory for these coideal subalgebras is initiated in the
seminal work [BW13], and is used substantially to give simultaneously a new formulation of
the Kazhdan-Lusztig conjecture of type B/C on the irreducible character problem and the
resolution of the analogous problem for the ortho-symplectic Lie superalgebras.
To this end, it is compelling to ask what happens to the remaining classical case: G =
SO(2d) of type D. The purpose of this paper is to provide an answer to this question,
as a sequel to [BKLW14]. More precisely, we obtain two quantum algebras K and Km
via the geometry of the N -step isotropic flag variety of type D and a stabilization process
following [BLM90] and [BKLW14]. We show that both algebras possess three distinguished
bases, i.e., the standard, monomial and canonical bases, similar to the results in type ABC.
We further establish new dualities between these two algebras and the Iwahori-Hecke algebra
of type D attached to SO(2d) algebraically and geometrically.
Unlike type ABC, the algebras K and Km are not modified forms of some known quantum
algebras in literature, even though they resemble the modified forms U˙ı, U˙ of coideal
subalgebras of quantum gl(N). It is natural to ask for a presentation of the two algebras by
generators and relations. We have a complete answer for the algebra Km, and partial results
for K. We show that the algebra Km admits defining relations similar to those of U˙ı, but
with the size of the set of idempotent generators doubled, after extending the underlying
ring to the field of rational functions. Despite all the similarities, we caution the reader
that U˙ı is not a subalgebra of Km. The presentation for Km is obtained by showing that
(the complexification of) Km is isomorphic to the modified form of a new unital associative
algebra Um containing the coideal subalgebra Uı and two additional idempotents. The
appearance of the new idempotents reflects the geometric fact that there are two connected
components for maximal isotropic Grassmannians in the type D geometry. As for the bigger
algebra K, we formulate another new unital associative algebra U containing the coideal
subalgebra U and three extra idempotents, and expect its modified form to be isomorphic
to K after a suitable field extension. As an evidence in support of this expectation, we
show that U and the Iwahori-Hecke algebra of type D satisfy a double centralizer property.
Notice that the commuting actions between Uı, U and the Iwahori-Hecke algebra of type
D are first observed in [ES13b, 7.8] (see also [ES13a]), so this result can be thought of as an
enhancement of those in loc. cit.
As an application, we expect that the type-D duality and the canonical basis theory for
the new algebras K and Km developed in this paper will shed light on the type-D problems
similar to those addressed in [BW13], currently under investigation by H. Bao.
Since our results are governed in principle by the (parabolic) Kazhdan-Lusztig polynomials
of type D, they are obviously different from those in type ABC in [BLM90] and [BKLW14].
Furthermore, the geometry of type D is more challenging to handle. In particular, there
are mainly three new technical barriers in our type D setting that we overcomed. The first
one is that there are two connected components for the maximal isotropic Grassmannian
associated to SO(2d). This forces us to parameterize the SO(2d)-orbits by using signed
matrices instead of matrices in type ABC. The second one is that the number of isotropic
lines in a given quadratic space of even dimension over a finite field depends on its isometric
class, we choose to work in the case when the group is split, which has a remarkable hereditary
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property (see Lemma 3.1.1). The last one is that during the stabilization process, one can
not subtract/add by an (even) multiple of the identity matrix as in loc. cit., because the
signs of the matrices may change. To circumvent this difficulty, we subtract/add an even
multiple of a matrix obtained by changing the middle entry to be zero in the diagonal of
the identity matrix. All these factors make the computations and arguments more involved
than those in previous cases.
As this paper provides a complete picture for the cases of the classical groups, the problem
of whether a similar picture exists for exceptional groups is still wide open. Meanwhile, for
G replaced by a loop group of type A, there exists a similar geometric theory involving
affine Iwahori-Hecke algebras of type A and affine quantum gl(N) in [Lu99], [GV93], [SV00]
and [M10]. The investigation for G being a loop group of type BCD will be presented in a
separate article.
Acknowledgement. Y. Li thanks Huanchen Bao, Jonathan Kujawa and Weiqiang Wang
for fruitful collaborations, which pave the way for the current project. We thank Weiqiang
Wang for comments on an earlier version of this article. Y. Li is partially supported by the
NSF grant DMS 1160351.
2. Schur dualities of type Dd
In this section, we shall introduce the algebras U and Um, and formulate algebraically
the dualities between these two algebras and the Iwahori-Hecke algebras of type Dd.
2.1. The algebra U and the first duality. Let [a, b] denote the set of integers between
a and b. Let U be the unital associative Q(v)-algebra generated by the symbols
Ei, Fi, H
±1
a , and Jα, ∀i ∈ [1, n], a ∈ [1, n+ 1], α ∈ {+, 0,−},
satisfying the following relations.
J+ + J0 + J− = 1, JαJβ = δα,βJα,
JαHa = HaJα,
J±Ei = (1− δin)EiJ±,
FiJ± = (1− δin)J±Fi,
J±FnEn − FnEnJ∓ = H
−1
n Hn+1 −HnH−1n+1
v − v−1 (J± − J∓),
HaHb = HbHa, HaH
−1
a = 1,
HaEi = v
δai−δa,i+1−δa,n+1δi,nEiHa,
HaFi = v
−δai+δa,i+1+δa,n+1δi,nFiHa,
EiFj − FjEi = δij
HiH
−1
i+1 −H−1i Hi+1
v − v−1 , if (i, j) 6= (n, n),
EiEj = EjEi, FiFj = FjFi, if |i− j| > 1,
E2i Ej − (v + v−1)EiEjEi + EjE2i = 0, if |i− j| = 1,
F 2i Fj − (v + v−1)FiFjFi + FjF 2i = 0, if |i− j| = 1,
E2nFn + FnE
2
n = (v + v
−1)(EnFnEn −En(vHnH−1n+1 + v−1H−1n Hn+1)),
F 2nEn + EnF
2
n = (v + v
−1)(FnEnFn − (vHnH−1n+1 + v−1H−1n Hn+1)Fn),
GEOMETRIC SCHUR DUALITY, II 5
where i, j ∈ [1, n], a, b ∈ [1, n + 1] and α ∈ {+, 0,−}. Notice that the subalgebra U
generated by Ei, Fi and H
±1
a for any i ∈ [1, n], a ∈ [1, n+1] is the coideal subalgebra in the
same notation in [BKLW14]. See also [Le02] and [ES13b].
Let V be a vector space over Q(v) of dimension 2n + 1. We fix a basis (vi)1≤i≤2n+1 for
V. Let V⊗d be the d-th tensor space of V. Thus we have a basis (vr1 ⊗ · · · ⊗ vrd), where
r1, · · · , rd ∈ [1, 2n+ 1], for the tensor space V⊗d.
For a sequence r = (r1, · · · , rd), we write vr for vr1 ⊗ · · · ⊗ vrd. For a sequence r =
(r1, · · · , rd), it defines uniquely a sequence of length 2d of the form
r˜ = (r1, · · · , rd, 2n+ 2− rd, 2n+ 2− rd−1, · · · , 2n+ 2− r1)
such that ri + r2d+1−i = 2n+ 2. We shall identify r with r˜ in what follows.
For a sequence r and a fixed integer p ∈ [1, 2d], we define the sequence r′p and r′′p by
(r′p)j =

rj, j 6= p, 2d+ 1− p,
rp + 1, j = p,
r2d+1−p − 1, j = 2d+ 1− p,
and (r′′p)j =

rj , j 6= p, 2d+ 1− p,
rp − 1, j = p,
r2d+1−p + 1, j = 2d+ 1− p.
Lemma 2.1.1. We have a left U-action on V⊗d defined by, for any i ∈ [1, n], a ∈ [1, n+1],
Ei · vr = v−
∑
1≤j≤2d δi+1,rj
∑
1≤p≤2d:rp=i
v2
∑
j<p δi+1,rj vr′p,
Fi · vr = v−
∑
1≤j≤2d δi,rj
∑
1≤p≤2d:rp=i+1
v2
∑
j>p δi,rjvr′′p ,
H±1a · vr = v∓
∑
1≤j≤2d δa,rjvr,
J+ · vr =
{
vr, ri 6= n+ 1, ∀i,#{j ∈ [1, d]|rj ≥ n+ 1} is even,
0, otherwise,
J− · vr =
{
vr, ri 6= n+ 1, ∀i,#{j ∈ [1, d]|rj ≥ n+ 1} is odd,
0, otherwise,
J0 · vr =
{
vr, ri = n+ 1, for some i,
0, otherwise.
The lemma follows from (13), Proposition 4.1.1, and Corollary 4.4.1.
Recall that the Iwahori-Hecke algebra Hd of type Dd is a unital associative algebra over
Q(v) generated by τi for i ∈ [1, d] and subject to the following relations.
τ 2i = (v
2 − 1)τi + v2, 1 ≤ i ≤ d,
τjτj+1τj = τj+1τjτj+1, 1 ≤ j ≤ d− 2,
τiτj = τjτi, 1 ≤ j ≤ i− 2 ≤ d− 3,
τdτl = τlτd, l 6= d− 2.
τdτd−2τd = τd−2τdτd−2.
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Lemma 2.1.2. We have a right Hd-action on V
⊗d given by, for 1 ≤ j ≤ d− 1,
vr1...r2dτj =

vr1...rj−1rj+1rj ...r2d−jr2d−j−1r2d−j+1...r2d , rj < rj+1;
v2vr1...r2d, rj = rj+1;
(v2 − 1)vr1...r2d + v2vr1...rj−1rj+1rj ...r2d−jr2d−j−1r2d−j+1...r2d , rj > rj+1.
(1)
vr1...r2dτd =

vr1...rd−2rd+1rd+2rd−1rdrd+3...r2d , rd−1 + rd < N + 1;
v2vr1...r2d, rd−1 + rd = N + 1;
(v2 − 1)vr1...r2d + v2vr1...rd−2rd+1rd+2rd−1rdrd+3...r2d , rd−1 + rd > N + 1.
(2)
Here we identify the sequence r with the associated sequence r˜.
This lemma follows from (13) and Lemmas 3.4.1 and 3.4.2.
We now can state the first duality.
Proposition 2.1.3. The leftU-action in Lemma 2.1.1 and the rightHd-action in Lemma 2.1.2
on V⊗d are commuting. They form a double centralizer for n ≥ d, i.e.,
Hd ≃ EndU(V⊗d) and U→ EndHd(V⊗d) is surjective.
The proposition follows from the previous two lemmas, Lemma 3.2.1, Proposition 4.1.1
and Corollary 4.6.6.
2.2. The algebra Um and the second duality. Let Um be an associative Q(v)-algebra
with unit generated by the symbols
Ei, Fi, H
±1
a , T, Jα, ∀i ∈ [1, n− 1], a ∈ [1, n], α ∈ {+,−},
and subject to the following defining relations.
J+ + J− = 1, JαJβ = δα,βJα,
J±Ha = HaJ±, J±Ei = EiJ±, FiJ± = J±Fi,
J±T = TJ∓,
HaHb = HbHa, HaH
−1
a = 1,
HaEi = v
−δa,i+1+δai−δa,n+1δi,nEiHa,
HaFi = v
−δai+δa,i+1+δa,n+1δi,nFiHa,
HiT = THi,
EiFj − FjEi = δij
HiH
−1
i+1 −H−1i Hi+1
v − v−1 ,
EiEj = EjEi, FiFj = FjFi, if |i− j| > 1,
E2i Ej − (v + v−1)EiEjEi + EjE2i = 0, if |i− j| = 1,
F 2i Fj − (v + v−1)FiFjFi + FjF 2i = 0, if |i− j| = 1,
TEi = EiT, TFi = FiT, if i ≤ n− 2,
E2n−1T − (v + v−1)En−1TEn−1 + TE2n−1 = 0,
F 2n−1T − (v + v−1Fn−1TFn−1 + TF 2n−1 = 0,
T 2En−1 − (v + v−1)TEn−1T + En−1T 2 = En−1,
T 2Fn−1 − (v + v−1)TFn−1T + Fn−1T 2 = Fn−1.
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Note that the subalgebra Uı generated by Ei, Fi, H
±1
a and T is the algebra in the same
notation in [BKLW14, 5.3]. See also [Le02] and [ES13b].
LetW be the subspace of V spanned by the basis elements vi for i 6= n+1. Its d-th tensor
space W⊗d is naturally a subspace of V⊗d spanned by the vectors vr such that ri 6= n + 1
for any i. Then we see that W⊗d is a vector space of dimension (2n)d.
By Lemma 2.1.2, the Hd-action on V
⊗d induces an Hd-action on W
⊗d. Moreover,
Lemma 2.2.1. We have a Um-action on W⊗d given by the same formulae for Ei, Fi, H
±1
a
and J± for i ∈ [1, n− 1] and a ∈ [1, n] as in Lemma 2.1.1, together with
T · vr =
(
FnEn +
HnH
−1
n+1 −H−1n Hn+1
v − v−1
)
· vr.
This lemma is proved by (75), (77), Lemma 6.1.2 and Proposition 6.2.1. We can now state
the second duality.
Proposition 2.2.2. The Um-action and Hd-action on W
⊗d are commuting. They enjoy
the double centralizer property when n ≥ d.
The proof is given by Lemma 2.2.1, Lemma 6.1.1, Proposition 6.2.1 and Proposition 6.3.2.
3. A geometric setting
We now turn to the geometric setting in order to prove the above results among others.
3.1. Preliminary. We start by recalling some results on counting isotropic subspaces in an
even dimensional quadratic space over a finite field. We refer to [W93] and the references
therein for more details.
Let Fq be a finite field of q elements and of odd characteristic. Recall that d is a fixed
positive integer, and we set
D = 2d.
On the D-dimensional vector space FDq , we fix a non-degenerate symmetric bilinear form Q
whose associated matrix is [
0 Id
Id 0
]
(3)
under the standard basis of FDq . By convention, W
⊥ stands for the orthogonal complement
of a vector subspace W in FDq . Moreover, we call W isotropic if W ⊆W⊥. We write |W | for
the dimension of W .
For any isotropic subspace W , the bilinear form Q induces a non-degenerate symmetric
bilinear form Q|W⊥/W on W⊥/W . One of the reasons that we fix Q of the form (3) is its
hereditary property in the following lemma, which can be proved inductively.
Lemma 3.1.1. The associated matrix of Q|W⊥/W is of the form (3) with rank d − 2|W |
under a certain basis.
By using Lemma 3.1.1, we can count the number of isotropic lines inductively to get the
following lemma.
Lemma 3.1.2. The cardinality, Sd, of the set of isotropic lines in F
D
q is
q2d−1−1
q−1
+ qd−1.
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We remark that the order of the set Sd with respect to a symmetric bilinear form on F
D
q
not isometric to Q may not be the same as the number in the above lemma. We will need
the following lemma later. We write W
a⊂ V if W ⊆ V and |V/W | = a.
Lemma 3.1.3. Let V = (Vi)1≤i≤5 be a fixed flag of F
D
q such that Vi−1 ⊂ Vi, Vi = V ⊥5−i,
|Vi/Vi−1| = ai and ai ≥ 0, for any i ∈ [1, 5]. Consider the sets
Zi = {U ⊂ Vi||U | = 1, U is isotropic, U 6⊆ Vi−1}, ∀i ∈ [1, 5].
We have
(i). #Z3 = q
a1+a2
(
qa3−1 − 1
q − 1 + q
a3
2
−1
)
and (ii). #Z4 = q
a1+a2+a3−1
qa4 − 1
q − 1 .
Proof. To prove (i), we consider the set Z ′3 = {W ⊂ V3|V2
1⊂ W,W is isotropic}. Let
φ : Z3 → Z ′3 be the map defined by U 7→ V2 + U . Clearly, the map φ is surjective. Observe
that the order of each fiber is q|V2| = qa1+a2 and, moreover, Z ′3 gets identified with the set of
all isotropic lines in V3/V2. By Lemma 3.1.2, we have #Z
′
3 =
qa3−1−1
q−1
+ q
a3
2
−1. This proves
(i).
We now prove (ii). Consider the set Z ′4 = {W ⊂ V4|V1
1⊂ W,W 6⊂ V3,W is isotropic}.
Consider the map φ′ : Z4 → Z ′4, U 7→ V1 + U . This is a well-defined and surjective map and
the cardinality of each fiber is q|V1| = qa1 . To calculate the cardinality of Z ′4, we set
Z˜i = {U ⊂ Vi/V1||U | = 1, U is isotropic}.
By a similar calculation in (i), we have
#Z ′4 = #Z˜4 −#Z˜3 = #Z˜4 − (#Z˜3 \ Z˜2 +#Z˜2)
=
qa2+a3+a4−1 − 1
q − 1 + q
a2+
a3
2
−1 −
(
qa2(
qa3−1 − 1
q − 1 + q
a3
2
−1) +
qa2 − 1
q − 1
)
= qa2+a3−1
qa4 − 1
q − 1 .
This proves (ii). 
3.2. The first double centralizer. We fix another positive integer n and let N = 2n+ 1.
We fix a maximal isotropic vector subspaceMd in F
D
q (of dimension d). Consider the following
sets.
• The set X of N -step flags V = (Vi)0≤i≤N in FDq such that Vi ⊆ Vi+1, Vi = V ⊥j , for
any i+ j = N .
• The set Y of complete flags F = (Fi)0≤i≤D in FDq such that Fi ⊂ Fi+1, |Fi| = i and
Fi = F
⊥
j , for any i+ j = D, and |Fd ∩Md| ≡ d mod 2.
Let G = SO(D) be the special orthogonal group attached to Q. The sets X and Y
admit naturally G-action from the left. Moreoever, G acts transitively on Y thanks to the
condition |Fd∩Md| ≡ d mod 2. Let G act diagonally on the product X ×X (resp. X ×Y
and Y × Y ). Set
(4) A = Z[v, v−1].
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Let
SX = AG(X ×X )(5)
be the set of all A-valued G-invariant functions on X ×X . Clearly, the set SX is a free
A-module. Moreover, SX admits an associative A-algebra structure ‘∗’ under a standard
convolution product as discussed in [BKLW14, 2.3]. In particular, when v is specialized to√
q, we have
(6) f ∗ g(V, V ′) =
∑
V ′′∈X
f(V, V ′′)g(V ′′, V ′), ∀ V, V ′ ∈ X .
Similarly, we define the free A-modules
(7) V = AG(X × Y ) and HY = AG(Y × Y ).
A similar convolution product gives an associative algebra structure on HY and a left SX -
action and a right HY -action on V. Moreover, these two actions commute and hence we
have the following A-algebra homomorphisms.
SX → EndHY (V) and HY → EndSX (V).
By [P09, Theorem 2.1], we have the following double centralizer property.
Lemma 3.2.1. EndHY (V) ≃ SX and EndSX (V) ≃ HY , if n ≥ d.
We note that the result in [P09, Theorem 2.1] is obtained over the field C of complex
numbers, but the proof can be adapted to our setting over the ring A.
3.3. G-orbits on X × Y and Y × Y . We shall give a description of the G-orbits on
X ×Y and Y ×Y . The description of the G-orbits on X ×X is more complicated, and
postponed until Section 4.2.
We start by introducing the following notations associated to a matrix M = (mij)1≤i,j≤c.
ro(M) =
(
c∑
j=1
mij
)
1≤i≤c
,
co(M) =
(
c∑
i=1
mij
)
1≤j≤c
,
ur(M) =
∑
i≤c/2,j>c/2
mij .
(8)
We also write ro(M)i and co(M)j for the i-th and j-th component of the row vectors of
ro(M) and co(M), respectively.
To a pair (F, F ′) ∈ Y × Y , we can associate a D ×D matrix σ = (σij) by setting
(9) σij = dim
Fi−1 + Fi ∩ F ′j
Fi−1 + Fi ∩ F ′j−1
, ∀1 ≤ i, j ≤ D.
This assignment defines a bijection
G\Y × Y ≃ Σ,(10)
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where Σ is the set of all matrices σ ≡ (σij) in MatD×D(N) such that
ro(σ)i = 1, ro(σ)j = 1, σij = σD+1−i,D+1−j , ur(σ) ≡ 0 mod 2, ∀i, j ∈ [1, D].
A similar assignment yields a bijection
G\X × Y ≃ Π,(11)
where the set Π consists of all matrices B = (bij) in MatN×D(N) subject to
co(B)j = 1; bij = bN+1−i,D+1−j , ∀ i ∈ [1, N ], j ∈ [1, D].
Moreover, we have
#Σ = 2d−1 · d! and #Π = (2n+ 1)d.(12)
3.4. HY -action on V. We shall provide an explicit description of the action of HY on V.
For any 1 ≤ j ≤ d− 1, we define a function τj in HY by
τj(F, F
′) =
{
1, if Fi = F
′
i ∀i ∈ [1, d]\{j}, Fj 6= F ′j ;
0, otherwise.
τd = e(d−1,d+1)(d,d+2),
where e(d−1,d+1)(d,d+2) is the characteristic function of the G-orbit corresponding to the per-
mutation matrix (d− 1, d+ 1)(d, d+ 2). Then we have the following well-known result.
Lemma 3.4.1. The assignment of sending the functions τj, for 1 ≤ j ≤ d, in the algebra
HY to the generators of Hd in the same notations is an isomorphism.
Given B = (bij) ∈ Π, let rc be the unique number in [1, N ] such that brc,c = 1 for each
c ∈ [1, D]. The correspondence B 7→ r˜ = (r1, · · · , rD) defines a bijection between Π and the
set of all sequences (r1, · · · , rd) such that ri + rD+1−i = N + 1 for any i ∈ [1, D]. Denote by
er1...rD the characteristic function of the G-orbit corresponding to the matrix B in V. It is
clear that the collection of these characteristic functions provides a basis for V.
Recall from Section 2.1 that we have the space V⊗d spanned by vectors vr and to each
sequence r a sequence r˜ is uniquely defined. Thus we have an isomorphism of vector spaces
over Q(v):
V⊗d → Q(v)⊗A V, vr 7→ er1,··· ,rD .(13)
Moreover, we have
Lemma 3.4.2. The action of HY on V is described as follows. For 1 ≤ j ≤ d− 1, we have
er1...rDτj =

er1...rj−1rj+1rj ...rD−jrD−j−1rD−j+1...rD , rj < rj+1;
v2er1...rD , rj = rj+1;
(v2 − 1)er1...rD + v2er1...rj−1rj+1rj ...rD−jrD−j−1rD−j+1...rD , rj > rj+1.
(14)
er1...rDτd =

er1...rd−2rd+1rd+2rd−1rdrd+3...rD , rd−1 + rd < N + 1;
v2er1...rD , rd−1 + rd = N + 1;
(v2 − 1)er1...rD + v2er1...rd−2rd+1rd+2rd−1rdrd+3...rD , rd−1 + rd > N + 1.
(15)
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Proof. Formula (14) agrees with the one in [GL92, 1.12], whose proof is also the same as the
one for type-A case. We shall prove (15). It suffices to show the result by specializing v to√
q. By the definition of convolution product, we have
er1...rDτd(V, F ) =
∑
F ′∈Y
er1...rD(V, F
′)τd(F
′, F ).
By the definition of τd, we have F
′
i = Fi if i 6= d − 1, d, d + 1 or d + 2. So the calculation
is reduced to the case when D = 4. Note also that it is enough to calculate the case when
n = 2, which we will assume.
If two of r1, r2, r3, r4 are equal, then the calculation can be reduced further to the case
when n = 1. In this case, we have
e2132τ2 = e3221, e2222τ2 = v
2e2222, e2312τ2 = (v
2 − 1)e2312 + v2e1223.
e1223τ2 = e2312, e1313τ2 = v
2e1313, e3221τ2 = (v
2 − 1)e3221 + v2e2132.
e1133τ2 = e3311, e3131τ2 = v
2e3131, e3311τ2 = (v
2 − 1)e3311 + v2e1133.
For the case when r1, r2, r3, r4 are all distinct, we have
e2514τ2 = (v
2 − 1)e2514 + v2e1425, e4512τ2 = (v2 − 1)e4512 + v2e1245.
e5241τ2 = (v
2 − 1)e5241 + v2e4152, e5421τ2 = (v2 − 1)e5421 + v2e2154.
e1245τ2 = e4512, e1425τ2 = e2514, e2154τ2 = e5421, e4152τ2 = e5241.
Formula (15) follows from the above computations. 
4. Calculus of the algebra S
Recall from the previous section that SX is the convolution algebra on X ×X defined
in (5). For simplicity, we shall denote S instead of SX . In this section, we determine the
generators for S and the associated multiplication formula. Furthermore, we provide with a
(conjectural) algebraic presentation of S and deduce various bases.
4.1. Defining relations of S. For any i ∈ [1, n], a ∈ [1, n+ 1], we set
Ei(V, V
′) =
{
v−|V
′
i+1/V
′
i |, if Vi
1⊂ V ′i , Vj = Vj′, ∀j ∈ [1, n]\{i};
0, otherwise.
Fi(V, V
′) =
{
v−|V
′
i /V
′
i−1|, if Vi
1⊃ V ′i , Vj = Vj′, ∀j ∈ [1, n]\{i};
0, otherwise.
H±1a (V, V
′) =
{
v∓|V
′
a/V
′
a−1|, if V = V ′;
0, otherwise.
J+(V, V
′) =
{
1, if V = V ′, |Vn| = d and |Vn ∩Md| ≡ d mod 2;
0, otherwise.
J−(V, V
′) =
{
1, if V = V ′, |Vn| = d and |Vn ∩Md| ≡ d− 1 mod 2;
0, otherwise.
J0 = 1− J+ − J−.
(16)
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It is clear that these functions are elements in S.
Proposition 4.1.1. The functions Ei, Fi, H
±1
a and Jα in S, for any i ∈ [1, n], a ∈ [1, n+1]
and α ∈ {±, 0}, satisfy the defining relations of the algebra U in Section 2.1, together with
the following ones.
(17) Hn+1
n∏
i=1
Hi
2 = v−D, and
d∏
l=1
(Hj − v−l) = 0, ∀j ∈ [1, n].
Proof. The proofs of the identities in the first four rows of the defining relations of U are
straightforward. We show the identity in the fifth row. Let λ′i = |V ′i /V ′i−1|. We have
FnEn(V, V
′) =

v2λ
′
n−1
v2−1
v−λ
′
n−λ
′
n+1+1 if V = V ′,
v−λ
′
n−λ
′
n+1+1 if |Vn ∩ V ′n| = |Vn| − 1 = |V ′n| − 1,
0 otherwise.
We set
X
3 = {V ∈ X ||Vn| = d, |Vn ∩Md| ≡ d− 1 mod 2}.
It is a G-orbit and we have |Vn ∩ V ′n| ≡ d mod 2 for any V, V ′ ∈ X 3. Therefore,
(J+FnEn − FnEnJ−)(V, V ′) =

vλ
′
n−v−λ
′
n
v−v−1
if V = V ′ 6∈ X 3,
−vλ′n−v−λ′n
v−v−1
if V = V ′ ∈ X 3,
0 otherwise.
It is easy to check that the right hand side is equal to
H−1n Hn+1−HnH
−1
n+1
v−v−1
(J+ − J−)(V, V ′).
We now show the penultimate identity. By a direct calculation, we have
EnFnEn(V, V
′) =

(v
2λ′n−1
v2−1
+ v
2λ′n+1+2−1
v2−1
+ vD−2|Vn|−2 − 1)v−λ′n−2λ′n+1+1, if Vn
1⊂ V ′n,
v−λ
′
n−2λ
′
n+1+1, if |Vn ∩ V ′n| = |Vn| − 1 and Vn 6⊂ V ′n+1,
(v2 + 1)v−λ
′
n−2λ
′
n+1+1, if |Vn ∩ V ′n| = |Vn| − 1 and Vn ⊂ V ′n+1,
0, otherwise.
E2nFn(V, V
′) =

(v
2λ′n+1−2−1
v2−1
+ vD−2|V
′
n|−2)(v2 + 1)v−λ
′
n−2λ
′
n+1+2, if Vn
1⊂ V ′n and |V ′n| < d,
(v2 + 1)v−λ
′
n−2λ
′
n+1+2, if |Vn ∩ V ′n| = |Vn| − 1, |V ′n| < d and Vn ⊂ V ′n+1,
0, otherwise.
FnE
2
n(V, V
′) =

v2λ
′
n−2−1
v2−1
(v2 + 1)v−λ
′
n−2λ
′
n+1 , if Vn
1⊂ V ′n,
(v2 + 1)v−λ
′
n−2λ
′
n+1 , if |Vn ∩ V ′n| = |Vn| − 1,
0, otherwise.
The penultimate identity follows.
To prove the last identity, we define a map ρ : S → S such that ρ(f)(V, V ′) = f(V ′, V ).
It is clear that ρ is an anti-automorphism. Moreover, we have
ρ(En) = v
−1H−1n Hn+1Fn, ρ(Fn) = v
−2HnH
−1
n+1En, and ρ(H
±1
n ) = H
±1
n .(18)
Applying ρ to both sides of the penultimate identity, we get the last identity. The rest
relations are reduced to type-A case, and will not be reproduced here. 
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4.2. Parametrization of G-orbits on X ×X . In order to describe the structure of the
algebra S, we need to parametrize the G-orbits in X ×X . Recall from Section 3.2 that X
is the set of N -step flags in FDq such that Vi = V
⊥
j , ∀ i+ j = N . For any pair (V, V ′) of flags
in X , we can assign an N by N matrix as (9) whose (i, j)-entry equal to dim
Vi−1+Vi∩V ′j
Vi−1+Vi∩V ′j−1
.
It is clear that this assignment is G-invariant. Thus we have a map
Φ˜ : G\X ×X → Ξ,(19)
where Ξ is the set of all N ×N matrices A with entries in N subject to∑
i,j∈[1,N ]
aij = D, aij = aN+1−i,N+1−j, ∀i, j ∈ [1, N ].
This map is surjective, but not injective. We need to refine it.
Recall that Md is a fixed maximal isotropic subspace in F
D
q and
X
3 = {V ∈ X ||Vn| = d and |Vn ∩Md| ≡ d− 1 mod 2}.
We set
• X 1 = {V ∈ X ||Vn| < d},
• X 2 = {V ∈ X ||Vn| = d and |Vn ∩Md| ≡ d mod 2}.
We have a partition of X :
X = X 1 ⊔X 2 ⊔X 3.
Let O(D) be the orthogonal group associated to Q. For any g ∈ O(D) \ G, the map
ψg : X
2 → X 3, defined by V 7→ g · V , is a bijection, which yields the following bijections.
G\X 1 ×X 2 → G\X 1 ×X 3, G\X 2 ×X 1 → G\X 3 ×X 1,
G\X 2 ×X 2 → G\X 3 ×X 3, G\X 2 ×X 3 → G\X 3 ×X 2.(20)
Moreover, corresponding pairs on both sides under the bijections in (20) get sent to the same
matrix by Φ˜. In corresponding to (20), we define a sign function
sgn(i, j) =

0 (i, j) = (1, 1),
+ (i, j) = (1, 2), (2, 1), (2, 2), (2, 3),
− (i, j) = (1, 3), (3, 1), (3, 3), (3, 2).
(21)
Recall the notation ro(A) and co(A) from (8), we set
Ξ0 = {A ∈ Ξ| ro(A)n+1 > 0, co(A)n+1 > 0} × {0},
Ξ+ = Ξ\Ξ0 × {+},
Ξ− = Ξ\Ξ0 × {−}.
(22)
For convenience, we sometimes write A± for (A,±) ∈ Ξ± and A0 for (A, 0) in Ξ0. We further
set
ΞD = Ξ
+ ⊔ Ξ0 ⊔ Ξ−.(23)
Elements in ΞD will be called signed matrices. We have
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Lemma 4.2.1. The map Φ˜ in (19) induces a bijection
Φ : G\X ×X → ΞD, G.(V, V ′) 7→ a ≡ (A, α),(24)
such that Φ˜(G.(V, V ′)) = A and α = sgn(i, j) if (V, V ′) ∈ X i ×X j. Moreover, we have
#ΞD =
(
2n2 + 2n+ d
d
)
+ 2
(
2n2 + n+ d− 1
d
)
−
(
2n2 + d− 1
d
)
.(25)
Proof. The first part follows from (20) and the definition of ΞD. We now calculate #ΞD.
From (22) #ΞD = #Ξ+#Ξ
−. We have
#Ξ = #
{
aij , i ∈ [1, n], ∀j; an+1,j, j ∈ [1, n]|
∑
i≤n;j
aij +
∑
j≤n
an+1,j = d− an+1,n+1
2
}
=
d∑
l=0
(
2n2 + 2n + d− l − 1
d− l
)
=
(
2n2 + 2n+ d
d
)
.
(26)
Denote Ξ−1 = {A ∈ Ξ−|an+1,j = 0, ∀j} and Ξ−2 = {A ∈ Ξ−|ai,n+1 = 0, ∀i}. Then Ξ− =
Ξ−1 ⊔ Ξ−2 , and
(27) #Ξ− = #Ξ−1 +#Ξ
−
2 −#Ξ−1 ∩ Ξ−2 = 2
(
2n2 + n + d− 1
d
)
−
(
2n2 + d− 1
d
)
.
Lemma follows from (26) and (27). 
4.3. Multiplication formulas in S. For each signed matrix a ∈ ΞD, we denote by Oa the
associated G-orbit. We introduce the following notations.
sup(a) = (i, j), if Oa ⊆ X i ×X j .
sgn(a) = sgn(sup(a)).
ro(a) = ro(A),
co(a) = co(A),
ur(a) = ur(A),
a+B = A+B if a = (A, α) and B a matrix.
p(a) =
{
1 if ur(a) is odd,
0 otherwise.
(28)
We note that a+B is a matrix instead of a signed matrix. For a signed matrix a ∈ ΞD, we
define
sl(a) =
 1 if ro(a)n+1 > 0,2 if ro(a)n+1 = 0, sgn(a) = +,
3 if ro(a)n+1 = 0, sgn(a) = −.
sr(a) =
 1 if co(a)n+1 > 0,3− p(a)δ0,ro(a)n+1 if co(a)n+1 = 0, sgn(a) = −,
2 + p(a)δ0,ro(a)n+1 if co(a)n+1 = 0, sgn(a) = +.
(29)
Then, we have
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Lemma 4.3.1. sup(a) = (sl(a), sr(a)) and sgn(a) = sgn(sl(a), sr(a)), for all a ∈ ΞD.
For any n ∈ Z, k ∈ N, we set
(n)v =
v2n − 1
v2 − 1 , and
(
n
k
)
v
=
k∏
i=1
(n+ 1− i)v
(i)v
.
Let
Eθij = Eij + EN+1−i,N+1−j,
where Eij is the N × N matrix whose (i, j)-entry is 1 and all other entries are 0. Let ea be
the characteristic function of the G-orbit corresponding to a ∈ ΞD. It is clear that the set
{ea|a ∈ ΞD} forms a basis of S. For convenience, we set
ea = 0, if a 6∈ ΞD.
Recall the notations, such as a+B, from (28). We have
Proposition 4.3.2. Suppose that a ≡ Aα, b, c ∈ ΞD and h ∈ [1, n].
(a) If b is chosen such that b− Eθh,h+1 is diagonal, co(b) = ro(a) and sr(b) = sl(a), then
eb ∗ ea =
∑
p∈[1,N ]
v2
∑
j>p ahj (1 + ahp)v eap , where(30)
ap = (A+ E
θ
hp −Eθh+1,p, sgn(sl(b), sr(a))) ∈ ΞD.
(b) If h 6= n and c has that c− Eθh+1,h is diagonal, co(c) = ro(a) and sr(c) = sl(a), then
ec ∗ ea =
∑
1≤p≤N
v2
∑
j<p ah+1,j (1 + ah+1,p)v ea(h,p), where(31)
a(h, p) = (A− Eθhp + Eθh+1,p, sgn(sl(c), sr(a))) ∈ ΞD.
(c) If the condition h 6= n in (b) is replaced by h = n, then we have
ec ∗ ea =
∑
p 6=n+1,an,p≥1
v2
∑
j<p an+1,j (1 + an+1,p)v ea(n,p)+(32)
v2
∑
j<n+1 an+1,j ((1 + an+1,n+1)v + (1− δ0,ro(a)n+1)van+1,n+1) ea(n,n+1).
Remark 4.3.3. Although the formulas (30), (31) and (32) look similar to formulas (3.9),
(3.10) and (3.11) in [BKLW14], they are different in many ways. For example, if we take
h = n and a in (30) to be such that A−Eθn+1,n is diagonal, then we have
eb ∗ ea =
{
(1 + ann)v ean , if sgn(b) = sgn(a),
ean+2 , otherwise.
While in [BKLW14], the product eB ∗ eA is a sum of the terms in the right-hand side of the
above identity in a similar situation.
Proof. The proof of (a) and (b) is the same as the one for Lemma 3.2 in [BLM90]. We
must show (c), which can be reduced to analogous results at the specialization of v to
√
q.
We first deal with the case when ro(a)n+1 > 0. Let V = (Vi)1≤i≤N and V
′ = (V ′i )1≤i≤N
be two flags such that (V, V ′) ∈ Oa′ for a signed matrix a′ = (a′ij , sgn(sl(c), sr(a)). Set
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Z = {U |Vn
1⊂ U ⊂ Vn+1, U is isotropic}. Let VU be the flag obtained by replacing Vn (resp.
Vn+1) in V by U (resp. U
⊥). Then (V, VU) ∈ Oc if and only if U ∈ Z. Let
Zp = {U ∈ Z|Vn ∩ V ′j = U ∩ V ′j if j < p;Vn ∩ V ′j 6= U ∩ V ′j if j ≥ p},
so that {Zp|1 ≤ p ≤ N} form a partition of Z. Moreover, if U ∈ Zp and (VU , V ′) ∈ Oa, then
an,p = a
′
n,p + 1 and an+1,p = a
′
n+1,p − 1.
Hence a′ = a(n, p). In particular, we have
ec ∗ ea =
∑
p
#Zp ea(n,p).
Observe that
Zp ≃ {U is isotropic|Vn
1⊂ U ⊂ Vn + Vn+1 ∩ V ′p , U 6⊂ Vn + Vn+1 ∩ V ′p−1}.
If p ≤ n, Vn + Vn+1 ∩ V ′p is isotropic, then
#Zp = (q − 1)−1(q
∑
1≤j≤p a
′
n+1,j − q
∑
1≤j≤p−1 a
′
n+1,j ) = q
∑
1≤j<p an+1,j
q1+an+1,p − 1
q − 1 .
This matches with the coefficient of the first term on the right-hand side of (32) for p ≤ n.
We now compute the number #Zp for p ≥ n+1. We set Wi = Vn+V
⊥
n ∩V
′
i
Vn
and consider the
following flags
0 ⊂WN−p ⊂WN−p+1 ⊂ Wp−1 ⊂Wp ⊂WN , if p > n+ 1,
0 ⊂Wn ⊂Wn+1 ⊂WN , if p = n+ 1.
So Zp ≃ {U is isotropic | U ⊂ Wp, U 6⊂ Wp−1, |U | = 1} if p ≥ n + 1. From this observation
and applying Lemma 3.1.3, we have that #Zp matches with the coefficients of the terms in
(32). Therefore, we have (c) when ro(a)n+1 > 0.
Finally, we assume that ro(a)n+1 = 0. In this case, sgn(a) = + or −, and hence
ecea(V, V
′) =
∑
VU
ec(V, VU)ea(VU , V
′) and VU runs as follows.{
VU ∈ X 2 if sgn(a) = +,
VU ∈ X 3 if sgn(a) = −.
Moreover, if (VU , V
′) ∈ Oa, then |U | = d and |Vn| = d − 1. Given such Vn, there exists a
unique maximum isotropic vector subspace U such that Vn
1⊂ U and |U ∩Md| ≡ d mod 2
(or |U ∩Md| 6≡ d mod 2, but not both), where Md is the fixed maximum isotropic subspace
in Section 3.2. In this case, the coefficient of ea(n,n+1) is equal to 1 in both cases. Therefore,
we have (c) for the case ro(a)n+1 = 0. 
Recall the notations from (28). By Proposition 4.3.2 and an induction process, we have
the following corollary.
Corollary 4.3.4. Suppose that a = Aα, b, c ∈ ΞD, h ∈ [1, n] and r ∈ N.
(a) If co(b) = ro(a), sr(b) = sl(a) and b− rEθh,h+1 is diagonal, then we have
eb ∗ ea =
∑
t=(tu)∈NN :
∑N
u=1 tu=r
v2
∑
j>u ahjtu
N∏
u=1
(
ahu + tu
tu
)
v
eat , where(33)
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at =
(
A+
N∑
u=1
tu(E
θ
hu − Eθh+1,u), sgn(sl(b), sr(a))
)
∈ ΞD.
(b) If h 6= n, co(c) = ro(a), sr(c) = sl(a) and c− rEθh+1,h is diagonal, then
ec ∗ ea =
∑
t=(tu)∈NN :
∑N
u=1 tu=r
v2
∑
j<u ah+1,jtu
N∏
u=1
(
ah+1,u + tu
tu
)
v
ea(h,t), where(34)
a(h, t) =
(
A−
N∑
u=1
tu(E
θ
hu −Eθh+1,u), sgn(sl(c), sr(a))
)
∈ ΞD.
(c) If the condition h 6= n in (b) is replaced by h = n, then we have
ec ∗ ea =
∑
t=(tu)∈NN :
∑N
u=1 tu=r
vβ˜(t) G ea(n,t), where(35)
β˜(t) = 2
∑
j<u
an+1,jtu + 2
∑
N+1−j<u<j
tjtu +
∑
u>n+1
tu(tu − 1),
G =
∏
u<n+1
(
an+1,u + tu + tN+1−u
tu
)
v
·
∏
u>n+1
(
an+1,u + tu
tu
)
v
·
tn+1−1∏
i=0
Li,
Li =
(an+1,n+1 + 1 + 2i)v + (1− δ0,iδ0,ro(a)n+1)van+1,n+1+2i
(i+ 1)v
.
Note that Li ∈ A since an+1,n+1 is even.
Proof. The proof of (a) and (b) is the same as the one for Lemma 3.4 in [BLM90].
We now show (c) by induction on r. We rewrite c as cr to emphasize the dependence on
r. Let dt′(a) be the coefficient of a(n, t
′) in the product ecrea. Let p ∈ Nn be the vector
whose p-th entry is 1 and 0 elsewhere. The statement (c) is reduced to show that for any
t = (t1, t2, · · · , tN) ∈ Nn such that
∑
u tu = r + 1, we have∑
t′,p
dt′(a) dp(a(n, t
′)) = (r + 1)v dt(a),(36)
where the sum runs over pairs (t′, p) such that
∑
t′u = r and t
′ + p = t.
We shall prove (36) by induction. When r = 0, the statement (36) holds automatically.
We first deal with the case when ro(a)n+1 > 0. By the induction assumption, we have∑
t′,p
dt′(a)dp(a(n, t
′)) =
∑
t′,p
v2
∑
j<u an+1,j t
′
u+2
∑
N+1−j<u<j t
′
jt
′
u+
∑
u>n+1 t
′
u(t
′
u−1)
·
∏
u<n+1
(
an+1,u + t
′
u + t
′
N+1−u
t′u
)
v
t′n+1−1∏
i=0
(an+1,n+1 + 1 + 2i)v + (1− δ0,iδ0,ro(a)n+1)van+1,n+1+2i
(i+ 1)v
·
∏
u>n+1
(
an+1,u + t
′
u
t′u
)
v
(an+1,p + 1 + t
′
p + t
′
N+1−p)v v
2
∑
j<p an+1,j+t
′
j+t
′
N+1−j .
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Since t′ + p = t, we have
ti = t
′
i + δip.
We can compute the quotient
∑
t′,p dt′(a)dp(a(n, t
′))/dt(a). We first calculate the power of
v2 for each p in this quotient, which is∑
j<u
an+1,jt
′
u +
∑
N+1−j<u<j
t′jt
′
u +
∑
u>n+1
t′u(t
′
u − 1)/2 +
∑
j<p
(an+1,j + t
′
j + t
′
N+1−j)
−
∑
j<u
an+1,jtu −
∑
N+1−j<u<j
tjtu −
∑
u>n+1
tu(tu − 1)/2
= −
∑
N+1−p<u<p
tu −
∑
N+1−j<p<j
tj +
∑
j<p
(tj + tN+1−j) +
{ −tp if p > n+ 1
0 otherwise
=
∑
j<p
tj .
We then calculate the coefficients containing v-numbers for each p in the above quotient,
which can be broken into the following three cases. If p < n+1, then the coefficient involving
v-numbers is
(an+1,p + tp + tN+1−p)v
(
an+1,u + tp + tN+1−p − 1
tp − 1
)
v
/
(
an+1,u + tp + tN+1−p
tp
)
v
= (tp)v.
If p = n+ 1, then the term is
(tn+1)v
(an+1,n+1 + 2tn+1 − 1)v + q1/2an+1,n+1+tn+1 ((an+1,n+1 + 2tn+1 − 1)v + v
an+1,n+1+2tn+1) = (tp)v.
If p > n+ 1, then the term is(
an+1,N+1−p + tp + tN+1−p − 1
tN+1−p
)
v(
an+1,N+1−p + tp + tN+1−p
tN+1−p
)
v
(
an+1,p + tp − 1
tp − 1
)
v(
an+1,p + tp
tp
)
v
(an+1,p + tp + tN+1−p)v = (tp)v.
Summing up, we have∑
t′,p
dt′(a)dp(a(n, t
′))/dt(a) =
∑
p
v2
∑
j<p tj (tp)v =
∑
p(v
2
∑
j≤p tj − v2
∑
j≤p−1 tj )
v2 − 1 = (r + 1)v.
This proves (36) under the assumption that ro(a)n+1 > 0. The proof of (36) for the case of
ro(a)n+1 = 0 is similar and skipped. 
4.4. S-action on V. A degenerate version of Proposition 4.3.2 gives us an explicit descrip-
tion of the S-action on V = AG(X ×Y ) as follows. For any rj ∈ [1, N ], we denote rˇj = rj+1
and rˆj = rj − 1.
Corollary 4.4.1. For any 1 ≤ i ≤ n, we have
Ei ∗ er1···rD = v−
∑
1≤j≤D δi+1,rj
∑
p, rp=i
v2
∑
j<p δi+1,rj er1··· ,rˇp···rˆD+1−p···rD ,
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Fi ∗ er1···rD = v−
∑
1≤j≤D δi,rj
∑
p, rp=i+1
v2
∑
j>p δi,rj er1··· ,rˆp···rˇD+1−p···rD ,
H±1i ∗ er1···rD = v∓
∑
1≤j≤D δa,rj er1···rD and
J+ ∗ er1,··· ,rD =
{
er1,··· ,rD , ri 6= n + 1, ∀i,#{j ∈ [1, d]|rj ≥ n+ 1} is even,
0, otherwise,
J− ∗ er1,··· ,rD =
{
er1,··· ,rD , ri 6= n + 1, ∀i,#{j ∈ [1, d]|rj ≥ n+ 1} is odd,
0, otherwise,
J0 ∗ er1,··· ,rD =
{
er1,··· ,rD , ri = n + 1, for some i,
0, otherwise.
Proof. Since the number of columns of the matrix associated to er1···rD is D = 2d, the second
term in (32) disappears when we calculate the En action on er1···rD . The first two identities
follow directly from Proposition 4.3.2. The last four identities are straightforward. 
4.5. Standard basis of S. In this subsection, we assume that the ground field is an alge-
braic closure Fq of Fq when we talk about the dimension of a G-orbit or its stabilizer. We
set
d(a) = dim Oa and r(a) = dim Ob, ∀a ∈ ΞD,
where b = (bij)
ǫ is the signed diagonal matrix such that bii =
∑
k aik and ǫ = sgn(sl(a), sl(a)).
Denote by CG(V, V
′) the stabilizer of (V, V ′) in G.
Lemma 4.5.1. We have
dim CG(V, V
′) =
1
2
( ∑
i≥k,j≥l
aijakl −
∑
i≥n+1,j≥n+1
aij
)
, if (V, V ′) ∈ Oa,
dim Oa = 1
2
( ∑
i<k or j<l
aijakl −
∑
i<n+1 or j<n+1
aij
)
,
d(a)− r(a) = 1
2
( ∑
i≥k,j<l
aijakl −
∑
i≥n+1>j
aij
)
.
Notice that the above dimensions are independent of the sign of a.
Proof. Let Zij be subspaces of F
D
q with dimZij = aij such that Vr = ⊕i≤r,jZij , V ′s = ⊕i,j≤sZij
for all r, s ∈ [1, n] and FDq = ⊕i,jZij. With respect to the decomposition, an endomorphism
T of FDq is determined by a family of linear maps T(ij),(kl) : Zij → Zkl. Similar to [BKLW14,
3.4], the Lie algebra of CG(V, V
′) is the space of such T satisfying the following conditions.
(a) T(ij),(kl) 6= 0 implies that i ≥ k and j ≥ l;
(b) T(ij),(kl) = −tT(N+1−k,N+1−l),(N+1−i,N+1−j), ∀i, j, k, l ∈ [1, N ].
Note that T(ij),(kl) = −tT(ij),(kl) if and only if i+ k = N + 1 and j + l = N + 1. In this case,
aij = akl and the dimension of such T(ij),(kl) is
1
2
(aijakl − aij), from which the first equality
follows.
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By using dimG = 1
2
D(D − 1) = 1
2
(
∑
i,j,k,l aijakl −
∑
i,j aij), we have the second equality.
The third equality follows from the previous two equalities. 
For any a ∈ ΞD, let
[a] = v−(d(a)−r(a))ea.
We define a bar involution ‘−’ on A by v¯ = v−1. By Lemma 4.5.1, Corollary 4.3.4 can be
rewritten in the following form.
Corollary 4.5.2. Suppose that a = Aα, b, c ∈ ΞD, h ∈ [1, n] and r ∈ N.
(a) If co(b) = ro(a), sr(b) = sl(a) and b− rEθh,h+1 is diagonal, then we have
[b] ∗ [a] =
∑
t:
∑N
u=1 tu=r
vβ(t)
N∏
u=1
(
ahu + tu
tu
)
v
[at], where(37)
β(t) =
∑
j≥l
ahjtl −
∑
j>l
ah+1,jtl +
∑
j<l
tjtl +
1
2
δhn(
∑
j+l<N+1
tjtl +
∑
j<n+1
tj),
at =
(
A +
N∑
u=1
tu(E
θ
hu − Eθh+1,u), sgn(sl(b), sr(a))
)
∈ ΞD.
(b) If h 6= n, co(c) = ro(a), sr(c) = sl(a) and c− rEθh+1,h is diagonal, then
[c] ∗ [a] =
∑
t:
∑N
u=1 tu=r
vβ
′(t)
N∏
u=1
(
ah+1,u + tu
tu
)
v
[a(h, t)], where(38)
β ′(t) =
∑
j≤l
ah+1,jtl −
∑
j<l
ahjtl +
∑
j<l
tjtl,
a(h, t) =
(
A−
N∑
u=1
tu(E
θ
hu −Eθh+1,u), sgn(sl(c), sr(a))
)
∈ ΞD.
(c) If the condition h 6= n in (b) is replaced by h = n, then we have
[c] ∗ [a] =
∑
t:
∑N
u=1 tu=r
vβ
′′(t) G [a(n, t)], where(39)
β ′′(t) =
∑
j≤l
an+1,jtl −
∑
j<l
anjtl +
∑
j<l,j+l≥N+1
tjtl + r(r − 1)/2−
∑
j<n+1
tj(tj − 1)/2,
G =
∏
u<n+1
(
an+1,u + tu + tN+1−u
tu
)
v
·
∏
u>n+1
(
an+1,u + tu
tu
)
v
·
tn+1−1∏
i=0
Li,
Li =
(an+1,n+1 + 1 + 2i)v + (1− δ0,iδ0,ro(a)n+1)van+1,n+1+2i
(i+ 1)v
.
The proof involves lengthy mechanical computations and is hence skipped.
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4.6. Generators of S. Define a partial order “ ≤ ” on ΞD by a ≤ b if Oa ⊂ Ob. For any
a = (aij)
α and b = (bij)
ǫ in ΞD, we say that a  b if and only if α = ǫ and the following two
conditions hold.∑
r≤i,s≥j
ars ≤
∑
r≤i,s≥j
brs, ∀i < j.(40) ∑
r≤n,
s>N+1−j
ars ≡
∑
r≤n,
s>N+1−j
brs mod 2, if(41)
ro(a)n+1 = co(a)n+1 = 0, ro(b)n+1 = co(b)n+1 = 0,∑
i≤r≤N+1−i,
j≤s≤N+1−j
ars =
∑
i≤r≤N+1−i,
j≤s≤N+1−j
brs = 0 and
∑
r<i,
s>N+1−j
ars =
∑
r<i,
s>N+1−j
brs, ∀i, j ∈ [1, n].
The relation “  ” defines a second partial order on ΞD. We say that a ≺ b if a  b and
at least one of the inequalities in (40) is strict. By [BB05, Theorem 8.2.8] and [BKLW14,
Lemma 3.8], we have the following lemma.
Lemma 4.6.1. a ≤ b if and only if a  b for any a, b ∈ ΞD.
We shall denote by “[m]+ lower terms” an element in S which is equal to [m] plus a linear
combination of [m′] with m′ ≺ m. By Corollary (4.5.2), we have
Corollary 4.6.2. Fix positive integers r, c and h with c positive and even and h ∈ [1, n].
(a) Assume that a = (aij)
α ∈ ΞD satisfies one of the following two conditions:
(1) ahj = 0, ∀j ≥ k, ah+1,k = r, ah+1,j = 0, ∀j > k, if h < n;
(2) anj = 0, ∀j ≥ k, an+1,k = r + (r + c)δn+1,k, an+1,j = 0, ∀j > k, if h = n, k ≥ n+ 1.
If b is subject to b− rEθh,h+1 is diagonal, sr(b) = sl(a) and co(b) = ro(a), then
[b] ∗ [a] = [at(k)] + lower terms, where t(k)u = rδu,k.
(b) Assume that a = (aij)
α ∈ ΞD satisfies one of the following conditions:
(1) ahj = 0, ∀j < k, ahk = r, ah+1,j = 0, ∀j ≤ k, if h < n, or
(2) anj = 0, ∀j < k, ank = r, an+1,j = 0, ∀j ≤ k, if h = n, k ≤ n.
If c satisfies that c− rEθh+1,h is diagonal, sr(c) = sl(a) and co(c) = ro(a), then
[c] ∗ [a] = [a(h, t(k))] + lower terms.
We define an order on N× N by
(42) (i, j) < (i′, j′) if and only if j′ − i′ < j − i or j′ − i′ = j − i, i′ < i.
By using Corollary 4.6.2, we are able to prove the following theorem.
Theorem 4.6.3. For any a = (aij)
α ∈ ΞD, we set Rij =
∑i
k=1 akj. There exist signed
matrices m(i, j) such that m(i, j)−RijEθi,i+1 is diagonal and∏
1≤i<j≤N
[m(i, j)] = [a] + lower terms,
where the product is taken in the order (42). The product has N(N − 1)/2 terms.
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Proof. We show the theorem for n = 2. Let B10 be a diagonal matrix with diagonal entries
being (co(a)1, · · · , co(a)5). We set
b10 = (B10, sgn(sr(a), sr(a))).
For i = 1, · · · , 4, let B1i be the matrix such that B1i −Ri,i+1Eθi,i+1 is a diagonal matrix and
co(B1i) = ro(B1,i−1). We set
b1i = (B1,i, sgn(sl(b1,i), sr(b1,i))),
where sl(b1,i) and sr(b1,i) are defined inductively by
sr(b1,i) = sl(b1,i−1), ∀i ∈ [1, 4],
sl(b1,i) =

1, if ro(b1,i)n+1 6= 0,
sr(b1,i) + (−1)sr(b1,i)p(b1,i), if ro(b1,i)n+1 = 0 = co(b1,i)n+1,
2 or 3, if ro(b1,i)n+1 = 0, co(b1,i)n+1 6= 0.
(43)
We note that sl(b1,i) has multiple choices in some cases. When this case happens, we always
set sl(b1,i) = 2. By Corollary 4.6.2, we have
[b14] ∗ [b13]∗[b12] ∗ [b11] ∗ [b10] = [a1] + lower terms, where
a1 = (A1, sgn(sl(b1,4), sr(b1,0))) with A1 =

∗ R12 0 0 0
R45 ∗ R23 0 0
0 R34 ∗ R34 0
0 0 R23 ∗ R45
0 0 0 R12 ∗
 ,
and the ∗s in the diagonal are some nonnegative integers uniquely determined by co(A1) =
co(B10). Now let Bji be the matrices such that Bji − Ri,i+jEθi,i+1 is a diagonal matrix and
co(Bj,i) = ro(Bj,i−1) for all i ∈ [1, 5− j], j ∈ [2, 4]. Here we assume that Bj0 = Bj−1,6−j. We
set
bji = (Bji, sgn(sl(bji), sr(bji))),
where sl(bji) and sr(bji) are defined in a similar way as (43) and sl(bji) = 2 if it has multiple
choices. By repeating the above process, we have
[b41] ∗ [b32] ∗ [b31] ∗ [b23] ∗ [b22] ∗ [b21] ∗ [b14] ∗ [b13] ∗ [b12] ∗ [b11] ∗ [b10] = [a] + lower terms.
Theorem follows for n = 2. The general case can be shown similarly. 
We have immediately
Corollary 4.6.4. The products ma =
∏
1≤i<j≤N [m(i, j)] for any a ∈ ΞD in Theorem 4.6.3
form a basis for S. (It is called a monomial basis of S.)
By (37), (38) and (39) and Corollary 4.6.4, we have
Corollary 4.6.5. The algebra S (resp. Q(v) ⊗A S) is generated by the elements [e] such
that e−REθi,i+1 (resp. either e or e−Eθi,i+1) is diagonal for some R ∈ N and i ∈ [1, N − 1].
Observe that
Ei =
∑
[c], Fi =
∑
[b], H±1a =
∑
v∓da [d], ∀i ∈ [1, n], a ∈ [1, n+ 1],
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where b, c and d run over all signed matrices in ΞD such that b−Eθi,i+1, c−Eθi+1,i and d are
diagonal, respectively, and da is the (a, a)-entry of the matrix in d. We have the following
corollary by Corollary 4.6.5.
Corollary 4.6.6. The algebra Q(v)⊗A S is generated by the functions Ei, Fi, H±1a , Jα for
any i ∈ [1, n], a ∈ [1, n+ 1] and α ∈ {+, 0,−}.
Remark 4.6.7. The order (42) in Theorem 4.6.3 is different from the ones in [BKLW14,
Theorem 3.6.1] and [BLM90, 3.9]. It can be shown that using the latter orders, one can
construct a different monomial basis for the algebra S.
4.7. Canonical basis of S. In this subsection, we assume that the ground field is an
algebraic closure Fq of the finite field Fq. Let ICa be the intersection cohomology complex
of Oa, normalized so that the restriction of ICa to Oa is the constant sheaf on Oa. Since
ICa is a G-equivariant complex and the stabilizers of the points in Oa are connected, the
restriction of the i-th cohomology sheaf H iOb(ICa) of ICa to Ob for b ≤ a is a trivial local
system. We denote nb,a,i the rank of this local system. We set
(44) {a} =
∑
b≤a
Pb,a[b], where Pb,a =
∑
i∈Z
nb,a,iv
i−d(a)+d(b).
The polynomials Pb,a satisfy
(45) Pa,a = 1 and Pb,a ∈ v−1Z[v−1] for any b < a.
Since {[a]|a ∈ ΞD} is an A-basis of S, by (44) and (45), we have
Lemma 4.7.1. The set {{a}|a ∈ ΞD} forms an A-basis of S, called the canonical basis.
By the sheaf-function principle, we have
Corollary 4.7.2. The structure constants of S with respect to the canonical basis {{a}|a ∈
ΞD} are in N[v, v−1].
4.8. Inner product on S. We shall define an inner product on S following [M10, Section
3] and [BKLW14, 3.7]. Since the arguments and statements are very similar, we shall be
sketchy.
Denote by tA the transposition matrix of A. For any signed matrix a = (A, ǫ), we define
ta = ( tA, ǫ′) where
ǫ′ =
{
ǫ, if sup(a) 6= (2, 3), (3, 2),
−ǫ, otherwise.
For any a ∈ ΞD, we set
(46) da = d(a)− r(a) and X Va = {V ′ ∈ X |(V, V ′) ∈ Oa}.
We define a bilinear form
(−,−)D : S × S → A
by
(f1, f2)D =
∑
V,V ′∈X
v
∑
i |Vi/Vi−1|
2−
∑
i |V
′
i /V
′
i−1|
2
f1(V, V
′)f2(V, V
′), ∀f1, f2 ∈ S.
In particular,
(ea, eb)D = δa,bv
2(da−dta)#X Vta , ∀a, b ∈ ΞD,
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where V is any element in X such that |Vi/Vi−1| = co(a)i. By the definition of da and
Lemma 4.5.1, we have
da − d ta = 1
4
∑
i
(ro(a)2i − co(a)2i )−
1
4
(ro(a)n+1 − co(a)n+1).
This implies that
(47) da − d ta + db − d tb = dc − d tc
if ro(a) = ro(c), co(a) = ro(b) and co(b) = co(c). By using (47) and the same argument as
the one proving Proposition 3.2 in [M10], we have the following proposition.
Proposition 4.8.1. For any a, b, c ∈ ΞD, we have
([a]eb, ec)D = v
da−dta(eb, [
ta]ec)D.
Moreover, the following proposition holds from Proposition 4.8.1.
Proposition 4.8.2. For any b, c ∈ ΞD, we have
([b], [c])D ∈ δb,c + v−1Z[v−1], and (xb, c)D = (b, ρ(x)c)D, ∀x ∈ S,
where ρ is defined in (18).
We define a bar involution¯: S → S by
v¯ = v−1 and [e] = [e],
for any e in ΞD such that e − REθi,i+1 for some R ∈ N and i ∈ [1, N − 1]. By an argument
similar to [BLM90] and [BKLW14], we have {a} = {a}. By Proposition 4.8.2 and this
observation, we have
Corollary 4.8.3. The canonical basis {{a}|a ∈ ΞD} of Q(v) ⊗A S is characterized up to
sign by the properties:
{a} ∈ S, {a} = {a} and ({a}, {a′})D ∈ δa,a′ + v−1Z[v−1].
5. The limit algebra K and its canonical basis
We shall apply the stabilization process to the algebras S in (5) as D goes to ∞, follow-
ing [BLM90]. We write SD to emphasize the dependence on D, and ΞD(D) for the set ΞD
in (23) for the same reason.
5.1. Stabilization. Let I ′ = I − En+1,n+1, where I is the identity matrix. We set
pA = A + 2pI
′ and pa = (pA, α), if a = (A, α).
Let
Ξ˜D = {a = (A, α) ∈ MatN×N (Z)× {+, 0,−}|pa ∈ ΞD(D) for some p ∈ Z, D ∈ N}.(48)
For any matrix a ∈ Ξ˜D, the notations introduced in (28) and (29) are still well-defined and
will be used freely in the following. Moreover, we observe that sgn(a) = sgn(pa). Let
K = spanA{[a]|a ∈ Ξ˜D},
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where the notation [a] is a formal symbol bearing no geometric meaning. Let v′ be a second
indeterminate, and
R = Q(v)[v′, v′−1].(49)
We have
Proposition 5.1.1. Suppose that a1, a2, · · · , ar (r ≥ 2) are signed matrices in Ξ˜D such that
co(ai) = ro(ai+1) and sr(ai) = sl(ai+1) for 1 ≤ i ≤ r − 1. There exist z1, · · · , zm ∈ Ξ˜D,
Gj(v, v
′) ∈ R and p0 ∈ N such that in SD for some D, we have
[pa1] ∗ [pa2] ∗ · · · ∗ [par] =
m∑
j=1
Gj(v, v
−p)[pzj ], ∀p ∈ 2N, p ≥ p0.
Proof. The proof is essentially the same as the one for Proposition 4.2 in [BLM90] by using
Corollary 4.5.2 and Theorem 4.6.3. The main difference is that when h = n, the twists β(t)
and β ′′(t) in (37) and (39), respectively, change when a is replaced by pa. To remedy this
difference, we adjust these two twists as follows.
γ(t) = β(t)− ann
∑
l≤n
tl and γ
′′(t) = β ′′(t) + ann
∑
n<l
tl, if h = n.
Then the new twists γ(t) and γ′′(t) remain the same when a is replaced by pa. For example,
when r = 2 and a1 is chosen such that a1−REθn,n+1 is a diagonal with R ∈ N, the structure
constant Gt(v, v
′) is defined by
Gt(v, v
′) = vγ(t)
∏
1≤u≤N
u 6=n
(
anu + tu
tu
)
v
∏
1≤i≤tn
v−2(ann+tn−i+1)v′2 − 1
v−2i − 1 v
∑
l≤n anntlv′−
∑
l≤n tl .
Similaryly, if r = 2 and a1 is chosen such that a1 − REθn+1,n is diagonal with R ∈ N, the
structure constant Gt(v, v
′) is defined by
Gt(v, v
′) =vγ
′′(t)v−
∑
n<l anntl
∏
1≤u≤N,u 6=n+1
(
an+1,u + tu
tu
)
v∏
1≤t≤tn+1
v−2(an+1,n+1+tn+1−i+1)v′2 − 1
v−2i − 1 · v
′
∑
n<l tl .
For the case when a1 is chosen such that a1 −REθh,h+1 or a1 −REθh+1,h is diagonal for some
h < n, then the structural constant Gt(v, v
′) is defined similarly as that in the proof of
Proposition 4.2 in [BLM90], i.e.,
Gt(v, v
′) = vβ(t)
∏
1≤u≤N
u 6=h
(
ahu + tu
tu
)
v
∏
1≤i≤th
v−2(ahh+th−i+1)v′2 − 1
v−2i − 1 ,
for a1 such that a1 −REθh,h+1 is diagonal for some h < n, and
Gt(v, v
′) = vβ
′(t)
∏
1≤u≤N,u 6=h+1
(
ah+1,u + tu
tu
)
v
∏
1≤t≤th+1
v−2(ah+1,h+1+th+1−i+1)v′2 − 1
v−2i − 1 ,
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for a1 such that a1 − REθh+1,h is diagonal for some h < n. Bearing in mind the above
modifications, the rest of the proof for Proposition 4.2 in [BLM90] can be repeated here. 
By specialization v′ at v′ = 1, we have
Corollary 5.1.2. There is a unique associative A-algebra structure on K, without unit,
where the product is given by
[a1] · [a2] · · · · · [ar] =
m∑
j=1
Gj(v, 1)[zj]
if a1, · · · , ar are as in Proposition 5.1.1.
By corollary 5.1.2 and comparing the Gt(v, 1)’s with (37), (38) and (39), the structure of
K can be determined by the following multiplication formulas. Recall the notations from
(28).
Let a and b ∈ Ξ˜D be chosen such that b− rEθh,h+1 is diagonal for some 1 ≤ h ≤ n, r ∈ N
satisfying co(b) = ro(a) and sr(b) = sl(a). Then we have
(50) [b] · [a] =
∑
t
vβ(t)
N∏
u=1
(
ahu + tu
tu
)
v
[at],
where the sum is taken over all t = (tu) ∈ NN such that
∑N
u=1 tu = r, β(t) is defined in (37),
and at ∈ Ξ˜D is in (33).
Similarly, if a, c ∈ Ξ˜D are chosen such that c−rEθh+1,h is diagonal for some 1 ≤ h < n, r ∈ N
satisfying co(c) = ro(a) and sr(c) = sl(a), then we have
[c] · [a] =
∑
t
vβ
′(t)
N∏
u=1
(
ah+1,u + tu
tu
)
v
[a(h, t)],(51)
where the sum is taken over all t = (tu) ∈ NN such that
∑N
u=1 tu = r, β
′(t) is defined in (38),
and a(h, t) ∈ Ξ˜D is in (34).
If a, c ∈ Ξ˜D are chosen such that c − rEθn+1,n is diagonal for some r ∈ N satisfying
co(c) = ro(a) and sr(c) = sl(a), then we have
(52) [c] · [a] =
∑
t:
∑N
u=1 tu=r
vβ
′′(t) G [a(n, t)],
where the sum is taken over all t = (tu) ∈ NN such that
∑N
u=1 tu = r, G and β ′′(t) are in
(39) and a(n, t) ∈ Ξ˜D.
Given a, a′ ∈ Ξ˜D, we shall denote a′ ⊑ a if a′  a, co(a′) = co(a), ro(a′) = ro(a),
sl(a
′) = sl(a) and sr(a
′) = sr(a).
By using (50), (51) and (52) and arguing in a similar way as the proof of Theorem 4.6.3,
we have
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Proposition 5.1.3. For any a ∈ Ξ˜D, there exist signed matrices m(i, j) such that m(i, j)−
RijE
θ
i,i+1 is diagonal with Rij =
∑i
k=1 akj and
(53) ma ≡
∏
1≤i<j≤N
[m(i, j)] = [a] +
∑
a′⊑a,a′ 6=a
γa′,a[a
′],
where γa′,a ∈ A and the product is taken in the order (42).
As a consequence of the above proposition, we have
Proposition 5.1.4. The algebra K is generated by the elements [e] such that e− rEθi,i+1 is
diagonal for some r ∈ N and i such that 1 ≤ i < N .
We set
[k]v =
vk − v−k
v − v−1 .(54)
By applying (50), (51) and (52), we have
[e] · [e′] = [r + 1]v[e′′],(55)
if e−Eθi,i+1, e′−rEθi,i+1, and e′′−(r+1)Eθi,i+1 are diagonal for some i ∈ [1, N−1], sr(e) = sl(e′),
sl(e) = sl(e
′′) and sr(e
′) = sr(e
′′). From this observation, we have the following corollary.
Corollary 5.1.5. The algebra Q(v)⊗A K is generated by the elements [e] such that either e
or e−Eθi,i+1 is diagonal for some i such that 1 ≤ i < N .
5.2. Bases of K. We define a bar involution − : K → K by
v¯ = v−1, [e] = [e],
for any e such that e−REθi,i+1 is diagonal for some R ∈ N and i ∈ [1, N − 1]. By using (53),
we have
[a] = [a] +
∑
a′:a′⊑a,a′ 6=a
ca′,a[a
′], for some ca′,a ∈ A.
By a standard argument similar to the proof of Proposition 4.7 in [BLM90], we have the
following proposition.
Proposition 5.2.1. For any a ∈ Ξ˜D, there exists a unique element {a} in K such that
{a} = {a}, {a} = [a] +
∑
a′❁a,a′ 6=a
πa′,a[a
′], πa′,a ∈ v−1Z[v−1].
By Propositions 5.1.3 and 5.2.1, we have
Corollary 5.2.2. The algebra K possesses a standard basis {[a]|a ∈ Ξ˜D}, a monomial basis
{ma|a ∈ Ξ˜D} and a canonical basis {{a}|a ∈ Ξ˜D}.
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5.3. From K to S. We define an A-linear map
Ψ : K → S(56)
by
Ψ([a]) =
{
[a], if a ∈ ΞD,
0, otherwise.
By comparing the multiplication formulas (37), (38) and (39) with (50), (51) and (52),
respectively, and following an argument in [Fu12] and [BKLW14, Appendix A], we have
Theorem 5.3.1. The map Ψ in (56) is a surjective algebra homomorphism. Moreover we
have
Ψ({a}) =
{
{a}, if a ∈ ΞD,
0, otherwise.
Now the algebra K acts on the A-module V in (7) via Ψ and the S-action. By Lemma
3.2.1, we have
Proposition 5.3.2. The algebra K and HY form a double centralizer, i.e.,
EndK(V) ≃ HY , if n ≥ d, and K → EndHY (V) is surjective.
5.4. Towards a presentation of Q(v)⊗AK. Wemake an observation of the signed diagonal
matrices in Ξ˜D in (48). We denote by Dλ the diagonal matrix whose i-th diagonal entry is
λi, for any λ = (λi) ∈ ZN . We have
Lemma 5.4.1. Suppose that d = (Dλ, ǫ) is a signed diagonal matrix in Ξ˜D. Then we have
λi = λN+1−i and λn+1 ∈ 2N. Moreover,
λn+1 =
{
0 if sgn(d) = ±,
≥ 2 if sgn(d) = 0.
For any signed diagonal matrix d, we set
Ehd = [(d− Eθh,h + Eθh+1,h, sgn(d))], ∀h ∈ [1, n],
Fhd = [(d− Eθh+1,h+1 + Eθh,h+1, sgn(d))], ∀h ∈ [1, n− 1].
For a signed diagonal matrix d = (Dλ, 0) of sign 0, we set
Fnd =
{
[(d−Eθn+1,n+1 + Eθn,n+1, 0)] if λn+1 ≥ 4,
[(d−Eθn+1,n+1 + Eθn,n+1,+)] + [(d− Eθn+1,n+1 + Eθn,n+1,−)] if λn+1 = 2.
For any element y ∈ U in Section 2.1 and singed diagonal matrix d, we shall define the
notation yd. We may assume that y is homogeneous. We assume that xd is defined for all
homogenous x ∈ U of degree strictly less than y , then we define
(57) Ejxd =
∑
[ej ] · xd, ∀j ∈ [1, n],
where the sum runs over all signed matrices ej in Ξ˜D such that ej − Eθj+1,j is diagonal.
Although an infinite sum, there is only finitely many nonzero terms, hence well-defined.
Similarly, we can define Fjxd for any j ∈ [1, n]. Therefore, the notation yd for y ∈ U is
well-defined.
GEOMETRIC SCHUR DUALITY, II 29
Proposition 5.4.2. For any signed diagonal matrices d = (Dλ, ǫ), d
′ = (Dλ′ , ǫ
′) in Ξ˜D, we
have the following relations in K.
dd′ = δd,d′d.(58)
d′End = 0, if sgn(d
′) = ±,(59)
d′Fnd = 0, if sgn(d) = ±,
dEh[(d− Eθh,h + Eθh+1,h+1, sgn(d))] = Eh[(d− Eθh,h + Eθh+1,h+1, sgn(d))],
dFh[(d+ E
θ
h,h − Eθh+1,h+1, sgn(d))] = Eh[(d+ Eθh,h −Eθh+1,h+1, sgn(d))], if h 6= n,
FnEnd− d′FnEnd = [λn]vd, if λ = λ′, ǫ = −ǫ′ 6= 0,(60)
d′FnEnd = 0, dFnEnd
′ = 0, if sgn(d) = 0, sgn(d′) = ±,
(EiFj − FjEi)d = 0, if i 6= j,(61)
(EiFi − FiEi)d = [λi+1 − λi]vd, if i 6= n,
(EiEiEj − [2]vEiEjEi + EjEiEi)d = 0, if |i− j| = 1,(62)
(FiFiFj − [2]vFiFjFi + FjFiFi)d = 0, if |i− j| = 1,
(EiEj −EjEi)d = 0, (FiFj − FjFi)d = 0, if |i− j| > 1,(63)
(E2nFn + FnE
2
n)d = [2]v(EnFnEn − En(vλn+1−λn+1 + v−λn+1+λn−1))d,(64)
(F 2nEn + EnF
2
n)d = [2]v(FnEnFn − (vλn+1−λn−2 + v−λn+1+λn+2)Fn)d.
Proof. The proof of the identities in (58) and (59) are straightforward. We now show (60).
By the multiplication formula (50), we have
FnEnd = [λn]v[d] + [(Dλ′ + E
θ
n,n+2,−ǫ)],
d′FnEnd = [(Dλ′ + E
θ
n,n+2,−ǫ)], where λ′i = λi − δi,n − δi,n+2.
So the first identity in (60) holds. Observe that if sgn(d) = 0, then λn+1 6= 0; and if
sgn(d) 6= 0 then λn+1 = 0. We have the second identities in (60) by this observation.
For the remaining relations, they can be proved by the following principle. Suppose that
xd =
∑
Cxd,aa with Cxd,a ∈ A. We can pick a large enough p such that pd and pa all have
non-negative entries. For an appropriate D′, we have an element in SD′ of the form x pd
defined in a similar way as that in K. We can write
x pd =
∑
pCxd,a(v, v
′)|v′=v−p pa in SD′,
where pCxd,a(v, v
′) ∈ R in (49). If x is of the form in the remaining relations, we have
Cxd,a = pCxd,a(v, v
′)|v′=1.
This follows from the comparison of (50), (51) and (52) in K with (37), (38) and (39) in
SD′ , respectively. Now the remaining relations all hold in SD′ for all D′ large enough by
Proposition 4.1.1, so are those relations without specializing v′. Now relations in K are
obtained by specializing v′ = 1. 
5.5. The algebra U . In this section, we shall define a new algebra U in the completion of
K similar to [BLM90, Section 5]. We show that U is a quotient of the algebra U defined in
Section 2.1.
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Let Kˆ be the Q(v)-vector space of all formal sum ∑a∈Ξ˜D ξa[a] with ξa ∈ Q(v) and a
locally finite property, i.e., for any t ∈ ZN , the sets {a ∈ Ξ˜D|ro(a) = t, ξa 6= 0} and
{a ∈ Ξ˜D|co(a) = t, ξa 6= 0} are finite. The space Kˆ becomes an associative algebra over Q(v)
when equipped with the following multiplication:∑
a∈Ξ˜D
ξa[a] ·
∑
b∈Ξ˜D
ξb[b] =
∑
a,b
ξaξb[a] · [b],
where the product [a] · [b] is taken in K. This is shown in exactly the same as [BLM90,
Section 5].
Observe that the algebra Kˆ has a unit element ∑ d, the summation of all diagonal signed
matrices.
We define the following elements in Kˆ. For any nonzero signed matrix a = (A, ǫ) ∈ Ξ˜D,
let aˆ = (Aˆ, ǫ), where Aˆ is the matrix obtained by replacing diagonal entries of A by zeroes.
We set
ΞˆD = {aˆ|a ∈ Ξ˜D}.
For any aˆ in ΞˆD and j = (j1, · · · , jN) ∈ ZN , we define
(65) aˆ(j) =
∑
λ
vλ1j1+···+λn+1jn+1[(aˆ+Dλ, sgn(aˆ))]
where the sum runs through all λ = (λi) ∈ ZN such that (aˆ+Dλ, sgn(aˆ)) ∈ Ξ˜D.
For any i ∈ [1, n], there exist a = (A, ǫ) such that aˆ = (Eθi+1,i, ǫ) (resp. aˆ = (Ei,i+1, ǫ). So
by (65), the elements Eθ,ǫi+1,i(j) (resp. E
θ,ǫ
i,i+1(j)) are well-defined, for any j ∈ ZN . Moreover,
this definition is independent of the choice of aˆ. For i ∈ [1, n], let
Ei = E
θ,+
i+1,i(0) + E
θ,0
i+1,i(0) + E
θ,−
i+1,i(0) and Fi = E
θ,+
i,i+1(0) + E
θ,0
i,i+1(0) + E
θ,−
i,i+1(0).
For simplicity, we shall write Eǫi (j) (resp. F
ǫ
i (j)) instead of E
θ,ǫ
i+1,i(j) (resp. E
θ,ǫ
i,i+1(j)).
We also define
0(j) = 0+(j) + 00(j) + 0−(j), where
0ǫ(j) =
∑
vλ1j1+···+λn+1jn+1[d],
where the sum runs through all diagonal matrices d with sign ǫ and λi’s are diagonal entries
of d.
Let U be the subalgebra of Kˆ generated by Ei, Fi, 0(j), 0+(0), 00(0) and 0−(0) for all i ∈
[1, n] and j ∈ ZN .
Proposition 5.5.1. The following relations hold in U .
0(j)0(j′) = 0(j′)0(j), 0±(0)0(j) = 0(j)0±(0), 0±(0)2 = 0±(0),(66)
0+(0) + 00(0) + 0−(0) = 1, 0α(0)0ǫ(0) = δα,ǫ0
α(0),
0(j)Fh = v
jh−jh+1−δhnjn+1Fh0(j), 0(j)Eh = v
−jh+jh+1+δhnjn+1Eh0(j),(67)
0±(0)Eh = (1− δhn)Eh0±(0), Fh0±(0) = (1− δhn)0±(0)Fh,(68)
0±(0)FnEn − FnEn0∓(0) = 0(n)− 0(−n)
v − v−1 (0
±(0)− 0∓(0)),(69)
FhEh − EhFh = (v − v−1)−1(0(h− h + 1)− 0(h+ 1− h)),(70)
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EiFn = FnEi, FiEn = EnFi, if i ∈ [1, n− 2],
EiEj = EjEi, FiFj = FjFi, if |i− j| > 1,(71)
E2nFn + FnE
2
n = [2]v(EnFnEn − En(v0(n+ 1− n) + v−10(n− n+ 1))),(72)
F 2nEn + EnF
2
n = [2]v(FnEnFn − (v0(n+ 1− n)) + v−10(n− n + 1))Fn),
E2iEj − [2]vEiEjEi + EjE2i = 0, if |i− j| = 1, i, j ∈ [1, n− 1],(73)
F 2i Fj − [2]vFiFjFi + FjF 2i = 0, if |i− j| = 1, i, j ∈ [1, n− 1],
where j, j′ ∈ ZN , α, ǫ ∈ {±, 0}, h, i, j ∈ [1, n] and i ∈ NN is the vector whose i-th entry is 1
and 0 elsewhere.
Proof. We show (67). By checking the values of functions sl and sr defined in (29) at 0(j)
and Fn, we have
0(j)Fn = 0
+(j)F+n (0) + 0
0(j)F 0n(0) + 0
−(j)F−n (0)
=
∑
λ,λ′ v
∑
λkjk [D+λ ][(E
θ,+
n,n+1 +Dλ′ ,+)]
+
∑
λ,λ′ v
∑
λkjk [D−λ ][(E
θ,−
n,n+1 +Dλ′ ,−)] +
∑
λ,λ′ v
∑
λkjk [D0λ][(E
θ,0
n,n+1 +Dλ′ , 0)]
= vjn(F+n (j) + F
0
n(j) + F
−
n (j)) = v
jnFn(j),
where the sums run through in an obvious range by the definition in (65).
Fn0(j) = F
+
n (0)0
0(j) + F 0n(0)0
0(j) + F−n (0)0
0(j)
=
∑
λ,λ′ v
∑
λkjk [(Eθ,+n,n+1 +Dλ′ ,+)][D
0
λ]
+
∑
λ,λ′ v
∑
zkjk [(Eθ,0n,n+1 +Dλ, 0)][D
0
λ] +
∑
λ,λ′ v
∑
λkjk [(Eθ,−n,n+1 +Dλ′ ,−)][D0λ]
= v2jn+1(F+n (j) + F
0
n(j) + F
−
n (j)) = v
2jn+1Fn(j).
So we have the first identity in (67) for the case of h = n. Other cases for the first identity
and all other identities in (66) and (67) can be shown similarly.
We show (68). By the definition of 0+(0) and Fh for h < n, we have
0+(0)Fh = 0
+(0)F+h (0) =
∑
λ,λ′[D
+
λ ][(D
+
λ′ + E
θ
h,h+1,+)]
=
∑
λ′[(D
+
λ′ + E
θ
h+1,h,+)] = Fh0
+(0).
The other identities in (68) can be shown similarly.
We show (69). By Proposition 5.4.2 (68), we have
0+(0)FnEn =
∑
λ[D
+
λ ]FnEn =
∑
λ([λn]v[D
+
λn
] + [(D+λ + E
θ
n,n+2,+)])
FnEn0
−(0) =
∑
λ FnEn[D
−
λ ] =
∑
λ([λn]v[D
−
λn
] + [(D+λ + E
θ
n,n+2,+)]).
Therefore,
0+(0)FnEn − FnEn0−(0) =
∑
λ[λn]v([D
+
λ ]− [D−λ ]) = 0(n)−0(−n)v−v−1 (0+(0)− 0−(0)).
We now show (72). By definition, we have
v0(n+ 1− n)Fn = Fn0(n+ 1− n) =
∑
λ v
λn+1−λn−2FnD
0
λ.
Similarly, v−10(n− n + 1)Fn =
∑
λ v
λn−λn+1+2FnD
0
λ. Moreover,
F 2nEn + EnF
2
n − [2]vFnEnFn =
∑
λ(F
2
nEn + EnF
2
n − [2]vFnEnFn)D0λ.
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The identity (72) follows from Proposition 5.4.2. All other identities in (70)-(73) can be
shown similarly. 
Proposition 5.5.2. The assignment Ei 7→ Ei, Fi 7→ Fi, Ha 7→ 0(−a) and Jα 7→ 0α(0), for
any i ∈ [1, n], a ∈ [1, n + 1] and α ∈ {0,+,−}, defines a surjective algebra homomorphism
Υ : U→ U where U is defined in Section 2.1.
Proof. Under the map Υ, all defining relations of U map to the corresponding relations in
U given in Proposition 5.5.1 except the commutator relation between J± and FnEn. Since
0(n+ 1− n)0±(0) =∑λ vλn+1−λn [D±λ ] =∑λ v−λn [D±λ ] = 0(−n)0±(0),
we have
Υ(J±FnEn − FnEnJ∓ − H
−1
n Hn+1 −HnH−1n+1
v − v−1 (J± − J∓))
= 0±(0)FnEn − FnEn0∓(0)− 0(n)− 0(−n)
v − v−1 (0
±(0)− 0∓(0)) = 0
This shows that Υ is an algebra homomorphism. The surjectivity is clear. 
Remark 5.5.3. It is not clear if kerΥ = 0.
6. Case II
In this section, we turn to the case when all flags at the n-th step are assumed to be
maximal isotropic.
6.1. The second double centralizer. We define X m to be the subset of X in Section 3.2
subject to the condition that the n-th step of the flags is maximal isotropic. In particular,
we have Vn = Vn+1 for any V ∈ X m, and thus
X
m = X 2 ⊔X 3.
Similar to the definition of the algebra S in Section 4.2, we consider the convolution algebra
Sm = AG(X m ×X m)
on X m ×X m and the free A-module
W = AG(X m × Y ).
Under the convolution product, W has a Sm-HY -bimodule structure. By [P09], we have
Lemma 6.1.1. The triple (Sm,HY ;W) satisfies the double centralizer property, i.e.,
EndSm(W) = HY and EndHY (W) = Sm, if n ≥ d.(74)
Let Πm = {B ∈ Π|bn+1,j = 0, ∀j}, where Π is defined in Section 3.3. A restriction of the
bijection (11) in Section 3.3 yields a bijection
G\X m × Y ∼−→ Πm.
Moreover, the isomorphism (13) restricts to an isomorphism
W⊗d → Q(v)⊗W,(75)
where W⊗d is defined in Section 2.2.
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Observe that the algebra Sm is naturally a subalgebra of S, while W is an A-submodule
of V in (7). So we can define the function Ei, Fi, H±a , for i ∈ [1, n− 1], a ∈ [1, n], and J± in
Sm to be the restrictions of the functions in S under the same notations, respectively. We
further define
(76) T (V, V ′) =
{
v1−λ
′
n , if |Vn ∩ V ′n| = d− 1, Vj = V ′j , ∀j ∈ [1, n− 1];
0, otherwise.
By definitions, we have
(77) T =
(
FnEn +
HnH
−1
n+1 −H−1n Hn+1
v − v−1
)
|X m×X m .
We see immediately
Lemma 6.1.2. The actions of Ei, Fi, H
±1
a and J± for i ∈ [1, n − 1], a ∈ [1, n] on W
are given by the formulas in Corollary 4.4.1, with the action of T on W given by FnEn +
HnH
−1
n+1−H
−1
n Hn+1
v−v−1
from Corollary 4.4.1 again.
6.2. Relations for Sm. We now determine the relations for the algebra Sm. By using
Proposition 4.1.1 and (77), we have
Proposition 6.2.1. The functions Ei, Fi and H
±1
a , for i ∈ [1, n−1], a ∈ [1, n] together with
the functions J± and T in Sm satisfy the defining relations of the algebra Um in Section 2.2.
Remark 6.2.2. The function T has a geometric interpretation. More preciely, we set
S(T ) = {(V, V ′)||Vn ∩ V ′n| = d− 1, Vj = V ′j , ∀j ∈ [1, n− 1]}.
By (40), we see that S(T ) is a smooth closed subvariety of X m ×X m over the algebraic
closure of the field Fq. So the function T is the function version of the intersection complex
associated to the variety S(T ), up to a shift.
The rest of this subsection is devoted to give another more direct proof of Proposition
6.2.1.
We first define an auxiliary function T˜ by
(78) T˜ (V, V ′) =
{
v1−λ
′
n, if |Vn ∩ V ′n| ≥ d− 1, Vj = V ′j , ∀j ∈ [1, n− 1];
0, otherwise,
where λ′n = |V ′n| − |V ′n−1|. Moreover, we have
(79) T˜ = T + vKn = (FnEn + v
vKn − v−1K−1n
v − v−1 )|X m×X m .
By a direct computation, we have
E2n−1T˜ (V, V
′) =
{
(v2 + 1)v−3λ
′
n if Vn−1
2⊂ V ′n−1 ⊂ Vn, |Vn ∩ V ′n| ≥ d− 1,
0 otherwise.
T˜E2n−1(V, V
′) =
{
(v2 + 1)v−3λ
′
n−2 if Vn−1
2⊂ V ′n−1, |Vn ∩ V ′n| ≥ d− 1,
0 otherwise.
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En−1T˜En−1(V, V
′) =

(v2 + 1)v−3λ
′
n−1 if Vn−1
2⊂ V ′n−1 ⊂ Vn, |Vn ∩ V ′n| ≥ d− 1,
v−3λ
′
n−1 if Vn−1
2⊂ V ′n−1 6⊂ Vn, |Vn ∩ V ′n| ≥ d− 1,
0 otherwise.
So we have
E2n−1T˜ − [2]vEn−1T˜En−1 + T˜E2n−1 = 0,
and by (79) it implies that
E2n−1T − [2]vEn−1TEn−1 + TE2n−1 = 0.(80)
A direct computation shows that we have
T˜ 2En−1(V, V
′) =

(v
2λ′n+2−1
v2−1
+ 1)v−3λ
′
n if Vn−1
1⊂ V ′n−1, Vn = V ′n,
(v2 + 1)v−3λ
′
n if Vn−1
1⊂ V ′n−1, |Vn ∩ V ′n| = d− 2,
2v−3λ
′
n if Vn−1
1⊂ V ′n−1, |Vn ∩ V ′n| = d− 1,
0 otherwise.
En−1T˜
2(V, V ′) =

(v
2λ′n−1
v2−1
+ 1)v−3λ
′
n+2 if Vn−1
1⊂ V ′n−1 ⊂ Vn, Vn = V ′n,
(v2 + 1)v−3λ
′
n+2 if Vn−1
1⊂ V ′n−1 ⊂ Vn, |Vn ∩ V ′n| = d− 2,
2v−3λ
′
n+2 if Vn−1
1⊂ V ′n−1 ⊂ Vn, |Vn ∩ V ′n| = d− 1,
0 otherwise.
T˜En−1T˜ (V, V
′) =

(v
2λ′n−1
v2−1
+ 1)v−3λ
′
n+1 if Vn−1
1⊂ V ′n−1 ⊂ Vn, Vn = V ′n,
(v2 + 1)v−3λ
′
n+1 if Vn−1
1⊂ V ′n−1 ⊂ Vn, |Vn ∩ V ′n| = d− 2,
v−3λ
′
n+1 if Vn−1
1⊂ V ′n−1 6⊂ Vn, |Vn ∩ V ′n| = d− 2,
2v−3λ
′
n+1 if Vn−1
1⊂ V ′n−1 ⊂ Vn, |Vn ∩ V ′n| = d− 1,
v−3λ
′
n+1 if Vn−1
1⊂ V ′n−1 6⊂ Vn, |Vn ∩ V ′n| = d− 1,
0 otherwise.
En−1T˜ (V, V
′) =
{
v−2λ
′
n+1 if Vn−1
1⊂ V ′n−1 ⊂ Vn, |Vn ∩ V ′n| ≥ d− 1,
0 otherwise.
T˜En−1(V, V
′) =
{
v−2λ
′
n if Vn−1
1⊂ V ′n−1, |Vn ∩ V ′n| ≥ d− 1,
0 otherwise.
This implies that we have
T˜ 2En−1 − [2]vT˜En−1T˜ + En−1T˜ 2 = En−1 − (v − v−1)(vT˜En−1 − En−1T˜ )HnH−1n+1,
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which implies again by (79) that
(81) T 2En−1 − [2]vTEn−1T + En−1T 2 = En−1.
Now apply the map ρ in (18) to (80) and (81), we get
F 2n−1T − [2]vFn−1TFn−1 + TF 2n−1 = 0,
T 2Fn−1 − [2]vTFn−1T + Fn−1T 2 = Fn−1.
The other defining equations of Um are straightforward to check and skipped. This finishes
the proof of Proposition 6.2.1.
6.3. Generators and bases for Sm. We consider the following subset of ΞD.
Ξ′
D
= {a ∈ ΞD|ro(a)n+1 = co(a)n+1 = 0}.
We then have sgn(a) ∈ {+,−} if a ∈ Ξ′
D
. Moreover, we have a bijection
G\X m ×X m ≃ Ξ′
D
,(82)
inherited from the bijection (24).
Recall from Theorem 4.6.3 that we set Rij =
∑i
k=1 akj for a signed matrix a = (A, ǫ).
Let ei,t denote a signed matrix such that ei,t − Ri,i+tEθi,i+1 is diagonal. For a sequence
as, as+1, · · · , ar with s ≤ r, we set
s⊓
i=r
ai = arar−1 · · · as.
Theorem 6.3.1. For any a = Aǫ ∈ Ξ′
D
, there exists a product of signed matrices ei,t
na =
(
n+1⊓
t=N−1
1⊓
i=N−t
[ei,t]
)
1⊓
t=n
(
n+2⊓
i=N−t
[ei,t]([en,t+1][en+1,t])
n−t+1⊓
i=n−1
[ei,t+1]
1⊓
i=n−t
[ei,t]
)
(83)
such that
(84) na = [a] + lower terms,
where the matrices ei,t are completely determined by the conditions ro(e1,N−1) = ro(a) and
co(e1,1) = co(a) and the signs of ei,t are inductively determined by the conditions that
sr(e1,1) = sr(a) and sl(ei,t) = sr(ei,t) + (−1)sr(ei,t)p(ei,t).
Proof. The proof is a modification of the one of Theorem 4.6.3. We show it for n = 2.
We consider a signed matrix a = (A,+1) in Ξ′
D
. Without lost of generality, we assume
that ur(a) is even, i.e. a14 + a24 + a15 + a25 is even. Let B10 be a diagonal matrix with
diagonal entries being the entries of co(a). Let B11 be the matrix such that B11 −R12Eθ12 is
a diagonal matrix and co(B11) = ro(B10). Let [M1] = [D24 + R24E
θ
23][D34 + R34E
θ
34], where
D24 and D34 are uniquely determined by the condition co(D34 + R34E
θ
34) = ro(B11) and
co(D24 + R24E
θ
23) = ro(D34 + R34E
θ
34). Let B14 be the matrix such that B14 − R45Eθ45 is a
diagonal matrix and co(B14) = ro(D24 +R24E
θ
23).
By the example in Remark 4.3.3, [M1] is either [(Dλ, ǫ)] or [(Dλ′ + R34E
θ
24, ǫ)] up to a
scalar for some λ, λ′ and ǫ. So we can talk about the sign of M1. We set
b10 = (B10,+), b11 = (B11,+),
m1 =
{
(M1,+), if a14 + a24 is even,
(M1,−), if a14 + a24 is odd,
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b14 =
{
(B14,+), if a14 + a24 is even,
(B14,−), if a14 + a24 is odd.
By Corollary 4.6.2, we have
[b14][m1][b11][b10] = [a1] + lower terms,
where
a1 =
{
(A1,+), if a14 + a24 is even,
(A1,−), if a14 + a24 is odd,
A1 =

∗ R12 0 0 0
R45 ∗ 0 R24 0
0 0 0 0 0
0 R24 0 ∗ R45
0 0 0 R12 ∗
 ,
and the ∗’s are some positive numbers unique determined by co(A1) = co(B10). Now let
B31 be the matrix such that B31 − R14Eθ12 is a diagonal matrix and co(B31) = ro(B14) and
[M2] = [D25 +R25E
θ
23][D35 +R35E
θ
34]. We set
b31 =
{
(B31,+), if a14 + a24 is even,
(B31,−), if a14 + a24 is odd,
m2 = (M2,+).
Then we have
[m2][b31][a1] = [a2] + lower terms,
where a2 = (A2,+) with
A2 =

∗ R12 0 a14 0
a45 ∗ 0 a24 R25
0 0 0 0 0
R25 a24 0 ∗ a45
0 a14 0 R12 ∗
 ,
Dij and the ∗’s are unique determined . Let B41 be the matrix such that B41 − R15Eθ12 is a
diagonal matrix and co(B41) = ro(A2). We set
b41 = (B41,+).
We have
[b41][m2][b31][b14][m1][b11][b10] = [a] + lower terms.
This finishes the proof for n = 2 and positively signed matrices. The case for the negatively
signed matrices can be shown similarly and so is the general case. 
By Theorem 6.3.1, we can deduce the following results for Sm similar to those for S.
Proposition 6.3.2. (a) The algebra Sm is generated by [e] such that either e − REθn,n+2,
e− REθi,i+1 or e−REθi+1,i is diagonal for some R ∈ N and i ∈ [1, n− 1].
(b) The algebra Sm admits a standard basis {[a]|a ∈ Ξ′
D
}, a monomial basis {na|a ∈ Ξ′D}
and the canonical basis {{a}|a ∈ Ξ′
D
}, where na is in (83).
(c) The algebra Q(v)⊗A Sm is generated by the functions Ei, Fi, H±1a , J± and T for any
i ∈ [1, n− 1] and a ∈ [1, n].
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Remark 6.3.3. The basis {na} of Sm is not a subset of the basis {ma} of S in Corollary
4.6.4. But the canonical basis {{a}|a ∈ Ξ′
D
} of Sm is a subset of the basis {{a}|a ∈ ΞD} of
S.
6.4. The algebra Km. Recall that Ξ′
D
= {a ∈ ΞD|ro(a)n+1 = co(a)n+1 = 0}. Let
Ξ˜′
D
= {a ∈ Ξ˜D|an+1,j = aj,n+1 = 0, ∀j}.
Let Km be the subalgebra of K spanned by the elements [a] for any a ∈ Ξ˜′
D
. Notice that Km
can be obtained via a stabilization similar to Section 5.1 by using the algebras Sm. Similar
to Theorem 6.3.1, we have
na = a+ lower terms, ∀a ∈ Ξ˜′D,
where na is defined in (83). Moreover, by (50), we have
[(Dλ + E
θ
n,n+1, ǫ)] · [(Dλ + Eθn+1,n, ǫ′)] =
{
[(Dλ + E
θ
n,n, ǫ)] if ǫ = ǫ
′,
[(Dλ + E
θ
n,n+2, ǫ)] if ǫ 6= ǫ′.
From this observation, we have the following results for Km and Q(v)⊗AKm similar to those
for K and Q(v)⊗A K.
Proposition 6.4.1. (a) The algebra Km is generated by the elements [e] such that either
e− REθn,n+2, e− REθi,i+1 or e− REθi+1,i is diagonal for some i ∈ [1, n− 1] and R ∈ N.
(b) The algebra Q(v)⊗AKm is generated by the elements [e] such that either e, e−Eθn,n+2,
e− Eθi,i+1 or e−Eθi+1,i is diagonal for some i ∈ [1, n− 1].
(c) The algebras Km and Q(v)⊗AKm possess three bases: the standard basis {[a]|a ∈ Ξ˜′D},
the monomial basis {na|a ∈ Ξ˜′D}, and the canonical basis {{A}|a ∈ Ξ˜′D}.
(d) The restriction of Ψ in Theorem 5.3.1 defines a surjective algebra homomorphism
Ψm : Km → Sm such that Ψm([a]) = [a] if a ∈ Ξ′
D
and 0 otherwise. Moreover Ψm({a}) = {a}
if a ∈ Ξ′
D
and 0 otherwise.
6.5. A presentation of Q(v) ⊗A Km. To a diagonal signed matrix d = (Dλ, ǫ) in Ξ˜′D, we
set
(85) Td = FnEnd− [λn]vd.
where FnEnd is defined in (57) and lies in Km. Note that λn+1 = 0 in this case.
Proposition 6.5.1. Let d = (Dλ, ǫ) and d
′ = (Dλ′, ǫ
′) be two signed diagonal matrices in
Ξ˜′
D
. The following relations hold in Km.
dd′ = δd,d′d,
Td− d′Td = 0, if λ = λ′, ǫ = ǫ′,
(EiFj − FjEi)d = 0, if i 6= j,
(EiFi − FiEi)d = [λi+1 − λi]vd, if i 6= n,
(E2n−1T − [2]vEn−1TEn−1 + TE2n−1)d = 0,
(F 2n−1T − [2]vFn−1TFn−1 + TF 2n−1)d = 0,
(T 2En−1 − [2]vTEn−1T + En−1T 2)d = En−1d,
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(T 2Fn−1 − [2]vTFn−1T + Fn−1T 2)d = Fn−1d,
(EiEj − EjEi)d = 0, (FiFj − FjFi)d = 0, if |i− j| > 1,
(EiEiEj − [2]vEiEjEi + EjEiEi)d = 0, if |i− j| = 1,
(FiFiFj − [2]vFiFjFi + FjFiFi)d = 0, if |i− j| = 1.
Proof. Proposition can be shown by using (85) and Proposition 5.4.2. One could prove them
directly by using the same argument as we make for Proposition 5.4.2. More precisely, all
identities can be reduced into Sm by replacing [a] by [pa]. Proposition then follows from
Proposition 6.2.1. 
6.6. The identification Km = U˙m. Recall the algebra Um from Section 2.2. Following
[Lu93, Section 23], we shall define the modified form U˙m of Um. We set
Λm = {λ ∈ ZN |λi = λN+1−i, λn+1 = 0}.
For any λ, λ′ ∈ Λm, we define
λU
m
λ′ = U
m/(
n+1∑
a=1
(Ha − v−λa)Um +
n+1∑
a=1
Um(Ha − v−λa)).
Let πλ,λ′ : U
m → λUmλ′ be the canonical projection. We set sgn(πλ,λ(J+)) = + and
sgn(πλ,λ(J−)) = −. Set
U˙m = ⊕λ,λ′∈ΛmλUmλ′ .
Similarly, we can define U˙ı by replacing Um by its subalgebra Uı. (See also [?, 5.6].)
Following [Lu93, Section 23], we have
(86) U˙m =
∑
d
Umd =
∑
sgn(d)=+
Uıd⊕
∑
sgn(d)=−
Uıd ≃ U˙ı ⊕ U˙ı,
as vector spaces, where the sum runs over all elements d of the form πλ,λ(J+) or πλ,λ(J−) for
λ ∈ Λm.
Let AD be the associative Q(v)-algebra without unit generated by Eid, Fid, Td and d for
all i ∈ [1, n− 1] and d runs over all diagonal signed matrices in Ξ˜′
D
, subjects to the relations
(i)-(viii) in Proposition 6.5.1. We have
Proposition 6.6.1. The map φ : AD → U˙m sending generators in AD to the respective
elements in U˙m is an algebra isomorphism.
Proof. Observe that all relations in Um can be transformed into corresponding relations in
U˙m by adjoining diagonal signed matrixes. By comparing the defining relations of Um and
those in Proposition 6.5.1, we have that U˙m is an associative Q(v)-algebra generated by Eid,
Fid, Td and d for all i ∈ [1, n− 1] and d diagonal signed matrices in Ξ˜′D and subject to the
defining relations of AD. So we see that the map φ is a surjective algebra homomorphism.
It is left to show φ is injective. By using the same argument of (86), we have AD ≃ U˙ı⊕U˙ı,
as vector spaces. So the map φ is injective. We are done. 
Theorem 6.6.2. The assignment of sending generators in U˙m to the respective generators
in Km defines an algebra isomorphism Υ′ : U˙m → Q(v)⊗A Km.
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Proof. By Propositions 6.5.1 and 6.6.1, we see that Υ′ is a surjective algebra homomorphism.
We observe that Q(v)⊗A Km is a direct sum of two copies of U˙ı as Q(v) vector spaces. So
we have the injectivity. 
6.7. The algebra Um. Recall the algebra Kˆ and the notations 0± from Section 5.5 and the
notation aˆ(j) from (65). We consider the following elements in Kˆ.
O(j) = 0+(j) + 0−(j), ∀j ∈ ZN ,
Ei = E
θ,+
i+1,i(0) + E
θ,−
i+1,i(0),
Fi = E
θ,+
i,i+1(0) + E
θ,−
i,i+1(0), ∀i ∈ [1, n− 1],
T =
∑
λ([D
+
λ + E
θ
n,n+2] + [D
−
λ + E
θ
n,n+2]).
Let Um be the subalgebra of Kˆ generated by Ei, Fi, T,O(j), 0+(0) and 0−(0) for all i ∈ [1, n−1]
and j ∈ ZN . By a similar argument as Proposition 6.7.1, we have the following proposition.
Proposition 6.7.1. The following relations hold in Um.
O(j)O(j′) = O(j′)O(j), 0±(0)O(j) = O(j)0±(0), 0α(0)0ǫ(0) = δα,ǫ0
α(0),
O(j)Fh = v
jh−jh+1FhO(j), O(j)Eh = v
−jh+jh+1EhO(j),
EhT = TEh, FhT = TFh, if h ∈ [1, n− 2],
0±(0)Eh = Eh0
±(0), Fh0
±(0) = 0±(0)Fh, O(j)T = TO(j), 0
±(0)T = T0∓(0),
FhEh − EhFh = (v − v−1)−1(0(h− h + 1)− 0(h+ 1− h))
E2n−1T − [2]vEn−1TEn−1 + TE2n−1 = 0,
F 2n−1T − [2]vFn−1TFn−1 + TF 2n−1 = 0,
T 2En−1 − [2]vTEn−1T + En−1T 2 = En−1,
T 2Fn−1 − [2]vTFn−1T + Fn−1T 2 = Fn−1,
EiEj = EjEi, FiFj = FjFi, if |i− j| > 1,
E2i Ej − [2]vEiEjEi + EjE2i = 0, if |i− j| = 1,
F 2i Fj − [2]vFiFjFi + FjF 2i = 0, if |i− j| = 1.
By comparing the defining relations and graded dimensions, we have
Corollary 6.7.2. We have a unique isomorphism Um → Um defined by Ei 7→ Ei, Fi 7→ Fi,
T 7→ T , Ha 7→ O(−a) and J± 7→ 0±(0), for any i ∈ [1, n− 1] and a ∈ [1, n].
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